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Abstract
We lay down the foundations of the theory of Poisson vertex algebras aimed at its
applications to integrability of Hamiltonian partial differential equations. Such an equation
is called integrable if it can be included in an infinite hierarchy of compatible Hamiltonian
equations, which admit an infinite sequence of linearly independent integrals of motion in
involution. The construction of a hierarchy and its integrals of motion is achieved by making
use of the so called Lenard scheme. We find simple conditions which guarantee that the
scheme produces an infinite sequence of closed 1-forms ωj , j ∈ Z+, of the variational complex
Ω. If these forms are exact, i.e. ωj are variational derivatives of some local functionals∫
hj, then the latter are integrals of motion in involution of the hierarchy formed by the
corresponding Hamiltonian vector fields. We show that the complex Ω is exact, provided
that the algebra of functions V is “normal”; in particular, for arbitrary V , any closed form
in Ω becomes exact if we add to V a finite number of antiderivatives. We demonstrate
on the examples of the KdV, HD and CNW hierarchies how the Lenard scheme works.
We also discover a new integrable hierarchy, which we call the CNW hierarchy of HD type.
Developing the ideas of Dorfman, we extend the Lenard scheme to arbitrary Dirac structures,
and demonstrate its applicability on the examples of the NLS, pKdV and KN hierarchies.
Keywords and phrases: evolution equation, evolutionary vector field, local functional, integral
of motion, integrable hierarchy, normal algebra of differential functions, Lie conformal algebra, Poisson
vertex algebra, compatible λ-brackets, Lenard scheme, Beltrami λ-bracket, variational derivative, Fre´chet
derivative, variational complex, Dirac structure, compatible Dirac structures.
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2
0 Introduction.
An evolution equation is a system of partial differential equations of the form
(0.1)
dui
dt
= Pi(u, u
′, u′′, . . .) , i ∈ I = {1, . . . , ℓ} (ℓ may be infinite) ,
where ui = ui(t, x) are functions on a 1-dimensional manifold M , depending on time t and
x ∈M , and Pi are differentiable functions in u = (ui)i∈I and a finite number of its derivatives
u′ =
(
∂ui
∂x
)
i∈I
, u′′ =
(
∂2ui
∂x2
)
i∈I
, . . . .
One usually views ui, u
′
i, u
′′
i , . . . as generators of the algebra of polynomials
(0.2) R = C
[
u
(n)
i
∣∣ i ∈ I, n ∈ Z+] ,
equipped with the derivation ∂, defined by ∂(u
(n)
i ) = u
(n+1)
i , n ∈ Z+. An algebra of differential
functions V is an extension of the algebra R, endowed with commuting derivations ∂
∂u
(n)
i
, i ∈
I, n ∈ Z+, extending the usual partial derivatives in R, and such that, given f ∈ V, ∂f
∂u
(n)
i
= 0
for all but finitely many i ∈ I and n ∈ Z+. Then ∂ extends to a derivation of V by
(0.3) ∂ =
∑
i∈I,n∈Z+
u
(n+1)
i
∂
∂u
(n)
i
.
An element of V/∂V is called a local functional, and the image of f ∈ V in V/∂V is de-
noted by
∫
f , the reason being that in the variational calculus local functionals are of the form∫
Mf(u, u
′, . . .) dx, and taking V/∂V provides the universal space for which integration by parts
holds. A local functional
∫
f is called an integral of motion of (0.1), or is said to be conserved
by the evolution equation (0.1), if its evolution in time along (0.1) is constant, namely
(0.4)
∫
df
dt
= 0 .
The element f , defined modulo ∂V, is then called a conserved density. By the chain rule,
equation (0.4) is equivalent to
(0.5)
∫
XP (f) = 0 ,
where, for P = (Pi)i∈I ∈ Vℓ, XP is the following derivation of V:
(0.6) XP =
∑
n∈Z+
i∈I
(∂nPi)
∂
∂u
(n)
i
.
Note that [∂,XP ] = 0. A derivation of the algebra V with this property is called an evolutionary
vector field. It is easy to see that all of these are of the form (0.6) for some P ∈ Vℓ.
Here and further Vℓ denotes the space of all ℓ× 1 column vectors with entries in V. Also,
V⊕ℓ will be used to denote the subspace of ℓ×1 column vectors with only finitely many non-zero
entries. Though, in this paper we do not consider any example with infinite ℓ, we still use this
distinction as a book-keeping device.
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We have the usual pairing V⊕ℓ×Vℓ → V, defined by F ·P =∑i∈I FiPi. Note that integrating
by parts transforms (0.5) to ∫
δf
δu
· P = 0 ,
where δfδu =
( δf
δui
)
i∈I
∈ V⊕ℓ and
(0.7)
δf
δui
=
∑
n∈Z+
(−∂)n ∂f
∂u
(n)
i
is the variational derivative of f by ui.
Given a sequence of commuting evolutionary vector fields, i.e. a sequence Pn ∈ Vℓ, n =
0, 1, 2, . . . , such that the corresponding evolutionary vector fields commute (compatibility con-
dition):
(0.8) [XPm ,XPn ] = 0 , for all m,n ∈ Z+ ,
one considers a hierarchy of evolution equations
(0.9)
du
dtn
= Pn(u, u′, u′′, . . .) , n ∈ Z+ ,
where dudtn =
(
dui
dtn
)
i∈I
∈ Vℓ and ui = ui(t1, t2, . . . ). If the evolutionary vector fieldsXPn , n ∈ Z+,
span an infinite-dimensional vector space, then each of the equations of the hierarchy (0.9) (and
the whole hierarchy) is called integrable. For example, the hierarchy of linear evolution equations
(0.10)
dui
dtn
= u
(n)
i , i ∈ I, n ∈ Z+ ,
is integrable. Note that the compatibility condition (0.8) can be equivalently expressed by the
following identities:
dPm
dtn
=
dPn
dtm
, m, n ∈ Z+ .
Note also that the problem of classification of integrable evolution equations is equivalent to the
problem of classification of maximal infinite-dimensional abelian subalgebras of the Lie algebra
of evolutionary vector fields.
Remark 0.1. The above setup can be generalized to the case of any finite-dimensional manifold
M , replacing ∂ by partial derivatives ∂i =
∂
∂xi
and V/∂V by V/∑i(∂iV). However, we shall be
concerned only with the 1-dimensional case.
A special case of an evolution equation is a system of equations of the form
(0.11)
du
dt
= H(∂)
δh
δu
,
whereH(∂) =
(
Hij(u, u
′, . . . ; ∂)
)
i,j∈I
is an ℓ×ℓ matrix, whose entries are finite order differential
operators in ∂ with coefficients in V, and ∫ h ∈ V/∂V is a local functional (note that, since, in
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view of (0.3), δδui ◦ ∂ = 0 for all i ∈ I, the RHS is well defined). In this case one considers the
“local” bracket [FT] (i, j ∈ I):
(0.12) {ui(x), uj(y)} = Hji(u(y), u′(y), . . . ; ∂y)δ(x− y) , x, y ∈M ,
where δ(x − y) is the δ-function: ∫Mf(x)δ(x − y) dx = f(y). This bracket extends, by the
Leibniz rule and bilinearity, to arbitrary f, g ∈ V:
(0.13) {f(x), g(y)} =
∑
i,j∈I
m,n∈Z+
∂f(x)
∂u
(m)
i
∂g(y)
∂u
(n)
j
∂mx ∂
n
y {ui(x), uj(y)} .
Using bilinearity and integration by parts, equation (0.13) suggests a way to define a bracket
on the space of local functionals V/∂V. Indeed we have
{∫Mf(x)dx , ∫Mg(y)dy} = ∑
i,j∈I
∫
M
∫
M
δf(x)
δui
δg(y)
δuj
{ui(x), uj(y)}dxdy
=
∑
i,j∈I
∫
M
δg(y)
δuj
Hji(u(y), u
′(y), . . . , ∂y)
δf(y)
δui
dy ,
where, for the last identity, we performed integration by parts. Hence, given two local func-
tionals
∫
f,
∫
g ∈ V/∂V, we define their bracket associated to the operator H(∂), as the local
functional
(0.14)
{∫
f,
∫
g
}
=
∫ ∑
i,j∈I
δg
δuj
Hji(u, u
′, . . . ; ∂)
δf
δui
=
∫
δg
δu
·
(
H(∂)
δf
δu
)
.
Likewise, given a local functional
∫
f ∈ V/∂V and a function g ∈ V, we can define their bracket,
which will now be an element of V, by the formula
(0.15)
{∫
f, g
}
=
∑
i,j∈I
n∈Z+
∂g
∂u
(n)
j
∂nHji(u, u
′, . . . ; ∂)
δf
δui
.
Of course, by integration by parts, we get that the brackets (0.14) and (0.15) are compatible in
the sense that ∫ {∫
f, g
}
=
{∫
f,
∫
g
}
.
We can then rewrite the evolution equation (0.11), using the above notation, in the Hamiltonian
form:
(0.16)
du
dt
= {∫ h, u} .
Here and further, for u = (ui)i∈I ∈ Vℓ,
{∫
h, u
}
stands for
({∫ h, ui})i∈I ∈ Vℓ.
The bracket (0.13) is called a Poisson bracket if the bracket (0.14) on V/∂V satisfies the
Lie algebra axioms (this is the basic integrability conditions of the evolution equation (0.11)).
The skew-commutativity of the bracket (0.14) simply means that the differential operator H(∂)
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is skew-adjoint. The Jacobi identity is more involved, but can be easily understood using the
language of λ-brackets, which, we believe, greatly simplifies the theory. The idea is to apply
the Fourier transform F (x, y) 7→ ∫M dxeλ(x−y)F (x, y) to both sides of (0.13). Denoting
{f(y)λg(y)} =
∫
Me
λ(x−y){f(x), g(y)}dx ,
a straightforward calculation gives the following important formula [DK]:
(0.17) {fλg} =
∑
i,j∈I
m,n∈Z+
∂g
∂u
(n)
j
(∂ + λ)n{ui∂+λuj}→(−∂ − λ)m
∂f
∂u
(m)
i
,
where {uiλuj} = Hji(u, u′, . . . ;λ), and {ui∂+λuj}→ means that ∂ is moved to the right.
In terms of the λ-bracket (0.17), the bracket (0.14) on the space of local functionals V/∂V
becomes
(0.18) {∫ f, ∫ g} = ∫ {fλg}∣∣λ=0 .
Likewise the bracket (0.15) between a local functional
∫
f ∈ V/∂V and a function g ∈ V can be
expressed as
{∫ f, g} = {fλg}∣∣λ=0 ,
so that the evolution equation (0.11) becomes
(0.19)
du
dt
= {hλu}
∣∣
λ=0
.
It is easy to see that the λ-bracket (0.17) satisfies the following sesquilinearity properties
(0.20) {∂fλg} = −λ{fλg} , {fλ∂g} = (∂ + λ){fλg} ,
and the following left and right Leibniz rules:
(0.21) {fλgh} = {fλg}h + g{fλh} , {fgλh} = {fλ+∂h}→g + {gλ+∂h}→f .
Furthermore, the skew-commutativity of the bracket (0.14) is equivalent to
(0.22) {fλg} = −{g−∂−λf} ,
where now ∂ is moved to the left, and the Jacobi identity is equivalent to
(0.23) {fλ{gµh}} − {gµ{fλh}} = {{fλg}λ+µh} .
A commutative associative unital differential algebra V, endowed with a λ-bracket V ⊗V →
C[λ]⊗ V, denoted by a⊗ b 7→ {aλb}, is called a Poisson vertex algebra (PVA) if it satisfies all
the identities (0.20)–(0.23). If the λ-bracket (0.17) defines a PVA structure on V, we say that
H(∂) =
(
Hij(u, u
′, . . . ; ∂)
)
i,j∈I
in (0.12) is a Hamiltonian operator, and that equation (0.11)
(or, equivalently, (0.19)) is a system of Hamiltonian equations associated to the Hamiltonian
operator H(∂).
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It follows from (0.17) that{∫
h, ·} = {hλ·}∣∣λ=0 = XH(∂)δh/δu for ∫ h ∈ V/∂V .
It is easy to check that, provided that Jacobi identity (0.23) holds, the map
∫
f 7→ XH(∂)δf/δu
defines a homorphism of the Lie algebra V/∂V of local functionals (with the bracket (0.18)) to
the Lie algebra of evolutionary vector fields. Recall that, by definition, a local functional
∫
f is
an integral of motion of the Hamiltonian equation (0.16) if
(0.24)
∫
df
dt
= {∫ h , ∫ f} = 0 .
By the above observation this implies that the corresponding evolutionary vector fieldsXH(∂)δh/δu
and XH(∂)δf/δu commute:
(0.25) [XH(∂)δh/δu,XH(∂)δf/δu ] = 0 .
In fact, we will see in Section 1.6, that in many cases this is a necessary and sufficient condition
for the commutativity relation (0.24).
The basic problem in the theory of Hamiltonian equations is to establish “integrability”.
A system of Hamiltonian equations du/dt = {∫ h, u} = H(∂)δh/δu, is said to be integrable
if, first,
∫
h lies in an infinite-dimensional abelian subalgebra of the Lie algebra (V/∂V, { , }),
in other words, if there exists an infinite sequence of linearly independent local functionals∫
h0 =
∫
h,
∫
h1,
∫
h2, · · · ∈ V/∂V, commuting with respect to the Lie bracket (0.18) on V/∂V,
and, second, if the evolutionary vector fields XH(∂) δhn
δu
span an infinite-dimensional vector
space. By the above observations, if such a sequence
∫
hn exists, the corresponding Hamiltonian
equations
du
dtn
=
{∫
hn, u
}
= H(∂)
δhn
δu
, n ∈ Z+ ,
form a hierarchy of compatible Hamiltonian equations. Thus, if the center of the Lie algebra
V/∂V with bracket (0.18) is finite-dimensional, then we get a hierarchy of integrable evolution
equations. (Note that the hierarchy (0.10) of all linear evolution equations is not Hamiltonian,
but its part with n odd is.)
The problem of classification of integrable Hamiltonian equations consists of two parts. The
first one is to classify all λ-brackets on V, making it a PVA. The second one is to classify all
maximal infinite-dimensional abelian subalgebras in the Lie algebra V/∂V with bracket (0.18).
What apparently complicates the problem is the possibility of having the same evolution
equation (0.19) in two different Hamiltonian forms:
(0.26)
du
dt
=
{∫
h1λu
}
0
∣∣
λ=0
=
{∫
h0λu
}
1
∣∣
λ=0
,
where {· λ ·}i, i = 0, 1, are two linearly independent λ-brackets on V and
∫
hi, i = 0, 1, are some
local functionals. However, this disadvantage happens to be the main source of integrability in
the Hamiltonian approach, as can be seen by utilizing the so called Lenard scheme [M], [O],
[D]. Under some mild conditions, this scheme works, provided that the two λ-brackets form a
bi-Hamiltonian pair, meaning that any their linear combination makes V a PVA. Namely, the
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scheme generates a sequence of local functionals
∫
hn, n ∈ Z+, extending the given first two
terms, such that for each n ∈ Z+ we have
(0.27)
{∫
hn+1λu
}
0
∣∣
λ=0
=
{∫
hnλu
}
1
∣∣
λ=0
.
In this case all
∫
hn ∈ V/∂V, n ∈ Z+, pairwise commute with respect to both brackets
{· , ·}i, i = 0, 1, on V/∂V, and hence they are integrals of motion in involution for the evo-
lution equation (0.26).
In Section 2 we provide some conditions, which garantee that the Lenard scheme works. As
applications, we discuss in detail the example of the KdV and the dispersionless KdV hierarchies,
based on the Gardner-Faddeev-Zakharov and the Virasoro-Magri PVA. In particular, we prove
that the polynomials in u form a maximal abelian subspace of integrals of motion for the
dispersionless KdV, and derive from this that the infinite-dimensional space of integrals of
motion for the KdV hierarchy, obtained via the Lenard scheme, is maximal abelian as well. In
fact, due to the presence of a parameter in the Virasoro-Magri λ-bracket (the central charge),
we have a triple of compatible λ-brackets. This allows one to choose another bi-Hamiltonian
pair, which leads to the so called HD integrable hierarchy, which we discuss as well. We also
discuss the example of the coupled non-linear wave (CNW) system of Ito, based on the PVA
corresponding to the Virasoro Lie algebra acting on functions on the circle. Here again, due to
the presence of a parameter in the λ-brackets, we can make another choice of a bi-Hamiltonian
pair, leading us to a new hierarchy, which we call the CNW hierarchy of HD type.
Another important class of Hamiltonian equations is provided by symplectic operators. Let
S(∂) =
(
Sij(u, u
′, . . . ; ∂)
)
i,j∈I
be a matrix differential operator with finitely many non-zero
entries. The operator S(∂) is called symplectic if it is skew-adjoint and it satisfies the following
analogue of the Jacobi identity (i, j, k ∈ I):
(0.28)
{
ui λ Skj(µ)
}
B
− {uj µ Ski(λ)}B + {Sji(λ) λ+µ uk}B = 0 .
Here {· λ ·}B is called the Beltrami λ-bracket, which we define by {uiλuj} = δij and extended
to V ⊗ V → C[λ]⊗ V using (0.20) and (0.21).
In the symplectic case there is again a Lie algebra bracket, similar to (0.18), but it is defined
only on the following subspace of V/∂V of Hamiltonian functionals:
FS =
{∫
f
∣∣∣ δf
δu
∈ S(∂)Vℓ
}
.
It is given by the following formula (cf. (0.15)):
(0.29)
{∫
f,
∫
g
}
S
=
∫
δg
δu
· P , where δf
δu
= S(∂)P .
Consider an evolution equation of the form
(0.30)
du
dt
= P ,
where P ∈ Vℓ is such that S(∂)P = δhδu for some
∫
h ∈ FS . A local functional
∫
f ∈ FS is
called an integral of motion of the evolution equation (0.30) if
{∫
h,
∫
f}S = 0, and equation
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(0.30) is called integrable if it admits infinitely many linearly independent commuting integrals
of motion
∫
hn, n ∈ Z+, commuting with
∫
h =
∫
h0, and the corresponding evolutionary vector
fields XPn commute and span an infinite-dimensional vector space. Thus, classification of
integrable Hamiltonian equations associated to the symplectic operator S(∂) reduces to the
classification of infinite-dimensional maximal abelian subspaces of the Lie algebra FS . Based
on the above definitions, the theory proceeds in the same way as in the Hamiltonian case,
including the Lenard scheme. Following Dorfman [D], we establis in Section 4 integrability of
the potential KdV equation and the Krichever-Novikov equation, using this scheme.
In fact, there is a more general setup, in terms of Dirac structures, introduced by Dorf-
man [D], which embraces both the Hamiltonian and the symplectic setup. A Dirac struc-
ture involves two matrix differential operators H(∂) =
(
Hij(u, u
′, . . . ; ∂)
)
i,j∈I
and S(∂) =(
Sij(u, u
′, . . . ; ∂)
)
i,j∈I
, and the corresponding Hamiltonian equations are of the form dudt = P ,
where P ∈ Vℓ is such that
(0.31) S(∂)P = H(∂)
δh
δu
,
for some
∫
h ∈ FH,S , the corresponding Lie algebra of Hamiltonian functionals, defined by
(0.32) FH,S =
{∫
f ∈ V/∂V
∣∣∣H(∂)δf
δu
∈ S(∂)Vℓ
}
,
with the Lie algebra bracket
(0.33)
{∫
f,
∫
g
}
S
=
∫
δg
δu
· P , where H(∂)δf
δu
= S(∂)P .
Under a suitable integrability condition, expressed in terms of the so-called Courant-Dorfman
product, (0.33) is well defined and it satisfies the Lie algebra axioms.
We develop further the theory of the Lenard scheme for Dirac structures, initiated by
Dorfman [D], and, using this, complete the proof of integrability of the non-linear Schro¨dinger
system, sketched in [D].
Applying the Lenard scheme at the level of generality of an arbitrary algebra of differen-
tial functions V requires understanding of the exactness of the variational complex Ω(V) =⊕
k∈Z+
Ωk(V) at k = 0 and 1. We prove in Section 3 that, adding finitely many antiderivatives
to V, one can make any closed k-cocycle exact for any k ≥ 1, and, after adding a constant, for
k = 0 (which seems to be a new result).
The contents of the paper is as follows. In Sections 1.1 and 1.2 we introduce the notion
of an algebra V of differential functions and its normality property. The main results here are
Propositions 1.5 and 1.9. They provide for a normal V (in fact any V after adding a finite
number of antiderivatives) algorithms for computing, for a given f ∈ V such that δfδu = 0,
an element g ∈ V such that f = ∂g+const., and for a given F ∈ V⊕ℓ which is closed, i.e.
such that DF (∂) = D
∗
F (∂), where DF (∂) is the Fre´chet derivative (defined in Section 1.2), an
element f ∈ V such that δfδu = F . These results are important for the proof of integrability of
Hamiltonian equations, discussed in Sections 2 and 4.
In Sections 1.3 and 1.7 we give several equivalent definitions of a Poisson vertex algebra
(PVA) and we explain how to introduce a structure of a PVA in an algebra V of differential
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functions or its quotient (Theorems 1.15 and 1.21, Propositions 1.16 and 1.37). In particular,
we show that an equivalent notion is that of a Hamiltonian operator. In Section 1.5 we show
how to construct Hamiltonian equations and their integrals of motion in the PVA language. In
Section 1.6 we explain how to compute the center of a PVA. In Section 1.4 we introduce the
Beltrami λ-bracket (which, unlike the Poisson λ-bracket, is commutative, rather than skew-
commutative), and interpret the basic operators of the variational calculus, like the variational
derivative and the Fre´chet derivative, in terms of this λ-bracket. Other applications of the
Beltrami λ-bracket appear in Section 3.
In Section 2.1 we introduce the notion of compatible PVA structures on an algebra V of
differential functions and develop in this language the well-known Lenard scheme of integrability
of Hamiltonian evolution equations [M], [O], [D]. The new results here are Propositions 2.9,
2.10 and 2.13, and Corollary 2.12, which provide sufficient conditions for the Lenard scheme to
work.
In Section 2.2, using the Lenard scheme, we discuss in detail the integrability of the KdV
hierarchy, which includes the classical KdV equation
du
dt
= 3uu′ + cu′′′ , c ∈ C .
The new result here is Theorem 2.15 on the maximality of the sequence of integrals of motion of
the KdV hierarchy. We discuss the integrability of the HD hierarchy, which includes the Harry
Dim equation
du
dt
= ∂3(u−1/2) + α∂(u−1/2) , α ∈ C ,
in Section 2.3, and that of the CNW hierarchy, which includes the CNW system of Ito (c ∈ C):{
du
dt = cu
′′′ + 3uu′ + vv′
dv
dt = ∂(uv)
,
in Section 2.4. In Section 2.5 we prove integrability of the CNW hierarchy of HD type, which
seems to be new. The simplest non-trivial equation of this hierarchy is (c ∈ C):{
du
dt = ∂
(
1
v
)
+ c∂3
(
1
v
)
dv
dt = −∂
(
u
v2
)
In Sections 3.1 and 3.2 we introduce, following Gelfand and Dorfman [GD2], the variational
complex Ω(V) as the reduction of the de Rham g-complex Ω˜(V) by the action of ∂, i.e. Ω(V) =
Ω˜(V)/∂Ω˜(V). Our main new result on exactness of the complexes Ω˜(V) and Ω(V) provided
that V is normal, is Theorem 3.2, proved in Section 3.3. Another version of the exactness
theorem, which is Theorem 3.5, is well known (see e.g. [D], [Di]). However it is not always
applicable, whereas Theorem 3.2 works for any V, provided that we add to V a finite number
of antiderivatives.
In Sections 3.4 and 3.5, following [DSK], we link the variational complex Ω(V) to the Lie
conformal algebra cohomology, developed in [BKV], via the Beltrami λ-bracket, which leads
to an explicit construction of Ω(V). As an application, we give a classification of symplectic
differential operators and find simple formulas for the well-known Sokolov and Dorfman sym-
plectic operators [S], [D], [W]. In Section 3.6 we explore an alternative way of understanding
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the variational complex, via the projection operators Pk of Ω˜k onto a subspace complementary
to ∂Ω˜k.
In Sections 4.1–4.3 we define the Dirac structures and the corresponding evolution equations.
In Sections 4.4 and 4.5 we introduce the notion of compatible Dirac structures and discuss the
corresponding Lenard scheme of integrability. The exposition of these sections follows closely
the book of Dorfman [D], except for Proposition 4.16 and Corollary 4.17, guaranteeing that the
Lenard scheme works, which seem to be new results.
In Section 4.6 we prove integrability of the non-linear Schro¨dinger (NLS) system{
du
dt = v
′′ + 2v(u2 + v2)
dv
dt = −u′′ − 2u(u2 + v2)
,
using a compatible pair of Dirac structures and the results of Section 4.5.
In Section 4.7 we prove that the graph of a Hamiltonian differential operator is a Dirac
structure (see Theorem 4.21), and a similar result on the bi-Hamltonian structure vs. a pair of
compatible Dirac structures (see Proposition 4.24), which allows us to derive the key property
of a bi-Hamiltonian structure, stated in Theorem 2.7 in Section 2.1.
Likewise, in Section 4.8 we relate the symplectic differential operators to Dirac structures
and prove Dorfman’s criteria of compatibility of a pair of symplectic operators [D]. In Sections
4.9 and 4.10 we derive the integrability of the potential KdV equation (c ∈ C)
du
dt
= 3(u′)2 + cu′′′ ,
and of the Krichiver-Nivikov equation
du
dt
= u′′′ − 3
2
(u′′)2
u′
.
The latter uses the compatibility of the Sokolov and Dorfman symplectic operators.
In this paper we are considering only the translation invariant case, when functions f ∈ V
do not depend explicitly on x. The general case amounts to adding ∂∂x in the definition (0.3)
of ∂.
Many important integrable hierarchies, like the KP, the Toda lattice, and the Drinfeld-
Sokolov, are not treated in this paper. We are planning to fill in these gaps in future publications.
1 Poisson vertex algebras and Hamiltonian operators.
1.1 Algebras of differential functions. By a differential algebra we shall mean a unital
commutative associative algebra over C with a derivation ∂. Recall that ∂1 = 0. One of the
most important examples is the algebra of differential polynomials in ℓ variables
R = C[u
(n)
i | i ∈ {1, . . . , ℓ} = I, n ∈ Z+] ,
where ∂ is the derivation of the algebra R, defined by ∂(u
(n)
i ) = u
(n+1)
i .
Definition 1.1. An algebra of differential functions V in a set of variables {ui}i∈I is an ex-
tension of the algebra of polynomials R = C[u
(n)
i | i ∈ I, n ∈ Z+], endowed with linear maps
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∂∂u
(n)
i
: V → V, for all i ∈ I and n ∈ Z+, which are commuting derivations of the product in
V, extending the usual partial derivatives in R, and such that, given f ∈ V, ∂
∂u
(n)
i
f = 0 for all
but finitely many i ∈ I and n ∈ Z+. Unless otherwise specified, we shall assume that V is an
integral domain.
Typical examples of algebras of differential functions that we will consider are: the algebra
of differential polynomials itself, R = C[u
(n)
i | i ∈ I, n ∈ Z+], any localization of it by some
element f ∈ R, or, more generally, by some multiplicative subset S ⊂ R, such as the whole field
of fractions Q = C(u
(n)
i | i ∈ I, n ∈ Z+), or any algebraic extension of the algebra R or of the
field Q obtained by adding a solution of certain polynomial equation. An example of the latter
type, which we will consider in Section 2.3, is V = C[√u±1, u′, u′′, . . . ], obtained by starting
from the algebra of differential polynomials R = C[u(n) |n ∈ Z+], adding the square root of the
element u, and localizing by
√
u.
On any algebra of differential functions V we have a well defined derivation ∂ : V → V,
extending the usual derivation of R (defined above), given by
(1.1) ∂ =
∑
i∈I,n∈Z+
u
(n+1)
i
∂
∂u
(n)
i
.
Moreover we have the usual commutation rule
(1.2)
[ ∂
∂u
(n)
i
, ∂
]
=
∂
∂u
(n−1)
i
,
where the RHS is considered to be zero if n = 0. These commutation relations imply the
following lemma, which will be used throughout the paper.
Lemma 1.2. Let Di(z) =
∑
n∈Z+
zn ∂
∂u
(n)
i
. Then for every h(λ) =
∑N
m=0 hmλ
m ∈ C[λ]⊗V and
f ∈ V the following identity holds:
(1.3) Di(z)
(
h(∂)f
)
=
(
Di(z)
(
h(∂)
))
f + h(z + ∂)
(
Di(z)f
)
,
where Di(z)
(
h(∂)
)
is the differential operator obtained by applying Di(z) to the coefficients of
h(∂).
Proof. In the case h(λ) = λ, equation (1.3) means (1.2). It follows that
Di(z) ◦ ∂n = (z + ∂)n ◦Di(z) for every n ∈ Z+ .
The general case follows.
As before, we denote by V⊕r ⊂ Vr the subspace of all F = (Fi)i∈I with finitely many
non-zero entries (r may be infinite), and introduce a pairing Vr × V⊕r → V/∂V
(1.4) (P,F ) 7→ ∫ P · F ,
where, as before,
∫
denotes the canonical map V → V/∂V.
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Recall the definition (0.7) of the variational derivative δδu : V → V⊕ℓ. It follows immediately
from (1.2) that
(1.5)
δ
δui
◦ ∂ = 0 , i ∈ I ,
i.e. ∂V ⊂ Ker δδu . In fact, we are going to prove that, under some assumptions on V, apart
from constant functions, there is nothing else in Ker δδu .
First, we make some preliminary observations. Given f ∈ V, we say that it has differential
order n, and we write ord (f) = n, if ∂f
∂u
(n)
i
6= 0 for some i ∈ I and ∂f
∂u
(m)
j
= 0 for all j ∈ I and
m > n. In other words, the space of functions of differential order at most n is
(1.6) Vn :=
{
f ∈ V
∣∣∣ ∂f
∂u
(m)
j
= 0 for all j ∈ I, m > n
}
.
Clearly ord (f) = n if and only if f ∈ Vn\Vn−1. We also denote by C ⊂ V the space of constant
functions f , namely such that ∂f
∂u
(m)
i
= 0 for all i ∈ I and m ∈ Z+, or, equivalently, such that
∂f = 0 (this equivalence is immediate by (1.1)). We will also let C(ui) ⊂ V0 the subspace of
functions f depending only on ui, namely such that
∂f
∂u
(n)
j
= 0 unless j = i and n = 0.
We can refine filtration (1.6) as follows. For i ∈ I and n ∈ Z+ we let
(1.7) Vn,i :=
{
f ∈ Vn
∣∣∣ ∂f
∂u
(n)
j
= 0 for all j > i
}
⊂ Vn .
In particular, Vn,ℓ = Vn. We also let Vn,0 = Vn−1 for n ≥ 1, and V0,0 = C.
It is clear by the definition (1.1) of ∂ that if f = ∂g 6= 0 and g ∈ Vn,i\Vn,i−1, then
f ∈ Vn+1,i\Vn+1,i−1, and in fact f has the form
(1.8) f =
∑
j≤i
hju
(n+1)
j +
∑
j>i
hju
(n)
j + r ,
where hj ∈ Vn,i for all j ∈ I, r ∈ Vn,i, and hi 6= 0. In particular, it immediately follows that
(1.9) C ∩ ∂V = 0 .
Proposition 1.3. (a) The pairing (1.4) is non-degenerate, namely
∫
P · F = 0 for every
F ∈ V⊕r if and only if P = 0.
(b) Moreover, let I be an ideal of V⊕r containing a non-zero element F¯ which is not a zero
divisor. If
∫
P · F = 0 for every F in the ideal I, then P = 0.
Proof. We can assume, without loss of generality, that r = 1. Suppose that P 6= 0 is such that∫
P · F = 0 for every F ∈ V. In this case, letting F = 1, we have that P ∈ ∂V has the form
(1.8). But then it is easy to see that u
(n+1)
i P does not have this form, so that
∫
u
(n+1)
i P 6= 0.
This proves (a). The argument for (b) is the same, by replacing P by PF¯ .
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We let g be the Lie algebra of all derivations of V of the form
(1.10) X =
∑
i∈I,n∈Z+
hi,n
∂
∂u
(n)
i
, hi,n ∈ V .
By (1.1), ∂ is an element of g, and we denote by g∂ the centralizer of ∂ in g. Elements X ∈ g∂
are called evolutionary vector fields. For X ∈ g∂ we have X(u(n)i ) = X(∂nui) = ∂nX(ui), so
that X =
∑
i∈I,n∈Z+
X(u
(n)
i )
∂
∂u
(n)
i
is completely determined by its values X(ui) = Pi, i ∈ I. We
thus have a vector space isomorphism Vℓ ≃ g∂ , given by
(1.11) Vℓ ∋ P = (Pi)i∈I 7→ XP = ∑
i∈I,n∈Z+
(∂nPi)
∂
∂u
(n)
i
∈ g∂ .
The ℓ-tuple P is called the characteristic of the evolutionary vector field XP .
1.2 Normal algebras of differential functions.
Definition 1.4. We call an algebra of differential functions normal if ∂
∂u
(n)
i
(Vn,i) = Vn,i for all
i ∈ I, n ∈ Z+. Given f ∈ Vn,i, we denote by
∫
du
(n)
i f ∈ Vn,i a preimage of f under the map
∂
∂u
(n)
i
. This antiderivative is defined up to adding elements from Vn,i−1.
Clearly any algebra of differential functions can be embedded in a normal one.
We will discuss in Section 3 the exactness of the variational complex Ω. In this language,
Propositions 1.5 and 1.9 below provide algorithms to find, for a “closed” element in V, a
preimage of ∂ (up to adding a constant), and, for a “closed” element in Ω1, a preimage of δδu .
Proposition 1.5. Let V be a normal algebra of differential functions. Then
(1.12) Ker
δ
δu
= C ⊕ ∂V .
In fact, given f ∈ Vn,i such that δfδu = 0, we have ∂f∂u(n)i ∈ Vn−1,i, and letting
gn−1,i =
∫
du
(n−1)
i
∂f
∂u
(n)
i
∈ Vn−1,i ,
we have f − ∂gn−1,i ∈ Vn,i−1. This allows one to compute an element g ∈ V such that f =
∂g+const. by induction on the pair (n, i) in the lexicographic order.
Proof. Equality (1.12) is a special case of exactness of the variational complex, which will be
established in Theorem 3.2. Hence, if f ∈ Ker δδu ∩Vn,i, we have f = ∂g+ c for some g ∈ Vn−1,i
and c ∈ C. By equation (1.8), ∂f
∂u
(n)
i
∈ Vn−1,i for every i ∈ I. The rest immediately follows by
the definition (1.1) of ∂.
Example 1.6. In general (1.12) does not hold. For example, in the non-normal algebra V =
C[u±1, u′, u′′, . . . ] the element u
′
u is in Ker
δ
δu , but not in ∂V. But in a normal extension of V
this element can be written as ∂ log u.
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In order to state the next proposition we need to introduce the Fre´chet derivative.
Definition 1.7. The Fre´chet derivative Df of f ∈ V is defined as the following differential
operator from Vℓ to V:
Df (∂)P = XP (f) =
∑
i∈I, n∈Z+
∂f
∂u
(n)
i
∂nPi .
One can think of Df (∂)P as the differential of the function f(u) in the usual sense, that is,
up to higher order in P ,
f(u+ P )− f(u) ≈
∑
j∈I,n∈Z+
∂f(u)
∂u
(n)
i
P
(n)
i = Df (∂)P ,
hence the name Fre´chet derivative.
More generally, for any collection F = (fα)α∈A of elements of V (where A is an index set),
the corresponding Fre´chet derivative is the map DF : Vℓ → VA given by
(1.13) (DF (P ))α = Dfα(∂)P
(
= XP (fα)
)
, α ∈ A .
Its adjoint with respect to the pairing (1.4) is the linear map D∗F (∂) : V⊕A → V⊕ℓ, given by
(1.14)
(
D∗F (∂)G
)
i
=
∑
α∈A, n∈Z+
(−∂)n
( ∂Fα
∂u
(n)
i
Gα
)
, i ∈ I .
On the other hand, if F has only finitely many non-zero entries, namely F ∈ V⊕A ⊂ VA, it is
clear from the definition (1.14) that D∗F can be extended to a map VA → V⊕ℓ. In particular,
for F ∈ V⊕ℓ, both DF (∂) and D∗F (∂) are maps from Vℓ to V⊕ℓ.
The following lemma will be useful in computations with Fre´chet derivatives.
Lemma 1.8. (a) Both the Fre´chet derivative DF (∂) and the adjoint operator D
∗
F (∂) are
linear in F ∈ VA.
(b) Let M be an A×B matrix with entries in V. We have, for F ∈ VB, G ∈ V⊕A and P ∈ Vℓ,
DMF (∂)P =
∑
β∈B
Fβ
(
DMαβ (∂)P
)
+
∑
β∈B
Mαβ
(
DFβ (∂)P
)
=
(
DM (∂)P
) · F +M · (DF (∂)P ) ,
and
D∗MF (∂)G =
∑
α∈A,β∈B
D∗Mαβ (∂)
(
FβGα
)
+
∑
α∈A,β∈B
D∗Fβ(∂)
(
MαβGα
)
= D∗M (∂)
(
GT ⊗ F )+D∗F (∂)(GTM) .
(c) Let F ∈ VA, G ∈ V⊕A and P ∈ Vℓ. We have
D∂F (∂)P = ∂
(
DF (∂)P
)
, D∗∂F (∂)G = −D∗F (∂)(∂G) .
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Proof. Part (a) is obvious. For part (b) the first equation follows immediately from the definition
(1.13) of the Fre´chet derivative, while the second equation can be derived taking the adjoint
operator. Part (c) can be easily proved using equation (1.2).
We have the following formula for the commutator of evolutionary vector fields in terms of
Fre´chet derivatives:
(1.15) [XP ,XQ] = XDQ(∂)P−DP (∂)Q .
Elements of the form δfδu ∈ V⊕ℓ are called exact. An element F ∈ V⊕ℓ is called closed if its
Fre´chet derivative is a self-adjoint differential operator:
(1.16) D∗F (∂) = DF (∂) .
It is well known and not hard to check, applying Lemma 1.2 twice, that any exact element in
V⊕ℓ is closed:
(1.17) D∗δf
δu
(∂) = D δf
δu
(∂) for every
∫
f ∈ V/∂V .
If V is normal, the converse holds. In fact, the next proposition provides an algorithm for
constructing f ∈ V such that δfδu = F , provided that F is closed, by induction on the following
filtration of V⊕ℓ. Given a triple (n, i, j) with n ∈ Z+ and i, j ∈ I, the subspace
(V⊕ℓ)
n,i,j
⊂ V⊕ℓ
consists of elements F ∈ V⊕ℓ such that Fk ∈ Vn,i for every k ∈ I and j is the maximal index
such that Fj ∈ Vn,i\Vn,i−1. We also let
(V⊕ℓ)
n,0,j
=
(V⊕ℓ)
n−1,ℓ,j
and
(V⊕ℓ)
n,i,0
=
(V⊕ℓ)
n,i−1,ℓ
.
Proposition 1.9. Let V be a normal algebra of differential functions. Then F ∈ V⊕ℓ is closed
if and only if it is exact, i.e. F = δfδu for some f ∈ V. In fact, if F ∈
(V⊕ℓ)
n,i,j
is closed, then
there are two cases:
(a) if n is even, we have j ≤ i and ∂Fj
∂u
(n)
i
∈ Vn/2,j, and letting
(1.18) fn,i,j = (−1)n/2
∫
du
(n/2)
i
∫
du
(n/2)
j
∂Fj
∂u
(n)
i
∈ Vn/2,i ,
we have F − δfn,i,jδu ∈
(V⊕ℓ)
n,i,j−1
;
(b) if n is odd, we have j < i and
∂Fj
∂u
(n)
i
∈ V(n−1)/2,i, and letting
(1.19) fn,i,j = (−1)(n+1)/2
∫
du
((n+1)/2)
j
∫
du
((n−1)/2)
i
∂Fj
∂u
(n)
i
∈ V(n+1)/2,j ,
we have F − δfn,i,jδu ∈
(V⊕ℓ)
n,i,j−1
.
(Note that fn,i,j in (1.18) is defined up to adding an arbitrary element g ∈ Vn/2,i such that
∂g
∂u
(n/2)
i
∈ Vn/2,j−1, and similarly for fn,i,j in (1.19).) Equations (1.18) and (1.19) allow one
to compute an element f ∈ V such that F = δfδu by induction on the triple (n, i, j) in the
lexicographic order.
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Proof. The first statement of the proposition is a special case of the exactness of the complex
of variational calculus, which will be established in Theorem 3.2. Hence there exists f ∈ V,
defined up to adding elements from ∂V, such that F = δfδu .
Lemma 1.10. (a) Up to adding elements from ∂V, f can be chosen such that f ∈ Vm,k\Vm,k−1
and ∂f
∂u
(m)
k
∈ Vm,k\Vm−1,k for some m ∈ Z+ and k ∈ I.
(b) If f is chosen as in part (a), let (n, i, j) be the maximal triple (with respect to the lexico-
graphic order) such that
(1.20)
∂2f
∂u
(n−p)
i ∂u
(p)
j
6= 0 for some p ∈ Z+ .
Then, there are two possibilities:
A. n = 2m, j ≤ i ≤ k;
B. n = 2m− 1, i > j = k.
In both cases the only p ∈ Z+ for which (1.20) holds is p = m.
(c) δfδu ∈
(V⊕ℓ)
n,i,j
\(V⊕ℓ)
n,i,j−1
, where (n, i, j) is as in (b).
Proof. For (a) it suffices to notice that, if f ∈ Vm,k\Vm,k−1 is such that ∂f
∂u
(m)
k
∈ Vm−1,k, then
f − ∂
∫
du
(m−1)
k
∂f
∂u
(m)
k
∈ Vm,k−1 ,
and after finitely many such steps we arrive at the f that we want.
Let (n, i, j) be as in (b). Notice that, since condition (1.20) is symmetric in i and j, we
necessarily have i ≥ j. Since f ∈ Vm,k, it is clear that (n, i, j) ≤ (2m,k, k). Moreover, since, by
(a), ∂f
∂u
(m)
k
∈ Vm,k\Vm−1,k, it easily follows that (n, i, j) ≥ (2m− 1, k+1, k) in the lexicographic
order. These two inequalities immediately imply that either A. or B. occurs. In order to prove
(c) we consider the two cases A. and B. separately. In case A. condition (1.20) exactly means
that:
1. ∂f
∂u
(m)
h
∈ Vm,i−1 for every h > j, so that δfδuh ∈ V2m,i−1;
2. ∂f
∂u
(m)
j
∈ Vm,i\Vm,i−1, so that δfδuj ∈ V2m,i\V2m,i−1;
3. ∂f
∂u
(m)
h
∈ Vm,i for every h < j, so that δfδuh ∈ V2m,i.
By definition, the above conditions imply that δfδu ∈
(V⊕ℓ)
2m,i,j
. Case B. is treated in a similar
way.
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Returning to the proof of Proposition 1.9, let F = δfδu , where f ∈ V is chosen as in Lemma
1.10(a). We then have
∂Fj
∂u
(n)
i
=
∂
∂u
(n)
i
δf
δuj
=
∂
∂u
(n)
i
(
(−∂)m ∂f
∂u
(m)
j
+ (−∂)m−1 ∂f
∂u
(m−1)
j
+ · · ·
)
= (−1)m ∂
2f
∂u
(n−m)
i ∂u
(m)
j
,
where, for the last equality, we used the commutation relation (1.2) and Lemma 1.10(b)-(c).
The rest follows easily.
In Section 3 we shall prove exactness of the whole complex Ω in two different contexts.
First, under the assumption that V is normal, and second, under an assumption involving the
degree evolutionary vector field :
(1.21) ∆ =
∑
1≤i≤ℓ
n∈Z+
u
(n)
i
∂
∂u
(n)
i
,
for which we are going to need the following commutation rules:
(1.22) ∂∆ = ∆ ∂ ,
∂
∂u
(n)
i
∆ = (∆+ 1)
∂
∂u
(n)
i
,
δ
δui
∆ = (∆+ 1)
δ
δui
.
Using this, one finds a simpler formula (if applicable) for the preimages of the variational
derivative, given by the following well-known result.
Proposition 1.11. Let V be an algebra of differential functions and suppose that F ∈ V⊕ℓ is
closed, namely (1.16) holds. Then, if f ∈ ∆−1(u · F ), we have
(1.23)
δf
δui
− Fi ∈ Ker (∆ + 1) , for all i ∈ I ,
where u · F =∑i∈I uiFi.
Proof. We have, for i ∈ I,
δ
δui
(u · F ) =
∑
j∈I,n∈Z+
(−∂)n ∂
∂u
(n)
i
(
ujFj
)
= Fi +
∑
j∈I,n∈Z+
(−∂)n
( ∂Fj
∂u
(n)
i
uj
)
= Fi +
∑
j∈I,n∈Z+
∂Fi
∂u
(n)
j
∂nuj = (∆ + 1)Fi .
In the third equality we used the assumption that F is closed, i.e. it satisfies (1.16), while in
the last equality we used definition (1.21) of the degree evolutionary vector field. If we then
substitute u · F = ∆f in the LHS and use the last equation in (1.22), we immediately get
(1.23).
Example 1.12. Consider the closed element F = (u′3, −u′′2, −u′1) ∈ R32,2,2, where R is the algebra
of differential polynomials in u1, u2, u3. Since Ker (∆ + 1) = 0 in R, we can apply Proposition
1.11 to find that f = ∆−1(u1u
′
3 − u2u′′2 − u3u′1) = 12 (u1u′3 − u2u′′2 − u3u′1) satisfies F = δfδu .
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On the other hand, consider the localization V by u4 of the algebra of differential polynomials
in u1, u2, u3, u4 and the following closed element F ∈ (V4)2,2,2:
F1 = u
−2
4 u
′
3 , F2 = 2u
−3
4 u
′
2u
′
4 − u−24 u′′2 , F3 = 2u−34 u1u′4 − u−24 u′1 , F4 = −u−34 u1u′3 − u−34 (u′2)2) .
In this case ∆(u · F ) = 0, hence formula (1.23) is not applicable, but we still can use the
algorithm provided by Proposition 1.9, to find f = f2,2,2 + f1,4,3, where f2,2,2 =
1
2u
−1
4 (u
′
2)
2 and
f1,4,3 = u
−2
4 u1u
′
3.
1.3 Poisson vertex algebras.
Definition 1.13. Let V be a C[∂]-module. A λ-bracket on V is a C-linear map V⊗V → C[λ]⊗V,
denoted by f ⊗ g 7→ {fλg}, which is sesquilinear, namely one has (f, g, h ∈ V)
(1.24) {∂fλg} = −λ{fλg} , {fλ∂g} = (∂ + λ){fλg} .
If, moreover, V is a commutative associative unital differential algebra with a derivation ∂, a
λ-bracket on V is defined to obey, in addition, the left Leibniz rule
(1.25) {fλgh} = {fλg}h + {fλh}g ,
and the right Leibniz rule
(1.26) {fgλh} = {fλ+∂h}→g + {gλ+∂h}→f .
One writes {fλg} =
∑
n∈Z+
λn
n! (f(n)g), where the C-bilinear products f(n)g are called the
n-th products on V (n ∈ Z+), and f(n)g = 0 for n sufficiently large. In (1.26) and further
on, the arrow on the right means that λ + ∂ should be moved to the right (for example,
{fλ+∂h}→g =
∑
n∈Z+
(f(n)h)
(λ+∂)n
n! g).
An important property of a λ-bracket {. λ .} is commutativity (resp. skew-commutativity):
(1.27) {gλf} = ←{f−λ−∂g} (resp. = −←{f−λ−∂g}) .
Here and further the arrow on the left means that −λ−∂ is moved to the left, i.e. ←{f−λ−∂g} =∑
n∈Z+
(−λ−∂)n
n! (f(n)g) = e
∂ d
dλ {f−λg}. In case there is no arrow, it is assumed to be to the left.
Another important property of a λ-bracket {· λ ·} is the Jacobi identity :
(1.28) {fλ{gµh}} − {gµ{fλh}} = {{fλg}λ+µh} .
Definition 1.14. A Poisson vertex algebra (PVA) is a differential algebra V with a λ-bracket
{· λ ·} : V ⊗V → C[λ]⊗V (cf. Definition 1.13) satisfying skew-commutativity (1.27) and Jacobi
identity (1.28). A Lie conformal algebra is a C[∂]-module, endowed with a λ-bracket, satisfying
the same two properties [K].
We next want to explain how to extend an arbitrary “non-linear” λ-bracket on a set of
variables {ui}i∈I with value in some algebra V of differential functions, to a Poisson vertex
algebra structure on V.
19
Theorem 1.15. Let V be an algebra of differential functions, which is an extension of the
algebra of differential polynomials R = C[u
(n)
i | i ∈ I, n ∈ Z+]. For each pair i, j ∈ I, choose
{uiλuj} ∈ C[λ]⊗ V.
(a) Formula
(1.29) {fλg} =
∑
i,j∈I
m,n∈Z+
∂g
∂u
(n)
j
(λ+ ∂)n{uiλ+∂uj}→(−λ− ∂)m
∂f
∂u
(m)
i
.
defines a λ-bracket on V (cf. Definition 1.13), which extends the given λ-brackets on the
generators ui, i ∈ I.
(b) The λ-bracket (1.29) on V satisfies the commutativity (resp. skew-commutativity) condi-
tion (1.27), provided that the same holds on generators:
(1.30) {uiλuj} = ±←{uj−λ−∂ui} , for all i, j ∈ I .
(c) Assuming that the skew-commutativity condition (1.30) holds, the λ-bracket (1.29) satis-
fies the Jacobi identity (1.28) (thus making V a PVA), provided that the Jacobi identity
holds on any triple of generators:
(1.31) {uiλ{ujµuk}} − {ujµ{uiλuk}} = {{uiλuj}λ+µuk} , for all i, j, k ∈ I .
Proof. First, notice that the sum in equation (1.29) is finite (cf. Definition 1.1), so that (1.29)
gives a well defined C-linear map {· λ ·} : V⊗V → C[λ]⊗V. Moreover, for f = ui, g = uj, i, j ∈
I, such map clearly reduces to the given polynomials {uiλuj} ∈ C[λ] ⊗ V. More generally, for
f = u
(m)
i , g = u
(n)
j , equation (1.29) reduces to
(1.32) {u(m)i λu
(n)
j } = (−λ)m(λ+ ∂)n{uiλuj} .
It is also useful to rewrite equation (1.29) in the following equivalent forms, which can be
checked directly:
(1.33) {fλg} =
∑
j∈I,n∈Z+
∂g
∂u
(n)
j
(λ+ ∂)n{f λ uj} =
∑
i∈I,m∈Z+
{ui λ+∂ g}→(−λ− ∂)m ∂f
∂u
(m)
i
.
or, using (1.32), in the following further form:
(1.34) {fλg} =
∑
i,j∈I
m,n∈Z+
(
e∂
d
dλ
∂f
∂u
(m)
i
)
{u(m)i λ u(n)j }
∂g
∂u
(n)
j
,
where the parentheses indicate that ∂ in the exponent is acting only on ∂f
∂u
(m)
i
, but ddλ acts on λ.
Here and further we use the following identity for f(λ) ∈ V[λ], coming from Taylor’s formula:
f(∂ + λ)u =
(
e∂
d
dλu
)
f(λ) .
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We start by proving the sesquilinearity relations (1.24). For the first one we have, by the
second identity in (1.33) and the commutativity relation (1.2):
{∂f λ g} =
∑
i∈I,m∈Z+
{ui λ+∂ g}→(−λ− ∂)m
( ∂
∂u
(m)
i
∂f
)
=
∑
i∈I,m∈Z+
{ui λ+∂ g}→(−λ− ∂)m
( ∂f
∂u
(m−1)
i
+ ∂
∂f
∂u
(m)
i
)
= −λ
∑
i∈I,m∈Z+
{ui λ+∂ g}→(−λ− ∂)m ∂f
∂u
(m)
i
= −λ{f λ g} ,
where, as in (1.2), we replace ∂f
∂u
(m−1)
i
by zero for m = 0. Similarly, for the first sesquilinearity
condition, we can use the first identity in (1.33) and (1.2) to get:
{fλ∂g} =
∑
j∈I,n∈Z+
( ∂
∂u
(n)
j
∂g
)
(λ+ ∂)n{f λ uj}
=
∑
j∈I,n∈Z+
( ∂g
∂u
(n−1)
j
+ ∂
∂g
∂u
(n)
j
)
(λ+ ∂)n{f λ uj}
= (λ+ ∂)
∑
j∈I,n∈Z+
∂g
∂u
(n)
j
(λ+ ∂)n{f λ uj} = (λ+ ∂){fλg} .
In order to complete the proof of part (a) we are left to prove the left and right Leibniz rules
(1.25) and (1.26). For both we use that the partial derivatives ∂
∂u
(m)
i
are derivations of the
product in V. For the left Leibniz rule, we use the first identity in (1.33) to get:
{fλgh} =
∑
j∈I,n∈Z+
(
h
∂g
∂u
(n)
j
+ g
∂h
∂u
(n)
j
)
(λ+ ∂)n{f λ uj} = h{fλg}+ g{fλh} ,
and similarly, for the right Leibniz rule, we can use the second identity in (1.33) to get:
{fgλh} =
∑
i∈I,m∈Z+
{ui λ+∂ h}→(−λ− ∂)m
( ∂f
∂u
(m)
i
g +
∂g
∂u
(m)
i
f
)
= {fλ+∂h}→g + {gλ+∂h}→f .
We next prove part (b). With the notation introduced in equation (1.27) we have, by (1.29):
(1.35) ←{g−λ−∂f} = e∂
d
dλ{g−λf} = e∂
d
dλ
∑
i,j∈I
m,n∈Z+
∂f
∂u
(m)
i
(−λ+ ∂)m{uj−λ+∂ui}→(λ− ∂)n
∂g
∂u
(n)
j
.
It immediately follows from (1.30) that {uj−λ+∂ui}→F = ±e−∂
d
dλ
(
{uiλuj}F
)
, for arbitrary
F ∈ V. Equation (1.35) then gives
←{g−λ−∂f} = ±
∑
i,j∈I
m,n∈Z+
∂g
∂u
(n)
j
(λ+ ∂)n{uiλ+∂uj}→(−λ− ∂)m
∂f
∂u
(m)
i
= ±{fλg} ,
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thus proving (skew-)commutativity.
We are left to prove part (c). First, observe that, since, by (1.31), Jacobi identity holds on
any triple of generators ui, uj , uk, applying (−λ)m(−µ)n(λ+µ+∂)p to both sides of (1.31) and
using sesquilinearity, Jacobi identity holds on any triple of elements of type u
(m)
i for i ∈ I and
m ∈ Z+:
(1.36) {u(m)i λ{u(n)j µ u(p)k }} − {u(n)j µ{u(m)i λ u(p)k }} = {{u(m)i λ u(n)j }λ+µu
(p)
k } .
We have to prove that for every f, g, h ∈ V Jacobi identity (1.28) holds as well. We will study
separately each term in equation (1.28). For the first term in the LHS of (1.28) we have, by the
first identity in (1.33), combined with sesquilinearity (1.24) and the left Leibniz rule (1.25):
{fλ{gµh}} =
∑
k∈I,p∈Z+
{
f λ
∂h
∂u
(p)
k
{g µ u(p)k }
}
=
∑
k∈I,p∈Z+
{
f λ
∂h
∂u
(p)
k
}
{g µ u(p)k }+
∑
k∈I,p∈Z+
∂h
∂u
(p)
k
{f λ{g µ u(p)k }}(1.37)
The fist term in the RHS of (1.37) can be rewritten, using again the first identity in (1.33), as
(1.38)
∑
k,l∈I
p,q∈Z+
∂2h
∂u
(q)
l ∂u
(p)
k
{f λu(q)l }{g µ u(p)k } .
Notice that this expression is unchanged if we switch f with g and λ with µ, therefore it does
not give any contribution to the LHS of (1.28). For the second term in the RHS of (1.37),
we apply twice the second identity in (1.33), combined with sesquilinearity (1.24) and the left
Leibniz rule (1.25), to get:∑
k∈I,p∈Z+
∂h
∂u
(p)
k
{f λ{g µ u(p)k }}
=
∑
i,j,k∈I
m,n,p∈Z+
∂h
∂u
(p)
k
(
e∂
d
dλ
∂f
∂u
(m)
i
){
u
(m)
i λ
(
e∂
d
dµ
∂g
∂u
(n)
j
)
{u(n)j µ u(p)k }
}
=
∑
i,j,k∈I
m,n,p∈Z+
∂h
∂u
(p)
k
(
e∂
d
dλ
∂f
∂u
(m)
i
)(
e
∂ d
dµ
∂g
∂u
(n)
j
)
{u(m)i λ{u(n)j µ u(p)k }}(1.39)
+
∑
i,j,k∈I
m,n,p∈Z+
∂h
∂u
(p)
k
(
e∂
d
dλ
∂f
∂u
(m)
i
){
u
(m)
i λ
(
e∂
d
dµ
∂g
∂u
(n)
j
)}
{u(n)j µ u(p)k } .
Furthermore, if we use again both identities (1.33) and sesquilinearity (1.24), we get the fol-
lowing identity for the last term in the RHS of (1.39),
(1.40)
∑
i,j,k∈I
m,n,p∈Z+
∂h
∂u
(p)
k
(
e∂
d
dλ
∂f
∂u
(m)
i
){
u
(m)
i λ
(
e
∂ d
dµ
∂g
∂u
(n)
j
)}
{u(n)j µu
(p)
k }=
∑
j∈I,n∈Z+
{u(n)j λ+µ+∂h}→
{
fλ
∂g
∂u
(n)
j
}
.
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The second term in the LHS of (1.28) is the same as the first term, after exchanging f with g
and λ with µ. Therefore, combining the results from equations (1.37)-(1.40), we get that the
LHS of (1.28) is
{fλ{gµh}} − {gµ{fλh}}
=
∑
i,j,k∈I
m,n,p∈Z+
∂h
∂u
(p)
k
(
e∂
d
dλ
∂f
∂u
(m)
i
)(
e
∂ d
dµ
∂g
∂u
(n)
j
)(
{u(m)i λ{u(n)j µ u(p)k }} − {u(n)j µ{u(m)i λ u(p)k }}
)
+
∑
j∈I,n∈Z+
{u(n)j λ+µ+∂ h}→
{
f λ
∂g
∂u
(n)
j
}
−
∑
i∈I,m∈Z+
{u(m)i λ+µ+∂ h}→
{
g µ
∂f
∂u
(m)
i
}
.(1.41)
We finally use (1.36), and then the first equation in (1.33), to rewrite the first term in the RHS
of (1.41) to get:
{fλ{gµh}} − {gµ{fλh}} =
∑
i,j∈I
m,n∈Z+
(
e∂
d
dλ
∂f
∂u
(m)
i
)(
e∂
d
dµ
∂g
∂u
(n)
j
)
{{u(m)i λu(n)j } λ+µ h}
+
∑
j∈I,n∈Z+
{u(n)j λ+µ+∂ h}→
{
f λ
∂g
∂u
(n)
j
}
−
∑
i∈I,m∈Z+
{u(m)i λ+µ+∂ h}→
{
g µ
∂f
∂u
(m)
i
}
.(1.42)
We next look at the RHS of equation (1.28) with ν in place of λ + µ. By the first identity in
(1.33), combined with sesquilinearity (1.24), and using the right Leibniz rule (1.26), we get:
{{fλg}νh} =
∑
j∈I,n∈Z+
{ ∂g
∂u
(n)
j
{f λ u(n)j } ν h
}
=
∑
j∈I,n∈Z+
{ ∂g
∂u
(n)
j
ν+∂ h
}
→
{f λ u(n)j }
+
∑
j∈I,n∈Z+
(
e∂
d
dν
∂g
∂u
(n)
j
)
{{f λ u(n)j } ν h} .(1.43)
We then expand {fλu(n)j } using the second identity in (1.33) combined with sesquilinearity
(1.24), and then apply the right Leibniz rule (1.26), to rewrite the last term in the RHS of
(1.43) as ∑
j∈I,n∈Z+
(
e∂
d
dν
∂g
∂u
(n)
j
)
{{f λ u(n)j } ν h}
=
∑
i,j∈I
m,n∈Z+
(
e∂
d
dν
∂g
∂u
(n)
j
){(
e∂
d
dλ
∂f
∂u
(m)
i
)
{u(m)i λ u(n)j } ν h
}
=
∑
i,j∈I
m,n∈Z+
(
e∂
d
dν
∂g
∂u
(n)
j
)(
e∂
d
dν e∂
d
dλ
∂f
∂u
(m)
i
)
{{u(m)i λ u(n)j } ν h}(1.44)
+
∑
i,j∈I
m,n∈Z+
(
e∂
d
dν
∂g
∂u
(n)
j
){(
e∂
d
dλ
∂f
∂u
(m)
i
)
ν+∂ h
}
→
{u(m)i λ u(n)j } .
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Furthermore, the last term in the RHS of equation (1.44) can be rewritten, using equation
(1.33) combined with sesquilinearity (1.24), as∑
i,j∈I
m,n∈Z+
(
e∂
d
dν
∂g
∂u
(n)
j
){(
e∂
d
dλ
∂f
∂u
(m)
i
)
ν+∂ h
}
→
{u(m)i λ u(n)j }
=
∑
i,j∈I
m,n∈Z+
{(
e∂
d
dλ
∂f
∂u
(m)
i
)
ν+∂
h
}
→
∂g
∂u
(n)
j
{u(m)i λu
(n)
j } =
∑
i∈I,n∈Z+
{(
e∂
d
dλ
∂f
∂u
(m)
i
)
ν+∂
h
}
→{u(m)i λ g}
=
∑
i∈I,n∈Z+
{ ∂f
∂u
(m)
i
ν+∂ h
}
→
←{u(m)i λ−ν−∂ g} = −
∑
i∈I,n∈Z+
{ ∂f
∂u
(m)
i
ν+∂ h
}
→
{g ν−λ u(m)i } .(1.45)
For the last equality, we used that, by part (b), the λ-bracket (1.29) satisfies the skew-
commutativity (1.27). We can then put together equations (1.43)-(1.45) with ν = λ + µ,
to get the following expression for the RHS of equation (1.28),
{{fλg}λ+µh} =
∑
i,j∈I
m,n∈Z+
(
e
∂ d
dµ
∂g
∂u
(n)
j
)(
e∂
d
dλ
∂f
∂u
(m)
i
)
{{u(m)i λ u(n)j } λ+µ h}
+
∑
j∈I,n∈Z+
{ ∂g
∂u
(n)
j
λ+µ+∂ h
}
→
{f λ u(n)j } −
∑
i∈I,n∈Z+
{ ∂f
∂u
(m)
i
λ+µ+∂ h
}
→
{g µ u(m)i } .(1.46)
To conclude, we notice that the first term in the RHS of (1.42) coincides with the first term in
the RHS of (1.46). Moreover, it is not hard to check, using (1.33) and the fact that ∂
∂u
(m)
i
and
∂
∂u
(n)
j
commute, that the second and third terms in the RHS of (1.42) coincide, respectively,
with the second and third terms in the RHS of (1.46).
Theorem 1.15(a) says that, in order to define a λ-bracket on an algebra of differential
functions V extending R = C[u(n)i | i ∈ I, n ∈ Z+], one only needs to define for any pair i, j ∈ I
the λ-bracket
(1.47) {uiλuj} = Hji(λ) ∈ V[λ] .
In particular λ-brackets on V are in one-to-one correspondence with ℓ × ℓ-matrices H(λ) =(
Hij(λ)
)
i,j∈I
with entries Hij(λ) =
∑N
n=0Hij;nλ
n in V[λ], or, equivalently, with the corre-
sponding matrix valued differential operators H(∂) =
(
Hij(∂)
)
i,j∈I
: V⊕ℓ → Vℓ. We shall
denote by {· λ ·}H the λ-bracket on V corresponding to the operator H(∂) via equation (1.47).
Proposition 1.16. Let H(∂) =
(
Hij(∂)
)
i,j∈I
be an ℓ× ℓ matrix valued differential operator.
(a) The λ-bracket {· λ ·}H satisfies the (skew-)commutativity condition (1.27) if and only if
the differential operator H(∂) is self (skew-)adjoint, meaning that
(1.48) H∗ij(∂) :=
N∑
n=0
(−∂)n ◦Hji;n = ±Hij(∂) .
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(b) If H(∂) is skew-adjoint, the following conditions are equivalent:
(i) the λ-bracket { ·λ· }H defines a PVA structure on V,
(ii) the following identity holds for every i, j, k ∈ I:
(1.49)
∑
h∈I, n∈Z+
(
∂Hkj(µ)
∂u
(n)
h
(λ+ ∂)nHhi(λ)− ∂Hki(λ)
∂u
(n)
h
(µ+ ∂)nHhj(µ)
)
=
∑
h∈I, n∈Z+
Hkh(λ+ µ+ ∂)(−λ− µ− ∂)n ∂Hji(λ)
∂u
(n)
h
,
(iii) the following identity holds for every F,G ∈ V⊕ℓ:
H(∂)DG(∂)H(∂)F +H(∂)D
∗
H(∂)F (∂)G −H(∂)DF (∂)H(∂)G
+H(∂)D∗F (∂)H(∂)G = DH(∂)G(∂)H(∂)F −DH(∂)F (∂)H(∂)G .(1.50)
Proof. Equation (1.30) is the same as equation (1.48), if we use the identification (1.47). Hence
part (a) follows from Theorem 1.15(b). Next, equation (1.31) is easily translated, using the
identification (1.47) and formula (1.29), into equation (1.49). Hence, the equivalence of (i)
and (ii) follows immediately from Theorem 1.15(c). We are thus left to prove that, if H(∂) is
skew-adjoint, then conditions (ii) and (iii) are equivalent. Written out explicitly, using formulas
for the Fre´chet derivatives in Section 1.2, equation (1.50) becomes (k ∈ I):
(1.51)
∑
i,j,h∈I
n∈Z+
Hki(∂)
(
∂Gi
∂u
(n)
j
(
∂nHjh(∂)Fh
)
+ (−∂)n
(
∂
(
Hjh(∂)Fh
)
∂u
(n)
i
Gj
)
− ∂Fi
∂u
(n)
j
(
∂nHjh(∂)Gh
)
+ (−∂)n
(
∂Fj
∂u
(n)
i
(
Hjh(∂)Gh
)))
=
∑
i,j,h∈I
n∈Z+
((
∂nHij(∂)Fj
)∂(Hkh(∂)Gh)
∂u
(n)
i
−
(
∂nHij(∂)Gj
)∂(Hkh(∂)Fh)
∂u
(n)
i
)
.
We then use Lemma 1.2 to check that the second term in the LHS of (1.51) is
(1.52)
∑
i,j,h∈I
n∈Z+
Hki(∂)(−∂)n
((
∂Hjh(∂)
∂u
(n)
i
Fh
)
Gj +
∂Fh
∂u
(n)
i
(
H∗hj(∂)Gj
))
,
the first term in the RHS of (1.51) is
(1.53)
∑
i,j,h∈I
n∈Z+
(
∂nHij(∂)Fj
)(∂Hkh(∂)
∂u
(n)
i
Gh
)
+
∑
i,j,h∈I
n∈Z+
Hkh(∂)
(
∂Gh
∂u
(n)
i
(
∂nHij(∂)Fj
))
,
and the second term in the RHS of (1.51) is
(1.54) −
∑
i,j,h∈I
n∈Z+
(
∂nHij(∂)Gj
)(∂Hkh(∂)
∂u
(n)
i
Fh
)
−
∑
i,j,h∈I
n∈Z+
Hkh(∂)
(
∂Fh
∂u
(n)
i
(
∂nHij(∂)Gj
))
.
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We then notice that the second term in (1.53) cancels with the first term in the LHS of (1.51),
the second term in (1.54) cancels with the third term in the LHS of (1.51) and, finally, the second
term in (1.52) cancels with the last term in the LHS of (1.51), since H(∂) is skew-adjoint. In
conclusion equation (1.51) becomes
(1.55)
∑
i,j,h∈I
n∈Z+
((
∂nHij(∂)Fj
)(∂Hkh(∂)
∂u
(n)
i
Gh
)
−
(
∂nHij(∂)Gj
)(∂Hkh(∂)
∂u
(n)
i
Fh
))
=
∑
i,j,h∈I
n∈Z+
Hki(∂)(−∂)n
(
Gj
(
∂Hjh(∂)
∂u
(n)
i
Fh
))
.
Since the above equation holds for every F,G ∈ V⊕ℓ, we can replace ∂ acting on Fi by λ and ∂
acting on Gj by µ and write it as an identity between polynomials in λ and µ. Hence (1.55) is
equivalent to (1.49).
Definition 1.17. A matrix valued differential operator H(∂) =
(
Hij(∂)
)
i,j∈I
which is skew-
adjoint and satisfies one of the three equivalent conditions (i)–(iii) of Proposition 1.16(b), is
called a Hamiltonian operator.
Example 1.18. The Gardner–Faddeev–Zakharov (GFZ) PVA structure on R = C[u, u′, u′′, . . . ]
is defined by
(1.56) {uλu} = λ1
(further on we shall usually drop 1). In fact, one can replace λ in the RHS of (1.56) by any
odd polynomial P (λ) ∈ C[λ], and still get a PVA structure on R. Indeed, the bracket (1.56)
is skew-commutative and it satisfies the Jacobi identity for the triple u, u, u, since each triple
commutator in the Jacobi identity is zero.
Example 1.19. The Virasoro-Magri PVA on R = C[u, u′, u′′, . . . ], with central charge c ∈ C, is
defined by
(1.57) {uλu} = (∂ + 2λ)u+ λ3c .
It is easily seen that the bracket (1.57) is skew-commutative and it satisfies the Jacobi identity
for the triple u, u, u.
Example 1.20. Let g be a Lie algebra with a symmetric invariant bilinear form ( . | . ), and let
p be an element of g. Let {ui}i∈I be a basis for g. The affine PVA associated to the triple(
g, (· | ·), p) is the algebra R = C[u(n)i | i ∈ I, n ∈ Z+] together with the following λ-bracket
(1.58) {aλb} = [a, b] + (p|[a, b]) + λ(a|b) , a, b ∈ g .
Note that, taking in the RHS of (1.58) any of the three summands, or, more generally, any
linear combination of them, endows R with a PVA structure.
Note that Example 1.18 is a special case of Example 1.20, when g = Cu is the 1-dimensional
abelian Lie algebra and (u|u) = 1.
The following theorem further generalizes the results from Theorem 1.15, as it allows us to
consider not only extensions of R, but also quotients of such extensions by ideals.
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Theorem 1.21. Let V be an algebra of differential functions, which is an extension of the
algebra of differential polynomials R = C[u
(n)
i | i ∈ I, n ∈ Z+]. For each pair i, j ∈ I, let
{uiλuj} = Hji(λ) ∈ C[λ] ⊗ V, and consider the induced λ-bracket on V defined by formula
(1.29). Suppose that J ⊂ V is a subspace such that ∂J ⊂ J, J · V ⊂ J, {JλV} ⊂ C[λ] ⊗
J, {VλJ} ⊂ C[λ] ⊗ J , and consider the quotient space V/J with the induced action of ∂, the
induced commutative associative product and the induced λ-bracket.
(a) The λ-bracket on V/J satisfies the commutativity (resp. skew-commutativity) condition
(1.27), provided that
(1.59) {uiλuj} ∓ ←{uj−λ−∂ui} ∈ C[λ]⊗ J , for all i, j ∈ I .
(b) Furthermore, assuming that the skew-commutativity condition (1.59) holds, the λ-bracket
on V/J satisfies the Jacobi identity (1.28), thus making V/J a PVA, provided that
(1.60) {uiλ{ujµuk}}−{ujµ{uiλuk}}−{{uiλuj}λ+µuk} ∈ C[λ, µ]⊗J , for all i, j, k ∈ I .
Proof. By the assumptions on J , it is clear that the action of ∂, the commutative associative
product and the λ-bracket are well defined on the quotient space V/J . It is not hard to check,
using equation (1.35) and the assumption (1.59), that {fλg} ∓← {g−λ−∂f} ∈ C[λ]J for all
f, g ∈ V, thus proving part (a). Similarly, if we compare equations (1.41) and (1.46) and use
the assumptions (1.59) and (1.60), we get that {fλ{gµh}}−{gµ{fλh}}−{{fλg}λ+µh} ∈ C[λ, µ]J
for all f, g, h ∈ V, thus proving part (b).
Example 1.22. Let A be a Lie conformal algebra with a central element K such that ∂K = 0.
Then Vk(A) = S(A)/(K − k1), k ∈ C, carries the usual structure of a unital commutative
associative differential algebra endowed with the λ-bracket, extending that from A by the left
and right Leibniz rules, making it a PVA. This generalization of Examples 1.18, 1.19, 1.20, may
be viewed as a PVA analogue of the Lie-Kirillov-Kostant Poisson algebra S(g), associated to a
Lie algebra g.
1.4 The Beltrami λ-bracket. All the examples of λ-brackets in the previous section were
skew-commutative. In this section we introduce a commutative λ-bracket, called the Beltrami
λ-bracket, which is important in the calculus of variations.
Definition 1.23. The Beltrami λ-bracket is defined on the generators by,
(1.61) {uiλuj}B = δij , i, j ∈ I .
By Theorem 1.15, this extends to a well defined commutative λ-bracket on any algebra of
differential functions V, given by the following formula,
(1.62) {fλg}B =
∑
i∈I
m,n∈Z+
(−1)m ∂g
∂u
(n)
i
(λ+ ∂)m+n
∂f
∂u
(m)
i
.
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Both the variational derivative δδu and the Fre´chet derivative DF (∂) have nice interpretation
in terms of this λ-bracket. Indeed we have
(1.63)
δf
δui
=
{
fλui
}
B
∣∣
λ=0
, DF (λ)ij =
{
ujλFi
}
B
.
Moreover the whole λ-bracket
{
fλui
}
B
can be interpreted in terms of the well-known higher
order Euler operators E
(m)
i =
∑
n∈Z+
(
n
m
)
(−1)n∂n−m ∂
∂u
(n)
i
:
{
fλui
}
B
=
∑
n∈Z+
λnE
(n)
i f .
The Beltrami λ-bracket does not satisfy the Jacobi identity (1.28). Indeed, when restricted
to the subalgebra of functions, depending only on ui, i ∈ I , the Beltrami λ-bracket becomes the
bracket: {f, g}B =
∑
i∈I
∂f
∂ui
∂g
∂ui
, which does not satisfy the Jacobi identity. The latter bracket
is one of the well-known Beltrami operations in classical differential geometry, hence our name
“Beltrami λ-bracket”.
On the other hand we have the following two identities for the triple λ-brackets, which can
be easily checked using (1.62) together with the sesquilinearity and the Leibniz rules:
{uiλ{fµg}B}B − {fµ{uiλg}B}B = {{uiλf}Bλ+µg}B ,(1.64)
{fλ{gµui}B}B + {gµ{fλui}B}B = {{fλg}Bλ+µui}B .(1.65)
Both Propositions 1.5 and 1.9 can be nicely reformulated in terms of the Beltrami λ-bracket.
Namely, equation (1.12) states that f ∈ ∂V + C if and only if {fλui}B
∣∣
λ=0
= 0, for all i ∈ I,
where the only if part is immediate from sesquilinearity (1.24). Similarly, Proposition 1.9 states
that F = {fλui}B
∣∣
λ=0
for some f ∈ V if and only if {ujλFi}B = {Fjλui}B , for all i, j ∈ I. Again
the only if part follows immediately by identity (1.65) with g = uj and λ = 0.
Even though the Beltrami λ-bracket does not make V into a PVA, it has the following nice
interpretation in the theory of Lie conformal algebras. Consider the Lie conformal algebra
A = ⊕i∈IC[∂]ui with the zero λ-bracket. Then V is a representation of the Lie conformal
algebra A given by
(1.66) uiλf = {uiλf}B .
This is indeed a representation due to equation (1.64) with f = uj , g ∈ V. We will see in Section
3 that, in fact, the whole variational complex can be nicely interpreted as the Lie conformal
algebra cohomology complex for the Lie conformal algebra A and its module V.
1.5 Hamiltonian operators and Hamiltonian equations. Lie conformal algebras, and,
in particular, Poisson vertex algebras, provide a very convenient framework for systems of
Hamiltonian equations associated to a Hamiltonian operator. This is based on the following
observation:
Proposition 1.24. Let V be a C[∂]-module endowed with a λ-bracket { λ } : V ⊗V → C[λ]⊗V,
and consider the bracket on V obtained by setting λ = 0:
(1.67) {f, g} = {fλg}|λ=0, f, g ∈ V .
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(a) The bracket (1.67) induces a well defined bracket on the quotient space V/∂V.
(b) If the λ-bracket on V satisfies the Lie conformal algebra axioms (1.27) and (1.28), then
the bracket (1.67) induces a structure of a Lie algebra on V/∂V, and a structure of left
V/∂V-module on V.
(c) If V is a PVA, the corresponding Lie algebra V/∂V acts on V (via (1.67)) by derivations
of the commutative associative product on V, commuting with the derivation ∂, and this
defines a Lie algebra homomorphism from V/∂V to the Lie algebra of derivations of V.
Proof. Part (a) is clear from the sesquilinearity conditions (1.24) for the λ-bracket. Clearly,
the bracket (1.67) on V satisfies the Jacobi identity for Lie algebras (due to the Jacobi identity
(1.28) for Lie conformal algebras with λ = µ = 0). Moreover, the skew-commutativity of the
bracket on V/∂V induced by (1.67) follows from the skew-commutativity (1.27) of the λ-bracket.
Furthermore, it is immediate to check that, letting {∫ h, u} = {hλu}|λ=0 for ∫ h = h+∂V ∈ V/∂V
and u ∈ V, we get a well-defined left V/∂V-module structure on V, proving (b). Claim (c) follows
from the left Leibniz rule and the Jacobi identity with λ = µ = 0.
Proposition 1.24 motivates the following definition and justifies the subsequent remarks.
Definition 1.25. (a) Elements of V/∂V are called local functionals. Given f ∈ V, its image
in V/∂V is denoted by ∫ f .
(b) Given a local functional
∫
h ∈ V/∂V, the corresponding Hamiltonian equation is
(1.68)
du
dt
= {hλu}|λ=0 = {
∫
h, u}
and {∫ h, ·} is the corresponding Hamiltonian vector field.
(c) A local functional
∫
f ∈ V/∂V is called an integral of motion of equation (1.68) if dfdt = 0
mod ∂V, or, equivalently, if {∫
h,
∫
f
}
= 0 .
(d) The local functionals
∫
hn, n ∈ Z+ are in involution if {
∫
hm,
∫
hn} = 0 for all m,n ∈ Z+.
The corresponding hierarchy of Hamiltonian equations is
du
dtn
= {hnλu}|λ=0 =: {
∫
hn, u} , n ∈ Z+ .
(Then all
∫
hn’s are integrals of motion of each of the equations of the hierarchy.)
From now on we restrict ourselves to the case in which the PVA V is an algebra of dif-
ferential functions in the variables {ui}i∈I (cf. Definition 1.1). In this case, by Theorem
1.15, the λ-bracket {· λ ·}H is uniquely defined by the corresponding Hamiltonian operator
H(∂) =
(
Hij(∂)
)
i,j∈I
(cf. equation (1.47)), and the λ-bracket of any two elements f, g ∈ V can
be computed using formula (1.29). In this case the Hamiltonian vector field
{∫
h, ·} is equal to
the evolutionary vector field XH(∂) δh
δu
(defined by (0.6)) and the Hamiltonian equation (1.68)
has the form
(1.69)
du
dt
= H(∂)
δh
δu
,
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where δhδu =
(
δh
δui
)
i∈I
∈ V⊕ℓ is the variational derivative of h (defined by (0.7)). Moreover, the
corresponding Lie algebra structure of V/∂V is given by
(1.70)
{∫
f,
∫
g
}
=
∫
δg
δu
·
(
H(∂)
δf
δu
)
=
∑
i,j∈I
∫
δg
δuj
Hji(∂)
δf
δui
.
Remark 1.26. Since
∫
h 7→ XH(∂) δh
δu
is a Lie algebra homomorphism, local functionals in invo-
lution correspond to commuting evolutionary vector fields. If a sequence
∫
hn ∈ V/∂V is such
that δhnδu ∈ V⊕ℓ span infinite-dimensional subspace and dimKer H(∂) < ∞, then the vector
fields XH(∂) δhn
δu
span an infinite-dimensional space as well.
Definition 1.27. The Hamiltonian equation (1.68) is called integrable if there exists an infinite
sequence of local functionals
∫
hn, including
∫
h, which span an infinite-dimensional abelian
subspace in the Lie algebra V/∂V (with Lie bracket (1.67)), and such that the evolutionary
vector fields XH(∂) δhn
δu
span an infinite-dimensional space (they commute by Remark 1.26).
1.6 Center of the Lie algebra V/∂V. Consider a Hamiltonian operatorH(∂) = (Hij(∂))i,j∈I :
V⊕ℓ → Vℓ, where V is an algebra of differential functions extending R = C[u(n)i | i ∈ I, n ∈ Z+],
and consider the corresponding PVA structure on V, defined by equations (1.29) and (1.47).
Recall that two local functionals
∫
f and
∫
g are said to be in involution if
{∫
f,
∫
g
}
= 0. We
have, in fact, three different “compatibility conditions” for the local functionals
∫
f,
∫
g ∈ V/∂V
or the corresponding Hamiltonian vector fields X
H(∂) δf
δu
, X
H(∂) δg
δu
, namely:
(i)
{∫
f,
∫
g
}
= 0,
(ii)
[
X
H(∂) δf
δu
,X
H(∂) δg
δu
]
= 0,
(iii)
∫ [
X
H(∂) δf
δu
,X
H(∂) δg
δu
]
(h) = 0 for every h ∈ V.
By definition the action of the Hamiltonian vector field X
H(∂) δf
δu
on V is given by
X
H(∂) δf
δu
(h) =
∑
i,j∈I
(
∂nHij(∂)
δf
δuj
) ∂h
∂u
(n)
i
=
{∫
f, h
}
,
hence condition (ii) above is equivalent to saying that
{∫
f,
∫
g
}
is in the kernel of the rep-
resentation of the Lie algebra V/∂V on the space V (see Proposition 1.24(b)), namely to the
equation H(∂) δδu
{∫
f,
∫
g
}
= 0, while condition (iii) is equivalent to saying that
{∫
f,
∫
g
}
lies
in the center of the Lie algebra V/∂V. In particular, we always have the implications (i) =⇒
(ii) =⇒ (iii). The opposite implications, in general, are not true. To understand when they
hold, we need to study the kernel of the representation of the Lie algebra V/∂V on the space V
and the center of the Lie algebra V/∂V. Clearly the former is always contained in the latter,
and we want to understand when they are both zero.
Lemma 1.28. Let i ∈ I and let f ∈ V be a non-zero element such that
(1.71) uni f ∈ ∂V , for every n ∈ Z+ .
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Then ord (f) = 1, and in fact f = ∂α(ui), for some α(ui) ∈ C(ui) ⊂ V. In particular, if ℓ ≥ 2
and condition (1.71) holds for every i ∈ I and n ∈ Z+, then f = 0.
Proof. Let f ∈ V\{0} satisfy (1.71) for some i ∈ I. If we let n = 0 in (1.71) we get that f = ∂g
for some g ∈ V. Let N = ord (g) (so that ord (f) = N + 1).
Let us consider first the case N = 0, namely g ∈ V0. For ℓ = 1 we have i = 1 and f = ∂g
with g ∈ V0 = C(u1), which is what we wanted. For ℓ ≥ 2, we have from condition (1.71) that,
for every n ∈ Z+, there exists gn ∈ V0 such that
uni ∂g = ∂gn ,
and, if we apply ∂
∂u′j
, j ∈ I, to both sides of the above equation, we get, using (1.2), that
(1.72) uni
∂g
∂uj
=
∂gn
∂uj
, j ∈ I .
Using that ∂
2gn
∂ui∂uj
= ∂
2gn
∂uj∂ui
, i, j ∈ I, we get from (1.72) that
∂
∂uj
(
uni
∂g
∂ui
)
=
∂
∂ui
(
uni
∂g
∂uj
)
,
which gives ∂g∂uj = 0 for every j ∈ I different from i. Hence g ∈ C(ui), as we wanted.
Next, we will prove that, for N ≥ 1, no element f ∈ V of differential order N +1, satisfying
condition (1.71) for every n ∈ Z+, can exist. By assumption (1.71), for every n ≥ 1 there exists
an element gn ∈ V of differential order N such that
(1.73) uni ∂g = ∂gn .
If we apply ∂
∂u
(N+1)
j
to both sides of the above equaiton we get, using (1.2), that
∂gn
∂u
(N)
j
= uni
∂g
∂u
(N)
j
, n ≥ 1 ,
which is equivalent to saying, after performing integration in u
(N)
j , j ∈ I, that the elements
gn ∈ R are of the form
gn = u
n
i g + rn ,
for some rn ∈ VN−1. Substituting back in equation (1.73) we thus get
uni ∂g = ∂
(
uni g + rn
)
,
which immediately gives
(1.74) uni gu
′
i = −
1
n+ 1
∂rn+1 ∈ ∂V ,
for every n ∈ Z+. Suppose first that N = 1. Then ord (g) = 1 and equation (1.74) with n = 0
implies that gu′i ∈ ∂V. But this is is not possible since gu′i, as function of u′1, . . . , u′ℓ, is not
linear, namely gu′i does not have the form (1.8) with N = 0. Next, suppose, by induction, that
no element in VN exists which satisfies condition (1.71) for every n ∈ Z+, and let f ∈ VN+1\VN ,
be as above. Then equation (1.74) exactly says that gu′i, which has differential order N , also
satisfies assumption (1.71), thus contradicting the inductive assumption.
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Remark 1.29. Consider the pairing V ×V → V/∂V given by (1.4) with r = 1. Lemma 1.28 can
then be stated in terms of the following orthogonality condition:
(1.75)
(
C[ui]
)⊥ ⊂ ∂C(ui)
and the above inclusion becomes an equality under the additional assumption that ∂∂ui : C(ui)→C(ui) is surjective.
Lemma 1.28 will be useful in Section 2.2 to prove that the integrals of motion of the KdV
hierarchy span a maximal abelian subalgebra of the Lie algebra R/∂R, where R = C[u(n) |n ∈
Z+], with Lie bracket (1.70) with H(∂) = ∂ (cf. Theorem 2.15). An analogous result will be
needed to prove that the integrals of motion of the “linear” KdV hierarchy span a maximal
abelian subalgebra. This is given by the following
Lemma 1.30. Let i ∈ I and let ∂f ∈ ∂V be an element such that
(1.76) u
(2n)
i ∂f ∈ ∂V , for every n ∈ Z+ .
Then ∂f is a C-linear combination of the monomials u(2n+1)i , n ∈ Z+. In particular, if ℓ ≥ 2
and condition (1.76) holds for every i ∈ I, then ∂f = 0.
Proof. We start by observing that, under the assumption (1.76), f must be a function only of
ui and its derivatives, namely
∂f
∂u
(n)
j
= 0, for all j 6= i, n ∈ Z+. In other words, we reduce the
statement to the case ℓ = 1. Indeed suppose, by contradiction, that, for some j 6= i and some
N ≥ 0, we have ∂f
∂u
(N)
j
6= 0 and ∂f
∂u
(n)
j
= 0 for all n > N . As a consequence of (1.76) we get that
δ
δuj
(
u
(2n)
i ∂f
)
= −
N∑
p=0
(−∂)p
( ∂f
∂u
(p)
j
u
(2n+1)
i
)
= 0 .
Here we are using the fact that, in any algebra of differential functions V, ∂V ⊂ Ker δδu . If we
then take n large enough (such that 2n > ord (f) ≥ N), by looking at the terms of highest
differential order, the above equation has the form
(−1)N+1 ∂f
∂u
(N)
j
u
(2n+N+1)
i + r = 0 ,
where r ∈ V2n+N . If we then apply ∂
∂u
(2n+N+1)
i
to both sides, we get ∂f
∂u
(N)
j
= 0, contradicting
our original assumption.
Next, we consider the case ℓ = 1. We need to prove that if f ∈ V is such that
(1.77) fu(2n+1) ∈ ∂V , for all n ∈ Z+ ,
then ∂f ∈ SpanC{u(2m+1), m ∈ Z+}.
It is clear from (1.77), that f has even differential order. Indeed, if ord (f) = 2n+1 is odd,
u(2n+1)f is not of the form (1.8) and hence it cannot be in ∂V, contradicting (1.77). We thus
let ord (f) = 2N and we will prove the statement by induction on N ≥ 0.
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Let us consider first the case N = 0, namely f = f(u) ∈ V0 = C(u). If we let n = 1 in
(1.77), we have u′′′f(u) ∈ ∂V, so that
δ
δu
(
u′′′f
)
=
df
du
u′′′ − ∂3(f(u)) = 0 .
Expanding ∂3
(
f(u)
)
and looking at the coefficient of u′′, it follows that d
2f
du2
= 0, namely
∂f = αu′ for some α ∈ C, as we wanted.
Next, let N ≥ 1. Condition (1.77) says that u′f ∈ ∂V, hence, by (1.8), f must have the
form
(1.78) f = au(2N) + b ,
where a, b ∈ V2N−1. We want to prove that, necessarily, a ∈ C and b ∈ V2N−2 (so that, using
the inductive assumption, we can conclude that ∂f ∈ SpanC{u′, u(3), . . . , u(2N+1)}). Condition
(1.77) with n = N gives u(2N+1)f ∈ ∂V. Using (1.78) and integrating by parts we have
(1.79)
1
2
(∂a)
(
u(2N)
)2
+ (∂b)u(2N) ∈ ∂V .
In particular the LHS of (1.79) must have the form (1.8). It follows that the coefficients of(
u(2N)
)3
and
(
u(2N)
)2
in (1.79) must vanish, namely
(1.80)
∂a
∂u(2N−1)
= 0 ,
1
2
∂a+
∂b
∂u(2N−1)
= 0 .
The first of the above equations says that a ∈ V2N−2. It follows that ∂a, viewed as a function
of u(2N−1), is linear, and therefore, by the second equation in (1.80), it follows that b, viewed
as a function of u(2N−1), has degree at most 2, namely
(1.81) b = α+ βu(2N−1) +
1
2
γ
(
u(2N−1)
)2
, −1
2
∂a = β + γu(2N−1) ,
where α, β, γ ∈ V2N−2. Next, let us apply condition (1.77) with n = N − 1, namely u(2N−1)f ∈
∂V. By equation (1.78) and integration by parts, this condition gives
−1
2
(∂a)
(
u(2N−1)
)2
+ bu(2N−1) ∈ ∂V ,
which, by (1.81), is equivalent to
(1.82) αu(2N−1) + 2β
(
u(2N−1)
)2
+
3
2
γ
(
u(2N−1)
)3 ∈ ∂V .
To conclude we observe that the LHS of (1.82), being in ∂V, must have the form (1.8), and this
is possible only if β = γ = 0, which is exactly what we wanted.
Remark 1.31. Lemma 1.30 can be stated, equivalently, in terms of the pairing V × V → V/∂V
given by f, g 7→ ∫ fg, as an orthogonality condition similar to (1.75). LetE = SpanC{1 ; u(2n)i , n ∈
Z+}. Then:
(1.83) E⊥ = ∂E
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We next use Lemma 1.28 and Lemma 1.30 to study the center of the Lie algebra V/∂V.
Corollary 1.32. (a) If ℓ ≥ 2, the center of the Lie algebra V/∂V with Lie bracket (1.70) coin-
cides with the kernel of the Lie algebra representation of V/∂V on V defined in Proposition
1.24(b), namely it consists of the local functionals
∫
f ∈ V/∂V such that
(1.84) H(∂)
δf
δu
= 0 .
In particular, the “compatibility conditions” (ii) and (iii) above are equivalent.
(b) If ℓ = 1, the center of the Lie algebra V/∂V with Lie bracket (1.70) consists of the local
functionals
∫
f ∈ V/∂V such that
(1.85) H(∂)
δf
δu
= αu′ , where α ∈ C .
Proof. Suppose that the local functional
∫
f is in the center of the Lie algebra V/∂V. Then
necessarily, for every i ∈ I and n ∈ Z+,∫
uni
(∑
j∈I
Hij(∂)
δf
δuj
)
=
1
n+ 1
{∫
f,
∫
un+1i
}
= 0 ,∫
u
(2n)
i
(∑
j∈I
Hij(∂)
δf
δuj
)
= (−1)n 1
2
{∫
f,
∫ (
u
(n)
i
)2}
= 0 .
We can thus apply Lemma 1.28 and Lemma 1.30 to deduce that, if ℓ ≥ 2, then (1.84) holds,
while, if ℓ = 1, then
(1.86) H(∂)
δf
δu
∈ ∂C(u) ∩ SpanC
{
u(2n+1) |n ∈ Z+
}
= {αu′ |α ∈ C} .
To conclude we just notice that, integrating by parts,
∫ δg
δuu
′ =
∫
∂g = 0 for every g ∈ V, so
that, if condition (1.85) holds, then
∫
f lies in the center of the Lie algebra V/∂V.
In conclusion of this section, we discuss two examples: in Proposition 1.33 we consider the
GFZ PVA from Example 1.18, for which the center of the Lie algebra R/∂R is strictly bigger
than the kernel of the representation of R/∂R on R, and in Example 1.35, we discuss a simple
case in which the “compatibility conditions” (ii) and (iii) hold, but (i) fails.
Proposition 1.33. Consider the Hamiltonian operator H(∂) = ∂ on R = C[u(n) |n ∈ Z+], so
that the corresponding Lie algebra structure on R/∂R is given by the bracket
{∫
f,
∫
g
}
=
∫
δg
δu
∂
δf
δu
,
and the representation of the Lie algebra R/∂R on the space R is given by
{∫
f, g
}
= X
∂ δf
δu
(g) =
∑
n∈Z+
(
∂n+1
δf
δu
) ∂g
∂u(n)
.
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(a) The kernel of the Lie algebra representation of R/∂R on R is two-dimensional, spanned
by ∫
1 ,
∫
u ∈ R/∂R .
(b) The center of the Lie algebra R/∂R is three-dimensional, spanned by∫
1 ,
∫
u ,
∫
u2 ∈ R/∂R .
(c) The “compatibility” conditions (i), (ii) and (iii) for the local functionals
∫
f,
∫
g ∈ R/∂R
are equivalent.
Proof. A local functional
∫
f is in the kernel of the representation of R/∂R on R if and only if
∂ δfδu = 0, which is equivalent to saying that
∫
f ∈ SpanC
{∫
1,
∫
u
}
. For the last assertion we use
the fact that Ker δδu = C + ∂R (see Proposition 1.5). Similarly, by Corollary 1.32(b), a local
functional
∫
f ∈ R/∂R is in the center of the Lie bracket if and only if ∂ δfδu ∈ Cu′, which, by
the same argument as before, is equivalent to saying that
∫
f ∈ SpanC
{∫
1,
∫
u,
∫
u2
}
.
We are left to prove part (c). We already remarked that (i) implies (ii), which implies (iii),
and we only need to prove that (iii) implies (i). Recall that condition (iii) is equivalent to saying
that
{∫
f,
∫
g
}
lies in the center of the Lie algebra R/∂R. Hence, by part (b) we have
(1.87)
∫
δg
δu
∂
δf
δu
∈ SpanC
{∫
1,
∫
u,
∫
u2
} ⊂ R/∂R .
On the other hand, R admits the decomposition
(1.88) R = C[u]⊕R∂ ,
where R∂ ⊂ R is the ideal (of the commutative associative product) generated by the elements
u(n), n ≥ 1, and clearly ∂R ⊂ R∂ . Hence, by (1.87), we get
δg
δu
∂
δf
δu
∈ R∂ ∩ (C[u] + ∂R) = ∂R ,
which implies
∫ δg
δu∂
δf
δu = 0, as we wanted.
Remark 1.34. By the same argument as in the proof of Proposition 1.33, it is not hard to show
that, if V = R and H(∂) = (Hij(∂))ij∈I : R⊕ℓ → Rℓ is an injective Hamiltonian operator (or,
more generally, if Ker H(∂)∩Im δδu = 0), then the commutativity condition of Hamiltonian vec-
tor fields [X
H(∂) δf
δu
,X
H(∂) δg
δu
] = 0, is equivalent to the following condition for the corresponding
local functionals
∫
f,
∫
g ∈ R/∂R:
(1.89)
{∫
f,
∫
g
} ∈ C ∫ 1 .
Moreover equation (1.89) is clearly equivalent to
{∫
f,
∫
g
}
= 0 if the operator H(∂) does not
have a constant term (by taking the image of both sides of equation (1.89) via the quotient
map R/∂R։
∫
C).
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Example 1.35. Take R = C[p(n), q(n), z(n) |n ∈ Z+], and define the λ-bracket on R by letting z
to be central and
{pλq} = z = −{qλp} , {pλp} = −{qλq} = 0 .
Let H(∂) be the corresponding Hamiltonian operator. In this example we have ℓ = 3, therefore
by Corollary 1.32(a) we know that the kernel of the representation of R/∂R on R and the center
of the Lie algebra R/∂R coincide. In particular conditions (ii) and (iii) above are equivalent.
Next, take the local functionals
∫
p,
∫
q ∈ R/∂R. By the above definition of the λ-bracket on
R we have {∫ p, ∫ q} = ∫ z 6= 0, namely condition (i) fails, but ∫ z is in the center of the Lie
algebra R/∂R, namely condition (iii) holds.
1.7 Poisson vertex algebras and Lie algebras. In this section we shall prove a converse
statement to Proposition 1.24(b). In order to do so, we will need the following simple lemma:
Lemma 1.36. Let V be an algebra of differential functions in the variables {ui}i∈I .
(a) If P ∈ Vℓ is such that ∫P δfδu = 0 for every ∫ f ∈ V/∂V, then P = 0 if ℓ ≥ 2, and P ∈ Cu′1
if ℓ = 1.
(b) If H(∂) =
(
Hij(∂)
)
i,j∈I
and n ∈ Z+ are such that H(∂) δfδu ∈ Vn⊕ℓ for every
∫
f ∈ V/∂V,
then H = 0.
Proof. Note that δδuj
un+1i
n+1 = δi,ju
n
i , and
δ
δuj
( (−1)n
2
(
u
(n)
i
)2)
= δi,ju
(2n)
i . Hence, part (a) is an
immediate corollary of Lemmas 1.28 and 1.30. For part (b), suppose thatHij(∂) =
∑N
n=0 hijn∂
n
is a differential operator such that hijN 6= 0. Let then h = (−1)
M
2
(
u
(M)
j
)2
, so that δhδuk =
δk,ju
(2M)
j . If M is sufficiently large, we have
∂
∂u
(M+N)
j
(
H(∂) δhδu
)
i
= hijN 6= 0.
Proposition 1.37. Let V be an algebra of differential functions in the variables {ui}i∈I , en-
dowed with a λ-bracket {· λ ·}. Suppose that the bracket on V/∂V induced by (1.67) is a Lie
algebra bracket. Then the λ-bracket satisfies skew-commutativity (1.27) and Jacobi identity
(1.28), thus making V into a PVA.
Proof. Recall that the λ-bracket on V is given by (1.29), hence, the induced bracket on V/∂V
is given by (1.70) where Hji(∂) = {ui∂uj}→. Integrating by parts, the skew-symmetry of this
bracket reads ∫
δg
δu
(
H(∂) +H∗(∂)
)δf
δu
= 0 ,
for every
∫
f,
∫
g ∈ V/∂V. By Lemma 1.36(a), it follows that (H(∂) + H∗(∂)) δfδu ∈ V⊕ℓ1 for
every
∫
f ∈ V/∂V. Hence, by Lemma 1.36(b), we have H∗(∂) = −H(∂). Recalling (1.48), this
identity can be equivalently written in terms of the λ-bracket as {uiλuj} = −{uj−λ−∂ui}, which
implies the skew-symmetry of the λ-bracket by Theorem 1.15(b).
Next, let us prove the Jacobi identity for the λ-bracket, which, by Theorem 1.15, reduces
to checking (1.31). We will use the Jacobi identity for the Lie bracket:
(1.90)
{∫
f, {∫ g, ∫ h}}− {∫ g, {∫ f, ∫ h}} = {{∫ f, ∫ g}, ∫ h} .
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Recalling that the bracket (1.70) is the same as (1.29) with λ = 0, we have
{∫
f, {∫ g, ∫ h}} = ∑
i,j,p,q∈I
m,n∈Z+
∫ ( ∂
∂u
(m)
j
( ∂h
∂u
(n)
q
∂nHqp(∂)
δg
δup
))(
∂mHji(∂)
δf
δui
)
=
∑
i,j,p,q∈I
m,n∈Z+
∫
∂2h
∂u
(m)
j ∂u
(n)
q
(
∂nHqp(∂)
δg
δup
)(
∂mHji(∂)
δf
δui
)
(1.91)
+
∑
i,j,p,q∈I
m,n∈Z+
∫
∂h
∂u
(n)
q
( ∂
∂u
(m)
j
∂nHqp(∂)
δg
δup
)(
∂mHji(∂)
δf
δui
)
.
Note that the first term in the RHS is symmetric in f and g, hence it cancels out in the LHS
of (1.90). By Lemma 1.2, the last term in the RHS of (1.91) is
∑
i,j,p,q∈I
m,n∈Z+
∫
∂h
∂u
(n)
q
∂n
((
∂Hqp(∂)
∂u
(m)
j
δg
δup
)(
∂mHji(∂)
δf
δui
)
(1.92)
+Hqp(∂)
((
∂
∂u
(m)
j
δg
δup
)(
∂mHji(∂)
δf
δui
)))
.
Integrating by parts, we can replace
∑
n∈Z+
∂h
∂u
(n)
q
∂n by the variational derivative δhδuq . Hence
the LHS of (1.90) reads,
∑
i,j,p,q∈I
m∈Z+
∫
δh
δuq
((
∂Hqp(∂)
∂u
(m)
j
δg
δup
)(
∂mHji(∂)
δf
δui
)
−
(
∂Hqi(∂)
∂u
(m)
j
δf
δui
)(
∂mHjp(∂)
δg
δup
)
(1.93)
+Hqp(∂)
((
∂
∂u
(m)
j
δg
δup
)(
∂mHji(∂)
δf
δui
))
−Hqi(∂)
((
∂
∂u
(m)
j
δf
δui
)(
∂mHjp(∂)
δg
δup
)))
.
Similarly, the RHS of (1.90) reads
∑
i,j,p,q∈I
n∈Z+
∫
δh
δuq
Hqp(∂)(−∂)n
((
∂
∂u
(n)
p
δg
δuj
)(
Hji(∂)
δf
δui
)
+
δg
δuj
(
∂Hji(∂)
∂u
(n)
p
δf
δui
)
+
(
∂
∂u
(n)
p
δf
δui
)(
H∗ij(∂)
δg
δuj
))
,(1.94)
where in the last term we used Lemma 1.2. The third term in (1.93) is equal to the first term
in (1.94), due to (1.17). Similarly, the last term in (1.93) is equal to the last term in (1.94), due
to skew-adjointness of H(∂). Hence, the Jacobi identity (1.90) is equivalent to the following
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relation∑
i,j,p,q∈I
n∈Z+
∫
δh
δuq
((
∂Hqp(∂)
∂u
(n)
j
δg
δup
)(
∂nHji(∂)
δf
δui
)
−
(
∂Hqi(∂)
∂u
(n)
j
δf
δui
)(
∂nHjp(∂)
δg
δup
)
−Hqj(∂)(−∂)n
(
δg
δup
(
∂Hpi(∂)
∂u
(n)
j
δf
δui
)))
= 0 .
Since this equation holds for every
∫
f,
∫
g,
∫
h ∈ V/∂V, we conclude, using Lemma 1.36, that
∑
j∈I,n∈Z+
(
∂Hqp(µ)
∂u
(n)
j
(λ+ ∂)nHji(λ)− ∂Hqi(λ)
∂u
(n)
j
(µ+ ∂)nHjp(µ)
−Hqj(λ+ µ+ ∂)(−λ− µ− ∂)n∂Hpi(λ)
∂u
(n)
j
)
= 0 , for all i, p, q ∈ I ,
where we replaced ∂ acting on δfδu by λ, and ∂ acting on
δg
δu by µ. The latter equation is the
same as (1.31), due to equation (1.29).
A more difficult proof of this proposition, in terms of Hamiltonian operators, is given in [O].
2 Compatible PVA structures and the Lenard scheme of integrability.
2.1 Compatible PVA structures. In this section we discuss a method, known as the Lenard
scheme of integrability, based on a bi-Hamiltonian pair (H,K), to construct an infinite sequence
of local functionals
∫
hn ∈ V/∂V, n ∈ Z+, which are pairwise in involution with respect to both
Hamiltonian operators H(∂) and K(∂) (cf. Definition 1.25(d)). This scheme will produce an
infinite hierarchy of integrable Hamiltonian equations
(2.1)
du
dtn
= {hnλu}H
∣∣
λ=0
(
= {hn+1λu}K
∣∣
λ=0
)
, n ∈ Z+ ,
such that the local functionals
∫
hn, n ∈ Z+, are integrals of motion of every evolution equation
in the hierarchy.
Definition 2.1. Several λ-brackets { . λ . }n, n = 1, 2, . . . , N , on a differential algebra V are
called compatible if any C-linear combination { . λ . } =
∑N
n=0 cn{ . λ . }n of them makes it a PVA.
If V is an algebra of differential functions, and Hn(∂), n = 1, 2, . . . , N , are the corresponding
to the compatible λ-brackets Hamiltonian operators, defined by (1.47), we say that they are
compatible as well. A bi-Hamiltonian pair (H,K) is a pair of compatible Hamiltonian operators
H(∂),K(∂).
Example 2.2. (cf. Examples 1.18 and 1.19) Let R = C[u, u′, u′′, . . .]. The λ-brackets
{uλu}1 = (∂ + 2λ)u , {uλu}2 = λ , {uλu}3 = λ3 ,
are compatible. The corresponding Hamiltonian operators, defined by (1.47), are:
H1(∂) = u
′ + 2u∂ , H2(∂) = ∂ , H3(∂) = ∂
3 .
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Example 2.3. (cf. Example 1.20) Let g be a Lie algebra with a non-degenerate symmetric
bilinear form ( . | . ), let {ui}i∈I be an orthonormal basis of g and [ui, uj ] =
∑
k c
k
ijuk. Let
R = C[u
(n)
i |i ∈ I , n ∈ Z}. The following λ-brackets on R are compatible:
{uiλuj}′ =
∑
k
ckijuk , {uiλuj}′′ = λδij , {uiλuj}k = ckij , k ∈ I .
The corresponding Hamiltonian operators, H ′,H ′′ and Hk, k ∈ I, are given by:
H ′ij(∂) = −
∑
k∈I
ckijuk , H
′′
ij(∂) = δij∂ , H
k
ij(∂) = −ckij .
Definition 2.4. Let V be an algebra of differential functions and let H(∂) = (Hij(∂))i,j∈I ,
K(∂) =
(
Kij(∂)
)
i,j∈I
, be any two differential operators on V⊕ℓ. An (H,K)-sequence is a
collection {Fn}0≤n≤N ⊂ V⊕ℓ such that
(2.2) K(∂)Fn+1 = H(∂)Fn , 0 ≤ n ≤ N − 1 .
If N =∞, we say that {Fn}n∈Z+ is an infinite (H,K)-sequence.
Remark 2.5. Equation (2.2) for an infinite (H,K)-sequence can be rewritten using the gener-
ating series F (z) =
∑
n∈Z+
Fnz−n, as follows:
(2.3)
(
H(∂) − zK(∂))F (z) = −zK(∂)F 0 .
Assuming that
(2.4) K(∂)F 0 = 0 ,
and taking the pairing of both sides of (2.3) with F (z), we get the equation
(2.5) F (z) · (H(∂)− zK(∂))F (z) = 0 .
Note that for a skew-adjoint differential operator M(∂), we have
∫
F ·M(∂)F = 0 for every
F ∈ V⊕ℓ. Therefore, if both operatorsH(∂) andK(∂) are skew-adjoint, the LHS of the equation
(2.5) is a total derivative, hence we can reduce its order. If, in addition, ℓ = 1 and K(∂) is a
differential operator of order 1, this produces a recursive formula for the sequence Fn, n ≥ 1.
Explicitly, for K(∂) = ∂(k) + 2k∂, where k ∈ V, equation (2.5) becomes
(2.6) ∂
(
kF 0Fn+1
)
=
1
2
n∑
m=0
Fn−mH(∂)Fm − 1
2
n∑
m=1
∂
(
kFn+1−mFm
)
.
Notice that the RHS is a total derivative (since H(∂) is skew-adjoint), so that, given F 0 sat-
isfying (2.4), the above equation defines recursively Fn+1 up to adding a constant multiple of
(kF 0)−1.
Note that in the special case in which Fn = δhnδu for some
∫
hn ∈ V/∂V, equation (2.2) can
be written in terms of the λ-brackets associated to the operators H(∂) and K(∂) (cf. (1.47)):
{hn+1 λ u}K
∣∣
λ=0
= {hn λ u}H
∣∣
λ=0
.
39
Lemma 2.6. Suppose that the operators H(∂), K(∂), acting on V⊕ℓ, are skew-adjoint. Then
any (H,K)-sequence {Fn}0≤n≤N satisfies the orthogonality relations:
(2.7)
∫
Fm ·H(∂)Fn = ∫ Fm ·K(∂)Fn = 0 , 0 ≤ m,n ≤ N .
Proof. If m = n, (2.7) clearly holds, since both H(∂) and K(∂) are skew-adjoint operators. We
may assume, without loss of generality, that m < n (hence n ≥ 1), and we prove equation (2.7)
by induction on n−m. By (2.2) and the inductive assumption we have∫
Fm ·K(∂)Fn = ∫ Fm ·H(∂)Fn−1 = 0 ,
and similarly, since H(∂) is skew-adjoint,∫
Fm ·H(∂)Fn = −∫Fn ·H(∂)Fm = −∫Fn ·K(∂)Fm+1 = 0 .
The key result for the Lenard scheme of integrability is contained in the following theorem,
which will be proved in Section 4.
Theorem 2.7. Let V be an algebra of differential functions in the variables {ui}i∈I , and suppose
that H(∂) =
(
Hij(∂)
)
i,j∈I
and K(∂) =
(
Kij(∂)
)
i,j∈I
form a bi-Hamiltonian pair. Assume
moreover that K(∂) is non-degenerate, in the sense that K(∂)M(∂)K(∂) = 0 implies M(∂) = 0
for any skew-adjoint differential operator M(∂) of the form DF (∂) − D∗F (∂), F ∈ V⊕ℓ. Let
{Fn}n=0,··· ,N ⊂ V⊕ℓ (N ≥ 1, and it can be infinite) be an (H,K)-sequence, and assume that
F 0 = δh0δu , F
1 = δh1δu , for two local functionals
∫
h0,
∫
h1 ∈ V/∂V. Then all the elements of the
sequence Fn, n = 0, · · · , N , are closed, i.e. (1.16) holds for F = Fn.
Proof. This theorem is a corollary of the results in Section 4, see Remark 4.26.
Remark 2.8. If ℓ = 1, the non-degeneracy condition for the differential operator K(∂) in Theo-
rem 2.7, i.e. that K(∂)M(∂)K(∂) = 0 implies M(∂) = 0, holds automatically unless K(∂) = 0.
It is because the ring of differential operators has no zero divisors when ℓ = 1. For general
ℓ a sufficient condition of non-degenaracy of K(∂) is non-vanishing of the determinant of its
principal symbol.
Theorem 2.7 provides a way to construct an infinite hierarchy of Hamiltonian equations,
du
dtn
= {∫ hn, u}H , and the associated infinite sequence of integrals of motion ∫ hn, n ∈ Z+. In
order to do this, we need to solve two problems. First, given a bi-Hamiltonian pair H(∂),K(∂)
acting on V⊕ℓ, we need to find an infinite (H,K)-sequence {Fn}n∈Z+ , such that F 0, F 1 ∈ Im δδu .
Second, given an element F ∈ V⊕ℓ which is closed, we want to prove, that it is also “exact”, i.e.
that F = δhδu for some local functional
∫
h ∈ V/∂V, and we want to find an explicit formula for
the local functional
∫
h ∈ V/∂V. Then, if we have Fn = δhnδu for all n ∈ Z+, by Lemma 2.6, the
corresponding local functionals
∫
hn are pairwise in involution with respect to the Lie brackets
associated to both Hamiltonian operators H(∂) and K(∂):
(2.8)
{∫
hm,
∫
hn
}
H
=
{∫
hm,
∫
hn
}
K
= 0 , for all m,n ∈ Z+ .
The solution to the second problem is given by Propositions 1.9 and 1.11. We shall discuss,
in Propositions 2.9 and 2.10, a solution to the first problem: we find sufficient conditions for
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the existence of an infinite (H,K)-sequence {Fn}n∈Z+ , and we describe a practical method to
construct inductively the whole sequence.
Let V be an algebra of differential functions. Given a subset U ⊂ V⊕ℓ, let
U⊥ :=
{
P ∈ Vℓ ∣∣ ∫ F · P = 0 , for all F ∈ U} ⊂ Vℓ ,
and similarly, given a subset U˜ ⊂ Vℓ, let
U˜⊥ :=
{
F ∈ V⊕ℓ ∣∣ ∫ F · P = 0 , for all P ∈ U˜} ⊂ V⊕ℓ .
Proposition 2.9. Let H(∂) =
(
Hij(∂)
)
i,j∈I
, K(∂) =
(
Kij(∂)
)
i,j∈I
, be skew-adjoint operators
on V⊕ℓ, and let {Fn}0≤n≤N be a finite (H,K)-sequence satisfying the following condition:
(2.9)
(
SpanC{Fn}0≤n≤N
)⊥ ⊂ Im K(∂) .
Then it can be extended to an infinite (H,K)-sequence {Fn}n∈Z+ .
In particular, letting U = SpanC
{
Fn
∣∣n ∈ Z+} ⊂ V⊕ℓ and U ′ = SpanC{Fn ∣∣n ≥ 1} ⊂ V⊕ℓ,
we have:
(2.10) U ′ ⊂ U , H(∂)U = K(∂)U ′ , U⊥ ⊂ Im K(∂) .
Proof. We prove, by induction on n ≥ N + 1, that Fn ∈ V⊕ℓ exists such that K(∂)Fn =
H(∂)Fn−1. Indeed, by the inductive assumption {F k}0≤k≤n−1 is an (H,K)-sequence, therefore
by Lemma 2.6 H(∂)Fn−1 ⊥ Fm for every m ∈ {0, . . . , N}, and hence by assumption (2.9)
H(∂)Fn−1 ∈ Im K(∂), as we wanted. The second part of the proposition is obvious.
Proposition 2.10. Let V be an algebra of differential functions in the variables {ui}i∈I and
let H(∂), K(∂), be skew-adjoint operators on V⊕ℓ. Suppose that U,U ′ ⊂ V⊕ℓ are subspaces
satisfying conditions (2.10). Then:
(a) Ker K(∂) ⊂ (H(∂)U)⊥,
(b) for every F 0 ∈ (H(∂)U)⊥ there exists an infinite (H,K)-sequence {Fn}n∈Z+ , and this
(H,K)-sequence is such that SpanC{Fn}n∈Z+ ⊂
(
H(∂)U
)⊥
,
(c) if F 0 ∈ Ker K(∂) and {Fn}n∈Z+ , {Gn}n∈Z+ are two infinite (H,K)-sequences, then they
are “compatible”, in the sense that
(2.11)
∫
Fm ·H(∂)Gn = ∫ Fm ·K(∂)Gn = 0 , for all m,n ∈ Z+ .
Proof. Since K(∂) is skew-adjoint, we clearly have Im K(∂) ⊂ (Ker K(∂))⊥. Hence, from
H(∂)U = K(∂)U ′ ⊂ Im K(∂) ⊂ (Ker K(∂))⊥, it follows that Ker K(∂) ⊂ (H(∂)U)⊥. For part
(b), we first observe that, if {Fn}0≤n≤N is any (H,K)-sequence starting at F 0 ∈
(
H(∂)U
)⊥
,
then Fn ∈ (H(∂)U)⊥ for every n ∈ {0, . . . , N}. Indeed, let 1 ≤ n ≤ N and suppose by induction
that Fn−1 ∈ (H(∂)U)⊥. If G ∈ U , by assumption (2.10) we have that H(∂)G = K(∂)G1 for
some G1 ∈ U ′ ⊂ U . Hence∫
Fn ·H(∂)G = ∫Fn ·K(∂)G1 = −∫G1 ·K(∂)Fn
= −∫G1 ·H(∂)Fn−1 = ∫ Fn−1 ·H(∂)G1 = 0 ,
41
hence Fn ∈ (H(∂)U)⊥, as claimed. Next, we need to prove the existence of an infinite (H,K)-
sequence starting at F 0. Suppose, by induction on N ≥ 0, that there exists an (H,K)-sequence
{Fn}0≤n≤N . By the above observation, FN ∈
(
H(∂)U
)⊥
, or equivalently H(∂)FN ∈ U⊥, so
that, by the third condition in (2.10), there exists FN+1 ∈ V⊕ℓ such thatH(∂)FN = K(∂)FN+1,
as we wanted. We are left to prove part (c). We will prove equation (2.11) by induction on
m ∈ Z+. For m = 0 we have
∫
F 0 · K(∂)Gn = −∫Gn · K(∂)F 0 = 0, and ∫ F 0 · H(∂)Gn =∫
F 0 ·K(∂)Gn+1 = 0, for every n ∈ Z+. We then let m ≥ 1 and we use inductive assumption
to get, for every n ∈ Z+,∫
Fm ·K(∂)Gn = −∫Gn ·K(∂)Fm = −∫Gn ·H(∂)Fm−1 = ∫ Fm−1 ·H(∂)Gn = 0 ,
and similarly ∫
Fm ·H(∂)Gn = ∫Fm ·K(∂)Gn+1 = 0 .
Remark 2.11. If H(∂) and K(∂) are pseudodifferential operators on Vℓ, i.e. the corresponding
λ-brackets on V are “non-local”, then the statements of Propositions 2.9 and 2.10 should be
modified to make sure that the elements Fn, n ≥ 0, belong to the domains of the operators
H(∂) and K(∂). In Proposition 2.9 we then need the further assumption
(2.12)
(
SpanC{H(∂)Fn}0≤n≤N
)⊥ ⊂ DomH(∂) .
Similarly, in Proposition 2.10 we need the further assumption
(2.13)
(
H(∂)U)⊥ ⊂ DomH(∂) .
By Proposition 2.9, a sufficient condition for the existence of an infinite (H,K)-sequence
{Fn}n∈Z+ , is the existence of a finite (H,K)-sequence {Fn}0≤n≤N satisfying condition (2.9). By
Proposition 2.10, if a finite (H,K)-sequence satisfying condition (2.9) exists, then any element
F 0 ∈ Ker K(∂) can be extended to an infinite (H,K)-sequence {Fn}n∈Z+ . Therefore, in some
sense, the best place to look for the starting point of an infinite (H,K)-sequences is Ker K(∂).
Moreover, by part (c) of Proposition 2.10, the infinite (H,K)-sequences starting in Ker K(∂)
are especially nice since they are compatible with any other infinite (H,K)-sequence. Notice
that the space Ker K(∂) is related to the center of the Lie algebra V/∂V with Lie bracket
{· , ·}K . Indeed, if F 0 = δh0δu belongs to Ker K(∂), then the local functional
∫
h0 ∈ V/∂V is
central with respect to the Lie bracket {· , ·}K , and the converse is almost true (cf. Corollary
1.32). Proposition 2.10(c) says that, if F 0 ∈ Ker K(∂), then the corresponding infinite (H,K)-
sequence {Fn}n∈Z+ is “central” among all the other infinite (H,K)-sequences, in the sense of
the compatibility condition (2.11).
We conclude this section with the following result, which incorporates the results of Theorem
2.7 and Propositions 1.9, 2.9 and 2.10. It will be used in the following Sections 2.2 and 2.3 to
implement the Lenard scheme of integrability in some explicit examples.
Corollary 2.12. Let V be a normal algebra of differential functions. Let H(∂), K(∂) be a
bi-Hamiltonian pair acting on V⊕ℓ, with K(∂) non-degenerate. Let ∫ h0, ∫ h1 ∈ V/∂V satisfy
the following conditions:
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(i) H(∂) δh0δu = K(∂)
δh1
δu ,
(ii)
(
SpanC
{
δh0
δu ,
δh1
δu
})⊥ ⊂ Im K(∂).
Then there exists an infinite sequence of local functionals
∫
hn, n ∈ Z+, which are pairwise in
involution with respect to the Lie brackets associated to both H(∂) and K(∂), i.e. (2.8) holds.
Such hierarchy of compatible Hamiltonian functionals can be constructed, recursively, using
Proposition 1.9 and the following equations:
(2.14) H(∂)
δhn
δu
= K(∂)
δhn+1
δu
, n ∈ Z+ .
Proof. By the conditions (i) and (ii), the elements
{
δh0
δu ,
δh1
δu
}
form a finite (H,K)-sequence
satisfying condition (2.9). Hence, by Proposition 2.9, they can be extended to an infinite
(H,K)-sequence {Fn}n∈Z+ such that F 0 = δh0δu and F 1 = δh1δu . Since, by assumption, (H,K)
form a bi-Hamiltonian pair and K is non-degenerate, we can apply Theorem 2.7 to deduce that
every element Fn, n ∈ Z+, is closed. Hence we can apply Proposition 1.9 to conclude that Fn
is exact, namely there is hn ∈ V such that Fn = δhnδu .
Proposition 2.13. Let V be a normal algebra of differential polynomials in one variable u. Let
K(∂) = ∂ and let H(∂) be a Hamiltonian operator forming a bi-Hamiltonian pair with ∂. Then
there exists
∫
h1 ∈ V/∂V such that
(2.15) H(∂)1 = ∂
δh1
δu
.
Furthermore, we can extend
∫
h0 =
∫
u and
∫
h1 to an infinite sequence
∫
hn, n ∈ Z+, satisfying
(2.14).
Proof. First, notice that, since H(∂) is a skew-adjoint operator,
∫
H(∂)1 = 0, namely there
exists F ∈ V such that H(∂)1 = ∂F . Next, the condition that the Hamiltonian operators H(∂)
and K = ∂ form a bi-Hamiltonian pair reads{
uλH(µ)
}
K
− {uµH(λ)}K = {H(λ)λ+µu}K .
Using equation (1.29) and letting λ = 0 we then get∑
n∈Z+
∂H(0)
∂u(n)
µn+1 −
∑
n∈Z+
(−µ− ∂)n∂H(0)
∂u(n)
= 0 .
Since H(0) = ∂F , using the commutation rule (1.2), we obtain, after simple algebraic manip-
ulations, that µ(∂ + µ)
(
DF (µ) −DF (−µ − ∂)
)
= 0. This implies that DF (∂) is a self-adjoint
differential operator, i.e. F ∈ V is closed. By Proposition 1.9, F is a variational derivative.
Thus, all the assumptions of Corollary 2.12 hold, which proves the proposition.
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2.2 The KdV hierarchy. Let R = C[u, u′, u′′, . . . ] with the following two compatible λ-
brackets (see Example 2.2):
{uλu}H = {uλu}1 + c{uλu}3 = (∂ + 2λ)u+ cλ3 ,
{uλu}K = {uλu}2 = λ ,(2.16)
where c ∈ C, so that the corresponding Hamiltonian operators are:
(2.17) H(∂) = u′ + 2u∂ + c∂3 , K(∂) = ∂ .
We shall use the Lenard scheme discussed in the previous Section, to construct an infinite
hierarchy of integrable Hamiltonian equations, which includes the classical KdV-equation
(2.18)
du
dt
= 3uu′ + cu′′′ .
By Proposition 2.13, we conclude that there exists a sequence of local functionals
∫
hn ∈
R/∂R, n ∈ Z+, where h0 = u, which are in involution with respect to both Lie brackets {· , ·}H
and {· , ·}K , and such that the corresponding variational derivatives Fn = δhnδu , n ∈ Z+ form
an infinite (H,K)-sequence (cf. Definition 2.4).
In fact, we can compute the whole hierarchy of Hamiltonian functionals
∫
hn, n ∈ Z+,
iteratively as follows: assuming we computed
∫
hn, n ∈ Z+, we can find
∫
hn+1 by solving
equation (2.14). Clearly Fn = δhnδu is defined by equation (2.14) uniquely up to an additive
constant. To compute it explicitly we have to find a preimage of H(∂)Fn−1 under the operator
∂, which is easy to do, inductively on the differential order of H(∂)Fn−1. Similarly,
∫
hn is
defined uniquely up to adding arbitrary linear combinations of
∫
1 and
∫
u, and to compute it
explicitly we can use Proposition 1.11, since Ker (∆ + 1) = 0. For example, for the first few
terms of the hierarchy we have:
F 0 = 1 , h0 = u ; F
1 = u , h1 =
1
2
u2 ; F 2 =
3
2
u2 + cu′′ , h2 =
1
2
u3 +
1
2
cuu′′ ;
F 3 =
5
2
u3 + 5cuu′′ +
5
2
c(u′)2 + c2u(4) , h3 =
5
8
u4 +
5
3
cu2u′′ +
5
6
cuu′2 +
1
2
c2uu(4) .(2.19)
By Corollary 2.12 the local functionals
∫
hn, n ∈ Z+, are in involution with respect to both
Lie brackets associated to H(∂) and K(∂), i.e. (2.8) holds. Hence, if we let
∫
h−1 =
∫
1, we have
an increasing filtration of abelian subalgebras of R/∂R with Lie bracket {· , ·}K (or {· , ·}H),
H−1c ⊂ H0c ⊂ H1c ⊂ H2c ⊂ . . . , where Hnc = SpanC
{∫
hk}nk=−1. Notice that the space Hnc does not
depend on the choice of the local functionals
∫
hn, n ∈ Z+, solving equation (2.14). We also
denote Hc =
⋃
n∈Z+
Hnc = SpanC{
∫
hn}∞n=−1.
The local functionals
∫
hn, n ≥ 0 are integrals of motion of the hierarchy of evolution
equations (2.1). The 0th and the 1st equations are dudt0 = 0 and
du
dt1
= ∂u∂x , and they say that
u(x, t0, t1, . . . ) = u(x+t1, t2, . . . ), the 2
nd equation is the classical KdV equation (2.18) provided
that c 6= 0 (then c can be made equal 1 by rescaling), and the 3rd equation is the simplest higher
KdV equation:
du
dt3
=
15
2
u2u′ + 10cu′u′′ + 5cuu′′′ + c2u(5) ,
provided again that c 6= 0 (it can be made equal to 1 by rescaling).
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Remark 2.14. Equation (2.6) for k = 1/2 gives an explicit recursion formula for the sequence
F 0 = 1, F 1, F 2, . . . , which in this case reads
(2.20) Fn+1 =
n∑
m=0
(
cFn−m(∂2Fm)− c
2
(∂Fn−m)(∂Fm) + uFn−mFm
)
− 1
2
n∑
m=1
Fn+1−mFm ,
up to adding an arbitrary constant. This gives an alternative way to compute the Fn’s.
If we put c = 0 in the KdV hierarchy (2.19) we get the so called dispersionless KdV hierarchy.
We denote in this case F
n
and
∫
hn in place of F
n and
∫
hn. The recursion relation (2.14) for
the elements F
n
= δhnδu , n ∈ Z+, is
∂F
n+1
= (u′ + 2u∂)F
n
, n ∈ Z+ ,
so if we put, as before, F
0
= 1, it is immediate to find an explicit solution by induction:
(2.21) F
n
=
(2n− 1)!!
n!
un ,
∫
hn =
(2n − 1)!!
(n+ 1)!
∫
un+1, n ∈ Z+ ,
where (2n− 1)!! := 1 · 3 · · · (2n − 1). The corresponding dispersionless KdV hierarchy is
du
dtn
=
(2n − 1)!!
n!
∂(un) , n ∈ Z+ .
As before, we denote
∫
h−1 =
∫
1, and we have a uniquely defined increasing filtration of abelian
subalgebras, with respect to the Lie bracket {· , ·}K (or {· , ·}H with c = 0): H−10 ⊂ H00 ⊂ H10 ⊂
· · · ⊂ H0, where Hn0 = SpanC
{∫
hk
}n
k=−1
and H0 =
⋃∞
n=−1H
n
0 .
Finally, as c → ∞ the KdV hierarchy turns into the linear KdV hierarchy, corresponding
to the pair H(∂) = ∂3, K(∂) = ∂. We denote in this case Fn and
∫
hn in place of F
n and
∫
hn.
The Lenard recursion relation (2.2) becomes ∂F n+1 = ∂3Fn, n ≥ 1, and a solution of such
recursion relation, such that all Fn are in the image of δδu , is obtained starting with F
1 = u.
In this case, Fn+1 is defined by Fn uniquely up to adding an arbitrary constant, while
∫
hn+1
is defined uniquely up to adding an arbitrary linear combination of
∫
1 and
∫
u. An explicit
solution is given by
(2.22) Fn+1 = u(2n) ,
∫
hn+1 =
1
2
∫
uu(2n) =
(−1)n
2
∫
(u(n))2, n ∈ Z+ ,
giving the linear KdV hierarchy
du
dtn
= u(2n+1) , n ∈ Z+ .
By Theorem 2.7, the local functionals
∫
hn, n ≥ 1, are in involution with respect to both the
Lie brackets {· , ·}H and {· , ·}K . If we let
∫
h−1 =
∫
1 and
∫
h0 =
∫
u, we thus get, as before, a
uniquely defined increasing filtration of abelian subalgebras, with respect to both {· , ·}K and
{· , ·}H : H−1∞ ⊂ H0∞ ⊂ H1∞ ⊂ · · · ⊂ H∞, where Hn∞ = SpanC
{∫
hk
}n
k=−1
and H∞ =
⋃∞
n=−1H
n
∞.
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Theorem 2.15. The spaces Hc = SpanC
{∫
hn
}∞
n=−1
, c 6= 0, H0 = SpanC
{∫
hn
}∞
n=−1
, and
H∞ = SpanC
{∫
hn
}∞
n=−1
, defined by (2.19), (2.21) and (2.22) respectively, are maximal abelian
subalgebras of the Lie algebra R/∂R with the bracket
(2.23) {∫ f, ∫ g} = ∫ δg
δu
∂
δf
δu
(
cf. (1.60)
)
.
Moreover, the local functionals
∫
hn, n ≥ −1 (resp.
∫
hn, n ≥ −1, and
∫
hn, n ≥ −1), form a
maximal linearly independent set of integrals of motion of the KdV (resp. dispersionless KdV,
or linear KdV) hierarchy.
Proof. We consider first the case of the dispersionless KdV hierarchy
∫
hn, n ≥ 1. Notice that,
by (2.21), we have H0 = C[u] ⊂ R/∂R. Let
∫
f ∈ R/∂R be a local functional commuting with
all elements
∫
hn, n ≥ 1. We have∫
un∂
δf
δu
=
1
n+ 1
{∫
f,
∫
un+1
}
= 0 , for every n ∈ Z+ .
Hence by Lemma 1.28 we get that ∂ δfδu ∈ ∂C[u], namely (since Ker (∂) = C) δfδu ∈ C[u]. On the
other hand C[u] = δδu (C[u]), so that we can find α(u) ∈ C[u] such that δfδu = δα(u)δu . Equivalently,
f − α(u) ∈ Ker ( δδu) = C+ ∂R (see Proposition 1.5), so that f ∈ ∂R+ C[u], as we wanted.
Next, we consider the linear KdV hierarchy
∫
hn, n ≥ −1. Let
∫
f ∈ R/∂R be a local
functional commuting with all elements
∫
hn, n ≥ −1, namely, since δhn+1δu = u(2n), such that
u(2n)∂
δf
δu
∈ ∂R , for every n ∈ Z+ .
By Lemma 1.30 this is possible if and only if ∂ δfδu ∈ ∂ SpanC{u(2n) , n ∈ Z+}, which is equivalent
to saying that
∫
f ∈ SpanC{
∫
1,
∫
u,
∫
uu(2n)}, as we wanted.
We finally prove the general case, for arbitrary value of the central charge c ∈ C, by reducing
it to the case c = 0. According to the decomposition (1.88), the elements Fn, n ∈ Z+, defined
by the recurrence formula (2.20), can be written, for arbitrary c ∈ C, in the form
(2.24) Fn = F
n
+Gn ,
where F
n ∈ C[u] is given by (2.21) and Gn ∈ R∂ . Likewise, the local functionals ∫ hn ∈ R/∂R
in (2.19) admit a decomposition
(2.25) hn = hn + rn ,
where hn ∈ C[u], is given by (2.21), and rn ∈ R∂ . Indeed, let π0 : R։ C[u] be the projection
defined by the decomposition (1.88). We need to prove that π0(F
n) = F
n
and π0(hn) = hn
for every n ∈ Z+. If we take the image under π0 of both sides of equation (2.20), we get the
following recurrence relation for the elements π0(F
n) ∈ C[u]:
π0(F
n+1) =
n∑
m=0
uπ0(F
n−m)π0(F
m)− 1
2
n∑
m=1
π0(F
n+1−m)π0(F
m) .
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Since in the above equation the central charge c does not appear anywhere, its solution π0(F
n) ∈
C[u] is the same for every value of c, in particular it is the same as the solution for c = 0, i.e.
π0(F
n) = F
n
. Furthermore, by Proposition 1.11, a representative for the local functional∫
hn ∈ R/∂R can be obtained by taking hn = ∆−1(uFn), where by ∆−1 we mean the inverse of
∆, restricted to the space of differential polynomials with zero constant term. Therefore such
hn clearly has a decomposition as in (2.25) since ∆
−1(uF
n
) = hn ∈ C[u], while ∆−1(uG) ∈ R∂
for every G ∈ R∂ .
The basic idea to reduce to the case c = 0 is to consider the change of variable x 7→ x/ε
in u = u(x) and take the limit ε → 0. In order to formalize this idea, we define the map
πε : C[λ]⊗R→ C[ε, λ]⊗R given by
πε
(
F (λ;u, u′, u′′, . . . )
)
= F (ελ;u, εu′, ε2u′′, . . . ) .
Clearly, we have induced maps πε both on the space of differential polynomials, πε : R →
C[ε]⊗R, defined by the natural embedding R ⊂ C[λ]⊗R, and on the space of local functionals
πε : R/∂R → C[ε] ⊗ R/∂R ≃
(
C[ε] ⊗ R)/∂(C[ε] ⊗ R), defined by πε(∫ f) := ∫ πεf . The
decomposition (2.25) can then be restated by saying that
(2.26) πε(hn) = h¯n + εrε,n ,
where h¯n is given by (2.21) and rε,n ∈ C[ε]⊗R.
It is clear by the definition of πε that
∂
∂u(n)
πε = ε
nπε
∂
∂u(n)
, so that δδuπε = πε
δ
δu . In particular,
recalling the definition (2.23) of the Lie bracket on R/∂R, we have
(2.27)
{∫
πεf,
∫
πεg
}
= ε−1πε
{∫
f,
∫
g
}
,
for every f, g ∈ R. Let then ∫ f ∈ R/∂R, for some f ∈ R, be a local functional commuting with
all
∫
hn, n ∈ Z+, and assume, by contradiction, that
∫
f 6∈ SpanC
{∫
hn
}∞
n=−1
. Notice that, by
the decomposition (2.25) and by equation (2.21), we can subtract from f an appropriate linear
combination of the elements hn, so that, without loss of generality, f ∈ R∂ and
∫
f 6= 0. In
other words, we have
(2.28) πεf = ε
k
(
f + ε rε
)
.
where k ≥ 1 and f ∈ R∂ is such that ∫ f 6= 0. By equation (2.27) and by the assumption on∫
f , we have
{∫
πεf,
∫
πεhn
}
= 0 for all n ∈ Z+, namely
(2.29)
{
πεf λ πεhn
}∣∣
λ=0
∈ C[ε]⊗ ∂R , for all n ∈ Z+ .
On the other hand, by the decompositions (2.26) and (2.28), the minimal power of ε appearing
in the LHS of (2.29) is εk, and looking at the coefficient of εk we get that{
f¯λh¯n
}∣∣
λ=0
∈ ∂R , for all n ∈ Z+ ,
namely
{∫
f¯ ,
∫
h¯n
}
= 0 for all n ∈ Z+. By the maximality of H0, it follows that
∫
f ∈ H0,
namely f ∈ C[u] + ∂R, contradicting the assumption that f ∈ R∂\∂R.
Finally, all local functionals
∫
hn are linearly independent. Indeed, since
δhn
δu = F
n, it suffices
to show that the elements Fn, n ∈ Z+ are linearly independent in R = C[u(n) |n ∈ Z+]. For
c = 0 (respectively c = ∞) this is clear from the explicit expression of Fn in (2.21) (resp.
Fn in (2.22)). For c ∈ C\{0}, it follows by the decomposition (1.88) and by the fact that
π0(F
n) = F
n ∈ C[u], n ∈ Z+.
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In view of Remark 1.26, the proof of Theorem 2.15 shows that the KdV hierarchy is inte-
grable.
The following result shows that the only hierarchy that can be obtained using the bi-
Hamiltonian pair (H = ∂3,K = ∂) is
∫
hn defined in (2.22), for any choice of
∫
h0,
∫
h1. We
believe that the same should be true for all values of c.
Proposition 2.16. All the solutions
∫
f,
∫
g ∈ R/∂R of the following equation
(2.30)
δf
δu
= ∂2
δg
δu
.
are obtained by taking linear combinations of the pairs
∫
hn+1,
∫
hn, n ≥ 0, defined in (2.22).
Proof. LetN = max{ord (f), ord (g)+1}, so that f = f(u, u′, . . . , u(N)), g = g(u, u′, . . . , u(N−1)).
By induction, we only need to show that
(2.31) f ≡ γ(u(N))2 + f1 , g ≡ −γ(u(N−1))2 + g1 mod ∂R ,
for some γ ∈ C and f1, g1 ∈ R such that ord (f1) ≤ N − 1, ord (g1) ≤ N − 2. We start by
observing that, if φ ∈ R has ord (φ) ≤ N−1, then there exists ψ ∈ R with ord (ψ) ≤ N−1 such
that φu(N) ≡ ψ mod ∂R. Indeed, in general we have φ = ∑k≥0 φk(u(N−1))k with ord (φk) ≤
N − 2, and we can then take ψ = −∑k≥0 1k+1(∂φk)(u(N−1))k+1. Therefore, since f and g are
defined modulo ∂R, we can assume, without loss of generality, that f , as a polynomial in u(N),
and g, as a polynomial in u(N−1), do not have any linear term. Under this assumption, claim
(2.31) reduces to saying that
(2.32)
∂2f
∂u(N)
2 = −
∂2g
∂u(N−1)
2 ∈ C .
By assumption ord (f) ≤ N , hence we can use the commutation rule (1.2) and the definition
(0.7) of the variational derivative to get
∂
∂u(2N)
δf
δu
=
N∑
n=0
(−1)n ∂
∂u(2N)
∂n
∂f
∂u(n)
= (−1)N ∂
2f
∂u(N)
2 ,(2.33)
∂
∂u(2N−1)
δf
δu
=
N∑
n=0
(−1)n ∂
∂u(2N−1)
∂n
∂f
∂u(n)
= (−1)NN∂ ∂
2f
∂u(N)
2 ,
and similarly, since ord (g) ≤ N − 1, we have
∂
∂u(2N)
∂2
δg
δu
=
N−1∑
n=0
(−1)n ∂
∂u(2N)
∂n+2
∂f
∂u(n)
= (−1)N−1 ∂
2g
∂u(N−1)
2 ,(2.34)
∂
∂u(2N−1)
∂2
δg
δu
=
N−1∑
n=0
(−1)n ∂
∂u(2N−1)
∂n+2
∂g
∂u(n)
= (−1)N−1(N + 1)∂ ∂
2g
∂u(N−1)
2 .
The first identity in (2.33) and the first identity in (2.34), combined with assumption (2.30),
give
(2.35)
∂2f
∂u(N)
2 = −
∂2g
∂u(N−1)
2 ,
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while the second identities in (2.33) and (2.34) give
(2.36) N∂
∂2f
∂u(N)
2 = −(N + 1)∂
∂2g
∂u(N−1)
2 .
Clearly, equations (2.35) and (2.36) imply (2.32), thus completing the proof.
2.3 The Harry Dym (HD) hierarchy. We can generalize the arguments of Section 2.2 to
the case in which we take { λ }H and { λ }K to be two arbitrary linearly independent linear com-
binations of the λ-brackets { λ }n, n = 1, 2, 3, in Example 2.2. Namely, in terms of Hamiltonian
operators, we take
(2.37) H(∂) = α1
(
u′ + 2u∂
)
+ α2∂ + α3∂
3 , K(∂) = β1
(
u′ + 2u∂
)
+ β2∂ + β3∂
3 ,
acting on V, a certain algebra of differential functions extending R = C[u(n) |n ∈ Z+], which
will be specified later.
Clearly, if we rescale H(∂) or K(∂) by a constant factor γ ∈ C\{0}, we still get a bi-
Hamiltonian pair and the theory of integrability does not change: any (H,K) sequence {Fn}0≤n≤N
(cf. Definition 2.4) can be rescaled to the (γH,K)-sequence {γnFn}0≤n≤N , or to the (H, γK)-
sequence {γ−nFn}0≤n≤N . The corresponding local functionals
∫
hn, n ∈ Z+, satisfying Fn =
δhn
δu , can be rescaled accordingly. Furthermore, if (H,K) is a bi-Hamiltonian pair, so is
(H+αK,K) for any α ∈ C. It is immediate to check that, if {Fn}0≤n≤N is an (H,K)-sequence,
then
Fnα =
n∑
k=0
(
n
k
)
αkFn−k , 0 ≤ n ≤ N ,
defines an (H + αK,K)-sequence. In particular, if {∫ hn}n∈Z+ is an infinite hierarchy of local
functionals satisfying equation (2.14), hence in involution with respect to both Lie brackets
{· , ·}H and {· , ·}K (or any linear combination of them), then
∫
hα,n =
∑n
k=0
(n
k
)
αk
∫
hn−k, n ∈
Z+, defines an infinite hierarchy of local functionals satisfying (2.14) with H replaced by H +
αK, hence still in involution with respect to both the Lie brackets {· , ·}H and {· , ·}K . The
corresponding increasing filtration of abelian subalgebras, H0 ⊂ H1 ⊂ H2 ⊂ . . .V/∂V, given
by HN = SpanC
{∫
hα,n
}
0≤n≤N
, is independent of α. In conclusion, from the point of view
of integrability and of the Lenard scheme as discussed in Section 2.1, nothing changes if we
replace the bi-Hamiltonian pair (H,K) by any pair of type (αK + βH, γK), with α, β, γ ∈ C
and β, γ 6= 0. Namely the integrability depends only on the flag of Hamiltonian operators
CK ⊂ CH + CK.
We next observe that, in order to apply successfully the Lenard scheme of integrability, we
must have β3 = 0. Indeed, suppose by contradiction that β3 6= 0. By the above observations
we can assume, after replacing H with H − α3β3K, that α3 = 0. In order to apply the Lenard
scheme, we need to find a sequence Fn, n ∈ Z+, solving equations (2.2). By looking at the
differential order of the various terms in equation (2.2), unless Fn ∈ C, we get that ord (Fn) +
3 = ord (Fn−1) + 1, namely the differential order of Fn decreases by 2 at each step, which is
impossible since differential orders are non-negative integers, unless Fn ∈ C for n >> 0, i.e. the
Lenard scheme fails.
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Let then K(∂) = β1(u
′ + 2u∂) + β2∂. If β1 = 0, we may assume that K(∂) = ∂ and
H(∂) = α1(u
′ + 2u∂) + α3∂
3, which gives the KdV, the dispersionless KdV or the linear KdV
hierarchies, if α1α3 6= 0, α1 6= 0 and α3 = 0, or α1 = 0 and α3 6= 0 respectively. These cases
were studied in detail Section 2.2. In this section we consider the remaining case, when β1 6= 0.
Then we may assume that H(∂) = α∂ + β∂3, K(∂) = u′ + 2u∂ + γ∂, for α, β, γ ∈ C, and α, β
not both zero.
As a last observation, we note that the case γ 6= 0 can be reduced to the case γ = 0 with
the change of variable
(2.38) u 7→ u− γ
2
, u(n) 7→ u(n) , n ≥ 1 ,
in the polynomial algebra R = C[u(n) |n ∈ Z+], or in an algebra of differential functions V
extending R. Indeed, it is immediate to check that (2.38) defines an algebra automorphism
ϕ of R commuting with the action of ∂, hence the operator H(∂) commutes with ϕ, while
ϕK(∂)ϕ−1 = u′ + 2u∂.
We thus arrive at the following one-parameter family (parametrized by P1) of bi-Hamiltonian
pairs:
(2.39) H(∂) = α∂ + β∂3 , K(∂) = u′ + 2u∂ ,
where α, β ∈ C are not both zero. We want to apply the Lenard scheme of integrability, namely
Corollary 2.12, to construct an infinite hierarchy of local functionals
∫
hn, n ∈ Z+, which are
pairwise in involution with respect to the Lie brackets {· , ·}H and {· , ·}K (thus defining an
infinite hierarchy of integrable Hamiltonian equations (2.1)).
As we pointed out in Section 2.1, the best place to look for the starting point F 0 of an
infinite (H,K)-sequence {Fn}n∈Z+ is the kernel of the operator K(∂). Namely we want to find
solutions of the equation
(2.40) K(∂)F 0 = (u′ + 2u∂)F 0 = 0 .
If we write K(∂) = 2u1/2∂ ◦ u1/2, we immediately see that, up to a constant factor, the only
solution of equation (2.40) is F 0 = 1/
√
u. Therefore, if we want to have a non-zero kernel of the
operator K(∂), we are forced to enlarge the algebra R = C[u(n) |n ∈ Z+] to a bigger algebra of
differential functions V, which includes 1/√u. The smallest such algebra (which is invariant by
the action of ∂) is
(2.41) V = C[u± 12 , u′, u′′, . . . ] ⊃ R .
The degree evolutionary vector field ∆ is diagonalizable on the algebra V with eigenvalues
in 12Z. If we let U = u
1
2C[u±1, u′, u′′, . . . ] ⊂ V, the operator ∆ is diagonalizable on U with
eigenvalues in Z+ 12 , so that both ∆ and ∆+1 are invertible. We also haveK(∂)
−1
(
H(∂)U) ⊂ U .
We then let
(2.42) F 0 = u−
1
2 ,
and we look for F 1 ∈ V such that K(∂)F 1 = H(∂)F 0. By the definition (2.39) of the operators
H(∂) and K(∂), the equation for F 1 is
2u
1
2∂
(
u
1
2F 1
)
= (α∂ + β∂3)u−
1
2 ,
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which, by the identities u−
1
2∂u−
1
2 = 12∂u
−1 and u−
1
2∂3u−
1
2 = 2∂
(
u−
3
4 ∂2u−
1
4
)
, gives, up to
adding elements of Cu−
1
2 ,
(2.43) F 1 =
1
4
αu−
3
2 + βu−
5
4 ∂2u−
1
4 .
Clearly F 0, F 1 ∈ U , and it is not hard to show that both F 0 and F 1 are in the image of the
variational derivative δδu . In fact we can use Proposition 1.11 to compute preimages h0, h1 ∈ U
explicitly. Since F 0 (respectively F 1), is homogeneous of degree −12 (resp. −32), we have
Fn = δhnδu , n = 0, 1, where
(2.44) h0 = 2u
1
2 , h1 = −1
2
αu−
1
2 − 2βu− 14 ∂2u− 14 .
We finally observe that the orthogonality condition (ii) of Corollary 2.12 holds. Indeed we have(
SpanC{F 0, F 1}
)⊥ ⊂ (Cu− 12 )⊥ = u 12 ∂V = Im K(∂) .
We can therefore apply Corollary 2.12 to conclude that there exists an infinite sequence of local
functionals
∫
hn, n ∈ Z+, with hn in some normal extension of V, which are in involution with
respect to both Lie brackets {· , ·}H and {· , ·}K , and such that the corresponding variational
derivatives Fn = δhnδu , n ∈ Z+ form an (H,K)-sequence. In fact, we can compute the whole
hierarchy of Hamiltonian functionals
∫
hn, n ∈ Z+, iteratively by solving equation (2.14). Since
K(∂)−1
(
H(∂)U) ⊂ U , we can choose all elements hn in U ⊂ V.
In the special case α = 1, β = 0, we have a closed formula for the whole sequence Fn, n ∈ Z+,
and the corresponding local functionals
∫
hn, n ∈ Z+, which can be easily proved by induction:
(2.45) Fn =
(2n − 1)!!
2n (2n)!!
u−n−
1
2 , hn = − (2n − 3)!!
2n−1 (2n)!!
u−n+
1
2 , n ∈ Z+ .
For arbitrary α, β ∈ C, the first two terms of the sequence are given by (2.42), (2.43) and (2.44),
but already the explicit computation of the next term, namely F 2, and the corresponding local
functional
∫
h2, is quite challenging if we try to use the equation K(∂)F
2 = H(∂)F 1.
Remark 2.17. Equation (2.6) for k = u gives an explicit recursion formula for the sequence
F 0 = u−
1
2 , F 1, F 2, . . . , which in this case reads
Fn+1 =
1
2
u−
1
2
n∑
m=0
(1
2
αFn−mFm + βFn−m
(
∂2Fm
)− 1
2
β
(
∂Fn−m
)(
∂Fm
))
−1
2
u
1
2
n∑
m=1
Fn+1−mFm ,(2.46)
up to adding a constant multiple of u−
1
2 . It is clear from this recursive formula that Fn has
degree −2n+12 for every n ∈ Z+, so that, by Proposition 1.11, we have Fn = δhnδu , where
(2.47) hn = − 2
2n− 1uF
n , n ∈ Z+ .
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We can use equations (2.46) and (2.47) to compute F 2 and h2. Recalling that F
0 and F 1 are
given by (2.42) and (2.43) respectively, we have, after some lengthy algebraic manipulations,
F 2 =
3
32
α2u−
5
2 +
5
12
αβu−
7
4∂2u−
3
4 +
1
6
β2u−
7
4 ∂4u−
3
4 ,(2.48)
h2 = − 1
16
α2u−
3
2 − 5
18
αβu−
3
4 ∂2u−
3
4 − 1
9
β2u−
3
4 ∂4u−
3
4 .
The local functionals
∫
hn, n ≥ 0, are integrals of motion of the integrable hierarchy of evolution
equations, called the Harry Dym hierarchy:
(2.49)
du
dtn
= (α∂ + β∂3)Fn , n ∈ Z+ .
The first three equations of the hierarchy are then obtained by (2.42), (2.43) and (2.48) respec-
tively. The first equation for α = 0, β = 1 is the classical Harry Dym equation:
du
dt
= ∂3
(
u−
1
2
)
.
Remark 2.18. As in the case of the KdV hierarchy, we point out that the abelian subalgebras
Hα,β =
{∫
hn, n ∈ Z+
} ⊂ V/∂V are infinite-dimensional for every α, β ∈ C. Indeed, since
δhn
δu = F
n, it suffices to show that Fn, n ∈ Z+, are linearly independent in V. Since the
operators H(∂) and K(∂) in (2.39) have degree 0 and 1 respectively, then, by the recursive
formula (2.2), Fn has degree −n− 12 . Therefore, to prove that they are linearly independent it
suffices to show that they are non-zero. It is clear from the definition (2.39) and some obvious
differential order consideration, that Ker H(∂) = C. In particular Fn is in Ker H(∂) if and
only if Fn = 0. But then we use equation (2.2) and induction to deduce that, if Fn−1 6= 0, then
Fn−1 6∈ Ker H(∂), so that Fn 6= 0. Hence, in view of Remark 1.26, the Harry Dim hierarchy is
integrable.
2.4 The coupled non-linear wave (CNW) system. Let V = C[u(n), v(n) |n ∈ Z+] be the
algebra of differential polynomials in the indeterminates (u, v). Then the formulas
{uλu}H = (∂ + 2λ)u+ cλ3 , {vλv}H = 0 ,(2.50)
{uλv}H = (∂ + λ)v , {vλu}H = λv ,
and
(2.51) {uλu}K = {vλv}K = λ , {uλv}K = {vλu}K = 0 ,
define a compatible pair of λ-brackets on V for any c ∈ C. Indeed, formulas (2.50) define
a structure of a Lie conformal algebra on C[∂]u ⊕ C[∂]v ⊕ C, corresponding to the formal
distribution Lie algebra, which is the semi-direct sum of the Virasoro algebra and its abelian
ideal, defined by the action of the former on Laurent polynomials C[t, t−1]. Moreover, adding
a constant multiple of λ in the first line of (2.50) corresponds to adding a trivial 2-cocycle [K].
The claim now follows from Theorem 1.15(c) or Example 1.22.
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The Hamiltonian operators (on V⊕2) corresponding to the λ-brackets {· λ ·}H and {· λ ·}K
are
(2.52) H(∂) =
(
c∂3 + 2u∂ + u′ v∂
v∂ + v′ 0
)
, K(∂) =
(
∂ 0
0 ∂
)
.
Let h0 = v, h1 = u ∈ V. We have F 0 =
(
δh0
δu
δh0
δv
)
=
(
0
1
)
, F 1 =
(
δh1
δu
δh1
δv
)
=
(
1
0
)
,
and H(∂)F 0 = K(∂)F 1 =
(
0
0
)
. Moreover, obviously
(
CF 0 ⊕ CF 1)⊥ = Im (∂). Hence
conditions (i) and (ii) of Corollary 2.12 hold, and the sequence
∫
h0,
∫
h1 can be extended to an
infinite sequence
∫
hn ∈ V/∂V, n ∈ Z+, satisfying (2.14). Thus, we get an infinite hierarchy of
Hamiltonian evolution equations (n ∈ Z+):
d
dt
(
u
v
)
= H(∂)
(
δhn
δu
δhn
δv
)
= K(∂)
(
δhn+1
δu
δhn+1
δv
)
,
for which all
∫
hn are integrals of motion for both brackets {· , ·}H and {· , ·}K on V/∂V, defined
as in (1.67). One easily computes the whole hieararchy of Hamiltonian functionals
∫
hn and
their variational derivatives Fn ∈ V⊕2 by induction on n, starting with the given ∫ h0 and ∫ h1,
as we did for KdV and HD in Sections 2.2 and 2.3. For example, we have:
F 0 =
(
0
1
)
, h0 = v ; F
1 =
(
1
0
)
, h1 = u ;
F 2 =
(
u
v
)
, h2 =
1
2
(u2 + v2) ;
F 3 =
(
cu′′ + 32u
2 + 12v
2
uv
)
, h3 =
1
2
(cuu′′ + u3 + uv2) ,
and the first four equations of the hierarchy are:
d
dt0
(
u
v
)
= 0 ,
d
dt1
(
u
v
)
= 0 ,
d
dt2
(
u
v
)
=
(
u′
v′
)
,
d
dt3
(
u
v
)
=
(
cu′′′ + 3uu′ + vv′
∂(uv)
)
.
The last equation is called the CNW system [I], [D]. It is easy to see by induction that the
first coordinate of Fn ∈ V⊕2 has total degree n− 1 if n ≥ 1. It follows that the Fn, and hence
the
∫
hn, are linearly independent for all n ∈ Z+. Thus, in view of Remark 1.26, the CNW
hierarchy is integrable.
2.5 The CNW of HD type hierarchy. Recall that the three compatible Hamiltonian
operators Hn(∂), n = 1, 2, 3, from Example 2.2 were used to construct, in Section 2.2, the KdV
hierarchy, and, in Section 2.3, the HD hierarchy. Here we describe an analogous picture for an
algebra of differential functions V in two variables u and v.
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We have three compatible λ-brackets in two variables, {· λ ·}n, n = 1, 2, 3, defined as follows:
{uλu}1 = (∂ + 2λ)u , {vλv}1 = 0 , {uλv}1 = (∂ + λ)v , {vλu}1 = λv ,
{uλu}2 = {vλv}2 = λ , {uλv}2 = {vλu}2 = 0 ,
{uλu}3 = λ3 , {vλv}3 = {uλv}3 = {vλu}3 = 0 .
The corresponding Hamiltonian operators Hn(∂) : V⊕2 → V2, n = 1, 2, 3, are given by the
following differential operators:
H1(∂) =
(
u′ + 2u∂ v∂
v′ + v∂ 0
)
, H2(∂) =
(
∂ 0
0 ∂
)
, H3(∂) =
(
∂3 0
0 0
)
.
It is clear from the discussion at the beginning of Section 2.4 that the above operators are
all compatible, namely any linear combination of them is again a Hamiltonian operator. The
CNW system is constructed using the bi-Hamilonian pair H = H1 + cH3, K = H2, and it can
be viewed as the analogue, in two variables, of the KdV hierarchy. It is therefore natural to look
for a two-variable analogue of the HD hierarchy, which should be associated to the 1-parameter
family (parametrized by P1) of bi-Hamiltonian pairs H = αH2 + βH3, K = H1, namely
(2.53) H(∂) =
(
α∂ + β∂3 0
0 α∂
)
, K(∂) =
(
u′ + 2u∂ v∂
v′ + v∂ 0
)
,
with α, β ∈ C. Note that, using arguments similar to those at the beginning Section 2.3, any
other bi-Hamiltonian pair (H,K) obtained with linear combinations of the operators H1,H2,H3
can be reduced, from the point of view of finding integrable systems, either to (2.52) or to (2.53).
We next apply the Lenard scheme of integrability to construct an infinite hierarchy of
integrable Hamiltonian equations associated to the Hamiltonian operators H(∂) and K(∂) in
(2.53), which we can call the “CNW of HD type” hierarchy.
First, by Remark 2.8, the operator K(∂) is non-degenerate. According to Proposition 2.10
and the subsequent discussion, the best place to look for the starting point of an integrable
hierarchy is the kernel of K(∂). All the solutions of K(∂)F = 0 are linear combinations of the
following two elements:
(2.54) F 0 =
(
0
1
)
, F 1 =
(
1
v
− u
v2
)
∈ V⊕2 .
To make sense of them, we choose an algebra of differential functions V which contains 1v , for
example we can take
(2.55) V = C[u, v±1, u′, v′, u′′, v′′, . . . ] .
Note that F 0 and F 1 are the variational derivatives, respectively, of
(2.56)
∫
h0 =
∫
v ,
∫
h1 =
∫ u
v
∈ V/∂V .
Moreover, we clearly have H(∂)F 0 = 0, so that condition (i) of Corollary 2.12 holds trivially.
Next we want to check condition (ii) of Corollary 2.12, namely
(2.57)
(
SpanC{F 0, F 1}
)⊥ ⊂ Im K(∂) .
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Let P =
(
p
q
)
∈ (SpanC{F 0, F 1})⊥. Since ∫P · F 0 = 0, we have that q = ∂(vf) for some
f ∈ V. Let r = 1v
(
p− u′f − 2u∂f), so that
P =
(
u′f + 2u∂f + vr
∂(vf)
)
.
In order to prove that P ∈ Im K(∂) we only have to check that r ∈ ∂V. Since P ⊥ F 1, we have
0 =
∫
P · F 1 = ∫ 1
v
(u′a+ 2u∂a+ vr)− u
v2
∂(va) =
∫ (
r + ∂
(u
v
a
))
,
so that r ∈ ∂V, as we wanted. This proves (2.57).
According to the above observations all the assumption of Corollary 2.12 hold. Hence there
exists an infinite sequence of local functionals
∫
hn ∈ V/∂V, n ∈ Z+, with hn in some normal
extension of V, which are in involution with respect to both Lie brackets {· , ·}H and {· , ·}K ,
and such that the corresponding variational derivatives Fn ∈ V⊕2, n ∈ Z+, form an (H,K)-
sequence. In fact, we can compute the whole sequence of Hamiltonian functionals
∫
hn, n ∈ Z+,
iteratively by solving equation (2.14). The corresponding hierarchy of evolution equations is
given by (2.1), namely
(2.58)
{
du
dtn
= (α∂ + β∂3) δhnδu
dv
dtn
= α∂ δhnδv
.
Is the above hierarchy integrable? According to Definition 1.27, in order to establish inte-
grability, it suffices to prove that the elements K(∂)Fn, n ∈ Z+ span an infinite-dimensional
subspace of V2, and since dimKer K(∂) = 2 <∞, it suffices to prove that the Fn’s are linearly
independent.
As for the HD hierarchy, we observe that H(∂) and K(∂) in (2.53) are homogenous of degree
0 and 1 respectively. Hence, by the recursive formula (2.14), we can choose Fn ∈ V⊕2, n ∈ Z+,
homogeneous of total degree −n. Two claims follow from this observation. First, we can choose
the
∫
hn in V, due to Proposition 1.11. Second, to prove linear independence, we only have to
check that the Fn’s are not zero.
We consider separately the two cases α = 0 and α 6= 0. For α = 0 we can compute explicitly
the whole sequence: F 0 and F 1 are as in (2.54), F 2 =
(
0
3
2β
(v′)2
v4
− β v′′
v3
)
, and Fn = 0 for all
n ≥ 3. In particular the Fn’s span a finite-dimensional space and the Lenard scheme fails.
If α 6= 0 we may rescale so that α is replaced by 1 and we let c = βα . We want to prove
that, in this case, Fn 6= 0 for every n ≥ 0, namely integrability holds. Notice first that
Ker (∂) = Ker (∂ + c∂3) = C. In particular, since each component of Fn has degree −n, if, for
n > 0, Fni 6= 0, then necessarily (H(∂)Fn)i 6= 0, i = 1, 2. Moreover, we have by the expression
(2.53) of K(∂), that, for n ∈ Z+,
(2.59) (K(∂)Fn)2 = ∂(vF
n
1 ) ,
while, if Fn1 = 0, then
(2.60) (K(∂)Fn)1 = v∂F
n
2 .
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Suppose that Fn2 6= 0 for some n ≥ 1. It follows that (H(∂)Fn)2 6= 0 and hence, by the recursive
formula (2.2) and equation (2.59), that Fn+11 6= 0. On the other hand, if Fn2 = 0 and Fn1 6= 0
for some n ≥ 1, namely (H(∂)Fn)2 = 0 and (H(∂)Fn)1 6= 0, we have, by the recursive formula
(2.2) and equations (2.59) and (2.60), that Fn+11 = 0 and F
n+1
2 6= 0. In conclusion, Fn 6= 0 for
every n ∈ Z+, thus, in view of Remark 1.26, proving integrability of the hierarchy (2.58).
We can compute explicitly the first few terms of the hierarchy. The first two Hamiltonian
functionals
∫
h0,
∫
h1 are given by (2.56), the corresponding variational derivatives F
0, F 1 are
in (2.54), the 0-th evolution equation is trivial and the 1-st is
d
dt1
(
u
v
)
=
(
(∂ + c∂3)
(
1
v
)
−∂( u
v2
) ) .
We call this equation the CNW system of HD type. We next compute F 2 by solving the
equation H(∂)F 1 = K(∂)F 2. The result is
F 2 =
(
− u
v3
3
2
u2
v4 − 12 1v2 + 32c (v
′)2
v4 − cv
′′
v3
)
,
which is the variational derivative of the Hamiltonian functional∫
h2 =
∫
−1
2
u2
v3
+
1
2
1
v
+
1
2
c
(v′)2
v3
.
The corresponding evolution equation is
d
dt2
(
u
v
)
=
(
−(∂ + c∂3) u
v3
∂
(
3
2
u2
v4
− 12 1v2 + 32c (v
′)2
v4
− cv′′
v3
) ) .
3 The variational complex.
3.1 g-complex and its reduction. Given a Lie algebra g, we can extend it to a Lie super-
algebra ĝ containing g as even subalgebra as follows:
(3.1) ĝ = g[ξ]⋊C∂ξ = g⊕ gξ ⊕C∂ξ ,
where ξ is an odd indeterminate such that ξ2 = 0. A g-complex is a Z+-graded vector space
Ω =
⊕
n∈Z+
Ωn, with a representation of ĝ on Ω, π : ĝ → EndΩ, such that, for a ∈ g, the
endomorphisms π(a), π(aξ), π(∂ξ) have degrees 0, −1 and +1, respectively.
Given an element ∂ ∈ g, we can consider its centralizer g∂ = {a ∈ g | [∂, a] = 0} ⊂ g, and
the corresponding superalgebra ĝ∂ = g∂ ⊕ g∂ξ ⊕ C∂ξ ⊂ ĝ. Notice that ĝ∂ = ĝ∂ . Let Ω˜ be a
g-complex. Clearly π(∂)Ω˜ =
⊕
n∈Z+
π(∂)Ω˜n ⊂ Ω˜ is a graded submodule with respect to the
action of ĝ∂ . We can thus take the corresponding quotient ĝ∂-module Ω =
⊕
n∈Z+
Ωn, where
Ωn = Ω˜n/π(∂)Ω˜n, which is called the reduced (by ∂) g∂-complex.
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3.2 The basic and the reduced de Rham complexes Ω˜ and Ω over V. As in Section
1, we let R = C[u
(n)
i | i ∈ I, n ∈ Z+] be the C-algebra of differential polynomials in the variables
ui, i ∈ {1, . . . , ℓ} = I, and we let V be an algebra of differential functions extending R. Again,
as in Section 1, we denote by g the Lie algebra of all vector fields of the form (1.10).
The basic de Rham complex Ω˜ = Ω˜(V) is defined as the free commutative superalgebra over
V with odd generators δu(n)i , i ∈ I, n ∈ Z+. In other words Ω˜ consists of finite sums of the form
(3.2) ω˜ =
∑
i1,··· ,ik∈I
m1,··· ,mk∈Z+
fm1···mki1···ik δu
(m1)
i1
∧ · · · ∧ δu(mk)ik , f
m1···mk
i1···ik
∈ V ,
and it has a (super)commutative product given by the wedge product ∧. We have a natural
Z+-grading Ω˜ =
⊕
k∈Z+
Ω˜k defined by letting elements in V have degree 0, while the generators
δu
(n)
i have degree 1. The space Ω˜
k is a free module over V with basis given by the elements
δu
(m1)
i1
∧ · · · ∧ δu(mk)ik , with (m1, i1) > · · · > (mk, ik) (with respect to the lexicographic order).
In particular Ω˜0 = V and Ω˜1 = ⊕i∈I,n∈Z+ Vδu(n)i . Notice that there is a V-linear pairing
Ω˜1 × g → V defined on generators by (δu(m)i , ∂∂u(n)j ) = δi,jδm,n, and extended to Ω˜1 × g by
V-bilinearity.
Furthermore, we want to define a representation π : ĝ→ Der Ω˜ of the Lie algebra ĝ on the
space Ω˜ given by derivations of the wedge product in Ω˜, which makes Ω˜ into a g-complex. We
let δ be an odd derivation of degree 1 of Ω˜, such that δf =
∑
i∈I, n∈Z+
∂f
∂u
(n)
i
δu
(n)
i for f ∈ V, and
δ(δu
(n)
i ) = 0. It is immediate to check that δ
2 = 0 and that, for ω˜ ∈ Ω˜k as in (3.2), we have
(3.3) δ(ω˜) =
∑
j∈I,n∈Z+
∑
i1,··· ,ik∈I
m1,··· ,mk∈Z+
∂fm1···mki1···ik
∂u
(n)
j
δu
(n)
j ∧ δu(m1)i1 ∧ · · · ∧ δu
(mk)
ik
.
For X ∈ g we define the contraction operator ιX : Ω˜→ Ω˜, as an odd derivation of Ω˜ of degree
-1, such that ιX(f) = 0 for f ∈ V, and ιX(δu(n)i ) = X(u(n)i ). If X ∈ g is as in (1.10) and ω˜ ∈ Ω˜k
is as in (3.2), we have
(3.4) ιX(ω˜) =
∑
i1,··· ,ik∈I
m1,··· ,mk∈Z+
k∑
r=1
(−1)r+1fm1···mki1···ik hir ,mr δu
(m1)
i1
∧ rˇ· · · ∧δu(mk)ik .
In particular, for f ∈ V we have
(3.5) ιX(δf) = X(f) .
It is easy to check that the operators ιX , X ∈ g, form an abelian (purely odd) subalgebra of
the Lie superalgebra Der Ω˜, namely
(3.6) [ιX , ιY ] = ιX ◦ ιY + ιY ◦ ιX = 0 .
The Lie derivative along X ∈ g is the even derivation LX of Ω˜ of degree 0, defined by Cartan’s
formula:
(3.7) LX = [δ, ιX ] = δ ◦ ιX + ιX ◦ δ .
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In particular, for f ∈ V = Ω˜0 we have, by (3.5), LX(f) = ιX(δf) = X(f). Moreover, it
immediately follows by the fact that δ2 = 0 that
(3.8) [δ, LX ] = δ ◦ LX − LX ◦ δ = 0 .
We next want to prove the following:
(3.9) [ιX , LY ] = ιX ◦ LY − LY ◦ ιX = ι[X,Y ] .
It is clear by degree considerations that both sides of (3.9) act as zero on Ω˜0 = V. Moreover, it
follows by (3.5) that [ιX , LY ](δf) = ιXδιY δf − ιY διXδf = X(Y (f))− Y (X(f)) = [X,Y ](f) =
ι[X,Y ](δf) for every f ∈ V. Equation (3.9) then follows by the fact that both sides are even
derivations of the wedge product in Ω˜. Finally, as an immediate consequence of equations (3.8)
and (3.9), we get that
(3.10) [LX , LY ] = LX ◦ LY − LY ◦ LX = L[X,Y ] .
We then let π(∂ξ) = δ, π(X) = LX , π(Xξ) = ιX , for X ∈ g, and equations (3.6), (3.7), (3.8),
(3.9) and (3.10) exactly mean that π : ĝ→ Der Ω˜ is a Lie superalgebra homomorphism. Hence
the basic de Rham complex Ω˜ is a g-complex.
Remark 3.1. To each differential k-form ω˜ ∈ Ω˜k we can associate a V-multilinear skew-symmetric
map ω˜ : g× . . .× g︸ ︷︷ ︸
k
→ V by letting
δu
(m1)
i1
∧ · · · ∧ δu(mk)ik
( ∂
∂u
(n1)
j1
, . . . ,
∂
∂u
(nk)
jk
)
=
∑
σ∈Sk
sign(σ)
k∏
r=1
δir ,jσr δmr ,nσr ,
and extending it by V-linearity in each argument. We can then identify the complex Ω˜k with
the space of such maps HomV(
∧
k
Vg,V). The action of the differential δ on ω˜ ∈ Ω˜k is then given
by the usual formula for the Lie algebra cohomology differential:
δω˜(X1, . . . ,Xk+1) =
∑
1≤i≤k+1
(−1)i+1Xi
(
ω˜(X1,
i
ˇ· · ·,Xk+1)
)
(3.11)
+
∑
i<j
(−1)i+j ω˜([Xi,Xj ],X1,
i
ˇ· · ·
j
ˇ· · ·,Xk+1) ,
the corresponding formula for the contraction operator ιX is
(3.12) (ιX ω˜)(X1, . . . ,Xk−1) = ω˜(X,X1, . . . ,Xk−1) if k ≥ 1 ,
and that for the Lie derivative LX is
(3.13) (LX ω˜)(X1, . . . ,Xk) = X(ω˜(X1, . . . ,Xk))−
k∑
r=1
ω˜(X1, · · · , [X,Xr ], · · · ,Xk) .
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As in Section 1, we denote by g∂ the subalgebra of g consisting of evolutionary vector fields,
namely the centralizer of ∂ ∈ g, given by (1.1). By an abuse of notation we also denote by ∂
the Lie derivative L∂ : Ω˜
k → Ω˜k. Since ∂ commutes with δ, we may consider the corresponding
reduced g∂-complex Ω = Ω˜/∂Ω˜ =
⊕
k∈Z+
Ωk. This is known as the reduced de Rham complex
Ω = Ω(V), or the complex of variational calculus, or the variational complex.
Elements ω ∈ Ωk = Ω˜k/∂Ω˜k are called local k-forms. In particular Ω0 = V/∂V is the space
of local functionals (cf. Definition 1.25). By an abuse of notation, we denote by δ and, for
X ∈ g∂ , by ιX , LX , the maps induced on the quotient space Ωk by the corresponding maps on
Ω˜k. In particular L∂ acts as zero on the whole complex Ω. The contraction operators induce
an Ω0-valued pairing between Ω1 and g∂ :
(3.14) (X,ω) = (ω,X) = ιX(ω) , for X ∈ g∂ , ω ∈ Ω1 .
We have the following identity, valid in any g-complex, which can be easily checked using
equations (3.7) and (3.9):
ι[X,Y ] = LXιY − LY ιX + διY ιX − ιY ιXδ .
In particular, for ω ∈ Ω1 and X,Y ∈ g∂ , we get the following identity, which will be used later:
(3.15) (ω, [X,Y ]) = LX(ω, Y )− LY (ω,X)− ιY ιXδω .
Another useful form of the above identity is, for ω ∈ Ω1,
(3.16) (ω, [X,Y ]) = LX(ω, Y )− (LXω, Y ) .
3.3 Cohomology of Ω˜ and Ω. In this section we compute the cohomology of the complexes
Ω˜ and Ω under two different assumptions on the algebra of differential functions V. In Theorem
3.2 we assume that V is normal, while in Theorem 3.5 we assume that the degree evolutionary
vector field ∆ is diagonalizable on V.
We first need to extend filtration (1.7) of V to the whole complex Ω˜. For n ∈ Z+ and i ∈ I,
we let
(3.17) Ω˜kn,i =
{
ω˜ ∈ Ω˜k
∣∣∣ ι ∂
∂u
(m)
j
ω˜ = L ∂
∂u
(m)
j
ω˜ = 0 , for all (m, j) > (n, i)
}
,
where the inequality is understood in the lexicographic order. We let Ω˜kn,0 = Ω˜
k
n−1,ℓ for n ≥ 1,
and Ω˜k0,0 = δk,0C. Clearly Ω˜0n,i = Vn,i. Note that, Ω˜kn,i consists of finite sums of the form
(3.18) ω˜ =
∑
i1,··· ,ik∈I,m1,··· ,mk∈Z+
(n,i)≥(m1,i1)>···>(mk ,ik)
fm1···mki1···ik δu
(m1)
i1
∧ · · · ∧ δu(mk)ik , f
m1···mk
i1···ik
∈ Vn,i .
Given i ∈ I, n ∈ Z+, we have ι ∂
∂u
(n)
i
(
Ω˜kn,i
) ⊂ Ω˜k−1n,i , L ∂
∂u
(n)
i
(
Ω˜kn,i
) ⊂ Ω˜kn,i and δ(Ω˜kn,i) ⊂ Ω˜k+1n,i .
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Explicitly, if ω˜ is as in (3.18), we have
ι ∂
∂u
(n)
i
(ω˜) =
∑
i1,··· ,ik∈I,m1,··· ,mk∈Z+
(n,i)=(m1,i1)>···>(mk,ik)
fm1···mki1···ik δu
(m2)
i2
∧ · · · ∧ δu(mk)ik ∈ Ω˜k−1n,i ,
L ∂
∂u
(n)
i
(ω˜) =
∑
i1,··· ,ik∈I,m1,··· ,mk∈Z+
(n,i)≥(m1,i1)>···>(mk ,ik)
∂fm1···mki1···ik
∂u
(n)
i
δu
(m1)
i1
∧ · · · ∧ δu(mk)ik ∈ Ω˜kn,i ,(3.19)
δ(ω˜) =
∑
i1,··· ,ik∈I,m1,··· ,mk∈Z+
(n,i)≥(m1,i1)>···>(mk ,ik)
∑
j∈I,m∈Z+
(n,i)≥(m,j)
∂fm1···mki1···ik
∂u
(m)
j
δu
(m)
j ∧ δu(m1)i1 ∧ · · · ∧ δu
(mk)
ik
∈ Ω˜k+1n,i .
Suppose next that the algebra of differential functions V is normal. Recall that this means that,
for f ∈ Vn,i, there exists g ∈ Vn,i, denoted by
∫
du
(n)
i f , such that
∂g
∂u
(n)
i
= f ; the antiderivative∫
du
(n)
i f is defined up to adding elements from Ker
∂
∂u
(n)
i
= Vn,i−1. Now we introduce “local”
homotopy operators hn,i : Ω˜
k
n,i → Ω˜k−1n,i by the following formula
(3.20) hn,i(ω˜) =
∑
i1,··· ,ik∈I,m1,··· ,mk∈Z+
(n,i)=(m1,i1)>···>(mk ,ik)
(∫
du
(n)
i f
m1···mk
i1···ik
)
δu
(m2)
i2
∧ · · · ∧ δu(mk)ik ∈ Ω˜k−1n,i ,
where ω˜ is as in (3.18). The element (3.20) is defined up to adding elements from Ω˜k−1n,i−1. It is
easy to check that
(3.21) ι ∂
∂u
(n)
i
(
hn,i(ω˜)
)
= 0 , L ∂
∂u
(n)
i
(
hn,i(ω˜)
)
= ι ∂
∂u
(n)
i
(ω˜) .
Theorem 3.2. Let V be a normal algebra of differential functions.
(a) For ω˜ ∈ Ω˜kn,i, we have hn,i(δω˜) + δhn,i(ω˜)− ω˜ ∈ Ω˜kn,i−1.
(b) Hk(Ω˜, δ) = δk,0C,
(c) Hk(Ω, δ) = δk,0C.
Proof. Clearly all three elements hn,i(δω˜), δhn,i(ω˜) and ω˜ lie in Ω˜
k
n,i. Hence, to prove (a) we
just have to check the following two identities:
ι ∂
∂u
(n)
i
(
hn,i(δω˜) + δhn,i(ω˜)− ω˜ ∈ Ω˜kn,i−1) = 0 ,
L ∂
∂u
(n)
i
(
hn,i(δω˜) + δhn,i(ω˜)− ω˜ ∈ Ω˜kn,i−1) = 0 .
This is a straightforward computation using (3.19), (3.20) and (3.21). Part (b) immediately
follows from (a) by induction on the lexicographic order. We next claim that
(3.22) Hk(∂Ω˜) = 0 , for all k ≥ 0 .
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Indeed, if δ(∂ω˜) = 0, then δω˜ = 0 since δ and ∂ commute and Ker ∂|Ω˜k+1 = 0 for k ≥ 0. Hence,
by (b), ω˜ = δη˜, where η˜ ∈ Ω˜k−1, if k ≥ 1, and ω˜ ∈ C if k = 0. In both cases we have ∂ω˜ ∈ δ(∂Ω˜),
thus proving (3.22). Next, consider the following short exact sequence of complexes:
0 → ∂Ω˜ → Ω˜ → Ω = Ω˜/∂Ω˜ → 0 .
This leads to the long exact sequence in cohomology
· · · → Hk(∂Ω˜) → Hk(Ω˜) → Hk(Ω) → Hk+1(∂Ω˜) → · · ·
By part (b) and equation (3.22), we get Hk(Ω, δ) ≃ Hk(Ω˜, δ), for all k ∈ Z+, proving (c).
Remark 3.3. It follows from the proof of Theorem 3.2 that, for any algebra of differential
functions V, given a closed k-cocycle, we can write it as δω, where ω is a k − 1-cocyle with
coefficients in an extension V˜ of V obtained by adding finitely many antiderivatives.
Remark 3.4. Theorem 3.2 holds in the more general setup of [DSK] where an algebra of dif-
ferential functions is defined as a differential algebra V with commuting partial derivatives
∂
∂u
(n)
i
, i ∈ I, n ∈ Z+, such that all but finitely many of them annihilate any given element of V,
and the commutation relations (1.2) hold. In this case, in parts (b) and (c) of this theorem,
one should replace C by C/(C ∩ ∂V).
We next construct a “global” homotopy operator, different from (3.20), based on the as-
sumption that the degree evolutionary vector field ∆, defined by (1.21), is diagonalizable on
V.
Let V =⊕α V[α] be the eigenspace decomposition of V with respect to the diagonalizable
operator ∆. Then the Lie derivative L∆ is diagonalizable on Ω˜
k for every k ∈ Z+. In fact,
we have the eigenspace decomposition Ω˜k =
⊕
α Ω˜
k[α + k], where Ω˜k[α + k] is the linear
span of elements of the form fδu
(m1)
i1
∧ · · · ∧ δu(mk)ik with f ∈ V[α]. We define the operator
L∆−1 : Ω˜
k → Ω˜k, letting it act as zero on the subspace Ω˜k[0] = Ker L∆
∣∣
Ω˜k
, and as the inverse
of L∆ on Ω˜
k
6=0 =
⊕
α6=−k Ω˜
k[α + k]. Equivalently, L∆−1 is uniquely defined by the following
equations:
(3.23) L∆ ◦ L∆−1 = L∆−1 ◦ L∆ = 1I− π0 ,
where π0 : Ω˜
k → Ω˜k denotes the projection onto Ω˜k[0]. We also notice that δ preserves the
degree of a differential form ω˜, hence it commutes with both L∆ and L∆−1 . Moreover, since
∆ is an evolutionary vector field, the total derivative ∂ commutes with ι∆, L∆ and L∆−1 .
In particular, we have an induced eigenspace decomposition for ∆ on the reduced complex,
Ωk =
⊕
αΩ
k[α+ k].
Theorem 3.5. Let V be an algebra of differential functions, and assume that the degree evo-
lutionary vector field ∆ is diagonalizable on V. Consider the map h˜ = L∆−1 ◦ ι∆ : Ω˜k →
Ω˜k−1, k ≥ 0. It satisfies the following equation:
(3.24) h˜(δω˜) + δh˜(ω˜) = ω˜ − π0ω˜ , ω˜ ∈ Ω˜ .
Hence
Hk(Ω) ≃ Ker (δ : Ωk[0]→ Ωk+1[0])/δΩk−1[0] , for all k ∈ Z+ .
In particular, if V[0] = C and ∆ does not have negative integer eigenvalues on V, we have
Hk(Ω) ≃ δk,0C.
61
Proof. Equation (3.24) is immediate from the definition of h˜, the fact that δ commutes with
L∆−1 and equations (3.7) and (3.23). For the second statement of the theorem, we notice
that, since δ and L∆ commute, we have the corresponding ∆-eigenspace decomposition in the
cohomology:
Hk(Ω) =
⊕
α
Hk(Ω[α+ k]) ,
and we only need to show that Hk(Ω[α+ k]) = 0 when α+ k 6= 0. For this, let ω ∈ Ωk[α+ k],
with α + k 6= 0, be such that δω = 0, and let ω˜ ∈ Ω˜k[α + k] be a representative of ω, so that
δω˜ = ∂η˜ for some η˜ ∈ Ω˜k+1[α+ k]. Since ∂ commutes with h˜, by (3.24) we have
ω˜ = h˜(δω˜) + δh˜(ω˜) = ∂h˜(η˜) + δh˜(ω˜) ≡ δh˜(ω˜) mod ∂Ω˜ .
Hence ω ∈ Im δ, as we wanted.
3.4 The variational complex as a Lie conformal algebra cohomology complex.
Let us review, following [BKV], the definition of the basic and reduced cohomology complexes
associated to a Lie conformal algebra A and an A-moduleM . A k-cochain of A with coefficients
in M is a C-linear map
γ˜ : A⊗k →M [λ1, . . . , λk] , a1 ⊗ · · · ⊗ ak 7→ γ˜λ1,...,λk(a1, . . . , ak) ,
satisfying the following two conditions:
1. γ˜λ1,...,λk(a1, . . . , ∂ai, . . . , ak) = −λiγ˜λ1,...,λk(a1, . . . , ak) for all i,
2. γ˜ is skew-symmetric with respect to simultaneous permutations of the ai’s and the λi’s.
We let Γ˜k(A,M) be the space of all k-cochains, and Γ˜(A,M) =
⊕
k≥0 Γ˜
k(A,M). The differential
δ of a k-cochain γ˜ is defined by the following formula (cf. (3.11)):
(δγ˜)λ1,...,λk+1(a1, . . . , ak+1) =
∑
1≤i≤k+1
(−1)i+1aiλi γ˜
λ1,
i
·ˇ··,λk+1
(a1,
i
ˇ· · ·, ak+1)(3.25)
+
∑
i<j
(−1)i+j γ˜
λi+λj ,λ1,
i
·ˇ··
j
·ˇ··,λk+1
([aiλiaj ], a1,
i
ˇ· · ·
j
ˇ· · ·, ak+1) .
One checks that δ maps Γ˜k(A,M) to Γ˜k+1(A,M), and that δ2 = 0. The space Γ˜(A,M) with
the differential δ is called the basic cohomology complex associated to A and M .
Define the structure of a C[∂]-module on Γ˜(A,M) by letting
(3.26) (∂γ˜)λ1,...,λk(a1, . . . , ak) = (∂ + λ1 + · · ·+ λk)γ˜λ1,...,λk(a1, . . . , ak) .
One checks that δ and ∂ commute, and therefore ∂Γ˜(A,M) ⊂ Γ˜(A,M) is a subcomplex, and
we can consider the reduced cohomology complex Γ(A,M) = Γ˜(A,M)/∂Γ˜(A,M).
For us, the interesting example is A =
⊕
i∈I C[∂]ui, with the zero λ-bracket, and M = V,
where V is an algebra of differential functions in the variables ui, i ∈ I, and the representation
of A onM is given by the Beltrami λ-bracket, as in (1.66). In this case we consider the subspace
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Γ˜fin =
⊕
k∈Z+
Γ˜kfin ⊂ Γ˜(A,V), where Γ˜kfin consists of k-cochains γ˜ with finite support, namely
such that γ˜λ1,··· ,λk(ui1 , · · · , uik) = 0 for all but finitely many choices of the indices ii, . . . , ik ∈ I.
Clearly, Γ˜fin is a subcomplex of Γ˜(A,V), and it is a C[∂]-submodule. Hence, we can consider
the associated reduced complex Γfin = Γ˜fin/∂Γ˜fin. The following theorem was proved in [DSK]
(the first part of Theorem 4.6), in the case when I is finite. However the proof is the same for
arbitrary I.
Theorem 3.6. The map φ : Γ˜fin → Ω˜, given by
(3.27) φ(γ˜) =
1
k!
∑
i1,··· ,ik∈I
m1,··· ,mk∈Z+
fm1···mki1···ik δu
(m1)
i1
∧ · · · ∧ δu(mk)ik ,
where fm1···mki1···ik ∈ V is the coefficient of λ
m1
1 · · ·λmkk in γ˜λ1,...,λk(ui1 , . . . , uik), is bijective, and it
commutes with the actions of δ and ∂. Hence it induces isomorphisms of complexes Ω˜
∼−→ Γ˜fin
and Ω
∼−→ Γfin.
3.5 The variational complex as a complex of poly-λ-brackets or poly-differential
operators. Consider, as in Section 3.4, the Lie conformal algebra A =
⊕
i∈I C[∂]ui, with trivial
λ-bracket, and recall the Beltrami λ-bracket (1.62) on an algebra of differential functions V.
Recall from [DSK] that, for k ≥ 1, a k-λ-bracket on A with coefficients in V is, by definition, a
C-linear map c : A⊗k → C[λ1, . . . , λk−1]⊗ V, denoted by
a1 ⊗ · · · ⊗ ak 7→ {a1λ1 · · · ak−1λk−1ak}c ,
satisfying the following conditions:
B1. {a1λ1 · · · (∂ai)λi · · · ak−1λk−1ak}c = −λi{a1λ1 · · · ak−1λk−1ak}c, for 1 ≤ i ≤ k − 1;
B2. {a1λ1 · · · ak−1λk−1(∂ak)}c = (λ1 + · · · + λk−1 + ∂){a1λ1 · · · ak−1λk−1ak}c;
B3. c is skew-symmetric with respect to simultaneous permutations of the ai’s and the λi’s in
the sense that, for every permutation σ of the indices {1, . . . , k}, we have:
{a1λ1 · · · ak−1λk−1ak}c = sign(σ){aσ(1)λσ(1) · · · aσ(k−1)λσ(k−1)aσ(k)}c
∣∣∣
λk 7→λ
†
k
.
The notation in the RHS means that λk is replaced by λ
†
k = −
∑k−1
j=1 λj − ∂, if it occurs,
and ∂ is moved to the left.
We let C0 = V/∂V and, for k ≥ 1, we denote by Ck the space of all k-λ-brackets on A with
coefficients in V. For example, C1 is the space of all C[∂]-module homomorphisms c : A → V
(which in turn is isomorphic to Vℓ). We let C =⊕k∈Z+ Ck, the space of all poly λ-brackets.
We also consider the subspace Cfin =
⊕
k∈Z+
Ckfin ⊂ C, where C0fin = C0 and, for k ≥ 1, Ckfin
consists of k-λ-brackets c with finite support, namely such that {ui1λ1 · · · uik−1λk−1uik}c = 0 for
all but finitely many choices of the indices ii, . . . , ik ∈ I. For example, C1fin ≃ V⊕ℓ.
We next define, following [DSK], a differential d on the space C of poly λ-brackets such that
d(Ck) ⊂ Ck+1 and d2 = 0, thus making C a cohomology complex, and such that Cfin ⊂ C is a
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subcomplex. The difference with [DSK] is that here we use the Beltrami λ-bracket in place of
the equivalent language of left modules defined by the Beltrami λ-bracket.
For
∫
f ∈ C0 = C0fin = V/∂V, we let d
∫
f ∈ C1 be the following C[∂]-module homomorphism:
(3.28)
(
d
∫
f
)
(a)
(
= {a}
d
∫
f
)
:= {a−∂f}B .
For c ∈ Ck, with k ≥ 1, we let dc ∈ Ck+1 be the following k + 1-λ-bracket:
{a1λ1 · · · akλkak+1}dc :=
k∑
i=1
(−1)i+1
{
aiλi
{
a1λ1
i
ˇ· · · akλkak+1
}
c
}
B
+(−1)k
{{
a1λ1 · · · ak−1λk−1ak
}
c λ1+···+λk
ak+1
}
B
.(3.29)
For example, for a 1-cocycle, namely a C[∂]-module homomorphism c : A→ V, we have
(3.30) {aλb}dc = {aλc(b)}B − {c(a)λb}B .
We define, for k ≥ 1, a C-linear map ψk : Γ˜k → Ck, as follows. Given γ˜ ∈ Γ˜k, we define
ψk(γ˜) : A⊗k → C[λ1, . . . , λk−1]⊗ V, by:
(3.31) {a1λ1 · · · ak−1λk−1ak}ψk(γ˜) = γ˜λ1,··· ,λk−1,λ†k(a1, · · · , ak) ,
where, as before, λ†k = −
∑k−1
j=1 λj − ∂, and ∂ is moved to the left. The following theorem is a
special case of Theorem 1.5 from [DSK].
Theorem 3.7. The identity map on V/∂V and the maps ψk, k ≥ 1, induce isomorphisms of
cohomology complexes Γ
∼→ C and Γfin ∼→ Cfin.
Due to Theorems 3.6 and 3.7, we can identify the variational complex Ω with the complex
of poly-λ-brackets Cfin. Explicitly, we have:
Corollary 3.8. Let k ≥ 1 and let ω˜ ∈ Ω˜k be as in (3.2), where we assume that the coefficients
fm1···mki1···ik are skew-symmetric with respect to simultaneous permutations of the lower and upper
indices. Let ρk(ω˜) be the k-λ-bracket defined by
(3.32) {ui1λ1 · · · uik−1λk−1uik}ρk(ω˜) = k!
∑
m1,··· ,mk∈Z+
λm11 · · ·λmk−1k−1 (−λ1−· · ·−λk−1−∂)mkfm1···mki1···ik ,
and extended to A⊗k by sesquilinearity. Then, the identity map on V/∂V and the maps ρk :
Ω˜k → Ck, k ≥ 1 factor through an isomorphism of complexes: ρ : Ω ∼−→ Cfin.
Proof. It follows immediately from the definitions (3.27) of φ and (3.31) of ψk.
Next, for XP ∈ g∂ , P ∈ Vℓ, we define, the contraction operator ιXP : Ckfin → Ck−1fin , k ≥ 1,
making ρ an isomorphism of g∂-complexes. For c ∈ C1fin, we let
(3.33) ιXP (c) =
∫ ∑
i∈I
Pic(ui) ∈ V/∂V = C0 .
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For c ∈ Ckfin with k ≥ 2, we let
(3.34)
{
a2λ2 · · · ak−1λk−1ak
}
ιXP (c)
=
∑
i∈I
{
ui∂a2λ2 · · · ak−1λk−1ak
}
c →
Pi ,
where, as usual, the arrow in the RHS means that ∂ is moved to the right. The following
proposition is a more precise form of the second part of Theorem 4.6 from [DSK].
Proposition 3.9. The contraction operators ιXP defined by (3.33) and (3.34) endow the coho-
mology complex Cfin with a g
∂-structure, and the isomorphism of complexes ρ : Ω → Cfin (de-
fined in Corollary 3.8) is an isomorphism of g∂-complexes, namely ρk−1(ιXP (ω)) = ιXP (ρ
k(ω))
for all ω ∈ Ωk and XP ∈ g∂.
Proof. If ω˜ ∈ Ω˜k is as in (3.2), with fm1,··· ,mki1,··· ,ik skew-symmetric with respect to simultaneous
permutations of lower and upper indices, we have,
ιXP (ω˜) = k
∑
i2,...,ik∈I
m2,...,mk∈Z+
( ∑
i1∈I,m1∈Z+
fm1,··· ,mki1,··· ,ik
(
∂m1Pi1
))
δu
(m2)
i2
∧ · · · ∧ δu(mk)ik .
Hence, applying equation (3.32), we get
{ui2λ2 · · · uik−1λk−1uik}ρk−1(ιXP (ω˜))
= k!
∑
m1,··· ,mk∈Z+
i1∈I
λm22 · · ·λmk−1k−1 (−λ2 − · · · − λk−1 − ∂)mk
(
fm1···mki1···ik
(
∂m1Pi1
))
.
On the other hand, by (3.32) and (3.34), we have
{ui2λ2 · · · uik−1λk−1uik}ιXP (ρk(ω˜)) =
∑
i1∈I
{ui1∂ui2λ2 · · · uik−1λk−1uik}ρk(ω˜) →Pi1
= k!
∑
m1,··· ,mk∈Z+
i1∈I
λm22 · · ·λmk−1k−1 (−λ2 − · · · − λk−1 − ∂)mk
(
fm1···mki1···ik
(
∂m1Pi1
))
.
The space Ck of k-λ-brackets, for k ≥ 1, can be equivalently described in terms of maps
S : (Vℓ)k−1 → V⊕ℓ of differential type, namely of the form:
(3.35) S(P 1, · · · , P k−1)ik =
∑
m1,··· ,mk−1∈Z+
i1,··· ,ik−1∈I
f
m1,··· ,mk−1
i1,··· ,ik−1,ik
(∂m1P 1i1) · · · (∂mk−1P k−1ik−1) ,
where f
m1,··· ,mk−1
i1,··· ,ik−1,ik
∈ V is non-zero only for finitely many choices of the upper and lower indices.
Indeed, given a k-λ-bracket c ∈ Ck, the corresponding map of differential type is (3.35), where
f
m1,··· ,mk−1
i1,··· ,ik−1,ik
is the coefficient of λm11 · · ·λmk−1k−1 in {ui1λ1 · · · uik−1λk−1uik}c. It is easy to see that
this gives a bijective correspondence between the space Ck of k-λ-brackets and the space of
maps S : (Vℓ)k−1 → V⊕ℓ of differential type which are skew-symmetric, namely such that
(3.36)
∫
S(P σ(1), . . . , F σ(k−1))P σ(k) = sign(σ)
∫
S(P 1, . . . , P k−1)P k ,
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for every P 1, · · · , P k ∈ Vℓ and every permutation σ.
An equivalent language is that of skew-symmetric poly-differential operators. Recall from
[DSK] that a k-differential operator is a C-linear map S : (Vℓ)k → V/∂V, of the form
(3.37) S(P 1, · · · , P k) =
∫ ∑
n1,··· ,nk∈Z+
i1,··· ,ik∈I
fn1,··· ,nki1,··· ,ik (∂
n1P 1i1) · · · (∂nkP kik) .
The operator S is called skew-symmetric if∫
S(P 1, · · · , P k) = sign(σ)
∫
S(P σ(1), · · · , P σ(k)) ,
for every P 1, · · · , P k ∈ Vℓ and every permutation σ. Given a k-λ-bracket c ∈ Ck we associate
to it the following k-differential operator:
(3.38) S(P 1, · · · , P k) =
∫ ∑
n1,··· ,nk−1∈Z+
i1,··· ,ik∈I
f
n1,··· ,nk−1
i1,··· ,ik−1,ik
(∂n1P 1i1) · · · (∂nk−1P k−1ik−1)P kik ,
where f
m1,··· ,mk−1
i1,··· ,ik−1,ik
is as in (3.35). It is easy to see that the skew-symmetry property of the
k-λ-bracket is translated to the skew-symmetry of the k-differential operator. Conversely, inte-
grating by parts, any k-differential operator can be written in the form (3.38). Thus we have
a surjective map from the space of k-symbols to the space Σk of skew-symmetric k-differential
operators. By Proposition 1.3, the k-differential operator S can be written uniquely in the form
(3.38), hence this map is an isomorphism.
The differential, the contraction operators, and the Lie derivatives for the variational com-
plex Ω have an especially nice form when written in terms of poly-differential operators. The
following result was obtained in [DSK, Section 4.5].
Theorem 3.10. The variational complex (Ω =
⊕
k∈Z+
Ωk, δ) is isomorphic to the complex of
poly-differential operators (Σ =
⊕
k∈Z+
Σk, d), where
(3.39) (dS)(P 1, · · · , P k+1) =
k+1∑
s=1
(−1)s+1(XP sS)(P 1, sˇ· · ·, P k+1) .
In this formula, if S is as in (3.37), XPS denotes the k-differential operator obtained from S
by replacing the coefficients fn1,··· ,nki1,··· ,ik by XP (f
n1,··· ,nk
i1,··· ,ik
).
Furthermore, the g∂-structure on Ω is translated to the following g∂-structure on Σ:
(ιXP1S)(P
2, · · · , P k) = S(P 1, P 2, · · · , P k) ,(3.40)
(LXQS)(P
1, · · · , P k) = (XQS)(P 1, · · · , P k) +
k∑
s=1
S(P 1, · · · ,XP s(Q), · · · , P k) .(3.41)
Equation (3.39) is similar to formula (4.9) in [D].
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We can write explicitly the bijection between the spaces Ω and Σ, which gives the isomor-
phism of g∂-complexes. If ω ∈ Ωk, the corresponding k-differential operator in Sω ∈ Σk is given
by
(3.42) Sω(P
1, · · · , P k) = ιX
Pk
· · · ιXP1ω ∈ Ω0 .
This is clear by applying (3.40) iteratively. Due to the identification (3.42) of Ω with Σ, we can
think of an element ω ∈ Ωk as a map ω : Λkg∂ → Ω0, given by
(3.43) ω(X1, · · · ,Xk) = ιXk · · · ιX1ω ∈ Ω0 .
Clearly, Σ0 = V/∂V. Moreover, for k ≥ 1, using the bijections between the space Σk of
k-differential operators and the space of maps (Vℓ)k−1 → V⊕ℓ of differential type, we get that
Σ1 ≃ V⊕ℓ, and Σ2 is naturally identified with the space of skew-adjoint differential operators
S : Vℓ → V⊕ℓ. With these identifications, d, ιXP and LXP , for P ∈ Vℓ, are as follows. For∫
f ∈ Σ0 = V/∂V we have
(3.44) d
(∫
f
)
=
δf
δu
∈ V⊕ℓ , ιXP
(∫
f
)
= 0 , LXP
(∫
f
)
=
∫
XP (f) ∈ V/∂V .
For F ∈ Σ1 = V⊕ℓ, we have
d(F ) = DF (∂)−D∗F (∂) ∈ Σ2 , ιXP (F ) =
∫ ∑
i∈I PiFi ∈ V/∂V ,(3.45)
ιXP (dF ) = DF (∂)P −D∗F (∂)P ∈ V⊕ℓ , d(ιXPF ) = D∗F (∂)P +D∗P (∂)F ∈ V⊕ℓ ,(3.46)
LXP (F ) = DF (∂)P +D
∗
P (∂)F ∈ V⊕ℓ ,(3.47)
whereDF (∂) is the Fre´chet derivative (1.13). Finally, a skew-adjoint operator S(∂) = (Sij(∂))i,j∈I
∈ Σ2 is closed if and only if the following equation holds (cf. (0.28)):
(3.48)
{
ui µ Skj(λ)
}
B
− {uj λ Ski(µ)}B = {Sij(λ) λ+µ uk}B .
Definition 3.11. A matrix valued differential operator S(∂) : Vℓ → V⊕ℓ is called symplectic
if it is skew-adjoint and satisfies equation (3.48).
Propositions 1.5 and 1.9 provide a description of the kernel and the image of the variational
derivative for normal V, based on Theorem 3.2, namely the exactness of the variational complex
at k = 0 and 1. The next corollary of this theorem provides a description of symplectic
operators, and it is based on the exactness of the variational complex at k = 2.
Proposition 3.12. If V is a normal algebra of differential functions, then any symplectic
differential operator is of the form: SF (∂) = DF (∂) − D∗F (∂), for some F ∈ V⊕ℓ. Moreover,
SF = SG if and only if F −G = δfδu for some f ∈ V.
Example 3.13. The simplest symplectic differential operators in the case ℓ = 1 are:
S 1
2
u(n)(∂) = ∂
n for n odd , Suu′(∂) = u
′ + 2u∂, S 1
2
u′2(∂) = u
′′ + 2u′∂.
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Example 3.14. Let V be the localization of the algebra of differential polynomials C[u, u′, · · · ]
at u′. Then, for F = − 12u′ ∈ V, the corresponding symplectic operator
SF (∂) =
1
u′
∂ ◦ 1
u′
is the Sokolov symplectic operator. For G = −∂2
(
1
2u′
)
∈ V, the corresponding symplectic
operator
SG(∂) = ∂ ◦ 1
u′
∂ ◦ 1
u′
∂
is the Dorfman symplectic operator. As we will see in Section 4, these operators play an
important role in the integrability of the Krichever-Novikov equation.
3.6 Projection operators. Another way to understand the variational complex uses projec-
tion operators Pk, k ≥ 1, of Ω˜k onto its subspace complementary to ∂Ω˜k. We can then identify
the space of local k-forms Ωk with the image of Pk in Ω˜k.
For i ∈ I we define the operators Ii : Ω˜k → Ω˜k−1, k ∈ Z+, as
(3.49) Ii =
∑
n∈Z+
(−∂)n ◦ ι
∂/∂u
(n)
i
,
and, for k ≥ 1, we let Pk : Ω˜k → Ω˜k be given by
(3.50) Pk(ω˜) = (−1)
k+1
k
∑
i∈I
Ii(ω˜) ∧ δui .
This formula expresses the fact that, integrating by parts, one can bring any differential form
ω˜ ∈ Ω˜k uniquely in the image of Pk. The projection operators Pk on the space of differential
forms Ω˜ are analogous to the projection operators on the space of polyvectors, introduced in
[B].
The following theorem shows that Pk is a projection operator onto a subspace Im (Pk) ⊂ Ω˜k
complementary to ∂Ω˜k, for k ≥ 1.
Theorem 3.15. Let k ≥ 1.
(i) Ii ◦ ∂ = 0 for all i ∈ I. In particular Pk ◦ ∂ = 0.
(ii) If ω˜ ∈ Ω˜k, then Pk(ω˜)− ω˜ ∈ ∂Ω˜k.
(iii) Ker Pk = ∂Ω˜k and Pk2 = Pk.
Proof. By (1.2) and (3.9) we have that
[
ι
∂/∂u
(n)
i
, ∂
]
= ι
∂/∂u
(n−1)
i
, where the RHS is stipulated
to be zero for n = 0. It follows that
Ii ◦ ∂ =
∑
n∈Z+
(−∂)n ◦ ι
∂/∂u
(n)
i
◦ ∂ =
∑
n≥1
(−∂)n ◦ ι
∂/∂u
(n−1)
i
−
∑
n∈Z+
(−∂)n+1 ◦ ι
∂/∂u
(n)
i
= 0 ,
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thus proving (i). Notice that, if ω˜ ∈ Ω˜k, we have
(3.51)
∑
i∈I,n∈Z+
δu
(n)
i ∧ ι∂/∂u(n)i (ω˜) = kω˜ .
On the other hand, since ∂ commutes with δ and it is a derivation of the wedge product in Ω˜,
we have that
(3.52)
∑
i∈I,n∈Z+
δu
(n)
i ∧ ι∂/∂u(n)i (ω˜) ≡
∑
i∈I,n∈Z+
δui ∧ (−∂)nι∂/∂u(n)i (ω˜) mod ∂Ω˜
k .
Part (ii) is then an immediate consequence of equations (3.51) and (3.52). Finally, (iii) follows
from (i) and (ii).
Let ω˜ =
∑
i1,...,ik∈I
m1,...,mk∈Z+
fm1...mki1...ik δu
(m1)
i1
∧· · ·∧δu(mk)ik ∈ Ω˜k, where the coefficients f
m1...mk
i1...ik
∈ V
are skew-symmetric with respect to exchanging simultaneously the lower and the upper indices.
We have
(3.53) Pk(ω˜) =
∑
i1...ik∈I
m1...mk∈Z+
(−∂)mk
(
fm1...mki1...ik δu
(m1)
i1
∧ · · · ∧ δu(mk−1)ik−1
)
∧ δuik .
We associate to the RHS of (3.53) the following map S : (Vℓ)k−1 → V⊕ℓ of differential type
(defined in Section 3.5):
(3.54) S(P 1, . . . , P k−1)ik =
∑
i1...ik−1∈I
m1...mk∈Z+
(−∂)mk
(
fm1...mki1...ik (∂
m1P 1i1) · · · (∂mk−1P k−1ik−1)
)
.
It is immediate to check that S is skew-symmetric in the sense of (3.36). Hence, using the
projection operators, we get a more direct identification of the spaces Ωk and Σk.
For example, if ω˜ =
∑
i∈I,n∈Z+
fni δu
(n)
i ∈ Ω˜1, the corresponding element in Ω1 is P1(ω˜) =∑
i∈I
(∑
n∈Z+
(−∂)nfni
)
δui. Therefore the projection operator gives an explicit identification
of V⊕ℓ with Ω1, which, to F ∈ V⊕ℓ, associates
(3.55) ωF =
∑
i∈I
Fiδui ∈ P1(Ω˜1) ≃ Ω1 .
As pointed out in the previous section, the space of skew-symmetric maps of differential type
S : (Vℓ)k−1 → V⊕ℓ is canonically identified with the space Σk of skew-symmetric k-differential
operators S : (Vℓ)k → V/∂V. In view of Remark 3.1, the differential δ on Σk is given by
formula (3.11), where ω˜ ∈ Ω˜k is replaced by S ∈ Σk and Xi ∈ g∂ . Using formula (1.15) for
the commutator of evolutionary vector fields, it is straightforward to rewrite δ on Σk in the
form (3.39) (cf. [D], p.61). Likewise, it is immediate to derive (3.40) and (3.41) from (3.12) and
(3.13) respectively.
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Remark 3.16. We can use the isomorphism g∂ ≃ Vℓ to conclude that the space of local k-forms
Ωk can be identified with the subspace of HomC(Λ
k−1g∂ ,Ω1) consisting of skew-symmetric (in
the sense of (3.36)) linear maps S : Λk−1g∂ → Ω1 acting by differential operators (in the sense of
(3.35)). In order to find the expression of the map S : Λk−1g∂ → Ω1 corresponding to ω ∈ Ωk,
we notice that equation (3.54) can be equivalently written as
∑
i∈I S(P
1, . . . , P k−1)iδui =
1
k!ιXP1 · · · ιXPk−1 ω˜. We thus conclude that the map S : Λk1g∂ → Ω1 corresponding to ω ∈ Ωk
is given by
(3.56) S : X1 ∧ · · · ∧Xk−1 7→ 1
k!
ιX1 · · · ιXk−1ω .
Remark 3.17. Via the identifications g∂ ≃ Vℓ and Ω1 ≃ V⊕ℓ, the pairing (3.14) between g∂
and Ω1 becomes (1.4). Since, by Proposition 1.3, this pairing is non-degenerate, we get the
embedding Ω1 →֒ HomC(g∂ ,V/∂V), discussed in Section 3.5, which associates to ω ∈ Ω1 the
corresponding map of differential type S : g∂ → V/∂V. However, this embedding is not an
isomorphism. For example the linear map φ ∈ HomC(g∂ ,V/∂V) given by φ(XP ) =
∑
i∈I
∫
∂Pi
∂ui
,
is not in the image of Ω1. This is the same as saying that there is no element F ∈ V⊕ℓ such
that
∫
F · P = ∫ ∑i ∂Pi/∂ui, for all P ∈ Vℓ. Indeed, by taking Pj = δi,j, we get that Fi ∈ ∂V
for all i, and by taking Pj = δi,ju
(N)
k , N ≥ 1, we get that
∫
Fiu
(N)
k = 0 for all k ∈ I,N ≥ 1. By
Lemma 1.30 this is possible only for F = 0, which is a contradiction.
4 Dirac structures and the corresponding Hamiltonian equations.
4.1 Derived brackets and the Courant-Dorfman product.
Definition 4.1. Let L be a Lie superalgebra with the bracket [· , ·]. Given an odd derivation
d : L→ L such that d2 = 0, the corresponding derived bracket on L is defined by the following
formula:
(4.1) [a, b]d = (−1)1−p(a)[d(a), b] ,
where p(a) ∈ Z/2Z denotes the parity of a ∈ L.
This construction goes back to Koszul [KS]. It is not hard to check that the derived bracket
satisfies the Jacobi identity with respect to the opposite parity on L, namely
(4.2) [a, [b, c]d]d − (−1)(1−p(a))(1−p(b)) [b, [a, c]d]d = [[a, b]d, c]d .
However, the derived bracket on L with the opposite parity does not define a Lie superalgebra
structure since, in general, skew-commutativity fails.
The relevant special case for us of the above construction is the following. Consider the
space Ω˜ = Ω˜(V) with the parity induced by its Z+-grading and let L = EndC(Ω˜) be the Lie
superalgebra of endomorphisms of the superspace Ω˜. Then d = ad δ is an odd derivation of L
satisfying d2 = 0, and we can consider the corresponding derived bracket [· , ·]d on L.
Note that we have a natural embedding of Ω˜1 ⊕ g→ L obtained by ω˜ 7→ ω˜∧ , X 7→ ιX .
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Proposition 4.2. (a) The image of Ω˜1 ⊕ g in L is closed under the derived bracket [· , ·]d,
and we have
(4.3) (ω˜ ⊕X) ◦ (η˜ ⊕ Y ) = (LX(η˜)− ιY (δω˜))⊕ [X,Y ] ,
for every X,Y ∈ g and ω˜, η˜ ∈ Ω˜1.
(b) The bracket (4.3) induces a well-defined bracket on Ω1 ⊕ g∂.
Proof. First notice that, since δ is an odd derivation of the wedge product, we have d(ω˜∧) =
[δ, ω˜∧] = δ(ω˜)∧ for every ω˜ ∈ Ω˜1, and, by equation (3.7), we have d(ιx) = [δ, ιX ] = LX for
every X ∈ g. Hence we have, by the definition (4.1) of the derived bracket, that
[ω˜∧, η˜∧]d = [δ(ω˜)∧, η˜∧] = 0 , [ω˜∧, ιX ]d = [δ(ω˜)∧, ιX ] = −ιX(δω˜)∧ ,
[ιX , ω˜∧]d = [LX , ω˜∧] = LX(ω˜)∧ , [ιX , ι˜Y ]d = [LX , ιY ] = ι[X,Y ] .
In the last identity we used equation (3.9). Equation (4.3) follows from the above relations,
proving (a). For part (b), we just notice that Ω˜1 ⊕ g∂ ⊂ Ω˜1 ⊕ g is a subalgebra with respect to
the bracket (4.3), and ∂Ω˜1 ⊕ g∂ ⊂ Ω˜1 ⊕ g∂ is an ideal in this subalgebra.
4.2 Definition of a Dirac structure. Dirac structures were introduced independently by
Courant and Dorfman (see [D]), as a generalization of the notions of Hamiltonian and symplectic
operators. We will discuss their relation to these operators in Sections 4.7 and 4.8.
Let V be an algebra of differential functions. Recall from Proposition 1.3 and equation
(3.14) that we have a non-degenerate pairing g∂ × Ω1 → V/∂V, given by
(XP , ωF ) = (ωF ,XP ) = ιXP (ωF ) =
∑
i∈I
∫
PiFi .
We extend it to a symmetric Ω0-valued bilinear form ( , ) : (Ω1⊕g∂)× (Ω1⊕g∂)→ Ω0 = V/∂V
by letting Ω1 and g∂ be isotropic subspaces, i.e. (ω, η) = (X,Y ) = 0, for all ω, η ∈ Ω1, X, Y ∈ g∂ .
In view of Proposition 4.2(b), we define the Courant-Dorfman product on Ω1 ⊕ g∂ (with even
parity) by
(4.4) (ω ⊕X) ◦ (η ⊕ Y ) = (LX(η)− ιY (δω)) ⊕ [X,Y ] .
By (4.2) and Proposition 4.2, this product satisfies the left Jacobi identity [A, [B,C]]−[B, [A,C]]
= [[A,B], C], for all A,B,C ∈ Ω1 ⊕ g∂ , but it is not skew-commutative.
Definition 4.3. A Dirac structure is a subspace L ⊂ Ω1 ⊕ g∂ which is maximal isotropic with
respect to the bilinear form ( , ),
(4.5) L = L⊥ = {A ∈ Ω1 ⊕ g∂ ∣∣ (A,B) = 0 , for all B ∈ L} ,
and which is closed with respect to the Courant-Dorfman product,
(4.6) A,B ∈ L =⇒ A ◦B ∈ L .
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Remark 4.4. It is clear that condition (4.6) can be equivalently expressed, using the first con-
dition (4.5), by the relation
(4.7) (A ◦B,C) = 0 , for all A,B,C ∈ L .
Proposition 4.5. Assuming (4.5), condition (4.7) is equivalent to the following “integrability
condition” for a Dirac structure:
(4.8) (LX1ω2,X3)+ (LX2ω3,X1)+ (LX3ω1,X2) = 0 , for all ω1⊕X1, ω2⊕X2, ω3⊕X3 ∈ L .
Proof. In order to derive (4.8) from (4.7) we notice that, for A = ω1 ⊕X1, B = ω2 ⊕X2, C =
ω3 ⊕X3 ∈ Ω1 ⊕ g∂ , we have
(4.9) (A ◦B,C) = (LX1(ω2),X3)− (ιX2(δω1),X3) + (ω3, [X1,X2]) .
The second term in the right hand side of (4.9) is
−(ιX2(δω1),X3) = (ιX3(δω1),X2) = (LX3ω1,X2)− LX2(ιX3(ω1)) .
Similarly, the last term in the right hand side of (4.9) can be rewritten as
(ω3, [X1,X2]) = −ι[X2,X1]ω3 = ιX1(LX2(ω3))− LX2(ιX1(ω3)) = (LX2ω3,X1)− LX2(ιX1(ω3)) .
We can thus put the above equations together to get
(A ◦B,C) = (LX1ω2,X3) + (LX2ω3,X1) + (LX3ω1,X2)
−LX2
(
(ω1,X3) + (ω3,X1)
)
.
On the other hand, by the assumption A,B,C ∈ L = L⊥, we have (A,C) = 0, which precisely
means that (ω1,X3) + (ω3,X1) = 0. This proves the equivalence of (4.7) and (4.8), assuming
(4.5).
Remark 4.6. Define the following important subalgebras of a Dirac structure L:
Ker1L =
{
ω ⊕ 0 ∈ L ∣∣ω ∈ Ω1} , Ker2L = {0⊕X ∈ L ∣∣X ∈ g∂} ,
δL = {δ(∫ f)⊕X ∈ L ∣∣ ∫ f ∈ Ω0, X ∈ g∂} .
Note that the Courant-Dorfman product on Ker1L is zero, and on δL ⊃ Ker2L is as follows:
(4.10)
(
δ(
∫
f)⊕X) ◦ (δ(∫ g)⊕ Y ) = δ∫X(g) ⊕ [X,Y ] .
Consequently,
(
δ(
∫
f)⊕X) ◦ (δ(∫ g)⊕ Y ) ∈ Ker2L if ∫X(g) = 0.
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4.3 Hamiltonian functionals and Hamiltonian vector fields. Let L ⊂ Ω1 ⊕ g∂ be a
Dirac structure. We say that
∫
h ∈ Ω0 is a Hamiltonian functional, associated to a Hamiltonian
vector field X, if
δ(
∫
h)⊕X ∈ L .
We denote by F(L) ⊂ Ω0 the subspace of all Hamiltonian functionals, and by H(L) ⊂ g∂ the
subspace of all Hamiltonian vector fields, i.e.
F(L) =
{∫
h ∈ Ω0
∣∣∣ δ(∫ h)⊕X ∈ L for some X ∈ g∂} ,
H(L) =
{
X ∈ g∂
∣∣∣ δ(∫ h)⊕X ∈ L for some ∫ h ∈ V/∂V} .
Lemma 4.7. H(L) ⊂ g∂ is a Lie subalgebra, and F(L) ⊂ Ω0 is an H(L)-submodule of the
g∂-module Ω0 with action given by Lie derivatives.
Proof. It is immediate from (4.10) and the fact that, by definition, a Dirac structure L is closed
under the Courant-Dorfman product.
Lemma 4.8. Let X,Y ∈ H(L) be two Hamiltonian vector fields associated to the same Hamil-
tonian functional
∫
f ∈ F(L), i.e. δ(∫ f)⊕X, δ(∫ f)⊕ Y ∈ L. Then∫
X(g) =
∫
Y (g) ,
for every Hamiltonian functional
∫
g ∈ F(L).
Proof. By assumption δ(
∫
f) ⊕ X, δ(∫ f) ⊕ Y ∈ L, and δ(∫ g) ⊕ Z ∈ L for some Z ∈ g∂ . In
particular, they are pairwise orthogonal with respect to the bilinear form ( , ):
(δ(
∫
f)⊕X, δ(∫ g)⊕ Z) = (δ(∫ f)⊕ Y, δ(∫ g)⊕ Z) = 0 ,
which means that
∫
X(g) = −∫Z(f) = ∫ Y (g).
Lemma 4.8 guarantees that the action of the Lie algebra H(L) on F(L), given by Lemma
4.7, induces a well-defined bracket
{ , }L : F(L)×F(L) → F(L) ,
called the Lie bracket of Hamiltonian functionals, given by
(4.11)
{∫
f,
∫
g
}
L
=
∫
X(g) , if δ(
∫
f)⊕X ∈ L .
Proposition 4.9. The bracket { , }L defines a structure of a Lie algebra on F(L).
Proof. Skew-commutativity of { , }L follows by the fact that L ⊂ Ω1 ⊕ g∂ is an isotropic
subspace. Indeed, if δ(
∫
f)⊕X, δ(∫ g)⊕ Y ∈ L, we have{∫
f,
∫
g
}
L
+
{∫
g,
∫
f
}
L
=
∫
X(g) +
∫
Y (f) = (δ(
∫
f)⊕X, δ(∫ g)⊕ Y ) = 0 .
Suppose now δ(
∫
fi)⊕Xi ∈ L, i = 1, 2, 3. We have{∫
f1,
{∫
f2,
∫
f3
}
L
}
L
=
∫
X1(X2(f3)) = (LX2(δ(
∫
f3)),X1) .
Hence Jacobi identity for { , }L immediately follows from the integrability condition (4.8).
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Let L ⊂ Ω1 ⊕ g∂ be a Dirac structure, and let ∫ h ∈ Ω0 be a Hamiltonian functional
associated to the Hamiltonian vector field X ∈ g∂ , i.e. δ(∫ h) ⊕ X ∈ L. The corresponding
Hamiltonian evolution equation is, by definition,
(4.12)
du
dt
= X(u) .
An integral of motion for the evolution equation (4.12) is, by definition, a Hamiltonian functional∫
f ∈ F(L) such that
{∫
h,
∫
f
}
L
(
=
∫
X(f)
)
= 0.
Remark 4.10. One can think about the RHS of (4.12) as
{∫
h, f
}
L
, but for a general Dirac
structure such a notation can be misleading since, for f ∈ V, the “bracket” {∫ h, f}L depends
on the particular choice of the Hamiltonian vector field X associated to
∫
h. In other words, the
analogue of Lemma 4.8 fails (it only holds under the sign of integration). On the other hand, as
we will see in Section 4.7, if L is the graph of a Hamiltonian map H : Ω1 → g∂ , then to every
Hamiltonian functional
∫
h ∈ F(L) there is a unique Hamiltonian vector field X = H(δ(∫ h))
associated to it, hence the notation {∫ h, f}L makes sense.
Definition 4.11. Given an element δ(
∫
h) ⊕ X ∈ L, the evolution equation (4.12) is called
integrable (with respect to the Dirac structure L) if there exists an infinite sequence δ(∫ hn)⊕
Xn ∈ L, including the element δ(
∫
h) ⊕ X, such that all ∫ hn are integrals of motion for all
evolution equations
(4.13)
du
dtn
= Xn(u) ,
all evolutionary vector fields commute, i.e. [Xm,Xn] = 0 for all m,n ∈ Z+, and the integrals
of motion
∫
hn, respectively the vector fields Xn, span an infinite-dimensional subspace in
Ω0, respectively in g∂ . In this case the hierarchy (4.13) of evolution equations is also called
integrable. It follows from the definition of a Dirac structure that the above sequence δ
(∫
hn
)⊕
Xn, n ≥ 0, spans an isotropic subspace of L with zero Courant-Dorfman product.
4.4 Pairs of compatible Dirac structures. The notion of compatibility of Dirac struc-
tures was introduced by Gelfand and Dorfman [GD1],[D].
Given two Dirac structures L and L′, we define the relation NL,L′ ⊂ g∂ ⊕ g∂ by
(4.14) NL,L′ =
{
X ⊕X ′ ∈ g∂ ⊕ g∂ ∣∣ η ⊕X ∈ L, η ⊕X ′ ∈ L′ for some η ∈ Ω1} ,
and the adjoint relation N ∗L,L′ ⊂ Ω1 ⊕ Ω1 by
(4.15) N ∗L,L′ =
{
ω ⊕ ω′ ∈ Ω1 ⊕ Ω1 ∣∣ (ω,X) = (ω′,X ′) for all X ⊕X ′ ∈ NL,L′} .
Definition 4.12. Two Dirac structures L, L′ ⊂ Ω1 ⊕ g∂ are said to be compatible if for all
X,X ′, Y, Y ′ ∈ g∂ , ω, ω′, ω′′ ∈ Ω1 such that X ⊕X ′, Y ⊕ Y ′ ∈ NL,L′, ω ⊕ ω′, ω′ ⊕ ω′′ ∈ N ∗L,L′,
we have
(4.16) (ω, [X,Y ])− (ω′, [X,Y ′])− (ω′, [X ′, Y ]) + (ω′′, [X ′, Y ′]) = 0 .
Note, of course, that X ⊕X ′ ∈ NL,L′ if and only if X ′ ⊕X ∈ NL′,L, hence (L,L′) is a pair
of compatible Dirac structures if and only if (L′,L) are compatible.
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4.5 Lenard scheme of integrability for a pair of Dirac structures. Recall that we
think of ω ∈ Ωk as a k-linear skew-symmetric function ω(X1, · · · ,Xk), defined by (3.43). The
following theorem is due to Dorfman [D].
Theorem 4.13. Let (L,L′) be a pair of compatible Dirac structures. Suppose that X0 is
a Hamiltonian vector field with respect to both L and L′, that is, there exists functionals∫
h0,
∫
h1 ∈ Ω0 such that δ(
∫
h0)⊕X0 ∈ L and δ(
∫
h1)⊕X0 ∈ L′. Assume moreover that:
(i) if ω ∈ Ω1 is such that δω(X ′, Y ′) = 0 for all X ′, Y ′ ∈ π2(NL,L′) (where π2 : g∂ ⊕ g∂ → g∂
denotes projection on the second factor), then δω = 0;
(ii) there exists a sequence of 1-forms ωn ∈ Ω1, n = 0, 1, . . . , N + 1 (N ≥ 0, and it can be
infinite), and of evolutionary vector fields Xn ∈ g∂ , n = 0, 1, . . . , N (starting with the
given X0), such that ω0 = δ(
∫
h0), ω1 = δ(
∫
h1) and
ωn ⊕Xn ∈ L , ωn+1 ⊕Xn ∈ L′ , 0 ≤ n ≤ N .
Then:
(a) ωn ⊕ ωn+1 ∈ N ∗L,L′ for all n = 0, . . . , N + 1;
(b) ωn is closed for all n = 0, . . . , N + 1, i.e. δωn = 0.
Proof. By definition of NL,L′ and N ∗L,L′, (a) is equivalent to saying that, for 0 ≤ n ≤ N ,
(ωn,X) = (ωn+1,X
′) ,
for all X,X ′ ∈ g∂ such that η ⊕X ∈ L, η ⊕X ′ ∈ L′, for some η ∈ Ω1. By assumption (ii) we
have ωn ⊕Xn ∈ L, ωn+1 ⊕Xn ∈ L′, hence, since L and L′ are isotropic, we get
(ωn,X) = −(η,Xn) = (ωn+1,X ′) ,
as we wanted. We next prove (b) by induction on n ≥ 0. By assumption ωn = δ(
∫
fn) for
n = 0, 1. Furthermore L,L′ is a pair of compatible Dirac structures, namely (4.16) holds. In
particular, since by (a) ωn ⊕ ωn+1, ωn+1 ⊕ ωn+2 ∈ N ∗L,L′, we have, by Definition 4.12, that
(4.17)
(
ωn, [X,Y ]
) − (ωn+1, [X,Y ′])− (ωn+1, [X ′, Y ])+ (ωn+2, [X ′, Y ′]) = 0 ,
for all X⊕X ′, Y ⊕Y ′ ∈ NL,L′. Using equation (3.15) and recalling the notation (3.43), equation
(4.17) can be written as follows:
(4.18)
− (δωn)(X,Y ) + (δωn+1)(X,Y ′) + (δωn+1)(X ′, Y )− (δωn+2)(X ′, Y ′)
+ LX(ωn, Y )− LY (ωn,X)− LX(ωn+1, Y ′) + LY ′(ωn+1,X)
− LX′(ωn+1, Y ) + LY (ωn+1,X ′) + LX′(ωn+2, Y ′)− LY ′(ωn+2,X ′) = 0 .
Since ωn ⊕ ωn+1, ωn+1 ⊕ ωn+2 ∈ N ∗L,L′ and X ⊕X ′, Y ⊕ Y ′ ∈ NL,L′, we have
(ωn,X) = (ωn+1,X
′) , (ωn+1,X) = (ωn+2,X
′) ,
(ωn, Y ) = (ωn+1, Y
′) , (ωn+1, Y ) = (ωn+2, Y
′) ,
hence the last eight terms in the LHS of (4.18) cancel. Moreover, by the inductive assumption
ωn and ωn+1 are closed, so that equation (4.18) reduces to (δωn+2)(X
′, Y ′) = 0, which, by
assumption (i), gives δωn+2 = 0.
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Remark 4.14. Let (L,L′) be a pair of compatible Dirac structures. Suppose that π1(L) = Ω1.
In this case π2(NL,L′) = π2(L′). Hence the non-degeneracy condition (i) of Theorem 4.13 reads:
if δω(X ′, Y ′) = 0 for every X ′, Y ′ ∈ π2(L′), then δω = 0.
The following definition and proposition are a generalization, in the context of Dirac struc-
tures, of Definition 2.4, Lemma 2.6 and Proposition 2.9.
Definition 4.15. Let L and L′ be two subspaces of Ω1⊕ g∂ . Two sequences {ωn}n=0,··· ,N+1 ⊂
Ω1 and {Xn}n=0,··· ,N ⊂ g∂ form an (L,L′)-sequence if
ωn ⊕Xn ∈ L and ωn+1 ⊕Xn ∈ L′ for n = 0, · · · , N .
Proposition 4.16. Let L and L′ be isotropic subspaces of Ω1⊕g∂, and suppose that {ωn}n=0,··· ,N+1
⊂ Ω1 and {Xn}n=0,··· ,N ⊂ g∂ form an (L,L′)-sequence.
(a) Then we have: (ωm,Xn) = 0 for all m = 0, · · · , N + 1 and n = 0, · · · , N .
(b) Suppose in addition that
(4.19)
(
SpanC{ωn}0≤n≤N+1
)⊥ ⊂ π2(L′) , (SpanC{Xn}0≤n≤N)⊥ ⊂ π1(L) ,
where π1 and π2 denote projections on Ω
1 and g∂ respectively, and the orthogonal com-
plement is with respect to the pairing of Ω1 and g∂. Then we can extend this sequence to
an infinite (L,L′)-sequence {ωn}n∈Z+ , {Xn}n∈Z+ .
Proof. Since L and L′ are isotropic, we have
(ωn,Xn) = 0 for all n = 0, · · · , N , (ωm,Xn) = −(ωn,Xm) for all m,n = 0, · · · , N ,
(ωn+1,Xn) = 0 for all n = 0, · · · , N , (ωm+1,Xn) = −(ωn+1,Xm) for all m,n = 0, · · · , N .
From the above relations we get
(ωm,Xn) = (ωm+1,Xn−1) ,
hence part (a) follows by an easy induction argument, as in the proof of Lemma 2.6. We then
have, by (a),
ωN+1 ∈
(
SpanC{Xn}0≤n≤N
)⊥
,
so that, using the second inclusion in (4.19), we find XN+1 ∈ g∂ such that ωN+1 ⊕XN+1 ∈ L.
On the other hand, we also have
XN+1 ∈
(
SpanC{ωn}0≤n≤N+1
)⊥
,
and using the first inclusion in (4.19) we find an element ωN+2 ∈ Ω1 such that ωN+2⊕XN+1 ∈ L′,
and (b) follows by induction.
Corollary 4.17. Let V be a normal algebra of differential functions, and let (L,L′) be a pair
of compatible Dirac structures, which is non-degenerate in the sense of condition (i) of The-
orem 4.13. Let, for some N ≥ 0, {ωn}n=0,··· ,N+1 ⊂ Ω1 and {Xn}n=0,··· ,N ⊂ g∂ be such that
ω0 = δ(
∫
h0), ω1 = δ(
∫
h1) ∈ δΩ0, ωn ⊕ Xn ∈ L, ωn+1 ⊕ Xn ∈ L′ for all n = 0, · · · , N , and
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conditions (4.19) hold. Then there exist a sequence of Hamiltonian functionals {∫ hn}n∈Z+
such that δ(
∫
hn) = ωn for n = 0, · · · , N + 1, and a sequence of Hamiltonian vector fields
{Xn}n∈Z+ extending the given one for n ≤ N , such that δ(
∫
hn)⊕Xn ∈ L, δ(
∫
hn+1)⊕Xn ∈ L′.
Furthermore,
(4.20)
{∫
hm,
∫
hn
}
L
=
{∫
hm,
∫
hn
}
L′
= 0 , for all m,n ∈ Z+ .
Namely the Hamiltonian functionals
∫
hn , n ∈ Z+, are integrals of motion for all the vector
fields Xm ∈ g∂ , m ∈ Z+, and these vector fields are Hamiltonian with respect to both L and L′.
Finally, all vector fields Xm, m ∈ Z+, commute, provided that Ker2L ∩Ker2L′ = 0.
Proof. Proposition 4.16 guarantees the existence of an infinite (L,L′)-sequence {ωn,Xn}n∈Z+ ,
extending the given one. By Theorem 4.13, all elements ωn ∈ Ω1 are closed, hence, by Theorem
3.2, they are exact, namely ωn = δ(
∫
fn). Finally, equation (4.20) follows by Proposition 4.16.
The last claim of the Corollary follows from Remark 4.6.
4.6 The non-linear Schro¨dinger (NLS) hierarchy. Let V = C[u(n), v(n) |n ∈ Z+]. Con-
sider the following pair of subspaces of Ω1 ⊕ g∂ ≃ V⊕2 ⊕ V2:
L =

( f
v
f+∂g
u
)
⊕
 ∂(fv)− 4vg
∂
(
f+∂g
u
)
+ 4ug
 , L′ =
{(
f
g
)
⊕
( −g
f
)}
,
where f, g are arbitrary elements of V for L′, while for L they are such that fv , f+∂gu ∈ V.
Proposition 4.18. (a) (L,L′) is a compatible pair of Dirac structures.
(b) Condition (i) of Theorem 4.13 holds.
(c) Let h0 = 0, h1 =
1
2(u
2 + v2) ∈ V, let F 0, F 1 ∈ V⊕2 be their variational derivatives, and
let P 0 =
( −v
u
)
∈ V2 ≃ g∂. Then
F 0 ⊕ P 0 ∈ L , F 1 ⊕ P 0 ∈ L′ ,
namely
{
F 0, F 1
}
and {P 0} form an (L,L′)-sequence, i.e. condition (ii) of Theorem 4.13
holds (for N = 0).
(d) The orthogonality conditions (4.19) hold (for N = 0), namely(
CF 0 ⊕ CF 1)⊥ ⊂ π2(L′) , (CP 0)⊥ ⊂ π1(L) .
Proof. Clearly, L′ is a Dirac structure, since it is the graph of the operator H =
(
0 −1
1 0
)
:
V⊕2 → V2, which is a Hamiltonian operator. We next prove that L is a Dirac structure. In
particular, we start by showing that L ⊂ V⊕2 ⊕ V2 is a maximal isotropic subspace. Namely,
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given B ∈ V⊕2 ⊕ V2, we want to prove that (A,B) = 0 for all A ∈ L if and only if B ∈ L. An
arbitrary element of L has the form
A =
( f
v
f+∂g
u
)
⊕
 ∂(fv)− 4vg
∂
(
f+∂g
u
)
+ 4ug
 ,
and we can always write B ∈ V⊕2 ⊕ V2 in the form
B =
(
a
v
b
u
)
⊕
(
c
d
)
.
Clearly, B ∈ L if and only if the following conditions hold:
(4.21) b− a = ∂r ∈ ∂V , c = ∂
(a
v
)
− 4vr , d = ∂
(
a+ ∂r
u
)
+ 4ur .
On the other hand, the equation (A,B) = 0 gives∫ (
f
v
c+
f + ∂g
u
d+
(
∂
(
f
v
)
− 4vg
)
a
v
+
(
∂
(
f + ∂g
u
)
+ 4ug
)
b
u
)
= 0 ,
which, after integration by parts, becomes∫
f
(
c
v
+
d
u
− 1
v
∂
(a
v
)
− 1
u
∂
(
b
u
))
+ g
(
4(b− a)− ∂
(
d
u
)
+ ∂
(
1
u
∂
(
b
u
)))
= 0 .
Since the above equation holds for every f, g, we get the two identities:
c
v
+
d
u
− 1
v
∂
(a
v
)
− 1
u
∂
(
b
u
)
= 0 ,(4.22)
4(b− a)− ∂
(
d
u
)
+ ∂
(
1
u
∂
(
b
u
))
= 0 .(4.23)
The second equation, in particular, implies that b − a = ∂r ∈ ∂V, which is the first condition
in (4.21). Equations (4.21) and (4.22) then become
c
v
− 1
v
∂
(a
v
)
+ 4r = 0 ,(4.24)
4r − d
u
+
1
u
∂
(
b
u
)
= 0 ,(4.25)
which are the same as the second and third conditions in (4.21). This proves that L is a maximal
isotropic subspace of V⊕2 ⊕ V2.
In order to show that L is a Dirac structure, we are left to prove that it is closed under the
Courant-Dorfman product (4.4). Let A and B be two elements in L; they can be written in
the form
A = F ⊕ P , F =
(
a
v
a+∂b
u
)
, P =
 ∂(av)− 4vb
∂
(
a+∂b
u
)
+ 4ub
 = ∂F + 4(−v
u
)
b ,(4.26)
B = G⊕Q , G =
(
c
v
c+∂d
u
)
, Q =
 ∂( cv)− 4vd
∂
(
c+∂d
u
)
+ 4ud
 = ∂G+ 4(−v
u
)
d .(4.27)
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Let A ◦ B = H ⊕ R, with H =
(
z
w
)
∈ V⊕2 and R ∈ V2. In order to prove that A ◦ B ∈ L,
we need to show that
(4.28) uw − vz = ∂r ∈ ∂V , R = ∂H + 4
( −v
u
)
r ,
for some r ∈ V. By formula (4.4) for the Courant-Dorfman product and using equations (1.15),
(3.46) and (3.47), we have:
H = DG(∂)P +D
∗
P (∂)G−DF (∂)Q+D∗F (∂)Q ,(4.29)
R = DQ(∂)P −DP (∂)Q .(4.30)
Using the formula for P in (4.26) we get, using Lemma 1.8,
(4.31) D∗P (∂)G+D
∗
F (∂)Q = 4
(
bc−ad+b∂d−d∂b
u
ad−bc
v
)
.
Hence, the vector H ∈ V⊕2 in (4.29) becomes
(4.32) H =
(
z
w
)
= DG(∂)P −DF (∂)Q+ 4
(
bc−ad+b∂d−d∂b
u
ad−bc
v
)
.
With similar computations involving Lemma 1.8 we also get
(4.33) DG(∂)P =
(
Dc(∂)P
v − cv2
(
∂ a+∂bu + 4ub
)
Dc(∂)P+∂Dd(∂)P
u − c+∂du2
(
∂ av − 4vb
) ) ,
and
(4.34) DF (∂)Q =
(
Da(∂)Q
v − av2
(
∂ c+∂du + 4ud
)
Da(∂)Q+∂Db(∂)Q
u − a+∂bu2
(
∂ cv − 4vd
) ) .
Putting together equations (4.32), (4.33) and (4.34), we get, after a straightforward computa-
tion, that
uw − vz = ∂
(
Dd(∂)P −Db(∂)Q+ c∂b− a∂d
uv
)
,
namely the first condition in (4.28) holds with
(4.35) r = Dd(∂)P −Db(∂)Q+ c∂b− a∂d
uv
.
Next, let us compute the vector R ∈ V2 defined in (4.30). Using the last formulas in (4.26) and
(4.27), and Lemma 1.8, we get, after a straightforward computation,
(4.36) R = ∂
(
DG(∂)P−DF (∂)Q
)
+4
( −v
u
)(
Dd(∂)P−Db(∂)Q
)
+4
(
b∂ c+∂du − d∂ a+∂bu
d∂ av − b∂ cv
)
.
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Puttin together (4.32), (4.35) and (4.36), we get
R− ∂H − 4
( −v
u
)
r = 4
(
b∂ c+∂du − d∂ a+∂bu
d∂ av − b∂ cv
)
− 4∂
(
bc−ad+b∂d−d∂b
u
ad−bc
v
)
− 4
(
a∂d−c∂b
u
c∂b−a∂d
v
)
.
It is immediate to check that the RHS above is zero, thus proving the second condition in (4.28).
In order to complete the proof of part (a), we are left to show that L and L′ are compatible,
namely that they satisfy the integrability condition (4.16). By the definition (4.14), the relation
NL,L′ ⊂ V2⊕V2 consists of elements of type P ⊕P ′, where P is as in (4.26) and P ′ = JF , with
J =
(
0 −1
1 0
)
. Moreover, it is not hard to check that the adjoint relation N ∗L,L′ ⊂ V⊕2⊕V⊕2
consists of elements of type F ⊕F ′, where again F is as in (4.26) and F ′ = −J∂F +4
(
u
v
)
b.
Therefore, the integrability condition (4.16) reads as follows:
(4.37) (H, [P,Q])− (H ′, [P,Q′])− (H ′, [P ′, Q]) + (H ′′, [P ′, Q′]) = 0 ,
where
P = ∂F + 4J
(
u
v
)
b , P ′ = JF , F =
(
a
v
a+∂b
u
)
,(4.38)
Q = ∂G+ 4J
(
u
v
)
d , Q′ = JG , G =
(
c
v
c+∂d
u
)
,(4.39)
H =
( f
v
f+∂g
u
)
, H ′ = −J∂H + 4
(
u
v
)
g , H ′′ = −J∂H ′ + 4
(
u
v
)
h ,(4.40)
and where f, g, h ∈ V are related by the following identity
(4.41)
1
uv
∂h+
1
v
∂
f
v
+
1
u
∂
f + ∂g
u
= 0 .
In (4.37) [ ·, · ] denotes the bracket of V2 ≃ g∂ , namely (cf. (1.15)), [P,Q] = DQ(∂)P −DP (∂)Q,
and ( ·, · ) denotes the usual pairing V⊕2 × V2 → V/∂V. Notice that, by construction, we have
(4.42) F ⊕ P , G⊕Q , H ⊕ JH ′ , H ′ ⊕ JH ′′ ∈ L .
Since L is closed under the Courant Dorfman product, we have that
(F ⊕ P ) ◦ (G⊕Q) = (DG(∂)P −DF (∂)Q+D∗P (∂)G +D∗F (∂)Q) ⊕ [P,Q] ∈ L .
Hence, since H ⊕ JH ′ ∈ L and L is a maximal isotropic subspace of V⊕2 ⊕ V2, it follows that
(H, [P,Q]) = −(DG(∂)P −DF (∂)Q+D∗P (∂)G +D∗F (∂)Q,JH ′)
= (H ′, JDG(∂)P − JDF (∂)Q+ JD∗P (∂)G + JD∗F (∂)Q) .(4.43)
In the last identity we used the fact that J : V⊕2 → V2 is a skew-adjoint operator. Recalling
the identities (4.38) and (4.39), and using Lemma 1.8, we also have
(H ′, [P ′, Q]) = (H ′,DQ(∂)JF − JDF (∂)Q) ,(4.44)
(H ′, [P,Q′]) = (H ′, JDG(∂)P −DP (∂)JG) .(4.45)
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Furthermore, using the fact that J is skew-adjoint, we can easily get
(4.46) (H ′′, [P ′, Q′]) = (DF (∂)JG −DG(∂)JF, JH ′′) .
We can then put together equations (4.43), (4.44), (4.45) and (4.46), to rewrite the integrability
condition (4.37) as follows
(4.47) (H ′,DP (∂)JG−DQ(∂)JF+JD∗P (∂)G+JD∗F (∂)Q)+(DF (∂)JG−DG(∂)JF, JH ′′) = 0 .
Since H ′⊕ JH ′′ ∈ L and L is maximal isotropic, in order to prove equation (4.47) it suffices to
show that
(4.48)
(
DF (∂)JG −DG(∂)JF
) ⊕ (DP (∂)JG −DQ(∂)JF + JD∗P (∂)G + JD∗F (∂)Q) ∈ L ,
whenever F ⊕P, G⊕Q ∈ L. We start by proving that DF (∂)JG−DG(∂)JF ∈ π1(L). Indeed,
it follows by a straightforward computation involving Lemma 1.8, that
DF (∂)JG −DG(∂)JF =
( Da(∂)JG−Dc(∂)JF
v
Da(∂)JG−Dc(∂)JF+∂
(
Db(∂)JG−Dd(∂)JF
)
u
)
,
namely the RHS has the form
(
z
v
z+∂w
u
)
∈ π1(L), with
(4.49) z = Da(∂)JG −Dc(∂)JF , w = Db(∂)JG −Dd(∂)JF .
In order to prove (4.48) we are thus left to prove the following identity:
DP (∂)JG−DQ(∂)JF + JD∗P (∂)G+ JD∗F (∂)Q = ∂
(
DF (∂)JG −DG(∂)JF
)
+4J
(
u
v
)(
Db(∂)JG −Dd(∂)JF
)
.(4.50)
Using equations (4.38)-(4.39) and Lemma 1.8, it is not hard to check that
DP (∂)JG = ∂
(
DF (∂)JG
)
+ 4J
(
u
v
)
Db(∂)JG − 4Gb ,(4.51)
DQ(∂)JF = ∂
(
DG(∂)JF
)
+ 4J
(
u
v
)
Dd(∂)JF − 4Fd .(4.52)
Hence, using (4.51) and (4.52), equation (4.50) becomes
(4.53) JD∗P (∂)G + JD
∗
F (∂)Q+ 4Fd− 4Gb = 0 .
Equation (4.53) can be now checked directly using equation (4.31). This completes the proof
of part (a).
Let us next prove part (b). From the expression of L and L′, and from the definition (4.14)
of NL,L′, it follows that π2(NL,L′) consists of elements of the form
(4.54)
( − f+∂gu
f
v
)
∈ V2 ,
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where f, g are such that fv ,
f+∂g
u ∈ V. Suppose now that M(∂) is a 2 × 2 matrix valued
differential operator such that
(4.55)
∫
P ·M(∂)Q = 0 ,
for all P,Q ∈ π2(NL,L′). Recall that P ∈ π2(NL,L′) is an arbitrary element of the form (4.54).
Therefore, if (4.55) holds for every such P , we deduce, by Proposition 1.3, that M(∂)Q =
const.
(
u
v
)
. Since this has to be true for every Q of the form (4.54), we conclude, by a simple
differential order consideration, that M(∂) = 0, thus proving (b).
For part (c), we just notice that F 0⊕P 0 =
(
0
0
)
⊕
( −v
u
)
is the element of L correspond-
ing f = 0 and g = 14 , while F
1 ⊕ P 0 =
(
u
v
)
⊕
( −v
u
)
if the element of L′ corresponding to
f = u and g = v.
We are left to prove part (d). The first orthogonality condition is trivial, since π2(L′) = V2.
For the second one we have that, if F =
(
z/v
w/u
)
∈ (CP 0)⊥, then∫
F · P 0 = ∫ (w − z) = 0 ,
namely w − z ∈ ∂V, which exactly means that F ∈ π1(L).
Corollary 4.17 allows us to extend the (L,L′)-sequence {F 0, F 1} , {P 0} to an infinite (L,L′)-
sequence {Fn}n∈Z+ , {Pn}n∈Z+ . Moreover, by Proposition 4.18, all elements Fn ∈ V⊕ℓ ≃
Ω1, n ∈ Z+, are closed, hence, since V is normal and by Theorem 3.2, they are exact: Fn =(
δhn
δu
δhn
δv
)
for some hn ∈ V, for every n ∈ Z+. This gives us an infinite hierarchy of Hamiltonian
equations (n ∈ Z+):
(4.56)
(
du
dt
dv
dt
)
= Pn ,
for which all
∫
hm, m ∈ Z+, are integrals of motion. It is easy to compute the first few integrals
of motion and evolutionary vector fields of the hierarchy:
h0 = 0 , F
0 =
(
0
0
)
, P 0 =
( −v
u
)
,
h1 =
1
2
(u2 + v2) , F 1 =
(
u
v
)
, P 1 =
(
u′
v′
)
,
h2 =
1
2
(uv′ − u′v) , F 2 =
(
v′
−u′
)
, P 2 =
(
v′′ + 2v(u2 + v2)
−u′′ − 2u(u2 + v2)
)
,
h3 =
1
2
(
u′
2
+ v′
2 − (u2 + v2)2) , F 3 = ( −u′′ − 2u(u2 + v2)−v′′ − 2v(u2 + v2)
)
,
P 3 =
( −u′′′ − 2∂(u(u2 + v2))− 4v(vu′ − uv′)
−v′′′ − 2∂(v(u2 + v2))+ 4u(vu′ − uv′)
)
,
h4=
1
2
(u′v′′ − v′u′′) + 2(v3u′ − u3v′) , F 4=
(−v′′′ − 2∂(v(u2 + v2))+ 4u(vu′ − uv′)
u′′′ + 2∂
(
u(u2 + v2)
)
+ 4v(vu′ − uv′)
)
. . .
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Therefore the first three equations of the hierarchy (4.56) are:
d
dt0
(
u
v
)
=
( −v
u
)
,
d
dt1
(
u
v
)
=
(
u′
v′
)
,
d
dt2
(
u
v
)
=
(
v′′ + 2v(u2 + v2)
−u′′ − 2u(u2 + v2)
)
.
The third equation is called the NLS system. The first four integrals of motion are hn, n =
1, 2, 3, 4, written above. It is not hard to see by induction on n that the 1-forms Fn, n ≥ 1,
have differential order n − 1, hence they, and consequently the hn, are linearly independent.
Finally, Ker2L′ = 0, hence all evolutionary vector fields XPn commute, and they are linearly
independent for n ≥ 1 since the Fn’s are. Thus the NLS system (and the whole NLS hierarchy)
is integrable.
In fact, using the conditions Fn ⊕ Pn ∈ L and Fn+1 ⊕ Pn ∈ L′, it is not hard to find a
recursive formula for Fn and Pn, n ∈ Z+. We have
Fn =
( fn
v
fn+∂gn
u
)
, Pn =
(
− fn+1+∂gn+1u
fn+1
v
)
, n ≥ 0 ,
and the elements fn, gn ∈ V are given by the recursive equations: f0 = 0, g0 = 14 , and
fn+1 = v∂
(
fn + ∂gn
u
)
+ 4uvgn ,
∂gn+1 = −u∂
(
fn
v
)
− v∂
(
fn + ∂gn
u
)
.
4.7 The Hamiltonian case. In Section 1.3 we gave a definition of a Hamiltonian operator
in relation to Poisson vertex algebras (see Definition 1.17). As we shall see in Theorem 4.21,
the following definition is equivalent to it in the case of differential operators.
Definition 4.19. A Hamiltonian operator is a linear map H : Ω1 → g∂ such that its graph
G(H) = {ω ⊕H(ω) |ω ∈ Ω1} ⊂ Ω1 ⊕ g∂ ,
is a Dirac structure.
In the case of the Dirac structure given by the graph G(H) of the Hamiltonian operator H,
the corresponding space of Hamiltonian functionals F(G(H)) is the whole space Ω0, while the
space of Hamiltonian vector fields H(G(H)) is the Lie subalgebra H(δΩ0) ⊂ g∂ . Hence, by the
discussion in Section 4.3, the space Ω0 = V/∂V acquires a structure of a Lie algebra with the
bracket
(4.57)
{∫
f,
∫
g
}
H
=
∫
H
(
δ
(∫
f
))
(g) =
(
H
(
δ
(∫
f
))
, δ
(∫
g
)) ∈ Ω0 ,
and the evolution equation associated to a Hamiltonian functional
∫
h ∈ Ω0 takes the form
(4.58)
d
dt
f = H
(
δ
(∫
h
))
(f) .
Notice that, in the special case of a Hamiltonian operator H : Ω1 = V⊕ℓ → g∂ = Vℓ given by a
matrix valued differential operator H(∂) = (Hij(∂))i,j∈I , the above formula (4.57) for the Lie
bracket reduces to equation (1.70), and the evolution equation (4.58) reduces to (1.69). This
coincidence is not surprising, as will be clear from Theorem 4.21.
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Proposition 4.20. Let H : Ω1 → g∂ be a linear map, and let G(H) = {ω ⊕H(ω) |ω ∈ Ω1} ⊂
Ω1 ⊕ g∂ be its graph.
(a) The space G(H) ⊂ Ω1 ⊕ g∂ is isotropic with respect to the bilinear form ( , ), i.e. G(H) ⊂
G(H)⊥, if and only if it is maximal isotropic, i.e. G(H)⊥ = G(H), which in turn is
equivalent to saying that H is skew-adjoint:
(4.59) (ω,H(η)) = −(η,H(ω)) , for all ω, η ∈ Ω1 .
(b) A skew-adjoint operator H : Ω1 → g∂ is a Hamiltonian operator if and only if one of the
following equivalent conditions holds:
(i) for every ω1, ω2, ω3 ∈ Ω1, we have
(4.60) (LH(ω1)ω2,H(ω3)) + (LH(ω2)ω3,H(ω1)) + (LH(ω3)ω1,H(ω2)) = 0 ,
(ii) for every ω, η ∈ Ω1 we have
(4.61) H
(
LH(ω)(η)− ιH(η)(δω)
)
=
[
H(ω),H(η)
]
.
Proof. Equation (4.59) is equivalent to (ω ⊕ H(ω), η ⊕ H(η)) = 0 for every ω, η ∈ Ω1, which
in turn is equivalent to G(H) ⊂ G(H)⊥. On the other hand, if H is skew-adjoint, we have
(ω ⊕X, η ⊕H(η)) = (η,X −H(ω)), and this is zero for every η ∈ Ω1 if and only if X = H(ω).
Hence G(H)⊥ ⊂ G(H), thus proving (a). For part (b), we notice that equation (4.60) is the same
as the integrability condition (4.8) for the Dirac structure G(H). Hence, by Remark 4.4, H is a
Hamiltonian operator if and only if (i) holds. Moreover, by definition of the Courant-Dorfman
product, we have(
ω ⊕H(ω)) ◦ (η ⊕H(η)) = (LH(ω)(η)− ιH(η)(δω))⊕ [H(ω),H(η)] ,
and this element lies in G(H) if and only if (4.61) holds.
Theorem 4.21. Let H : Ω1 = V⊕ℓ → g∂ = Vℓ be a matrix valued differential operator, i.e.
H =
(
Hij(∂)
)
i,j∈I
. Then Definitions 1.17 and 4.19 of a Hamiltonian operator are equivalent.
Proof. Due to Propositions 1.16 and 4.20, the only thing to check is that equation (4.61) reduces,
if H is a differential operator, to equation (1.50). Let ω = ωF , η = ωG for F,G ∈ V⊕ℓ, be as in
(3.55). Equation (4.61) then reads
(4.62) H
(
LH(ωF )(ωG)− ιH(ωG)(δωF )
)
=
[
H(ωF ),H(ωG)
]
.
Using equation (3.47) for LXP (ωF ), the element in V⊕ℓ corresponding to LH(ωF )(ωG) ∈ Ω1 is
DG(∂)H(∂)F+D
∗
H(∂)F (∂)G. Similarly, using equation (3.46), the element in V⊕ℓ corresponding
to ιH(ωG)(δωF ) ∈ Ω1 is DF (∂)H(∂)G − D∗F (∂)H(∂)G. Furthermore, recalling the correspon-
dence (1.11) and formula (1.15), the element in Vℓ corresponding to [H(ωF ),H(ωG)] ∈ g∂ is
DH(∂)G(∂)H(∂)F −DH(∂)F (∂)H(∂)G. Putting together the above observations, we can rewrite
equation (4.62) as (1.50), and vice versa.
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Next, we discuss how the notion of compatibility of Dirac structures is translated in the
case of Hamiltonian operators. First we recall the definition of the Schouten bracket [D].
Definition 4.22. If H, K : Ω1 → g∂ are skew-adjoint (with respect to ( , )) operators, their
Schouten bracket is a tri-linear map [H,K]SB : Ω
1 × Ω1 × Ω1 → Ω0, given by (cf. equation
(4.60))
(4.63) [H,K]SB(ω1, ω2, ω3) = (ω1,H(LK(ω2)ω3)) + (ω1,K(LH(ω2)ω3)) + (cycl. perm.) .
We have the following corollary of Proposition 4.20(b):
Corollary 4.23. A linear map H : Ω1 → g∂ is a Hamiltonian operator if and only if it is
skew-adjoint and [H,H]SB = 0.
Proposition 4.24. Let H, K : Ω1 → g∂ be Hamiltonian operators. Their graphs G(H) and
G(K) are compatible Dirac structures (see Definition 4.12) if and only if we have
[H,K]SB(ω1, ω2, ω3) = 0 ,
for all ω1, ω2, ω3 ∈ Ω1, such that K(ω2) ∈ Im (H), H(ω2) ∈ Im (K).
Proof. For the Dirac structures G(H) and G(K), we have
(4.64) NG(H),G(K) =
{
H(η)⊕K(η) ∣∣ η ∈ Ω1} ⊂ g∂ ⊕ g∂ .
The adjoint relation is, by the non-degeneracy of ( , ),
N ∗G(H),G(K) =
{
ω ⊕ ω′ ∣∣H(ω) = K(ω′)} ⊂ Ω1 ⊕ Ω1.
Then by Definition 2.1 G(H) and G(K) are compatible if for all ω, ω′, ω′′ ∈ Ω1 such that
(4.65) H(ω) = K(ω′), H(ω′) = K(ω′′),
and for all η, θ ∈ Ω1, we have
(4.66)
(
ω, [H(η),H(θ)]
) − (ω′, [H(η),K(θ)])
− (ω′, [K(η),H(θ)]) + (ω′′, [K(η),K(θ)]) = 0 .
We next use equation (3.16) to rewrite (4.66) as follows:
(4.67)
(
LH(η)ω,H(θ)
)− (LH(η)ω′,K(θ))− (LK(η)ω′,H(θ))+ (LK(η)ω′′,K(θ))
− LH(η)
(
ω,H(θ)
)
+ LH(η)
(
ω′,K(θ)
)
+ LK(η)
(
ω′,H(θ)
)− LK(η)(ω′′,K(θ)) = 0 .
By (4.65) and skew-adjointness of H and K, the last four terms in the LHS of (4.67) cancel.
Moreover, by assumption, [H,H]SB = [K,K]SB = 0, so that equation (4.67) becomes(
η,H(LH(ω)θ)
)
+
(
ω,H(LH(θ)η)
)
+
(
θ,K(LH(η)ω
′)
)
+
(
θ,H(LK(η)ω
′)
)
+
(
η,K(LK(ω′′)θ)
)
+
(
ω′′,K(LK(θ)η)
)
= 0 .
If we then use again (4.65), the above identity becomes [H,K]SB(η, ω
′, θ) = 0.
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Remark 4.25. Let H,K : Ω1 → g∂ be Hamiltonian operators. It is clear from Definition 4.22
that the Schouten bracket [H,K]SB is linear in each factor. Hence the following conditions are
equivalent:
(i) any linear combination αH + βK is a Hamiltonian operator,
(ii) the sum H +K is a Hamiltonian operator,
(iii) [H,K]SB = 0.
When the above equivalent conditions hold we say that (H,K) form a bi-Hamiltonian pair (cf.
Definition 2.1). It follows from Proposition 4.24 that if (H,K) form a bi-Hamiltonian pair, then
the graphs G(H) and G(K) are compatible Dirac structures.
Remark 4.26. Theorems 4.13 and 4.21 and Remark 4.25 imply Theorem 2.7. Indeed, due
to Theorem 4.21 and Remark 4.25, if (H,K) form a bi-Hamiltonian pair (as in Definition
2.1), the corresponding graphs G(H) and G(K) are compatible Dirac structures. In order to
apply Theorem 4.13, we need to check that assumptions (i) and (ii) of this theorem hold. For
condition (i), by formula (4.64) we have that π2
(NG(H),G(K)) = Im(K) ⊂ g∂ . Hence condition
(i) of Theorem 4.13 becomes the following: if F ∈ V⊕ℓ is such that
(4.68)
∫ (
K(∂)G2
) · (DF (∂) −D∗F (∂))(K(∂)G1) = 0 , for all G1, G2 ∈ V⊕ℓ ,
then DF (∂) − D∗F (∂) = 0. For this we used the identifications Ω1 ≃ V⊕ℓ and g∂ ≃ Vℓ, and
formula (3.45). Using the fact that K is skew-adjoint, equation (4.68) becomes∫
G2 · (K(∂)(DF (∂)−D∗F (∂))K(∂))G1 = 0 .
Hence, recalling that the pairing (· , ·) is non-degenerate, we see that condition (i) of Theorem
4.13 is exactly the non-degeneracy assumption for K in Theorem 2.7. Next, suppose, as in
Theorem 2.7, that {Fn}n=0,··· ,N ⊂ V⊕ℓ is an (H,K)-sequence, and that F 0 = δh0δu , F 1 =
δh1
δu . Then we have ωFn ⊕ XH(∂)Fn ∈ G(H) and, since H(∂)Fn = K(∂)Fn+1, we also have
ωFn+1 ⊕XH(∂)Fn ∈ G(K), which is condition (ii) of Theorem 4.13. Then, by Theorem 4.13(b),
all the elements ωFn, n = 0, · · · , N , are closed, thus proving Theorem 2.7.
Remark 4.27. Let H(∂) be a Hamiltonian differential operator, and let
∫
h ∈ V/∂V be a local
functional, and consider the corresponding Hamiltonian evolution equation (4.12), where X =
XH(∂) δh
δu
. This equation is integrable with respect to the Dirac structure G(H) if and only if it
is integrable in the sense of Definition 1.27.
4.8 The symplectic case. In Section 3.5 we gave a definition of a symplectic operator as
a closed 2-form in the variational complex. As we shall see in Theorem 4.30, the following
definition is equivalent to it in the case of differential operators.
Definition 4.28. A symplectic operator is a linear map S : g∂ → Ω1 such that its graph
G(S) = {S(X) ⊕X |X ∈ g∂} ⊂ Ω1 ⊕ g∂ ,
is a Dirac structure.
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In the case of a Dirac structure given by the graph G(S) of a symplectic operator S, the
corresponding space of Hamiltonian functionals is F(G(S)) = δ−1(S(g∂)), while the space of
Hamiltonian vector fields is H(G(S)) = S−1(δΩ0). Hence, by the discussion in Section 4.3, the
space δ−1(S(g∂)) ⊂ V/∂V acquires a structure of a Lie algebra with the bracket
(4.69)
{∫
f,
∫
g
}
S
=
∫
X(g) , where X ∈ g∂ is s.t. S(X) = δ(∫ f) .
Moreover, given a Hamiltonian vector fieldX ∈ H(G(S)) associated to a Hamiltonian functional∫
h ∈ F(G(S)), i.e. such that S(X) = δ(∫ h), the corresponding evolution equation is (4.12).
Proposition 4.29. Let S : g∂ → Ω1 be a linear map, and let G(S) = {S(X) ⊕X |X ∈ g∂} ⊂
Ω1 ⊕ g∂ be its graph.
(a) The space G(S) ⊂ Ω1 ⊕ g∂ is isotropic with respect to the bilinear form ( , ), i.e. G(S) ⊂
G(S)⊥, if and only if it is maximal isotropic, i.e. G(S)⊥ = G(S), which in turn is equivalent
to saying that S is skew-adjoint:
(4.70) (S(X), Y ) = −(S(Y ), Y ) , for all X,Y ∈ g∂ .
(b) A skew-adjoint operator S : g∂ → Ω1 is a symplectic operator if and only if one of the
following equivalent conditions holds:
(i) for every X1,X2,X3 ∈ g∂, we have
(4.71) (LX1S(X2),X3) + (LX2S(X3),X1) + (LX3S(X1),X2) = 0 ,
(ii) for every X,Y ∈ g∂ we have
(4.72) LX(S(Y ))− ιY (δS(X)) = S
(
[X,Y ]
)
.
Proof. The proof is the same as that of Proposition 4.20.
Theorem 4.30. Let S : g∂ = Vℓ → Ω1 = V⊕ℓ be a differential operator, S = (Sij(∂))i,j∈I .
Then Definitions 3.11 and 4.28 of a symplectic operator are equivalent.
Proof. In view of Proposition 4.29, we only have to check that, if S = (Sij(∂))i,j∈I : Vℓ → V⊕ℓ
is a skew-adjoint matrix valued differential operator, then equation (4.72) reduces to equation
(3.48). Let X = XP , Y = XQ, with P,Q ∈ Vℓ. We can use equations (1.15), (3.46) and (3.47)
to rewrite equation (4.72) as follows:
DS(∂)Q(∂)P +D
∗
P (∂)
(
S(∂)Q
) −DS(∂)P (∂)Q+D∗S(∂)P (∂)Q = S(∂)(DQ(∂)P −DP (∂)Q) .
Written out explicitly, the above equation reads (for k ∈ I):
(4.73)
∑
i,j∈I,n∈Z+
(
∂
(
Ski(∂)Qi
)
∂u
(n)
j
(
∂nPj
)
+ (−∂)n
(
∂Pj
∂u
(n)
k
(
Sji(∂)Qi
))
−∂
(
Skj(∂)Pj
)
∂u
(n)
i
(
∂nQi
)
+ (−∂)n
(
∂
(
Sij(∂)Pj
)
∂u
(n)
k
Qi
))
=
∑
i,j∈I,n∈Z+
(
Ski(∂)
(
∂Qi
∂u
(n)
j
∂nPj
)
− Skj(∂)
(
∂Pj
∂u
(n)
i
∂nQi
))
.
87
We next use Lemma 1.2 to rewrite, in the LHS of (4.73), the first term as
(4.74)
∑
i,j∈I,n∈Z+
((
∂Ski(∂)
∂u
(n)
j
Qi
)(
∂nPj
)
+ Ski(∂)
(
∂Qi
∂u
(n)
j
(
∂nPj
)))
,
the third term as
(4.75) −
∑
i,j∈I,n∈Z+
((
∂Skj(∂)
∂u
(n)
i
Pj
)(
∂nQi
)
+ Skj(∂)
(
∂Pj
∂u
(n)
i
(
∂nQi
)))
,
and the last term as
(4.76)
∑
i,j∈I,n∈Z+
(−∂)n
(
Qi
(
∂Sij(∂)
∂u
(n)
k
Pj
)
+
∂Pj
∂u
(n)
k
(
S∗ji(∂)Qi
))
.
The first term in the RHS of (4.73) cancels with the second term in (4.74), and similarly the
second term in the RHS of (4.73) cancels with the second term in (4.75). Furthermore, by
the skew-adjointness assumption on S, the second term in the LHS of (4.73) cancels with the
second term in (4.76). Hence, equation (4.73) can be rewritten as
∑
i,j∈I,n∈Z+
((
∂Ski(∂)
∂u
(n)
j
Qi
)(
∂nPj
)
−
(
∂Skj(∂)
∂u
(n)
i
Pj
)(
∂nQi
)
+ (−∂)nQi
(
∂Sij(∂)
∂u
(n)
k
Pj
))
= 0 .
Since the above identity holds for every P,Q ∈ Vℓ, we can replace ∂ acting on P by λ and ∂
acting on Q by µ. We thus get that (4.72) is equivalent to the following equation (for i, j, k ∈ I):
(4.77)
∑
n∈Z+
(
∂Ski(µ)
∂u
(n)
j
λn − ∂Skj(λ)
∂u
(n)
i
µn + (−λ− µ− ∂)n ∂Sij(λ)
∂u
(n)
k
)
= 0 .
To conclude, we just notice that, by the Definition 1.23 of the Beltrami λ-bracket, equation
(4.77) is the same as equation (3.48).
Next, we study how the notion of compatibility of Dirac structures is translated in the case
of symplectic operators. Let S : Vℓ → V⊕ℓ and T : Vℓ → V⊕ℓ be symplectic operators, and
consider the corresponding Dirac structures G(S) and G(T ). Recalling the definition (4.14), we
have
(4.78) NG(S),G(T ) =
{
X ⊕X ′ ∈ g∂ ⊕ g∂ ∣∣S(X) = T (X ′)} ,
and, similarly, recalling (4.15), we have
(4.79) N ∗G(S),G(T ) =
{
ω ⊕ ω′ ∈ Ω1 ⊕ Ω1 ∣∣ (ω,X) = (ω′,X ′) , for all X ⊕X ′ ∈ NG(S),G(T )} .
We also consider the space
(4.80) MG(S),G(T ) =
{
S(X)⊕ T (X) ∣∣X ∈ g∂} ⊂ Ω1 ⊕ Ω1 .
It is immediate to check that MG(S),G(T ) ⊂ N ∗G(S),G(T ) for every pair of symplectic operators S
and T , while the opposite inclusion is not necessarily true.
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Definition 4.31. A pair (S, T ) of symplectic operators is called strong, if
(4.81) N ∗G(S),G(T ) =MG(S),G(T ) .
Proposition 4.32. (cf. [D]) Let (S, T ) be a strong pair of symplectic operators. The following
three conditions are equivalent:
(i) G(S),G(T ) are compatible Dirac structures,
(ii) for every X,X ′, Y, Y ′ ∈ g∂ satisfying S(X) = T (X ′), S(Y ) = T (Y ′), there exists Z ∈ g∂
such that
(4.82) LX′S(Y )− LXS(Y ′) = S(Z) , LX′T (Y )− LXT (Y ′) = T (Z) .
(iii) for X1,X
′
1,X2,X
′
2,X3,X
′
3 ∈ g∂ such that S(Xi) = T (X ′i), i = 1, 2, 3, we have
(4.83)
(
LX1S(X2),X
′
3
)
+
(
LX′1S(X2),X3
)
+ (cycl. perm.) = 0 .
Proof. Recall Definition 4.12. By (4.78) and assumption (4.81), G(S) and G(T ) are compatible
Dirac structures if and only if we have
(4.84) (S(Z ′), [X,Y ])− (S(Z), [X,Y ′])− (S(Z), [X ′, Y ]) + (T (Z), [X ′, Y ′]) = 0 ,
for every X,X ′, Y, Y ′, Z, Z ′ ∈ g∂ such that
(4.85) S(X) = T (X ′) , S(Y ) = T (Y ′) , S(Z) = T (Z ′) .
Using identity (3.16), we can rewrite equation (4.84) as follows:
−(LXS(Z ′), Y )+ (LXS(Z), Y ′)+ (LX′S(Z), Y )− (LX′T (Z), Y ′)(4.86)
LX
(
S(Z ′), Y
)− LX(S(Z), Y ′)− LX′(S(Z), Y )+ LX′(T (Z), Y ′) = 0 .
By equations (4.85) and the skew-adjointness of the operators S and T , we have (S(Z ′), Y ) =
(S(Z), Y ′) and (S(Z), Y ) = (T (Z), Y ′), hence the last four terms in the LHS of (4.86) cancel.
Equation (4.86) then reads
(4.87)
(
LX′S(Z)− LXS(Z ′), Y
)
=
(
LX′T (Z)− LXT (Z ′), Y ′
)
.
Since the above equation holds for every Y, Y ′ ∈ g∂ such that S(Y ) = T (Y ′), by assumption
(4.81), it is equivalent to saying that there exists an element W ∈ g∂ such that LX′S(Z) −
LXS(Z
′) = S(W ), LX′T (Z) − LXT (Z ′) = T (W ). If we replace Z by Y and W by Z, these
equations are the same as (4.82). This proves the equivalence of conditions (i) and (ii). Next,
we prove that equation (4.87) is equivalent to condition (iii). Since S and T are symplectic
operators, we have, by the integrability condition (4.71), that(
LXS(Z
′), Y
)
= −(LZ′S(Y ),X) − (LY S(X), Z ′) ,(
LX′T (Z), Y
′
)
= −(LZT (Y ′),X ′)− (LY ′T (X ′), Z) .
Using the above identities, equation (4.87) becomes(
LZ′S(Y ),X
)
+
(
LY S(X), Z
′
)
+
(
LX′S(Z), Y
)
+
(
LXT (Z
′), Y ′
)
+
(
LZT (Y
′),X ′
)
+
(
LY ′T (X
′), Z
)
= 0 ,
which is the same as equation (4.83) for X1 = X, X2 = Z, X3 = Y , and similarly for X
′
i, i =
1, 2, 3.
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Definition 4.33. A strong pair (S, T ) of symplectic operators which satisfies one of the equiv-
alent conditions (i)–(iii) of Proposition 4.32 is called a bi-symplectic pair.
In view of Proposition 4.32, we get the following corollaries of Theorem 4.13, Proposition
4.16 and Corollary 4.17, which translate the Lenard scheme of integrability in the symplectic
case.
Theorem 4.34. Let V be an algebra of differential functions in the variables {ui}i∈I , and let
S(∂), T (∂) be two symplectic operators given by differential operators: Vℓ → V⊕ℓ. Suppose
moreover that {Pn}0≤n≤N ⊂ Vℓ is an (S, T )-sequence, namely
S(∂)Pn+1 = T (∂)Pn, n = 0, . . . , N − 1 .
(a) If the orthogonality condition(
SpanC{Pn}0≤n≤N
)⊥ ⊂ Im S(∂)
hods, then we can extend the sequence {Pn}0≤n≤N to an infinite (S, T )-sequence {Pn}n∈Z+ .
(b) Suppose in addition that (S, T ) is a bi-symplectic pair, and that it satisfies the following
non-degeneracy condition: if, for some F ∈ V⊕ℓ, ∫Q · (DF (∂) − D∗F (∂))P = 0 for all
P,Q ∈ Vℓ such that T (∂)P, T (∂)Q ∈ Im (S(∂)), then DF (∂) − D∗F (∂) = 0. Suppose,
moreover, that
S(∂)P 0 =
δ
∫
h0
δu
, T (∂)P 0 =
δ
∫
h1
δu
,
for some local functionals
∫
h0,
∫
h1 ∈ V/∂V. Then all elements Fn = S(∂)Pn, n ∈ Z+,
are closed, namely DFn(∂) = D
∗
Fn(∂). In particular, if the algebra V is normal, then they
are all exact, namely there exist local functionals
∫
hn ∈ V/∂V such that
Fn = S(∂)Pn =
δ
∫
hn
δu
, n ∈ Z+ .
These local functionals are in involution with respect to both Lie brackets associated to S
and T (cf. (4.11)):{∫
hm,
∫
hn
}
S
=
{∫
hm,
∫
hn
}
T
= 0 , for all m,n ∈ Z+ .
(c) Suppose, in addition, that Ker (S) ∩ Ker (T ) = 0. Then the evolutionary vector fields
XPn , n ∈ Z+, commute, hence the equations of the hierarchy
du
dtn
= Pn, n ∈ Z+ ,
are compatible, and the local functionals in involution
∫
hn are their integrals of mo-
tion. Thus, this hierarchy is integrable, provided that the set {Fn}n∈Z+ spans an infinite-
dimensional space.
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4.9 The potential KdV hierarchy. Let V = C[u, u′, u′′, . . . ], and consider the following
pair of differential operators on V (c ∈ C):
(4.88) S(∂) = ∂ , T (∂) = u′′ + 2u′∂ + c∂3 = 2(u′)1/2∂ ◦ (u′)1/2 + c∂3 .
Proposition 4.35. (a) (S, T ) form a bi-symplectic pair (cf. Definition 4.33).
(b) The pair (S, T ) satisfies the following non-degeneracy condition (cf. Theorem 4.34(b)): if
(4.89)
∫
Q ·M(∂)P = 0 ,
where M(∂) is a differential operator, for all P,Q ∈ V such that T (∂)P, T (∂)Q ∈ Im S(∂),
then M(∂) = 0.
Proof. We already know, from Example 3.13, that S(∂) and T (∂) are symplectic operators.
We want to prove that the pair (S, T ) is strong (cf. Definition 4.31). Let F ⊕ G ∈ N ∗
G(S),G(T ),
namely
(4.90)
∫
FP =
∫
GQ ,
whenever
(4.91) ∂P = c∂3Q+ 2∂(u′Q)− u′′Q .
We need to prove that F ⊕G ∈ MG(S),G(T ), namely that there exists R ∈ V such that
(4.92) F = ∂R , G = c∂3R+ 2u′∂R+ u′′R .
Equation (4.91) implies that u′′Q ∈ ∂V, namely Q = 1u′′ ∂f for some f ∈ V. Hence, all pairs
(P,Q) solving (4.91) are of the form
(4.93) P = c∂2
(∂f
u′′
)
+ 2
u′
u′′
∂f − f , Q = ∂f
u′′
,
for some f ∈ V such that
(4.94) ∂f ∈ u′′V .
Equation (4.90), combined with (4.93), gives, after integration by parts, that
(4.95)
∫
f
{
c∂
(∂2F
u′′
)
+ ∂
( u′
u′′
F
)
+ F − ∂
( G
u′′
)}
= 0 .
Note that the space of elements f ∈ V satisfying condition (4.94) contains the ideal generated
by (u′′)2. Hence, we can use Proposition 1.3(b) to conclude, from (4.95), that
(4.96) c∂
(∂2F
u′′
)
+ ∂
( u′
u′′
F
)
+ F = ∂
( G
u′′
)
.
It immediately follows from (4.96) that F = ∂R for some R ∈ V. If we combine this fact with
equation (4.96), we easily get that F and G have the form (4.92).
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In order to prove part (a) we are left to prove that the pair (S, T ) satisfies condition (ii) in
Proposition 4.32. Let P0, P1, Q0, Q1 ∈ V be such that
(4.97) S(∂)P0 = T (∂)P1 , S(∂)Q0 = T (∂)Q1 .
According to condition (ii), we need to find R ∈ V such that
LXP1
(
S(∂)Q0
)− LXP0 (S(∂)Q1) = S(∂)R ,
LXP1
(
T (∂)Q0
)− LXP0 (T (∂)Q1) = T (∂)R .
Using (3.47) the above equations can be rewritten as follows
(4.98)
DS(∂)Q0(∂)P1 −DS(∂)Q1(∂)P0 +D∗P1(∂)S(∂)Q0 −D∗P0(∂)S(∂)Q1 = S(∂)R ,
DT (∂)Q0(∂)P1 −DT (∂)Q1(∂)P0 +D∗P1(∂)T (∂)Q0 −D∗P0(∂)T (∂)Q1 = T (∂)R .
In order to check these equations we use the fact that the pairs (P0, P1) and (Q0, Q1) are of
the form (4.93), and Lemma 1.8. A long but straightforward computation, which is left to the
reader, shows that equations (4.98) hold for
R = DQ0(∂)P1 −DQ1(∂)P0 + P1∂Q1 −Q1∂P1 .
Let us next prove part (b). Recall from the above discussion that Q ∈ V is such that
T (∂)Q ∈ Im S(∂) if and only if Q = 1u′′ ∂f for some f ∈ V satisfying condition (4.94) (in
particular, for every element of the ideal of V generated by (u′′)2). By Proposition 1.3(b),
condition (4.89) implies that M(∂)∂fu′′ = 0, for every f ∈ V satisfying (4.94), and this of course
implies that M(∂) = 0, as we wanted.
Let P 0 = 1, P 1 = u′. We clearly have S(∂)P 1 = T (∂)P 0, namely {P 0, P 1} is an (S, T )-
sequence. Moreover, we have
(
SpanC{P 0, P 1}
)⊥ ⊂ (P 0)⊥ = ∂V = Im S(∂), namely the or-
thogonality condition in Theorem 4.34(a) holds. We also have S(∂)P 0 = δh0δu , S(∂)P
1 = δh1δu ,
for
∫
h0 = 0 and
∫
h1 = −12
∫
(u′)2. Hence, all the assumptions of Theorem 4.34 hold, and we
can extend {P 0, P 1} to an infinite sequence {Pn}n∈Z+ , such that S(∂)Pn = T (∂)Pn−1 = δhnδu ,
for some local functionals
∫
hn ∈ V/∂V. This gives us an infinite hierarchy of Hamiltonian
equations associated to both symplectic operators S(∂) and T (∂) (n ∈ Z+):
(4.99)
du
dt
= Pn ,
for which all local functionals
∫
hm, m ∈ Z+ are integrals of motion.
It is easy to compute the first few terms of the sequence {Pn, ∫ hn}n∈Z+ . In fact the whole
sequence Pn, n ∈ Z+, can be obtained inductively by P 0 = 1 and the recursive equation
(4.100) ∂Pn+1 = c∂3Pn + 2u′∂Pn + u′′Pn ,
while the local functionals
∫
hn, n ∈ Z+, are obtained by solving the variational problem
δhn
δu
= ∂Pn .
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We then get
P 1 = u′ ,
∫
h1 = −1
2
∫
(u′)2 , P 2 = cu′′′ +
3
2
(u′)2 ,
∫
h2 =
∫ ( c
2
(u′′)2 − 1
2
(u′)3
)
,
P 3 = c2u(5) + 5cu′u′′′+
5
2
c(u′′)2+
5
2
(u′)3 ,
∫
h3 =
∫ (
− 1
2
c2(u′′′)2 +
5
2
cu′(u′′)2 − 5
8
(u′)4
)
· · ·
The corresponding Hamiltonian equations are as follows:
du
dt1
= u′ ,
du
dt2
= cu′′′ +
3
2
(u′)2 ,
du
dt3
= c2u(5) + 5cu′u′′′ +
5
2
c(u′′)2 +
5
2
(u′)3, . . .
The second evolution equation above is known as the potential KdV-equation.
We claim that (4.99) is an integrable hierarchy of evolution equations and hence, in par-
ticular, the potential KdV equation is integrable (see Definition 4.11). First, the elements
Fn = ∂Pn, n ≥ 1, are linearly independent, since, by the recurrence formula (4.100), the high-
est degree term (in u, u′, . . . ) in Pn is obtained by putting c = 0. In this case the recurrence
equation (4.100) can be solved explicitly:
Pnc=0 =
(2n− 1)!!
n!
(u′)n ,
and the corresponding integrable hierarchy
du
dtn
= (u′)n
may be called the dispersionless pKdV hierarchy. We thus get Pn = Pnc=0+ terms of lower
degree. The linear independence of the Fn’s follows immediately. Finally the evolutionary
vector fields Pn commute since Ker
(
S(∂)
) ∩Ker (T (∂)) = 0.
4.10 The KN hierarchy. Let V be an algebra of differential functions in one variable in
which u′ is invertible, for example V = C[u, (u′)±1, u′′, . . . ]. Consider the following pair of
differential operators on V (c ∈ C):
S(∂) = (u′)−1∂ ◦ (u′)−1 , T (∂) = ∂ ◦ (u′)−1∂ ◦ (u′)−1∂ .
Recall from Example 3.14 that S(∂) and T (∂) are symplectic operators.
Proposition 4.36. (S, T ) form a bi-symplectic pair, and the non-degeneracy condition of
Proposition 4.35(b) holds.
Proof. The proof is similar to the proof of Proposition 4.35 and it is left to the reader.
As usual, in order to find an integrable hierarchy, it is convenient to start from the kernel
of S(∂). Let then P 0 = u′, so that S(∂)P 0 = 0. We have the following identities, which can be
checked directly,
∂
( 1
u′
∂
( 1
u′
∂u′
))
=
δ
δu
(1
2
(u′′)2
(u′)2
)
=
1
u′
∂
(u′′′
u′
− 3
2
(u′′)2
(u′)2
)
=
u(4)
(u′)2
− 4u
′′u′′′
(u′)3
+ 3
(u′′)3
(u′)4
.
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These identities can be rewritten in the form T (∂)P 0 = S(∂)P 1 = δh1δu , where P
1 = u′′′ −
3
2
(u′′)2
u′ and
∫
h1 =
1
2
∫ (u′′)2
(u′)2
. In particular, {P 0, P 1} is an (S, T )-sequence. Moreover, we
have
(
SpanC{P 0, P 1}
)⊥ ⊂ (P 0)⊥ = 1u′∂V = Im S(∂), hence the orthogonality condition in
Theorem 4.34(a) holds. Therefore all the assumptions of Theorem 4.34 hold, and we can
extend {P 0, P 1} to an infinite sequence {Pn}n∈Z+ , such that S(∂)Pn = T (∂)Pn−1 = δhnδu ,
for some local functionals
∫
hn ∈ V/∂V. This gives us an infinite hierarchy of Hamiltonian
equations associated to both symplectic operators S(∂) and T (∂) for which all local functionals∫
hm, m ∈ Z+ are integrals of motion. The 1-st equation of the hierarchy, associated to P 1, is
du
dt1
= u′′′ − 3
2
(u′′)2
u′
,
which is known as the Krichever-Novikov (KN) equation.
To prove integrability of the KN equation (and of the whole hierarchy dudtn = P
n), it suffices to
show that the elements Fn = S(∂)Pn, n ≥ 1, are linearly independent. For this, we notice that,
by the recurrence relation S(∂)Pn+1 = T (∂)Pn, the elements Pn have the form Pn = u(2n+1)+
terms of lower differential order. The linear independence of Pn, n ≥ 0, and hence of Fn, n ≥ 1,
follows immediately. Finally the evolutionary vector fields Pn commute since Ker
(
S(∂)
)
= Cu′,
and therefore Ker
(
S(∂)
) ∩Ker (T (∂)) = 0.
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