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In this paper, we establish the strong convergence of possible solutions to the following
nonhomogeneous second order evolution system⎧⎨
⎩
u′′(t)+ cu′(t) ∈ Au(t)+ f (t) a.e. t ∈ (0,+∞),
u(0) = u0, sup
t0
∣∣u(t)∣∣< +∞
to an element of A−1(0), with an exponential rate of convergence when f ≡ 0, where A
is a general maximal monotone operator in a real Hilbert space H , c > 0 is a real constant
and f :R+ → H is a given function. We show also that the curve u is almost nonexpansive,
and present some applications of our result.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let H be a real Hilbert space with inner product (.,.) and norm | . |. We denote strong convergence in H by →, and
weak convergence by ⇀. u′(t) (resp. u′′(t)) denotes dudt (t) (resp.
d2u
dt2
(t)). A (nonlinear) possibly multivalued operator in H is
a nonempty subset A of H × H . A is said to be monotone if (y2 − y1, x2 − x1) 0 for all [xi, yi] ∈ A, i = 1,2. A is maximal
monotone if A is monotone and R(I + A) = H, where I is the identity operator on H . See [3,4] for more details.
Existence, as well as asymptotic behavior of solutions to second order evolution systems of the form
⎧⎨
⎩
u′′(t) ∈ Au(t) a.e. on R+,
u(0) = u0, sup
t0
∣∣u(t)∣∣< +∞ , (1)
were studied by many authors, among them, by Barbu [3], Bruck [5], Morosanu [13,14], Mitidieri [11,12], Poffald and Re-
ich [15,16], and the references therein. Véron [17] showed that even for A = ∂ϕ , solutions to (1) may not converge strongly
as t → +∞, although they always converge weakly.
In this paper, we study the strong convergence of possible solutions to the following nonhomogeneous second order
evolution system
* Corresponding author.
E-mail addresses: behzad@math.utep.edu (B. Djafari Rouhani), hkhatibzadeh@znu.ac.ir (H. Khatibzadeh).
1 This research was in part supported by a grant from IPM (No. 87470012).0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.09.057
B. Djafari Rouhani, H. Khatibzadeh / J. Math. Anal. Appl. 363 (2010) 648–654 649⎧⎨
⎩
u′′(t) + cu′(t) ∈ Au(t) + f (t) a.e. on R+,
u(0) = u0, sup
t0
∣∣u(t)∣∣< +∞, (2)
where A is a general maximal monotone operator in H , and c > 0. With suitable conditions on f , we show that the solution
always converges strongly to an element of A−1(0), actually with an exponential rate of convergence in the homogeneous
case ( f (t) ≡ 0). This study is motivated as a continuation of our previous work in [8–10], where the asymptotic behavior of
solutions to (2) was investigated for c  0. Only weak convergence of solutions occurs in general in this case, and nothing
was known about the case c > 0. Amazingly, here we are able to prove the strong convergence of solutions for the case
c > 0, therefore giving also a strongly convergent process for approximating the zeros of a maximal monotone operator.
It is also worth mentioning that besides the applications of our results to partial differential equations and optimization
problems mentioned in Sections 3 and 4, our results are new even for the one-dimensional case of ordinary differential
equations (where of course weak and strong convergence coincide), such as e.g. bounded solutions to the following ordinary
differential equation: u′′(t) + 2u′(t) = u(t)3 − exp(−6t), u(0) = 1.
Existence theorems for (2) were studied by Véron [18,19] for f (t) ≡ 0, and by Apreutesei [1,2] for appropriate func-
tions f .
Throughout the paper we assume that f satisﬁes the following assumption:
There exists t0 > 0 such that
+∞∫
t0
t
∣∣ f (t)− f∞∣∣dt < +∞ (3)
(i.e. t( f (t) − f∞) ∈ L1((t0,+∞); H)), for some f∞ ∈ H . By replacing f (t) by f (t) − f∞ , and A by A + f∞ , we may assume
without loss of generality that f∞ = 0. Now we recall and introduce some notations and deﬁnitions we shall use in what
follows.
Deﬁnition 1.1. A curve u in H is a function u ∈ C([0,+∞[, H). We denote σT := 1T
∫ T
0 u(t)dt for T > 0.
Deﬁnition 1.2. By a solution u to (2) we mean a function u ∈ C([0, T ]; H)∩ H2loc((0, T ); H) for every T > 0, that satisﬁes (2)
for a.e. t ∈R+ .
We note that in this case u and u′ are absolutely continuous functions on each compact subinterval of R+ .
Deﬁnition 1.3. The curve u in H is said to be almost nonexpansive if∣∣u(t + h)− u(s + h)∣∣2  ∣∣u(t) − u(s)∣∣2 + ε(s, t), ∀s, t,h  0,
where lims,t→+∞ ε(s, t) = 0. See [6,7].
2. Strong convergence theorem
In this section we establish the strong convergence of possible solutions to (2) as t → +∞, to an element of A−1(0).
First we prove the following lemmas.
Lemma 2.1. Assume h :R+ →R is bounded above and absolutely continuous on every compact subinterval. Then
lim inf
t→+∞ h
′(t) 0.
Proof. Suppose to the contrary that lim inft→+∞ h′(t) λ > 0. Integrating on [t0, t], we get
h(t)− h(t0) λ(t − t0).
Letting t → +∞, we get a contradiction. 
Lemma 2.2. Assume h : R+ → R is bounded above and h and h′ are absolutely continuous on every compact subinterval. If there
exists t0 such that h′′(t)−g(t) for all t  t0 , where g(t) 0 for all t  t0 , then
h(t) h(s) +
∞∫
s
rg(r)dr
for all t  s t0 .
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h′(t1) h′(t2) +
t2∫
t1
g(r)dr.
Taking lim inf as t2 → +∞, by Lemma 2.1, we get
h′(t1)
+∞∫
t1
g(r)dr.
Integrating from t1 = s > t0 to t1 = t , we get
h(t)− h(s)
t∫
s
dt1
+∞∫
t1
g(r)dr 
+∞∫
s
rg(r)dr.
This proves the lemma. 
Lemma 2.3. Assume u is a solution to (2). Then there exists p ∈ H such that:(
d2u
dt2
(t) + c du
dt
(t) − f (t),u(t) − p
)
 0, for a.e. t ∈R+. (4)
Proof. Let u be a solution to (2), and let t ∈R+ be ﬁxed so that u(t) satisﬁes (2). Then by the monotonicity of A, we get:(
u′′(t) + cu′(t) − f (t),u(t) − 1
T
T∫
t0
u(s)ds
)
 1
T
T∫
t0
(
u′′(s) + cu′(s) − f (s),u(t) − u(s))ds
= 1
T
T∫
t0
[
d
ds
(
u′(s),u(t) − u(s))+ ∣∣u′(s)∣∣2 − c
2
d
ds
∣∣u(t) − u(s)∣∣2 − ( f (s),u(t) − u(s))]ds
 1
T
[(
u′(T ),u(t) − u(T ))− (u′(t0),u(t) − u(t0))− c
2
∣∣u(t) − u(T )∣∣2 + c
2
∣∣u(t) − u(t0)∣∣2
]
− 1
T
T∫
t0
M
∣∣ f (s)∣∣ds,
where M := supst0 |u(t)− u(s)|. Integrating the above inequality from T = ξ to T = T ′ and dividing by T ′ , we get(
u′′(t) + cu′(t) − f (t),u(t) − 1
T ′
T ′∫
ξ
σT dT +
∫ t0
0 u(s)ds
T ′
T ′∫
ξ
dT
T
)
 1
T ′
T ′∫
ξ
[−1
2T
d
dT
∣∣u(t) − u(T )∣∣2 − 1
T
(
u′(t0),u(t) − u(t0)
)
− c
2T
∣∣u(t) − u(T )∣∣2 + c
2T
∣∣u(t) − u(t0)∣∣2 − 1
T
T∫
t0
M
∣∣ f (s)∣∣ds]dT .
There exists a sequence {T ′n} such that
1
T ′n
T ′n∫
ξ
σT dT ⇀ p
as n → +∞. Replacing T ′ by {T ′n} and letting n → +∞, after integration by parts we get:
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u′′(t) + cu′(t) − f (t),u(t) − p) 0,
where p is a weak cluster point of 1T ′
∫ T ′
ξ
σT dT . 
Theorem 2.4. Let u be a solution to (2). Then u(t) → p as t → +∞, where p ∈ A−1(− f∞).
Proof. Without loss of generality we assume f∞ = 0. Let h > 0 be ﬁxed. Then from (2) and the monotonicity of A, we have(
u′′(t + h)− u′′(t),u(t + h) − u(t))+ c(u′(t + h)− u′(t),u(t + h) − u(t))

(
f (t + h) − f (t),u(t + h)− u(t))−∣∣ f (t + h)− f (t)∣∣∣∣u(t + h) − u(t)∣∣
−M∣∣ f (t + h)− f (t)∣∣−M∣∣ f (t + h)∣∣− M∣∣ f (t)∣∣,
where M = supt0|u(t + h)− u(t)|. Then
d2
dt2
(∣∣u(t + h)− u(t)∣∣2 + c
t∫
0
∣∣u(s + h)− u(s)∣∣2 ds
)
−2M∣∣ f (t + h)∣∣− 2M∣∣ f (t)∣∣. (5)
First we show that
t∫
0
∣∣u(s + h)− u(s)∣∣2 ds
is bounded from above. From (4), we get
∣∣u(s + h)− u(s)∣∣2 
( s+h∫
s
∣∣u′(r)∣∣dr
)2
 h
s+h∫
s
∣∣u′(r)∣∣2 dr
 h
2
s+h∫
s
(
d2
dr2
∣∣u(r) − p∣∣2 + c d
dr
∣∣u(r) − p∣∣2 − ( f (r),u(r) − p))dr
 h
2
[
d
ds
∣∣u(s + h) − p∣∣2 − d
ds
∣∣u(s) − p∣∣2 + c∣∣u(s + h)− p∣∣2 − c∣∣u(s) − p∣∣2 + M
s+h∫
s
∣∣ f (r)∣∣dr
]
,
where M = suptt0 |u(t) − p|. Integrating the above inequality on [0, t], we get
t∫
0
∣∣u(s + h)− u(s)∣∣2 ds h
2
[∣∣u(t + h)− p∣∣2 − ∣∣u(h)− p∣∣2 − ∣∣u(t) − p∣∣2 + ∣∣u(0) − p∣∣2 + c
t∫
0
∣∣u(s + h)− p∣∣2 ds
− c
t∫
0
∣∣u(s) − p∣∣2 ds + M
t∫
0
ds
s+h∫
s
∣∣ f (r)∣∣dr
]
 h
2
[∣∣u(t + h)− p∣∣2 + ∣∣u(0) − p∣∣2 + c
t+h∫
t
∣∣u(s) − p∣∣2 ds − c
h∫
0
∣∣u(s) − p∣∣2 ds
+ M
( t∫
0
r
∣∣ f (r)∣∣dr +
t+h∫
t
h
∣∣ f (r)∣∣dr
)]
 R < +∞.
Therefore
∣∣u(t + h)− u(t)∣∣2 + c
t∫
0
∣∣u(s + h)− u(s)∣∣2 ds
is bounded from above, hence by (5) and Lemma 2.2, we have
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t∫
0
∣∣u(r + h)− u(r)∣∣2 dr  ∣∣u(s + h) − u(s)∣∣2 + c
s∫
0
∣∣u(r + h)− u(r)∣∣2 dr
+ 4M
+∞∫
s
r
∣∣ f (r)∣∣dr. (6)
Hence
∣∣u(t + h)− u(t)∣∣2  ∣∣u(s + h)− u(s)∣∣2 + 4M
+∞∫
s
r
∣∣ f (r)∣∣dr. (7)
This implies that u is almost nonexpansive. From (6) we also get:
c
t∫
s
∣∣u(r + h)− u(r)∣∣2 dr  ∣∣u(s + h)− u(s)∣∣2 − ∣∣u(t + h) − u(t)∣∣2 + 4M
+∞∫
s
r
∣∣ f (r)∣∣dr.
Then integrating (7) on [s, t], and using the above inequality, we get:
c
∣∣u(t + h) − u(t)∣∣2(t − s) − 4Mc
t∫
s
dr
+∞∫
r
r′
∣∣ f (r′)∣∣dr′  ∣∣u(s + h)− u(s)∣∣2 + 4M
+∞∫
s
r
∣∣ f (r)∣∣dr.
Then we obtain
∣∣u(t + h)− u(t)∣∣2  |u(s + h)− u(s)|2
c(t − s) +
4M
t − s
+∞∫
s
r
∣∣ f (r)∣∣dr + 4M
c(t − s)
+∞∫
s
r
∣∣ f (r)∣∣dr.
Hence u(t) is a Cauchy net in H . Therefore u(t) converges strongly as t → +∞, to some p ∈ H .
Now we prove that 0 ∈ A−1(− f∞). Suppose that [x, y] ∈ A. By the monotonicity of A and (2) we get
(
x− u(t), y) (x− u(t),u′′(t) + cu′(t) − f (t)) d
dt
(
x− u(t),u′(t))− c
2
d
dt
∣∣x− u(t)∣∣2 − (x− u(t), f (t)).
Integrating the above inequality on [t0, T ] and dividing by T , we get
T − t0
T
(x, y + f∞) − 1
T
( T∫
t0
u(t)dt, y + f∞
)
 1
T
(
x− u(T ),u′(T ))− 1
T
(
x− u(t0),u′(t0)
)
− c
2T
∣∣x− u(T )∣∣2 + c
2T
∣∣x− u(t0)∣∣2 − K
T
T∫
t0
∣∣ f (t)− f∞∣∣dt,
where K = suptt0 |u(t) − x|. Letting T → +∞, by Lemma 2.1 we obtain (x − p, y + f∞)  0. Now the maximality of A
implies that 0 ∈ A−1(− f∞). 
Remark 2.1. In the homogeneous case ( f (t) ≡ 0), by (5)
g(t) := ∣∣u(t + h) − u(t)∣∣2 + c
t∫
0
∣∣u(s + h) − u(s)∣∣2 ds
is convex. Since g(t) is bounded from above, then g(t) is nonincreasing and g′(t) 0. If u is nonconstant we get
d
dt
(
ln
∣∣u(t + h) − u(t)∣∣2)−c ⇒ ln∣∣u(t + h)− u(t)∣∣2 − ln∣∣u(h)− u(0)∣∣2 −ct
⇒ ∣∣u(t + h) − u(t)∣∣2  e−ct∣∣u(h)− u(0)∣∣2 ⇒ ∣∣u′(t)∣∣ ∣∣u′(0)∣∣e− c2 t,
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T→+∞
∣∣u(t) − u(T )∣∣= lim
T→+∞
∣∣∣∣∣
T∫
t
u′(s)ds
∣∣∣∣∣ limT→+∞
T∫
t
∣∣u′(s)∣∣ds

∣∣u′(0)∣∣ lim
T→+∞
T∫
t
e−
c
2 s ds = −2
c
∣∣u′(0)∣∣ lim
T→+∞
(
e−
c
2 T − e− c2 t)= 2
c
∣∣u′(0)∣∣e− c2 t .
Therefore |u′(t)| = O (e− c2 t) and |u(t) − p| = O (e− c2 t).
3. Example
Let H = L2(Ω) where Ω ⊆ Rn is a bounded domain with smooth boundary Γ . Let j : R→ (−∞,+∞] be a proper,
convex and lower semicontinuous function, and β = ∂ j. We assume for simplicity that 0 ∈ β(0). Deﬁne
Au = −u = −
n∑
i=1
∂2u
∂x2i
with
D(A) =
{
u ∈ H2(Ω), −∂u
∂η
(x) ∈ β(u(x)), a.e. on Γ },
where ( ∂u
∂η (x)) is the outward normal derivative to Γ at x ∈ Γ . It is known that A = ∂φ, where φ : L2(Ω) → (−∞,+∞], is
the functional:
φ(u) =
{ 1
2
∫
Ω
|∇u|2 dx+ ∫
Γ
β(u(x))dσ , if u ∈ H1(Ω) and β(u) ∈ L1(Γ ),
+∞, otherwise.
Consider the following equation⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂2u
∂t2
(t, x) + c ∂u
∂t
(t, x) +
∑
i
∂2u
∂x2i
(t, x) = f (t, x) a.e. on R+ × Ω,
− ∂u
∂η
(t, x) ∈ βu(t, x) a.e. on R+ × Γ,
u(0, x) = u0(x) a.e. on Ω,
where c > 0, and f satisﬁes (3) with f∞ = 0. Then Theorem 2.4 implies the strong convergence of u(t, .) to a minimizer
of φ.
4. Application to a ﬁrst order evolution equation
Assume that A is maximal monotone and u is a solution to (2) with f (t) ≡ 0. We deﬁne the semigroup {Sc(t) : D(A) →
D(A); t  0} by Sc(t)x := u(t) (where u(0) = x in (2)). Then {Sc(t): t  0} is a nonexpansive semigroup on D(A). Therefore
its inﬁnitesimal generator is −B0c , where B0c is the minimal section of a maximal monotone operator Bc (see for example
[13, p. 66]).
Now we have the following theorem on the asymptotic behavior of the solution to the following ﬁrst order evolution
equation{
u′(t) + Bcu(t)  f (t),
u(0) = x. (8)
Theorem 4.1. Assume that u(t) is a solution to (8), where f ∈ L1((0,+∞); H), and the semigroup Sc(t) deﬁned above is generated
by −Bc . Then u(t) → p ∈ B−1c (0) as t → +∞.
Proof. In (8), if f (t) ≡ 0, by Theorem 2.4 u(t) → p ∈ A−1(0) = B−1c (0). Now the theorem is proved by using [13, Theo-
rem 1.3, p. 77]. 
Remark 4.1. When c = 0, the operator B0 deﬁned above is called the square root of A (see e.g. [13, p. 66]). For c > 0, we
may call Bc , a solution of the quadratic operator equation: B2c − cBc − A = 0, or, cI+
√
c2 I+4A
2 := Bc . Then, Theorem 4.1 gives
the asymptotic behavior of solutions to the dissipative system (8) associated to Bc .
654 B. Djafari Rouhani, H. Khatibzadeh / J. Math. Anal. Appl. 363 (2010) 648–654Acknowledgments
The authors are grateful to the referees for their valuable comments and suggestions.
References
[1] N.C. Apreutesei, Nonlinear Second Order Evolution Equation of Monotone Type, Pushpa Publishing House, Allahabad, India, 2007.
[2] N.C. Apreutesei, Second-order differential equations on half-line associated with monotone operators, J. Math. Anal. Appl. 223 (1998) 472–493.
[3] V. Barbu, Nonlinear Semigroups and Differential Equations in Banach Spaces, Noordhoff International Publishing, Leiden, 1976.
[4] H. Brézis, Opérateurs maximaux monotones et semi-groupes de contractions dans les espaces de Hilbert, North-Holland Math. Stud., vol. 5, North-
Holland Publishing, Amsterdam/London, 1973.
[5] R.E. Bruck, Asymptotic convergence of nonlinear contraction semigroups in Hilbert spaces, J. Funct. Anal. 18 (1975) 15–26.
[6] B. Djafari Rouhani, Asymptotic behaviour of quasi-autonomous dissipative systems in Hilbert spaces, J. Math. Anal. Appl. 147 (1990) 465–476.
[7] B. Djafari Rouhani, Asymptotic behaviour of almost nonexpansive sequences in a Hilbert space, J. Math. Anal. Appl. 151 (1990) 226–235.
[8] B. Djafari Rouhani, H. Khatibzadeh, Asymptotic behavior of bounded solutions to some second order evolution systems, Rocky Mountain J. Math., in
press.
[9] B. Djafari Rouhani, H. Khatibzadeh, Asymptotic behavior of bounded solutions to a nonhomogeneous second order evolution equation of monotone
type, Nonlinear Anal., in press.
[10] B. Djafari Rouhani, H. Khatibzadeh, Asymptotic behavior of bounded solutions to a class of second order nonhomogeneous evolution equations, Non-
linear Anal. 70 (2009) 4369–4376.
[11] E. Mitidieri, Asymptotic behaviour of some second order evolution equations, Nonlinear Anal. 6 (1982) 1245–1252.
[12] E. Mitidieri, Some remarks on the asymptotic behaviour of the solutions of second order evolution equations, J. Math. Anal. Appl. 107 (1985) 211–221.
[13] G. Morosanu, Nonlinear Evolution Equations and Applications, Editura Academiei Romane/D. Reidel Publishing Company, Bucharest, 1988.
[14] G. Morosanu, Asymptotic behaviour of solutions of differential equations associated to monotone operators, Nonlinear Anal. 3 (1979) 873–883.
[15] E.I. Poffald, S. Reich, An incomplete Cauchy problem, J. Math. Anal. Appl. 113 (1986) 514–543.
[16] E.I. Poffald, S. Reich, A quasi-autonomous second-order differential inclusion, in: Trends in the Theory and Practice of Nonlinear Analysis, North-Holland,
Amsterdam, 1985, pp. 387–392.
[17] L. Véron, Un exemple concernant le comportement asymptotique de la solution bornée de l’équation d
2u
dt2
∈ ∂ϕ(u), Monatsh. Math. 89 (1980) 57–67.
[18] L. Véron, Problèmes d’évolution du second ordre associés à des opérateurs monotones, C. R. Acad. Sci. Paris Sér. A 278 (1974) 1099–1101.
[19] L. Véron, Equations d’évolution du second ordre associées àdes opérateurs maximaux monotones, Proc. Roy. Soc. Edinburgh Sect. A 75 (1975/1976)
131–147.
