The high school exit exam (HSEE) is rapidly becoming a standardized assessment procedure for educational accountability in the United States. I use a unique state-specific dataset to identify the effect of failing the HSEE on the likelihood that a student drops out early based on a Regression Discontinuity design. It shows that students who barely fail the exam are more likely to exit than those who barely pass despite being offered retest opportunities. The discontinuity amounts to a large proportion of the dropout probability of barely-failers, particularly for minority and low-income students, suggesting that the potential benefit of raising educational standards might come at the cost of increasing inequalities in the educational system.
Introduction
Many states in the U.S. require high school students to pass an exit exam as a graduation requirement. The exit exam is rapidly becoming a standardized assessment procedure for educational accountability. In 2006, high school students in 22 states were required to pass an exit exam to obtain their high school diplomas. Most states are phasing in exit exams and some have implemented more rigorous exams than the more traditional Minimum Competency Exams (MCE), adopting Standards-Based Exams (SBE) and End-of-Course exams (EOC) 1 . These High School Exit Exams (HSEE) are more prevalent in states with higher percentages of economically disadvantaged and minority students. Not surprisingly, the graduation rates of black and Hispanic students and students from low-income families are much lower than those of white students (Center on Education Policy 2 , 2006).
HSEEs were introduced to verify that graduating students in high school had mastered the core curriculum (CEP, 2004) . However, it has been suggested that such high stakes exams have adverse impacts that prompt minority and low-achieving students to leave high school early (CEP, 2006; Garcia and Gopal, 2003; Jacob, 2001; Warren, Jenkins, and Kulick, 2006) .
Furthermore, despite the vast and rapid adoption of the policy, there is very little causal research on the benefits of the HSEE including whether the exam effectively raises students' academic skills. On the other hand, most of the existing literature on HSEE show mixed evidence on the association between state HSEE policy and state level dropout and graduation rates 3 . Martorell (2004) first explored the causal relationship between failing the HSEE and various student level academic outcomes. He concluded that the HSEE in Texas in the 1990s does not discourage test failers to drop out early, but failing the exam 4 reduces post-secondary attainments.
This paper presents new empirical evidence 5 on whether failing the high school exit exam increases the chance of exiting from high school prior to high school completion. More importantly, I discuss the potentially different impacts of failing the HSEE on students with limited English proficiency, racial minorities and low-income students. This paper also intends to quantify the magnitude to which different testing subjects might affect student dropouts that previous studies have not addressed. I take advantage of a new longitudinal data 1 These are three types of HSEE. MCE focus on basic skills below the high school level and SBE and EOC are aligned with high-school-level standards. Details are in the next section. 2 CEP hereafter. 3 Some papers use student level data such as Jacob (2001) and Griffin and Heidorn (1996) . 4 Martorell (2004) only finds statistically significant results in the last retest. 5 There is concurrent and independent work on the same topic which I have recently become aware of. Please see literature review for a detailed description.
set from the State of New Jersey that captures the most recent changes (i.e. higher standards)
in the exit exam. In particular, following Martorell (2004) , I exploit the discontinuity in the likelihood of exiting around the cutoff score of HSEE, and compare the exit probability of the students who barely pass or barely fail the test. Barely-failers will provide the counterfactual outcome for barely-passers since the treatment status will be "as good as randomly assigned" in a neighborhood of the treatment threshold (van der Klaauw, 2002) .
I demonstrate that students who barely failed the initial HSEE are more likely to exit high school early than students who barely passed. The difference in dropout probability among those who fail narrowly and those who pass narrowly is larger for racial minority students, economically disadvantaged students and for math tests relative to English tests.
The estimates for the first test amount to a large proportion of the raw probabilities of drop out after initial failure of the exam, especially for math. The results are robust when using different functional forms to predict the discontinuity as well as to test the discontinuity in a small neighborhood around the cut-off score.
My analyses investigate the propensity to drop out for students around the pass/fail cutoff in HSEE. The difference in dropout propensity between the two groups can possibly be due to the psychological effect of failing (a "discouragement effect"), misunderstanding or not being informed of the retest opportunities, or withdrawal because of the high perceived cost of studying for the retests. While there is no causal evidence on the potential benefits of raising educational standards by HSEE, the identified dropouts found in this study suggest that high stakes testing has a potential tradeoff. Schools and policy makers should consider providing counseling services 6 for students who fail initially and better inform these students, especially minority students, about the availability of retest opportunities as well as reduce the stigma of failing HSEE (Cornell et al., 2006) 7 .
This paper is organized as follows. Section 2 provides a background to the High School Exit Exam in the U.S. followed by a brief review of related literature. Section 3 introduces the exit exam in New Jersey. Section 4 describes the data and Section 5 discusses the empirical strategy used and its validity. Section 6 reports the empirical results, and Section 7 concludes the paper.
Overview of the High School Exit Exam in the U. S.
"State high school exit exams are state mandated-tests that high school students must pass to receive a high school diploma" 8 . An exit exam is designed to test all subject matter learned during high school in a comprehensively fashion. The introduction of the HSEE as a graduation requirement can be traced to the 1980s 9 when the report A Nation at Risk (1983) 10 called for higher standards and expectations including the use of standardized tests to improve the academic underachievement of U.S. students compared to other advanced countries (Dee, 2002; Dee and Jacob, forthcoming; Harris and Herrington, 2006; Warren et al. 2006 (assessed December 19, 2008) . 9 High stakes testing was first integrated into student accountability reform in the 1970s and became more common in 1980s (Warren et al. 2006) . For a detailed discussion on the educational reform movement, see Dee (2002) , Dee and Jacob (2006) , Harris and Herrington (2006) , Warren et al. (2006 (CEP, 2006 (CEP, , 2007 . As NCLB reinforces and expands the requirements for
high school students to demonstrate a level of competency in order to graduate from high school, the HSEEs also developed rapidly in recent years in terms of educational standards:
either moving from MCEs to SBEs or EOCs, or increasing the test difficulties or requirements 13 . In addition, HSEEs expanded quickly to different regions. By 1992, MCEs had been adopted by every southern state except Arkansas and Oklahoma (Bishop, 2005) and fifteen states required the class of 1992 to pass the high stakes testing requirement (Jacob, 2001) . Currently there are sixteen states using SBEs and four states using EOCs for their high school graduation requirement. Only three states retain the MCE (CEP, 2007) . Table A-I presents some characteristics of the most current state HSEEs including type, subjects tested, first tested grade and the first graduating class affected by HSEE.
Previous Literature Related to the HSEE and Student Dropouts
As more and more states are adopting the HSEE as their graduation requirement, and education stakeholders express their concern about the policy consequences, there is increasing interest in studying the impact of the HSEE at both the national and state levels.
The Center on Education Policy (CEP) has published six annual reports on the HSEE since 2002. The reports summarize a broad range of literature, both qualitative and quantitative, on the impact of the HSEE on various student outcomes (CEP, 2004 (CEP, , 2006 . A large literature has been focused on dropout rates, not only because the dropout rates in HSEE states tend to be high 14 but also because the cost of dropping out is substantial both to the student and to society. For example, one recent study by Belfield and Levin (2007) has shown that the estimated social gains for an additional graduate could be up to $392,000 in present value of a person who aged twenty in 2007. For the purpose of this paper, I will briefly describe below some recent quantitative papers related to the HSEE and student dropout rates.
Opponents of exit exams (Griffin and Heidorn, 1996; Jacob, 2001; Warren et al. 2006) often claim that exit exams encourage more students to drop out 15 . For example, Warren and his colleagues (2006) used a combined data set of Current Population Survey (CPS) and Common Core Data (CCD) to measure the impact of high school exit exam policy on number 12 For some states the passing score to receive a high school diploma is lower than the proficient level demanded by NCLB. See a detailed survey by CEP (CEP, 2006) . 13 However, such exams measure learning in grades earlier than grade 12 and thus might not measures of what is supposed to be learned overall in high school. 14 Though New Jersey has a relatively low rate compared to other HSEE states. 15 Griffin and Heidorn (1996) find an increased likelihood of dropping out for higher GPA students associated with failure on Florida's competency test, but not for minority or low achieving students. Jacob (2001) finds that low ability students are more likely dropout in states with exit exam policy than those without using National Education Longitudinal Survey data.
of high school completers. Comparing results using three different definitions of high school graduates, the authors provide evidence that states with more difficult HSEEs tend to have lower high school completion rates 16 . However, other studies show no evidence of a relationship between exit exams and dropping out (Greene and Winters, 2004; Muller, 1998; Muller and Schiller, 2000) . For instance, Greene and Winters (2004) use a fixed effect model and two calculations of graduation rates for the class of 1991 to the class of 2001 to evaluate the impact of state HSEEs on graduation rates. The coefficients on HSEE policy dummies are small and insignificant, from which the authors concluded that adopting a HSEE has no effect on high school graduation rates. They claim that it is possible that the increased dropout rate of those who fail exit exam offset the increased graduation rate of those who are motivated by the exam.
A more recent study done by Dee and Jacob (forthcoming) reported that Minnesota's exit exam increases the dropout rate in urban and high-poverty school districts as well as in those with a relatively large concentration of minority students. Dee and Jacob (Forthcoming) also conclude that students in states with exit exams are more likely to drop out of high school than those students of similar backgrounds in states with no exams. The effects are strongest among African-American males.
These studies reach different conclusions mainly due to data differences and different strategies for identifying effects. For example, the data sets vary from the National Educational Longitudinal Study of 1988 (NELS: 88) (Jacob, 2001; Mueller, 1998; Mueller and Schiller, 2000) to the Census (Warren and Edwards, 2005; Warren et al., 2006) and the Common Core Data (Dee and Jacob, Forthcoming) . Some of these studies encounter data limitations and the calculation of student outcomes varies considerably 17 in these data sets.
The Census, for example, does not distinguish GED and regular diploma recipients. The NELS data set, on the other hand, is based on MCEs in the 1980s, which differ significantly from the current HSEE. It also limits the analysis to a single cohort. In addition, though the national survey and Census both allow cross-state analysis, they only give an average estimate of the policy impact. Because the high school exit exam is set at a state level, the nationally-based analysis does not capture the substantial variation across the states. The methodologies used in previous studies, such as cross sectional analysis or the fixed effect model, are also limited in establishing causality (Loeb and Strunk, 2003) . It is not clear, as advocates of the HSEE argue, whether "many of the students who don't pass exit exams would have failed to graduate anyway" (Greene and Winters, 2004) . Without a prospectively randomized trial or a convincing identification strategy for this retrospective data, we could not rule out the fact that the detected relationship between HSEE and student outcomes may be due to some unobservable factors which would have affected graduation rates irrespective of HSEE requirements.
Using a regression-discontinuity method on a longitudinal dataset, Martorell (2004) studied the impact of the Texas exit exam during the 1990s (Texas Assessment of Academic Skills, TAAS) on several educational outcomes including dropout and graduation rates.
Comparing the students who barely pass or barely fail the TAAS, he concluded that the test does not "discourage" students to drop out in early grades, but failing the exam reduces the amount of post-secondary attainment. However, the insignificant and minute impact on student dropouts could be due to the multiple retesting opportunities for the TAAS 18 and that the TAAS measures more basic skills than the newer exam, the Texas Assessment of Knowledge and Skills (TAKS).
The "discouragement effect" resulting from failing the HSEE is also discussed by Cornell et al. (2006) . Their qualitative study documents the potential psychological effect driven by failing the HSEE 19 , which might discourage students from completing high school, leading to early exit.
While multiple subjects are tested in the existing HSEEs, few studies have been done to quantify the magnitude to which failing different subjects might affect student dropouts, especially for minority and low-income students. This paper intends to fill that gap in the current literature by examining a specific state within a given period of time. In the process of writing this manuscript, I became aware of two concurrent and independent studies that also address this important question on which we have relatively little evidence. then the student will need to take the subject at least once but does not need to have a passing score to graduate from high school.
Data
The data used in the following analysis are obtained from the New Jersey Department of My analysis is restricted to public school general education students who took HSPA initially in their 11 th grade. I trace these students to the end of 12 th grade and construct a longitudinal data set for four cohorts. I have excluded students with missing information, 22 Students, who have met all the graduation requirements except passing the desired level (cut-off point) of HSPA, can undergo a Special Review Assessment (SRA). The SRA is aligned to the HSPA test specifications and is usually taken after school district personnel receive the specific information about proficiency results for each student. 23 The testing lasts for two days and may be taken on alternate days if a conflict exists (such as religious obligation). 24 For students who exited from high school (for any reasons including finishing 12 th grade but did not receive the diploma), they can still take the exam as a "returning student" whenever the test is administered. Another option for students is to attend adult schools and retake the test. migrant students and students who stayed in school for less than one year when the test was administered. The final sample I use in this paper consists of 299,948 observations for all cohorts 25 . A detailed discussion on how I construct the data and select the sample is provided in Appendix I. The test scores are adjusted by subtracting the cut-off score 200 from each score, so that greater than or equal to zero is passing and less than zero is failing. The initial passing rate of math test is lower than that for the LAL test. Female and white students perform better and have a higher initial passing rate than black, Hispanic and economically disadvantaged students. For instance, black students on average receive a math score under the cutoff (-9.5
with a standard deviation of 47.3), while white students score 28.15 point above the cutoff (with a standard deviation of 37.38). Not surprisingly, the average exit probability after the initial test is higher for black, Hispanic and economically disadvantaged students 27 than that for white students. Compared to other groups, the LEP students has an extremely low passing rate (less than 30% in either math or LAL) and a high exit rate after failing one or both subjects of HSPA.
Empirical Strategy

Regression Discontinuity Design and the Estimation of Failing HSEE on Dropping
Out I examine two situations in this paper. The first is how likely it is that students will exit after failing the initial attempt. The other is the likelihood of dropping out after the first retest.
Denote Exit i 0 =1 if a student i exits after the semester of initial test while Exit i 0 =0 indicates 25 Special education students with IEP exemption in any of the three test administrations are not included. The justification for this exclusion is that special education students who get IEP exemption can graduate from high school without passing the exams as long as other graduation requirements are fulfilled. There are also cases where some special education students have been exempted from taking the test because of a personal situation. Their HSPA test scores do not indicate a "pass" or "fail" status. This would not give a perfect assignment to the cut-off and violate the sharp RD assumption. I also excluded the special education students in the retest sample. See next section and Appendix for further discussion. 26 New Jersey has the lowest rates of students eligible for free or reduced-cost meals (27%) according to NCES data (Mackey, 2006) . My sample has a lower percentage of economically disadvantaged students because of the analysis only includes students who took HSPA the first time in 11 th grade. My sample also has a higher percentage of whites, and lower proportion of Hispanic and Black students, whereas the State has 58% White, 18% Black and 17% Hispanic in 2003-04 (Mackey, 2006 Singling out the true effect of failing HSEE on a student's dropout behavior is difficult as the observational data may not provide sufficient information to capture the variations of reason for dropping out. For example, students who are less likely to fulfill other academic requirements (e.g. sufficient credits) tend to drop out regardless of passing the HSEE (Greene and Winters, 2004) . The regression discontinuity approach helps to overcome the identification issues.
I employ a sharp regression discontinuity (RD) design (Trochim, 1984) to identify the effects of failing HSPA on exiting high school. There is a growing literature on educational and social program evaluations using the RD approach (Angrist and Lavy, 1999; Chay, McEwan and Urquiola, 2005; Jacob and Lefgren, 2004, 2007; Kane, 2003; van der Klaauw, 2002; Lemieux and Milligan, 2008; Martorell, 2004; McEwan and Shapiro, 2008) . The RD approach allows me to compare the outcomes for students whose test score is "just below"
and "just above" the cut-off score, since, on average, they will have similar characteristics except for the treatment.
Given that the individuals just above and below the cutoff are very similar in that they "have similar average outcomes in the absence of the [treatment] program as well as similar average outcomes when receiving treatment" (van der Klaauw, 2002), we may assume that students closed to threshold of the pass/fail cut-off score (-ε, ε) have the same dropout rate in the absence of "failing"status:
The discontinuity for exiting hence follows:
28 I do not consider students who are retained in 11 th grade in this study.
with t= 0 for initial test and t=1 for first retest. The difference between the exit probabilities for barely-passers and barely-failers, denoted as , is the "random shock of failing the test 29 "
that this paper attempts to investigate. Note that the RD provides a local estimate for the subgroup of individuals around the cut-off point. This indicates that any effects estimated in the model only apply to the students who are around the threshold.
My main estimation equation is given by:
where is an unknown smooth function of test score. γ 1 is the coefficient of interest.
The estimated discontinuity will be the marginal effect of passing HSPA obtained from the probit regressions. is an indicator function that is equal to one if the enclosed statement is true. η is the error term. To reduce the sampling variation, covariates will be added. This procedure will also test the credibility of the RD approach because adding the covariates should not change my RD estimates of the treatment effect if they are independent of the assignment variable (Imbens and Lemieux, 2008) . Controls for t=0 include student and school baseline characteristics and dummies for different cohorts. For period t=1, I include an extra dummy variable for whether the student is retesting on only one subject along with the controls for t=0.
To illustrate the idea, I show the average exit rate after the initial and first retest in Figure A -I 30 . Both graphs show the relationship between the math/LAL scores (relative to cutoff) and the actual or estimated means of exiting high school using the pooled data 31 . The circles reflect the actual average probability of exiting at each score point. The solid line maps the predicted exit probability from a polynomial function in test score 32 . We can see the discontinuity of exit probability around the cutoff of the math and LAL test scores in both initial and the first retest. The probability of exiting from high school jumps up at the cut-off score for students who barely failed the test. The patterns are clearer in graphs of the math test. This gives an overview of my methodology and the possible estimates of the impact of failing HSEE based on the discontinuities around the cutoffs.
29 Martorell (2004) calls it a "discouragement effect". It can be interpreted as the "net discouragement effect", as the discontinuity also exists when the students who barely pass boost their confidence and therefore increases the probability of staying in high school. In principal, we are interested in the potential outcome differences (τ it ) between the barely-passers and barely-failers. 30 The graphs show only the observations within a small threshold around the cut-off. 31 The pooled data includes four cohorts. I also did the plotting for each cohort separately and the patterns indicate a valid use of sharp discontinuity design (Trochim, 1984; van der Klaauw, 2002) . 32 The Probit estimation I used here takes a dummy for passing the (Math/LAL) test, a fourth order polynomial in the score (a cubic form in the retest score), and an interaction between the passing dummy and a linear term in the test score. 
2. Validity Test and Robustness
It is important to distinguish any effects that are caused by observed variables other than the treatment itself. The underlying assumption is that the only source of discontinuity in the probability of dropping out at the cut-off score is failing the particular exam. Graphically, there should be no jumps in these other observed variables at the cut-off based on the test score function (Imbens and Lemieux, 2008) . Table A-II presents the RD estimates on a set of pre-determined characteristics of the students around the cut-off, including indicators for race/ethnicity, gender, limited English proficiency, special education and economically disadvantaged status. Most results do not show any statistically significant differences between the barely-passers and barely-failers of the HSPA. A few do show that there is a discontinuity around the boundaries; however, plotting 33 reveals that they do not pose a threat to identification.
Furthermore, the correct specification of the smooth function is the key to identify the true treatment effect in the RD method (Angrist and Lavy, 1999; McCrary and Royer, 2005; Trochim, 1984) . To check the robustness, I compare results from various specifications of the test score and I also include the interaction terms to allow any slope changes. The findings are not sensitive to these functional form differences.
Besides testing alternate specifications for , robustness checks include data restrictions to those close to the cut-off and changes in the set of control variables in the Probit estimation (Trochim, 1984) . Given the standard deviations, and to ensure a comparable number of students on either side of the cutoff 34 , I choose different bandwidths for estimates on the math and LAL tests separately. These different ranges will allow us to compare the RD estimates and sufficiently test their robustness. The results are similar when I control for observable individual covariates such as race/ethnicity, gender, cohort dummies, etc.
To examine the heterogeneity of the impact across the student population, I will run the RD estimate for different subpopulations (e.g. failing one or both subjects, gender, race/ethnicity, cohort/year) and test statistical significance across groups and over time.
Results
33
The only two variables that seem to discontinue around the cut-off are the dummy variable for gender and for the middle SES group (graphs not shown). However, my inclusion of these variables does not significantly change the treatment effect estimates in the discontinuity sample, suggesting that neither of these variables are strongly correlated with the treatment status. All tables report the parametric estimates of the discontinuity in probability of exiting after the initial test or retest. The estimates are reported separately by specifications based on the Math or the Language Arts Literacy score. All the standard errors are clustered at the score level (Card and Lee, 2008) . Accordingly, unless otherwise stated, the numbers used in the rest of the paper will be the estimates based on cubic form of or quadratic form of with the slope of these functions to vary on each side of the cutoff. For simplicity, only the estimates with covariates are discussed below.
In general, my RD estimates are comparable to and consistent with the discontinuities illustrated in the graphs (Figure A-I) . The apparent discontinuity of exiting likelihood at the cut-off score suggests that students who barely fail the test are much more likely to drop out than students who barely pass. Overall, the discontinuities based on the Language Arts Literacy (LAL) scores are observed with smaller magnitude than those based on the Math scores. My results are robust to various functional forms 35 of the test score, to different bandwidths and to the inclusion of a set of baseline characteristics of the students.
Dropout and Failing the Initial Test
The estimates in Table 2 provide new evidence regarding the impact of failing HSEE on student early dropout behavior. The statistically significant RD estimates confirm the link between failing the initial test and the increased probability of dropping out. Results are robust either using different test score functional form or adding covariates in the estimation model.
The discontinuities based on the Math score are larger than those based on the Language Arts Literacy (LAL) score. For example, the RD estimates on the math score are twice as high as the RD estimates on the LAL score. The discontinuity in the probability of dropping out after the first test is -.011 with standard error of .001 for students who are around the cutoff on the math test. It is -.005 with standard error of .002 for students who barely failed or passed the LAL test. This pattern holds when looking at the observations in a smaller neighborhood closer to the cut-off score (Column 5, 6, 7 in Table 2 ). For example, within the bandwidth of 50 points above and below the cut-off, the estimated discontinuity based on the math score is -.009 with a standard error of .001, whereas the estimated discontinuity is -.003
with a standard error of .001 based on the LAL score.
35 I have tested various specifications including linear, quadratic, cubic and fourth polynomial functional form of the math or LAL score, with and without controls of student baseline characteristics. For the ease of reporting, I do not include all the specifications in the tables.
The difference in RD estimates for math and LAL test implies that barely-failers on the math test have a higher propensity to drop out than barely-failers on the LAL test. We notice that the average passing rate in math is lower than LAL on the HSPA exam (76% vs. 87% as in Table 1 ): which is plausible that the math standards in HSPA is set too high or the students are poorly prepared for the math test 36 . If this is true, students might become more discouraged when failing a more difficult test, or that their perceived cost of preparing for (and passing) the retest is higher when there is no adequate educational support in building up their math skills.
The cells ("Exit after failure") under each bandwidth also show the actual average exit rate for test failers within each bandwidth. For instance, the average exit rate for student score within (-30,0) in math is 4.8% with a standard deviation of .214. Hence, the -.012 estimated discontinuity in exit probability equals to a 33.3% 37 increase in the mean exit rate of barelyfailers without the random shock. It counts for 5.6% of the standard deviation of the raw exit probability of the barely-failers. Similarly, the raw probability of dropping out after failure of LAL test within bandwidth of (-25,25) is 6.1% (with standard deviation .239). The estimated discontinuity is -.007, which raises 13.0% of the raw dropout probability of the barely-failers and amount to 2.9% of the standard deviation. were given more time to take the math test while the number of testing items and difficulty remained the same. It is possible that the psychological impact of getting discouraged rises if students who believe they can achieve a higher score with the extended testing time, in fact, still fail. 36 If failure of students who barely fail or pass the test is solely due to measurement error (for example, poor construction of the test), and that the error is bigger in LAL test than that in math test, then students will be more likely to stay on if they fail only the LAL section than if they fail only the math section. However, the standard errors in the test scores (Table 1) shows that the variances in the math test is actually bigger than the LAL test, which implies that the bigger discontinuity in math test score specification does not result from testing error. 37 Similarly, the percentage of increased exit probability increased resulted from the shock in column 6 and 7 is 22.2% and 18.4%. 38 This is the first graduating class that was required to pass HSPA and the estimates might be noisy. I will focus my discussion on cohort 2, cohort 3 and cohort 4.
Dropout and Failing the Retest
The discontinuities of exiting at the cut-off after the second test are shown in Table 3 .
The estimated magnitudes are similar to the results of the initial test. For instance, the discontinuity estimate of exiting among math retest-takers is -.013 with a standard error of .001 for all cohorts. Barely-failers in math retest are more likely to drop out than barelyfailers in LAL retest when compared to their counter groups (i.e. barely-passers in math/LAL test). Some results based on the LAL retest scores in each cohort are not statistically significant, which may be due to the reduced sample size.
However, my estimates might underestimate the impact because the retesting sample is different than the first-test sample. It excludes students who dropped out after failing the first test. Students who stay on for the second test are assumed to have higher persistence or stronger motivation to pursue their academic training and thus are not as likely to dropout even if they fail the second time. Therefore, the similar students dropout probability around the cut-off between the initial test and retest found in my results, based on data taken from New Jersey, could possibly reflect evidence of "discouragement effect" found in Martorell's (2004) paper. He observes no statistical significance of "discouragement effect" of failing HSEE except for the very last retest in 12 th grade. He explained that the discouragement effect was possibly due to the fact that students were unable to graduate from high school if they failed the test on their last chance to take it. In addition, seeing from the positive average test score gains from initial test to retest for the barely-failers around the cut-off 39 , it is plausible that the discouragement is big if barely-failers of the initial test put great efforts in preparing for the retest but still fail.
It is also noteworthy that the discontinuity amount to an even larger proportion of the actual exit probability of the barely-failers in the retest. For example, the average exit rate for math barely-failers is 2%, and the RD estimates indicate an increase of 1.5% of the exit rate compared to the barely-passers in math retest. Interestingly, the dropping out pattern for retest seems to be different. Female and white students who barely fail the retest are comparable to those racial minority and economically disadvantaged students. Given that the average exit rates for female and white students are lower than those for the other subgroups 40 , the discontinuities found in these two groups could amount to a larger proportion of the actual dropout probabilities. However, one major concern is that racial minority and economically disadvantaged students drop out earliersince they are more likely to exit at the failure of the first test. As previously noted, the sorted retest sample for these deprived students, due to earlier dropouts after the initial test, could underestimate the treatment effect.
Heterogeneous Effects
Lastly, my results do not confirm a statistically significant impact for LEP students of barely failing the exam. However, the descriptive statistics in Table 1 Panel B still show some support to the claim that there is potential negative impact of HSEE policy on students whose first language is not English (Garcia and Gopal, 2003 Further, 8% of students who failed at least one subject in HSPA dropped out, which is higher than the average. As Garcia and Gopal (2003) describe, the LEP students are very likely to exit because the exam makes them ineligible to participate in the rigorous curriculum.
Effects of failing at least one subject
Are barely-failers more likely to drop out if they fail the other subject too? Estimates in Table 4 are performed for a restricted sample who failed the subject test other than the one used in the test score specification. Most of the results, especially estimates for the initial test, are not statistically significant. The results on the retest for all cohorts are consistent with the estimated magnitudes in the unrestricted sample. This indicates that the barely-failers are as likely as the barely-passers in HSPA to stay or drop out from high school if they fail both subjects 41 .
On the other hand, given the failure of one subject, barely failing another subject means the failers have to prepare for both subjects in the retest. Regardless of the existence of Special Review Assessment as an alternative to graduate in New Jersey, the bigger time constraint that barely-failers will be facing in the final semester of high school might simply push them to drop out.
Conclusions and Policy Implications
The increasing movement towards school accountability is associated with the increased use of standardized tests. The High School Exit Exam is controversial in its stance on whether or not tests such as these could stimulate students' motivation and enhance learning or prevent more high school students from graduating. There is also concern that the potential gain of high stakes testing comes at the cost of increasing inequality between groups. This paper examines whether such a test can potentially affect students' decision on completing high school by comparing students who are very close to the pass/fail cut-off and compare the impacts for different subgroups including racial minorities and economically disadvantaged students.
Using data from New Jersey High School Proficiency Assessment (HSPA) exam, the paper finds statistically significant evidence that students who barely fail the exam, especially in math subject, are more likely to drop out than students who barely pass it. The similar effect is found in both the initial and the retest. While the raw dropout rate of the barelyfailers in the initial test is 5% to 6%, the RD estimates indicate a 1% increase of the exit probability for barely-failers compared to barely-passers. In the retest the RD estimates indicate a 1% to 1.5% increase of exit probability for barely-failers whose actual exit rate is 2% to 3%. Though there is no significant evidence that Limited English Proficiency (LEP) students, the regression discontinuity estimates in dropout propensity are larger and statistically significant for black and Hispanic students as well as economically disadvantaged students.
My results are different than the previous study on this topic by Martorell (2004) , who uses Texas data, as he does not observe a significant discouragement effect, even for students who fail a number of times. There are several explanations that might illustrate my results.
One trivial reason is that the HSEEs we examine are very different and set under a very different context. Not only are the designs of the tests (both their contents and the number of retakes) different, but the time periods we study differ as well. Using recent data from Massachusetts, Papay et al. (2008) The larger measured impact of failing the test on racial ethnicity groups and economically disadvantaged students found in this research suggests that states should consider targeting these students and providing additional academic support to reduce dropouts among their ranks. Students who barely fail might be more likely to drop out than those who barely pass if they try hard but still fail and get discouraged; or the perceived cost of preparing the retests is high when not much remedial resources are available; or schools fail to give sufficient information on their retake opportunities and alternative way of graduation. Therefore, it is imperative for schools to make sure students are aware of the alternative mechanism of getting a high school diploma (Such as New Jersey's SRA) in the event of test failure.
That said, if the students who barely failed the HSEE are no different than the students who barely pass, school counselors and teachers should encourage the students to retake the test, and reduce the stigma of retesting to offset any "discouragement" effects (Cornell et al. 2006) 43 . Furthermore, other guidance and remedial courses might reduce students' perceived cost of retaking the test and increase the probability of staying in high school if they fail (Reardon et al., 2008) .
Though the discontinuity of exit probability is similar in both the first and second test, it is worth noting that the magnitudes estimated in the retest may reflect sample selection.
Students who drop out before the first test administration are not included in the sample 44 . In addition, students who were enrolled in 11 th grade are less likely to drop out given that they already have a higher academic persistence compared to those who drop out in earlier.
One caveat is that the RD analysis provides local estimates and does not evaluate the overall effects of the exit exam policy on students' dropout behavior. Nevertheless, this study expands the scope of research on high-stakes testing and its association with racial minority and low income students. The results have a broader implication for the U.S. and are suggestive of the impacts that are caused by failing the HSEE. New Jersey recently launched 42 See discussion in Reardon et al. (2008) . 43 See footnote 6 and footnote 7. 44 If students were pre-screened and selected out of the testing pool by the schools or teachers (Reback, 2008) , they would not be in my sample either.
the "High School Graduation Campaign" as part of a national effort to reduce dropout rates 45 .
It is crucial for schools, parents and policy makers to understand the dropout decision process behind the choice to drop out and make use of the exit exam test scores to inform teachers and schools in improving their curriculum and to offer improved educational support to prevent dropouts. It is important to note that despite the rapid and vast adoption of the HSEE across US States, there is no sophisticated benefit analysis or evaluation of the policy to provide a solid background for the reform.
Test-based accountability may be effective at raising student achievement by motivating students and teachers to work harder and forcing school administrators to implement more effective instruction (Bishop, 1998; Carnoy and Loeb, 2002 ; Fuller and Johnson, Jr. 2001; Raymond, 2004, 2005; Jacob, 2001) . Besides the consequences of failing on dropping out (Martorell, 2004 , Papay et al., 2008 , there might be other gaming devices that will undermine the substantive standards towards which the tests are designed: for example, incentives for schools to cheat (Jacob and Levitt, 2003) , teach to the test rather than building knowledge and skills (Hoffman, Assaf and Paris, 2001; Jones, et al., 1999; Lazear, 2004) , induce the selection of students with the goal of artificially raising scores (Cullen and Reback, 2006; Figlio and Getzler, 2002) , or raise the passing rate focus educational resources on students close to the cutoff (Reback, 2008) . Without more data and further evidence, we cannot argue whether imposing a higher standard of testing increases or decreases students' academic learning, nor can we allege that the cost of causing the marginal students to drop out outweighs the benefit of increased student achievement of the overall population.
Future research can be done by linking the HSPA test scores with information on other test scores (e.g. the SAT score), Special Review Assessment, and post high school indicators.
The SRA information can test the assumption that students in a school with more students graduated via SRA are less likely to drop out if they fail the HSPA. Furthermore, it is important to know whether students who drop out early will drop out permanently. The cost of permanent dropouts is clearly higher than that of temporary dropouts (Belfield and Levin, 2007) . , 420 6, 456 12, 481 2, 336 14, 375 4, 408 11, 454 5, 554 13, 571 6, 191 4, 720 4, 790 Note: Panel A. Column 1, 2, 3, 4 contains 11th graders in general education program in a public high school who took HSPA the first time in 2002, 2003, 2004, 2005 respectively. Sample in Column 5 is the sum of students from Column 1 to 4. Panel B are subsets of students from sample of Panel A's Column 5. Panel C includes students who didn't pass both subjects and enrolled in the 12 th grade of The average math and LAL score are adjusted by subtracting the cut-off level 200 from the actual scale score. These are scores of the initial test administered in high school junior year. Standard deviations are in square brackets. 
* significant at 10% ** significant at 5%; *** significant at 1% † Each cell is the average exit rate for students who score under the passing level within each bandwidth with standard deviation in parenthesis. Regressions on students who took the HSPA tests first time in 11th grade Spring semester, and without IEP exemption of passing. Students who stayed in the school less than one year when that test was administered were excluded. Dependent variable is a binary variable indicating whether the student exits from high school the semester following the initial test. Each cell represents a separate estimate of the discontinuity in failing the subject of testing listed on the first column and the specific functional form. Test scores are adjusted by subtracting the passing score 200 from 24 the original scale score. Robust standard errors clustered on adjusted score level are in parentheses. All models contain a linear interaction term of test score and the passing status of the subject, allowing slopes to differ on both sides of the HSPA cutoff. Controls include dummies for female, special education students, economically disadvantaged students, LEP students, age, white, black, Hispanic, socioeconomic status of citizens in the district. : * significant at 10% ** significant at 5%; *** significant at 1%. † Each cell is the average exit rate for students who score under the passing level within each bandwidth with standard deviation in parenthesis. Standard errors in brackets robust to heteroskedasticity and correlation within clusters. Dependent variable is a binary variable indicating whether the student exits from high school the semester following the second test. Each cell represents a separate estimate of the discontinuity in failing the subject of testing listed in the left hand column. Details see Note under Table 2 . Note: * significant at 10% ** significant at 5%; *** significant at 1%. Standard errors in brackets robust to heteroskedasticity and correlation within clusters. Regressions on the specified subgroup students who took the HSPA tests first time in 11th grade Spring semester (Table 4 ) and without IEP exemption of passing. Students who stayed in the school less than one year when that test was administered were excluded. Dependent variable is a binary variable indicating whether the student exits from high school the semester following the first test. Each cell represents a separate estimate of the discontinuity in failing the subject of testing listed in the left hand column. Details see footnotes under Table 2 . : * significant at 10% ** significant at 5%; *** significant at 1%. Standard errors in brackets robust to heteroskedasticity and correlation within clusters. Regressions on the specified subgroup who took HSPA retest in 12 th grade Fall semester and without IEP exemption of passing. Students who stayed in the school less than one year when that test was administered were excluded. Dependent variable is a binary variable indicating whether the student exits from high school the semester following second test. Each cell represents a separate estimate of the discontinuity in failing the subject of testing listed in the left hand column. Details see notes under Table 2 . 
* significant at 10% ** significant at 5%; *** significant at 1% Standard errors in brackets robust to heteroskedasticity and correlation within clusters. Dependent variable is a binary variable indicating whether the student exits from high school the semester following the initial or second test. Each cell represents a separate estimate of the discontinuity in failing the subject of testing listed in the left hand column conditional on failing the other subject. Functional form of the test score is specified in row 3. Details see Note in Table 2 .
b. Variables Outcome variables: Exiting from High School after Initial Attempt & Exiting from High School after Second Test
The "exit" status is indicated in the retest records. This is from the "Exit Student Roster" in NJ HSPA database, which is reported and updated by the school in which the student is enrolled, the beginning of every semester. If a student pass the exam in the first test and leave the school without continuing registration for the next semester/term in the school or other high schools in New Jersey, the school enrollment would be shown as "exit". So more precisely, the "exit" represents student's dropout episode occurred between the two test administrations, for example, exiting from high school after the first exam, means student dropout before starting the 12 th grade fall semester. Similarly, "exit" from high school after the second test, means students did not enroll in school for the spring semester of 12 th grade 3 . Older students: Older is defined as students who are equal or older than 20 years old at the initial test. The assumption of including this dummy variable is that these students at the fringe of being "required" to leave regular high school (for example, to enroll in an adult high school after turning 21) within one year, so they might have more pressure of passing the exam in order to graduate on time. White/Black/Hispanic: Dummy variables for white, black or Hispanic students. The omitted category is Asian and other race/ethnicity. SES1/ SES2/SES3: Socioeconomic status grouping. The original data from NJDOE contains a variable called DFG (District Factor Group): this is an indicator of socioeconomics status of citizens in each district which was developed by NJDOE. It was calculated using several demographic variables from 2000 United States Census including a) percent of adult residents who failed to complete high school; b) percent of adult residents who attended college; c) occupational status of adult household members ; d) unemployment rate ; e) poverty rate ; and f) median household income. There are eight categories of DFG code A, B, CD, DE, FG, GH, I, J, where A stands for the lowest socioeconomic districts and J stands for the highest socioeconomic districts. SE1 is a recoding for A & B; SE2 is a recoding fro CD & DE ; and SE3 is a recoding for FG & GH. The omitted SE group is I & J. (4) * Prior HSEE exists ** Prior HSEE is an MCE (5) Eglish II Algebra/data analysis, biology, government (6) English II (with writing), Algebra I, Biology I, U.S. History; (7) New York also test language other than English; (8) Reading, math, computer skills; (9) English II, III, Algebra I, Algebra II, geometry, Biology I, U.S. history; (10) same as in note (6) (4) All estimates for the 1st test are marginal effect of the dependent variables specified in the first column at the pass cut-off in the probit regression based on the fourth polynomial form of the specific test score using the selected samples. (5) All estimates for the retest are marginal effect of the dependent variables specified in the first column at the pass cut-off in the probit regression based on the quadratic form of the specific test score with the dummy indicating passing the test as well as other student. (7) Standard errors are clustered at the score level. (6) Special education students with exemption to pass the HSPA are excluded from the analysis of the initial test; all special education students are excluded in the analysis of the retest. (7) See Appendix I for details on variable descriptions and sample selection. Note: The left panel shows the probability of exiting (Y-axis) from high school along the adjusted-math score (X-axis); the right panel shows the probability of exiting (Y-axis) from high school along the adjusted-LAL score (X-axis). The circles reflect the actual average probability of exiting at each score point. The solid line represents the predicted exit probability from a fourth order polynomial function of the initial test score (upper graph) or a cubic form for the retest score (lower graph), along with an interaction between the passing dummy and a linear term of the test score.
TABLEA-II Regression Discontinuity Estimates on Pre-Determined Student Characteristics
Note:
In each graph, the left panel shows the percentage of each specified baseline characteristic (Y-axis) along the adjusted-math score (X-axis); the right panel shows the percentage of each specified baseline characteristic (Y-axis) along the adjusted-LAL score (X-axis). The circles reflect the actual average proportion of the outcome at each score point. The solid line represents the predicted values from a fourth order polynomial function in the initial test score (upper graph) or a cubic function in the retest score (lower graph) fitted separately for students above and below the passing cut-off.
