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Let X be a magma; that is X is a set together with a binary operation ◦ on X. For each
x ∈ X we obtain maps R(x) and L(x) on X defined by R(x) :y → y ◦ x and L(x) :y →
x ◦ y called right and left translation by x, respectively. A loop is a magma X with an
identity 1 such that R(x) and L(x) are permutations of X for all x ∈ X. In essence loops
are groups without the associative axiom. See [8] for further discussion of basic properties
of loops.
An old observation of Baer in [6] shows that there is a correspondence between loops
and certain triples of group theoretic data. This correspondence has been explored more
recently by various authors (cf. [18] and [11] for example) but is not so well known to
group theorists. The purpose of this paper is to put in place some machinery to exploit the
Baer correspondence to study finite loops using techniques from finite group theory.
Eventually we concentrate on a class of loops called “Bol loops” by Robinson in [21].
Various authors (cf. [18] and [11]) have observed that under the Baer correspondence, Bol
loops correspond to what the author called twisted subgroups in [3]. Thus finite Bol loops
are particularly good candidates for study using the Baer correspondence and finite group
theory. In the last section of the paper we give a vague outline of a highly speculative
program to classify all finite simple Bol loops. The main theorem of this paper supplies
a big reduction for the step in that program involving the loops of the title; hopefully our
discussion of the program in Section 13 helps motivate the theorem.
In the remainder of this introduction we make precise some of the notions hinted at
above, such as the Baer correspondence. We also direct the reader to detailed discussions
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theorem.
Let X be a loop and K = {R(x): x ∈ X} the set of right translations of X regarded as
a subset of the symmetric group Sym(X) on X. Let G = 〈K〉 be the subgroup of Sym(X)
generated by K ; in the loop theoretic literature, G is called the “right multiplication group”
of X but we will call G the enveloping group of X. Finally let H = G1 be the stabilizer in
G of the identity 1 of X. The subgroup H is the (right) inner mapping group of X. Define
(X) = (G,H,K) and call (X) the envelope of the loop X. This construction is due to
Baer in [6].
In Sections 1 and 2 we define categories of “loop envelopes” and “loop folders” and
functors between these categories and the category of loops; for example  can be ex-
tended to a functor from the category of loops to the category of loop envelopes. This
approach supplies a somewhat more functorial discussion of the Baer correspondence than
that in the loop theoretic literature familiar to the author. It seems necessary to have such
functors in place to effectively exploit the Baer correspondence and use finite group the-
ory to study loops. Thanks to the referee for pointing out the discussion in Chapter 2 of
[22] of a different functor from loops to groups, based on the full multiplication group
〈R(x),L(x): x ∈ X〉 of a loop X. The full multiplication group seems to be less useful
than the right multiplication group in studying the questions about (right) Bol loops con-
sidered here.
A loop X is a (right) Bol loop if it satisfies the (right) Bol identity (Bol) for all
x, y, z ∈ X:
(
(z ◦ x) ◦ y) ◦ x = z ◦ ((x ◦ y) ◦ x). (Bol)
A subset K of a group G is a twisted subgroup of G if 1 ∈ K and for all x, y ∈ K , x−1 ∈ K
and xyx ∈ K . As has been observed by various people (cf. [18] and [11]), a loop X with
envelope (X) = (G,H,K) is a Bol loop iff K is a twisted subgroup of G. Section 6
contains a proof of this fact for completeness, and Section 5 contains some discussion of
twisted subgroups.
After an initial reduction, twisted subgroups of groups G can be described in terms of
automorphisms τ of G with τ 2 = 1, as subsets of the set
K(τ) = {g ∈ G: gτ = g−1}
of elements of G inverted by τ . Of particular interest is the case where τ = 1; the loop X
corresponding to such a twisted subgroup under the Baer correspondence is a Bol loop of
exponent 2: that is x ◦ x = 1 for all x ∈ X.
A section of a loop X is a homomorphic image of a subloop of X. Define a finite Bol
loop X of exponent 2 to be an N-loop if the enveloping group of X is not a 2-group, but
for each proper section S of X, the enveloping group of S is a 2-group. One step toward
determining the finite simple Bol loops is to attempt to prove that the enveloping groups
of finite Bol loops of exponent 2 are 2-groups; N-loops are minimal counter examples to
such an attempt. The main result of this paper is:
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(G,H,K), J = O2(G), and G∗ = G/J . Then
(1) G∗ ∼= PGL2(q), with q = 2n + 1 5, H ∗ is a Borel subgroup of G∗, and K∗ consists
of the involutions in G∗ − F ∗(G∗).
(2) F ∗(G) = J .
(3) Let n0 = |K ∩ J | and n1 = |K ∩ aJ | for a ∈ K − J . Then n0 is a power of 2, n0 =
n12n−1, and |K| = (q + 1)n0 = n12n(2n−1 + 1).
Of course one would like to show that N-loops do not exist; Theorem 1 identifies a set
of obstructions to that goal. There is some discussion at the end of Section 12 of possible
approaches to eliminating these obstructions or alternatively to constructing examples of
N-loops.
This paper is written primarily for an audience of finite group theorists, so some results
on loops familiar to loop theorists are reproved, while less elementary results about groups
are assumed. See [13] for basic notation, terminology, and results involving finite groups.
After completing an earlier draft of this paper, the author received a preprint [17] by
S. Heiss which treats some special cases of Main Theorem. Part (4) of Lemma 12.5 is
an extension of an observation from [17]; in this version we use that extension to give an
alternate treatment of material in Section 9, which is perhaps a bit more attractive than that
in the earlier draft.
The author would like to thank Michael Kinyon for calling his attention to Bol loops of
exponent 2, and for helping him cope with the loop theoretic literature.
1. Loop envelopes, loop folders, and the functors  and l
A loop folder is a triple ξ = (G,H,K) where G is a group, H is a subgroup of G, and
K is a subset of G containing 1 such that K is a set of coset representatives for G/Hg =
{Hgx: x ∈ G} for each g ∈ G. The folder is faithful if kerH (G) = 1. Call G the enveloping
group of ξ , H the inner mapping group of ξ , and K the translation set of ξ . A loop
envelope is a loop folder (G,H,K) such that G = 〈K〉.
A morphism ξ → ξ ′ of loop folders is a group homomorphism π :G → G′ such that
Hπ H ′ and Kπ ⊆ K ′. The morphism π is surjective if π :G → G′ and π :K → K ′ are
surjective.
Remark 1.1. Let ξ = (G,H,K) be a loop folder. Write r :g → gˆ for the permutation
representation of G on G/H by right multiplication, and set Gˆ = r(G). The condition
that K is a set of coset representatives for Hg in G for each g ∈ G, is equivalent to the
condition that for each α,β ∈ G/H there is a unique a ∈ K with αaˆ = β . In particular G
is transitive on G/H . Observe also that ker(r) = kerH (G), so the folder is faithful iff r is
a faithful permutation representation.
Example 1.2. Recall from the introduction that if X is loop then the envelope of X is
(X) = (G,H,K), where K = {R(x): x ∈ X} is the set of right translations of X, G = 〈K〉
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element 1 of X.
Observe that (X) is a faithful loop envelope: As X is a loop, K ⊆ Sym(X). Further
R(1) = 1 is the identity of Sym(X) and hence of G. For each y, z ∈ X, yR(x) = z iff
y ◦ x = z, so as L(y) is a permutation of X, x is unique. Thus as H = G1, the map
x → HR(x) is an equivalence of the permutation representation of G on X defined by the
inclusion ι :G → Sym(X) with the representation r of G on G/H by right multiplication,
so (X) is a loop folder by Remark 1.1. By construction G = 〈K〉, so the folder is an
envelope, and as ι is faithful, so is r , so the envelope is faithful by Remark 1.1.
Next suppose ψ :X → X′ is a surjective loop homomorphism. We define a morphism
(ψ) : (X) → (X′) of loop envelopes. First define π :K → K ′ by π :R(x) → R(xψ).
We extend π to a homomorphism of G into G′: Let Λ = {ψ−1(y): y ∈ X′} be the set
of fibers of ψ ; then Λ is a partition of X. Let S be the stabilizer in Sym(X) of Λ. Then
ψ induces a homomorphism ψˆ :S → Sym(X′) via sψˆ :yψ → (ys)ψ . Also K ⊆ S and
R(x)π = R(x)ψˆ for x ∈ X as ψ · R(x)π = R(x) · ψ , so ψˆ extends π , establishing the
claim. Now define (ψ) = ψˆ :G → G′.
As ψˆ extends π , Kψˆ = K ′. As ψ · gψˆ = g · ψ for each g ∈ G and 1ψ = 1, Hψˆ =
G1ψ G′1 = H ′. Thus (ψ) = ψˆ is a morphism of loop envelopes. As ψˆ :K → K ′ is a
surjection and G′ = 〈K ′〉, ψˆ :G → G′ is a surjection. Thus we have shown:
1.3. (1)  is a functor from the category of loops and surjective loop homomorphisms, to
the category of faithful loop envelopes and surjective morphisms of envelopes.
(2) Let ψ :X → X′ be a surjective loop homomorphism, x ∈ X, and g in the envelop-
ing group G of X. Let G′ be the enveloping group of X′ and K , K ′ the right
translations on X,X′, respectively. Then
(a) (ψ) :K → K ′ maps R(x) to R(xψ).
(b) (xψ)(g(ψ)) = (xg)ψ .
Example 1.4. Let ξ = (G,H,K) be a loop folder. Define a binary operation ∗ on K by
taking a ∗b to be the unique member of K such that H(a ∗b) = Hab, and let l(ξ) = (K,∗)
be the corresponding magma. As ξ is a folder, 1 ∈ K . Then for b ∈ K ,
H(1 ∗ b) = H1b = Hb,
so 1 ∗ b = b by uniqueness of b in K ∩ Hb. Similarly b ∗ 1 = b, so 1 is the identity of
X = l(ξ).
Pick a ∈ K . If b, c ∈ K with b ∗ a = c ∗ a then Hba = Hca, so Hb = Hc, and hence
b = c by the uniqueness of b in Hb. Let u ∈ K . By Remark 1.1 there is v ∈ K with
Hv = Hua−1. Then H(v ∗ a) = Hva = Hu, so v ∗ a = u. That is R(a) ∈ Sym(K). If
a ∗b = a ∗c then Hab = Hac, so b = c by Remark 1.1. Again pick u ∈ K . By Remark 1.1
there is w ∈ K with Haw = Hu. Thus H(a ∗ w) = Hu, so a ∗ w = u. Thus L(a) is a
permutation, so X is a loop.We call l(ξ) the loop of the loop folder ξ .
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1.5. (1) l is a functor from the category of loop folders and morphisms of loop folders, to
the category of loops and loop homomorphisms.
(2) Suppose π : ξ → ξ ′ is a morphism of loop folders. Then πG/H :G/H → G′/H ′
defined by (Ha)πG/H = H ′(aπ) is well defined and for each g ∈ G, πG/H ·
(gπ) = g · πG/H .
Proof. Part (2) is immediate from the definitions. Then for x, y ∈ K ,
H ′(xπ ∗ yπ) = H ′xπyπ = (Hx)πG/Hyπ = (Hxy)πG/H =
(
H(x ∗ y))πG/H
= H ′(x ∗ y)π
by (2), so (x ∗y)π = (xπ)∗(yπ) as ξ ′ is a loop folder. Thus l(ψ) is a loop homomorphism,
establishing (1). 
Example 1.6. Let ξ = (G,H,K) be a loop folder, and define ξˆ = (〈Kˆ〉, 〈Kˆ〉 ∩ Hˆ , Kˆ),
where Kˆ and Hˆ are the images of K,H under the representative r :g → gˆ of G on G/H ,
discussed in Remark 1.1. It is easy to check that ξˆ is a faithful loop envelope, and if ξ is an
envelope then r :G → Gˆ is a surjective morphism of loop envelopes.
1.7. Let X = (X,◦) be a loop. Then
(1) l((X)) = (K,∗) where K is the set of right translations of X and for x, y ∈ X, R(x)∗
R(y) = R(x ◦ y).
(2) R :X → l((X)) is an isomorphism of loops.
(3) If ψ :X → X′ is a surjective loop homomorphism then l((ψ)) = R−1 · ψ · R maps
R(x) to R(xψ).
(4) If ξ is a loop folder then (l(ξ)) = ξˆ , so l(ξ) ∼= l(ξˆ ).
Proof. By construction l((X)) = (K,∗) where K is the set of right translations of X, H
is the inner mapping group of X, and R(x) ∗R(y) is the member of K in HR(x)R(y). As
1 ·R(x)R(y) = x ◦y = 1 ·R(x ◦y), HR(x ◦y) = HR(x)R(y), so R(x ◦y) = R(x)∗R(y).
Thus (1) holds, and (1) implies (2).
Assume the hypotheses of (3). By construction, µ = l((ψ)) : K → K ′ maps R(x) to
R(xψ), so R(x)R−1ψR = xψR = R(xψ) = R(x)µ, establishing (3).
The first part of (4) follows by construction. Then by (2) and the first part of (4), l(ξ) ∼=
l((l(ξ))) = l(ξˆ ), completing the proof of (4). 
1.8. LetX be the category of loops and surjective loop homomorphisms andF the category
of faithful loop envelopes and surjective morphisms of loop envelopes. Then the functors
 :X → F and l :F → X satisfy: for each object X in X and ξ in F , l((X)) ∼= X and
(l(ξ)) = ξ .
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while as ξ is faithful, ξˆ = ξ , so (l(ξ)) = ξ by 1.7(4). 
Convention 1.9. Let ξ = (G,H,K) be a loop folder. From Example 1.4, l(ξ) = (K,∗).
However often we will wish to formally distinguish the elements of l(ξ) from those of K .
In that event we write l(ξ) = (X,◦), where X is a copy of Kˆ defined via a natural bijection
κ :X → K characterized by the property that for x, y ∈ X, κ(x ◦ y) is the unique element
of K in Hκ(x)κ(y).
Note that if ξ = (X) for some loop X, then by 1.7, l(ξ) = (K,∗), and R :X → K is
the map κ . Thus in this case we write R for κ , and regard l((X)) as X.
Remark 1.10. For each loop envelope ξ there is a universal envelope ξ˜ and a surjective
morphism π : ξ˜ → ξ with the property that whenever ϕ : l(ξ) → l(ξ ′) is a morphism of
loops then there is a unique morphism ψ : ξ˜ → ξ ′ with l(π)l(ϕ) = l(ψ). Moreover there is
a functor ˜ from the category of loops and loop homomorphisms to the category of univer-
sal loop envelopes and morphisms of loop folders such that ˜ and l satisfy 1.8. Because ˜
is defined for all loop homomorphisms, not just surjective homomorphisms, it is in many
ways more useful than the functor . Since we will not need the functor here, we omit
its discussion. However ˜ is lurking in the background of many of the results in the next
section.
2. Subobjects, normal subobjects, and factor objects
Let ξ = (G,H,K) be a loop folder. A subfolder of ξ is a loop folder ξ0 = (G0,H0,K0)
such that G0 G, K0 ⊆ K , and H0 = H ∩ G0. The subfolder ξ0 is a subenvelope of ξ if
ξ0 is an envelope; i.e., if G0 = 〈K0〉.
For J ⊆ K , let sξ (J ) = (〈J 〉,H ∩ 〈J 〉, J ). Given a loop X and Y ⊆ X, define X(Y ) to
be s(X)(R(Y )).
2.1. Let ξ = (G,H,K) be a loop folder, G0  G, K0 ⊆ G0 ∩ K , H0 = H ∩ G0, and
ξ0 = (G0,H0,K0). Then the following are equivalent:
(1) ξ0 is a subfolder of ξ .
(2) G0 = Hg0 K0 for each g ∈ G0.
(3) sξ (K0) is a subenvelope of ξ and G0 = H0K0.
Proof. As ξ is a folder, each coset of Hg0 in G0 contains at most one member of K , so (1)
and (2) are equivalent.
Let ξ1 = sξ (K0) = (G1,H1,K0). If (1) holds then as K0 ⊆ G1, Hg0 u∩K0 is the unique
member of K0 in Hg1 u for each u,g ∈ G1, so (3) holds. Similarly if (3) holds then as G0 =
H0K0, and K0 ⊆ G1, G1 is transitive on G0/H0. Thus for each a,u ∈ G0, Ha0 u = Hb0 v
for some b, v ∈ G1. Also as sξ (K0) is an envelope, Hb1 v contains an element of K0, so (2)
holds. 
M. Aschbacher / Journal of Algebra 288 (2005) 99–136 1052.2. Assume ξ0 = (G0,H0,K0) is a subfolder of a loop folder ξ = (G,H,K). Then
(1) The inclusion ι :G0 → G is a morphism of loop folders.
(2) l(ι) : l(ξ0) → l(ξ) is an inclusion of loops, so l(ξ0) is a subloop of l(ξ).
(3) l(ξ0) ∼= l(sξ (K0)).
Proof. Visibly ι is a morphism of folders. Then by 1.5, l(ι) : l(ξ0) → l(ξ) is a loop homo-
morphism. By definition l(ξ) = (K,∗) and l(ξ0) = (K0, ) are loops, and K0l(ι) = K0ι =
K0. Further  is the restriction of ∗ to K0, so (2) holds.
It remains to prove (3), where replacing ξ by ξ0, we may assume ξ = ξ0. Then
sˆξ (K) = ξˆ , so (3) follows from 1.7(4). 
2.3. Let ξ = (G,H,K) be a loop folder and M a subgroup of G containing K . Then
ξM = (M,H ∩M,K) is a subfolder of ξ with l(ξM) = l(ξ).
Proof. By 2.1 applied to ξ in the role of ξ0, sξ (K) is a subenvelope of ξ and G = HK .
Then as K ⊆ M , M = (H ∩ M)K , so ξM is a subfolder of ξ by 2.1. Then l(ξM) is a
subloop of l(ξ) by 2.2, and indeed l(ξM) = l(ξ) as l(ξM) contains K . 
2.4. Let ξ = (G,H,K) be a loop folder and H M G. Then
(1) ξM = (M,H,K ∩M) is a subfolder of ξ .
(2) l(ξM) is a subloop of l(ξ).
Proof. As ξ is a loop folder, for each g ∈ G, K is a set of coset representatives for Hg
in G. Thus for g,m ∈ M , there is a unique member k of K in Hgm. Then k is the unique
member of K ∩M in Hgm, so (1) holds. Then (1) and 2.2 imply (2). 
2.5. Let X be a loop and Y ⊆ X. Then
(1) Y is a subloop of X iff X(Y ) is a loop envelope.
(2) If Y is a subloop of X then ˆX(Y ) ∼= (Y ) and l(X(Y )) ∼= Y .
Proof. Let (X) = (G,H,K), J = R(Y ), GJ = 〈J 〉, and HJ = H ∩ GJ . Thus X(Y ) =
(GJ ,HJ ,J ).
Suppose Y  X. Claim for each g ∈ GJ , there is a unique y ∈ Y with R(y) ∈ HJg.
Note if y exists then y is unique as (X) is an envelope.
Write g = s1 · · · sn with si ∈ S = R(Y ) ∪ R(Y )−1, and induct on the length n of g in
the generating set S. As 1 ∈ Y , the claim holds when n = 0. If g = R(y) for some y ∈ Y
the claim is clear. Suppose g = R(y)−1. Now for u ∈ Y , HR(u)R(y)−1 = HR(v) for a
unique v ∈ X, so HR(u) = HR(v)R(y) = HR(v ◦ y), and hence u = v ◦ y. Therefore as
Y is a subloop of X, v ∈ Y . Applying this observation with 1 in the role of u, HR(y)−1 =
HR(x) for some x ∈ Y , so as R(y),R(x) ∈ J , HJg = HJR(x), establishing the claim
when n = 1. Let n > 1 and g′ = gg−1n . Then gn = R(y) for some  ∈ {±1}, and by
induction on n, HJg′ = HJR(u) for some u ∈ Y . If  = 1 then Hg = HR(u)R(y) =
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Hg = HR(u)R(y−1) = HR(v) for some v ∈ Y . This completes the proof of the claim.
Let gi ∈ GJ for i = 1,2. To show X(Y ) is a loop envelope, it remains by Remark 1.1 to
show there exists y ∈ Y with HJg1R(y) = HJg2. By the claim, HJgi = HJR(yi) for some
yi ∈ Y . As (X) is a loop envelope, there is a unique x ∈ X with HR(y1)R(x) = HR(y2).
Then y1 ◦ x = y2, so as Y is a subloop of X, x ∈ Y , completing the proof that X(Y ) is an
envelope.
Conversely suppose X(Y ) is an envelope. Let Y+ = l(X(Y )) = (I, ) and for y ∈ Y
let R(y)+ = R(y)|GJ /HJ . Thus I = {R(y)+: y ∈ Y }, with ψ :y → R(y)+ a bijection of Y
with I , and as R(x ◦ y) is the unique member of K in HR(x)R(y),
R(x)+  R(y)+ = R(x ◦ y)+. (!)
Let ϕ be the inverse of ψ , regarded as a map from Y+ into X. Then ϕ is an injection and
by (!), ϕ(a  b) = ϕ(a) ◦ ϕ(b) for a, b ∈ Y+, so ϕ is a loop homomorphism. Therefore its
image Y is a subloop of X, completing the proof of (1).
Also we showed that l(X(Y )) ∼= Y , so (Y ) ∼= (l(X(Y ))) ∼= ˆX(Y ) by 1.7(4). Thus
Y ∼= l((Y )) ∼= l(ˆX(Y )) ∼= l(X(Y )) by 1.7(2) and 1.7(4), so (2) holds. 
Let ξ = (G,H,K) be a loop envelope. A subfolder ξ0 = (G0,H0,K0) of ξ is normal if
G0 G and it satisfies the following normality condition:
(NC) For each g ∈ G, k0 ∈ K0, and k ∈ K , k0k = l0k′ for some l0 ∈ Hg ∩G0 and k′ ∈ K .
If π : ξ → ξ ′ is a morphism of loop folders, define the kernel of π to be ker(π) =
(G0,H0,K0), where G0 is the kernel of the group homomorphism π :G → G′, H0 =
H ∩G0, and K0 = K ∩G0. Define the image ξπ of π to be the triple (Gπ,Hπ,Kπ).
2.6. Let ξ = (G,H,K) be a loop folder and ξ0 = (G0,H0,K0) a normal subfolder of ξ . Let
G¯ = G/G0 and π :G → G¯ be the natural map π :g → g¯ = G0g. Let ξ/ξ0 = (G¯, H¯ , K¯).
Then
(1) ξ/ξ0 is a loop folder and π : ξ → ξ/ξ0 is a morphism of loop folders with ker(π) = ξ0.
(2) If ξ is an envelope then so is ξ/ξ0 and π is surjective.
Proof. Let g ∈ G and L = Hg . As G = LK , G¯ = L¯K¯ = H¯ g¯K¯ . As G0  G, LG0 is a
subgroup of G. As ξ0 is a subfolder of ξ , G0 = (L ∩ G0)K0 by 2.1. Then as K is a set of
coset representatives for L in G, K0 is a set of coset representatives for L in LG0.
Suppose k¯i ∈ K¯ with k¯2 ∈ L¯k¯1. Then k2 ∈ LG0k1 = LK0k1, so for some k0 ∈ K0,
k0k1 ∈ Lk2. By the normality condition, k0k1 = l0k′ for some l0 ∈ L ∩ G0 and k′ ∈ K .
Thus Lk2 = Lk0k1 = Lk′, and hence k2 = k′. Thus k¯1 = (k0k1)π = (l0k2)π = k¯2, so ξ/ξ0
is a loop folder. Then by construction, π : ξ → ξ/ξ0 is a morphism of loop folders with
ξ0 = ker(π), so (1) is established.If ξ is an envelope then G = 〈K〉, so G¯ = 〈K¯〉 and π is a surjection, so (2) holds. 
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Let ξ0 = (G0,H0,K0) = ker(π) and ζ :G → G/G0 the natural map. Then
(1) ξ0 is a normal subfolder of ξ .
(2) If π is a surjection then the induced map π¯ :Gζ → G′ defined by π¯ :gζ → gπ is an
isomorphism π¯ : ξ/ξ0 → ξ ′ of loop folders with ζ π¯ = π .
(3) l(ξ0) is a normal subloop of l(ξ) and l(ξ/ξ0) ∼= l(ξ)/ l(ξ0).
Proof. Let g,a ∈ G0. Then g = hak for some h ∈ H and k ∈ K , and 1 = gπ = (hak)π =
haπ · kπ with haπ ∈ H ′aπ and kπ ∈ K ′, so as K ′ is a set of coset representatives for H ′aπ
in G′, ha ∈ Ha0 and k ∈ K0. Thus G0 = Ha0 K0. Therefore ξ0 is a subfolder of ξ by 2.1.
Suppose g ∈ G, k0 ∈ K0, and k ∈ K . Then k0k = lk′ with l ∈ Hg and k′ ∈ K , so
kπ = (k0k)π = lπ · k′π . Therefore as (G′,H ′,K ′) is a loop folder, kπ = k′π and lπ = 1.
Thus l ∈ Hg ∩ G0, so the normality condition holds. Thus ξ0 is a normal subfolder of ξ ,
establishing (1).
Next assume π is a surjection. Then G0 is the kernel of the surjective group homo-
morphism π :G → G′, so π¯ :Gζ → G′ is an isomorphism of groups with ζ π¯ = π . Then
K¯π¯ = Kζπ¯ = Kπ = K ′, and similarly H¯ π¯ = H ′, so π¯ : ξ/ξ0 → ξ ′ is an isomorphism of
folder and (2) holds.
By 1.5(1), l(ζ ) : l(ξ) → l(ξ/ξ0) is a surjective loop homomorphism. Now l(ξ) = (K,∗),
so ker(l(ζ )) = {k ∈ K: kζ = 1} = K0 is a normal subloop of l(ξ). By 2.2(2), K0 = l(ξ0),
so l(ξ0) is a normal subloop of l(ξ) and l(ξ)/ l(ξ0) ∼= l(ξ/ξ0). 
2.8. Suppose ψ :X → X′ is a surjective loop homomorphism and set Y = ker(ψ), π =
(ψ), ξ = (X) = (G,H,K), and ξ0 = ker(π) = (G0,H0,K0). Then
(1) R(Y ) = K0 and ξ0 is a normal subloop of ξ .
(2) Y ∼= l(ξ0).
(3) X/Y ∼= l(ξ/ξ0).
Proof. By 1.3(1), π : ξ → (X′) is a surjective morphism of loop envelopes, while by
1.3(2), π :G → G′ is induced by the map π :R(x) → R(xψ), and (xψ)(gπ) = (xg)ψ for
each x ∈ X and g ∈ G. As R :X′ → K ′ is a bijection,
K0 = K ∩ ker(π) = R
(
ker(ψ)
)= R(Y ).
By 2.7, ξ0 is a normal subfolder of ξ , competing the proof of (1). Also l(X(Y )) = l(ξ0)
by 2.3, and Y ∼= l(X(Y )) by 2.5, establishing (2). Finally by 1.7(2), R :X → l(ξ) is an
isomorphism of loops, and R(Y ) = K0 = l(ξ0), so (3) follows from 2.7(3). 
Convention 2.9. Let ξ = (G,H,K) be a loop folder and l(ξ) = (X,◦) its loop with natural
bijection κ :X → K as in Convention 1.9. If ξ0 = (G0,H0,K0) is a subfolder of ξ , we
regard l(ξ0) as the subloop κ−1(K0) of X, using the embedding l(ι) of l(ξ0) in l(ξ) in
2.2(2). We record some consequences of this convention:
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X, and κ(l(ξ0)) is the translation set K0 of ξ0.
(2) For each subloop Y of X, sˆξ (κ(Y )) ∼= (Y ), sξ (κ(Y )) is the unique minimal member
of l−1(Y ), and the unique subenvelope in l−1(Y ). Thus l defines a bijection of the set
of subenvelopes of ξ with the set of subloops of X.
(3) If ξ0 is normal in ξ then l(ξ0) is normal in X. Conversely if ξ is an envelope and Y is
a normal subloop of X, then there is a normal subfolder in l−1(Y ).
(4) If ξ0 is normal in ξ then l(ξ/ξ0) ∼= X/l(ξ0).
Namely by our convention, l(ξ0) is a subloop of X with κ(l(ξ0)) = K0. Next by 2.2,
X = l(sξ (K)) and then by 1.7(4), (X) = sˆξ (K) and r : sξ (K) → (X) is a surjection
from the subenvelope sξ (K) of ξ onto (X). By 2.5(1), X(Y ) is a subloop of (X) with
l(X(Y )) = Y , so the preimage of X(Y ) in sξ (K) is a subfolder of ξ mapping onto Y
under l. Thus l is surjective, establishing (1).
Let J = κ(Y ); then sξ (J ) = (〈J 〉,H ∩ 〈J 〉, J ), so sξ (J ) is a subfolder of each member
of l−1(Y ). By 1.7(4), (Y ) ∼= sˆξ (J ). Thus (2) holds.
If ξ0 is normal in ξ , then by 2.7(3), l(ξ0) is normal in ξ and l(ξ/ξ0) ∼= X/l(ξ0), establish-
ing (4). Conversely assume ξ is an envelope and Y is normal in X. Then there is a surjective
loop homomorphism ψ :X → X/Y , and setting ker((ψ)) = ξ1 = (G1,H1,K1), ξ1 is a
normal subfolder of (X) by 2.8. By 1.7(4), (X) = ξˆ , so the preimage of ξ1 in ξ is a
normal subfolder of ξ in l−1(Y ).
2.10. Let ξ = (G,H,K) be a loop envelope. Then the following are equivalent:
(1) H G.
(2) H G and l(ξ) ∼= G/H .
(3) l(ξ) is a group.
Proof. If (1) holds then Gˆ ∼= G/H and Gˆ = Kˆ , so l(ξˆ ) = Gˆ by definition. Then (1) im-
plies (2) by 1.7(4). Trivially (2) implies (3). Finally assume (3). Then l(ξ) = (K,∗), where
for x, y ∈ K , x ∗ y is the element of K in Hxy. Now for a ∈ K , Haxy = H(a ∗ x)y =
H((a ∗x)∗y). As (K,∗) is a group, (a ∗x)∗y = a ∗ (x ∗y), so Haxy = H(a ∗ (x ∗y)) =
Ha(x ∗ y), so r(xy) = r(x ∗ y), and hence Gˆ = Kˆ is a group. Therefore Hˆ = 1, so
H = kerH (G)G; that is (3) implies (1). 
2.11. Let X be a loop, Y a subloop of X, and X(Y ) = (G0,H0,K0). Then Y is a group iff
H0 G0.
Proof. By 2.5, ξ0 = X(Y ) is a subenvelope of ξ = (X), and Y ∼= l(ξ0). Thus the lemma
is a consequence of 2.10. 
2.12. Let ξ = (G,H,K) be a loop folder and assume H  M  G. Then ξM =
(M,H,M ∩K) is a normal subfolder of ξ , and l(ξ/ξM) ∼= G/M .
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is satisfied. Thus ξM is a normal subfolder of ξ . By definition, ξ/ξM = (Gπ,Hπ,Kπ),
where π :G → G/M is the natural map. But H M , so Hπ = 1 and hence l(ξ/ξM) ∼=
Gπ by 2.10. 
3. Finite loops and envelopes
Define a loop folder (G,H,K) to be finite if G is finite.
3.1. Let X be a loop. Then X is finite iff (X) is finite.
Proof. Let ξ = (X) = (G,H,K). If ξ is finite then |X| = |K| |G| < ∞. If X is finite
then as G Sym(X), ξ is finite. 
3.2. Let G be a finite group, H G, K ⊆ G, and ξ = (G,H,K). Then the following are
equivalent:
(1) ξ is a loop folder.
(2) |K|  |G : H |, 1 ∈ K , and for each choice of distinct x, y ∈ K , xy−1 fixes no points
in its action on G/H by right multiplication.
(3) 1 ∈ K , K is a set of coset representatives for H in G, and G = HgK for each g ∈ G.
Proof. Assume (1). Then 1 ∈ K and K is a set of coset representatives for Hg in G for
each g ∈ G. Thus |K| = |G : H | and for distinct x, y ∈ K , Hgx = Hgy, so xy−1 /∈ Hg ,
and hence xy−1 has no fixed points on G/H . That is (2) holds.
Next assume (2). For distinct x, y ∈ K and for g ∈ G, as xy−1 has no fixed points on
G/H , Hgx = Hgy. Thus as |K| |G : H |, K is a set of coset representatives for Hg in G,
so (3) holds.
Finally assume (3). As K is a set of coset representatives for H in G, |K| = |G : H |.
Then as G = HgK , K is also a set of coset representatives for Hg in G, so (1) holds. 
3.3. Let ξ = (G,H,K) be a finite loop folder, G0 G, H0 = H ∩G0, 1 ∈ K0 ⊆ G0 ∩K ,
and ξ0 = (G0,H0,K0). Then the following are equivalent:
(1) ξ0 is a subfolder of ξ .
(2) G0 = H0K0.
(3) |K0| |G0 : H0|.
Proof. By definition, (1) implies (2), and trivially (2) implies (3). Assume (3). Applying
3.2 to ξ , it follows that for each choice of distinct x, y ∈ K , xy−1 has no fixed points on
G/H . Thus if x, y ∈ K0 then xy−1 is also without fixed points on G0/H0. Then applying
3.2 to ξ0, (1) holds. 
110 M. Aschbacher / Journal of Algebra 288 (2005) 99–1364. Ar -loops
If X = (X,◦) is a loop and (X) = (G,H,K) its envelope, then X is an Ar -loop if the
inner mapping group H of X is a group of automorphisms of X; that is for all x, y ∈ X
and h ∈ H ,
(x ◦ y)h = (xh) ◦ (yh).
4.1. A loop X with envelope (X) = (G,H,K) is an Ar -loop iff H acts on K via conju-
gation, in which case R(x)h = R(xh) for each x ∈ X and h ∈ H .
Proof. Recall R :X → K is a bijection, and for a, x ∈ X, aR(x) = a ◦ x. Then for h ∈ H ,
aR(x)h = ah−1R(x)h = (ah−1 ◦ x)h.
Now if X is an Ar -loop then
(
ah−1 ◦ x)h = a ◦ xh = aR(xh),
so R(x)h = R(xh) and H acts on K .
Conversely assume H acts on K . Then R(x)h = R(y) for some y ∈ X. Now
y = 1 ·R(y) = 1 ·R(x)h = 1 ·R(x)h = xh.
Then
(x ◦ y)h = 1 ·R(x)R(y)h = 1 · (R(x)R(y))h = 1 ·R(x)hR(y)h = 1 ·R(xh)R(yh)
= (xh) ◦ (yh),
so X is an Ar -loop. 
In the remainder of the section let ξ = (G,H,K) be a loop folder. Define ξ to be an
Ar -loop folder if H acts on K via conjugation. Thus for example if X is a loop then X is
an Ar -loop iff (X) is an Ar -loop folder by 4.1.
Let (X,◦) = l(ξ) and adopt Convention 1.9. For g ∈ G, we regard g as a function
g :X → X by transferring the action of G on G/H to an action on K via the bijection κ ;
that is κ(xg) is the unique element of K contained in Hκ(x)g.
4.2. Assume ξ is an Ar -loop folder. Then
(1) For x ∈ X and h ∈ H , κ(xh) = κ(x)h, so κ :X → K is an equivalence of the permu-
tation representation of H on X with its representation on K via conjugation.
(2) Each subfolder and image of ξ is an Ar -loop folder.
(3) Each subloop and image of X is an Ar -loop.
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as H acts on K and κ(x)h ∈ Hκ(x)h, (1) holds. If ξ0 = (G0,H0,K0) is a subfolder of ξ ,
then as H acts on K , H0 = H ∩G0 acts on K∩G0 = K0, so ξ0 is an Ar -folder. Similarly if
ξ0 is normal in ξ then ξ/ξ0 = (G∗,H ∗,K∗), where G∗ = G/G0. Then as H acts on K , H ∗
acts on K∗, so ξ/ξ0 is an Ar -folder, completing the proof of (2). Then (2) and the bijection
ξ0 → l(ξ0) between subenvelopes of ξ and subloops of X in 2.9(2) implies (3). 
4.3. Assume ξ is an Ar -loop folder and let LH . Then
(1) FixX(L) = Y is an Ar -subloop of X.
(2) CK(L) = κ(Y ).
(3) X(Y ) and sξ (CK(L)) are Ar -loop envelopes with X(Y ) = sˆξ (CK(L)).
(4) CK(L) = NK(L).
(5) For k ∈ K , H ∩Hk = CH(k).
(6) 〈CK(L)〉 is transitive on FixX(L).
(7) H controls G-fusion in H .
Proof. Let x, y ∈ Y and h ∈ L. Then (x ◦ y)h = xh ◦ yh = x ◦ y, so Y is closed under ◦.
Next there is z ∈ X with x ◦ z = y. Then
x ◦ z = y = yh = (x ◦ z)h = xh ◦ zh = x ◦ zh,
so z = zh. Thus the restriction of L(x) to Y is a permutation of Y , and similarly the re-
striction of R(x) is also a permutation. Thus Y is a subloop of X, so (1) follows from
4.2(3).
Next (2) follows from 4.2(1). Now (1), (2), 2.5(1), and 4.2(2) imply (3).
Let x ∈ X and k = κ(x). Then x ∈ FixX(H ∩ Hk), so H ∩ Hk  CH(k) by (2), and
hence (5) holds. Then (5) implies (4). Also (1) and (2) imply (6), and (6) implies (7) (cf.
5.21 in [13]). 
5. Twisted subgroups
In this section G is a group. A twisted subgroup of G is a subset K of G such that 1 ∈ K ,
and for all x, y ∈ K , x−1 ∈ K and xyx ∈ K . For τ ∈ Aut(G), set K(τ) = {g ∈ G: gτ =
g−1}.
5.1. Let K be a twisted subgroup of a group G. Then
(1) For each k ∈ K , 〈k〉 ⊆ K .
(2) Let I = {k ∈ K: k2 = 1}. Then 〈I 〉 acts on K by conjugation.
(3) Assume G = 〈K〉. Then there exists a normal subgroup ΞK(G) called the K-radical
of G such that
(a) ΞK(G)k ⊆ K for each k ∈ K .
(b) G∗ is K∗-reduced, where G∗ = G/ΞK(G); that is ΞK∗(G∗) = 1.
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Further Λ = {τk: k ∈ K} is a G-invariant subset of the semidirect product of G
by τ .
Proof. Part (1) is 1.2.1 in [3]. Part (2) is 1.3.1 in [3]. Part (3) follows from 2.1, 2.3, and
2.4 in [3]. 
5.2. Let τ be an automorphism of G with τ 2 = 1, and K ⊆ K(τ). Form the semidirect
product G+ of G by τ , let τ ∈ Λ ⊆ τK(τ), and set K = τΛ. Assume G = 〈K〉. Then K is
a twisted subgroup of G iff Λ is G-invariant, in which case G is K-reduced.
Proof. See 2.5 in [3]. 
The associates of a twisted subgroup K of G are the subsets Ka, a ∈ K .
5.3. Let K be a twisted subgroup of G. Then
(1) Each associate Ka is a twisted subgroup of G.
(2) If G = 〈K〉 then G = 〈Ka〉, and if G is K-reduced with automorphism τ then G =
〈Ka〉 and G is Ka-reduced with automorphism τca , where ca is conjugation by a.
Proof. See 1.5 and 2.4 in [3]. Note a ∈ Ka so 〈K〉 〈Ka〉. 
6. Bol loops
Recall a Bol loop is a loop X = (X,◦) such that for all z, x, y ∈ X,
(
(a ◦ x) ◦ y) ◦ x = a ◦ ((x ◦ y) ◦ x). (Bol)
The next result appears in various places in the literature (e.g., Proposition 5.2 in [11]
and Lemma 2.5 in [18]) but we supply a proof for completeness.
6.1. Let X be a loop and (X) = ξ = (G,H,K). Then
(1) X is a Bol loop iff K is a twisted subgroup of G.
(2) If X is a Bol loop then
(a) R((x ◦ y) ◦ x) = R(x)R(y)R(x) for all x, y ∈ X, and
(b) R(x)−1 = R(x−1), where x−1 is the unique member of X with x ◦ x−1 = 1 =
x−1 ◦ x.
Proof. For x, y, z ∈ X,
( )R(x)R(y)R(z) :a → (a ◦ x) ◦ y ◦ z,
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(
(x ◦ y) ◦ z) :a → a ◦ ((x ◦ y) ◦ z).
Therefore R(x)R(y)R(x) = R((x ◦ y) ◦ x) iff for all a ∈ X, the Bol identity (Bol) holds.
On the other hand
1 ·R((x ◦ y) ◦ x)= (x ◦ y) ◦ x = 1 ·R(x)R(y)R(x),
so if R(x)R(y)R(x) ∈ K then R(x)R(y)R(x) = R((x ◦ y) ◦ x) as ξ is a loop folder. Thus
(Bol) holds iff R(x)R(y)R(x) ∈ K for all x, y ∈ X.
Next for x ∈ X there is a unique y ∈ X with y ◦ x = 1. Now if X is Bol then
R(y)R(x)R(y) = R((y ◦ x) ◦ y)= R(1 ◦ y) = R(y),
so R(x)−1 = R(y) ∈ K . Thus (1) holds. Also by symmetry between x and y, x is the
unique member of X with x ◦ y = 1, completing the proof of (2). 
Define a loop folder ξ = (G,H,K) to be a Bol loop folder if K is a twisted subgroup
of G.
6.2. Let ξ = (G,H,K) be a Bol loop folder. Then each subfolder and image of ξ is a Bol
loop folder.
Proof. Let ξ0 = (G0,H0,K0) be a subfolder of ξ . Then as K is a twisted subgroup of G,
K0 = K ∩G0 is a twisted subgroup of G0, so ξ0 is a Bol loop folder. Suppose ξ0 is normal
in ξ and let G∗ = G/G0. Then ξ/ξ0 = (G∗,H ∗,K∗) and K∗ is a twisted subgroup of G∗,
so ξ/ξ0 is a Bol loop folder. 
Notation 6.3. Let X be a Bol loop and (X) = (G,H,K). Recall the definition of ΞK(G)
from the previous section, define Ξ(X) = R−1(ΞK(G)), and define X to be radical free if
Ξ(X) = 1. If X is radical free then by 6.1(1) and 5.1(3)(c), there is a unique automorphisms
τ = τX of G with τ 2 = 1 such that K ⊆ K(τ). Form the semidirect product G+ = G〈τ 〉 of
G by τ and let Λ = τK ⊆ G+. By 5.1, Λ is G-invariant. Conversely:
6.4. Let G be group, τ ∈ Aut(G) with τ 2 = 1, form the semidirect product G+ = G〈τ 〉
of G by τ and let Λ ⊆ Gτ be G-invariant with K = τΛ ⊆ K(τ). Let H  G and set
ξ = (G,H,K). Then the following are equivalent:
(1) ξ is a Bol loop folder and l(ξ) is radical free.
(2) K is a set of coset representatives for H in G.
(3) Each member of G can be written uniquely as a product hτλ with h ∈ H and λ ∈ Λ.
(4) Each member of G+ − G can be written uniquely as a product hλ with h ∈ H and
λ ∈ Λ.
(5) G = HK and αβ is fixed point free on G/H for all distinct α,β ∈ Λ.
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(6) |G : H | = |Λ| and αβ is fixed point free on G/H for all distinct α,β ∈ Λ.
Proof. Visibly (2) and (3) are equivalent.
As K ⊆ K(τ), Λ is τ -invariant, and hence G+-invariant. Thus the map λ → λτ is a
permutation of Λ, so as τλ = λτ τ , (3) is equivalent to (C(1)), where for g ∈ G:
(C(g)) Each member of G can be written uniquely as a product hgλτ with h ∈ H and
λ ∈ Λ.
Next multiplying (C(g)) by τ , (C(g)) is equivalent to (B(g)), where:
(B(g)) Each member of G+ − G can be written uniquely as a product hgλ with h ∈ H
and λ ∈ Λ.
Thus (3) is equivalent to (B(1)), which is (4), and conjugating (B(1)) by g, we get
(B(g)) and hence also (C(g)) for all g ∈ G. Thus (3) and (4) are equivalent to the condition
that K is a set of coset representatives for Hg in G for all g ∈ G; that is (3) and (4) are
equivalent to the condition that ξ is a loop folder, which is equivalent to (1) as K is a twisted
subgroup of G by 5.2. Also for α,β ∈ Λ, Hατ = Hβτ iff αβ ∈ H , so (3) and (5) are
equivalent. Finally (5) and (6) are equivalent when G is finite by a counting argument. 
6.5. Let X be a Bol loop and ξ = (X) = (G,H,K).
(1) ξΞ = (ΞK(G),1,ΞK(G)) is a normal subfolder of ξ .
(2) Ξ(X) is a normal subloop of X.
(3) Ξ(X) is isomorphic to the group ΞK(G).
(4) X/Ξ(X) ∼= l(G∗,H ∗,K∗), where G∗ = G/ΞK(G).
(5) For each associate Ka of K , ξa = (G,H,Ka) is a faithful Bol loop envelope.
Further if X is radical free then Xa = l(ξa) is radical free and τXa = τca .
Proof. Part (1) follows from condition (a) in 5.1(3). Then (1) and 2.9 imply (2), (3) follows
from 2.10, and (4) follows from 2.8(3). By 5.3, Ka is a twisted subgroup of G generat-
ing G. As G = HgK for all g ∈ G, G = Ga = HgKa, so ξa is a loop envelope by 2.1.
Then 5.3(2) completes the proof of (5). 
A loop X satisfies the automorphic inverse property AIP if x−1 ◦ y−1 = (x ◦ y)−1
for all x, y ∈ X, and Bol loops with the automorphic inverse property are called Bruck
loops. Much of the following two lemmas appears in Remark 5.12 in [11], with proofs in
a different language appearing in Section 4 of [12]:6.6. Let X be a Bruck loop and set (X) = (G,H,K). Then
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(2) X is radical free, τ = τX , and Λ = τK is G-invariant.
(3) H CG(τ).
(4) X is an Ar -loop.
(5) ξτ = (CG(τ),H,CK(τ)) is a Bol loop folder with l(ξτ ) of exponent 2.
(6) If K contains no involutions then H = CG(τ); in particular H = CG(τ) if G is of odd
order.
Proof. For x, y ∈ X,
xR(y)τ = xτR(y)τ = x−1R(y)τ = (x−1 ◦ y)τ = (x−1 ◦ y)−1 = x ◦ y−1 = xR(y)−1,
so R(y)τ = R(y−1). Thus k ⊆ K(τ), so (1) holds as G = 〈K〉. Then (2) follows from 5.2
and 6.3.
By (1), G  G〈τ 〉  Sym(X) and τ fixes 1 by definition of τ , so τ acts on G1 = H .
Thus for h ∈ H , [τ,h] ∈ H . But [τ,h] = ττh ∈ τΛ = K by (2), so [τ,h] ∈ H ∩ K = 1,
establishing (3). Let a ∈ K . By (2), a = τλ for some λ ∈ Λ and λh ∈ Λ, so ah = τλh ∈
τΛ = K by (3). Thus H acts on K , so (4) follows from 4.1. By (3) and 2.4, ξτ is a Bol
loop folder. Then as CK(τ) = {k ∈ K: k2 = 1}, (5) holds. Of course (5) implies (6). 
6.7. Let X be a Bol loop. Then X is a Bruck loop iff X is a radical free Ar -loop.
Proof. By 6.6 we may assume X is a radical free Ar -loop and it remains to show X is AIP.
Adopt Notation 6.3 and let h ∈ H . Then as h acts on K and K ⊆ K(τ), also K ⊆ K(τh),
so τ = τh by the uniqueness of τ in 6.3. That is H  CG(τ).
Let x, y ∈ X. Then R(x)R(y) = hR(x ◦ y) for some h ∈ H , and
R(x)−1R(y)−1 = (R(x)R(y))τ = (hR(x ◦ y))τ = hR(x ◦ y)−1.
Then using 6.1(2)(b) and the fact that X = l((X)), R((x ◦ y)−1) = R(x−1 ◦ y−1), so X is
indeed AIP. 
6.8. Let X be a Bol loop, set (X) = (G,H,K), and let x ∈ X. Then
(1) R(xn) = R(x)n for each integer n.
(2) 〈x〉 ∼= 〈R(x)〉 is a group.
(3) X is of exponent 2 iff k2 = 1 for all k ∈ K .
(4) If X is radical free then:
(a) X is of exponent 2 iff τX = 1.
(b) If X is of exponent 2 then K is G-invariant, so X is Ar .
Proof. By 5.1(1), R(x)n ∈ K , so (1) follows. Then (1) implies (2) and (2) implies (3).
Assume X is radical free. By (3), X is of exponent 2 iff k2 = 1 for all k ∈ K iff the
identity automorphism α of G inverts each k in K iff τX = α by uniqueness of τX in 6.3.
Finally (4)(b) is a consequence of 5.1(2). 
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In this section p is a prime, ξ = (G,H,K) is a loop folder such that G is a finite
p-group, l(ξ) = (X,◦) is the loop of ξ , and we adopt Convention 1.9.
The first lemma shows our hypotheses inherit to sections of X:
7.1. Let Y X.
(1) |X| divides |G|, so |X| is a power of p.
(2) (Y ) ∼= sˆξ (κ(Y )).
(3) The enveloping group of Y is a finite p-group.
(4) |Y | divides |X|.
(5) If Y  X then (X/Y ) is a homomorphic image of (X), so the enveloping group of
X/Y is a finite p-group and |X/Y | = |X|/|Y | is a power of p.
Proof. First |X| = |K| = |G : H |, so (1) holds. Part (2) follows from 2.9(2). As the en-
veloping group GY of sξ (κ(Y )) is a section of G, GY is a finite p-group, so (2) implies (3).
By (1) and (3), |Y | is a power of p, so as |Y | |X|, (1) implies (4).
Finally assume Y  X. Without loss, ξ = (X). By 2.9 there is a normal subenvelope
ξY of ξ with l(ξY ) = Y and X/Y ∼= l(ξ/ξY ). The surjection ϕ :X → X/Y induces the
surjection (ϕ) : (X) → (X/Y ) and hence by 2.7, (X/Y ) ∼= ξ/ξY , so the enveloping
group of X/Y is an image of G, and hence is a finite p-group. As Y X, |X/Y | = |X|/|Y |,
so |X/Y | is a power of p by (1). 
WriteM for the set of maximal subgroups of G containing H .
7.2. If X = 1 thenM = ∅.
Proof. IfM= ∅ then G = H , so as K is a set of coset representatives for H in G, K = 1.
Thus |X| = |K| = 1. 
7.3. Let M ∈M, KM = K ∩M , and Y = κ−1(KM). Then
(1) M is of index p and normal in G.
(2) ξM = (M,H,KM) is a normal subfolder of ξ .
(3) Y X and X/Y ∼= Zp .
(4) Y = l(ξM) and (Y ) ∼= sˆξ (KM).
Proof. As G is a finite p-group, M is of index p and hence normal in G. By 2.12, ξM =
(M,H,KM) is a normal subfolder of ξ and l(ξ/ξM) ∼= G/M ∼= Zp . By 2.9, Y  X and
X/Y ∼= l(ξ/ξM) ∼= Zp . Part (4) follows from 7.1(2). 
A loop X is solvable if there exists a series 1 = X0  · · ·  Xn = X of subloops with
Xi normal in Xi+1 and Xi+1/Xi an abelian group.
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Proof. We may assume X = 1 and ξ = (X). By 7.2 there is M ∈M; let Y = l(ξM);
by 7.3(3), Y X and X/Y ∼= Zp . By 7.1(3), Y satisfies our hypothesis. Thus Y is solvable
by induction on |X|, so X is too. 
8. 3-inversion
In this section G is a finite group. We say that G is 3-inverted if each involution in G
inverts an element of order 3 in G. Let T ∈ Syl2(G) and H(G) be the set of overgroups H
of T in G such that H/O2(H) is 3-inverted.
See [5] for the description of the classes of involutory automorphisms and their central-
izers for groups of Lie type in characteristic 2.
8.1. Let G∗ = G/O2(G) and a an involution in G.
(1) If a∗ inverts an element of odd prime order p in G∗ then a inverts an element of order
p in G.
(2) If G∗ is 3-inverted then each involution in G−O2(G) inverts an element of order 3.
Proof. Notice (1) implies (2). Assume a∗ inverts a subgroup X∗ of G∗ of order p. Then
Y ∗ = 〈a∗,X∗〉 ∼= D2p; let H be the preimage in G of Y ∗. As a∗ /∈ O2(H ∗), a /∈ O2(G),
so by the Baer–Suzuki Theorem (cf. 39.6 in [13]), D = 〈a, ah〉 is not a 2-group for some
h ∈ H . Then as D is dihedral and H is a {2,p}-group, a inverts an element of order p
in D. 
8.2. Assume p is an odd prime, a is an involution in G, X is an a-invariant subgroup
of G, and X∗ = X/O2(X) = Y ∗ × Y ∗a for some Y X with p ∈ π(Y ). Then a inverts an
element of order p in X.
Proof. Without loss G = 〈a,X〉, and by 8.1(1) we may assume O2(X) = 1. Let y be of
order p in Y ; then a inverts the element yy−x of order p in X. 
8.3. Let H0 = 〈H(X)〉. Then
(1) If O2(H0) = 1 then G is 3-inverted.
(2) If H1,H2 ∈H(G) with O2(〈H1,H2〉) = 1 then G is 3-inverted.
Proof. Observe (1) implies (2). Assume the hypotheses of (1) and suppose i is an involu-
tion in G which inverts no element of order 3 in G. Set W = 〈iG ∩ T 〉 and let H ∈H(G).
By 8.1, W O2(H), so as W is weakly closed in T , W H . Thus W H0, contrary to
the hypothesis that O2(H0) = 1. 
8.4. If F ∗(G) ∼= An with n 5 then either G is 3-inverted or n = 6 and PGL2(9)G.
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Aut(L) or n = 6 and |Aut(L) : S| = 2. Further in the latter case each involution in Aut(L)
is contained in S or in PGL2(9), so we may assume LG S. Thus if i is an involution
in G then i is of cycle type 2k on Ω for some 1 k  n/2 and hence i inverts a cycle of
length 3 unless k = n/2. In that event i inverts an element of cycle type 32. 
8.5. Assume L = F ∗(G) is of Lie type and characteristic 2. Then one of the following
holds:
(1) G is 3-inverted.
(2) L ∼= Sz(2n) or 2F4(2n)′, n odd.
(3) L ∼= Sp4(2n)′, n odd, and G is nontrivial on the Dynkin diagram of L.
Proof. Let l be the Lie rank of L. First assume l = 1, but L is not Sz(2n). Let i be an invo-
lution in G. If L ∼= L2(2n) then (cf. [5]) either i is inner or i induces a field automorphism
of G. In the first case i is contained in an L2(2)-subgroup of L, so i inverts an element
of order 3. In the second, CL(i) ∼= L2(2n/2), each involution in j ∈ iCL(i) is in iG, and j
inverts an element of order 3 in CL(i) by 8.1 and the previous case. If L ∼= U3(2n) then
either i is inner and contained in an L2(2n)-subgroup of L, or i induces a graph automor-
phism, CL(i) ∼= L2(2n), and all involutions in iCL(i) are in iL. Thus i inverts elements of
order 3 by the previous case and 8.1.
Thus we may assume l  2, and we may assume G is generated by involutions, so G =
LT . Observe that either T acts on proper parabolics P1 and P2 of L with L = 〈H1,H2〉,
or L ∼= L3(q) or Sp4(q) and T is nontrivial on the Dynkin diagram of G. Moreover in the
latter case if L is Sp4(q) then as G is generated by involutions, q = 2n with n odd. In this
last case (3) holds, so we may assume it does not occur.
Suppose that P1 and P2 exist, and set Hi = PiT . By 8.3(2), we may assume Hi /∈H(G)
for i = 1 or 2, so by induction on l, and using 8.2 when the Dynkin diagram of Pi is the
union of connected components interchanged by T , we conclude that O2′(Hi/O2(Hi)) is
Sz(2n), 2F4(2n)′, or an extension of Sp4(2n)′ nontrivial on the Dynkin diagram. In the first
case L ∼= 2F 4(2n)′, so the lemma holds. The second is impossible as no proper parabolic
in a group of Lie type is of this form. In the third, T is nontrivial on the Dynkin diagram of
Pi of type C2, and hence T is also nontrivial on the diagram of L, and O2
′
(Pi/O2(Pi)) ∼=
Sp4(2n), so we conclude L is F4(2n). Moreover L is 3-inverted, while (cf. 19.5 in [5]) L is
transitive on involutions a in G − L and CL(a) ∼= 2F 4(2n) for each such involution. In
particular if b is a short root involution in CL(a) then ab ∈ aG and b inverts an element of
order 3 in CL(a), so ab does too, and hence G is 3-inverted.
Thus we may assume L is L3(q) and T is nontrivial on the Dynkin diagram ∆ of L. In
particular the subgroup G0 of G trivial on ∆ is 3-invertible. Further if a is an involution in
G−G0 then (cf. 19.6, 19.8, and 19.9 in [5]), either:
(a) a induces a graph automorphism with CL(a) ∼= L2(q), or
(b) a induces a graph-field automorphism with CL(a) ∼= U3(q1/2).
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earlier reduction, and ab ∈ aG, so G is 3-inverted. 
8.6. If F ∗(G) is a sporadic group then G is 3-inverted.
Proof. We induct on the order of G and use 8.3.
If L is M11 or J1 then G = L has one class of involutions and elements of order 3 in G
are inverted by involutions, so G is 3-invertible. Thus we may assume L is not M11 or J1.
In the remaining cases (cf. [2]) there are distinct maximal 2-local subgroups H1 and H2 of
G containing T , and by induction on the order of G, 8.4, and 8.5, we may choose H1 and
H2 in H(G). Thus G is 3-inverted by 8.3. 
9. 3-terminal groups
In this section G is a finite group such that G = O2′(G). Set L = F ∗(G). Let Π(G) =
π(G) − {2} and define a relation  on Π by p  q if q ∈ π(NG(X)) for some nontrivial
p-subgroup X of G. Let → be the transitive extension of . For q ∈ Π let
Π(q) = {p ∈ Π : p → q} and Π∗(q) = {p ∈ Π : q → p}.
We say that G is 3-terminal if Π = Π(3). Define Σ(G) to be the set of p ∈ Π(G) such
that CG(P ) is of odd order for P ∈ Sylp(G).
9.1. If L ∼= An for some n 5, then either
(1) G is 3-terminal, or
(2) n = q , q + 1, or q + 2 where 3 < q = 2m + 1 is prime, and Π(3) = Π − {q}.
Proof. Let q ∈ Π . If q < n−2 then a q-cycle centralizes a 3-cycle so q  3. Thus we may
assume n = q + d for some 0 d  2. If r is an odd prime divisor of q − 1 then q  r and
r < n− 2, so r  3; thus q → 3.
We have shown that Π(3) contains all primes other than the primes q = 2m + 1 > 3
with q  n− 2. As there is at most one such prime, the lemma holds. 
9.2. Assume L is sporadic. Then
(1) If L is not J1, J4, or HS then 3 ∈ Σ(G).
(2) If L is J1, J4 or HS then G is 3-terminal.
Proof. This follows from the list of normalizers of subgroups of prime order in the spo-
radics; cf. [16]. Note that if 3 /∈ Σ(G) then: (a) F ∗(CG(X)) = O3(CG(X)) for any X of
order 3 in L, and (b) |G|3 = |CG(i)|3 for some involution i in G. 
9.3. Assume L is a classical group of even characteristic, but L is not L2(q), L3(q), or
U3(q). Then
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(2) If L is Ω−2m+1(q) then G is 3-terminal or Π − Π(3) is the set of prime divisors of
q2
m + 1.
(3) If L is Ω2r (q) with r > 3 odd then G is 3-terminal.
(4) If L is not Ω−2m+1(q) then either Σ(G)∩Π(3) = ∅, or G is 3-terminal.
Proof. By hypothesis L is the image of a quasisimple classical group Lˆ acting faithfully
on its natural module V of dimension n over F = Fq . We may assume one of the following
holds:
(I) Lˆ = SL(V ) and n 4.
(II) Lˆ = SU(V ) and n 4.
(III) Lˆ = Sp(V ) and n 4 is even.
(IV) Lˆ = Ω(V ) is orthogonal and n 8 is even.
From the structure of Out(L) in [16], π(O2′(Out(L))) ⊆ π(L), so as G = O2′(G),
π(G) = π(L). Thus replacing G by LT , where T ∈ Syl2(G), we may assume L = O2(G),
since we do not decrease Π −Π(3) when we make this change.
Let p ∈ Π . In case (I) let q0 = q and in case (II) let q = q20 . If p divides |Z(Lˆ)| then
L = Ln(q0) with p dividing (n, q0 − ). But in this case we may choose a subgroup Xˆ of
order p in Lˆ with dim([V, Xˆ]) = 2 and as n  p > 3, Xˆ centralizes a subgroup Yˆ of Lˆ
of order 3 with dim([V, Yˆ ]) = 2, so p ∈ Π(3). Thus if p /∈ Π(3) then p does not divide
|Z(Lˆ)|.
Let X be a subgroup of G of order p. If p does not divide |Z(Lˆ)| we can identify X
with a Sylow p-subgroup of its preimage in Lˆ, and hence also regard X as a subgroup of Lˆ.
In case (IV), n = 2r is even and q ≡ δ mod 3, where δ = ±1; set  = sgn(V ) and σ = δ.
If p divides the order of Ln−2(q0), Spn−2(q), or Oσn−2(q) in cases (I)–(IV), re-
spectively, then X centralizes the image in G of a subgroup Yˆ of Lˆ of order 3 with
dim([V, Yˆ ]) = 2, so p ∈ Π(3). In particular if q2 ≡ 1 mod p then p ∈ Π(3).
We now prove (1)–(3), so we may assume case (I) or (IV) holds, and we may take
p /∈ Π(3). Then from discussion above, we may regard X as a subgroup of Lˆ and p divides:
(i) qn − 1 or qn−1 − 1 in case (I).
(ii) qr −  or qr−1 + σ in case (IV).
So p is a divisor of qk −ρ, ρ = ±1 and CV (X) is of dimension n−k = 0 or 1 in (i), and
n − 2k = 0 or 2 in (ii). Let LX be the image in L of CLˆ(CV (X)). Then X is contained in
the stabilizer in LX of an extension field E of F of degree k, which (cf. [1]) is isomorphic
to E#/F # extended by Gal(E/F) in case (i), and to Oρ2 (qk) in case (ii). Therefore X
commutes with a subgroup S of prime order s dividing qk − ρ and the order of Ln−2(q)
or Oσn−2(q) in cases (i) or (ii) respectively, in each of the following cases:
(a) case (i) holds and k is not prime.
(b) case (ii) holds, ρ = 1, and k is not prime.
(c) case (ii) holds, ρ = −1, and k is not a power of 2.
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in case (ii) when ρ = 1, while k is a power of 2 in case (ii) when ρ = −1.
Suppose k is prime. From the discussion above, there is a subgroup K of order
k in NLX(X), so p  k. Then k must satisfy (i) or (ii), or else k  3, contrary to
p /∈ Π(3). In particular dim(CV (K))  α, where α = 1 in (i) and α = 2 in (ii). How-
ever dim(C[V,X](K)) = α, and if CV (X) = 0 then S centralizes CV (X). We conclude
CV (X) = 0, so k = n if (i) holds, and k = r divides qn−2 − σ if (iv) holds. We now apply
our argument to K in the role of X: In case (i) we conclude k  3, to obtain a contradiction,
establishing (1). In case (ii), we conclude k = 2e +1, so k divides q2e −1, and hence again
k  3, establishing (3). Finally when L is Ω−2m+1(q) we have shown that p divides q2
m + 1,
establishing (2).
It remains to prove (4), so by (1) we may assume one of (II)–(IV) holds, and in (IV)
we may assume r is even by (3). When L is Sp4(2e) with e odd, we will show that prime
divisors p of q + 1 are in Σ(L); hence as outer involutions do not centralize a Sylow
p-subgroup of L, we may assume G is trivial on the Dynkin diagram of L in this case, and
it remains to establish this fact about such primes p. Therefore as (I) does not hold, G is
the image of some subgroup Gˆ of the semilinear maps on V normalizing Lˆ. Here we let p
be a prime divisor of q2 − 1, and let ±1 = β ≡ q mod p. In case (II), q is a square and we
pick p to divide q1/2 + 1. Observe by earlier remarks that p  3, so to prove (4) it suffices
to show p ∈ Σ(G).
There is an elementary abelian p-subgroup R of Lˆ such that V = V0 ⊕ [V,R], where
V0 = CV (R) is nondegenerate or 0, and [V,R] = V1 ⊕ · · · ⊕ Vm is the sum of weight
spaces for R such that dim(Vi) = d for all i  1, where d = 1 if β = 1 and d = 2 if
β = −1. Further if d = 2 then the decomposition is orthogonal, and Vi is of sign β = −1
in case (IV). When d = 1, the decomposition is also orthogonal in case (II), while in the
remaining cases m is even and Wi = V2i−1 +V2i is orthogonal to Wj for 1 i < j m/2,
with Wi of sign β = +1 in case (IV). Finally we choose R maximal so that either V0 = 0,
or case (IV) holds with V0 nondegenerate of sign −β , so that  = −βr . Then as r is even
in case (IV),  = −1.
Suppose t is an involution in Gˆ centralizing P ∈ Sylp(Lˆ); without loss R  P . If t /∈
GL(V ) then q is a square,  = 1 in case (IV), t induces a field automorphism on L in
cases (III) and (IV), and a graph-field automorphism in (IV), or a graph automorphism in
case (II) (cf. Section 19 in [5]). In case (II), such involutions do not centralize a Sylow
p-subgroup of L. In case (III) and (IV) we choose p so that β = −1; subject to this choice,
again such involutions do not centralize R.
Thus t ∈ GL(V ) and t centralizes R, so t acts on each of the weight spaces Vi for R.
As t ∈ GL(V ), t centralizes Vi for i > 0, since Vi is an irreducible FR-module. Hence
t centralizes [V,R], so t is nontrivial on V0, and hence dim(V0) = 2 and t is a transvec-
tion. Therefore p ∈ Σ(G) in cases (II) and (III), establishing (4) in those cases. Similarly
we may assume case (IV) holds with  = −1. Recall that r is even and as  = −1, all
involutions in Gˆ are in GL(V ).
Let r = 2ek with k odd; we may assume k = 1. Let s be a prime divisor of q2e + 1;
then |G : CG(t)| ≡ 0 mod s. For each involution i ∈ Gˆ − Lˆ, CGˆ(i)  CGˆ(t) for some
transvection t . Finally if i ∈ Lˆ then C
Lˆ
(i) is contained in a parabolic P of Lˆ and |Lˆ : P | ≡0 mod s. Thus s ∈ Σ(G) and s  3 by earlier remarks, completing the proof of (4). 
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or 2F4(q)′. Then Σ(G)∩Π(3) = ∅.
Proof. Replacing G by LT , where T ∈ Syl2(G), we may assume L = O2(G). Recall
L = L¯σ for some algebraic group L¯ and some endomorphism σ of L¯. We appeal to [7]. In
particular by II.1.1 in Chapter E of [7], each semisimple element g of L is contained in a
maximal torus T of L¯ fixed by σ , and hence g is contained in the maximal torus Tσ of L.
Further by E.II.1.2 and the discussion in Example E.II.1.10, there is a 1–1 correspondence
between the L-classes of maximal tori of L and conjugacy classes of the Weyl group
W of L¯, such that if w ∈ W corresponds to Tσ then tσ = |Tσ | = fw(q) for a suitable
polynomial fw(x) ∈ Z[x] if L is a Chevalley group, and tσ = fw(−q) if L is 2E6(q).
Further nw = |CW(w)| divides |NL(Tσ )|.
In the case of 3D4(q) there is an analogous result, but it is easier to observe that if p
is a prime divisor of (q3 + 1)/(q + 1) then there is a torus in a SU3(q)-subgroup of L in
which a subgroup of order p is normalized by a subgroup of order 3, but the centralizer in
G of a Sylow p-subgroup of L is of odd order. Thus the lemma holds in this case.
In the remaining cases we exhibit a torus Tσ with nw divisible by 3, such that for suitable
prime divisors p of |Tσ |, the centralizer of a Sylow p-subgroup of L is of odd order. Thus
p ∈ Σ(G)∩Π(3).
The conjugacy classes of the Weyl group W , the polynomials fw(x), and the integers
nw are listed in Chapter G of [7]. The tables in Chapter G give a polynomial gw(x), where
fw(x) = (x − 1)l−rgw(x) when l is the Lie rank of L¯ and r is the rank of the diagram in-
dexing w, or equivalently the degree of gw(x). Further the involutions i in G are described
in [5], and for i ∈ L there is a list of parabolics P containing CL(i). We need only check
that |CL(i)|p < |CL(i)|p for outer involutions i, and (using the Borel–Tits Theorem 47.8
in [13]) |L|p < |P |p for each of the parabolics. Here is a list of tori that work, indexed
by the diagram of the tori given in Chapter G of [7]: G2, F4, E6(a1), E7, E8(a1), for the
corresponding group. 
9.5. Assume L is a nonabelian simple group and M is a maximal subgroup of G such that
LM and Σ(G) ⊆ π(M). Then one of the following holds:
(1) π(M)∩Π(3) = ∅.
(2) L is L2(q), Sz(q), 2G2(q), L3(q), or 2F4(q)′.
(3) L ∼= An, where n = 2m + 1 is prime, and M = NG(X) where X ∼= Zn.
(4) L is of Lie type and odd characteristic.
(5) M is a Sylow 2-subgroup of G.
Proof. Assume G,M is a counter example to the lemma, and let Π(M) = π(M)∩Π . If M
is 2-group then (5) holds by maximality of M , contrary to the choice of the pair as a counter
example; therefore Π(M) = ∅, but by hypothesis Π(M) ∩ Π(3) = ∅. In particular M is
a 3′-group and Π Π(3), so G is not 3-terminal. As Σ(G) ⊆ Π(M), Σ(G) ∩ Π(3) ⊆
π(M)∩Π(3) = ∅. Therefore L is not sporadic by 9.2. As (4) fails, L is not of Lie type of
odd characteristic. Thus L is of Lie type of even characteristic or an alternating group.
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a 3′-group, K ∼= Sz(2m) for some odd m. Then as 5 ∈ Π(Sz(2m)), 5 /∈ Π(3).
Assume first that L ∼= An for some n. Then n and Π(M) are described in 9.1(2) and
G acts faithfully as An or Sn on a set Ω of order n. In particular Π(M) = {q}, where
q = 2m +1 is prime, so m = 2k . Therefore M = SX where |X| = q and S ∈ Syl2(M). Also
k is not a divisor of |M| for q < k  n. Therefore if q = n then M acts on the set Fix(X) of
fixed points of X on Ω , so M is the global stabilizer in G of Fix(X) by maximality of M .
But then 3 ∈ π(M), a contradiction. Thus n = q , and X is regular on Ω of prime order, so
X M as M is a {2, q}-group. Thus (3) holds in this case, contrary to the choice of G and
M as a counter example.
Therefore L is of Lie type over F = Fq for some even q . By 9.4, L is not exceptional,
so L is classical. Then by 9.3, L is Ω−2m+1(q) and each p ∈ Π(M) divides q2
m + 1. As 5
divides q4 − 1, M is a 5′-group. Thus M is solvable by paragraph two. As p ∈ π(M), M
is not a parabolic, so O2(M) = 1 by the Borel–Tits Theorem.
Let p ∈ Π(M) and X of order p in M . Let V be the natural module for Lˆ as in the proof
of 9.3. Then X is irreducible on V so O2(M) = 1 and CV (X) = 0; thus X centralizes each
X-invariant abelian p′-subgroup of M . Therefore either X M or X is faithful on an R =
[R,X] of symplectic type in Or(M) for some odd prime r . In the former case M = NG(X)
is contained in the normalizer of an L2(q2
m
)-subgroup, contrary to the maximality of M .
In the latter case as X is irreducible on V , V = [Z(R),V ], so dim(V ) ≡ 0 mod r (cf. 34.9
in [13]), a contradiction as r is odd and dim(V ) = 2m+1. 
10. Simple groups
In this section G is an almost simple finite group; that is F ∗(G) = L is a nonabelian
finite simple group. Let M be a maximal subgroup of G of even index with LM .
We will analyze G using the classification of the finite simple groups and facts about
the subgroup structure of the automorphism groups of the simple groups.
Throughout the section we assume:
Hypothesis N.
(1) K is a union of conjugacy classes of G such that 1 ∈ K , k2 = 1 for each k ∈ K , and
G = 〈K〉 = MK .
(2) If p ∈ π(M) is odd then M contains a Sylow p-subgroup P of G, no member of K
inverts an element of order p, and for each 1 = X  P , |NG(X) : NM(X)| is a power
of 2 and O2(CNG(X)(O2(NG(X))))M .
(3) K ∩M = 1.
(4) Σ(G) ⊆ π(M).
We prove
Theorem 10.1. Assume Hypothesis N . Then G ∼= PGL2(q) with q = 2n + 1, M is a Borel
subgroup of G, and K# is the set of involutions in G−L.
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that if M is a 2-group then M ∈ Syl2(G) by maximality of M , contrary to the hypothesis
that |G : M| is even. Thus M is not a 2-group.
10.2. If L ∼= L2(q) with q = pe a power of an odd prime p, then p /∈ π(M).
Proof. Assume otherwise. By N(2), M contains a Sylow p-subgroup P of G, so as
NG(P ∩ L) is the unique maximal overgroup of P ∩ L in G not contained in L, M =
NG(P ∩L). Let 1 = a ∈ K . As K ∩M = 1 by N(3), a induces an inner automorphism on
L if q ≡ −1 mod 4, and a induces an outer automorphism in PGL2(q) if q ≡ 1 mod 4. We
will show q − 1 is a power of 2, so the latter case holds; then as G = 〈K〉, G ∼= PGL2(q),
contrary to the choice of G, M as a counter example.
Indeed if q − 1 is not a power of 2 then |M| is divisible by an odd prime r dividing
q − 1. This is a contradiction to N(2) as a inverts an element of order r in L. 
10.3. L is not L2(q).
Proof. Assume L is L2(q). By an earlier observation, M is not a 2-group, so M contains
X of odd prime order r . By 10.2, (r, q) = 1, so r divides q −  for  = ±1. By N(2),
no member of K inverts X, so  = −1 and K consists of involutions inducing field auto-
morphisms on L; thus q = s2 is a square. Therefore |G : M| = s2(s2 − 1)/(q − 1,2) and
|K|  s(s2 + 1). But s(s2 + 1) < s2(s2 − 1)/(q − 1,2), a contradiction as G = MK by
N(1). 
Recall the definition of 3-inversion from Section 9 and the notation and terminology
from Section 9. Set Π(M) = π(M)∩Π .
10.4. (1) Π(M) = ∅.
(2) For each p ∈ Π(M), Π∗(p) ⊆ Π(M), M contains a Sylow p-subgroup of G,
and elements of order p are not inverted by elements of K .
(3) Either G is not 3-inverted, or 3 /∈ π(M) and G is not 3-terminal.
Proof. As M is not a 2-group, (1) holds. Part (2) follows from N(2), and then (3) follows
from (1) and (2). 
10.5. L is not Sz(q), 2G2(q), 2F4(q)′, or L3(q).
Proof. In the first two cases G has one class of involutions, and for each p ∈ Π , either
there is a subgroup X of order p inverted by an involution of G, or L is 2G2(q) and
3 = p  3. Then 10.4 supplies a contradiction.
Assume L is 2F4(q)′. Then G has two classes of involutions, the long and short root
involutions, which invert elements of order 5 and 3, respectively. However for p ∈ {3,5},
a Sylow p-subgroup of each parabolic is cyclic, while a Sylow p-subgroup of L is non-
cyclic, as this holds in 2F4(2)′. Thus p ∈ Σ(G) by the Borel–Tits Theorem (cf. 47.8 in
[13]), contrary to N(4) and 10.4(2).
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in Aut(L) then either i ∈ L, or i induces a graph automorphism on L, or L ∼= L3(q) with
q a square and i induces a field or graph-field automorphism on L. In each case i inverts
an element of order 3, so G is 3-inverted. Thus M is a 3′-group and G is not 3-terminal by
10.4(3).
Let d = (q − ,3). Then L has a maximal torus T of order (q3 − )/(q − )d , with
3 dividing the order of the Weyl group of T . Further there exists p ∈ π(T ) ∩ Σ(G), so
3 ∈ π(M) by N(4) and 10.4(2), contrary to 10.4(3). 
10.6. L is not of Lie type in odd characteristic.
Proof. Assume L is of Lie type and characteristic p ∈ Π . Let P ∈ Sylp(G). By the Borel–
Tits Theorem (cf. 47.8 in [13]), F ∗(NG(X)) = Op(NG(X)) for each 1 = X  P ∩ L, so
p ∈ Σ(G), and hence we may take P M by N(4) and N(2). Then O2(NG(X))M by
N(2). It follows that L is of Lie rank 1, contrary to 10.3 and 10.5. 
10.7. Either
(1) 3 ∈ π(M) and G is not 3-inverted, or
(2) L ∼= An, where n = 2m + 1 is prime, and M = NG(X) where X ∼= Zn.
Proof. By 10.5, none of the conclusions of 9.5(2) hold, by 10.6, 9.5(4) does not hold,
and we observed earlier that M is not a 2-group. Therefore conclusion (1) or (3) of 9.5
is satisfied. If conclusion (3) of 9.5 is satisfied then case (2) of this lemma holds, while if
conclusion (1) of 9.5 is satisfied then case (1) of this lemma holds by 10.4. 
10.8. L is not an alternating group.
Proof. Assume L ∼= An. As A5 ∼= L2(4) and A6 ∼= L2(9), n  7 by 10.3. Therefore
Aut(L) = S = Sn is faithfully represented on a set Ω of order n, and G = L or S. Also
G is 3-inverted by 8.4, so case (2) of 10.7 holds. Thus n = 2m + 1 and
|G : M| = n!
n(n− 1) = (n− 2)!.
Let Ck denote the class of involutions with k cycles of length 2; then
|Ck| = n!2kk!(n− 2k)! .
Further involutions in C(n−1)/2 invert elements of order n, and hence are not in K by N(2).
Thus K ⊆ C, where
C =
(n−3)/2⋃
Ck.i=1
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|K| (n− 3)|C(n−3)/2|
2
= (n− 3)n!
2(n+1)/2((n− 3)/2)!3
= (2
m − 2)n!
22m−1+1((n− 3)/2)!3 
n!
22m−1−m+1((n− 3)/2)!3 .
However by N(1), G = MK , so |K| |G : M| and hence
22
m−1−m+1((n− 3)/2)!3 n(n− 1) = 2m(2m + 1) (∗)
Further n > 5 so m 4, and then (∗) supplies a contradiction.
10.9. (1) 3 ∈ π(M) and G is not 3-inverted.
(2) L ∼= Sp4(2n)′, n odd, and G is nontrivial on the Dynkin diagram of L.
Proof. Part (1) follows from 10.7 and 10.8. Then by (1) and 8.6, L is not sporadic, while
by (1), 8.5, and 10.5, (2) holds if L is of Lie type and characteristic 2. By 10.8, L is not an
alternating group, and by 10.6, L is not of Lie type and odd characteristic. 
We are now in a position to complete the proof of Theorem 10.1. By 10.9, G is described
in case (2) of 10.9. As Sp4(2)′ ∼= L2(9), n > 1 by 10.3.
Now L has three classes of involutions and each inverts an element of order 3, so no
such involution is in K by N(2), since 3 ∈ π(M). Thus K consists of involutions inducing
outer automorphisms on L, and as L ∼= Sp4(2n) with n > 1 odd, there is one class iG of
such involutions, and CL(i) ∼= Sz(2n). Thus i inverts elements of prime order p dividing
q − 1. But there exist elements of order p centralizing elements of order 3, and hence
p ∈ Π(M) by 10.4(2), contrary to 10.4(2). 
11. Bol loops of exponent 2
In this section ξ = (G,H,K) is a finite Bol loop folder with k2 = 1 for each k ∈ K and
l(ξ) = X. Recall G is represented on Ω = G/H by right multiplication. For S ⊆ G, write
Fix(S) for the fixed points of S on Ω .
11.1. Let LH . Then
(1) For each 1 = k ∈ K , kG ∩H = ∅ and k is fixed point free on Ω .
(2) NK(L) = CK(L).
(3) CG(L) is transitive on Fix(L).
(4) (NG(L),NH (L),CK(L)) and (CG(L),CH (L),CK(L) are Bol loop folders of expo-nent 2.
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By 6.8(4), ξ is an Ar -loop folder, so we can appeal to Section 4. In particular
parts (4), (6), and (3) of 4.3 imply parts (2)–(4) of the lemma, respectively. 
11.2. Let LH with LG and set G∗ = G/L. Assume 〈K∗〉 is a 2-group. Then 〈K〉 is
a 2-group.
Proof. Replacing G by 〈K〉 and appealing to 2.1, we may assume G = 〈K〉. Then L 
Z(G) by 11.1(2). Let Y = O(L). As L  Z(G) and G∗ is a 2-group, G = T Y where
T ∈ Syl2(G) is normal in G. Thus K ⊆ T as the members of K are 2-elements, so G =
〈K〉 T . 
11.3. Let i be an involution in G. Then i = ha where a ∈ K and h ∈ CH(i) ∩CH(a) with
h2 = 1.
Proof. As i is an involution, a inverts h, so h2 = 1 by 11.1(2). 
11.4. For a, b ∈ K , 〈a, b〉 ∩H = 1.
Proof. Each nonidentity element of 〈a, b〉 is the product of a pair of elements of K , and
hence is fixed point free on G/H by 3.2. 
12. N-loops
An N-loop is a finite Bol loop X of exponent 2 such that the enveloping group of X is
not a 2-group, but for all proper sections S of X, the enveloping group of S is a 2-group.
Throughout this section assume X is an N-loop and ξ = (G,H,K) = (X). For LG
let D(L) = 〈K ∩L〉.
12.1. If ξ0 = (G0,H0,K0) is a proper subfolder of ξ then 〈K0〉 is a 2-group.
Proof. Replacing ξ0 by sξ0(K0) we may assume ξ0 is an envelope. Then as X is an N-loop,
G0/kerH0(G0) is a 2-group, so G0 is a 2-group by 11.2. 
12.2. Let 1 = U H . Then NG(U) = NH(U)D(CG(U)) and D(CG(U)) is a 2-group.
Proof. Let M = NG(U) and D = D(CG(U)). By 11.1(4), (M,NH (U),CK(U)) is a Bol
loop folder of exponent 2, so M = NH(U)D. As kerH (G) = 1, M = G, so D is a 2-group
by 12.1. 
12.3. Assume p is an odd prime divisor of |H | and let 1 = P be a p-subgroup of H . Then
(1) H contains a Sylow p-subgroup of G.
(2) Either NG(P )H or O2(NG(P )) = 1.
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(4) |NG(P ) : NH(P )| is a power of 2.
Proof. By 12.2, NG(P ) = NH(P )O2(NG(P )), so (2) and (4) hold. Then (4) implies (1).
Assume a ∈ K inverts Y of order p. By (1) there is g ∈ G with Yg H . Then b = ag ∈
K inverts the subgroup 1 = Yg of H of odd order, contrary to 11.1(2). Thus (3) holds. 
12.4. |G : H | is not a power of 2.
Proof. As X is an N-loop, G is not a 2-group, so as G = 〈K〉, the Baer–Suzuki Theorem
says there is a ∈ K such that a inverts an element of odd prime order p. Thus by 12.3(3),
p does not divide |H |. 
Let M be a maximal subgroup of G containing H , J = kerM(G), KM = K ∩M , D =
D(M), and G∗ = G/J . Thus M∗ is a maximal subgroup of G∗ with kerM∗(G∗) = 1.
Set ∆ = G∗/M∗ and represent G∗ by right multiplication on ∆. Thus G∗ is faithful and
primitive on ∆.
12.5. (1) |K| = |G : M||KM |.
(2) Let a∗i , 1 i  r , be representatives for the orbits of G∗ on K∗#, mi = |a∗G
∗
i |,
ni = |K ∩ aiJ |, and n0 = |K ∩ J |. Then
|K| = n0 +
r∑
i=1
nimi.
(3) |G : M| is even.
(4) If p is an odd prime with mi ≡ 0 mod p for each 1 i  r , then p ∈ π(H).
Proof. As K is a set of coset representatives for H in G, |G : H | = |K|. Similarly KM is
a set of coset representatives for H in M , so |M : H | = |KM |. Thus
|K| = |G : H | = |G : M||M : H | = |G : M||KM |,
establishing (1).
Let Ki = {a ∈ K: a∗ ∈ a∗G∗i } and K0 = K ∩ J . Then {Ki : 0  i  r} is a partition
of K , with |K0| = n0 and |Ki | = nimi for 1 i  r . Thus (2) holds.
Assume |G : M| is odd. Then by Sylow’s Theorem we may choose ai ∈ M . Let
ti =
∣∣a∗G∗i ∩M∗
∣∣,
and α = |G : M|. Then arguing as in the proof of (2),
|KM | = n0 +
r∑
niti . (∗)
i=1
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n0 +
r∑
i=1
nimi = |K| = α|KM | = αn0 +
r∑
i=1
αniti ,
so
(α − 1)n0 +
r∑
i=1
ni(αti −mi) = 0. (∗∗)
However α > 1 and n0  1 as 1 ∈ K ∩J , so we conclude from (∗∗) that αti < mi for some
1 i  r . However each a∗ ∈ K∗i is in some conjugate M∗g of M∗ and |M∗g ∩ K∗i | = ti ,
so as |M∗G∗ | = |G : M| = α, mi = |K∗i | αti , a contradiction which establishes (3).
Assume the hypotheses of (4). Then |K| ≡ n0 mod p by (2). But (cf. 12.6(2)) n0 is a
power of 2, so (p, |K|) = 1. Thus (4) follows as |G| = |H ||K|. 
12.6. (1) M = HD and D is a 2-group.
(2) |KM | = |M : H | is a power of 2.
(3) |G : M| is even but not a power of 2.
(4) M and H are not 2-groups.
(5) D G, H ∗ = M∗, and K∗ ∩M∗ = 1.
(6) Let N be the preimage in G of F ∗(G∗). Then G = HN .
(7) J is a 2-group.
Proof. By 2.4, (M,H,KM) is a Bol loop folder of exponent 2, so M = HD and |KM | =
|M : H | divides |D|. As X is an N-loop, D is a 2-group, completing the proof of (1) and (2).
Then (2), 12.4, and 12.5(3) imply (3). By (2), M is a 2-group iff H is a 2-group. Further by
maximality of M in G, NG(M) = M , so if M is a 2-group then M is Sylow in G, contrary
to (3). Thus (4) holds.
Suppose D G. Then H ∗ = M∗ by (1). If a ∈ K with a∗ ∈ M∗ then a ∈ KM as J M .
Then as D = 〈KM 〉 J , a∗ = 1. Therefore (5) holds if D G, so we may assume other-
wise. Then M = NG(D) by maximality of M , so for D  T ∈ Syl2(G), NT (D)M and
hence D = D(NT (D))NG(NT (D)). Therefore T M , contrary to (3), completing the
proof of (5).
As M is maximal in G, G = MN , so as H ∗ = M∗ by (5) and J N , (6) holds.
Suppose J is not a 2-group; then by (2), H contains a Sylow p-subgroup 1 = P of J for
some odd prime p. Let Y = NG(P ) and E = D(Y); by a Frattini argument, G = JY , and
by 12.2, Y = NH(P )E with E a 2-group. Thus G = YJ = NH(P )EJ = ME, so |G : M|
is a power of 2, contrary to (3). 
12.7. Suppose 1 = U∗ H ∗ is a p-group for some odd prime p. Then
(1) H contains a Sylow p-group P of the preimage of U∗ in G∗.
(2) NG∗(U∗) = NG(P )∗ = NH(P )∗D(CG(P ))∗ with D(CG(P )) a 2-group.
(3) Either NG∗(U∗)H ∗ or 1 = D(CG(P ))∗ O2(NG∗(U∗)).
(4) The triple G∗, M∗, K∗ satisfies Hypothesis N in Section 10.
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Q a Sylow p-subgroup of the preimage of Q∗ in H . Then Q ∈ Sylp(H), so by 12.3(1),
Q ∈ Sylp(QJ), and hence P = Q∩U ∈ Sylp(U) as U is subnormal in QJ . Thus (1) holds
and the first equality in (2) follows from (1) and a Frattini argument. Then 12.2 completes
the proof of (2), and (2) implies (3).
As K is G-invariant with 1 ∈ K , k2 = 1 for each k ∈ K , and G = KH = KM , K∗
is G∗ invariant, 1 ∈ K∗, k∗2 = 1 for each k∗ ∈ K∗, and G∗ = K∗M∗. That is part (1) of
Hypothesis N is satisfied by t∗ = (G∗,M∗,K∗). By 12.6(5), K∗ ∩ M∗ = 1, so part (3) of
Hypothesis N is satisfied by t∗. Part (4) of Hypothesis N is a consequence of 12.5(4).
Let p ∈ π(M∗) be odd. As M∗ = H ∗ by 12.6(5), p ∈ π(H), so M∗ = H ∗ contains a
Sylow p-subgroup R∗ of G∗ by (1). Let A∗ = NG∗(P ∗), B∗ = O2(CA∗(O2(A∗))), DP =
D(CG(P )), and C∗ = CA∗(D∗P ). By (2), |A∗ : NM∗(P ∗)| is a power of 2 and D∗P Y ∗ =
D∗P (Y ∗D∗P ∩ H ∗) for each subgroup Y ∗ of A∗ of odd order. Thus if Y ∗  C∗, then Y ∗ =
O2(Y ∗D∗P ) = O2(Y ∗D∗P ∩H ∗)H ∗. Hence B∗ H ∗.
As J is a 2-group by 12.6(7), 12.3(3), and 8.1 say that no member of K∗ inverts an
element of G∗ of order p. This completes the verification of Hypothesis N, and the proof
of the lemma. 
12.8. F ∗(G∗) is a nonabelian simple group and G∗ = F ∗(G∗)H ∗.
Proof. Let N be the preimage in G of F ∗(G∗); by 12.6(6), G = HN . Recall G∗ is prim-
itive on ∆. Thus (cf. [4]) G∗ is almost simple, affine, or preserves a product structure,
twisted product structure, or a diagonal structure. In the first case the lemma holds, so we
may assume we are in one of the remaining cases.
In the second case N∗ is an elementary abelian p-group for some prime p, so |G : M|
is a power of p, contrary to 12.6(3). In the fourth and fifth cases, H ∗ does not contain a
Sylow p-subgroup of G∗ for some odd prime divisor p of H ∗, contrary to 12.7(1).
Finally assume G∗ preserves a product structure. Then N∗ is the direct product of the
M∗-conjugates of a nonabelian simple group L∗ with N∗ ∩ M∗ the product of the conju-
gates of L∗ ∩M∗.
Suppose L∗ ∩ M∗ is not a 2-group and let p be an odd prime such that a Sy-
low p-group P ∗ of L∗ ∩ M∗ is nontrivial. Then CN∗(L∗)  CG∗(P ∗) and CG∗(P ∗) =
CH ∗(X∗)O2(CG∗(P ∗)) by 12.7, a contradiction. Thus L∗ ∩ M∗ is a 2-group, so T ∗ =
M∗ ∩ N∗ is a 2-group. By maximality of M , NN∗(T ∗) = T ∗, so T ∗ ∈ Syl2(N∗). Then as
G = HN , |G : N | is odd, contrary to 12.6(3). 
12.9. (1) G∗ ∼= PGL2(q) with q = 2n+1, H ∗ is a Borel subgroup of G∗, and K∗# consists
of the involutions in G∗ − F ∗(G∗).
(2) |K∗#| = m = q(q − 1)/2 and |G : M| = q + 1.
(3) Let n0 = |K ∩ J | and n1 = |K ∩ aJ | for a ∈ K − J . Then n0 = |M : H | = |D :
D ∩H | is a power of 2, n0 = n12n−1, and |K| = (q + 1)n0 = n12n(2n−1 + 1).
(4) Involutions in F ∗(G∗) do not lift to involutions in G.
(5) F ∗(G) = J = O2(G).
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the triple t∗ = (G∗,M∗,K∗) satisfies Hypothesis N of Section 10, and by 12.6(4), M∗ is
not a 2-group. Therefore (1) follows from Theorem 10.1. Then (1) implies (2).
By 12.5(1), |K| = |G : M||KM |. By (2), |G : M| = q + 1 and by 12.6(5), KM = K ∩ J ,
so |KM | = n0. Thus |K| = (q + 1)n0. Similarly by 12.5(2), |K| = n0 + n1m, and by (2),
m = q(q + 1)/2, so
qn0 = |K| − n0 = n1m = n1q(q − 1)2 ,
and hence n0 = n1(q−1)/2 = n12n−1, since q = 2n+1. Finally D = 〈KM 〉 and M = HD,
so as KM is a set of coset representatives for H in M , n0 = |KM | = |M : H | = |D : D∩H |,
establishing (3).
Let i ∈ G with i∗ an involution in L∗. Conjugating in L, we may assume i∗ /∈ H ∗.
Now i = ha with h ∈ H and a ∈ K . As i∗ ∈ L∗, i∗ = a∗ and as i∗ /∈ H ∗, i∗ = h∗. Thus
〈i∗, a∗〉 is dihedral of order 2|h∗|, so from the structure of PGL2(q), |h∗| = 2n > 2 and h∗
generates a Sylow 2-subgroup of H ∗. However if i were an involution then h2 = 1 by 11.3,
so (4) is established.
Next by 12.6(7), J is a 2-group, so (5) holds if F ∗(G)  J . Thus we may assume
otherwise. Then by (1), L = O2(G) is quasisimple with L/Z(L) ∼= L∗ and Z(L) = L∩ J
is a 2-group, so |Z(L)| = 1 or 2, and hence L ∼= L2(q) or SL2(q), respectively. Then by (4),
L ∼= SL2(q). Thus we can pick i of order 4 with i2 = z a generator of Z(L). Then
1 = h2 = (ia)2 = i2aia = zaia ∈ 〈ai, a〉,
contrary to 11.4. 
Notice 12.9 establishes the Main Theorem.
12.10. Let T ∈ Syl2(G) with HT = T ∩H ∈ Syl2(H), and set KT = K ∩ T . Then
(1) ξT = (T ,HT ,KT ) is a loop folder and ξD = (D(T ),HT ∩D(T ),KT ) is a loop enve-
lope.
(2) If q > 5 the there exists a, b ∈ KT with |ab| > 4.
Proof. Observe T ∗ ∼= D2n+1 with H ∗T the cyclic subgroup of index 2 in T ∗, |K∗#T | = 2n−1,
and D(T )∗ ∼= D2n . Thus by 12.9(3),
|KT | = n0 + 2n−1n1 = 2n0.
But also
|T : HT | =
∣∣T ∗ : H ∗T
∣∣|J : J ∩H | = 2|K ∩ J | = 2n0,so |KT | = |T : HT | and hence (1) follows from 3.3.
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with x∗ of order 2. By 12.9(4), x is not an involution, so |ab|  2n = q − 1. Thus (2)
holds. 
Remark 12.11. The group G is a completion of the amalgam M ← M ∩T → T of groups,
with kernel J . Lemma 12.10 says that ξ is a “completion” of the amalgam
ξM ← ξM∩T → ξT (A)
of loop folders, where ξM = (M,H,KM) and ξM∩T = (M ∩ T ,H ∩ T ,K ∩ J ). However
while ξM∩T is normal in ξT it is not normal in ξM . The next lemma says to construct
an N-loop, it suffices to: (1) construct an amalgam of loop folders of the form (A);
(2) construct a completion G of the amalgam M ← M ∩ T → T of groups such that
G/J ∼= PGL2(q) and K ∩ T = KT , where K = {kg: k ∈ KT ,g ∈ G}.
12.12. Let ξ˙ = (G˙, H˙ , K˙) be a triple such that:
(1) G˙ is a finite group, H˙  G˙, and K˙ ⊆ G˙.
(2) 1 ∈ K˙ and K˙# is a union of conjugacy classes of involutions such that G˙ = 〈K˙〉.
(3) Let J˙ = O2(G˙) and G˙∗ = G˙/J˙ . Assume G˙∗ ∼= PGL2(q) with q = 2n + 1, H˙ ∗ is a
Borel subgroup of G˙∗, and K˙∗# consists of the involutions in G˙∗ − F ∗(G˙∗).
(4) Let T˙ ∈ Syl2(G˙) with T˙ ∩ H˙ ∈ Syl2(H˙ ). Assume ξT˙ = (T˙ , H˙ ∩ T˙ , K˙ ∩ T˙ ) is a loop
folder.
Then ξ˙ is a loop envelope and X˙ = l(ξ˙ ) is a radical free Bol loop of exponent 2.
Proof. We establish the lemma via an appeal to 6.4 with τ = 1 and Λ = K˙ . As G˙ = 〈K˙〉 it
suffices to verify condition (6) of 6.4. As τ = 1, (2) says Λ is G˙-invariant and K˙ ⊆ K(τ).
Thus it remains to show |G˙ : H˙ | = |K˙| and ab is fixed point free on G˙/H˙ for all distinct
a, b ∈ K˙ .
Let K˙J = K˙ ∩ J˙ , K˙T = K˙ ∩ T˙ , n0 = |K˙J |, and n1 = |a˙J˙ ∩ K˙| for a ∈ K˙ − J˙ . As
in 12.9(2), (3) says |K˙∗#| = q(q − 1)/2 and |G˙ : M˙| = q + 1. As G˙∗ is transitive on
involutions in G˙∗ − F ∗(G˙∗),
∣∣K˙
∣∣= ∣∣K˙J
∣∣+ ∣∣K˙∗#∣∣n1 = n0 + q(q − 1)n12 . (∗)
Similarly T˙ ∗ ∼= D2n+1 with |K˙∗#T | = 2n−1 and H˙ ∗ is the cyclic subgroup of T˙ ∗ of index 2,
so
nT =
∣∣K˙T
∣∣= n0 + 2n−1n1. (∗∗)
Also H˙ J˙  T˙ , so by (4) and 2.12, ξJ˙ = (H˙ J˙ , H˙ , K˙J ) is a normal subfolder of ξT˙ with
nT |K˙T | ∣∣ ∣∣ ∣∣ ˙ ˙ ˙∣∣
n0
= |K˙J |
= l(ξT˙ ) : l(ξJ˙ ) = T : HJ = 2.
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∣∣K˙
∣∣= n0 + q(q − 1)n12 = n0 + q2
n−1n1 = n0(q + 1). (!)
On the other hand
∣∣G˙ : H˙ ∣∣= ∣∣G˙∗ : H˙ ∗∣∣∣∣J˙ : J˙ ∩ H˙ ∣∣= (q + 1)∣∣J˙ : J˙ ∩ H˙ ∣∣,
and as ξJ˙ is a loop folder, |J˙ : J˙ ∩ H˙ | = |K˙J | = n0, so |G˙ : H˙ | = (q + 1)n0 = |K˙| by (!).
Thus it remains to show that x = ab is fixed point free on G˙/H˙ for all distinct a, b in K˙ . If
not then as K˙ is G˙-invariant, x ∈ H˙ for some such pair. Then a∗ inverts x∗, so as elements
of H ∗ are either 2-elements or of prime order p dividing q , and a∗ inverts no elements of
order p, it follows that x is a 2-element. Then conjugating in H , we may assume x ∈ T , so
〈a, b〉 T . But then x /∈ H as ξT˙ is a loop folder. 
Remark 12.13. Let T be the class of Bol loop envelopes ξt = (Gt ,Ht ,Kt ) of exponent
2 such that Gt is a finite 2-group. By 12.10(1), the envelope ξD of 12.10 is in T . In all
examples of envelopes ξt ∈ T known to the author,
|ab| 4 for all a, b ∈ Kt . (∗)
If (∗) holds for all ξt ∈ T , and if this can be proved, then 12.10(2) would show that q = 5
in an N-loop. Similarly when q = 5, it can be shown that D(T ) is of nilpotence class at
least 3. On the other hand in most examples of envelopes ξt ∈ T known to the author, Gt
is of class at most 2.
However there are examples of envelopes ξt in T where Gt is of class 3. Further it
may be the case that when Kt is sufficiently large, the class of Gt and the order |ab| of
products of members of Kt is unbounded. In short to show N-loops do not exist, or to use
Remark 12.11 to construct N-loops, it may be necessary to investigate the class T in much
more detail.
13. Simple Bol loops
In this section X is a Bol loop and ξ = (X) = (G,H,K). Recall the definition of Bruck
loops and the Ar and AIP properties from Sections 4 and 6.
We discuss a possible approach to classifying the finite simple Bol loops. It is our guess
that it is possible to implement this approach for Bol loops that are Ar , or equivalently
(cf. 6.7) for Bruck loops, but it is less clear the approach is feasible for general Bol loops.
We begin with some preliminary remarks. From [8] or [21], there is an equivalence
relation on loops called “isotopy”. Moreover (cf. [21, p. 349]) isotopes of Bol loops are
Bol loops, and (cf. remark (v) on p. 57 of [8]) isotopes of simple loops are simple. Thus
we will seek to classify simple Bol loops only up to isotopy.
If X is radical free then (cf. Lemma 3.4 in [21]), each isotope of X is isomorphic to a
principal isotope Xa = l(ξa) for some a ∈ K , where ξa = (G,H,Ka) is the loop envelope
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Moufang loops.
Our approach will be inductive, so that we have information about the proper simple
sections of a minimal simple Bol loop X not on our tentative list of candidates. We hope
to use such information to restrict the structure of proper subloops of X. However we may
only have good knowledge about “nice” members of a given isotopy class of loops; e.g.,
about Ar -loops or Bruck loops in the class. Thus the general case may be much more
difficult then a classification of Bruck loops.
By Glauberman’s Z∗-Theorem [14], |X| is odd iff |G| is odd. In that event if X is Bruck,
then by a result of Glauberman in [15], X is solvable. This fact can also be easily retrieved
from 6.6 and the Odd Order Theorem [10] using the argument in 7.4. Further by 6.7, X is a
radical free Ar -loop iff X is Bruck. Thus if X is a finite simple Ar -loop of odd order then X
is a group of prime order. Therefore if we are working with Ar -loops, we may assume our
minimal counter example is of even order. This also suggests several questions; Question 1
appears as Problem 6.13 in [11].
Question 1. Are Bol loops of odd order solvable?
Question 2. Is it the case that the composition factors of a Bol loop are groups iff the loop
is isotopic to an Ar -loop?
However we are still left with the problem of dealing with simple Bol loops of odd
order which are not Ar , and this problem can be viewed as a test case for the more general
problem of coping with arbitrary simple Bol loops which are not Ar .
Now let X be simple Bol loop which is not a group. Then as Ξ(X) is a normal subloop
of X which is a group, X is radical free. Thus we may adopt the notation from 6.3. If
τ = ca induces the inner automorphism on G determined by some a ∈ K , then from 6.5,
τXa = τca = 1, so Xa is of exponent 2. Thus if the following question has an affirmative
answer,
Question 3. Is the enveloping group of each Bol loop of exponent 2 a 2-group?
then G is a 2-group, and hence X is solvable by 7.4, contrary to assumption. Therefore τ
does not induce an inner automorphism on G determined by a member of K . This is one
reason why an affirmative answer to Question 3 would be valuable.
The next step is to reduce to the case where G has one of a small number of restricted
structures; for example one might try to reduce to the case where G is almost simple:
that is the generalized Fitting subgroup F ∗(G) of G is a nonabelian simple group. In the
case where X is Ar , we can hope to use the properties in Lemma 4.3 and arguments in
Section 12 to make such a reduction.
Finally if G is almost simple then we can use the classification of the finite simple
groups and their involutory automorphisms to obtain a list of possibilities for G and τ . By
an earlier observation, τ does not induce an inner automorphism on G determined by a
member of K ; in particular τ = 1, so τ is an involution. We must now use our knowledge
of the finite simple groups to determine the possibilities for the set Λ of involutions in
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necessary and sufficient conditions on H and Λ for (G,H,K) to be a loop envelope, where
K = τΛ. The conditions are strong, so one would expect the final list of possibilities to be
small.
There are however examples to be dealt with. In [9] and [19], Doro and Liebeck
determine all nonassociative finite simple Moufang loops. The loops which arise were
discovered by Paige in [20]. We close with a discussion of these examples from the point
of view of loop envelopes.
Let V be an 8-dimensional orthogonal space of Witt index 4 over the finite field F = Fq ,
and Gˆ = Ω(V ) ∼= Ω+8 (q) the commutator group of the isometry group of this space. Let
G = Gˆ/Z(Gˆ) ∼= D4(q) be the corresponding projective group and τ the automorphism
of G induced by some transvection or reflection in O(V ), which we also denote by τ .
Pick a conjugate σ of τ under Aut(G) such that D = 〈τ, σ 〉 ∼= S3 induces a group of outer
automorphisms on G with GD = CG(D) ∼= G2(q). Set H = CG(σ), Λ = τG, K = τΛ,
and ξ = (G,H,K). We claim that ξ is a faithful Bol envelope; then as G is simple, X =
l(ξ) is a simple Bol loop.
As G is simple, kerH (G) = 1 and G〈τ 〉 = 〈Λ〉. Then as τ acts on K , G = 〈K〉. There-
fore by 6.4, it suffices to verify condition (6) of 6.4. As σ ∈ τD , |G : H | = |G : CG(τ)| =
|Λ|, so it remains to show x = τλ is fixed point free on G/H for each τ = λ ∈ Λ. Pick
such an x. We see below that H is transitive on τG, so CG(τ) is transitive on HG, and
hence it suffices to show x /∈ H . Now x is inverted by τ , and if x ∈ H then x is centralized
by σ . Therefore D acts on 〈x〉, so as σ centralizes x and τ ∈ σD , τ centralizes x. Then
τ inverts and centralizes x = 1, so x is an involution in GD . Further as x is the product
of two conjugates of τ and dim([V, τ ]) = 1, dim([V,x]) = 2, with x of type c2 on V if q
is even. However this is not the case as x ∈ GD ∼= G2(q) and GD fixes a conjugate V0 of
[V, τ ], and V ⊥0 = [V,GD] is the Weyl module for GD , so either dim([V,x]) = 4 or q is
even and x is of type a2.
Recall from an earlier remark that the isotopes of X are of the form Xa = l(ξa), for
a ∈ K . In our case, Ka = Kg , where τg = τa. Also GD is the stabilizer in H of V0, so as
|H : GD| = |Λ|, H is transitive on VG0 and hence on τG = Λ. Thus we can pick g ∈ H , so
cg is an automorphism of G mapping ξ to ξa , and hence applying the functor l, we obtain
an isomorphism of X with Xa . So all isotopes of X are isomorphic to X.
Finally X is not Ar as H does not act on K since it is transitive on G-conjugates of K .
We close with the following question, which certainly does not originate with the author
(e.g., see the introduction to [11]):
Question 4. Do there exist finite simple Bol loops which are not Moufang?
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