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Abstract
We construct an edge-coloring of KN (for N = 3432) in colors red,
dark blue, and light blue, such that there are no monochromatic blue
triangles and such that the coloring satisfies a certain strong universal-
existential property. The edge-coloring of KN depends on a cyclic coloring
of K17 whose two color classes are K4-, K4,3-, and K5,2-free. This con-
struction yields the smallest known representation of the relation algebra
3265, reducing the upper bound from 8192 to 3432.
1 Introduction
In this paper, we consider an edge-coloring problem for complete graphs. Let
KN denote the complete graph on N vertices with vertex set V = V (KN) and
edge set E = E(KN ). For x, y ∈ V , let xy denote the edge between the two
vertices x and y. Let L be any finite set and M⊆ L3. Let c : E → L.
For x, y, z ∈ V , let c(xyz) denote the ordered triple (c(xy), c(yz), c(xz)). We
say that c is good with respect to M if the following conditions obtain:
(i) ∀x, y ∈ V and ∀(c(xy), j, k) ∈M, ∃z ∈ V such that c(xyz) = (c(xy), j, k);
(ii) ∀x, y, z ∈ V , c(xyz) ∈M; and
(iii) ∀x ∈ V ∀ℓ ∈ L ∃ y ∈ V such that c(xy) = ℓ.
If K = KN has a coloring c which is good with respect to M, then we say
that K realizes M (or that M is realizable).
Condition (ii) says that the only triangles allowed are those from M. Con-
dition (i) says that any triangle that is allowed is mandatory; in the words of
Roger Maddux, “Anything that can happen, must happen.”
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These conditions may seem stringent, but they arise naturally in several
situations. For instance, let L = {r1, . . . , rℓ}, and let
Mℓ = {(ri, rj , rk) : |{i, j, k}| ∈ {1, 3}} .
Lyndon proved in [6] that Mℓ is realizable on some complete graph if and only
if there exists a affine plane of order ℓ−1, for ℓ > 2. In particular, if KN realizes
Mℓ, then KN is tiled by edge-disjoint monochromatic Kℓ−1’s and viewing the
vertices of KN as points and the sets of vertices in the monochromatic Kℓ−1’s
as lines yields an affine plane of order ℓ− 1.
The main motivation for (i)-(iii) is as follows. If we take Rα = {(x, y) :
c(xy) = α}, and let ◦ stand for ordinary composition of binary relations, i.e.,
Rα ◦Rβ := {(x, z) : ∃y (x, y) ∈ Rα, (y, z) ∈ Rβ},
then conditions (i) and (ii) imply
(Rα ◦Rβ) ∩Rγ 6= ∅ =⇒ Rγ ⊆ Rα ◦Rβ .
Thus the relations Rα are “atoms” in the sense that composing them cannot
split them into smaller relations.
The problem under consideration is as follows:
Problem 1. Find the smallest N such that Mn is realizable on KN , where
L = {r, b0, ..., bn−1} and
Mn = {r, b0, . . . , bn−1}
3 \ {b0, . . . , bn−1}
3.
This problem arises from considerations in algebraic logic, explained in [1]
and [4]. Any realization of Mn gives a representation of a relation algebra; in
particular, M2 gives a representation of the algebra numbered 3265 in [7].
More generally, given L and M ⊆ L3, one may ask for which N it is the
case that M is realizable on KN . In [5], Maddux, Jipsen and Tuza show that
for M = L3, KN realizes M for arbitrarily large finite N . In [3], Andre´ka and
Maddux consider allM when |L| = 2, and in each case determine the minimum
N for which M is realizable on KN .
It is not difficult to show that for all n,Mn is realizable onKω, the complete
graph on countably many vertices. It was first shown in [1] thatMn is realizable
on KN for N < ω using probabilistic methods. The proof yields a realization
of M2 on KN for N approximately 7 trillion.
Let
f(n) = min{N :Mn is realizable on KN}.
From [1] we have that f(2) / 7× 109. Recently, Dodd and Hirsch [4]1 modified
the proof from [1] using the Lova´sz Local Lemma to get f(2) / 37×106. In June
2014, Dave Sexton and the first author [2] used direct powers of Z2, along with
1The title of [4] contains a mistake; they improve the upper bound.
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a combination of direct construction and computer-assisted randomization, to
construct graphs yielding the following bounds:
f(2) ≤ 213 = 8192
f(3) ≤ 216
f(4) ≤ 219
In each of [1, 2, 4], the general strategy was as follows: construct large
realizations of M1, and then split the blue edges randomly into two shades of
blue, light and dark, using the probabilistic method (in [1, 4]) or by computer-
assisted randomization (in [2]). In the present paper, we improve the upper
bound on f(2):
Theorem 2. Let L = {r, b0, ..., bn−1},
Mn = {r, b0, . . . , bn−1}
3 \ {b0, . . . , bn−1}
3,
and
f(n) = min{N :Mn is realizable on KN}.
Then f(2) ≤
(
14
7
)
= 3432.
We achieve better results because our method of splitting the blue edges is
entirely deterministic, and is “uniform” in a certain sense.
2 Proof of Theorem 2
We consider the complete graph G on the size-7 subsets of the set of points
[14] = {1, 2, . . . , 14}. That is, V = V (G) =
(
[14]
7
)
. We provide an edge-coloring
that is good with respect toM2 based the size of intersection of the sets at each
vertex. Suppose X and Y are distinct elements of
(
[14]
7
)
. Define c by
• if |X ∩ Y | = 0 then c(XY ) = b0;
• if |X ∩ Y | = 1 then c(XY ) = b1;
• if |X ∩ Y | = 2 then c(XY ) = bi for some i = 0, 1 as described below;
• if |X ∩ Y | ≥ 3 then c(XY ) = r.
A useful notion is that of a j-edge: if |X ∩ Y | = j then we call XY a j-edge.
Then the above coloring can be summarized as: all 0-edges are b0, all 1-edges
are b1, all 3-and-higher-edges are r, and all 2-edges are either b0 or b1 based on
a rule to be determined.
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Immediately we can show that this coloring has no blue triangles: if X1, X2,
and X3 form an all-blue triangle, then for i 6= j, |Xi ∩Xj | ≤ 2 so
|X1 ∪X2 ∪X3| =
∑
i
|Xi| −
∑
i6=j
|Xi ∩Xj |+ |X1 ∩X2 ∩X3| ≥ 15,
a contradiction since there are only 14 points.
To determine the color of the 2-edges we will use a splitting graph Gs. This
is a complete graph on the points [14] with all edges colored either b0 or b1. We
use this coloring to induce a coloring on the 2-edges of E: if X ∩Y = {i, j} with
i, j distinct (so that XY is a 2-edge) then c(XY ) will be the color of the edge
ij in Gs.
It is important to note that while the coloring of Gs is used to color some
of the edges in G, specifically the 2-edges, the graphs G and Gs are entirely
different graphs. In the argument below we will need a coloring of the edges
of Gs that contains no monochromatic K4, no monochromatic K4,3, and no
monochromatic K5,2. Graphs with all three of these properties do exist. For
example, we consider the cyclic coloring of K17 in which one of the color classes
(which we will color b0) is given by C0 = {1, 2, 4, 8, 9, 13, 15, 16} and the other
(which we will color b1) is given by C1 = {3, 5, 6, 7, 10, 11, 12, 14}. The authors
verified that this coloring has no monochromatic K4, K4,3, or K5,2 subgraphs,
and so for Gs we could use the subgraph obtained from this K17 by deleting
vertices 15, 16, and 17. (We verified this using two different programs written
in two different languages, Java and Python. The authors are amazed that
R(4, 4) = R(K3,3,K3,3) = R(K5,2,K5,2) = 18 and the lower bound for all three
Ramsey numbers can be established by the same graph).
To see how the coloring of Gs determines the coloring of edges in G, consider
the vertices
X = {1, 2, 3, 4, 5, 6, 7},
Y = {2, 3, 4, 5, 6, 7, 8}, and
Z = {7, 8, 9, 10, 11, 12, 13}.
and the coloring of the edges of the triangle XY Z. Since |X ∩ Y | = 6 ≥ 3,
c(XY ) = r. Since |X ∩ Z| = 1, c(XZ) = b1. Since |Y ∩ Z| = 2, we must look
at Gs. We have Y ∩Z = {7, 8}, so we look at the color of the edge between the
vertices labeled 7 and 8 in the example Gs given above. Since 8 − 7 = 1 ∈ C0,
c(Y Z) = b0.
We introduce a bit of terminology that will prove to be convenient. Given
an edge XY colored c1, if (c1, c2, c3) ∈ M2, we will say that XY has the need
(c1, c2, c3) (as required by (i)). If Z is such that c(XZ) = c2 and c(Y Z) = c3,
we will call Z a witness to the need (c1, c2, c3). Note that, because there can
be no all-blue triangles (by construction), (ii) is automatically satisfied; thus in
order to show that KN is a realization of M2, we must show that every edge
has its needs met, i.e., condition (i) is satisfied. (Note that, in the case of M2,
(i)⇒(iii), so we need not concern ourselves with (iii).)
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To show that each edge in G has all its needs met, we will consider without
loss of generality only edges between the vertex X = {1, 2, 3, 4, 5, 6, 7} and a
vertex Y that overlaps X in its last j elements. For example, for j = 3 we
will consider X = {1, 2, 3, 4, 5, 6, 7} and Y = {5, 6, 7, 8, 9, 10, 11}. Furthermore,
in order not to lose any generality in the proof, we will not assume anything
about the particular coloring of Gs other than the monochromatic-subgraph-free
properties given above.
For j = 0, 1, and 2, the edgeXY is colored either b0 or b1, and has five needs.
If c(XY ) = bi these needs are (bi, r, b0), (bi, r, b1), (bi, b0, r) and (bi, b1, r), and
(bi, r, r). For j = 3, 4, 5, and 6, the edge XY is colored r and has 9 needs, of
four different categories:
• the homogeneous blue needs: (r, b0, b0) and (r, b1, b1);
• the heterogeneous blue needs: (r, b0, b1) and (r, b1, b0);
• the red-blue needs: (r, r, bi) and (r, bi, r) for i ∈ {0, 1}; and
• the all red need: (r, r, r).
2.1 Notation
Throughout the remainder of Section 2, we will exhibit, for every edge XY and
for each need (c1, c2, c3), a witness Z satisfying that need. It will be convenient
to introduce the following piece of notation:
{1, 2, 3, 4, 5, [8, 9, 10, 11]2}
will stand for the collection of six sets
{1, 2, 3, 4, 5, 8, 9}, {1, 2, 3, 4, 5, 8, 10}, {1, 2, 3, 4, 5, 8, 11},
{1, 2, 3, 4, 5, 9, 10}, {1, 2, 3, 4, 5, 9, 11}, {1, 2, 3, 4, 5, 10, 11},
where each set contains 1, 2, 3, 4, 5, and exactly two from 8, 9, 10, and 11. We
will demonstrate the usefulness of this notation in the next section.
2.2 0-edge case
We work out the details carefully in this case as the other cases use similar
approaches.
For this case, we are considering X = {1, 2, 3, 4, 5, 6, 7} and Y = {8, 9, 10, 11,
12, 13, 14}. By our coloring c(XY ) = b0 and so we must show there are vertices
that witness the five needs: (b0, r, b0), (b0, r, b1), (b0, b0, r) and (b0, b1, r), and
(b0, r, r).
To show that the first need is satisfied, we consider selecting Z from the six-
set collection {1, 2, 3, 4, 5, [8, 9, 10, 11]2}. All choices from this collection overlap
X in 5 points — giving c(XZ) = r — and overlap Y in 2 points so that the
edge Y Z is colored the same as the corresponding edge in Gs. The subgraph
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of Gs induced by the points {8, 9, 10, 11} form a K4 subgraph, and so is not
monochromatic. Thus there must be an edge ij in this subgraph that is colored
b0. Thus we can use Z = {1, 2, 3, 4, 5, i, j} to witness this first need. Similarly,
there must be an edge kℓ in this subgraph that has color b1, and so Z
′ =
{1, 2, 3, 4, 5, k, ell} that satisfies the second need: c(XZ ′) = r and c(Y Z ′) = b1.
A similar construction can be used to find vertices that witness the (b0, bi, r)
needs. The need (b0, r, r) is also witnessed, and so we summarize:
• (b0, r, b0) and (b0, r, b1) have witnesses from {1, 2, 3, 4, 5, [8, 9, 10, 11]2};
• (b0, b0, r) and (b0, b1, r) have witnesses from {[1, 2, 3, 4]2, 8, 9, 10, 11, 12};
and
• (b0, r, r) is satisfied by the witness {5, 6, 7, 8, 9, 10, 14}.
Thus all needs of all 0-edges are met in our graph coloring.
2.3 1-edge case
We consider X = {1, 2, 3, 4, 5, 6, 7} and Y = {7, 8, 9, 10, 11, 12, 13}, so that
c(XY ) = b1. In this case, we can provide witnesses for all 5 needs by direct
construction:
• (b1, r, b0) is witnessed by {1, 2, 3, 4, 5, 6, 14} (since |X∩Z| = 6 and |Y ∩Z| =
0);
• (b1, r, b1) is witnessed by {1, 2, 3, 4, 5, 6, 8} (since |X∩Z| = 6 and |Y ∩Z| =
1);
• (b1, b0, r) is witnessed by {8, 9, 10, 11, 12, 13, 14} (since |X ∩ Z| = 0 and
|Y ∩ Z| = 6);
• (b1, b1, r) is witnessed by {6, 8, 9, 10, 11, 12, 13} (since |X ∩ Z| = 1 and
|Y ∩ Z| = 6); and
• (b1, r, r) is again witnessed by {5, 6, 7, 8, 9, 10, 14} (since |X ∩ Z| = 3 and
|Y ∩ Z| = 4).
2.4 2-edge case
For this case, we consider X = {1, 2, 3, 4, 5, 6, 7} and Y = {6, 7, 8, 9, 10, 11, 12}.
We know c(XY ) = bi for either i = 0 or 1, but which one is not relevant, as the
form of the needs do not differ, and can be satisfied again by direct construction:
• (bi, r, b0) is witnessed by {1, 2, 3, 4, 5, 13, 14};
• (bi, r, b1) is witnessed by {1, 2, 3, 4, 5, 8, 14};
• (bi, b0, r) is witnessed by {8, 9, 10, 11, 12, 13, 14};
• (bi, b1, r) is witnessed by {7, 8, 9, 10, 11, 12, 13}; and
• (bi, r, r) is also witnessed by {5, 6, 7, 8, 9, 10, 14}.
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2.5 3-edge case
Since X = {1, 2, 3, 4, 5, 6, 7} and Y = {5, 6, 7, 8, 9, 10, 11} we have c(XY ) = r.
The red-blue needs are satisfied in a similar way as they were in the 0-edge case:
the (r, r, bi) needs are witnessed by some vertices selected from {1, 2, 3, [8, 9, 10,
11]2, 13, 14}, and the (r, bi, r) are witnessed by vertices in {[1, 2, 3, 4]2, 9, 10, 11,
13, 14}.
The homogeneous and heterogeneous blue needs all have witnesses in the
36 sets in {[1, 2, 3, 4]2, [8, 9, 10, 11]2, 12, 13, 14}: the subgraph of Gs induced by
{1, 2, 3, 4} has b0 and b1 edges, as does the subgraph induced by {8, 9, 10, 11}.
Furthermore, edges from both of these subgraphs can be selected independently
since the first involves points from X only and the second points from Y only.
Thus, we can find witnesses for all of these needs.
In summary, we have:
• (r, bi, bj) for i, j ∈ {0, 1}) have witnesses in {[1, 2, 3, 4]2, [8, 9, 10, 11]2, 12,
13, 14};
• (r, r, bi) have witnesses in {1, 2, 3, [8, 9, 10, 11]2, 12, 13};
• (r, bk, r) have witnesses in {[1, 2, 3, 4]2, 8, 9, 10, 12, 13}; and
• (r, r, r) has witness {5, 6, 7, 8, 9, 10, 14}.
2.6 4-edge case
For this case, X = {1, 2, 3, 4, 5, 6, 7} and Y = {4, 5, 6, 7, 8, 9, 10}, and c(XY ) = r.
We begin with the easiest needs, red-blue and all red:
• The need (r, r, b0) is witnessed by {1, 2, 3, 11, 12, 13, 14};
• The need (r, r, b1) is witnessed by {1, 2, 3, 10, 11, 12, 13};
• The need (r, b0, r) is witnessed by {8, 9, 10, 11, 12, 13, 14};
• The need (r, b1, r) is witnessed by {1, 9, 10, 11, 12, 13, 14}; and
• The need (r, r, r) is witnessed by {5, 6, 7, 8, 9, 10, 14}.
To satisfy the heterogeneous and homogeneous blue needs, we need to argue
by cases, which will be fairly complex, but use similar approaches. Thus, we
will rehearse some parts of the argument first.
In these cases, we must rely on Gs to generate the correct (blue) coloring
in bi since each vertex Z in G that forms a 0- or 1-edge with X must form a
3-or-higher edge with Y (and similarly for vertices that form a 0- or 1-edge with
Y ). Thus we look at a subgraph of Gs with vertex set X ∪ Y arranged in three
groups — a “spine” of the points in S = X ∩ Y and two “wings” of the points
in WX = X \ Y and WY = Y \X — and with edges from the union of:
• the complete graph induced by WX ;
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• the complete graph induced by WY ;
• the complete bipartite graph induced by the part sets WX and S; and
• the complete bipartite graph induced by the part sets WY and S.
4
5
6
7
1
2
3
8
9
10
(a)
4
5
6
7
1
2
3
(b)
4
5
6
7
8
9
10
(c)
Figure 1: (a) The “spine and wing” diagram used in the 4-edge case (a subgraph
of GS). (b) Each node of the spine has a edge of the opposite color to a
monochromatic wing. (c) There exists at least one edge in each color from the
spine to a wing. Colorings in these diagrams are for demonstration purposes
only. Actual results may vary. Past performance is not an indicator of future
results.
To satisfy each need, we have two mutually exclusive options:
• choose two points i, j ∈ WX and two points from m,n ∈ WY with edge ij
having the desired color of XZ and mn having the desired color of Y Z;
or
• choose one point from each of WX , S, and WY (i, j, and k respectively)
where ij has the desired color of XZ and jk has the desired color of Y Z
(hence the “wing” nomenclature).
The first option can be used to satisfy all the needs trivially if the graphs induced
by WX and WY each contain edges of both colors (Case I below). On the other
hand, if one of these graphs is monochromatic (Cases II and III), the first option
can satisfy only some of the needs. Thus, we will have to rely on the second
option to satisfy the remaining needs, and it is not obvious that this can be done.
However, we can show that these needs are satisfied by using the properties of
Gs in two particular ways.
First, any point k ∈ S can be combined with WX (or WY ) to form a K4
subgraph of Gs, which we know is not monochromatic. But if WX is monochro-
matic, we must then have an edge of the other color from k to one of the points
in WX . This means that, when one of the wings is monochromatic, every point
in S has an edge of the other color to some point in WX (see Figure 1(b)).
Second, we know that the K3,4 graph induced by L = S and R = WY (or
WX) is not monochromatic, and so there must be an edge of each color from S
to WY (see Figure 1(c)).
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Case I: the graphs induced byWX andWY are not monochromatic. Then each
blue-only need is witnessed by a vertex in {[1, 2, 3]2, [8, 9, 10]2, 11, 12, 13}.
Case II: the graph induced by WX is monochromatic b0.
Case II.A: WY is not monochromatic. In this case there are vertices
in {1, 2, [8, 9, 10]2, 12, 13, 14} that witness to the needs (r, b0, bi) for
i = 0, 1.
We consider the K4,3 subgraph induced by S andWY : there must be
an edge ij (i ∈ S, j ∈ WY ) that is b0 (as in Figure 1(c)). Furthermore,
in the subgraph induced by {1, 2, 3, i}, there must be an edge ik
(k ∈ WX) that is b1 (as in Figure 1(b)). We now have a witness to
the (r, b1, b0) need: {k, i, j, 11, 12, 13, 14}.
In a similar way, there must be an edge mn (m ∈ S, n ∈ WY )
that is b1 and an edge ℓm in the subgraph induced by {1, 2, 3,m}
(ℓ ∈WX) that has color b1, and so {ℓ,m, n, 11, 12, 13, 14} is a witness
for (r, b1, b1).
Case II.B: WY is monochromatic b0. We immediately have a witness for
(r, b0, b0): {1, 2, 9, 10, 11, 12, 13}.
We consider the bipartite subgraph induced by S and WY , which
must have an edge ij (i ∈ S, j ∈ WY ) that is b1; and the subgraph
induced by {1, 2, 3, i} must have and edge iℓ (ℓ ∈ WX) that is b1.
Thus {ℓ, i, j, 11, 12, 13, 14} is a witness for (r, b1, b1).
The bipartite graph in the previous paragraph also has an edge edge
mn (m ∈ S, n ∈ WY ) that is b0; and the subgraph induced by
{1, 2, 3,m} must have an edge mk (k ∈ WX) that is b1. Thus
{k,m, n, 11, 12, 13, 14} is a witness for (r, b1, b0).
Finally, we consider another bipartite subgraph, the one induced by
S and WX . There must be an edge pq (p ∈ WX , q ∈ S) that is
b0. Since the subgraph induced by {8, 9, 10, q} is not monochromatic
(but WY is monochromatic b0) there must be an edge qs (s ∈ WY )
that is b1. Thus {p, q, s, 11, 12, 13, 14} is a witness for (r, b0, b1).
Case II.C: WY is monochromatic b1. In this case, we immediately have
{1, 2, 9, 10, 11, 12, 13, 14} as a witness for (r, b0, b1).
Once again, we consider the bipartite subgraph induced by S and
WY . There must be an edge ij (i ∈ S, j ∈ WY ) that is b1. But
considering the subgraph induced by {1, 2, 3, i}, there must be an
edge iℓ (ℓ ∈ WX) that is b1. Thus {ℓ, i, j, 11, 12, 13, 14} is a witness
of (r, b1, b1).
We can satisfy another need by looking at the bipartite graph induced
by S and WX : there must be an edge mn (m ∈ S, n ∈ WX) that is
b0. However, in the subgraph induced by {8, 9, 10,m} there must be
an edge mk (k ∈WY ) that is b0. And so, {k,m, n, 11, 12, 13, 14} is a
witness to (r, b0, b0).
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For the final need we take a slightly different approach and first
consider the subgraph induced by {1, 2, 3, 4} (4 was chosen arbitrar-
ily from S — any point of S would do). Since this K4 subgraph
is not monochromatic (but WX is monochromatic b0) there is an
p ∈ WX such that edge 4p is b1. Similarly, the subgraph induced
by {4, 8, 9, 10} must have an edge 4q (q ∈ WY ) that is b0. Thus,
{p, q, 4, 11, 12, 13, 14} is a witness of (r, b1, b0).
Case III: the graph induced by WX is monochromatic b1. This proceeds in
the same way as the previous case.
2.7 5-edge case
For this case, X = {1, 2, 3, 4, 5, 6, 7} and Y = {3, 4, 5, 6, 7, 8, 9}, and c(XY ) = r.
It is straight-forward to see that the red-blue, homogeneous blue, and all-red
needs are satisfied:
• (r, r, bi) have witnesses in {1, 2, [3, 4, 5, 6]2, 12, 13, 14};
• (r, bk, r) have witnesses in {[3, 4, 5, 6]2, 8, 9, 12, 13, 14}; and
• (r, b0, b0) and (r, b1, b1) are both satisfied by witnesses in {[3, 4, 5, 6]2, 10,
11, 12, 13, 14}.
• (r, r, r) is witnessed by {5, 6, 7, 8, 9, 10, 14}.
How the heterogeneous blue needs — (r, b0, b1) and (r, b1, b0) — are satisfied
depends on the coloring of the 1–2 and 8–9 edges in Gs. If both edges are the
same color, we can construct witnesses for each of the needs, as follows:
• if both 1–2 and 8–9 are b0, then {1, 2, 8, 11, 12, 13, 14} witnesses (r, b0, b1)
and {1, 8, 9, 11, 12, 13, 14} witnesses (r, b1, b0);
• if both 1–2 and 8–9 are b1, then {8, 9, 10, 11, 12, 13, 14}witnesses (r, b0, b1)
and {1, 2, 10, 11, 12, 13, 14} witnesses (r, b1, b0);.
If 1–2 is b0 and 8–9 is b1 then {1, 2, 8, 9, 12, 13, 14} is a witness of (r, b0, b1).
Now consider the vertices Z in {[3, 4, 5, 6, 7]1, [8, 9]1, 10, 11, 12, 13, 14}; for all of
these c(XZ) = b1, but c(Y Z) depends on the points selected. However, the
bipartite subgraph induced by the sets L = {3, 4, 5, 6, 7} and R = {8, 9} is K5,2
and so has one edge ij that is colored b0, and so {i, j, 10, 11, 12, 13, 14}witnesses
(r, b1, b0). A very similar argument works if 1–2 is b1 and 8–9 is b0.
2.8 6-edge case
Our final case considers X = {1, 2, 3, 4, 5, 6, 7} and Y = {2, 3, 4, 5, 6, 7, 8}. The
heterogeneous blue and all-red needs are satisfied by directly constructed wit-
nesses:
• {1, 9, 10, 11, 12, 13, 14} is a witness of (r, b1, b0);
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• {8, 9, 10, 11, 12, 13, 14} is a witness of (r, b0, b1);
• {5, 6, 7, 8, 9, 10, 14} is a witness of (r, r, r).
The homogeneous blue needs — (r, b0, b0) and (r, b1, b1) — must each have
a witness in {[2, 3, 4, 5]2, 10, 11, 12, 13, 14}. Finally the needs (r, r, bi) are wit-
nessed by some vertices in {1, [2, 3, 4, 5]2, 11, 12, 13, 14} and the needs (r, bi, r)
are witnessed by vertices in {[2, 3, 4, 5]2, 8, 11, 12, 13, 14}.
3 Conclusion
It is extremely doubtful that 3432 is the correct value of f(2); the authors guess
that f(2) < 1000. However, further improvement would seem to require the
construction of triangle-free graphs that are both dense and “uniform” (vertex-
transitive, for example). One natural approach would be to use cyclic colorings,
where the “blue” color class is given by a maximal sum-free subset of Z/NZ.
The authors have attempted to construct such a subset, but have failed to find
a sum-free subset that has enough “redundancy”, so that once the blue color
class is split into light blue and dark blue, all needs are still met. It might be
possible to construct such a sum-free set over a very large modulus, but (after
much unfruitful effort) the authors are doubtful of the existence of such a set
over a modulus less than 3432.
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