Phase unwrapping is the process of recovering a continuous phase signal from an original signal wrapped in the (−π,π] interval. It is a critical step of coherent signal processing, with applications such as synthetic aperture radar, acoustic imaging, magnetic resonance, X-ray crystallography, and seismic processing. In the field of computational optics, this problem is classically treated as a norm-minimization problem, in which one seeks to minimize the differences between the gradients of the original wrapped signal and those of the continuous unwrapped signal. When the L 0 -norm is considered, the number of differences should be minimized, leading to a difficult combinatorial optimization problem. We propose an approximate model for the L 0 -norm phase unwrapping problem in 2D, in which the singularities of the wrapped phase image are associated with a graph where the vertices have −1 or +1 polarities. The objective is to find a minimum-cost balanced spanning forest where the sum of the polarities is equal to zero in each tree. We introduce a set of primal and dual heuristics, a branch-and-cut algorithm, and a hybrid metaheuristic to efficiently find exact or heuristic solutions. These approaches move us one step closer to optimal solutions for 2D L 0 -norm phase unwrapping; such solutions were previously viewed, in the signal processing literature, as highly desirable but not achievable.
Introduction
The development and application of techniques for coherent signal processing have greatly increased in recent years. Synthetic aperture radar (Curlander and McDonough 1991) , magnetic resonance imaging (Glover and Schneider 1991) , optical interferometry (Pandit et al. 1994) , and X-ray crystallography (Guizar-Sicairos et al. 2011) are just a few examples of applications in which coherent processing is required. In the above-mentioned applications, the acquisition system measures a phase wrapped in the (−π, π] domain due to trigonometric operators. Phase unwrapping is the problem of recovering a continuous signal, the so-called absolute phase, from the wrapped phase data. This problem has been extensively studied in the literature. The book of Ghiglia and Pritt (1998) and the article of Zebker and Lu (1998) give comprehensive reviews of seminal algorithms for this problem. The topic still remains very active today, because the inconsistencies caused by noise, under-sampled signals, and other natural discontinuities pose a significant challenge for state-of-the-art algorithms.
A classical objective for phase unwrapping is to minimize the norm of the difference between the gradients of the original wrapped signal and those of the continuous unwrapped signal (Ghiglia and Romero 1996) . In the particular case of the L 0 -norm, the number of differences should be minimized, leading to a difficult combinatorial optimization problem, closely related to a geometric Steiner problem with additional constraints Zebker 2000, 2001) . Early developments led to ad-hoc techniques and constructive algorithms (Goldstein et al. 1988, Sawaf and Tatam 2006) . Graph theory techniques have also been used to provide good approximate solutions in polynomial time. In particular, Buckland et al. (1995) relies on a minimum-cost matching algorithm, while Chen and Zebker (2001) investigate a network flow formulation. Overall, the connection between phase unwrapping and operations research is very recent.
In this work, we formulate the L 0 -norm 2D phase unwrapping problem as a minimum cost spanning forest problem with additional balance constraints. Although N P-hard, this formulation is more tractable than the original Steiner forest problem. Furthermore, in practice, it produces an unwrapped solution of high quality that respects the natural contours of the image (e.g., fractures in seismic data or cliffs in synthetic aperture radar data). To solve this formulation, we propose a branch-and-cut algorithm, using dual ascent in a pre-processing phase to reduce the number of variables via reduced-cost fixing, and a hybrid metaheuristic based on iterated local search with integer optimization over a set partitioning formulation. The key contributions of this article are the following: 1) We present a new formulation of the L 0 -norm 2D phase unwrapping problem as a minimum cost spanning forest problem. This formulation aims to connect residue points (far less numerous than the number of pixels) and seeks to better respect the natural discontinuities of the image.
2) We propose efficient exact and heuristic approaches. As our computational experiments show, our branch-and-cut algorithm can solve medium scale problems with up to 128 residues in less than one hour on a modern computer, but its computational effort becomes impracticable for larger instances. The metaheuristic returns high quality solutions for all our test instances with up to 1024 residues, also retrieving most of the known optimal solutions in a more controlled CPU time.
3) Finally, this is the first application of metaheuristics and advanced mathematical programming techniques for the L 0 -norm phase unwrapping problem. Promising lines of research stand wide open at the interface of these two fields.
Phase Unwrapping Problem
A large class of signal acquisition techniques, e.g., based on interferometry, produce a phase signal wrapped in the (−π, π] domain by the arctangent operator. In mathematical terms, the wrapped phase associated to a signal φ(t) can be expressed as
where the function k φ (t) = π−φ(t) 2π wraps the phase values φ(t) around (−π, π], W is the wrapping operator, and ψ(t) = W (φ(t)) is the wrapped output. Figure 1 shows a continuous 1D signal and its wrapped counterpart. The artificial 2π jumps of the wrapped signal ψ(t) must be detected and eliminated in order to reconstruct the original continuous signal φ(t). This process is called phase unwrapping. As demonstrated by Itoh (1982) , an unambiguous phase unwrapping is possible if and only if the difference between any two adjacent samples in the continuous phase does not exceed π (this is known as Itoh's condition).
Consider a sequence φ(1), . . . , φ(n) of phase values, and define the linear differences between adjacent samples as ∆φ n = φ(n) − φ(n − 1). Hence, m n=1 ∆φ n = φ(m) − φ(1).
(2)
Let ∆ψ n = W (φ(n)) − W (φ(n − 1)) be the difference between adjacent wrapped samples:
Now, if we apply the wrapping operator W over ∆ψ n , we obtain the wrapped difference between wrapped phase samples:
where k is the proper 2π multiple that brings the right-hand side of the equation into the (−π, π] interval, ensuring that it does not violate Itoh's condition. Since ∆ φn is at most equal to π in absolute value, k must be equal to k φ (n) − k φ (n − 1) to keep both sides of the equation in the appropriate domain. Hence, we have
and substituting this expression in Equation (2) leads to
As shown by Itoh (1982) , Equation (6) can be used to derive the continuous phase φ m from the wrapped phase along any path connecting a sample i to another sample m. This is done by fixing the continuous phase value for an origin sample ψ(1) and then adding, iteratively, each wrapped phase difference to produce the continuous phase value at the next increment. If the wrapped phase difference between consecutive samples violates the (−π, π] interval, then an additional ±2π increment is added. These steps are executed until all the samples are evaluated. The term integration path is used to refer to the sequence of phase values considered in this process, and Figure 2 illustrates the procedure.
Figure 2
Unwrapping by Itoh's method for 1D phase unwrapping: the process recovers the original continuous signal from the wrapped phase samples.
Phase unwrapping problems often come from complex applications with rich geometries and signal acquisition methods that are highly susceptible to noise. Abrupt changes in the phase values can have natural causes, such as fractures or cliffs. In this context, it is unrealistic to assume that Itoh's condition will be preserved between all adjacent samples. Since the unwrapping process iteratively computes the difference between adjacent samples of the wrapped phase signal, any fake wrap caused by a singularity in the data will generate an undesirable 2π increment, which will be propagated to all subsequent samples. Without any additional information, even the most sophisticated phase unwrapping methods will be misled. Figure 3 shows the unwrapping process for noisy and under-sampled data, demonstrating that, in this case, Itoh's algorithm fails to reconstruct the original continuous signal.
While there is no way to overcome these issues in one dimension, an N -dimensional environment offers the possibility of the appropriate selection of integration paths. Phase unwrapping in two dimensions. An N -dimensional environment (for N ≥ 2) offers more choices of integration paths, and this freedom may be exploited to better avoid damaged regions. When Itoh's condition is respected, any integration path covering all samples (2D pixels) produces the same unwrapped output. Otherwise, the unwrapping procedure is said to be path dependent, and the choice of integration path is critical. The issue of path dependency was first discussed by Ghiglia et al. (1987) . The authors noted that singularities are restricted to certain regions in the wrapped phase data. The term "residue" was coined by Goldstein et al. (1988) as an analogy between the residues found in complex signals and the singularities of the phase unwrapping problem, and Ghiglia and Pritt (1998) showed that each residue can cause only a ±2π unwrapping error in the subsequent pixels of an integration path. They proposed a procedure that identifies the locations of all the residues: by applying the integration scheme of Equation (6) around every elementary 2×2-pixels loop, a residue is located (at the center of the loop) whenever the sum of the wrapped phase gradients differs from zero and becomes ±2π. The sign of the sum defines the charge of the residue: positive (+1) or negative (−1). Figure 4 depicts the residues found in noisy wrapped phase data. An unwrapping without ambiguity (path dependent) is possible if and only if every integration path encircles none or a balanced number of residue charges.
While the residues of a 2D wrapped phase image indicate the existence of ambiguities, not every residue represents an error produced by noise or under-sampling. Phase discontinuities are naturally present in many phase unwrapping applications: the continuous phase values can abruptly increase or decrease in adjacent pixels. The elevations and deformities of the terrain's surface may lead to natural phase discontinuities and residues and the topology of the residues may reflect structural boundaries (see Figure 5 for an example). Other sources of natural discontinuities are discussed by Huntley and Buckland (1995) .
Path-Following Methods. When Itoh's condition is not satisfied, different integration paths may lead to different unwrapped solutions because of path dependency. The techniques employed to resolve these ambiguities concentrate on creating artificial barriers called branch-cuts to eliminate incorrect paths. If the branch-cuts are positioned in such a way that no integration path can encircle an unbalanced number of residues, then the path dependency is resolved. Therefore, the placement of the branch-cuts characterizes the solution, and has a visible impact on the unwrapped output. (a) (b) (c) (d)
Figure 5
Residues detected in several wrapped phase examples from Ghiglia and Pritt (1998 Figure 6 shows an example with eight residues. On the left, the branch-cuts represented by the green lines eliminate the path dependency. However, it is clear that they are not strategically placed, since they create an isolated region that will never be reached by an integration path. These isolated pixels would require a separate unwrapping, using an arbitrary initial phase value on a new starting sample. Finding a most-desirable placement of the branch-cuts is a challenging task. Figures 6(a) and 6(b) present branch-cut solutions with pairwise matchings of residues, while Figure 6(c) illustrates a valid configuration in which several pairs of residues are connected together to achieve a smaller total length. Such a connection is possible as long as each branch-cut connects a balanced number of positive and negative residues. Each configuration leads to a viable continuous signal after path integration.
However, some configurations are far more likely than others. In the absence of additional information such as quality maps, the most likely candidate should be the continuous signal for which the norm of the difference between the absolute and wrapped phase gradients is minimized. Similar assumptions are used in other domains, e.g., in the phylogeny and genome comparison problems (Swofford et al. 1990 , Miller 2001 , the most likely solution is likewise the one with the least number of differences according to a specific metric. Since only pairs of pixels from opposite sides of the branch-cuts can have a phase discontinuity of ±2π, minimizing the length of the branch-cuts directly relates to the minimization of the L 0 -norm, where the number of differences between wrapped and continuous phase gradients is minimized (Goldstein et al. 1988) .
Therefore, in a general configuration, the branch-cuts can form a forest (i.e., a set of trees), such that each tree contains a balanced number of positive and negative residues. Minimizing the total length of the trees is known to be an N P-hard optimization problem (Chen and Zebker 2000) , which generalizes the geometric Steiner-tree problem. For this reason, existing algorithms do not usually seek optimal solutions but instead concentrate on restrictions of the problem that are polynomial; e.g., finding a minimum-cost matching between the positive and negative residues . As shown in the next section, our contributions are an alternative simplified model, which remains N P-hard but is more tractable, and efficient combinatorial optimization approaches to solve it.
Model
We introduce an alternative model that provides a good approximation of the problem. This model involves minimum spanning trees rather than geometric Steiner trees to connect the residues. This important difference is illustrated in Figure 7 . Connecting residues with a minimum Steiner tree (left) or spanning tree (right). A Steiner tree configuration allows the use of Steiner points (green dots) to connect the residues.
The motivation for this approach is fourfold:
• Spanning trees may better respect the topology of the residues and the structural boundaries of the image. • For most practical purposes, the optimal spanning tree solution is a high-quality approximation of the Steiner solution. • Branch-cuts configurations obtained via pairwise matchings are special cases of spanning forests, and thus an optimal resolution of the proposed model guarantees equal or better solutions. • The model remains N P-hard (see online supplement -based on a reduction from the Steiner tree problem), but more efficient combinatorial optimization methods can be developed. Moreover, we encourage the reader to see the Long's Peaks data set in Section 5.2, which represents a configuration of residues from a synthetic aperture radar application. In this data set, little can be gained by allowing Steiner solutions (i.e., by creating Steiner points). The approximation related to the use of spanning trees is likely compensated by the fact that exact and heuristic methods are much more efficient on the simplified problem, leading to better solutions in less CPU time.
Problem statement. We now provide a formal definition of the proposed problem. Let G = (V, E) be a complete undirected graph with positive edge costs, in which each vertex i ∈ V represents a residue with weight w i ∈ {−1, 1} equal to its charge. The sum of the weight of the residues equals zero. Each edge {i, j} ∈ E represents a direct connection between residues i and j with distance-cost d ij . The minimum spanning forest with balance constraints problem (MSFBCP) aims to find a set of trees (i.e., a forest) in G, such that:
1. the sum of the weights of each tree is equal to zero; 2. every vertex belongs to one tree, and 3. the total cost of the trees is minimized. Any solution of the MSFBCP corresponds to a branch-cut configuration with the same number of branch-cuts as the number of trees.
Considering image borders. Finally, note that 2DPU applications involve finite images, and several data sets may contain an unbalanced number of positive and negative residues. In such situations, the branch-cuts should be allowed to reach hypothetical residues beyond the borders of the image. This can be taken into account when reformulating the 2DPU into a MSFBCP, with the inclusion of a few additional vertices. Let W be the sum of the residue charges in the original 2DPU problem. We add |W | border vertices of charge − sgn(W ), as well as an additional pair of border vertices with charge 1 and −1. The distance between a vertex i and a border vertex j corresponds to the distance between i and the closest border of the image, and the distance between two border vertices is set to zero. This transformation is illustrated in Figure 8 . In this example, the inclusion of the border vertices allows to connect the residues to the borders since their corresponding opposite residues may be located outside image range. 
Methods
To solve the MSFBCP, we propose an exact mathematical programming approach as well as a hybrid metaheuristic. Roughly, the proposed exact approach can be described as follows. The MSFBCP is formulated as an integer program with an exponential number of constraints. Therefore, a branch-and-cut algorithm is used to solve the resulting model. To speed-up the resolution, we conduct a pre-processing phase where variables representing connecting arcs are removed. This is done by running a dual ascent heuristic to find feasible solutions for the dual of the integer program's linear relaxation. A dual feasible solution together with a known upper bound on the MSFBCP optimal value allows fixing, by reduced cost, variables to zero, which is equivalent to removing their associated arcs from the formulation. The branch-and-cut algorithm follows by initializing the associated linear relaxation (LP) with the cuts that were binding by the end of the dual ascent. As shown in our computational experiments, this method can solve problems with up to 128 residues to optimality. To solve larger instances, we also introduce a hybrid metaheuristic, based on iterated local search with integer optimization over a set partitioning formulation.
Mathematical formulation
We introduce an integer linear programming model for the MSFBCP, referred as directed cut formulation. Let G = (V, E) be the graph in the MSFBCP definition. Consider now a directed graph H = (V, A) where each edge {i, j} ∈ E has been replaced by a pair of arcs (i, j) and (j, i) in A with cost d ij = d ji . As is customary for Steiner tree problems (Claus and Maculan 1983) , we rely on such a directed formulation, as it yields a better linear relaxation than its undirected counterpart (proof in online supplement). For any subset of vertices S ⊂ V (cut), define the in-arcs, the out-arcs and the weight of S as δ
and w(S) = i∈S w i respectively. Associating a binary variable x ij to each arc (i, j) ∈ A, the directed cut formulation of the MSFBCP can be expressed as follows:
s.t.
(i,j)∈δ + (S)
For every cut S with a strictly positive weight, Constraints (8) force one or more out-arcs to be included in the solution. Similarly, for every cut S with a strictly negative weight, Constraints (9) force one or more in-arcs to be included in the solution. Finally, Constraints (10) prohibits the selection of a pair of edges with opposite directions. One may observe that for each set S defining a constraint (8) there is an equivalent constraint (9) defined by set V \ S. We use both. This allows representing the feasible set of solutions, where no unbalanced spanning tree is allowed, with sparser constraints.
Dual ascent heuristic
The first component of our algorithm is a dual heuristic, which aims to quickly generate an initial dual solution. This solution is subsequently used to simplify the problem by variable fixing. This strategy has been successfully used for the Steiner problem in graphs (Wong 1984 , de Aragão et al. 2001 , which shares many common features with the considered problem. The MSFBCP directed cut formulation has constraints for all unbalanced cuts S ⊂ V . Let π S be the dual variables associated to Constraints (8)-(9), and λ ij be the dual variables associated to Constraints (10). The dual formulation can be expressed as:
This problem corresponds to maximizing the sum of the dual variables associated to the unbalanced cuts. Constraints (13) ensures primal optimality conditions, i.e. the sum of the dual variables associated with the unbalanced cuts containing a given arc a ∈ A is, at most, equal to the cost of that edge. A dual ascent heuristic starts with a dual feasible solution. It proceeds by increasing one dual variable at a time. Since all edge costs are nonnegative, we start with a zero value duals (π = 0), which is dual feasible. Duals λ are kept zero all along our procedure. As in Wong's dual ascent algorithm, we sequentially choose cuts that correspond to connected components in graph H π = (V, A(π)), for π the associated dual solution. A(π) is the set of saturated arcs, i.e. it contains only arcs with zero reduced cost for a given dual feasible solution π. At each iteration, a directed cut is chosen and its corresponding dual is increased until at least one of its arcs is saturated. Therefore, as the number of connected components reduces by at least one, at most |V | − 1 iterations are performed.
We select either the connected component associated to the violated cut that contains the minimum-reduced-cost edge in its edge set, or choose randomly a connected component. Both criteria will produce feasible and maximal dual solutions, but the quality of the lower bounds depends on this choice. Section 5 presents an experimental comparison of the two criteria. Experimental results indicate that the random approach generates better bounds.
At each iteration, we detect violated cuts by a depth-first search in the graph H π , in O(|V | +|E|) operations. The complexity of the selection of the violated cuts depends on the selection criterion. For the criterion of minimum reduced cost edge, it takes O(|E|). The random cut criterion chooses a cut by a draw in constant time. In both cases, the overall dual ascent procedure runs in O(|V | (|V | + |E|)).
Finally, we apply a dual scaling approach, which consists in multiplying the dual solution by a constant factor 0 < α < 1, leading to a feasible but not maximal dual solution, and applying the dual ascent starting from the dual solution obtained. This may produce a better lower bound, since new sets of dual variables are likely to assume positive values, giving cuts that were not previously considered in the dual solution. This procedure terminates when either a better lower bound is obtained or a maximum of It DS trial iterations has been performed, as in de Aragão et al. (2001) .
It is important to stress again that the aim of this procedure is to provide fast lower bounds. These bounds, even if not tight, enable to fix a significant number of arc variables to zero. The reduction obtained turns out to be a relevant step in the final algorithm.
Branch-and-cut
To produce optimal solutions, we propose a branch-and-cut (B&C) algorithm. The method starts by using the dual heuristics to reduce the size of the problem. Given the solution of the dual ascent procedure and an upper bound provided by the best known primal solution (obtained from the heuristic of Section 4.4), we first remove the set of arcs whose reduced costs exceed the gap between the upper and lower bounds.
We then initialize the search tree by solving MSFBCP's linear programming relaxation (LP) at the root node for the reduced instance. The cuts W associated with positive dual variables at the end of the dual ascent procedure, i.e. W is such that π w > 0, ∀ w ∈ W , are inserted as initial constraints in the LP formulation. At each search-tree node, the LP is solved by repeatedly finding violated unbalanced directed cuts through the separation procedure described later in this section.
Exploration Strategy. We choose the most fractional variable as the branching variable at each node, and explore the search tree in a depth-first manner to reduce the number of active nodes and thus the overall memory requirement. After a pruning operation, the search resumes from the nearest parent node in the tree.
Solution of the LP. The exponential number of constraints requires a separation procedure to solve the relaxed MSFBCP (Equations 7-10). Consider an initial LP with a subset of the unbalanced directed cuts. For instance, the ones containing only a single vertex. Its optimal solution is a minimum spanning forest where all the vertices are connected to at least one other vertex. Let x be the current optimal, possibly fractional, LP solution. A violated directed cut is an unbalanced set S for which the sum of x values for all the arcs in δ + (S) (resp. δ − (S) for negatively unbalanced sets S) is smaller than one.
Therefore, finding a violated cut amounts to determine whether there are source-sink pairs of vertices with opposite weights such that the maximum flow/minimum cut is smaller than one in graph H + = (V, A + ) where A + contains only arcs a ∈ A associated with positive x a . The capacities of the arcs a ∈ A + are set to x a . This problem can be solved efficiently in O(nm log(n 2 /m)) using the algorithm of Goldberg and Tarjan (1988) . The connected components of H + correspond to violated cuts when the set of vertices of the component is not balanced. We speed up our separation within each connected component of H + by avoiding to solve the separation problem for all pairs of vertices with opposite weights. Observe that when a minimum cut S between a pair of vertices is found, any pair of vertices (i, j) such that i ∈ S and j / ∈ S will lead to the same minimum cut. Therefore, the algorithm proceeds by recursively picking pairs at each side of the minimum cut obtained previously, until attaining a single vertex or not identifying any unbalanced cut.
Hybrid metaheuristic
Finally, to generate good MSFBCP primal solutions for large instances, we propose a hybrid iterated local search (HILS) metaheuristic. Algorithm 1 gives the pseudocode.
After an initial solution construction (Line 3 of Algorithm 1), the method iteratively applies a local search improvement procedure (Line 6), followed by a perturbation procedure to escape S ← Perturb(S) or Perturb(S * ) with equal probability; 15: end while 16: return S * ; local minima (Line 14). This is applied with equal probability either to the current solution or to the best solution so far. We introduced this rule to achieve a balance between diversification and aggressive solution improvement. An integer optimization algorithm is called to solve a set partitioning formulation at every It sp iterations (Line 8). The algorithm terminates after It max consecutive iterations of local search and perturbation with no improvement of the best solution.
It is important to note that this algorithm uses an indirect solution representation. Each solution is represented as a partition (P 1 , . . . , P k ) of the set of vertices such that i P i = V and P i ∩ P j = ∅ for i = j. Each component P i represents a tree, and its cost c(P i ) can be efficiently derived by solving a minimum-cost spanning tree problem. Furthermore, an unbalanced component P i is not considered infeasible, but instead penalized with a cost of ξ(P i ). For problem instances that represent a 2DPU applications, ξ(P i ) is set to the distance to the closest border of the image. In other situations, a fixed penalty can be used.
The initial solution is obtained by first computing a minimum-cost spanning tree for the whole vertex set V and then disconnecting any edge that is longer than a threshold d max .
The local search procedure, applied to the initial solution as well as to any solution created by the perturbation operator, is conducted in the search space of the subsets. The method explores several neighborhoods, obtained via simple moves of the vertex-to-subset assignment decisions. In this context, the evaluation of a neighbor solution requires the evaluation of the minimum-cost spanning trees for the modified components. All the neighborhoods of our method involve no more than two components, and thus we evaluate a maximum of two spanning trees per move.
The exploration of the neighborhoods is exhaustive, enumerating all the component pairs (P i , P j ) in random order to test the associated moves. Any improving move is directly applied, and the local search stops when no further improving moves exist. This policy saves many move re-evaluations, since it is unnecessary to attempt a move between P i and P j if this move has been evaluated in the past and the components have not changed. The following moves are considered:
-Relocate: The neighborhood considers all relocations of one vertex from P i to P j . For a given pair (P i , P j ), this neighborhood can be evaluated in O(|V i |(|E i | log|E i | + E j log E j )). -C-Relocate: The neighborhood tries to relocate any pair of close positive or negative vertices from P i to P j . It can be evaluated in
The neighborhood considers all swaps of a pair of vertices with the same weight between P i and P j . This neighborhood can be evaluated in
).
-C-Swap: Similarly to C-Relocate, this neighborhood swaps pairs of positive and negative vertices between P i and P j . The C-Swap neighborhood can be evaluated in
). To reduce the computational effort, the second vertex of each pair is selected from a subset of the closest vertices. -Merge: The neighborhood merges a partition pair. For a given pair (P i , P j ), this neighborhood can be evaluated in
The neighborhood attempts to remove one edge of the minimum spanning tree of P i to generate two new components. This is done for all edges of the spanning tree. This neighborhood can be evaluated in O(|V i ||E i | log|E i |). -Insert 1, Break 1: The neighborhood first merges P i and P j and computes the minimum spanning tree of the resulting component. It then removes the longest edge in such a way that two new components are formed. This neighborhood can be evaluated in O( E i + E j log E i + E j ). To reduce the computational effort, the neighborhoods are evaluated only between vertices located within a given distance, defined in a preprocessing stage for each vertex. Similarly, a move between two components is applied only if the shortest distance between their vertices does not exceed the limit.
The perturbation procedure is applied to escape from local minima of the previous neighborhoods. This operator is applied with equal probability to either S or S * . The perturbation removes k edges of the trees of the current solution, creating new disjoint subsets that are randomly recombined to resume the search with k subsets, where k is a random integer from a uniform distribution in the interval [0, 0.15T ], where T is the number of trees.
Finally, an integer optimization algorithm over a set partitioning formulation is used after each It sp iterations, with the aim of generating an improving solution from the components of previous high-quality solutions. This formulation can be written as:
where the set P ⊆ 2 V is formed of up to P size components belonging to the most recent local minima of HILS. If an improved solution is found, it is used as the current solution for the HILS.
Computational experiments
Our computational experiments were designed to 1) measure the performance of our methods on a set of benchmark instances for the MSFBCP; 2) compare the MSFBCP solutions for 2D phase unwrapping to those of other path-following methods. The algorithms were implemented in C++, and Gurobi v6.0.4 was used for the resolution of the linear programs. All experiments with HILS were conducted on an Intel i7 2.3 GHz CPU, and the experiments with the B&C method were conducted on an Intel Xeon E5-2650v3 2.3 GHz CPU. A single thread was used.
Solution quality for MSFBCP
We first created a set of MSFBCP instances with a variety of vertex configurations and problem sizes. 21 groups of instances were generated, with a number of vertices ranging from 10 to 1026. For each group, called "PUC-N", five instances were generated by randomly distributing N/2 positive vertices and N/2 negative vertices in an 4N × 4N Euclidean space. The cost of each edge is computed as the 2D Euclidean distance between the vertices, with double precision. As described in Section 3, a pair of positive and negative border vertices were added in each instance to allow possible connections to the border of the Euclidean space. All instances can be found in the online supplement of this paper, or at the following address: https://w1.cirrelt.ca/~vidalt/en/research-data.html. 5.1.1. Hybrid metaheuristic We conducted preliminary experiments to calibrate the parameters of the hybrid metaheuristic, with the aim of balancing the effort dedicated to the different search components and returning results in a few minutes for medium instances. Following these experiments, we set the termination criteria to It max = 100 and T max = 3600 s. The set partitioning routine is performed every It sp = It max /3 iterations, with a maximum pool size of P size = 1000 columns and a time limit of 300 seconds. Finally, d max is set to the average distance of an edge in G, and the maximum distance radius for every vertex v is set to 25% of the shortest distance between v and the set of vertices V − {v}.
The HILS algorithm was then executed 10 times on each benchmark instance with different random seeds. Table 1 summarizes the results for each group of instances. Column GAP Best (%) gives the average gap between the best solution of 10 runs and the best known solution (BKS) collected from all our experiments. Column GAP Avg (%) gives the average gap between the average solution over the 10 runs and the BKS. Column OPT gives the number of optimal solutions found by the HILS algorithm and the total number of known optimal solutions. Finally, Column Avg T(s) gives the average time per run and per instance, measured in seconds. The method found the optimal solution in at least one run for 80 of the 105 instances. The solutions obtained for 15 other instances were considered to be the best known primal solutions, with no guarantee of optimality. The average deviation in terms of solution quality (total length of the branch-cuts) for all the instances is 0.29%. The detailed results are given in the online supplement to this paper.
The CPU time ranges from a fraction of a second for small instances to 60 minutes for the largest instances. Figure 9 shows the CPU time as a function of problem size for those instances in which the time limit (3600 seconds) was not reached. In this subset where the termination criterion is the number of iterations without improvement, the fitted curve (using a power law of the form f (n) = α × n β ) suggests cubic growth of the CPU time as a function of problem size. Table 2 presents the results of the dual ascent algorithm. We compare two criteria for the selection of violated cuts: a) choosing the minimum-reduced-cost-arc in the graph (Min-RC), and b) randomly selecting a non-maximal dual variable and saturating at least one of its arcs (Random). Columns GAP(%), T(s) and R(%) report the average gap between the dual bounds and the (primal) BKS, the average CPU time in seconds and the percentage of problem reduction achieved by fixing arcs by reduced costs, respectively.
From these results, we observe that the dual ascent requires a very limited CPU time on the majority of instances. The random criterion produces better dual bounds than the greedy-cut selection, in less CPU time, and was therefore selected for the remainder of our experiments. The solutions of the dual ascent help fixing 78.30% of the edges in average, therefore diminishing the number of variables considered in the B&C. This is a significant help, given that G is a complete graph and the current instances can lead to time-consuming LPs with up to one million variables. Even so, in contrast with the Steiner-tree problem (de Aragão et al. 2001) , dual ascent bounds tend to deteriorate on large instances, thus limiting possible problem simplifications in these situations. This deterioration seems to be a feature of the model, since the root linear relaxations reported later in this section follow the same trend. This difference of behavior can be connected to the fact that the MSFBC involves a forest of trees rather than a single one. Table 3 summarizes the results of our B&C algorithm. The time limit is set to 3600 seconds. We report the following information, averaged over each group: From these experiments, we observe that the B&C can currently solve all instances with up to 128 residue vertices, for a total of 90 instances out of the 105 available. For the remaining 15 instances, an average optimality gap of 13.10% is obtained after 3600 seconds.
Branch-and-cut
The distribution of the CPU currently indicates that the cut-separation procedure is efficient, as the time spent in the max-flow algorithm occupies only a small fraction of the overall solution time, and remains inferior to the time spent solving the LPs. The computation of the lower bound can be time consuming for large problems, due to the large number of variables and the medium to high density of the constraint matrix as a consequence of the cut separation. In particular, for the largest problem instances, the root node solution was not completed in the allowed time.
Finally, the results of the exact method contributed to validate the solution quality of the metaheuristic presented in the previous section, which retrieved 80 out of the 90 known optimal solutions. Based on these results, the metaheuristic approach is more adequate for large-scale problems with several hundreds or thousands of residues. The following section investigates the performance of this method on data sets issued from interferometric synthetic-aperture radar (InSAR) and magnetic resonance imaging (MRI) applications.
Application to 2D phase unwrapping
We now investigate the performance of our approach on the 2D phase unwrapping application. Four metrics can be used to compare the quality of each solution with those of other path-following methods:
-N: the number of absolute phase gradients that differ from their wrapped counterparts; -L: the total length of the branch-cuts; -T: the number of trees produced by the branch-cuts; -I: the number of isolated regions enclosed by branch-cuts and/or residues.
We conducted our experiments on a classical set of benchmark instances, introduced by Ghiglia and Pritt (1998): Long's Peak, Isola's Peak, and Head Magnetic Resonance Image. Each instance poses different challenges.
To evaluate our approach, we consider the primal solution produced by our HILS metaheuristic with a time limit of 3600 seconds. The first two instances have additional information that can mask regions with poor-quality pixels. Our methods used this information to limit the relevant area for the unwrapping process, and not to redefine the positions of the border points. We compare our results with those of two seminal path-following methods: Goldstein's algorithm (Goldstein et al. 1988 ) and Buckland's minimum-cost matching algorithm . Figure 10(a) shows the wrapped phase image of a steep mountainous region in Colorado (USA) called Long's Peak, obtained from a high-fidelity InSAR simulator (Ghiglia and Pritt 1998) . The topology of the residues clearly suggests natural phase discontinuities caused by the terrain's elevation as well as the presence of noise. There are 846 residues (422 positives and 426 negatives) distributed over a 152×458-pixel image. The greatest challenge is to efficiently cluster the sparse group of residues. Many regions have a high density of residues, which could lead to isolated regions in the solution.
Long's Peak
Figures 10(c) and 10(d) show that although Goldstein's algorithm was able to cluster groups of residues, the number of unnecessary long connections and isolated regions had a negative impact on the unwrapping result. The minimum cost matching (MCM) algorithm (Figures 10(e) and 10(f)) failed to preserve the structural boundaries suggested by the topology of the residues, introducing visible discontinuities. On the other hand, the MSFBCP approach was able to efficiently cluster groups of residues and respect their topology, and it greatly reduced the number of discontinuities introduced by the branch-cuts. Table 4 gives the solution metrics for the three approaches.
The MSFBCP has 32.15% fewer discontinuity points than Goldstein's algorithm, and 9.30% fewer than the MCM algorithm. In comparison with the MCM, the total length of the branch-cuts is improved by 18% and the number of isolated regions by 47%. Figure 11(a) shows the wrapped phase image of a steep-relief mountainous region in Colorado (USA) called Isola's Peak, obtained from a high-fidelity InSAR simulator. The challenge here is to correctly unwrap the phase data around the numerous regions with natural phase discontinuities, without propagating errors on the unwrapped surface. There are 1234 residues (616 positives and 618 negatives) distributed over a 157×458-pixel image. Again, the goals are to efficiently cluster the sparse groups of residues and to handle the high-density regions.
As Figure 11 shows, the branch-cuts produced by the MSFBCP approach are less visible in the image (Figure 11(g) ). The groups of residues are better clustered, and most structural boundaries are respected. Table 5 gives the solution metrics for the three approaches. The MSFBCP solution has 24.35% fewer discontinuity points than Goldstein's algorithm, and 11.83% fewer than the MCM algorithm. In comparison with the MCM, the total length of the branch-cuts is improved by 27.3% and the number of isolated regions by 65.8%. Figure 12(a) shows a wrapped phase image of a head MRI with 1926 residues (963 positives and 963 negatives) defined on a 256×256-pixel grid. The signal obtained from conventional MRI procedures captures the water and fat intensity values from tissues, shifted by a phase value in each pixel. The continuous phase signal is needed to segment the water and fat areas of the image. This is a difficult instance, since various regions appear at first glance to be almost isolated.
Head MRI.
As illustrated in Figure 12 (c), Goldstein's algorithm failed to cluster the groups of residues, creating many long connections and isolated regions. The outcome of such erroneous branch-cut placements is apparent (Figure 12(d) ). The MCM and MSFBCP approaches produced much better solutions. Indeed, most of the residues appear as close dipoles, and thus we expect the MCM solution to be a very good approximation of the L 0 -norm problem. Table 6 gives the solution metrics for the three approaches. The MSFBCP solution has 29.87% fewer discontinuity points than Goldstein's algorithm, and 1.16% more than the MCM algorithm. In comparison with the MCM, the total length of the branch-cuts is 8.42% higher, and there are three more isolated regions. The MCM solution is likely to be a very good approximation of the optimal L 0 -norm solution for this data set, since it includes many close residue pairs. Note that the MSFBCP formulation includes the MCM solution in its feasible solution space. Hence, an optimal solution is guaranteed to have shorter branch-cuts than previous approaches. However, our metaheuristics may lead to an optimality gap for large instances, as observed for this data set. In future research, we could investigate using the MCM algorithm to construct an initial solution, hence guaranteeing an improvement in every case.
Conclusions
We have proposed an MSFBCP formulation of the L 0 -norm 2D phase unwrapping problem, as well as efficient combinatorial optimization algorithms to solve it. Our B&C algorithm successfully solves all instances with up to 128 residues in less than one hour of CPU time. To solve larger problems, we introduced a hybrid metaheuristic based on iterated local search with a set partitioning formulation.
The exact and heuristic solutions are identical on 80 of the 90 known optima.
To evaluate the MSFBCP solutions in the context of a 2D phase unwrapping application, we considered three wrapped images from InSAR and MRI applications. Our approach consistently produced high-quality images with few visible discontinuities. When solved to optimality, the MSFBCP model is guaranteed to produce branch-cuts that are shorter than those of the previous algorithms, and we observed significant quality improvements on two of the three instances. For the third instance, with a residue configuration forming natural pairs, the MCM algorithm performed slightly better because our metaheuristic did not find the optimal solution. Future work for the MSFBCP will develop ways to better exploit this new formulation. Overall, phase unwrapping leads to challenging and interesting mathematical problems with applications in several areas of computer graphics. Work at the frontier between signal processing and operations research can lead to exciting new developments in the solution of such problems.
2D-Phase Unwrapping via Balanced Spanning Forests
Electronic Companion The MSFBCP is N P-hard Proof: Let G = (V, E) be a graph with positive edge costs and a set of terminal vertices T ⊆ V . The Steiner-tree problem seeks to find a minimum-cost connected subgraph G = (V , E ) with T ⊆ V . We can reduce an instance of the Steiner problem in graphs to an MSFBCP instance by assigning a positive weight of w = 1 to all the terminal vertices, except for one, which is replaced by |T | − 1 vertices with a negative weight of w = −1, connected to each other with cost zero. In addition, a pair of connected vertices with opposite signed weights is located for each of the (V − T ) remaining vertices (Steiner points). The cost of connecting such a pair of vertices is also set to zero. Figure 2(a) shows the optimal solution for the Steiner-tree problem. In the MSFBCP solution of the reduced instance, one of the following cases occurs:
1. A single balanced tree spans all the terminal vertices (Figure 2(b) ); 2. At least two disjoint balanced trees contain the terminal vertices (Figure 2(c) ).
In the first case, the corresponding minimum spanning tree is an optimal Steiner-tree. All the remaining trees of the MSFBCP solution correspond to unused Steiner-points (2-node balanced trees with cost zero), which do not impact the solution cost (c(P ) = w(G ) + 0 = w(G )). The MSFBCP solution is a feasible and optimal solution for the Steiner-tree problem.
In the second case, since there are disjoint trees containing the terminal vertices, we can assume that there is at least one unused edge of zero cost connecting a pair of vertices that replaces a Steiner point. Indeed, by contradiction, if all the zero-cost edges are used in the solution, then there must be at least one unbalanced tree in the disjoint set of trees. The connection of such a pair of vertices would add an excess of plus or minus one to that tree, making it unbalanced, as illustrated in Figure 2(d) . Since the trees must be balanced, this solution would be infeasible for the MSFBCP. We use this observation to generate in polynomial time another solution with the same cost, in which disjoint trees can be merged and at least one more zero-cost edge is included. Let T 1 = (V 1 , E 1 ) and T 2 = (V 2 , E 2 ) be two disjoint balanced trees containing terminal vertices and let E 1,2 be the set of edges connecting vertices in T 1 and T 2 . We can use Kruskal's algorithm to compute the minimum spanning tree over the merged component
The algorithm enumerates the edge set in increasing order, and ties can be broken in such a way that zero-cost edges in E 1,2 are treated first as well as edges in T 1 and T 2 . The addition of such edges will connect the disjoint components, and the cost of the new component will be given by
(EC.1)
This "merge" procedure can be executed iteratively until a single tree spans all the terminal vertices, resulting in the first case where c(P ) = w(G ). Since we are able to build a valid and optimal Steiner-tree by solving the MSFBCP on the reduced instance and performing a limited number of calls to a polynomial "merge" algorithm, we prove by extension that the MSFBCP is also N P-hard.
Comparison of linear relaxations
Let Z dir and Z undir be the linear relaxations of the directed and undirected MSFBCP cut formulations, respectively. We will show that Z dir ≥ Z undir , and that this inequality is strict for some instances. The undirected formulation of the MSFBCP is formulated in Equations (EC.2)-(EC.4). A binary variable x ij is associated to each edge {i, j} ∈ E, and for each cut S ⊂ V , δ(S) = {{i, j} ∈ E : |{i, j} ∩ S| = 1} is the set of edges with exactly one endpoint in S.
First, observe that for every feasible solution x of the directed formulation, the solutionx defined asx ij = x ij + x ji for {i, j} ∈ E satisfies Equations (EC.2)-(EC.4), and has identical cost. As such, Z dir ≥ Z undir . Second, to highlight an instance where Z dir > Z undir , we adapt a classic example in the literature, illustrated in left side of Figure EC. 3. For this instance, the linear relaxation of the undirected formulation has value 1.5, and that of the directed formulation has value 2. 
MSFBCP instance

Detailed computational results
This section presents the detailed results for individual instances for all the benchmark sets considered in this paper. To evaluate the methods, we collected all the known optimal solutions and the best solutions found throughout our tests. These values are presented in the column BKS. We use asterisks to indicate optimal solutions. The best known primal solutions are highlighted in bold.
Tables EC.1 to EC.3 present the HILS results for each instance. The value Z Best is the best solution found in 10 runs, while Z Avg is the average solution over these runs. The columns GAP best (%) and GAP Avg (%) give the percentage gap between the solution and the BKS of the best and average solutions of the 10 runs. Finally, the column T(s) gives the average CPU time per run.
Tables EC.4 to EC.8 present the branch-and-cut results for every instance. The time limit is set to 3600 seconds. The following information is reported:
• LP ROOT : the LP value at the root node;
• GAP ROOT : the percentage gap between the root node LP and the best upper bound • LB and UB: the best lower and upper bounds obtained;
• GAP FINAL : the percentage gap between the best upper and lower bounds;
• T(s): the CPU time measured in seconds;
• T F LOW (s): the total CPU time spent in the separation algorithm;
• T ROOT (s): the total CPU time spent solving the root node;
• N: the number of nodes explored in the branch-and-bound tree;
• N T REE : the number of trees in the optimal solution (when available).
• S T REES : the average size of the trees in the optimal solution (when available). ec4
Benchmark Instances
The benchmark instances used in this study can be found in the online supplement or at the following address: https://w1.cirrelt.ca/~vidalt/en/research-data.html. 
