Introduction
Consider the nonlinear following unconstrained optimization problem Min f(x) (1.1)
Where f : R n →R is continuously differentiable function whose gradient is denoted by . For solving this problem , starting from an initial vector , a nonlinear gradient algorithms generates a sequence { } as: ,k=0,1,…..,n (1.2) Where is obtained by line search, the direction is generated by . denotes the Euclidian norm of vectors. The line search in the conjugate gradient algorithms often is based on the standard Wolfe conditions: (1.10) (1.11) where 0 <δ<σ< 1. The strong Wolfe line search corresponds to: that (1.12) (1.13) where 0 <δ<σ< 1. [10] II.
Hybrid Conjugate Gradient Algorithms
The hybrid conjugate gradient algorithms are combinations of different conjugate gradient algorithms , mainly with the purpose of avoiding the jamming phenomenon. [2] , The methods of (FR) [5 ] ,(DY) [3 ] and (CD) [4] have strong convergence properties, but they may have modest practical performance due to jamming.
On the other hand, the methods of (PR) [9] ,(HS) [6] and (LS) [8] may not always be convergent, but the often have better computational performances. [2] III.
New Hybrid conjugate gradient algorithm
The iterates , ,… of new hybrid conjugate gradient algorithm computed by means of the recurrence ( ), where the stepsize is determined according to the Wolf line search condition ( 1.10) and (1.11 ), and the directions are computed by the rule :
And is a scalar parameter satisfying which will be determined in a specific way to be described later. Observe that if then and if then , On the other hand if then is a convex combination of . The parameter is selected in such a way that at every iteration the conjugacy condition is satisfied independently of the line search. Obviously
So, multiply both sides of above equation by and we use conjugacy condition( = 0)
Implies that
Finally, we have ‖ ‖ ‖ ‖ ‖ ‖ Theorem 3.1:-assume that is descent direction and in the algorithm (1.2),(3.2)and (3.5) determined by the wolfe line search (1.10)and (1.11). If then the is given by (3.3) is a descent direction.
Proof:-
Multiply both sides of (2.3.3) by , we have
The prove is complete if the step length is chosen by an exact line search which requires If the step length is chosen by an inexact line search which requires We know that the first two terms of equation (3.6) are less than or equal to zero because the algorithm of (PR) is satisfies the descent condition (i.e)
Now , we will explain the third term is less than or equal to zero We know that (3.7)
Where is positive ,multiply both sides by (-1) , we have
Then the proof is completed.
The global convergence
The following assumption are often needed to prove the convergence of the nonlinear conjugate gradient method(see [7] ). 
Assumption:-
| ‖ ‖ ‖ ‖ | | ‖ ‖ | | ‖ ‖ | ‖ ‖‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ ‖ Lipschitz Condition ‖ ‖ ‖ ‖ We get ‖ ‖ ‖ ‖ Then (3.1.7) gives ‖ ‖ Hence ‖ ‖ ‖ ‖ ‖ ‖ Then ‖ ‖ ‖ ‖ Since ‖ ‖ as ,then there exist a constant such that ‖ ‖ Hence (3.1.9) gives
‖ ‖
Which implies that (3.1.1) is true. so, by Lemma we have (3.1.2), which for uniformly convex functions is equivalent to (3.1.6).
Algorithm of New hybrid Conjugate Gradient coefficient:
step (1) :-set k=0 , select the initial point .
step ( 2) :-= f( ) , If = 0 ,then stop .
else set = -. step (3) :-compute satisfying the wolfe lline search condition to minimize f(x k+1 ). step (4) :-= .
step (5) :-= f( ) , If = 0 ,then stop .
step (6):-compute as in (3.5).
Step (7) 
Numrical Results:-
This section is devoted to test the implementation of the new methods. We compare the hybrid algorithm first suggestion with standard Polak-Ribiere (PR) and Al-Bayati (BA) ,the comparative tests involve well-known nonlinear problems (standard test function) with different dimension 4 ≤n≤5000, all programs are written in FORTRAN95 language and for all cases the stopping condition is 
