I. INTRODUCTION
With the large-scale deployment of 5G networks [1] , the rapid emergence of the Internet of Things [2] , and the rapid growth of various emerging technologies, the demand for wireless spectrum will become more and more urgent. As an opportunistic spectrum usage technology, cognitive radio [3] will greatly improve the efficiency of spectrum usage and is of great significance for mitigating the current situation of scarcity of spectrum resources. Spectrum sensing [4] [5] is a key prerequisite for achieving dynamic spectrum access in cognitive radio. A lot of research on spectrum sensing have been done and many spectrum sensing algorithms have been proposed. Most methods design the corresponding decision statistics to detect the signal by studying the different characteristics between the signals and the noise. Therefore, the design of the decision statistics is very important for spectrum sensing performance. However, the design Abstract: Spectrum sensing is a key technology for cognitive radios. We present spectrum sensing as a classification problem and propose a sensing method based on deep learning classification. We normalize the received signal power to overcome the effects of noise power uncertainty. We train the model with as many types of signals as possible as well as noise data to enable the trained network model to adapt to untrained new signals. We also use transfer learning strategies to improve the performance for real-world signals. Extensive experiments are conducted to evaluate the performance of this method. The simulation results show that the proposed method performs better than two traditional spectrum sensing methods, i.e., maximum-minimum eigenvalue ratio-based method and frequency domain entropy-based method. In addition, the experimental results of the new untrained signal types show that our method can adapt to the detection of these new signals. Furthermore, the real-world signal detection experiment results show that the detection performance can be further improved by transfer learning. Finally, experiments under colored noise show that our proposed method has superior detection performance under colored noise, while the traditional methods have a significant per-ing, but most of them consider cooperative spectrum sensing. For example, the authors in [21] proposed several cooperative sensing algorithms based on support vector machine (SVM), weighted K nearest neighbor, K-means clustering and Gaussian mixture model. They used the energy of the received signal as the feature vector. In [22] , K-means clustering and SVM techniques were used, but low-dimensional probability vectors were used as feature vectors. In [23] , a CNN-based collaborative sensing method was proposed, which improves the sensing performance and reduces the computational complexity. In [24] , the authors presented an overview of applying various kernel-based learning (KBL) methods to cooperative spectrum sensing-related issues in cognitive radio networks for pursuing the superior nonlinear and high-dimensional signal processing capabilities of KBL methods over their linear counterparts.
In terms of single-node spectrum sensing, machine learning applications are just getting started. In [25] , the authors proposed an artificial neural network (ANN)-based sensing method that uses energy and likelihood ratio test statistic as input features. In [26] , the author also used ANN for spectrum sensing, with energy and cyclostationary features as the input. Using the same cyclostationary features, the authors in [27] turned to the CNN architecture for spectrum sensing. All these studies extract features in advance and then use neural networks to classify them. Therefore, their performance will largely depend on the pros and cons of previously extracted features. The most relevant work with this paper is the work carried out in [28] [29] . In [28] , the authors used the stacked autoencoder to detect OFDM signals. In [29] , the authors used deep neural networks such as CNN and RNN to detect radar signals in the 3.5 GHz band based on the spectrogram. Better performance than the traditional detection methods was obtained. However, these two studies are concerned with the detection of specific signals, not the spectrum sensing problem in the general sense.
In this paper, we consider the spectrum of the statistics requires extensive analysis and relies on domain-specific knowledge. As an end-to-end machine learning method that can automatically learn features from data, deep learning [6] [7] has been widely used in image processing [8] [9], speech recognition [10] , natural language processing [11] , and radio signal classification [12] [13] [14] . In this paper, we use deep learning for spectrum sensing. By formulating spectrum sensing as a classification problem with two categories, a solution based on deep convolutional neural network (CNN) is proposed. The performance of this method and traditional spectrum sensing methods are compared by extensive simulation experiments.
Related work
Traditional spectrum sensing methods include energy detection [15] , cyclostationary feature-based detection [16] , eigenvalue-based detection [17] , frequency domain entropy-based detection [18] , and power spectral density split cancellation-based method [19] . Among them, energy detection has been widely used for its advantages of easy implementation, but it suffers from the noise uncertainty seriously [20] . cyclostationary feature-based detection is superior in low signal-to-noise (SNR) scenario, but the method has high computational complexity and needs prior information of the signal. The eigenvalue-based detection makes the decision by calculating the eigenvalues and is robust to noise power uncertainty. The frequency domain entropy-based method relies on the difference of the distributions of the noise and the signal in the frequency domain. Inspired by the scalar transformation, the power spectral density split cancellation-based method uses the ratio of each subband power to the full band power as a test statistic, and can overcomes the impact of noise uncertainty effectively. However, the monitoring frequency band must be sparse in this method.
With the development of machine learning technology, there are also many studies that use machine learning for spectrum sens- method and frequency domain entropy-based method. The results show that the probability of detection of our method is better than that of the two traditional methods under the same probability of false alarm. b) We conduct experiments with untrained signal types. The results show that the proposed method can adapt to the detection of these unknown signals, which shows that the model obtained by our method has strong generalization ability. c) We conduct transfer learning experiments for real-world signal detection. The results show that based on the model trained with the simulation data, the model can be fine-tuned with the real-world signal samples and the performance can be further improved when dealing with real-world signals.
d) We analyze the performance of the method under colored noise. The results show that the proposed deep learning-based method has superior detection performance under colored noise, while the traditional methods based on maximum-minimum eigenvalue ratio and frequency domain entropy have a significant performance degradation under colored noise. This further validate the superiority of our method.
The rest of the paper is organized as follows. In Section II, we discuss the spectrum sensing problem, which can be modeled as a two-category classification problem. In Section III we give a detailed description of the proposed method based on deep neural networks. The simulation results are given in Section IV, and conclusions are made in Section V.
II. PROBLEM FORMULATION

Spectrum sensing can be expressed as a binary hypothesis test problem as follows:
H r n hs n w n H r n w n 
where r n ( )represents the received signal, s n ( ) represents the transmitted signal, w n ( )represents the noise, and h represents the channel sensing problem in the general sense, rather than the detection of a specific signal. We model the spectrum sensing problem as a classification problem with two categories and solve it based on deep learning. In the training phase, we use as many kinds of signals as possible and noise data to train the network, with the expectation that the trained network model can adapt to various unknown signals. Our method normalizes the power of the received signal and is essentially a robust approach to noise power uncertainty. In addition, most traditional spectrum sensing methods assume that the noise is additive white Gaussian noise (AWGN) which does not necessarily consistent with the actual situation. Since deep learning can automatically learn noise characteristics from data, our proposed method is expected to have the ability to adapt to actual non-ideal noise. We will evaluate the performance of our proposed method through extensive experiments.
Contributions and structure of the paper
The contributions of this paper are mainly as follows:
 We present spectrum sensing as a classification problem and propose a spectrum sensing method based on deep learning classification. The method uses the power spectrum of the signal as the input of the CNN and uses various types of signal data and noise data to train the network. The decision is made according to the confidence of the noise class. Since the method uses deep learning to automatically learn feature of signals and noise from data, it does not require prior feature extraction. Therefore, it can adapt to various noise types and can detect various signals including untrained signals.  We conduct extensive experiments to verify the performance of the proposed method, specifically: a) We compare this method with traditional spectrum sensing methods, i.e., maximum-minimum eigenvalue ratio-based problem of noise power uncertainty, we normalize the power of all received signals and calculate their power spectrum which serve as the network input.
The training method
In order to accommodate the detection of various radio signals, our training data set includes as many types of wireless signals as possible. The purpose of this is to hope that the trained network model can also be generalized to the detection of other untrained signal types. In addition to the signal data, the training set also includes pure noise data of the same size.
gain. If no signal is present, the received signal contains only noise, otherwise it also contains the transmitted signal. From the perspective of classification, the problem shown in (1) can be expressed as a classification problem with two categories. One of the categories is signal and the other is noise. We will use a deep learning approach to solve this classification problem. We usually use the probability of detection and the probability of false alarm to evaluate the performance of the spectrum sensing algorithm, which are defined as:
Pr .
III. DEEP LEARNING-BASED SOLUTION
The CNN model
As a representative deep learning model, CNN [30] is widely used to solve problems such as image recognition and radio signal recognition. The CNN model considered in this paper is the residual network model [31] . Compared with the traditional CNN, the residual network can maintain the performance improvement with the increase of the number of network layers without degradation. The basic residual unit considered in this paper is shown in figure 1 . Based on these two basic modules, the details of the residual network structure constructed in this paper are shown in Table  I , where "fc" represents the fully connected layer, "maxpool" represents max-pooling, and "avgpool" represents average pooling. First of all, we use the signal power spectrum as the network input. After the two basic convolutional layers and the max-pooling layer, six residual modules are cascaded, and the features activated are averaged through the average-pooling layer and sent to the fully connected layer with 32 neurons. In order to increase the generalization ability of the network, a dropout layer has been added. The final classification layer outputs the confidence vector of the signal class and the noise class. It should be noted that in order to deal with the Fig. 1 . Basic residual modules, where "conv" denotes the convolutional layer, "K" denotes the number of convolution kernels, "S" denotes padding to the same size, "/2" denotes downsampling by factor 2, and the dashed arrow denotes connection with downsampling. (a) Residual-block1 (K), (b) Residual-block2 (K). of the i-th sample in the true label dimension.
The decision method
We judge the presence or absence of the signal based on the confidence of the output of the softmax layer. In general, the CNN classification often chooses the category with the highest confidence as the final classification result. If this strategy is adopted, for the two-category problem shown in this paper, the class with the confidence of greater than 0.5 will be selected as the detection result. However, because we can't control how much the model is biased towards one of the classes during training, it is difficult to control the detection performance if we use 0.5 as the decision threshold. We are improving this. Let t noise be the confidence of the noise class corresponding to the softmax output. The signal decision criteria we use are as follows: 
IV. PERFORMANCE EVALUATION
Data generation
The signal data generated contains signals of 8 modulation types: BPSK, QPSK, 2FSK, 4FSK, 16QAM, 32QAM, 4PAM, and 8PAM. The pulse shaping filter uses a raised cosine filter. The normalized carrier frequency offset (relative to the sampling frequency) is randomly taken in the range [-0.1, 0.1]. The signal-to-noise ratio (SNR) ranges from -20 dB to 20 dB with an interval of 2 dB. Each signal sample contains 64 symbols, and the oversampling ratio is 8, so the length of each signal is 512. For each modulation type, 1000 samples at each signal-to-noise ratio were generated as training data and 500 samples were used as test data. The noise data in the training set is AWGN data or colored noise data generated by the simulation, and the length is also 512.
The noise data can be AWGN noise or other colored noise. The training uses a basic stochastic gradient descent (SGD) method with momentum. The loss function is cross entropy function, i.e.,
where N is the number of training samples, and the true label of the i-th sample is M i ( )∈{0,1}, and o M i ( ) is the output confidence The number of noise samples is the same as the signals. In order to verify the ability of the trained model to detect signals with other untrained types, we also simulated signal data of three modulations, 8PSK, 8FSK and 64QAM, as test samples for unknown signals.
Simulation results
1) Basic training process
Training was performed on the NVIDIA V100 GPU card. All parameters were randomly initialized with a Gaussian distribution. The mini-batch size was set to 128 during training, and SGD with momentum was used as the training method with a momentum factor of 0.9. The initial learning rate was 0.01. Every 3 epochs, the learning rate was reduced to 1/10 of the previous value. The network was trained with 9 epochs and verification was performed every 500 iterations. Figure 2 shows the training process. It can be seen that the training process converges fast. After convergence, the classification accuracy rate on the entire test data set is 90.55%. Since the SNR of the entire test set is from -20 dB to 20 dB, the performance at very low SNR will lower the overall accuracy. We will give detailed detection accuracy under different SNRs in the next subsection.
2) Comparison with traditional methods
We compare the performance of our method with the traditional spectrum sensing methods. The traditional spectrum sensing method used as comparison are maximum-minimum eigenvalue ratio-based method and frequency domain entropy-based method. Figure 3 shows the experimental results. The noise simulated was AWGN. It can be seen that under various false alarm probabilities, the signal detection probability obtained by our method is superior to the traditional methods. Especially in the low SNR, the performance gain of our method is more obvious.
3
) Detection of new signals
Because the deep learning-based spectrum sensing method constructed in this paper is a signal detection method in the general sense, rather than a specific signal detection meth- od. In order to verify the ability of the neural network model trained with the several signal types to detect other types of signals that have not been trained, we simulated 8PSK, 8FSK and 64QAM signals to evaluate the performance. Fig. 4 shows the results, where the probability of false alarm is set to 0.01. It can be seen that these signals can still be detected with high probability. The detection performance of our method is also superior to the traditional methods, which further illustrating the ability of our proposed method to adapt to sensing of various unknown signals.
4) Influence of noise power uncertainty
We use the signal power spectrum as the input to the neural network. Before calculating the power spectrum, we normalize the signal in the time domain to overcome the influence of noise power uncertainty. To further illustrate the robustness of our approach to noise power uncertainty, we performed simulation experiments. In the experiment, the noise power range is P, where P is the real noise power and a ≥ 1 is the noise uncertainty factor. The noise considered was AWGN. We take 0.01 as the target probability of false alarm. Simulations show that when there is noise power uncertainty, the false alarm probability remains unchanged. The detection probability is shown in figure 5 . It can be seen that under different noise power uncertainty factors, the detection performance of the proposed method is hardly affected, which demonstrates its robustness to noise power uncertainty.
5) Transfer learning for real-world signals
In order to further verify the performance of the method in detection of real-world signals, we carried out experiments with the Aircraft Communications Addressing and Reporting System (ACARS) [32] signals collected over the air. We obtained 1000 ACARS samples, half of which were used as training set for transfer learning and the other half as test set. It should be noted that although the signal samples are captured over the air, the noise samples are still generated with simulation, not the noise in the actual environment. In the transfer learning (TL), the model obtained by on deep learning. The simulation results show that the proposed method outperforms the traditional maximum -minimum eigenvalue ratio-based method and the frequency domain entropy-based method, which demonstrates the effectiveness of the proposed method.
The method also has the ability of generalization and can adapt to detecting a variety of untrained signals. When dealing with re-training on the above simulation data was used as the basic model, and this model was finetuned by using the real-world ACARS signals with injected simulated AWGN noise. The learning rate was set to 0.0001, and the transfer learning took 1 epoch. Fig. 6 shows the experimental results on the test set with the false alarm probability set to 0.01. It should be noted that the SNRs in the figure is obtained by injecting man-made noise to the signals. Since the ACARS signals collected over the air already contain a certain amount of noise, the actual SNR is lower than the value on the coordinate axis in the figure. It can be seen that the model without transfer learning performs better than max-min eigenvalue ratio-based method and has similar detection performance to the frequency domain entropy-based method. However, after transfer learning, the detection performance of our method has been further improved, which is better than the other methods.
6) Performance under colored noise
Most traditional spectrum sensing methods are based on the assumption that the noise if white. However, the noise experienced in practice is not necessarily the ideal white noise. We evaluated the performance of the methods under colored noise. Figure 7 shows the simulation results, in which the noise used is pink. It can be seen that our proposed deep learning-based method has superior performance in the case of pink noise, which is similar to the ideal white noise. However, the traditional max-min eigenvalue ratio-based method and frequency domain entropy-based method have significant performance degradation under pink noise. For the frequency domain entropy method, the detection probability is still low even with SNR up to 20 dB. This experiment verifies the ability of deep learning to automatically learn noise features from the data.
V. CONCLUSIONS
We have considered spectrum sensing as a classification problem with two categories and proposed a spectrum sensing method based al-world ACARS signals, the performance of our proposed method can be further improved by transfer learning. Since deep learning can automatically learn noise characteristics from the data, our method can still maintain the performance close to AWGN in the case of pink noise, while the performance of the traditional methods degrades significantly. Except for the real-world data used in the ACARS experiment, most of the experiments in this paper are based on simulation data. In the future, we will conduct experiments with large-scale real-world signal data collected over the air to further evaluate the performance of the method in the actual environment. 
