ABSTRACT
INTRODUCTION
Data mining [1] [2] is the process of discovering and distinguishing related, credential and critical information from a prolific database. Machine learning, [2, 3] is concerned with the design and development of algorithms that enable a system to automatically learn to identify complicated patterns and make intelligent decisions based on the available data. However the enormous size of available data poses a major impediment in recognizing patterns. To handle the vast collection of data, a clustering process [4] [5] was proposed to detect groups in a collection of records. A clustering algorithm [6] [7] [8] partitions a data set into several groups such that the similarity within a group is larger than between the groups. Feature Selection attempts to select a subset of attributes based on the information gain. Classification is a supervised technique that designates items in a collection to target categories or classes [9] [10] . The main aim of classification is to precisely predict the target class for each unknown case in the data. Multi class Classification, also called Multinomial classification [11] [12] [13] assigns the given set of input data to one of many categories. A lymph node [14] is an oval-shaped organ of the immune system, distributed widely throughout the body. They tend to expand in size for diverse reasons, indicating health complications that scale from trivial, to life-threatening ailments such as cancers. In the latter, the condition of lymph nodes is so significant that it is used to accurately sense the stage in Cancer progression, which decides the treatment to be adopted. Lymphography [15] is a medical imaging technique in which a radio contrast agent is injected, and then an X-ray picture is taken to visualize structures of the lymphatic system, including lymph nodes, lymph ducts, lymphatic tissues, lymph capillaries and lymph vessels. This data is necessary to decide on whether the clinical details acquired from a Lymphograph pertains to a normal or abnormal finding. Additionally the existing state of the lymph nodes could also suggest the possibility of occurrence of cancer [14] [15] . Though the procedure for performing Lymphography involves potential hurdles, the data from the images facilitate accurate and precise determination of the state of the lymph nodes, ducts and capillaries. Hence proper classification and determination of credential attributes could simplify the process of disease prediction and evoke deterrent measures. Since cancer is a leading cause of death round the globe, crafting an efficient classifier for an oncogenic database has been the rationale for our research.
Our research work mainly focuses on recognizing a suitable clustering and classification algorithm for the Lymphography dataset from the UCI Machine Learning repository. We realize this by executing eight clustering algorithms namely Expectation-Maximization Clustering (EMClustering) algorithm, Hierarchical Clustering (HAC) algorithm, FilteredFirst Algorithm, FarthestFirst algorithm, Density Based Spatial Clustering of Application with Noise (DBSCAN) algorithm, K-Means Clustering, and CobWeb Algorithm. Sixteen multi-class classification algorithms viz, Quinlan's C4.5 decision tree algorithm (C4.5) , Classification Tree(C-RT), CostSensitive Classification Tree(CS-CRT), Cost-sensitive Decision Tree algorithm(CS-MC4), SVM for classification(C-SVC), Iterative Dichomotiser(ID3), K-Nearest Neighbor(K-NN), Linear Discriminant Analysis (LDA), Multilayer Perceptron(MP), Multinomial Logistic Regression(MLR), Naïve Bayes Continuous(NBC), Partial Least Squares -Discriminant/Linear Discriminant Analysis(PLS-DA/LDA), Prototype-Nearest Neighbor(P-NN), Radial Basis Function (RBF), and Random Tree (Rnd Tree), classification algorithms executed on the dataset for a comparative analysis. We also investigate the effect of feature selection using Fisher Filtering (FF), ReliefF, Runs Filtering, and Stepwise Discriminant (Step Disc/SD) Analysis algorithms to enhance the classifier accuracy and reduce the feature subset size. The following section reviews the past and current state of research in related areas of data mining.
BACKGROUND OF THE STUDY
Previous research on application of feature selection and classification techniques of data mining in the field of medical research is briefly reviewed in the following paragraphs.
Hammouda et.al [16] made a study of four clustering techniques and reviewed the most representative off-line clustering techniques: K-means clustering, Fuzzy Cmeans clustering, Mountain clustering, and Subtractive clustering. The techniques are implemented and tested against a medical problem of heart disease diagnosis. Performance and accuracy of the four techniques were presented and compared-Means achieved a clustering accuracy of 80% while Fuzzy Cmeans and Mountain clustering achieved an accuracy of 78%. Subtractive clustering offered the least accuracy of 75%.
Hirano et.al, [17] presented a cluster analysis method for multidimensional time-series data on clinical laboratory examinations. Their method represented the time series of test results as trajectories in multidimensional space, and compared their structural similarity by using the multiscale comparison technique. It enabled identification of the part-to-part correspondences between two trajectories, taking into account the relationships between different tests. The resultant dissimilarity could be further used with clustering algorithms for finding the groups of similar cases. The method was applied to the cluster analysis of Albumin-Platelet data in the chronic hepatitis dataset. The results demonstrated that it could form interesting groups of cases that had high correspondence to the fibrotic stages.
Chuang et. al [18] revealed the means of effectively using a number of validation sets obtained from the original training data to improve the performance of a classifier. The proposed validation boosting algorithm was illustrated with a support vector machine (SVM) in Lymphography classification. A number of runs with the algorithm was generated to show its robustness as well as to generate consensus results. At each run, a number of validation datasets were generated by randomly picking a portion of the original training dataset. At each iteration, the trained classifier was used to classify the current validation dataset. Experimental results on the Lymphography dataset showed that the proposed method with validation boosting could achieve much better generalization performance (on repeated iterations) with a testing set than the case without validation boosting.
Polat et. al, [19] proposed a novel hybrid classification system based on C4.5 decision tree classifier and one-against-all approach to classify the multi-class problems including dermatology, image segmentation, and Lymphography datasets taken from UCI (University of California Irvine) machine learning database. In their work, initially C4.5 decision tree was executed for all the classes of datasets and they reported 84.48%, 88.79%, and 80.11% classification accuracy for dermatology, image segmentation, and Lymphography datasets using 10-fold cross validation, respectively. The proposed method based on C4.5 decision tree classifier and one-against-all approach obtained 96.71%, 95.18%, and 87.95% for the above datasets, respectively.
Holte [20] presented the results of an investigation into the classification accuracy of very simple rules called "1−rules", or 1-level decision trees, ones that classify instances based on a single attribute. A program, called 1R, learns 1−rules from examples on 16 datasets commonly used in machine learning research.
Mc.Sherry et.al, [21] presented an algorithm for Conversational Case Based Reasoning (CCBR) called iNN(k) in which feature selection was motivated by the goal of confirming a target class and informed by a measure of feature's discriminating power that supported the target class. The performance of iNN (k) on a given dataset was shown to depend on the value of 'k' and on whether local or global feature selection was used in the algorithm. Only 42% and 51% on an average of features in a complete problem description were needed by iNN (k) to provide accuracy levels of 86.5% and 84.3% respectively on the Lymphography and SPECT heart datasets from the UCI machine learning repository.
Paper Organization
This paper is organized in the following manner. Section 3 portrays the data mining framework for clustering and classification, clearly explaining each phase employed in the data mining process. In Section 4, we discuss the performance of the system with respect to the various algorithms employed while Section 5 concludes the paper.
DATA MINING FRAMEWORK
The data mining framework is viewed to consist of two distinct phases namely clustering and classification. The clustering framework [2] attempts to discover groups in the patient records and detect clusters of attributes that contribute to the identification of the target class of a patient record. Feature selection [4] followed by classification enables the recognition of an appropriate target class for the clinical findings. The proposed system design of a data mining framework to detect clusters and classes of a given patient record is given in Figure 1 . The evaluation criteria for the sixteen classification algorithms are taken to be the accuracy in classification, decision tree size and the computation time for execution. The best classifier is selected by recording the misclassification rate and comparing the tree size and computation time used by the algorithms for classification. The detailed description of the training dataset and the phases in the design of the system is given below.
Lymphography Dataset
This Lymphography dataset was obtained from the University Medical Centre, Institute of Oncology, Ljubljana, Yugoslavia [22] . The dataset comprises of a target class that can have four distinct values and the number of predictor attributes sums up to eighteen. This data provides 148 cases to train the classifier. The details of the attributes, their possible values and the associated Attribute ID are clearly listed in Table 1 . 
Data Pre-processing
The Lymphography dataset was obtained from the UCI Machine Learning Repository website (UCI, SGI MLC++) [22] and saved as a text file. This file is then imported into Excel spreadsheet and the values are saved with the corresponding attributes as column headers. The Excel file is then uploaded into TANAGRA (Tanagra data mining) [23] , a data mining tool and the uploaded data is visualized to ensure that the precise values are inserted. The predictor and the target attributes are specified. In order to apply clustering algorithms, we make use of the WEKA data mining tool [24] . The textual data needs to be stored as a Comma Separated Version (.CSV) file and the attribute selection must be categorical.
The algorithmic techniques applied for clustering, feature relevance analysis and classification are elaborately presented in the following sections.
Clustering Algorithm
The possibility of having to encounter enormous data motivates human thinking to categorize this huge data into smaller groups or categories to further facilitate its analysis [25] . Yet another important reason for clustering [26] is to discover relevance knowledge in data. We present the clustering algorithm that clusters with more than 90% accuracy in the following sub-section.
Density Based Spatial Clustering of Applications with Noise (DBSCAN) Algorithm
The DBSCAN algorithm was first introduced by Ester, et al. [5] , and attempts to cluster based on density. Clusters [6] are identified by looking at the density of points. Regions with larger density depict the existence of clusters whereas regions with a lower density of points indicate clusters of noise or clusters of outliers. This algorithm [7] is particularly suited to deal with large datasets, with noise, and is able to identify clusters of different sizes and shapes. The key idea of the DBSCAN algorithm [8] is that, for each point of a cluster, the neighbourhood of a given radius has to contain at least a minimum number of points, that is, the density in the neighbourhood has to exceed a predefined threshold. The Pseudo code of the DBScan algorithm is given in Figure 2 . 
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Feature selection and Classification algorithms
The Feature selection, as a pre-processing step to application of supervised learning techniques, is effective in reducing dimensionality, eliminating irrelevant data, improving learning accuracy, and improving result interpretability. Feature selection methods [28] can be broadly classified into two broad categories viz, Filter and Wrapper methods. Filter methods select features based on discriminating criteria that are relatively independent of classification whereas Wrapper methods utilize the classifier as a black box to score the subsets of features based on their predictive power [29] [30] [31] [32] . We make use of wrapper methods for feature selection and the Fisher Filtering algorithm selects the most predominant features that enhance classifier accuracy as is seen in the case of Random Tree and C4.5 algorithm.
Fisher Filtering Feature Selection Algorithm
It is also known as Univariate Fisher's ANOVA ranking (Tanagra tutorials). It is a supervised feature selection algorithm that processes the selection independently from the learning algorithm. It follows a filtering approach that ranks the input attributes according to their relevance [23] [28] [29] . A cutting rule enables the selection of a subset of these attributes. The classification algorithms that generated 100 percent accurate classification on the Lymphography data are described below.
Quinlan's C4.5 Decision Tree Classification Algorithm
C4.5 is an algorithm used to generate a decision tree developed by Ross Quinlan [33] . C4.5 relies on greedy search, selecting the candidate test that maximizes a heuristic splitting criterion [34] . C4.5 operates on two criteria viz, information gain and gain ratio.
A sample rule generated by the Quinlan's C4.5 classification algorithm is given in Figure. 2. changes in struc < 5.5000 changes in lymph < 2.5000 then Class = Malign lymph (100 % of 2 examples) changes in lymph >= 2.5000 then Class = Metastases (100 % of 1 examples) changes in struc >= 5.5000 then Class = Metastases (100.00 % of 5 examples) Fig. 3 Sample Rule from C4.5 Algorithm for Lymphography Dataset
Random Tree Classification Algorithm
Random trees [35] [36] have been introduced by Leo Breiman and Adele Cutler. Random trees are a collection of tree predictors that is called forest. A sample rule generated by the Random Tree classification algorithm with Fisher Filtering feature selection algorithm is given in Figure. 4. changes in node < 2.5 exclusion of no. < 1.5 then Class = Metastases (100 % of 5 examples) exclusion of no. >= 1.5 early uptake in < 1.5 then Class = Metastases (100 % of 1 examples) early uptake in >= 1.5 lymph nodes enlarge < 3.5 then Class = Malign lymph (100 % of 4 examples) In majority of the machine learning algorithms, the best estimate of the target function is presupposed to be the uncomplicated, simple classifier [20] that fits the given data, since more complex models tend to over fit the training data and generalize poorly [25] .
PERFORMANCE EVALUATION
The clustering and classification algorithms are ranked based on their accuracy and less computational complexity. Accuracy [2] of a classifier is measured in terms of how precisely the classifier places the input datasets under the correct category [2] [3] . This is denoted as the Misclassification rate which is computed as 1-Accuracy(C) where C denotes Classifier.
Experimental Results
The results of the eight clustering algorithms that have been considered for analysis on the Lymphography data have been depicted in Table 2 . The results portrayed exhibit the accuracy and the computation time. The feature subset size selected by the feature relevance algorithms is given in Table 3 . The graphical representation of the performance of the clustering algorithms is given in Figure 5 . The graphical representation of the filtered feature subset size is presented in Figure 6 . The comparative classifier results for the feature selection algorithms are tabulated in Table 4 . Sixteen classification algorithms are applied on the Lymphography dataset after it is preprocessed and the feature subsets are selected.The size of the feature set to be considered for classification is reduced and hence less storage space is required for the execution of the algorithms. The Fisher filtering algorithm reduces the feature subset size to 11 and also provides 100 percent accuracy for C4.5 and Random Tree classification algorithm. The accuracy of the classification algorithms is tabulated in Table 5 . However the number of attributes for split need to be set to 11 or more in the Random tree algorithm and the minimum size of the leaves and the confidence level need to be set to 1 in C4.5 algorithm to achieve 100 percent accuracy. The number of attributes chosen for a split on Random Tree should be specified according to the number of features considered for classification. The Runs filtering algorithm has filtered only two attributes, hence the results are not considered for classification. The size of the tree identified by the number of nodes and number of leaves in the decision tree generated by the classification algorithms is given in Table 6 . The graphical representation of the classifier result is depicted in Figure 7 .
Fig. 7 Performance Comparison of classification Algorithms
The graphical representation of the evaluation criteria of classification algorithms on the Lymphography data is given in Figure 8 . 
CONCLUSION
In this paper we have analyzed the impact of clustering clinical data and proposed the design of a classifier that is trained on the Lymphography dataset from the UCI Machine Learning Repository to perform multi-class categorization of clinical data. We have evaluated the performance of eight clustering algorithms and sixteen classification algorithms on the dataset and compared the clustering accuracy followed by the accuracy given by the classification algorithms before and after feature selection. Moreover the size of the decision tree generated and the computation time is recorded to bring out the efficiency of the classifier. Our findings suggest with necessary results that the DBSCAN algorithms generates ~90% accurate clusters while the Random Tree and Quinlan's C4.5 algorithm give 100 percent accuracy in classification with least computational complexity. This research will aid in enhancing the current state of ailment prediction and classification in the field of clinical research.
