ABSTRACT Three-phase grid-feeding converters are key components to integrate distributed generation and renewable power sources to the power utility. Conventionally, proportional integral and proportional resonantbased control strategies are applied to control the output power or current of a GFC. But, those control strategies have poor transient performance and are not robust against uncertainties and volatilities in the system. This paper proposes a H 2 /H ∞ -based control strategy, which can mitigate the above restrictions. The uncertainty and disturbance are included to formulate the GFC system state-space model, making it more accurate to reflect the practical system conditions. The paper uses a convex optimisation method to design the H 2 /H ∞ -based optimal controller. Instead of using a guess-and-check method, the paper uses particle swarm optimisation to search a H 2 /H ∞ optimal controller. Several case studies implemented by both simulation and experiment can verify the superiority of the proposed control strategy than the traditional PI control methods especially under dynamic and variable system conditions. ARTICLE HISTORY
Introduction
In modern electric power systems, distributed generations (DGs) powered by renewable power sources or distributed storage are increasing rapidly in the power system (Planas, Gil-de Muro, Andreu, Kortabarria, & Martinez de Alegria, 2013) . The three-phase grid-feeding converters (GFCs) are key components to connect the DGs or DSs to the power system (Cezar Rabelo, Hofmann, da Silva, de Oliveira, & Silva, 2009; Xu & Wang, 2007) .
The control strategy of a GFC is crucial to maintain the power quality and the security of the GFC system (Fairbank, Li, Fu, Alonso, & Wunsch, 2014) . Both subsystems of a GFC may exhibit certain degrees of uncertainty and volatility. For example, the filter inductance is with the non-linear magnetic properties; the DC and the AC subsystems of the GFC system normally with some disturbances. Under the conditions of increasingly increased grid interconnection requirements, the GFC system needs good transient and steady performance under all uncertain conditions. Recently, extensive research has been proposed to control a GFC system. Proportional integral (PI) or proportional resonant (PR) control methods are the primary traditional GFC control methods. In Pena, Clare, and Asher (1996) , Qiao, Venayagamoorthy, and Harley (2009) , PI-based control strategy in a rotating frame is proposed to control a GFC system. PR control strategy in a static frame is proposed for GFC control in Teodorescu, Blaabjerg, Liserre, and Loh (2006) , Xia, Wang, Shi, and He (2013) , Zhang, Tang, and Yao (2015) . However, both PI-and PR-based control strategies need precise system model and the instruction to tune the controllers is limited. Furthermore, conventional control methods do not consider the uncertainty of the system.
In Fairbank et al. (2014) , Fu, Li, and Jaithwa (2015) , Li et al. (2014) , recurrent neural networks (RNNs), as an intelligence control method, have been used to control GFC systems in which the RNN is trained by the back propagation through time (BPTT) algorithm. However, the training process is complex. Sufficient training patterns representing parameter uncertainties and various reference commands are required in order to achieve a well-trained RNN with good performance.
The H 2 and H 1 norms are increasingly applied to describe the transient performance and robustness of a system. Generally, H 2 control is applied to improve the transient of a system (Zhang, Ye, Li, & Wang, 2011) ; however, it cannot handle unmodelled exogenous disturbances and may lead to a control design that is not sufficiently robust against system parameter perturbations (Chen, Yang, & Yu, 2003) . H 1 norm is usually used as a measure of the system robustness against worst-case exogenous signals. In Gabe, Montagner, and Pinheiro (2009), Maccari et al. (2012) , a H 1 -based control strategy is proposed for a GFC, which has considered the possible uncertainty in the controller design. However, the H 1 -based control strategy improves the robustness by scarifying the transient performance of the system (e.g. robust H 1 control approaches have the issue of conservatism (Banjerdpongchai & How, 1997) ).
The H 2 =H 1 controller has both good transient performance and robustness. The H 2 =H 1 technique was proposed in 1989 (Bernstein & Haddad, 1989) , and has been widely applied in many areas (Das & Pan, 2014; Shayeghi, Jalili, & Shayanfar, 2008; Zhang, Shi, & Mehr, 2012) . H 2 =H 1 control is applied to control a load frequency in Shayeghi et al. (2008) , in which the controller is formulated as a multi-objective optimisation, which is difficult to make a trade-off between those objectives that have great influence on the control performance. This paper proposes a H 2 =H 1 -based vector control strategy for a three-phase GFC system. The uncertainty in the system is well considered during the controller design. The main contributions of this paper include: (1) the parameter uncertainty is included in the GFC state-space model so as to more accurately reflect the GFC under practical system conditions; (2) a convex optimisation method is adopted to design the H 2 =H 1 controller, which has a low computational complexity; (3) a particle swarm optimisation (PSO) technique is applied to optimise the output cost function matrices of the H 2 =H 1 controller so as to improve the performance of the controller; (4) a software-in-the-loop (SIL) strategy is proposed to integrate the PSO algorithm and the power converter switching model of GFC system; (5) the performance index of PSO algorithm is calculated by running the power converter switching model of GFC system under changing reference and voltage disturbances so as to involve as many scenarios as possible. Figure 1 shows a typical three-phase GFC, including high-power portion of the GFC and a H 2 =H 1 -based controller. The nomenclature are listed in Appendix.
System modelling and H 2 /H ∞ -based controller design

GFC system model
An L filter is applied for the studied three-phase GFC system. The differential equation model of the GFC shown in Figure 1 can be obtained as Equation (1) in a d À q rotating synchronisation frame.
Equation (1) is written as Equation (2)
where
The grid filter inductance L f is affected by the current passing through the inductor (Maccari et al., 2012) and will fluctuate around a certain range. Thus, ðÃ;B 1 Þ are uncertain matrices. They can be rewritten in a form that contains certain parts and uncertain parts, as follows )
where A and B 1 are the certain parts ofÃ andB 1 , respectively; while ΔA and ΔB 1 are the uncertain parts ofÃ andB 1 , respectively; w 1 ¼ w þ ΔB2 B2 Á w. In order to design a discrete-time controller, we discretise Equation (3) as Equation (4) through Equation (5) (Shieh, Wang, & Chen, 1998) .
and T c is time period for sampling. 
Proposed framework for vector control
The H 2 =H 1 -based vector control shown in Figure 1 is redrawn in Figure 2 , whereG ¼ G þ ΔG, 
whereĜ 
The design of the H 2 =H 1 controller is given in the following section.
Design of H 2 /H ∞ optimal control for GFCs
As shown in Equation (7), the GFC system error state-space model has uncertain matrices, which causes the control design of a GFC difficult. H 2 =H 1 optimal control is able to manage the uncertainty properly. For the combined GFC, H 2 and H 1 discrete-time state-space system can be written as the following:
where u e ðkÞ 2 R 2 represents control vector, XðkÞ ¼ ½x e ðk þ 1Þ; s refe ðk þ 1Þ T is the system state, as shown in Equation (7), w 1e ðkÞ 2 R 2 is the exogenous disturbance, Z 2 ðkÞ 2 R 6 and Z 1 ðkÞ 2 R 6 are H 2 Figure 2 . State feedback control block diagram of the proposed control framework.
and
C 1 2 R 6Â4 , and D 1 2 R 6Â2 are H 2 and H 1 performance matrices. The ΔĜ and ΔĤ 1 are bounded and can be rearranged as shown in Equation (10).
where F 2 R 16Â16 is an unknown real matrix satisfying F T F I, I is an identity matrix, H 2 R 4Â16 , E 1 2 R 16Â4 , and E 2 2 R 16Â2 are constant matrices of appropriate dimensions (Yu, Chen, & Pan, 2001) .
For a given γ > 0 and system shown in Equation (9), if the optimisation model shown in Equation (11) with solution of ðα; β; Φ; V; NÞ, then the gains for the proposed H 2 =H 1 optimal controller can be set according to Equation (12), which can integrate the transient performance and robustness into a single controller (Yu et al., 2001 ). Thus, the control law u e ðkÞ given in (12) satisfies the H 2 =H 1 optimal control synthesis problem given in (13). The first equation of (13) denotes the H 2 performance of the controller, while the second equation of (13) denotes the H 1 performance of the controller. With a given γ > 0, the controller will derive an optimal H 2 performance with the constrain of acceptable H 1 performance. min α;β;Φ;V;N trðNÞ s:t:iÞ
where α > 0, β > 0, and N: V are constant matrices, function trðÞ is to calculate the trace of a matrix, JðkÞ ¼ sup
For Equation (9), the weights in the output cost function matrices C 2 ; D 2 ; C 1 ; D 1 are usually obtained by using the guess-and-check method, which is time consuming and difficult. In this paper, PSO algorithm is applied to optimise those matrices.
The H 2 and H 1 performance variables of Z 2 ðkÞ and Z 1 ðkÞ are defined as Equation (9), which satisfies the normal H 2 and H 1 evaluation criterion.
Thus,
In our evolutionary optimisation technique, the weight factor of both d and q components are set with the same value. Furthermore, the weight factors for i d ðkÞ À i d ð1Þ and i q ðkÞ À i q ð1Þ are set to a constant value of 1. Ufnalski et al. have shown that the search for entries of output cost function matrices in a logarithmic scale is effective (Ufnalski, Kaszewski, & Grzesiak, 2015) . Thus, the output cost function matrices are defined as Q 2 ¼ diagð1; 1; 10 λ1 ; 10 λ1 Þ, R 2 ¼ diagð10 λ2 ; 10 λ2 Þ,
; 10 λ4 Þ where λ 1 ; λ 2 ; λ 3 ; λ 4 are real numbers to be optimised. The prespecified disturbance attenuation level γ given in Equation (13) also needs to be optimised. In order to search γ in a logarithmic scale, we define γ as γ ¼ 10 λ5 , where λ 5 is a real number. Thus, there are five variables to be optimised. They are, λ 1 ; λ 2 ; λ 3 ; λ 4 ; λ 5 respectively. Section 4 will show how an evolutionary optimisation technique based on the PSO is designed to search the optimal solution for λ 1 ; λ 2 ; λ 3 ; λ 4 ; λ 5 . After the PSO optimisation process, we can derive the optimal output cost function matrices C 2 ; D 2 ; C 1 ; D 1 and get the optimised H 2 =H 1 controller gain matrices of K and K I according to Equations (11) and (12).
It should be noted that although mathematics of the proposed control strategy is more complicated than the conventional PI control technique, the control structure adopted in this paper is not really more complex than conventional PI control structure. Both control structures use error/state terms and integrals of error terms as their inputs. The only difference, for the d-axis loop current controller, for example, is that the PI controller just uses error and error integral in the d-axis loop to generate the d-axis control action, while the proposed controller uses state and error integral of both d-and q-axis loops to generate the d-axis control action. The real complexity of the proposed method lies in finding a solution that optimises the output cost function matrices of the controller using the PSO algorithm through a SIL strategy. After the solution for a controller is found, the computational complexity of the proposed method is basically the same as the conventional PI controller.
Particle swarm optimisation
For PSO algorithm, the solutions for the optimisation problem can be improved according to the particles' experiences (Yadav & Gupta, 2015) . For the GFC control problem shown in this paper, a particle represents a vector of λ i ¼ λ i;1 ; λ i;2 ; λ i;3 ; λ i;4 ; λ i;5 Â Ã , thus, the velocity and position are updated according to Zhang, Wang and Yue (2012) .
where subscript i is the particle index, subscript j is the dimension index, superscripts k and k þ 1 are the iteration indexes; λ and v represent the position and velocity of each particle, respectively; pbest is the single particle's best position; gbest is the global best position; c 1 , c 2 are constant real number; r 1 , r 2 are random variables among 0 and 1; w is given as the following
where ω max is set to 0.9, while ω min is set to 0.4; k max is the allowed largest iteration. As proposed in the above section, λ 1 ; λ 2 ; λ 3 ; λ 4 ; λ 5 values in the output cost function matrices C 2 ; D 2 ; C 1 ; D 1 need to be searched by the PSO to optimise H 2 =H 1 controller gain matrices K and K I . The boundaries of the search space for λ 1 ; λ 2 ; λ 3 ; λ 4 are set to ½À3; 3, while the boundary of λ 5 are set to [0,3].
The performance index given in Equation (18) is taken as the objective function for the PSO algorithm. In Equation (18), I base is the rated GFC current, t is the simulation time for the given case study which will be fully described in Section 5. 
Â Ã represents the ith particle's position. Our objective is to optimise λ i according to the performance index shown in Equation (18). The diagram for searching those parameters by the PSO algorithm is shown in Figure 3 . In searching the best λ i through computer simulation offline, the PSO algorithm is connected to the H 2 =H 1 controller of a simulated GFC as shown in Figure 4 through a SIL strategy. The output cost function matrices of C 2 ; D 2 ; C 1 ; D 1 are optimised by the PSO algorithm. Then, the augmented state feedback controller K and K I can be derived by solving the H 2 =H 1 optimisation problem. Details about the GFC simulation as well as its integration with the PSO are described in the following section.
Controller performance evaluation by simulation
The proposed SIL simulation model consists of three components ( Figure 4 ): (1) The GFC and its controller are simulated in Simulink; (2) The simulation data are passed to the PSO through a SIL mechanism; (3) The PSO is implemented in MATLAB .m file. The GFC system data and the value of the L-filter are selected based on those that are widely used in the literature (He, Liu, Tang, Wang, & Zou, 2011; Xu & Wang, 2007; Yang & Chen, 2007) , as is shown in Table 1 . The currents, AC-and DClink voltages are sampled at 1 ms.
Optimisation of the output cost function matrices
Both the transient and steady-state performances and robustness of the closed-loop system are considered for the proposed controller design. Figure 5 shows the SIL optimisation process for a time duration of 1.5 s. In order to capture the properties associated with uncertainties, disturbances, and variations of a GFC system as described in Sections 3 and 4, the following mechanisms have been implemented into the proposed SIL simulation system. During the 1 st 0.5 s, the GFC d-axis and q-axis reference currents change every 0.1 s randomly within [−500 A; 500 A]. During the 2 nd 0.5 s, the d-axis and q-axis reference currents remain unchanged while the PCC voltage changes every 0.1 s randomly between AE 40% of its normal value of 690 V. During the 3 rd 0.5 s, only the DC-link voltage changes every 0.1 s randomly between AE 40% of its normal voltage of 1200 V while both the reference dq current and PCC voltage remain unchanged. Then, the simulation was conducted based on the above randomly generated reference currents, PCC voltages, and DC-link voltages as well as initial GFC current-loop controller parameters. A control performance index as shown in Equation (18) is obtained. The process of the simulation and obtaining the control performance index was repeated for three different grid filter inductance at 1.5, 2, and 2.5 mH, respectively. After that, the PSO cost value is calculated according to the sum of the three performance indexes. Based on the calculated cost value, the PSO algorithm updates the particle best values and the global best values once all the particles are updated. At the same time, the parameters of the H 2 =H 1 controller are updated. This completes one iteration. The process is repeated more times until a satisfactory convergence result is obtained. Figure 6 (a,b) shows the positions of the particles at the fifth iteration. Figure 6 (c,d) illustrates the positions of the particles at the fiftieth iteration. Since the optimisation problem proposed in this paper has five dimensions, we therefore depicts the positions of the particles using two 3-D plots with Figure 6 (a,c) plotting the first three dimensions and Figure 6(b,d) plotting the last three dimensions. At the beginning, the positions of the particles were scattered. However, at the fiftieth iteration, the positions of the particles are very close, exhibiting an equilibrium of the solutions. Figure 6 (e) shows the evolution of J obj for the global best solution. The performance index J obj stabilises quickly, demonstrating a good convergence property of the proposed method.
Evaluation of the proposed H 2 =H 1 optimal GFC controller
A comprehensive evaluation is conducted through computer simulation after the PSO optimisation as described in Section 5.1 is completed. The sampling time T c used for simulation is 1 ms. For better evaluation, the proposed H 2 =H 1 optimal GFC control strategy is compared to Figure 5 . Optimisation of the output cost function matrices of C 2 ; D 2 ; C 1 ; D 1 using Matlab/Simulink and PSO algorithm in the loop. Figure 6 . Swarm positions and evolution of the performance index J obj over the optimisation iterations. (a) First three dimensions (λ 1 ; λ 2 ; λ 3 ) of the particles at the fifth iteration; (b) last three dimensions (λ 3 ; λ 4 ; λ 5 ) of the particles at the fifth iteration optimisation process; (c) first three dimensions (λ 1 ; λ 2 ; λ 3 ) of the particles at the fiftieth iteration; (d) last three dimensions (λ 3 ; λ 4 ; λ 5 ) of the particles at the fiftieth iteration optimisation process; (e) evolution of J obj for the global best solution over the optimisation iterations.
the traditional PI control strategy. Figure 7 shows the simulation system. Figure 8 evaluates the performance of the proposed control strategy when the inductance is with its nominal value L f = 2 mH. Figure 8(a,b) compares the performance of tracking the reference currents using PI and the proposed control strategies. As it can be seen, the proposed control method has faster response speed and better tracking performance than the PI controller. Figure 8(c,d) shows the current waveforms at the PCC using the PI and the H 2 =H 1 controllers, respectively. From Figure 8(c,d) , we can see that the H 2 =H 1 optimal controller has an improved power quality and response speed without overshoot. Figure 9 evaluates the transient performance when filter inductance value varies. Figure 9 (a,b) shows the performance of tracking d-axis and q-axis reference current using the proposed controller, when L f = 2.5 mH. Figure 9(c,d) shows the performance of tracking d-axis and q-axis reference current using the proposed controller, when L f = 1.5 mH. Figure 9 (e,f) shows the current waveforms with L f = 2.5 mH and L f = 1.5 mH, respectively. From Figure 9 , we can see that the performance of the proposed controller is not sensitive to the parameter uncertainty. Figure 10 evaluates the robustness of the proposed control method against AC and DC voltage disturbances. During 0.85-0.9 s, 5% of 3rd harmonics and 3% of 5th harmonics were injected to the grid voltage to evaluate the robustness of proposed controller against the disturbance of grid voltage with harmonics. During 0.9-0.95 s, there were 40% voltage dips and swell for the AC-link voltage, while during 0.95-1.0 s, there were 40% voltage dips and swell for the DC-link voltage. Figure 10(a,b) describes the AC-and DC-link voltages, respectively. Figure 10(c,d) presents the current waveforms of GFC system when it was with the proposed and PI control strategies, with L f = 2 mH and L f = 1.5 mH, respectively. As shown in Figure 10(c,d) , the current waveforms show less overshoot and higher quality when the GFC system were controlled by proposed controllers. Thus, the proposed control method shows better robustness than conventional PI controllers under exogenous disturbance and parameter uncertainty.
The comparison results of total harmonic distortion (THD) for grid currents with proposed and PI control methods are shown in Table 2 . As shown in Table 2 , the GFC system has lower THD when it is controlled by proposed control method in all scenarios (such as different filter inductances, changing current references, AC-, and DC-link voltage disturbance). As the THD values in all the scenarios are smaller than the IEEE standard 519-2014 519- (IEEE, 2014 , thus it is not necessary to use an additional harmonic compensator. It should be noted that the THD is lower with higher filter parameters for both the proposed and PI control methods. The lower THD is mainly caused by the improved filter performance. However, with high filter inductance values, the GFC system will reduce efficiency and be easier to be saturated (Li, Haskew, Hong, & Xu, 2011) , particularly for generating reactive power.
Controller performance evaluation by hardware experiment
The proposed H 2 =H 1 optimal control technique was also evaluated by hardware experiment. The laboratory STATCOM system is similar to Figure 7 , except that the variable DC voltage source is replaced by a capacitor. The capacitance value is 3260 μF. Figure 11 shows the circuit connection and experiment set-up of the STATCOM system, including: (1) A GFC is supplied by an adjustable AC voltage sources. The line voltage of the three-phase power supply is 40 V rms. (2) The inductance and resistance of the smoothing inductors are 25 mH and 0.25 Ω, respectively. (3) The controller is implemented in a dSPACE system with a sampling time of 1 ms. (4) The nominal DC capacitor voltage is 100 V. Figure 12 shows experiment results using H 2 =H 1 control and conventional PI control. The purpose of the experiment system includes: (1) adjust d-axis current to keep the DC-link voltage around 100 V; (2) adjust q-axis current to output certain reactive power. In the initial state, the reference value of q-axis current is 1.5 A and at 3 s the reference value changed to −1 A, thus the DC-link voltage fluctuated. However, the proposed H 2 =H 1 controller can restore the DC-link voltage by adjusting the d-axis current. At 6 s, q-axis current changed to 1.5 A, the DC-link voltage fluctuated. Again, the H 2 =H 1 optimal controller can restore the DC-link voltage to the reference value. As shown in Figure 12 , the DC-link voltage is more stable and the ripple of both d-axis and q-axis currents are smaller for proposed control method than the PI control method, which demonstrates the proposed controller has better performance. Figure 13 illustrates the three-phase current waveforms and the DC-link voltage using the H 2 =H 1 control and conventional PI control. As shown in Figure 13 , the proposed approach has lower current THD, faster response speed, lower DC-link voltage variation than the conventional PI control approach. In general, the H 2 =H 1 optimal control approach demonstrates a better performance than the conventional PI approach. 
Conclusions
A GFC is an important component to interface between renewable energy source (RES) and the power utility. This paper proposes a H 2 =H 1 -based control strategy. System uncertainty is considered for the controller design to improve the robustness of the proposed controller. Although a conventional standard PI control methods has a simpler control structure than the proposed control method, a PI control strategy needs cross coupling terms that may introduce disturbance to the system. For the proposed control method, it has good transient performance and robustness without the need of cross coupling terms. For both the simulation and experiment results, the proposed control strategy show better transient and steady-state performance than PI control strategy. Furthermore, the proposed control method has good robustness against parameter uncertainty and exogenous disturbances. The two main positive aspects of the proposed method are (1) an optimal and robust controller developed based on the full GFC system state-space equation and (2) a SIL strategy that integrates PSO algorithm and power converter switching model of GFC system to find the best possible H 2 =H 1 controller considering the impact of uncertainties, disturbances, and parameter variations. The deficiency of the proposed strategy is that it is time consuming to find the optimal output cost function matrices of the H 2 =H 1 controller. In the future work, we plan to implement the PSO-based optimisation process in a parallel computing way and apply the proposed control strategy to output current/voltage control of the GFC system with LC or LCL filters. Figure 13 . Three-phase current waveforms and the DC-link voltage. (a) q-axis current changed from 1.5 A to −1 A using the proposed control method, THD = 4.15% at 1.5 A q-axis current. (b) q-axis current changed from −1 A to 1.5 A using the proposed control method, THD = 6.73% at −1 A q-axis current. (c) q-axis current changed from 1.5 A to −1 A using the conventional PI control method, THD = 5.30% at 1.5 A q-axis current. (d) q-axis current changed from −1 A to 1.5 A using conventional PI control method, THD = 7.33% at −1 A q-axis current.
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