Using new and known forms of Lyapunov functionals, this paper proposes new stability criteria for a system of Volterra integro-differential equations.
Introduction
One of the more general systems of Volterra integro-differential equations (VIDEs) is of the form
where x ∈ R n , G : [0, ∞) × R n → R n and κ : [0, ∞) × [0, ∞) × R n → R n . Studies made on the qualitative behaviour of the solutions of (1) have yielded a wealth of information on the stability of the zero solution. Interesting results have been proposed for simple subclasses of (1) . Indeed, many mathematicians, applying techniques in operator the-ory, measure and integration, and general functional analysis, have looked at the most simplest subclass, namely the linear system of VIDEs, in which G(t, x(t)) = Ax(t) and κ(t, s, x(s)) = B(t, s)x(t), for some constant matrix A and some kernel B(t, s), an n × n matrix continuous for 0 s t < ∞. Among the stability results proposed for the linear system VIDEs in the 1980s, those of Burton are worthy to mention. His work [1, 2] laid the foundation for a systematic treatment of the basic structure and stability properties of VIDEs, mainly, via the direct method of Lyapunov. A more recent stability result for the linear system of VIDEs is by Elaydi [3] , who proposed a type of Lyapunov functional that is also applicable to delay equations. For the linear scalar VIDE, Zhang [4] proposed recently a stability result from which certain well-known results could be derived. Zhang's generalized stability criterion was based on a novel approach by Knyazhishche and Shcheglov [5] to construct a Lyapunov functional for delay equations.
Other seasoned investigators have attempted to retain a degree of generality of G and κ, for example, by bounding them with terms that involve the norm of x, or linking G and κ in some way. Such equally interesting results, with good examples, can be found in Elaydi and Sivasundaram [6] , Hara et al. [7] , and more recently, Crisci et al. [8] .
In this paper, we consider another subclass of (1). It is of the form
in which A(t) is an n × n matrix function continuous on [0, ∞), B(t, s) is an n × n matrix continuous for 0 s t < ∞, and f and g are n × 1 vector functions continuous on (−∞, ∞). Our aim is to retain the generality of f and g via their Jacobian matrices, and then obtain a stability criterion via a Lyapunov functional. The combined Jacobian matrixLyapunov technique approach has been found to be particularly effective if one is interested in a generalized approach (see, for example, Elaydi and Sivasundaram [6] or Crisci et al. [8] ). We start with the scalar form of (2) and consider two results that retain a degree of generality of f and g. The first result is that of Burton [9] , who proposed a Lyapunov functional, which, as we shall see in this paper, can be extended to provide a new stability criterion. The method of extension is based on a technique by Miyagi et al. [10, 11] , who constructed generalized Lyapunov functions for power systems. The new stability criterion, which may be considered if Burton's criterion is not easily applicable, forms our second result. We then consider the vector equation (2) . Via the Jacobian matrix and Lyapunov functional approaches, we propose a new stability criterion for system (2), which is, in general, nonlinear. As for the applicability of this criterion, it is shown that from it, Elaydi's result [3] for the linear system of VIDEs can be easily derived. Sample systems can also be easily designed to meet the stability criterion. Moreover, from the criterion, we obtain another stability result for the scalar case, and showed, via a numerical example, that this result is easily applied in some cases where Burton's result or its extension is difficult to use.
Stability definition
If φ : [0, t 0 ] → R n is a continuous initial function, then x(t; t 0 , φ) will denote the solution of (2) on [t 0 , ∞). Frequently, it is sufficient to write x(t). If f(0) = g(0) = 0, then x(t) ≡ 0 is a solution of (2) called the zero solution.
The norm on the initial function φ(t) = (φ 1 (t), . . . , φ n (t)) is given by
The definition of stability of the zero solution is given in Burton [1] and is restated below.
Definition 2.1. The zero solution of (2) is stable if for each > 0 and each t 0 0, there exists δ such that
We next define the statement "a Lyapunov functional for system (2) ." Let V (t, ψ(·)) be defined for t 0 and ψ ∈ C([0, t]; R n ) and let V be locally Lipschitz in ψ. For each t 0 and every ψ ∈ C([0, t]; R n ), we define the derivative V along a solution of (2) by
where x(ξ ; t, ψ) is the unique solution of (2) with initial conditions t and ψ. Then the following result by Driver [12] (see also [1, pp. 227-236] ) gives a definition of the Lyapunov functional.
Theorem 2.1 [12] .
, and W strictly increasing ( positive definiteness), and
then the zero solution of (2) is stable, and
Finally, we assumed that the functions in (2) are well behaved, that continuous initial functions generate solutions, and that solutions which remain bounded can be continued.
The scalar equation
Consider the scalar equation
We suppose that
B(u, s) du is defined and continuous for 0 s t < ∞,
xf (x) > 0, ∀x = 0, and
For comparison sake, we first state Burton's theorem regarding the stability of the zero solution of (3).
Theorem 3.1 [9] . Let (4)- (8) hold and suppose there are constants m > 0 and
B(t, s) ds.
If there exists k > 0 with m 2 < 2k and β(t, k) 0 for t 0, then the zero solution of (3) is stable.
We next state an extension of Theorem 3.1, which Burton proved via the Lyapunov functional
and motivated by the work of Miyagi et al. in the construction of generalized Lyapunov functions for power systems [10] and single-machine systems [11] , we propose a new Lyapunov functional. As a simple example will show, the new stability criterion may be used in situations where Theorem 3.1, though relatively easier to use, cannot be applied.
Theorem 3.2. Let (4)-(8) hold, with A(t) < 0, and suppose there are constants
α > 4 and N > 0 such that 4x
and
Suppose further there is some constant k > 0 such that
for t 0. Then the zero solution of (3) is stable.
Proof. Consider, as a tentative Lyapunov functional for (3),
We have, along a trajectory of (3),
Recalling that A(t) < 0 for all t 0 and noting that the Schwarz inequality yields t 0
B(t, s)g x(s) ds
we have,
− A(t)x 2 − 1 4A(t) t 0 B(t, s)g x(s) ds 2 A(t)xf (x) − 1 4 (α − 4)A(t)f 2 (x) − 1 4A(t) t 0 B(t, s) ds t 0 B(t, s) g 2 x(s) ds A(t)xf (x) − 1 4 (α − 4)A(t)f 2 (x) + m 2 J t 0 B(t, s) f 2 x(s) ds = A(t)xf (x) − 1 4 αA(t)f 2 (x) + A(t)f 2 (x) + m 2 J t 0 B(t, s) f 2 x(s) ds and √ α xf (x) x = − √ α 2 √ −A(t) x − −A(t) xf (x) 2 − A(t)xf (x) − α 4A(t) (x ) 2 −A(t)xf (x) − 1 4 αA(t)f 2 (x) − 1 2 αf (x) t 0 B(t, s)g x(s) ds − α 4A(t) t 0 B(t, s)g x(s) ds 2 −A(t)xf (x) − 1 4 αA(t)f 2 (x) − 1 2 αf (x) t 0
The third and fourth terms of
respectively. Thus,
which will be nonpositive if Eqs. (13) and (14) are satisfied. Finally, to prove the positive definiteness of V 2 , we see that if we define
then we can rewrite V 2 as
which is clearly positive definite given that ur(u) > 0 for u = 0. Hence, V 2 satisfies Driver's Theorem 2.1. Therefore it is a Lyapunov functional for (3) and it guarantees the stability of the zero solution of (3). This completes the proof. ✷ Thus, we have proposed an alternate stability criterion for the scalar equation (3), and the criterion may be considered for cases where Burton's Theorem 3.1, though more simpler, cannot be applied. Example 3.1. For the equation 
Vector case
Let us now look at (2) . A recent stability result was proposed by Elaydi [3] for the linear system. Theorem 4.1 [3] . Let f(x) = g(x) = x in system (2). Define
If K ij is finite for each i, j = 1, . . . , n and t > 0, and β i (t) 0 for i = 1, . . . , n and t 0, then the zero solution of (2) is stable.
To prove Theorem 4.1, Elaydi used the Lyapunov functional
We will essentially follow Elaydi's method to obtain a stability criterion for system (2), but without assuming that f(x) = g(x) = x. Accordingly, let f, g ∈ C 1 [R n , R n ]. Then we may define
and E(x) = e ij (x) n×n with e ij (x)
which are defined at all x ∈ R n . Hence, assuming f(0) = g(0) = 0, system (2) can be written as
B(t, s)E x(s) x(s) ds,
the ith component of which is
noting that in the above equation d ij (x)x j and e ij (x)x j , for i, j = 1, . . . , n, are continuously differentiable with respect to x ∈ R n simply for the reason that D(x)x = f(x) and 
Assume that K ij (t) is finite for each i, j = 1, . . . , n and each t > 0. If β i (t, x) 0 for i = 1, . . ., n, t 0, and x ∈ R n , then the zero solution of system (2) is stable.
Proof. Consider the functional
Using component (18) and noting that
Hence,
We will now complete the proof by showing that the stability definition (Definition 2.1) is fulfilled when V 4 (2) 0. Accordingly, let t 0 0 be given. Using V 4 , we have
Because of the finiteness of (20) at t = t 0 , we can let
Then, for every i, j, k = 1, . . ., n. Hence,
Then the choice δ = δ( , t 0 ) = γ (t 0 ) fulfils the definition of stability. This completes the proof. ✷
Stability of the linear system of VIDEs
Here, we re-establish Elaydi's Theorem 4.1. First, we state a corollary to Theorem 4.2. The corollary essentially gives a stability criterion for a subclass of (2). Corollary 4.1. In system (2), let
where p ij and q ij , for i, j = 1, . . . , n, are constants. Define
and 
A new stability criterion for the scalar VIDE
Putting n = 1 in Theorem 4.2 yields a new stability criterion for the scalar case (3),
B(t, s)g x(s) ds,
rewritten as
B(t, s)E x(s) x(s) ds,
on the assumption that f, g ∈ C 1 [R, R] and f (0) = g(0) = 0, and by letting
Now, if n = 1, then, from (19),
and from (20),
, and K 11 (t) = K(t), we have the following result.
and if for each i, j = 1, 2 and t > 0,
is finite.
The following simple, but illustrative, case is one such stable system: Hence, we have shown that β i (t, x) < 0 for i = 1, 2, t 0, and x ∈ R 2 . Finally, we see that K 11 (t) = ln(1 + t), K 12 (t) = K 21 (t) = 0, and K 22 (t) = (πt/2 − t tan −1 t + ln(1 + t 2 )/2)/4 so that K ij (t), i, j = 1, 2, are finite for each t > 0. The zero solution of the sample system (28) is therefore stable.
