Chebyshev expansions and rational approximations  by Luke, Yudell L.
Chebyshev expansions and rational approximations (*) 
Yudell L. Luke (**) 
ABSTRACT 
Let A(z) = Am(Z) + amzmB(z,m) where Am(z ) is a polynomial in z of degree m-1. Suppose 
A(z) and B(z,m) are approximated by main diagonal Pad6 approximations of order n and r 
respectively. Suppose that the number of operations needed to evaluate both sides of the 
above equations by means of the Pad6 approximations and polynomial noted are the same. 
Thus 4n = 3m + 4r. We address ourselves to the question of which procedure is more 
efficient ? That is, which procedure produces the smallest error ? A variant of this problem 
is the situation where A(z) and B(z,m) are approximated by their representations in infinite 
series of Chebyshev polynomials of the first kind truncated after n and r terms respectively. 
Heren=m+ r. 
Let F(z) have two different series type representations in overlapping or completely disjoint 
regions of the complex z-plane. Suppose that for each representation there is a sequence of 
rational approximations of the same type, say of the Pad6 class, which converge for 
larg z l < ,r except possibly for some finite set of points. Assume that the number of machine 
operations required to make evaluations using the noted approximations are the same. Again, 
we ask which procedure is best ? Other variants are studied. 
General answers to the above questions are not known. Instead, we illustrate the ideas for a 
number of the rather common special functions. 
1. INTRODUCTION 
Consider 
A(z) = Am(Z ) + amzmB(z,m ), 
m-1 k 
Am(Z) = k ~ 0 akz (1) 
where A(z) though possibly divergent is asymptotic 
to A(z) in some appropriate region. Further, suppose 
that (formally at least) 
B(z,m) = kZ=0bk zk. (2) 
We assume that both A(z) and B(z,m) can be ap- 
proximated by forms of the same family. For 
example, if A(z) has a representation asan infinite 
series of Chebyshev polynomials of the first kind, 
then the same is true for B(z,m). Again, if A(z) can 
be represented by a ratio of polynomials which is of 
a certain type, say Padt, then the same is true for 
B(z,m). Thus let 
A(z) = Cn(Z ) + Rn(Z ), (3) 
B(z,m) = Dr(Z ) + Pr(Z) (4) 
where Cn(Z ){Dr(z) } is an approximation to
A(z) {B(z, m) } with remainder Rn(z ) {Pr(Z) }. Thus 
we have the alternative r presentation 
A(z) =- Am(Z ) + (am zm) Dr(Z) + (amzm)Pr(z) • (5) 
We assume that the number of operations needed to 
achieve the approximations in (3) and (5) are the 
same. Now a polynomial of degree n requires 2n oper- 
ations when the usual nesting procedure isemployed. 
Then allowing an operation for division, the number 
of operations needed to evaluate a main diagonal Pad~ 
approximation oforder n is 4n + 1. The evaluation of 
Am(Z ) and amzmDr(Z ) requires 2m-2 and 
m + 2 + 4 r + 1 operations. 
Hence 
4n = 3m +4r. (6) 
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Then under these conditions, we ask which approx- 
imation is more efficient ? That is, which approxima- 
tion produces the smallest error ? 
Now suppose that 
oo  
F(z) =k~=0Uk z k , Izl < r, (7) 
F(z) = A(z) H(y) + B(z) J(y), y = k(z), 
oo , oo  k 
H(y) =k~oVk yk J(y) =k~oWk y , l y l<s ,  (8) 
where A(z) and B(z) are elementary or easily comput- 
ed functions. In the above, each equation can be view- 
ed as the analytic continuation of the other. Here, the 
regions lzl < r and Jy J< s can overlap or they can be 
disjoint. Let F(z) in (7) and both H(y) and J(y) in (8) 
be approximated by rational functions of the same 
type. Suppose that the sequence of approximations 
converges for z fixed, z in some domain which in- 
cludes all or nearly all of  the domains Jzl < r and 
ly [< s. Assume that the number of operations need- 
ed to make the evaluations using the approximations 
based on (7) and (8) are identical. We then ask which 
mode of computation is more efficient ? 
There are variants of (7) and (8). Suppose r = oo in (7) 
and that the series for H(y) and J(y) are divergent but 
asymptotic to H(y) and J(y), respectively, in an ap- 
propriate region of the z-plane. The discussion ow 
proceeds after the manner of that surrounding (7) and 
(8) and we omit further details. Another variant is 
where F(z), H(y) and J(y) are represented by con- 
vergent expansions in infinite series of Chebyshev 
polynomials of the first kind. 
It does not seem possible to give general answers to 
these questions. Instead, in the following sections we 
examine various situations for a number of the com- 
monly known transcendental functions. To this end, 
we make heavy use of the notation and concepts in 
my books, see Luke [1, 2]. 
2. THE INCOMPLETE GAMMA FUNCTION P(V, Z) 
We first consider 
P (v, z) = f~ t V-le-tdt (1) 
Z 
or  
o r  
1" (v, z) _- zVe -t ff°e-Zt(1 +t)V-ldt, 
O 
z4 :O, - r t<O<Tr ,  [$+argz[<~r/2,  
10+arg zl = Ir/2 if R(.v) < 1. (2) 
We follow the notation in Luke [2, Chapter 4]. Thus 
PCv, z) = zVe-ZU (1 ; 1+ v; z),  (3) 
r (v ,z )  ~z  v - le -z2F0(1 ,1 -v ; -1 /z ) ,  
Izl->oo, [a rgz lK3n/2 -e ,  e>0.  
We have the main diagonal Pad6 representation 
z l -VeZr(v,  z) = C n(v, z) + T n (v, z) , 
(4) 
Cn(V, z) = E n (v, z)/F n (v, z) (s) 
where En(V, z) and Fn(V, z) are polynomials in z of 
degree n and T n (v, z) is the remainder. In Luke [2, 
p. 82], the main diagonal representation is the case 
a = 0. Now 
z I -VeZ r (v, z) = Am(Z ) + amz-mzl-V+meZ P (P-re, z), 
m-1 k z-k 
Am(z) =kE=0 (-) a k , a k = (-)k(1-v) k, (6) 
and so we have the alternative representation 
z 1-vez r(v, z) = Am(Z ) + amz-mCr (v-m, z) 
+ a m z -mT (v- m, z). (7) 
Suppose that the number of operations needed to com- 
pute Cn(V, z), Am(z ) and (amz-m) Cr(V-m, z) is 
4n + 1, 2m- 2 and 4r+m+3,  respectively. Assume 
that the number of operations required to achieve 
either of the approximations in (5) or (7) is the same 
so that 
4n = 3m + 4r. (8) 
Now 1 1 
_b  
Tn(V,z)= -27r z l -V(exp[z-4(kz)  21} I1+0(k  )1, 
2 
r ( l -v) 
k=n+l -v /2 ,  n-+oo, z f ixed,  la rgz l<r r .  (9) 
To decide on the relative merits of the approximations 
in (5) and (7), we compute 
H n (v, z) = T n (v, z) / a m z -m T r (v- m, z) (10) 
using (8) and (9) with m fixed. We f'md 
1 1 
Hn(V,z ) = (_)m (exp_[(m/2)(z/n)2] }[1+0 (n2)].  (11) 
Thus asymptotically as n-~ **, one scheme is as good as 
the other. On the pragmatic side, (5) is superior be- 
came it is simpler, and omitting the order term in (11), 
the magnitude of the exponential term is always less 
than unity since 
larg z l<rr .  
The error formulation holds only for z fixed and n 
sufficiently large. We also have an error representation 
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valid for n large uniformly in z, z =/= 0. Thus 
-2nezz l -V  {exp[-2k(2a+sinh 2a)] } [1 
Tn(v'z)= r (1 -v) 
+ o(n-1)], 
dmh2 a= z/4k =pe iO, p>O,  [O[<~r, 
a=~+i~,  ~and5 real, ~)0 ,  I~ l<n/2 .  
k --- n + 1 - v/2. (12) 
If n is large and fixed and Iz/4k I ~> 1, then 
-n l -V(n!)2  la rgz l<n.  (13) 
Tn (v,z) - F(1-v) z 2n + 1 
Hence the Pad~ approximation mimics the behavior 
of the asymptotic expansion in that with n fixed, the 
error decreases as [z [ increases. When arg z = 7r, the 
Pad~ approximations do not converge. Nonetheless, 
the Pad~ approximation is still useful since it again 
mimics the behavior of the asymptotic expansion. 
In fact, it can be shown that (13) is valid when 
arg z = zr. We now compare the error in the Pad6 ap- 
proximation of order n with the error in the asymptot- 
ic expansion truncated after 2n + 1 terms. When 
arg z = 0 and v <( 1, the error in the asymptotic ex- 
pansion truncated after 2n + 1 terms is negative and 
its magnitude does not exceed that of the (2n+ 2)th 
term. When arg z = It, the error in the asymptotic ex- 
pansion truncated after 2n+ 1 terms is positive and 
certainly exceeds the (2n+2)th term. In general, a 
measure of the relative efficiency of the Pad~ approx- 
imation of order n and the asymptotic expansion 
truncated after 2n + 1 terms is afforded by the index 
Mn(V'z) _- -T n (v, z) , (14) 
( l _V)2n+lz -2n-1  * 
Mn(V,z ) _ (nr r ) l /2 /22n+l -u ,  0~[argz l~z ,  (15) 
and so for virtually the same number of  operations, 
the superiority of the Pad~ approximation is manifest. 
We could compute Hn(V, z) as defined by (10) where 
the uniform error representation (12) is used for 
Tn(V, z). The result is rather complicated and is omit- 
ted. It is not too informative, for on the one hand it 
must reduce to (11) when n ~, z. On the other hand 
if z ~ n, it would show that (7) is favored over (5). 
However, the former includes the asymptotic expan- 
sion of z I -VeZ 1P(v, z) truncated after m terms. We 
have already shown that Pad~ approximation of order 
n is superior to the asymptotic expansion truncated 
after 2n + 1 terms. In conclusion, the representation 
(5) is favored over both (7) and the asymptotic ex- 
pansion. 
In place of (5), suppose we consider the convergent 
representation 
z 1 -vezr (v ,z )= ~ c k(v,w) T k*(w/z), z/wt>l, 
k=O 
z~O,  larg z l<  3rt /2,  (16) 
where T k * (x) is the shifted Chebyshev polynomial of  
the first kind. In practice (1) is truncated so we write 
n-1 
z 1-v e z p (v, z) = ~ c k (v, w) T k * (w/z) + R n (v, w). 
k=0 
(17) 
Now 
oo  
IRn(V,w)l < Sn(V,w)=.Z ICk(V,w)l. (18) 
k=n 
We shall agree to approximate Sn(V, w) by ICn(V, w) 1 • 
In place of (7), we have the alternate representation 
z 1-v e zp (v, z) = Am(z ) + am z-m r-1 Z Ck(V-m,w)Tk* (w/z) 
k=0 
+ amz-mP r (v-m,w), (19) 
and we shall again agree to approximate a bound for 
the absolute value of the remainder by [amz-mcr(P-m,w ) [.
Now 
1 
Cn(V,w)= 4(-)n(rr /3)2(n2w)UeW/3 e-3SB, 
nr (l-v) 
B=[ l+O(s -1 ) ]  ~+0 ( 1+1wl)8/3 
2 ',' 
1 v n2w n2w -~ oo u-2  3 ' s=(  )1/3, 
l arg w [ ~ 4 rf - e ,  e > 0~ w = o (n2/3), w/n 2 = o(1). 
(20) 
To appraise the efficiency of  the two representations, 
we evaluate 
G n (~, w) c n (v, w) = , n=m+r.  (21) 
amz-m c r (v-re, w) 
Here we assume that the number of operations needed 
to compute the truncated Chebyshev expansion in (17) 
by use of  the usual nesting procedure is 3n - 1. On this 
basis we have 
2v/3 2/3 m 1/3 Gn(V,w)=(r/n ) (z/r ) [exp{-2m(w/r) }] B. 
(22) 
For moderate values of z, with r and n sufficiently 
large and v,m and w fixed, IGn(V,w)l can be made 
smaller than unity in which case the formulation (17) 
is preferred. However, with r and n sufficiently large 
but fixed and with/~,m and w fixed, IGn(V,w)l can 
be made larger than unity by taking z sufficiently large. 
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But if I z I is sufficiently large, we might just as well 
use the asymptotic expansion for the incomplete 
gamma function rather than the representation (19). 
This suggests that we should compare the truncated 
Chebyshev expansion with the truncated asymptotic 
expansion. To this end a measure of the relative f- 
ficiency can be defined by 
H n (v, w) - cn (v, w) 
-n  
a Z n 1 
= 4zn(zr/3) 2(n2w)UeW/3e-3SB 
nF (1 -v+n)  (23) 
Without benefit of numerics both (22) and (23) are 
too complicated to pass judgment on which represent- 
ation is preferred. In general, at the expense of some 
extra operations, the Chebyshev expansion (17) is 
preferred because of its simplicity and convergence. 
Further, i fw and v are given, it is easy to generate the 
coefficients c k (v, w) for k = 1, 2 ..... N, N > n by 
use of the backward recursion formula. Then an ex- 
cellent estimate of a bound for the error follows by 
evaluating 
N 
Sn,N(V,w)= E ICk(V,w)l. (24) 
k=n 
Another interesting question concerns the relative 
merits of the Pad~ approximation i  (5) with 4n + 1 
operations and the Chebyshev expansion (16) truncat- 
ed after m terms with 3m-  1 operations• If the num- 
ber of operations i the same, then 4n + 2 = 3m. To 
this end we must compare (12) with (20) which 
obviously entails considerable numerics. To simplify 
matters, we compare A = 3 (m2w) 1/3 with B = 2k(2ot 
+ sinh 2a) when w =z is real and positive, v =0,  
k =n and m =4k/3 .  We will say that the Chebyshev 
(Pad~) expansion is favored if A > B (A < B). We find 
that the Chebyshev expansion is favored if z < 0.498n. 
Put another way, pick w and n, then the Pad~ is favor- 
ed for all z i> w provided z > 0.498n. In illustration, 
we exhibit a numerical example with a predsion 
which is better than that used to derive the above 
result. Thus let w = 5, v = 0 and n = 10. So k =11, 
m = 14 and A = 29.80• If z = 5, B = 30.22. Suppose 
now that the truncated Chebyshev expansion of m 
terms is first converted to an ordinary polynomial of 
degree m - 1. We disregard the number of operations 
to accomplish this. Evaluation of the polynomial of 
degree m-  1 requires 2m-  2 operations. Now com- 
pare A and B on the same basis as above except hat 
m = 2 n. Then the Pad~ is favored when z > 1.866n. 
Now the Pad~ approximations converge in the cut 
complex plane Iarg z [ < lr and for n Fixed, the ap- 
proximation improves as Izl increases. On the other 
hand, the Chebyshev expansion converges in a much 
larger domain independently of z so long as Iz/wl ~ 1, 
but a new set of coefficients i required for each ray 
in the complex plane and for each semi-infinite por- 
tion of this ray. As previously noted, a keener analysis 
demands more computations which we do not under- 
take. 
3. THE INCOMPLETE GAMMA FUNCTION 3, (v, z) 
Next, we examine another form of the incomplete 
gamma function, 
7(v,z) = fz  tV - le - td t ,R (v )>0,  
O 
~(v, z) = r' (v) - F (v, z). (1) 
It is convenient to put 
H(v, z) = vz-Ve-Z-lVTrT(v, ze Irr) = 1Fl(1;v+l;_z).  
(2) 
Note that the 1F1 series in (1) converges for all finite z. 
We write the main diagonal Pad~ approximation 
H(v, z) = En(V, z) + V n (v, z), 
En(V, z) = An(V, z)/Bn(V, z) (3) 
where An(V, z) and Bn(V, z) are polynomials in z of 
degree n, and Vn(V, z) is the remainder• In Luke [2, p. 
80], the main diagonal representation is the case a = 0. 
Now 
H(v, z) = Cm(z ) + bmzmH (v + m, z), 
m-1 k 
Cm(z )=kx=0bk z , b k=( - )k / (v+l )k .  (4) 
So we also have the representation 
H(v, z) = Cm(z ) + bmzmEr (v+ m,z) + bmzmVr(m+v,z). 
(5) 
As in Section 2, we take 
4n = 3m + 4r. (6) 
Now for z fixed, 
VnCV, z) = ( - )n+l~rrCv+l )z2n+ln! r (n+v+l )  
24n +2V(2n+v+l) [F(n + __~__) pv+l  (n +_v_~_2_) ] 2
× {exp [-z+z(z+4v)/4(2n+v+l)l }[1 +O(n-1)l • 
(7) 
For most purposes, we can do with the simpler formula- 
tion 
Vn(V, z) = (-)n+11rF (v+l)z 2n+In -v  
24n+2v+1 (n!) 2 
× {exp [-~ +~(~ +4v)/4¢n +v +1) +1)1 } [1 + 0 (n-l)]. 
(g) 
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To assess the two modes of approximation, we com- 
pute 
Ln(V, z) = V n (v, z)/bmzmVr (v+m, z) (9) 
where n, m and r are connected by (6). We find 
a¢ v(z) = (_)m/4 (r !/n!) 2 (r/n)V (rz 1/2/2 )me-mZ/8 n[ 1 +0 (n -1 ) ] 
= (_)m/4(r/n)V+m(z/4n)m/2e-mZ/8n[1 +0(n -1) ], 
(10) 
and clearly (3) is superior to (5). 
To measure the relative effectiveness of the Pad~ 
approximation and the power series truncated after 
2n + 1 terms, we evaluate 
1 
V n (v, z) (v +1)2n+l = (-)n +l(nn')-'2-[ 1+O(n-1)], 
z2n + 1 22n + v 
(11) 
and again the Pad~ approximation is superior. When 
v = 0, H(0, z) = e -z, and in this event another formula- 
tion is more informative than (11). For e -z, 
Bn(0, -z) = An(0, z). Thus ffwe write 
Bn(Z ) = Mn(Z 2) + zNn(z2), then the main diagonal 
Pad~ approximation only necessitates the evaluation 
of essentially (n + 1) terms. In this case, we compute 
Vn(0, z) (n+ 1) ! _ (_)n+lnTrzne-Z [1+0(n_1)] 
zn+l  24n+ln!  
(12) 
which manifests the striking superiority of the main 
diagonal approximation. For some results on the 
complete matrix table of  Pad~ approximations for 
H(t,, z), see Luke [3]. 
Next we turn to the Chebyshev expansion 
oo  
H(v,z) = Z d k (v,w) T k* (z/w), z/w ~ 1, 
k=O 
Chebyshev expansion is superior to the power series 
expansion, each truncated after n terms if 
21(w/4z)ne-w/21 < 1. Suppose w = 8. Then for 
n = 10 and 20, the latter inequality is fulfilled provid- 
ed z exceeds 1.44 and 1.70, respectively. Since the 
Chebyshev expansion is valid for 0 ~ z ~< 8, we see 
that the region where the truncated power series is 
superior is rather small. Further, increasing the number 
of terms does not materially improve the effectiveness 
of the truncated power series. I fw = 8i, then the in- 
equality is satisfied for n =_10 and 20 when z/i ex- 
ceeds 2.15 and 2.08, respectively. Finally, f fw =_8, 
then the inequality is fulfilled for n = 10 and 20, when 
-z exceeds 3.20 and 2.53, respectively. 
As in the [' (v, z) analysis, we now consider the relative 
merits of the Pad~ approximation of  order n and the 
truncated Chebyshev expansion of m terms. Upon 
examination of (8) and (13), a convenient index is the 
ratio P/C where 
P = 
c = 
rtr' (v +1) z 2n +1 n-Ve-Z 
24n+2v+1(n! )2  
(16) 
2wme-W/2m-V 
22mm! 
P -- = 
C 
(17) 
w 2 dk(V,w) = ..2-(-)kwke-w/2 [ 1 + + 8vw I- O(k-2)l . 
22k(v+l)k 16k 
(13) 
The analysis is much akin to the corresponding devel- 
opments in Section 2. We keep discussion to a min- 
imum and present he key forms. Thus 
d n (v, w) 
- (w/4z) m [1 + O(n-1)], 
bmzmdr(V + m, w) 
n = m + r ,  (14)  
d n (v, W) 
2 (w/4z)ne -w)2 [I + 0 (n-1)]. (15) 
bnzn  
0 v=O 
Neglecting order terms, the first says that (13) is 
superior to the form analogous to the right hand side 0 3.03.10 -4 
of 2(19) if Iw/4zl < 1, while the latter says that the 7t/2 1.65.10 -2 
_ It 0.90 
Journal of Computational nd Applied Mathematics, volume 2, no 2, 1976. 
or(z/4) 2n+le -z (m/4  n)Vm ! 
(w/4) m e -w/2 (n !)2 
(18) 
We shall say that the Pad~ (Chebyshev) approximation 
is favored ifP/C < 1 (P/C > 1). For both types of ap- 
proximation, we first pick v and n or m as appropriate. 
For the Chebyshev expansion we also pick w 4:0 and 
require that 0 ~ z/w ~< 1. The error bound (18) in the 
truncated Chebyshev expansion is independent of z. 
It is clear from (18) that with m, n and v fixed, P/C is 
a maximum when z =w. Put another way, P/C decreas- 
es and the Pad~ approximation tends towards a more 
preferred position as the ratio z/w decreases to zero. 
To shed light on the meaning of  (18), we present 
numerics mostly in the case where z = w. We write 
Q = max (P/C) _- ¢t (z/4) 2n +1 -m e-Z/2(m/4 n) Vm ! . 
0~z /w~l  (n!) 2 I 
(19) 
If the Chebyshev expansion is used as it is, and ff both 
approximations require the same number of operations, 
then 4n +2 = 3m. In illustration, let z = 8e i0 , n = 16 
whence m =22. Values of Q for 0 =0,  7t/2 and it and 
v = 0, 1/2 and 1 are recorded in the following table. 
Q 
v=l /2  v=l  
1.77.10 -4 1.04.10-4 
0.97.10 -2 0.57.10 -2 
0.53 0.31 
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On this basis the Pad~ approximation is always favor- 
ed. 
Let us now suppose that the truncated Chebyshev 
approximation is first converted to an ordinary poly- 
nomial. The number of operations needed to achieve 
this will be neglected. Then the number of operations 
needed to evaluate the polynomial is 2m -2. In this 
situation we put m = 2n + 1 whence 
Q = [(nTr) 1/2 e-Z/2({2n +1 )/4n)V2 2n+l  1[1 +O(n-1)] 
(20) 
and clearly the Chebyshev expansion is favored when 
z = w. In particular, if z = w = 8 and n = 16, then 
from (20) without he order term, Q = 1.115.109, 
0.801.109 and 0.575.109 when v = 0, 1/2 and 1 
repectively. As previously noted the relative status 
of the Pad~ approximation improves as z/w decreases 
from 1 to 0. Again let w = 8 and n = 16. Then from 
(18), P/C = 1 for v =0, 1/2 and 1 when z _ 3.737, 
3.780 and 3.824 respectively. 
The above calculations for v = 0 are primarily given 
to illustrate the effect of changing v. We have already 
remarked that v = 0 is very special since the Pad~ ap- 
proximation requires only 2n + 1 operations. Assume 
that the truncated Chebyshev expansion is first con- 
verted to an ordinary polynomial and again ignore 
the number of operations involved. In this case, take 
m = n and get 
lr (z/4) n + I e-z/2 
P/C = 
n!  
1/2 
_ zV n (0, z) [1+0(n- I ) ] .  (21) 
87r 
In numerical work, we shall always want Vn(0, z) to 
be quite small, say Vn(0, z) =0(10-r) ,  r ;, 4. Clearly, 
the Pad~ approximation is always favored. 
Let f(z) be continuous in the closed interval [-1, 1]. 
Let S m be the magnitude of the maximum error when 
f(z) is approximated by the first (n+l)  terms of its 
inf'mite xpansion in Chebyshev polynomials. Let E n 
be the magnitude of the corresponding error for the 
best Chebyshev polynomial approximation of degree 
n. Then Powell [4] has shown that Sn/E n ~ u(n), 
u (n) ~ 1 + (4/Tr 2) In n for n sufficiently large and 
u(n) = 3.22, 4.14, and 5.07 for n = 10, 100 and 1000 
respectively. It follows that for the usual range of n 
values used in practice all of our previous comments 
relating to the expansion (13) when truncated after 
m terms also hold for the best Chebyshev polynomial 
approximation of degree m - 1. 
To conclude this section we offer some remarks on 
the relative fficiency of calculating 3,(v, z) or l" (v, z) 
under the assumption that values of r'(v) are readily 
available, see [1]. This is rather difficult to answer in 
general since much depends on the values of z and v 
and the accuracy desired. It should be noted that for 
z and v fixed, V n (v, z) decreases rapidly as n increases 
since from (7), 
Vn+ 1 (v, z) _ -z 2 (n+l)  (n+v+l )  
[1+0(n-1)], 
V n (/~, z) (2n+v+l) (2n+v+2)2(2n+v+3) 
(22) 
while under the same conditions T n (v, z) decreases 
quite slowly since from 2(9), 
Tn+l  (v, Z) - {exp [-2 (z/k) 1/2] ) [1 +0(k-I /2)].  (23) 
Tn(V,z) 
Thus even if z is moderately arge, if considerable ac- 
curacy is desired, it might be more economical to com- 
pute ~/(v, z) rather than F(v, z). To relate the two poss- 
ibilities, we should compare (z/v)Vn(V, -z) with Tn(v ,z) 
since 
zl-VeZg'(v, z) -_ F(v) - (z/v) 1F1 (1 ;v+ 1; z). (24) 
In illustration, i fv = 1/2, z _- 8 and n = 20, then from 
(8) without he order term, 
(z/v) V n (v,-z) = -1.473.10 -20 (25) 
and similarly from 2(9), but with n = 24, 
T n (v, z) = -1.075.10 -20 . (26) 
For further comments on this matter, see Luke [5]. 
Remarks akin to the above also pertain for the cor- 
responding Chebyshev expansions. We omit details. 
4. A SPECIAL FORM OF THE GAUSSIAN HYPER- 
GEOMETRIC FUNCTION 
In this section we consider some aspects of the Gaussian 
hypergeometric function 
(a)k (b)k(-)kzk 
2F1 (a,b;c;-z) =-k_-0 ( ~  , Izl < 1 (1) 
where a = 1, and some forms for the analytic ontinua- 
tion of this function. Consider the Kummer transform- 
ation fornmla 
2 F 1 (a, b ;c; -z) = (1 + z)-a 2F 1 (a, c - b ; c; z/(z +1)). 
(2) 
This serves to analytically continue (1) from the unit 
1 We consider the circle to the half plane R(z)> - 2" 
situation when a = 1, and the main diagonal Pad6 ap- 
proximation for this 2F1 . We have 
2F1 (1, b; c;-z) = C n (z) + R n (z), (3) 
where Cn(z ), the main diagonal Pad~ approximation, 
is the ratio of two polynomials each of degree n. Rn(Z) 
is the remainder, and 
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Rn(Z ) = -¢tI ~ (c) ( l+e -~) 2c-2h-2e-(2n +b +1)~ [1+ 
zb22c-2b-3p  (b) F (c-b)  
0 (n-l)], (4) 
1 
-~" [z+2 z-2(z + 1)21/z (5) 
where the sign is chosen so that Je -~" [ < I which is 
possible for all z, [arg (1 + z) [ < lr. Clearly 
li~ R n (z) = 0, larg (1 + z)l < lr. (6) 
rl .-~ oo 
Though the 2F1 series expansion (1) converges only 
in the unit circle, the Pad~ approximation for a = 1 
which is based on this series converges in the much 
larger domain 
larg (1 +z)[ < ft. When a = 1, the Kummer formula 
reads 
2F1(1, b; c; -z) = (1 +z)-12F1(1, c -b;  c; z / ( l+ z)). 
(7) 
Now 
(1+ z)-12F1(1, c -b;  c; z/(1 +z)) = (1 +z)-lDn(z) 
+ Sn(Z ), (8) 
where Dn(z ) in the main diagonal Padd approxima- 
tion of order n to the 2F1 in (8) and Sn(Z ) is the re- 
mainder. We have 
Sn(Z) = _ I r ( l+z)c -b - l r (c )  ._ -co .2b-2 - (2n+c-b+l )w (1 +e ) • [l+0(n-1)], 
( - z )c -b22b-3r  (b) r (c-b) 
(9) 
lim Sn(z)=O , J a rg ( l+z) l< l r .  (10) 
n .-). oo 
Here e -6° is the same as e -~ with z replaced by 
-z/(z + 1). 
Now 
e -¢° = -e -~" , (11) 
and we fred 
Rn(Z---~) = - [1 + 0 (n- 1)]. (12) 
S n (z) 
So use of the Kummer  transformation formula to- 
gether with the main diagonal Padd approximation is 
of no consequence. We have carried out a similar anal- 
ysis for the situation where the first subdiagonal Pad~ 
approximation is used. In this case Rn(Z ) = Sn(Z ) 
exactly. That is to say the first subdiagonal pproxim- 
ation for the 2F1 on the left of  (7) equals the first 
subdiagonal pproximation for the 2F1 on the right 
of (7) multiplied by (1 + z) -1 • 
For our further discussion, it is convenient to define 
three domains in the complex z-plane. They are as 
follows. 
I. Inside of the unit circle with center at the origin. 
II. Outside of the unit circle with center at the origin. 
III. Inside of the unit circle with center at z -_ - 1. 
When a : 1, the formula for the analytic continuation 
of (1) from domain I to domain II is 
2F1(1, b; c; -z) = F ( l -b)  r (c) (1 + !/z) c -b -1  
P (c -b)  z b 
(c-1) 
+(b -1)z  2F1(1 ,2 -c ;2 -b ; -1 /z ) ,  larg( l+z) l<zr,  
(13) 
and the formula for the analytic continuation of (1) 
from domain I to domain III is 
r (b+l -c )  r (c) (-z) 1-c 
2F1(1, b; c; -z)  = 
r (b) ( l+z)  b+ 1 -c  
(c-1) (1, b ;b+2-c ;  l+z) ,  
+ (c -b - l )  2F1 
larg (1 +z)l < ¢r, arg z 4= 0. (14) 
Note that 
1F0 (3; x) = 2F1 (1, 3; 1; x) = (1 -x) -3 (15) 
so that the representation (3) can also be used to com- 
pute the binomials on the right hand side of  (13) and 
(14). 
We propose to compare valuation of both sides of(13) 
and (14) by use of Pad6 approximants. To do so, we 
disregard the number of operations necessary to com- 
pute the gamma functions in these equations. Now the 
right hand side of (13) requires the evaluation of three 
Pad~ approximations. Namely those for the 2F1 and 
the binomials z b and (1 + l /z)  c -b -1 .  A similar state- 
ment applies to (13). 
To simplify the discussion, we shall speak of three 
methods or procedures as follows. 
I. Computation o fF  = 2F1(1, b; c; -z)  by means of 
its main diagonal Pad~ approximation. 
II. Computation of F by means of the main diagonal 
Pad~ approximations for the three functions noted 
on the right hand side of (13), 
III. Computation of  F by means of the main diagonal 
Pad~ approximations for the three functiom noted 
on the right hand side of (14). 
Consider procedure II. It is clear that the key element 
in the error in these approximations is the value of 
e -~" with z replaced by 1/z. This is given by 
e -~ : z + 2 -T- 2 (z + 1) 1/2 (16) 
where the sign is chosen so that le -~ I < I which is 
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possible for all z, larg (1 +z) l  < ft. By our assump- 
tion, it requires three times as many operations for 
method II as for method I. To measure the relative I. 
effectiveness of  methods I and II, we propose to com- 
pare le-3~[ with le-~l. I f  le-3~l < le-~l, we shall 2. 
say that method I is superior to method II, or for 
brevity I is superior to II. I f  the inequality is reversed, 3. 
then II is superior to I. 
Now consider method III. Here the key factor in the 
error is the value o f  e -~ with z replaced by - 1 +ze -irr. 
This is given by 4. 
e -a  = R-1 -2 iR1 /2cos  0/2 , z = Re i0, 
R + 1+2R1/2s inS/2  5. 
0 < # ,~ zr. (17) 
Notice that le-°~l = 1 as R -~ 0 and R ~ ~,  le-°t[ is 
the same for R and for R replaced by 1/R and [e-°tl 
has a relative minimum at R = 1. To measure the 
relative effectiveness o f  methods I and III, we propose 
to compare le-3~'l with le-°~l. I f  le-3~'l < le-°~l, we 
shall say that I is superior to III, etc. 
Finally, to measure the relative effectiveness of  
methods II and III, we propose to compare le-~l with 
[e-rYl. I f  le-~l < le-~l ,  we shall say that II is 
superior to I I I ,  etc. 
The results are displayed on the accompanying polar 
plot where z = Re i8. Consider the curve ABCD upon 
which le -3~l  = le -~ 1. Inside (outside) this curve I (II) 
is better than II (I). On the curve ECFH, 
le -3~l  = le-C~l. Here H represents the point on the 
curve where R is ~ which happens when tan0/2=3,  
that is 0 = 143.13 °. I f z  lies to the left (right) o f  the 
curve ECFH, III (I) is better  than I (Il l). On the curve 
GC, le -~l  = le-r~l. I f  z is in CDG III  is superior to 
II. On the plot, let A* and G* represent the points 
Re i0 , 0 = 0 and O =Tr, respectively, with R~ oo. 
I f  z is in A*ABCFH, I is better than III. I f  z is in 
HFCGG*,  II is better than III and I. We therefore 
have the following conclusions. 
(a) If z is in ABCE, I is best. 
(b) If  z is in A*ABCGG*,  II is best. 
(c) If  z is in CEDG, I I I  is best. 
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