Abstract. This paper proposes a novel method for the analysis of anatomical shapes present in biomedical image data. Motivated by the natural organization of population data into multiple groups, this paper presents a novel hierarchical generative statistical model on shapes. The proposed method represents shapes using pointsets and defines a joint distribution on the population's (i) shape variables and (ii) object-boundary data. The proposed method solves for optimal (i) point locations, (ii) correspondences, and (iii) model-parameter values as a single optimization problem. The optimization uses expectation maximization relying on a novel Markov-chain Monte-Carlo algorithm for sampling in Kendall shape space. Results on clinical brain images demonstrate advantages over the state of the art.
Introduction and Related Work
Shape analysis [6, 9] entails the inference of shape models from population data and associated statistical analyses, e.g., hypothesis testing for comparing groups. The natural organization of biomedical data into groups, and possibly subgroups, calls for a hierarchical modeling strategy. Previous works on hierarchical shape modeling typically concern (i) multi-resolution models, e.g., a face model at fine-to-coarse resolutions, or (ii) multi-part models, e.g., a car decomposed into body, tires, and trunk. In contrast, the proposed framework deals with population data comprising multiple groups, e.g., the Alzheimer's disease (AD) population comprising people with (i) dementia due to AD, (ii) mild cognitive impairment due to AD, and (iii) preclinical AD. Figure 1 outlines the proposed generative model, where (i) top-level variables capture the shape properties across the population (e.g., all individuals with and without medical conditions), (ii) variables at a level below capture the shape distribution in different groups within the population (e.g., clinical cohorts based on gender or type of disease within a spectrum disorder), and (iii) variables at the next lower level capture individual shapes, which finally relate to (iv) individual image data at the lowest level. Moreover, the top-level population variables provide a common reference frame for the group shape models, which is necessary to enable comparison between the groups. This paper makes several contributions. (I) It proposes a novel hierarchical generative model for population shape data. It represents a shape as an equivalence class of pointsets modulo translation, rotation, and isotropic scaling [6] . This model tightly couples each individual's shape (unknown) to the observed image data by designing their joint probability density function (PDF) using current distance or kernel distance [8, 17] . The current distance makes the logarithm of the joint PDF a nonlinear function of the point locations. Subsequently, the proposed method solves a single unified model-fitting optimization problem to estimate optimal point locations, correspondences, and parameter values. (II) The proposed model fitting relies on expectation maximization (EM), treating the individual-shape and group-shape variables as hidden random variables, thereby integrating them out while estimating parameters (e.g., the population shape mean and covariance). In this way, the proposed EM algorithm improves over typical methods that use mode approximation for shape variables. (III) The EM algorithm entails evaluating an expectation over the posterior PDF of the shape variables. For instance, the posterior PDF for individual-shape variables involves the (i) likelihood PDF designed using the current distance and (ii) prior PDF conditioned on the group shape model. To compute the expectation, the proposed EM algorithm relies on a novel adaptation of Hamiltonian Monte Carlo (HMC) [5] sampling in Kendall shape space. (IV) The results show that the hierarchical model leads to more compact model fits and improved detection of subtle shape variations between groups.
Early approaches [2,6] to statistical shape modeling rely on manually defined homologous landmarks. Later approaches optimize point positions or correspondences using statistical compactness criteria such as the (i) logarithm of the determinant of the model covariance matrix [10], (ii) minimum description length [4, 16] , or (iii) minimum entropy [1] . However, these approaches (i) do not incorporate a generative statistical model, (ii) introduce adhoc terms in the objective function to obtain correspondences, and (iii) do not estimate shape-model parameters within the aforementioned optimization. Some generative models for shape analysis do exist [3, 7, 12, 14] , but these models rely on a pre-determined template shape with manually placed landmarks.
Hierarchical Bayesian Shape Model
We first describe the proposed hierarchical model for multigroup shape data (Figure 1) .
Data: Consider a group of I vector random variables X :
, where X i is a vector random variable denoting a given set of points on the boundary of an anatomical structure in the i-th individual's image data. That is,
D is the D-dimensional spatial coordinate of the n-th point in the pointset. Such points can be obtained from a given segmentation or delineation of the anatomical structure. In this paper, D = 3. In any individual's image data, the number of boundary points N i can be arbitrary. Similarly, consider other groups of data, e.g., data Y :
derived from a group of J individuals, data {Z k } K k=1 , etc. Individual Shape Variables: For the first group (corresponding to data X), consider a group of I hidden random variables U :
, where U i is a vector random variable representing the shape of the anatomical structure of the i-th individual. That is,
where U i (t) ∈ R D is the D-dimensional coordinate of the tth point in the shape representation of the i-th individual's structure. We assume the observations X i to be derived from the individual shape U i . Similarly, we consider hidden random variables, i.e., V , W , etc., representing shapes for the other groups. To enable intra-group and inter-group statistical analysis, we ensure that all shape models lie in the same space by enforcing the same number of points T in all shape models.
