We present three new copositivity tests based upon difference-of-convex (d.c.) decompositions, and combine them to a branch-and-bound algorithm of ω-subdivision type. The tests employ LP or convex QP techniques, but also can be used heuristically using appropriate test points. We also discuss the selection of efficient d.c. decompositions and propose some preprocessing ideas based on the spectral d.c. decomposition. We report on first numerical experience with this procedure which are very promising.
which (a) apply to general symmetric matrices without any structural assumptions or dimensional restrictions; (b) are not merely recursive, i.e., do not rely on information taken from all principal submatrices, but rather focus on generating subproblems in a somehow data-driven way. Boundary cases, some possibly without implementation, are [1, 3, 17, 33, 37] . It seems that only the recent publication [14] satisfies criteria (a) and (b) to full extent.
In this paper we aim at both requirements. We present three easy-to-test, and apparently new, conditions which guarantee copositivity. This is of particular importance in view of the wide-spread belief in the community, that it is easier to detect violation of copositivity than to obtain a positive certificate for that property. Based on these ideas, we formulate a branch-and-bound algorithm of ω-subdivision type, which we supplement by a series of preprocessing steps, some of them also apparently new. To be more specific, the paper is organized as follows: Section 2 introduces differenceof-convex (d.c.) based approaches to copositivity testing. These tests employ techniques of linear programming (LP; in Subsection 2.2) and convex quadratic programming (QP; in Subsection 2.3). Some of these can also be used heuristically using appropriate test points. We also give a first outline of our proposed algorithm. Section 3 deals with the question which d.c. decomposition should be chosen and may be skipped at first reading. We argue in Section 3 why the so-called spectral d.c. decomposition is preferable, and discuss in Section 4 some preprocessing steps, among them some based on spectral information. In Section 5 we describe a robustification step which may be of advantage both from a theoretical and practical point of view and combine these ingredients to a branch-and-bound algorithm. Section 6 reports very promising numerical experience, while the final Section 7 concludes.
Terminology and a motivation
Let us start introducing some notions and notations. For integers i < k, we abbreviate by {i : k} := {i, i + 1, . . . , k}. Further denote by e = [1, . . . , 1] ⊤ = ∑ n i=1 e i ∈ R n (where e i is the i-th column of the n × n identity matrix I n ) and by E n = ee ⊤ the n × n all-ones matrix. Then
is the standard simplex in R n . Closely related to copositivity testing are the so-called Standard Quadratic optimization Problems (StQPs) [5] , to optimize a quadratic form over ∆ s :
where Q ∈ S n , the set of symmetric n×n matrices. Any feasible point x to (1.1) delivering a negative objective value is a certificate for non-copositivity of Q (more generally, in the sequel we shall speak of a violating vector v ∈ R n + if v ⊤ Qv < 0), while α Q ≥ 0 means that Q is copositive.
It will be convenient to use a more general copositivity notion w.r.t. a nonempty set K ⊂ R n : a matrix is called K-copositive ( [23, 24] call it K-semidefinite, [38] cone-positive), if the quadratic form takes no negative values on K and thus [23, Thm. 2.19] on R + K := {tx : t ≥ 0, x ∈ K}, the cone generated by K (e.g., Q is ∆ s -copositive if and only if Q is (R n + -)copositive). Therefore a matrix Q is copositive if and only if ∆ s is contained in the positivity cone of Q, which we denote by Pos(Q) := {x ∈ R n :
This cone is symmetric w.r.t. the origin o, i.e., −Pos(Q) = Pos(Q). The set of all violating vectors coincides with the cone R A violating vector is not only useful as a negative certificate, it may even contain important information in a global optimization context. In fact, for general QPs of the form min
n }, where Q may have negative eigenvalues, A is an m × n matrix, and c ∈ R n , b ∈ R m , we can characterize global optimality of a Karush-Kuhn-Tucker pointx by not more than m copositivity conditions on suitable (indefinite) rank-two updates of Q, with respect to polyhedral cones derived fromx and the problem data with a worst-case complexity requirement of O(m + n); see [2, 18] . If v is a vector violating one of these copositivity conditions, one can as easily construct a globally improving feasible point, and thus enable an escape from the inefficient (local) solutionx; this means that v is a tunneling direction, i.e., g(x + tv) > g(x) may happen for small t > 0. There is a direct application in case of specially structured feasible sets like ∆ s , i.e., for Standard QPs; for details we refer to [4] .
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Basic ingredients and ideas
Given Q ∈ S n , we select two positive-semidefinite matrices Q + ∈ S n and Q − ∈ S n such that
which means that we decompose the (possibly nonconvex) quadratic objective function x ⊤ Qx of (1.1) into the difference of two convex quadratic functions x ⊤ Q ± x. Such a difference-of-convex decomposition (d.c.d.) of course always exists, and we will discuss selection of the Q ± later in Section 3. Here let us only note that the most efficient d.c.d.s will necessary employ singular matrices Q ± [11] . By this d.c.d., we can write the positivity cone as Pos(Q) = {x ∈ R n : x ⊤ Q + x ≥ x ⊤ Q − x} , and this will be the starting point of our investigations. We immediately see that by construction, Q is always ker Q − -copositive, hence any positive-semidefinite Q (where Q − = O can be chosen) guarantees R n + -copositivity of Q. Furthermore, any vector v ∈ ker Q + ∩ R n + \ ker Q − is violating. In particular, if Q + = O but Q − ̸ = O (i.e, if Q ̸ = O is negative-semidefinite), there is such a violating vector, as can be seen from the following lemma, which we will need to assess feasibility of auxiliary optimization problems for copositivity tests. Of course, a nonzero negative-semidefinite matrix cannot be copositive and hence no copositivity test has to be applied then. But beforehand let us notice that a violating vector v ∈ ker Q + ∩ R n + \ ker Q − can be found by LP methods, which will be detailed in Section 4 below.
Lemma 2.1 For
Proof Only one implication is nontrivial. So suppose that C S = ∅. Since S is positive-semidefinite, we have by homogeneity that C S = ∅ if and only if R
, again by positive-semidefiniteness of S, any x ∈ R n with x ⊤ Sx = 0 satisfies x ∈ ker S, which is a linear subspace. So we get
Similar to the use of (1.1), we now may characterize copositivity by a program which has a convex quadratic objective:
This program is always feasible and characterizes copositivity of Q as follows:
Proof The feasible set of (2.2) is C Q− ̸ = ∅ as argued in Lemma 2.1. Since ker Q − ⊆ Pos(Q) by construction, a violating vector must always lie in the cone R
, by homogeneity, we may restrict the search for a violating vector to C Q− , which implies both assertions, (a) and (b).
, we can also use a different quadratically constrained quadratic problem for the characterization of copositivity.
Proposition 2.3 Given (2.1) with
This program is always feasible and can be written as a convex quadratic maximization problem over a convex region as follows:
Further, both equivalent problems characterize copositivity of Q as follows:
Proof Feasibility is again clear from Lemma 2.1 which implies here C Q+ ̸ = ∅. Further, homogeneity also implies that the optimal values of (2.3) and (2.4) coincide. Assertions (a) and (b) are proved as before, and the last assertion follows from standard arguments for switching constraint and objective on a cone-constrained problem. For the sake of completeness, we provide a proof: assume that
, there is nothing more to show. So finally suppose that µ + dcd > 0 and pick
Note that there is no counterpart of (2.4) for (2.2), in the following sense: if we tried to modify the non-convex constraint from
we would rather end up in triviality (x = o is an optimal solution). However, one can consider the following optimization problem with a convex objective function and a reverse convex constraint [39] :
Homogeneity again implies that the optimal values of (2.2) and of (2.5) coincide and thus the results of Proposition 2.2 also hold for the problem (2.5). Of course, any (2.5)-feasiblex withx ⊤ Q +x < 1 is a violating vector.
In the following subsections, we propose three new sufficient conditions for copositivity; the first starts with Problem (2.4) and relaxes the constraint, so it can be seen as an outer approximation. The second and the third both start from Problem (2.2) and shrink the feasible set C Q− to a finite subset in two different ways, and then employ convex QPs to arrive at the copositivity conditions.
Note that there are many ways to use decompositions of Q for estimating and/or bounding α Q (remember the sign of this quantity is a copositivity certificate), among them underestimating techniques, (semi-) Lagrangian dual and other relaxation bounds, and those requiring Semidefinite Optimization, which -although enjoying polynomial-time worst case complexity -need much more effort than the subproblems studied here. For details, references, and a hierarchy of bounds we refer to [12] .
An LP-based sufficient condition for copositivity
For convenience, we denote the feasible set of (2.4)
This is a closed convex set with a boundary containing C Q+ . If we enclose B + in a polytope with a few known vertices, we can relax (2.4) to a problem equivalent to maximization over a small finite set (the next result holds for any N but for efficiency reasons we will restrict our attention to the minimal possible number N = n and y 0 = o below):
Proof This follows immediately from convex maximization over P ⊃ B + : indeed,
implies the assertion via Proposition 2.3(b). ⊓ ⊔ Fig. 2 .1 Feasible set B + , the polytope P , the hyperplane H with normal vector p; see text.
Next we construct such a polytope P by virtue of an affine hyperplane H supporting B + at a boundary point, say Fig. 2.1 . Here x ∈ R n + such that p := Q + x has only positive coordinates (we will discuss existence of such a vector x later). Then p ⊤ v 0 = √ x ⊤ Q + x by construction, so that the hyperplane takes the form 
, the half space generated by H. As B + ⊆ R n + by definition, we have
We now show that the polyhedron P coincides with P x given in (2.7). Indeed, since y i satisfy by construction p
: n} while p ⊤ y 0 = 0, we immediately get P x ⊆ P . On the other hand, for any y ∈ P ⊆ R n + we have the representation y =
hence we arrive at the convex combination
and P ⊆ P x is established. ⊓ ⊔ Theorem 2.6 Given (2.1), take any x ∈ R n + such that p = Q + x has only positive coordinates. If 
is feasible for any f ∈ R n . The dual LP to (2.9) with f = o is 
since Q + is positive-semidefinite, so that z ∈ ker Q + ∩ R n + . Due to ker Q + ∩ R n + = {o} we conclude z = o, which means that (2.10) is bounded and therefore (2.9) is feasible.
⊓ ⊔ So to apply Theorem 2.6, we can solve one or several LPs of the form (2.9) with different f , which means to solve a multiple cost-row problem allowing for warm-start techniques if n is large. Reasonable choices are f = o or f = e or f = Q + e. The latter choice is motivated by the following heuristics: to avoid a too large P x = conv(o, y 1 , . . . , y n ), we should keep √ x ⊤ Q + x low (remember
Q+x pi e i ), and due to
we could minimize (Q + e) ⊤ x = e ⊤ Q + x. Observe that a small x ⊤ Q + x also increases chances that (2.8) is satisfied. Another, more numerical, argument would be that the choice of f = e or f = Q + e would keep the optimal solutions to (2.9) reasonably bounded, due to the constraints x ≥ o and Q + x ≥ e.
For relatively small examples we refer to Subsection 2.4 below. On a larger scale, in a simulation study of 5000 randomly generated copositive n × n matrices of the form P + N where P is positivesemidefinite and N has no negative entries (1000 matrices for each n ∈ {10, 20, 50, 100, 200}), only one (!) matrix failed to satisfy (2.8) with the choice f = Q + e. With the choice of f = o, there were a total of 83 instances (fairly equi-distributed across n in the above range) where (2.8) was violated.
The random n × n matrices above and in the remaining numerical simulations were created as follows: for an n×n matrix C with entries independently drawn from a standard normal distribution, we obtain a random positive-semidefinite matrix P = CC ⊤ . A random nonnegative matrix N is constructed by N = B − b min I n with B = A + A ⊤ for a random matrix A with entries uniformly distributed in [0, 1] and b min the minimal diagonal entry of B. By this construction we maintain nonnegativity of N while increasing the chance that P + N is indefinite, to avoid too easy instances.
Finally note that we can use condition (2.8) even without employing any LP techniques, if we are lucky enough to find a point x ∈ R n + satisfying the assumption of Theorem 2.6. In another simulation, we counted how often this is the case for x = e, and how often this vector satisfies (2.8); see Table 2 .1, where we also specified the number of generated matrices which are positive-semidefinite as a reference. It is remarkable how often this cheap check works in a range of low to medium dimensions (for n ∈ {10, 20, 50} between 71, 4% and 9, 4%). Note that for this test only n inequalities have to be evaluated, and no optimization problem has to be solved at all.
Two convex QP-based sufficient conditions for copositivity
Here we propose two variants of QP-based tests for copositivity, which in a natural way extend to subcones of the nonnegative cone R n + .
First note that the feasible set of (2.2), and likewise that of (2.5), may be non-convex (possibly even disconnected) and non-compact. So we avoid solving (2.2) or (2.5), and instead just try finitely many points for obtaining violating vectors. For instance, we can consider the n vertices
and rescale them such that they are (2.2)-feasible:
holds. If this fails, we know 
Theorem 2.8 Given a subsimplex
w i , and define 12) and denote by v − ∆ an optimal solution of (2.12) . Then
Proof (a ∆ ) is a straightforward consequence of convexity of x ⊤ Q − x which entails
As we obtained ∆ Q− from ∆ by scaling the vertices, we have R + ∆ Q− = R + ∆ and the result follows.
An anonymous referee made us aware of another interpretation of Theorem 2.8: we rescale the simplex ∆ to the simplex ∆ Q− such that the concave function
The tightest convex underestimator ψ of ψ over ∆ Q− is therefore the constant function ψ(v)≡ − 1 (as ψ must always be an affine function with the same values at the vertices), and the condition (a ∆ ) is nothing else than the requirement that
We may also minimize v ⊤ Q + v over a simplex resulting from rescaling vertices in a different way. This gives another convex QP-based sufficient condition for copositivity.
Theorem 2.9 Given a subsimplex
∆ = conv(w 1 . . . , w n ) with vertices {w 1 , . . . , w n } ⊂ ∆ s \ker Q + , consider the simplex ∆ Q+ := conv(v + 1 , . . . , v + n ) with v + i := 1 √ w ⊤ i Q+wi w i ,
and define
and denote by v + ∆ an optimal solution to (2.13) . Then
Proof The relation s = r −1 is evident from the definitions. Again, assertion (a ∆ ) is also a straightforward consequence of convexity of x ⊤ Q + x and x ⊤ Q − x, which entails
As we obtained ∆ Q+ from ∆ by scaling the vertices, we have R + ∆ Q+ = R + ∆ and the result follows. 
Examples
, whereas the inner circle is the projection of the level set v ⊤ Q + v = s. As the triangle does not intersect the inner circle, the matrix is copositive. The solution v + ∆ of (2.13) at the boundary of the triangle is also indicated. Copositivity can also be shown using Theorem 2.6 with
Example 2.11 The matrix
shows that the two QP-based tests are not completely symmetric. Again using the spectral d.c.d., we get µ − ∆ ≈ 1.280 > 1 for ∆ = ∆ s , the matrix Q is copositive according to Theorem 2.8. Indeed, Q is the sum of a positive-semidefinite matrix and a nonnegative matrix:
382 ≈ s, and hence the sufficient copositivity criterion of Theorem 2.9 is not satisfied. For this matrix also the sufficient LP-test with an x gained by solving (2.9) for f = Q + e fails. 
The QP-test of Theorem 2.8 delivers the optimal solution to (2.12)
But Problem (2.13) of Theorem 2.9 gives a violating vector:
Of course, the LP-based test failed before.
Example 2.13 For the matrix
copositivity can be shown using the LP-based test (with f = Q + e delivering x ≈ [0.94, 1.12, 2] ⊤ ) as well as the sufficient criterion of Theorem 2.8. The matrix is indeed copositive as it can be written as
However evaluating the criterion in Theorem 2.9 for ∆ = ∆ s leads to µ Fig. 2.2(b) . The projected solution v + ∆ now lies inside the inner circle, and this sufficient criterion fails.
Outline of the algorithm
Now let us reconsider the conditions in Subsection 2.3. First suppose we always obtain case (a ∆ ) in Theorems 2.8 or 2.9 for a collection of simplices ∆ which together cover ∆ s . Then we can infer copositivity of Q because of the next observation (note that the assumption there is satisfied if
Proposition 2.14 Assume we have a family of nonempty ∆ i (for i from some index set I) with 
If this is not the case, we have to continue our investigations with the help of the trial point with lower v ⊤ Qv, i.e., choose 
This point will be used for subdivision of ∆. A very rough and inexact outline of our algorithm follows (most of the conditions will be made precise in the sequel, and also the algorithm will be presented in more detail in Section 5.2); the terminology "a test fails on ∆" is short for the situation where it neither delivers a certificate for ∆-copositivity nor a violating vector (in ∆).
Sketch of algorithm
Output: Either a copositivity guarantee for Q or a violating vector (a certificate for non-copositivity).
. . , e n ), the columns of I n . 1.) Run the tests on ∆ = conv(w 1 , . . . , w n ); if all tests fail on ∆ and σ ∆ ≥ 0 (2.14), use the pointw defined in (2.16) for ω-subdivision as follows:
replace ∆ with all full-dimensional subsimplices ∆ i , and repeat from 1.) on all ∆ i .
Example 2.15
We continue Example 2.13. Let us for presentational purposes assume we only use the sufficient criterion of Theorem 2.9, and hence copositivity of Q is not yet established. In this case we may subdivide ∆ s usingw
which is the minimal solution v + ∆ reprojected to the standard simplex. We get two full-dimensional successor simplices, ∆ 1 := conv(e 2 , e 3 ,w) and ∆ 3 := conv(e 1 , e 2 ,w), and a flat one, ∆ 2 , see 
Example 2.16
We investigate the matrix The idea of partitioning is already used in [14] for a branch-and-bound copositivity test. There, the authors employ bisections (i.e. subdivision w.r.t. the mid-point of an edge) always on the longest edge between two vertices w i and w j for which w ⊤ i Qw j < 0 holds. They combine two subdivision strategies: the convergence-generating one is taking the midpoint on this edge (halving the edge), while the data-driven one is determined by the minimum of the function
So all division points lie on the edges of subsimplices ∆. In the method proposed here also subdivisions using an interior point of a subsimplex ∆ are possible. Both methods have in common that they concentrate on interesting regions of the standard simplex ∆ s in a data-driven way. However, a problem is solved at the root by the method of [14] only if Q has no negative entries. This is in contrast to our method, see, e.g. Subsection 2.4. independent w 1 , . . . , w n , then V is nonsingular): any v ∈ ∆ Q− can be written in barycentric coordinates w.r.t. V , i.e., v = V x for some x ∈ ∆ s , so that
Now compare the feasible sets of (2.2) and (2.12): the non-convex quadratic constraint v ⊤ Q − v = 1 is replaced with the linear constraint v ∈ ∆ Q− in (2.12). Similarly (recall
, the StQP (3.1) is used to approximate the problem
We now show that sandwiching transforms an undominated d.c.d. again into an undominated one, so that
Proof First we note that for any B ∈ S n we have ker V ⊤ BV = V −1 (ker B). Next denote by
From [11, Theorem 1] we know that K + + K − = R n , so that also
Hence, employing [11, Theorem 1] again, we deduce that There is only one obstacle in applying Theorems 3.1, 2.8 and 2.9: we need to assume that the vertices of ∆ are not contained in ker Q − and ker Q + respectively. Recall that Q is ∆-copositive for sure if ∆ ⊆ ker Q − , On the other hand, any vector in ∆ ∩ ker Q + \ ker Q − is a violating one. We treat a slightly more general case in Lemma 4. 
For γ = α we obtain the undominated spectral d.c.d. Q + (α), Q − (α). Dominated positive definite d.c.d.s are generated by a rank-one update: Q + (γ) + εE n and Q − (γ) + εE n for ε > 0. Table 3 .1 shows the number N of subsimplices which have to be considered in the procedure as presented in Subsection 2.5 and cond(Q γ,ε + ) gives the condition numbers of the matrices Q γ,ε
In most cases, using dominated d.c.d.s significantly increases the number N of used subsimplices. For other undominated d.c.d.s than the spectral d.c.d. also much more subsimplices have to be considered which supports our choice of the spectral d.c.d. This result is confirmed by repeating the above test with other, also noncopositive matrices. However, for the famous Horn matrix [25] 
4)
ε = 0 ε = 0.001 ε = 0.01 ε = 0.1 N cond(H γ,ε + ) N cond(H γ,ε + ) N cond(H γ,ε + ) N cond(H γ,ε + ) γ = α 3711
Preprocessing for a copositivity test
Simple sign tests and diagonal normalization
We start with some simple sign tests, which we collect in a lemma for easy reference. Most of these are well known since long, see, e.g. [40] .
Lemma 4.1 Let Q = [q ij ] ∈ S n and choose an arbitrary i ∈ {1
: n}. If copositivity of the reduced matrix (which we for convenience of notation still denote by Q ∈ S n ) is still unclear, Q must have strictly positive diagonal entries and at least one negative off-diagonal entry in every row. The next test is a dominance test for these off-diagonal entries. Finally, we normalize Q such that the diagonal is equal to e (see also [33] and Remark 1.1 and 1.2 in [42] ).
Lemma 4.2 Let Q = [q ij ] ∈ S
n with strictly positive diagonal.
(a) Q is copositive if and only if DQD is copositive where D ∈ S
n is a positive-definite diagonal matrix; if w ∈ R n + is a violating vector for DQD, then v = Dw ∈ R n + is violating for Q. 
(b) Q is copositive if and only if
′ yields the same value as 
so that the vertices for the feasible set of Problem (2.12) for ( 
Hence the result.
⊓ ⊔
Note that we cannot easily transfer the proof of Theorem 2.8 to infer ∆-copositivity of Q from the fact that the optimal value in (4.1) is not exceeding one, since the quadratic function z ⊤ Qz is non-convex, so we cannot control the condition z ⊤ Qz ≤ 1 as z ranges over conv(z 1 , . . . , z n ).
Truncating positive off-diagonal entries
So, after these sign and dominance tests and after normalization we end up with a matrix (again denoted by Q rather than Q ′ ) with unity on the diagonal, all negative entries not smaller than −1, and at least one negative entry per row. In [28] it was shown that a matrix Q with diag Q = e remains copositive if each off-diagonal entry q ij is replaced by min{q ij , 1}. Collecting somehow scattered and implicit arguments in [28] , we construct a violating vector in an explicit way here, apparently for the first time in literature.
Lemma 4.4 Let
with diagonal equal to e and off-diagonal entry q 1n > 1. Then the matrix
+ is a violating vector to M , then
w := { [ max{0, −a ⊤ b}, a ⊤ , 0 ] ⊤ if a ⊤ b ≤ a ⊤ c, [ 0, a ⊤ , max{0, −a ⊤ c} ] ⊤ if a ⊤ b > a ⊤ c
is a violating vector to Q.
Proof Necessity is proved in [28, Theorem 1], while sufficiency is immediate noting that Q is the sum of M and a nonnegative matrix.
Let v be a violating vector to M , i.e.
We therefore obtain
In the case of γ v ≥ 0, i.e., if a ⊤ b ≥ 0 and a ⊤ c ≥ 0, we also conclude
In the case of a ⊤ b ≥ 0 set w 1 = 0 and then with (4.3) w ⊤ Qw = a ⊤ Aa < 0. In the case of a ⊤ b < 0 set w 1 = −a ⊤ b and get with (4.2)
The remaining case a ⊤ c < a ⊤ b can be dealt with by analogy.
⊓ ⊔
In Lemma 4.4, only for notational convenience we selected the corner entries q 1n and q n1 for truncation. Obviously, the same can be done for any positive off-diagonal entry. Hence, additionally to normalizing Q to Q ′ we can truncate all positive off-diagonal entries to 1 in a preprocessing step. Therefore we can even assume without loss of generality that all entries range between −1 and 1, and all diagonal entries equal one.
Spectral preprocessing
If we choose the spectral variant as an undominated d.c.d., we need to know the eigenpairs (λ i , u i ) with u ⊤ i u i = 1. Note that q ii > 0 for some i already implies that Q cannot be negative-definite, so there is a k < n with λ k < 0 ≤ λ k+1 . Hence the next tests are almost for free. In the proof, we need the following notation: with γ + = max {γ, 0}, for any vector u ∈ R n denote by u 
Then any v ∈ P − is a violating vector.
Proof (a) and (d) are immediate; (b) and its variant (c) are essentially shown in [27] , cf. also [7] : let y = u
] . Rather than checking multiplicity of λ n , or the existence of a nonnegative eigenvector to this eigenvalue, it is much easier to check all the vectors u ± i ∈ R n + for i ∈ {1 : k} whether they are violating.
An ω−subdivision branch-and-bound approach
Subdivision and robustification
To begin with, let us recall the procedures in Section 2. If we always obtain case (a ∆ ) in Theorems 2.8 or 2.9 for a collection of simplices ∆ which together cover ∆ s , then we know that Q is copositive, due to Proposition 2.14.
If, however, we arrive at case (b ∆ ) in both Theorems 2.8 and 2.9 for some ∆ in this collection and if the trial point v ∆ defined via (2.14) and (2. \ {w 1 , . . . , w n }, and there is at least one w i such that {w} ∪ {w j : j ̸ = i} are linearly independent.
Lemma 5.1 For linearly independent vertices {w
Proof Let us treat the case v ∆ = v − ∆ ; the other case is completely symmetric. We know v ∆ = V x for some x ∈ ∆ s , so, recalling that e ⊤ w j = 1 for all j, the coordinate sum amounts to
is a convex combination of all w i , since the coefficients of w i are non-negative and sum up to one. Now assumew = w i for some i. Since w j are linearly independent, this means x i = 1 while all other
The assertion about linear independence follows from considering the union
because by assumption ∆ has full dimension.
⊓ ⊔
Numerically speaking, the scaling of vertices w i as in (5.1) with w ⊤ i Q ± w i < ε could be problematic for small ε. Therefore we decided to employ the following robustification step: once this case occurs, we deviate from the undominated d.c.d., by changing from Q ± to a slightly dominated rank-one update, namely Q ε ± = Q ± + εE n . This robustification resembles the usual regularization approach which perturbs Q by adding εI n rather than εE n .
However, unlike regularization, robustification just means an additive shift by a constant and thus does not affect curvature:
Hence this choice will in most cases still be quite efficient and the scaled vertices v i always remain in a bounded region. Variants of this rank-one update approach could also be used for detecting strict copositivity (in (2.12) only replace Q − with Q ε − ), or testing ε-copositivity, a relaxation of copositivity discussed in [14] (in (2.12) only replace Q + with Q ε + ).
The algorithm
In the following algorithm we also accelerate detection by incorporating the LP-based method of Subsection 2.2, applied to ∆ = conv(w 1 , . . . , w n ) rather than to
have been generated from subdividing its predecessor, say ∆ = conv(
are the suitably scaled vertices of ∆). In any case, the quantities r and s for the simplex
Algorithm 1 Copositivity detection by d.c.d. and ω-subdivision
with, e.g., f = Q W + e, denote the solution by x {LP-based test} 7:
if
solve (2.12) and (2.13) {QP-based tests} 10:
if µ Remember that preprocessing guarantees condition (2.11) at the root ∆ = ∆ s , and that also all vertices w generated later are not violating, if the algorithm did not stop before. This explains why in the algorithmic description above, the case (r < 1 and) s > 1 treated in Theorems 2.8 and 2.9 does not occur.
Standard convergence results in branch-and-bound theory, see, e.g. [30, Theorem 3.8] are based on the assumption of exhaustivity. This means that any infinite nested sequence of simplices generated in the course of the algorithm is exhaustive, i.e. shrinks to a singleton. To ensure this with our subdivision strategy, we replace line 15. above in every kth iteration (k to be chosen by the user) with a simple bisection step, halving the longest edge of ∆. This remedy is related to Horst/Tuy's normal subdivision strategy [31] and also turned out to be beneficial from a numerical performance point of view. The above indicated variant of normal subdivision implies that the simplices shrink to singletons [32] . To be more precise: denote the list of subsimplices generated at the lth while loop by L l and by
with the Euclidean diameter diam W (∆ s ) = max {∥w i − w j ∥ : {i, j} ⊆ {1 : n}}. Then under the above assumptions, δ(L l ) ↘ 0 as l → ∞, if the algorithm does not stop. Now we are able to prove exactness of the algorithm for generic Q, as done in [14] for their bisection strategy. Proof First we deal with the case α Q < 0 where Q is not copositive and there is a violating vector x ∈ ∆ s with x ⊤ Qx = −η < 0. We (very roughly) overestimate by L Q the Lipschitz constant for w ⊤ Qw on ∆ s as follows:
and we can choose
Since for all l we have
there is a vertex v of a subsimplex
. If the algorithm did not stop before with a violating vector, then v cannot be violating, because ∆ was generated by the algorithm. We deduce δ(L l ) ≥ δ x . Indeed, otherwise, we would arrive at the absurd chain of inequalities
Hence the algorithm stops at some finite l in this case. Next, if η = α Q > 0, i.e., if Q is strictly copositive, then the sequence δ(L l ) can also not converge to zero, and the algorithm must stop with a copositivity guarantee: indeed, suppose that ∆ = W (∆ s ) has very small diameter and choose any w ∈ ∆. We show that then the LP-based test must establish ∆-copositivity. If this holds true for all ∆ ∈ L l because δ(L l ) is small, we are done. Basically,
Moreover, the LP is always feasible (for any y ∈ ∆ s , the point x = 
for all i ∈ {1 : n}, and the LP test (2.8) works.
⊓ ⊔
Note that, like in [14] , for the boundary case α Q = 0 where Q is copositive but not strictly copositive, we cannot guarantee that the algorithm terminates after a finite number of steps. The next subsection provides a more detailed and quantitative analysis which is independent from the assumption δ(L l ) ↘ 0.
Mainly for concave minimization over a general polytope, there is an advanced convergence theory for ω-subdivision without bisection steps [34, 35] , which does not need the exhaustivity assumption. A similar analysis for the above algorithm may constitute an interesting topic for future research.
Numerical flatness
In numerical practice, one has to decide on the threshold δ on the determinant of the n × n matrix W i with columnsw and w j , j ̸ = i, which determines if the successor
Counting the occurrence of the latter cases (say r δ ) after the algorithm stopped, one may estimate the maximum volume (relative to e ⊥ ) of ∆ s \ Pos(Q), the set of violating vectors, by 
Proof By assumption, we know that all vertices w ∈ {w}∪{w j : j ̸ = i} of W i (∆ s ) satisfy w ⊤ Qw ≥ 0, because no violating vector was found, so that
where L Q is the Lipschitz constant from (5.3). Hence the result follows from (5.4).
⊓ ⊔
So we may start with a relatively large δ and keep track of ν δ and ε δ . Once these bounds on volume (5.5) or on violation (5.6) exceed acceptable values, we can decrease δ (and even restart, resources permitting).
Based on the size of the (not numerically flat) subsimplices also a speedup of the proposed algorithm is possible, if one tries to find a violating vector as fast as possible. Since a violating vector can more probably be found in a larger subsimplex than in a smaller one, we suggest to sort the subsimplices with decreasing size (represented by the absolute value of the determinant of the matrix W i containing their vertices). Additionally, in each iteration (for-loop) one may only consider those submatrices W i for which
for some value of t, e.g. t = 0.1. This means, that in the for-loop of the above algorithm, we consider ∆ ∈ L only if (5.7) is satisfied. The remaining ∆ of the list L which do not satisfy (5.7) are directly moved to the new list L new for the next iteration and are considered in the next while-loop.
Empirical evidence
Besides the numerical examples already presented in the previous sections we apply the proposed algorithm to some test matrices which were already examined in the literature related to copositive matrices and copositivity tests. Most of these instances are known to be very difficult in some sense. In addition, we consider an application, the maximum clique problem.
Small but famous matrices
We choose the following parameters for the algorithm: at every fifth iteration we do a bisection step. A subsimplex W i is considered to be really flat if | det(W i )| < 10 −10 (and it will no longer be considered, not even for (5.5)) and numerically flat if | det(W i )| ≤ 10 −6 . For robustification we choose ε = 10 −6 and in each iteration we check all submatrices independently of their size.
For the matrix
the algorithm presented in [14] terminates after 7 iterations and needs 15 subsimplices. As we determine the eigenvalues in the preprocessing for the spectral d.c.d., this matrix is immediately detected as a positive-semidefinite matrix with eigenvalues 0, 3, 3.
The following test matrices are considered in [33] : In the preprocessing step the last row/column in K 1 is deleted as it is nonnegative. Then the LP-based test recognizes the reduced matrix and thus K 1 to be copositive. [33] also a copositive 10 × 10 matrix is specified. Our algorithm first reduces it to a 8 × 8 matrix by preprocessing, and then detects copositivity by the LP-based test at the root.
In [1] the following copositive matrix is given:
Without any preprocessing, copositivity is detected at the root, by an application of Theorem 2.8. However, by normalizing the diagonal and truncating this matrix as in Section 4, a partitioning of the standard simplex into two subsimplices is required. Then on each of these subsimplices the criterion of Theorem 2.8 applies and hence the matrix is recognized as copositive. This is an instance where preprocessing slightly complicates the process. To avoid this phenomenon, one could run the first one or two iterations without preprocessing, depending on some condition characteristic of the given matrix, and only then use it for numerical stabilization; or immediately try with the two undominated d.c.d.s at the root (recall the d.c.d.s most probably will be different). However, the next example exhibits a positive effect of preprocessing at the root.
According to [41] the matrix Q from (3.3) is copositive but not strictly copositive, i.e. it holds x ⊤ Qx = 0 for some vector x ∈ R n + \ {o}, e.g., for x = [0, 4, 0, 4, 1]
⊤ . For this matrix 16 subsimplices have to be considered. The LP-based sufficient criterion was never satisfied. The number of subsimplices can be reduced to 13 by doing no bisection steps, also not in any fifth iteration. If we apply a bisection in any second step, starting with a bisection -thus reduce the influence of the data-driven ω-subdivisions -we need to consider 42 subsimplices. This was done without truncating positive entries. After preprocessing as in Subsection 4.2, these figures become smaller (14/11/27) . Also the copositive 4 × 4 matrix R obtained by dropping the last row and column of Q is considered in the literature [3, 6, 40] . For R copositivity is already shown at the root via the QP-test according to Theorem 2.8. Note that in [40] 10 tableaus have to be calculated for establishing copositivity.
Diananda [20] showed that every 3 × 3 or 4 × 4 copositive matrix is the sum of a positivesemidefinite and a nonnegative matrix. This does no longer hold for n × n matrices with n ≥ 5. The Horn matrix H, see (3.4) , is an example. The test in [14] for H terminates after 19 simplices have been tested. Our algorithm needs 3 351 subsimplices, and stops after 17 iterations as only subsimplices are left which are numerically flat. The difficulty to detect copositivity of H is due to its symmetry. To illustrate this phenomenon, we perturbed H by adding a matrix of the form P + N randomly generated as described above, scaled with entries in the interval [− ]. The number of subsimplices immediately dropped to an average below 871 (over 30 matrices), ranging between 644 and 1095. However, for the matrix H 3 , our algorithm immediately delivers a violating vector with the help of the QP-tests already at the root. These are two instances prototypical for the widely reported phenomenon that non-copositive matrices are more easily detected than copositive ones, especially those at the boundary of the copositive cone (i.e., Q with α Q = 0). Our approach softens this asymmetry of hardness a bit due to our preprocessing and the cheap sufficient tests.
A copositive matrix Q is called extreme, see, e.g. [26] , if Q = Q 1 + Q 2 with Q 1 , Q 2 copositive, implies Q 1 = αQ and Q 2 = (1 − α)Q for some α ∈ [0, 1]. Examples for extreme copositive matrices are H above [26, p.273 ] and the Hoffman-Pereira matrix [29] :
For this matrix 20 001 subsimplices have to be considered. To break the symmetry, we employed, instead of ω-subdivision, an asymmetric bisection (this means that the longest edge is divided in a ratio different from one; we used 1:4) right from the start and then at every tenth iteration; all other iterations were performed according to our previous description. Then the number of subsimplices is reduced to 12 129. This favorable reduction applied, at a more modest scale, also to the highly symmetric Horn matrix H. Apparently, the algorithm in [14] takes profit from this high degree of symmetry. Indeed, it is easy to see that for Q = H, the data-driven bisection by minimizing φ from (2.17) coincides with the midpoint (t = 1 2 at the root).
Randomly generated instances
In [42] the following empirical test is proposed: 1000 symmetric n×n matrices with unit diagonal and with off-diagonal entries in the interval [−1, 1] are randomly generated for different dimensions n. The copositivity test is performed and then the number of matrices which are copositive, not copositive, or undetermined are counted. For n ≤ 7 according to [42] with their test no matrix was undetermined, for n = 8, eight matrices, for n = 9, six and for n = 10, two matrices were undetermined. With the algorithm proposed here, the copositivity status of all matrices was correctly detected for each n = 1, . . . , 10 as well as for larger dimensions n = 20, 40, 60, 80, 100, 120, 140, 200. For n ≥ 20 all randomly generated matrices were recognized as not copositive without any partitioning. For n = 200, we only generated 100 random matrices. In each of these instances, both QP-tests generated different violating vectors, rescaled to lie in ∆ s , with a distance exceeding 10 −5 (the average exceeds 0.01).
We also repeated the simulation study proposed for the LP-test (see end of Subsection 2.2) with 3000 randomly generated copositive n×n matrices of the form P +N where P is positive-semidefinite and N has no negative entries (1000 matrices for each n ∈ {20, 40, 60}). All matrices were detected as copositive already by preprocessing, or after performing the LP-test or the QP-test on ∆ s . In some [14, 43] and us).
cases a robustification was necessary (in 146 cases for n = 20, in 54 cases for n = 40, and in 21 cases for n = 60 without truncating positive entries, slightly less with truncation as in Subsection 4.2). For monitoring purposes solely, we repeated the run with the same matrices but only using the QP-based tests and achieved the same results. Note that the LP-test demands less numerical effort than the QP-test, and therefore we always start with the LP-test; sometimes this saves time as the slightly more expensive QP-tests no longer have to be applied.
Application: maximum clique problem
Like in [14] we tested our procedure for checking copositivity also on the well known maximum clique problem: given a simple (i.e. loopless and undirected) graph G = (V, E) with node set V = {1 : n} and edge set E, a clique C is a subset of V such that every pair of nodes in C is connected by an edge in E. A clique C is said to be a maximum clique if it contains the most elements among all cliques, and its size ω(G) is called the (maximum) clique number. For a survey of this problem which was shown very early to be NP-complete, we refer to [9] . The maximum clique problem can be reformulated as a copositive optimization problem [10, 19] :
with E n the n × n all-ones matrix and A G = [a ij ] i,j the adjacency matrix of the graph G, i.e. a ij = 1 if {i, j} ∈ E, and a ij = 0 else, i, j ∈ {1 : n}.
In Table 6 .1 the results for some instances of the Second DIMACS Challenge [21] are listed, which are known to be very hard instances for copositive programming because of their inherent symmetry. In view of the aforementioned asymmetry of hardness (α Q < 0 is easier detected than α Q ≥ 0). we focus on lower bounds, as done also in [14] . For instance, the lower bound for Hamming8-2, i.e. the non-copositivity for λ = 127, was shown by the algorithm proposed here in about a second in the preprocessing step (Lemma 4.5 applied). For all instances, we chose the parameters as in Subsection 6.1 and we put t = 0.1 in (5.7).
In [43] it is proposed to consider in addition smaller maximum clique test problems. For these, we report in Table 6 .2 the lower bound λ, and the number N of tested subsimplices (N = 0 represents a successful result already in the preprocessing; otherwise we chose t = 0 in (5.7) here). For several test instances also the copositivity of λ(E n − A G ) − E n for λ = ω(G) could be shown, but frequently we had to stop the procedure (after more than 10 minutes) before obtaining any result. In [43] for many more instances copositivity was shown but with much larger computational time (quite often around 40 minutes, in one case even more than 400 minutes).
For Hamming4-4 (16 nodes) copositivity for λ = ω(G) = 2 was established after one subsimplextest (as compared to 511 in [43] ). The procedure also successfully determined λ = ω(G) for sanchis20 (20 nodes) after 8 139 subsimplices (as compared to 25 204 809 in [43] ) and for sanchis22 (22 nodes) after 5 921 subsimplices (57 308 615 in [43] ). But for showing copositivity for λ = ω(G) = 6 in the Jagota14 instance (14 nodes), 30 777 (as compared to 323 621 in [43] ) subsimplices had to be tested. Table 6 . 2 Smaller maximum clique problems from [43] : N subsimplices generated when testing λ(En − A G ) − En.
Conclusions and outlook
Based upon a difference-of-convex decomposition of a given symmetric matrix Q, we propose an algorithm to detect copositivity of Q which combines LP and/or convex QP technology with spectral information. Three apparently new copositivity tests are presented, and we show by example that all three tests are a priori needed. The resulting algorithm either provides a guarantee for copositivity, or delivers a violating vector as a certificate for non-copositivity. To exploit the present algorithm in context of general (mixed-binary) QPs, and likewise of general copositive programs, to escape from inefficient solutions, remains as a topic for future research.
Empirical evidence suggests that our algorithm is remarkably powerful in detecting violating vectors, or copositivity, as long as there is not too much symmetry. The simulation results make us believe that almost all matrices Q = P + N , where P is positive-semidefinite, and N has no negative entries, will be detected quickly (sometimes without invoking any optimization procedure) as copositive, with an effort which is by far exceeded by that of using SDP solvers, which would be the current technology to deal with such matrices. We also saw that breaking symmetries or perturbing may reduce the number of subproblems generated. Last but not least, aiming at numerical stability, we have provided a concise collection of different preprocessing steps, most of them scattered in the literature, but so far without a focus on constructing violating vectors.
