Deep neural networks have shown superior performance in many regimes to remember familiar patterns with large amounts of data. However, the standard supervised deep learning paradigm is still limited when facing the need to learn new concepts efficiently from scarce data. In this paper, we present a memoryaugmented neural network which is motivated by the process of human concept learning. The training procedure, imitating the concept formation course of human, learns how to distinguish samples from different classes and aggregate samples of the same kind. In order to better utilize the advantages originated from the human behavior, we propose a sequential process, during which the network should decide how to remember each sample at every step. In this sequential process, a stable and interactive memory serves as an important module. We validate our model in some typical one-shot learning tasks and also an exploratory outlier detection problem. In all the experiments, our model gets highly competitive to reach or outperform those strong baselines.
Introduction
The development of machine learning has brought great progress in the field of artificial intelligence. In particular, with extensive practice of neural network methods, many domains reach a new high, and, to our delight, some tasks have achieved the level of human beings. For example, neural machine translation (NMT) is so successful that for some language pairs it approaches the quality of human translators [1] . Speech recognition technology has achieved a word error rate (WER) of only 5.9%, which is similar to what human transcribers are able to achieve [2] . In the field of computer vision, many works have been done to eclipse the abilities of people to classify objects defined in the ImageNet challenge [3] . However, despite those breakthroughs in the applications with deep neural networks, for the purpose of artificial general intelligence, it is still very far away. One setting that presents a persistent challenge is that of one-shot learning or small-sample learning.
Humans exhibit a strong ability to acquire and recognize new patterns. In particular, when presented with stimuli, people seem to be able to understand new concepts quickly and then recognize variations on these concepts in future percepts [4] . The process of learning new concepts by human is so efficient that we may utilize or imitate some mechanisms in it to expand the capacity of neural networks and fill the gaps with human intelligence.
Two approaches to learn concept in psychology are called concept formation and concept assimilation respectively. Concept formation means the method that key characteristics of things of the same kind can be discovered by learners from the various examples of similar things. Concept assimilation means the way that learner uses the existing concepts in the cognitive structure to understand the new concept. To put it in the context of machine learning, concept formation is akin to supervised learning, which recognizes a pattern after training of abundant data. Unfortunately, most successful neural networks are based on feeding of hundreds of examples and could only achieve good performance in the test dataset which is independent identically distributed with the training one. When new data is encountered, these models must inefficiently relearn their parameters to avoid the catastrophic performance [5] . Concept assimilation is similar to the scenario that the approach trained from the training dataset is able to learn new patterns quickly and even directly recognize them as new concepts. And in some ways, concept assimilation is also similar to meta-learning, learning to how to learn patterns.
In this paper, we present a novel neural network with memory module which is motivated by the process of human concept learning. The training procedure, imitating the concept formation of human, learns how to distinguish samples from different labels and to aggregate samples of the same kind. In test phase, the network will face new samples which have no overlap with the training dataset in both samples and even labels. In order to better utilize the advantages originated from the human behavior, we propose a sequential process for our network to decide how to remember the sample at every step. In this sequential process, a stable and interactive memory serves as an important module.
We demonstrate that our model is capable of learning concepts from the frequent patterns and also mastering the method to represent the unknown ones which have never been seen. We evaluate our model on the well-known one-shot learning task Omniglot, which is the dataset with explicit one-shot learning evaluation [6] . In this character-level visual concepts learning task, we get similar performance with the highly competitive works. Additionally, we evaluate our model on the speaker recognition task, which usually has a setup to test on the unknown speakers. Compared with those baseline methods, our model gets similar or better performance and shows gratifying adaptability.
Finally, we explore the outlier detection ability of our model to test how to evaluate related works with a more human-like approach.
Sequential Process to Form Concepts
Just like people study and learn as time and events go on, the whole process of our learning model is also based on a sequential process. At present, sequential process or sequence learning methods get much popularity in neural network based models [7, 8, 1] . Take neural machine translation as an example: its architecture typically consists of two recurrent neural networks (RNNs), one to consume the input text sequence and one to generate translated output text [1] . One of the benefits of sequential NMT lies in its ability to obtain history information when it makes prediction at every step. Compared with statistical machine translation, NMT sidesteps many brittle design choices such as word alignment, which usually produces a result by the original word alone but not in a semantic context. Actually, for the task like one-shot learning, there have been some methods built on a setup of sequential process. In the paper from Santoro et al. [5] (hereinafter dubbed MANN), the authors present a form of episode for the model to learn the representation of each sample and also a mechanism to bind each sample to its class correctly. In one episode with length of T, a dataset
is given as a sequence. At each step τ , the model, along with a memory module, gets the history subsequence {(x t , y t )} τ −1 t=1 and a single sample x τ to make prediction about how to store it in the memory module. Beyond that, Kaiser et al. [6] present a long-life memory, and the whole learning process is based on this memory which stores representation of past samples and their labels.
In our work, we adopt a setup like the episode in MANN. This sequencebased setting, in our view, gets some advantages: (a) the history information could form various states, and these different states could make fully use of the training dataset through diverse permutations and combinations; (b) the sequential process is close to the way of human to form concepts and learn things, and this setting could better simulate this human-like behavior. In Section 4, the proposed setting would be further explained in detail.
Related Work

One-shot Learning
In recent years, research into one-shot or few-shot learning is fairly compelling and has received widespread attention by the machine learning community. Compared with the limited speed of development within the first decade, one-shot learning and some related works, such as meta-learning and transfer learning, have come into a new period.
The earliest and infrastructural work originates from the work by Li et al. [9, 10] . In those works, the authors developed a Bayesian framework to model the generation of data and to conduct one-shot image classification using the premise that previously learned classes can be leveraged to help forecast future ones when very few examples are available from a given class [11] . After a series of explorative works, Lake et al. [4] introduced a generative model of how characters are composed from strokes, where knowledge from previous characters helps to infer the latent strokes in novel characters. And they introduced the Omniglot dataset suitable for large scale concept learning from few examples, which has become a standard to test one-shot learning and related works.
Especially since 2015, several successful approaches for one-shot classification have been built and demonstrated good performance with specialized neural network architectures. Koch et al. [11] employed a Siamese network that was trained to rank similarity between inputs and predict whether two images belong to the same class. Vinyals et al. [12] learned an embedding function and used cosine distance in an attention kernel to judge image similarity. Snell et al. [13] employed a similar approach to Vinyals et al. [12] , but used Euclidean distance with their embedding function [14] . Those works aim at building a more general function to get better representation of the dataset even when the data is from unknown distributions. After getting the representation, some metrics have been applied to calculate the similarities. Besides, as mentioned in the Section 2, there has been several works [5, 6] using specific memory modules to save the class-dependent history information for the latter samples to decide which class is the most similar one.
Besides the common experiments and tests towards images, in our work, we make some attempts towards the speech field. In speech field, there have been some works [15] to test the dynamic classification problem toward kinds of tasks. Here we take the speaker identification problem as the point to test the learning of new concepts.
Memory-Augmented Neural Networks
In fact, neural networks based approaches were born with a very close relation with memory. For almost all classification tasks and advanced generation tasks, the networks are trained to form a set of fixed parameters to store the information of distribution in training dataset. That is to say, the parameters themselves are solid memories.
With the vigorous development of deep learning and neural networks, different memory-augmented models have been heavily studied. According to the different forms of existence, we conclude them into three types: built-in implicit memory, built-in explicit memory and long-life memory.
The built-in memory refers to the memory formed from current training samples (usually current mini-batch) while the long-life memory means a lasting memory module in the whole training process. The different kinds of recurrent neural networks are the typical built-in implicit memories. In recurrent networks, the state passed from one time step to the next can be interpreted as the network's memory representation of the current example. Moving away from this fixed-length vector representation of memory to a larger and more versatile form is at the core of these methods [6] . Compared with the built-in implicit memory whose memory is the latent and inherent state of the network, built-in explicit memory gets a more definite structure that it usually declares a module of sequential vectors or a matrix as memory to store information. Contentbased or position-based addressing algorithms are most common to load history information from these memory modules. Neural turing matching (NTM) [16] and memory networks [17] are representative models in this category. In NTM, Graves et al. augmented a recurrent neural network with a computing-inspired memory component that can be addressed via queries. Sukhbaatar et al. [18] present a similar augmentation and show the importance of allowing multiple reads and writes to memory between inputs. These approaches excel at tasks where it is necessary to store large parts of a sequential input in a representation that can later be precisely queried. The end-to-end memory network [19] is also of this kind. It presents a novel recurrent neural network architecture where the recurrence reads from a possibly large external memory multiple times before outputting a symbol. In addition, the MANN belongs to the built-in explicit memory, which varies according to different episode.
In the one-shot learning task, Kaiser et al. [6] introduced a long-life memory module. This module enables one-shot learning in a variety of neural networks.
As the network is trained, the memory increases and becomes more useful without the need to reset it during different training samples.
In addition, besides these two main tasks, there are some other works getting some relations with our proposed method. For example, Mirza and Lin [20] proposed a meta-cognitive online sequential extreme learning machine for class imbalance and concept drift learning task. Moreover, Zhang el al. [21] proposed a novel iterative two-stage dual heuristic programming framework to solve the similar situation towards the discrete-time switched nonlinear system, which may provide some referential solutions for computation systems.
Our Approach
In our work, we use a sequence-based model to conduct the choices of different samples when facing different states. Our work is motivated by the process of human concept learning, so we design the model by the following intuitions:
• Humans manage to remember objects from same class to form a definite and unified concept when the label is told. x :
Summed Reward
Back-propagation with Policy Gradient • Which known concept to accommodate a new sample is mainly depending on the label of the new sample, even when the appearance of it differs from the old ones completely.
• When a new sample is shown but without knowing its label, people prefer to cognize it with the experience of the known concepts. But it does not mean that just to bind the new sample to a former concept, and it may also sometimes form a totally new concept.
General Framework
To put it simply, the whole process of our model seems like a neural clustering algorithm. The specialties lie in that the training process of our model is weakly supervised via some reward and punishment rules and the features of data are learned from the clustering process. As mentioned above, we adopt a setup like the episode in MANN [5] . Consider an example in Figure 1 . The model within an episode is structured as follows.
1. There is a sequence of data samples represented by
, and y t is the class label for x t . In the task of visual concept learning, x t could be the matrix of raw pixels of one image while y t could be a vector mapped from the label of x t with size of l label . When the label of x t is unknown or not provided, we set y t to be a zero vector. is an integer to record how many samples have been stored in this slot.
3. The initial state of the memory M is empty. All the elements in this memory is set to be zero. And the first sample should enter the memory completely randomly through our algorithm.
4. At step τ , the network gets two inputs: memory M and current sample (x τ , y τ ). Then, the network here first plays a role of embedding function F to embed the sample as follows:
In Eq. 1, in fact, the network only embeds the x τ through its parameters and structure, so there exists F (x τ ) = h τ . In addition, Cont means the operation to concatenate the hidden vector h τ and the original label vector y τ . We unite the embedded sample F (d τ ) and the memory M to call them a state S τ . Facing this state, our model needs to take a policy π(S τ ) to decide which slot of the memory should been chosen to store the hidden embedding F (d τ ) of this sample (x τ , y τ ).
5. Once the process is done, all the samples in this episode would be stored in the memory M. And we could quantize the formation process through some standard. For instance, if all the samples clustered perfectly, which means each class in this episode has been merged into only one slot, then the reward should be very generous.
Memory Update
Despite that kind of element-wised memory saving every single sample into one position, all the reused memories face a problem about how to update its content. Because there will be some samples to write into occupied positions.
Our work adopts a brief method to update the memory. As illustrated in Figure 1 (b), we only update one slot at every step. So the two crucial problems here are: (1) where to save the new sample, (2) how to write into the chosen slot.
For the former problem, we use a design to synthesize the similarity of hidden embeddings and label vectors. This method works as a two-channel attention network. Assume that m i is the i-th slot in memory. Then the policy π(S τ ), also a probability function P, decides which slot to store.
In the training phase, the model choose the slot as the obtained probability distribution while the test phase chooses the action with largest probability.
In Eq. 2 and Eq. 3, att(·) means the attention function to calculate the score between this sample and memory slot m i . And att h (·) means the attention over the hidden embedding part while att y (·) is the attention of the label vectors part.
In Eq. 3, λ is the switch to choose whether to attend via hidden embeddings or label vectors. In practice, we could meet some samples with or without knowing their labels. When a sample x τ is provided with y τ , the network prefers to choose the slot whose label vector is closest to y τ . When the true label is not provided, we set y τ to be zero vector, then the policy is executed totally based on the sample's content. This setup is quite natural because we human do assimilate a new sample with its homologous concept in memory directly. Assume that we have known some species of aves but excluding penguin, when a penguin is encountered and told as a kind of aves, we will expand this concept, although penguin is quite different with the former concept. We believe this "supervised"
process is crucial to form cognition and key features of one concept, especially when the concept is not so solid.
For the problem of how to save new sample, we update the chosen slot by taking average of all the history samples saved in it. And the counter of this slot will add one as a matter of course. This process could be concluded as follows.
Training Methods
The sequence-based setup in our work provides a superexcellent scenario to use deep reinforcement learning (DRL) method. From above description, we could easily collect key elements to use the DRL algorithm.
In a DRL task, the network (as agent) would take action to change the state of environment and get corresponding reward. The action is based on policy π(S τ ), which usually choose action according to the probability distribution in training and exploration phase and choose the action with maximum probability in test phase.
As mentioned in Section 4.1, in our work, the state could be set by combining F(d τ ) and memory M. The policy π(S τ ) is a two-channel attention model.
After taking action to choose which slot to save at one step, the memory will be changed and the next sample will be loaded to form a new state. The reward is set on purpose to encourage to form a "perfect" cluster, which means all the samples belonging to the same class will be aggregated into one slot without any error, and different classes get their own slots.
In our model, we use the REINFORCE algorithm [22] , a method from policy gradient in reinforcement learning, to learn a policy by optimizing the long-term reward from ongoing sequential samples in an episode. The parameters gain gradient as follows.
Where a is the action to take (which slot to save), R(s, a) is the reward when taking action a in state s. S is the state space while A is the action space.
1
To summarize, in one episode, the flow of the framework could be concluded as follows:
1. Start stage. The first sample, faced with an empty memory, will be put into one slot randomly according to the equal probability over all the slots calculated from the attention function.
2. Middle stage. In the following middle stage, the samples will be given iteratively. At every step, the attention function will output an probability distribution over all the slots to serve as the score for this current sample to choose. In training phase, the model takes the action according to the probability distribution. In test phase, the action with maximum probability will be chosen. After taking the action, an immediate reward at this step will be given by some rules based on the label of this sample and the states of the memory.
3. Final stage. For the last sample in this episode, after the action of it, the final reward will be given according to the whole states of the memory.
In the training phase, the final sample may face a chaotic memory while in test phase, owing to the known information about all the samples from start stage and middle stage, it usually faces a perfect cluster. More details about the process in test phase within one episode will be shown in following section about experiment.
The setting of rewards is a bit tricky. At the very start, if one episode forms perfect clusters, we only set the final step of an episode to gain a large reward while the former steps are all set to 0. But we find this obvious preference get many difficulties in sampling the right path, especially when the length of the episode is long 2 . After kinds of attempts, we take a loose condition to initialize our model. Under this condition, we use the episodes with fewer kinds of labels (e.g. 2) and shorter length (e.g. 3) to pre-train the network so as to relieve the difficulty in finding the right path directly with longer episode. In the middle of one path, we only set punishment that, at every step, when the action puts the sample into an unused slot, we set the reward of this step to -1 to encourage the aggregation of the samples. When the action puts the sample into an used slot which has sample from different class with it, the reward will be -3. By contrast, at the final step, if the samples in this episode clusters perfectly, we set the reward to be a large positive score (in our experiments, we set it to be 100) to promote this selection of the path. Finally, We add up all the rewards from the beginning to the end of one episode without discount to serve as the scores for this episode with the chosen path.
The selection of rewards are based on some empirical observation. To be specific, the large score with the perfect result is not so steadfast. In the experiments, we find that the reward of 20 also works well in training with the short length (under 5). However, the large reward promotes the speed of converge.
With the increase of the episode length, this phenomenon becomes more significant. Moreover, the negative reward in the middle stage is not necessary, but it will prevent the samples to aggregate together. At the beginning of the training process, this setting could avoid the frequent occupation of empty slots, which accelerates the training to a certain extent.
Experiments
In this section we describe the results of many experiments, comparing our model against many strong baselines. Following the original intention from human concepts learning process, the experiments we set are like a way to test our model about the performance towards concepts learning efficiency, especially the new concepts. Based on this idea, the first two of our experiments revolve around the same basic task: a N -way k-shot learning task. Each method is provided with a set of k labelled examples from each of N classes that have not previously been trained upon. The task is then to classify a disjoint batch of unlabelled examples into one of these N classes. Thus random performance on this task stands at 1/N . We compared a number of alternative models, as baselines, to our work. Besides the popular and standard few-shot learning tasks,
we also go further to analyze the zero-shot task with our model, attempting to explore the gap with real human intelligence.
We ran one-shot experiments on two data sets: Omniglot image classification set and Fisher speech dataset to learn the concepts about different speaker identities. It is worth to mention that the popular N -way k-shot learning tasks actually is a nearest-neighbor classification method to bind the unlabelled new sample to its nearest single one. To be more specific, in the test phase, the N -way k-shot learning tasks is organised as follows. This method is adopted widely in many works such as [12] , [11] , [4] and [13] .
Using this setting, the N -way k-shot learning accuracy is depend entirely on the embedding of the single samples.
Different from the nearest single sample, memory-augmented methods may involve fusion of various samples, the classification basis is not just comparing similarities between single samples but clusters. In our work, during the test phase, the pre-given samples will be stored into the memory one-by-one. Owing to the known information about their labels, this storage process is quite confident to form perfect clusters. And the final sample with no information about its class will be classified into the most similar slot and gets its predicted label. Compared with those methods to judge according to single samples, this setting may bring more difficulties but also better scalabilities.
Basic Attention Methods
The aim of our model is to build an unified model with adaptability and flex- . From non-parametric methods, we tested dot production, cosine similarity and Euclidean distance.
Unfortunately, in our experiments, we find the parametric approaches are very hard to train through RL frameworks. And we find Euclidean distance is the best in the non-parametric methods. So we finally choose Euclidean distance as our att h function in all our tasks. We think these difficulties in parametric methods may due to the specificity about the training process in one-shot learning task. To be specific, there gets no any fixed training dataset but massive episodes sampled from the random permutation of different known samples. The network with parametric attention methods may be led by the gradients to focus on the last attention parameters rather than the basic feature extraction part.
And unfortunately, the massive randomly sampled episodes aggravate the diffi-culties in training the feature extraction network. In contrast, non-parametric methods gets better generalization by concentrating on the basic networks to extract some common hidden embedding from those images.
For the label vectors attention function att y , we want to build an algorithm to identify whether two label vectors are same or not. In many memoryaugmented methods, this judgment is crucial, but most of them are rule-based and not differentiable. In our work, we used a RNN to measure consistency between two label vectors. To be specific, we used one standard Gated Recurrent Unit (GRU) layer and a fully connected layer as our attention function, which gets the difference value between two label vectors as input and outputs a scalar.
We chose the RNN architecture because it could also be used with an extended input vector, which means the trained model could also adapt to another task even the new task get much more classes of samples (so label vectors may be longer).
We tested this idea through a simple experiment. First, we set the number of training labels to 10 and each of them is transformed to an one-hot vector with size of 10. Then we generated sequences with those vectors and trained the RNN based attention function att y through our framework till convergence.
Finally, we tested the 5-way 1-shot accuracy of new label vectors. The new labels got a total number of 30,000 and we transformed them in to vectors with size of 15 based on their binary formats. The 100% accuracy of this experiment proved that our design is efficient. And more important, it guarantee the almost complete accuracy when the label of the samples is given.
Character-level Visual Concepts Learning
Omniglot consists of 1,623 characters from 50 different alphabets. Each of these was hand drawn by 20 different people. The large number of classes (characters) with relatively few data per class (20) makes this an ideal data set for testing small-scale one-shot classification [12] . Following [12] and [6] , we resized all the images to 28×28 and we augmented the data set with random rotations by multiples of 90 degrees and used 1,200 characters for training, and the remaining character classes for evaluation. By our experimental comparison with the original data set, the rotation operation prevents the network from overfitting remarkably. That the totally same network and setting result in an obvious one-shot accuracy gap, from less that 75% to almost one hundred percent.
We used a simple yet powerful CNN as the embedding function in this taskconsisting of a stack of two modules. The first one is two 3×3 convolution layers with 128 filters, a batch normalization [24] , a ReLU non-linearity [25] and 2×2 max-pooling. The second module is much like the first one, except that the number of filters is 256. Then, two fully connected layers with dimension 300, a ReLU activation function and an intercalary batchnorm layer are used to form the final embedding. The whole CNN network serves as the embedding function F in this task. The output of the last embedding layer is used as stimulation to our memory module and the label of the nearest slot returned by the memory is used as the final network prediction. Due to the similar episode-based sequence structure, we first compare our work to the MANN with totally the same setup and evaluation method. After training from episodes whose length is no more than 15, we test our model on episodes with length of 50. In each episode, 5 unique classes are randomly chosen from dataset. At every step of the episode, our model is used to output the prediction label, and this results from thousands of episodes are collected to form the evaluation result. Results comparing the MANN and baselines to our model are shown in Table 1 .
For all the few-shot accuracy, our model outperforms the baselines. We think the advantages may originate from several aspects. For example, the CNN-based model used in our work may better extract the features from the images rather than the LSTM used in MANN. In addition, the clusters formed in the memory slots are quite stable, which may avoid the influence from some special samples. Beyond these differences, both our model and MANN manage to learn not only the embedding function of samples but also the operation to bind the new sample with the memory component. And this operation is achieved by Kaiser et al. [6] through man-made rules. Table 2 .
For both 1-shot and 5-shot, 5-way and 20-way, our model gets comparable performance with the highly competitive methods. This result proves that different classes in test data set are well-distributed in the hidden space through our network. Samples from same class tend to gather and different class tend to be far away from each other.
Concept Learning of Speaker Recognition
From the beginning of our work, we plan to build an unified framework to strengthen ability to learn kinds of different concepts. Thus, besides the widely adopted Omniglot visual dataset, we also did some experiments towards speaker recognition task.
The Fisher database was used in our experiments. The training and evaluation datasets are presented as follows.
• Finally, these features are used for training the widely used i-vector system as baseline, and another Softmax classification network is also used to compare our model. The softmax model has an identical CNN embedding structure with our model and an additional softmax layer to class the training data.
• Evaluation set: It consists of 350 male and 350 female randomly selected speakers. There is no overlap between the speakers of the training set and evaluation set. But all the operations are identical to training set.
In detail, we use the same CNN-based network to serve as the embedding function without changing any setup. Further, the attention network att y used over label vectors is directly transplanted from the trained RNN network in
Omniglot experiment without any adjustment. The only difference is that the length of the label vectors increase to 15 from 10
After training this speaker network, we also use the N -way k-shot accuracy used in Omniglot to compare different methods. The result is shown in Table   3 . Table 3 : 5-way 1-shot and 5-shot evaluation accuracies (%) in Fisher dataset. The entire i-Vector system was trained using the MSR Identity Toolbox. We tested many non-parametric metrics to get the accuracies and report the best one with cosine similarity. The duration of one sample to learn the embedding function is very short that we get only 0.4 second rather than 3∼10 seconds in many other works [29, 30] . (3) The total time of a speaker is also very restricted. (4) The embedding network we used is not specially designed but the same structure with Omniglot task, which may be better suitable for images.
However, even with a relatively small scale, the trends are well reflected.
The results of our model also show obvious superiority over baseline models.
Compared with the Softmax network, though the embedding method is same, our model could use the relations between different samples to train an embed-ding function with better generalization ability. This proves once again that our framework gets the ability to learn a well embedding method for different tasks.
Outlier Detection Test
In Section 5.2, we allocate label vectors of the seed samples to guide the model to focus on completing the N -way k-shot tasks. Although this trick is useful, it may avoid the important problem about outlier detection (in MANN, this problem is called zero-shot learning). Actually, in almost all the one-shot learning works, this problem has been sidestepped. However, this ability deserves to be discussed.
Humans are so intelligent that we could not only recognize newly acquired concept but also determine whether a sample is a totally new concept or not.
Mapping this task to Omniglot dataset, the zero-shot learning means sometimes the model should judge a sample to belong to none of the provided classes. In our framework, zero-shot learning means storing a sample with unseen class successfully into an empty slot rather than an occupied one.
In fact, the episode setup in our work gets a natural circumstance to conduct zero-shot classification. In each episode, there are certain samples whose label has never shown before. At these steps, a well-trained network should be able to put these samples into an empty slot in memory without knowing their label vectors. Actually, in our general framework, our model gets the aim to finish both zero-shot and few-shot tasks. But in practice, we find the few-shot abilities and zero-shot get some kinds of contradiction.
As shown in Figure 2 , we use the well-trained parameters in few-shot tasks to initialize the networks in zero-shot tasks. In zero-shot task, all the labels of samples are not provided, so the whole policy to choose the slot is only determined by the content of the samples. Just at the beginning, the zeroshot accuracy increases dramatically and the accuracies of few-shot learning decrease with similar trends. There are no major surprises in these results:
to avoid choosing a wrong used slot, the network prefer to put most samples into an empty slot, this tendency results in an obvious improvement of zero-shot accuracy and deterioration in few-shot tasks. Finally, after competition between these two directions, the network reaches a trade-off. To compare different methods quantitatively, we calculated the F1 score from zero-shot and one-shot accuracy. F1 score is the harmonic average of the precision and recall used in statistical analysis, where an F1 score reaches its best value at 1 and worst at 0. Here we use this measure to test the performance for different models to handle both the 1-shot learning and outlier detection (0-shot learning). As shown in Table 4 , our model finds a better way to balance the two directions than other memory-augmented models.
Error Analysis
After getting the trained model, we could find that there are some typical unsuccessful situations deserved to be discussed. In our experiments, compared with other works equally, the labels of pre-given samples before the final stage are all known. If we set the whole process in an episode decided by the content of the samples without knowing the label information, more problems could be observed. During one episode, there is unlikely to make wrong action in the beginning. Because every slot is empty and the network calculates the score over each slot and gets the exactly same probability for all the slots. After the storage of the initial sample, the following actions may bring some risks. After the observation of the wrong actions, we find that the most frequent situation lies in that the appearance of a new class. When a sample is the first from one specific class in this episode (but not the first one of the whole episode), its right action is to take one empty slot. However, with a certain probability, it may get a higher score over the existing samples stored in memory compared with the zero vectors in those empty slots, although the score is actually very small. If this wrong action happens, the following steps would be messed easily. Actually, this typical problem is easy to be fixed to set some hand-written rules, such as setting a threshold. However, for our framework, we construct the whole process with algorithm itself. From the viewpoint of human behavior, the whole brain learns new concept quickly and precisely without any higher guide. Different from some other works, we manage to weaken the influence of artificial work, although it may bring some errors.
Discussion and Future Work
In this paper we presented a new memory-augmented neural network architecture that can be used for learning simple concepts. There are some main contributions in our work. Firstly, at the modelling level, we combine the machine learning classification problems with the human concept learning process, inspired by which we set up a sequential process to direct the methods of how to learn embedding of samples with better generalization. Secondly, we use a memory module to simulate a diverse environment and we also provide a deep reinforcement learning method to successfully train our model. With this module, different classes of concepts get more liable to be away from each other and the samples of same kind tend to gather, which improves the storage efficiency.
Further, we explore a new task to measure few-shot tasks among related works.
Although the performance achieves the level approximating the highly competitive methods, there still are some challenging problems. In this paper, each "concept" gets only a single form as image or voiceprint. In reality, most concepts are formed via different modes. We recognize a person through mixture of appearance, voice and even behavioral pattern. In future, we will try this multi-modal concepts formation task, hoping to contribute one step for further general intelligence.
