Abstract There has been major progress in recent years in statistical model-based pattern recognition, data mining and knowledge discovery. In particular, generative models are widely used and are very reliable in terms of overall performance. Success of these models hinges on their ability to construct a representation which captures the underlying statistical distribution of data. In this article, we focus on count data modeling. Indeed, this kind of data is naturally generated in many contexts and in different application domains. Usually, models based on the multinomial assumption are used in this case that may have several shortcomings, especially in the case of high-dimensional sparse data. We propose then a principled approach to smooth multinomials using a mixture of Beta-Liouville distributions which is learned to reflect and model prior beliefs about multinomial parameters, via both theoretical interpretations and experimental validations, we argue that the proposed smoothing model is general and flexible enough to allow accurate representation of count data.
Introduction
Many pattern recognition, computer vision and data mining problems can be formalized as data classification problems.
Given a set of observations composed of input (for instance, the features representing a given image or text) and output variables (i.e. the class label), the main goal is to learn the relationship between the inputs and outputs to assign new observations into one of the data classes. Many classification approaches have been proposed in the past. Be it pattern recognition, image processing, computer vision or any other area, approaches to classification depend heavily on the type (ex. discrete, continuous, mixed, sequence, etc.) of the generated data that we would like to analyze [1] [2] [3] . Compared with count (or frequency) data, continuous data have received more attention by the pattern recognition community. Count data appear naturally, however, in many applications such as statistical natural language processing where the goal is generally to determine the likelihood of word combination from its frequency in a given training corpus [4] , text classification which is mainly based on the frequency of words (i.e. bag of words representation) [5] , images representation via visual words [6] , texture classification using textons [7] or cooccurrence matrices [8] , and protein classification [9] . The dominant approaches in these cases have been based on the multinomial assumption which may cause severe practical problems and unreliable model's parameters estimates, especially when the data are sparse.
parameters to exploit the conjugateness of the family of Dirichlet distributions to the multinomial. However, this approach has also its own drawbacks. Indeed, the effective use of this smoothing method requires the choice of the smoothing parameters. When insufficient smoothing is done, the resulting parameters estimate can be too rough. On the other hand, excessive smoothing can compromise the modeling of the data. The choice of the smoothing parameters is generally left to the expert experience or prior opinion. A better approach is to be able to choose the amount of smoothing automatically from the data by letting the data speak for itself as shown in our previous works [14] where the prior knowledge, modeled via Dirichlet mixtures, and the statistical data are combined to estimate the smoothing parameters. Despite the fact that the consideration of the Dirichlet as a prior to the multinomial has dominated the research literature, recent studies have shown that this choice is inappropriate in several applications. Indeed, the Dirichlet has the unfortunate property that its covariance matrix is always negative [15] [16] [17] which may compromise the modeling capabilities in practical situations.
In this paper, we propose and discuss a new method to overcome the Dirichlet assumption's shortcomings. Our approach is based on the consideration of the Liouville family of distributions, which includes the Dirichlet as a special case, and from which we select the Beta-Liouville distribution. Like the Dirichlet, the Beta-Liouville is conjugate to the multinomial. However, it has a more general covariance structure than the Dirichlet which makes it more useful in real-life applications. A mixture of BetaLiouville distributions is taken then to describe our prior beliefs about the multinomial parameters with the ultimate goal to smooth the final estimates and to achieve good generalization. The choice of mixtures is justified by the fact that these models are a powerful probabilistic representation and their merits have been firmly established via intense research activity [18] . However, there are a certain number of problems to resolve when using them namely the accurate estimation of the parameters and the selection of the appropriate number of mixture components. Given our multinomial model and the Beta-Liouville mixture prior, we learn the model following an empirical Bayes approach by integrating out the multinomial parameters. Then, the prior hyperparameters are computed via a generalized expectation maximization (EM) algorithm which includes a gradient descent step. The selection of the optimal number of components is performed using the minimum description length (MDL) criterion.
We had several goals in carrying out this research. The first was to investigate the Liouville family of distributions as a prior to the multinomial family as explained above. In this work, we additionally investigate the problem of count vectors classification via support vector machines (SVM). In this case, classic kernels cannot be applied and the common recent practice is to consider the so-called hybrid generative discriminative approaches by generating SVM kernels from the generative model at hand. These approaches are attractive for allowing for integrating problemspecific background knowledge about the particularity of count data feature space and for efficiently combining the advantages of both discriminative and generative approaches and then getting the best of both worlds.
The rest of this paper is organized as follows. Section 2 describes the background for this work, briefly surveying the most widely used smoothing approaches and presents in sufficient details a new smoothing technique based on Beta-Liouville mixture models. In Sect. 3, we propose an approach to learn the smoothing parameters related to our mixture model. Section 4 is devoted to the experimental evaluation through a set of challenging applications namely texture classification and object recognition. Section 5 draws some conclusions and discusses issues for further research.
The model
In this section, we shall discuss the problem of multinomial estimates smoothing within a unified framework and we shall propose a new smoothing approach based on Liouville mixture models.
Background
Let X ¼ X 1 ; . . .; X N be a set of frequency (or count) vectors representing N textual (or visual) documents where X n ¼ ðX n1 ; . . .; X nV Þ; X nv denotes the frequency of feature (ex. word, visual word, etc) w v occurrence in document n among the set of features (ex. vocabulary) V ¼ hw 1 ; . . .; w V i: V denotes the total number of features (ex. total number of words in the vocabulary). A given vector X 2 X is generally considered to have a multinomial distribution with parameters p ¼ ðp 1 ; . . .; p VÀ1 Þ:
where p v [ 0 denotes the probability of observing the particular vth feature w v in the document represented by X;
It is noteworthy that Eq. 1 is based actually on the well-known naive Bayes assumption for which a lot of work has been done in the past (see, for instance [19, 20] ). The usual estimator of ðp 1 ; . . .; p V Þ; commonly called the vector of observed proportions, is given by
Many studies, however, have shown that this estimator is ''poor'' especially in the case of large sparse data, where the number of features is high. In this case, the frequencies can be small 2 and then the observed proportions will tend to zero. The usual approach to tackle this problem is to smooth the estimates by adding a certain value to the different frequencies in the vector X: For instance, the author in [21, 22] suggests adding a 1 2 count to every frequency. In an earlier work, he suggested adding a count of one to every frequency [23] . The same suggestions can be found in [24] . The authors in [25] have increased the counts by 1 V ; where V is the dimensionality of the vector. These heuristics can be viewed as special cases of a widely used general approach which consists on using prior information by assuming that p follows the conjugate Dirichlet distribution:
where a ¼ ða 1 ; . . .; a V Þ is the vector of hyperparameters. Using this prior, it is reasonably straightforward to show that [14, 26, 27] [28] . 3 We can see that Eq. 4 is reduced to Eq. 2 if a v = 0. Generally, the Dirichlet is chosen to be symmetric (i.e. a 1 ¼ . . . ¼ a V ¼ a) (see, for instance [28, 29] ) and several choices of a have been proposed and used. Examples of choices include a = 1, called Laplace prior [30] , a ¼ 1 2 ; called Jeffreys prior [31] , and a ¼ 1 V proposed by Perks [32] . It is noteworthy that these priors coincide with the heuristics used in [22, 23, 25] respectively.
Smoothing approaches based on Dirichlet priors have several main weaknesses. First, in spite of its flexibility and the fact that it is conjugate to the multinomial, the Dirichlet has a very restrictive negative covariance matrix which violates generally experimental observations [33] . Another restriction of the Dirichlet is that the variables with the same mean must have the same variance as shown in [34, 35] . Third, generally the hyperparameters are taken independently from the sample according to a certain expert's knowledge. Finally, in most of the cases only one distribution is taken as a prior which may not be flexible enough for statistical modeling purposes. Hence, one would expect to be able to improve the smoothing of multinomial estimates by overcoming these shortcomings. In the following, we propose a novel smoothing approach that depends on the sample itself which is obviously more appropriate. The new approach is based on finite Liouville mixture model that is shown to be an appropriate choice as prior to the multinomial. 
The general moment function of a Liouville distribution is given by [36] 
And the mean, the variance and the covariance are given by
where r ¼ r 1 þ Á Á Á þ r d and E(U r ) is the rth moment of a random variable U 2 ½0; 1 which follows a probability density function f ðÁÞ generally called generating density and related to the density generator gðÁÞ by the following
f ðuÞ ð 10Þ using this previous relation, the Liouville distribution of the second kind can be written also as follows
2 It is easy to note from Eq. 1 that the presence of zero counts creates serious numerical problems. 3 Geometric interpretation of P v=1 V a v has been proposed in [29] .
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A convenient choice as a distribution for u is the Beta distribution, which shapes are variable enough to allow for an approximation of almost any arbitrary distribution [38] , with parameters a and b
and then
replacing Eqs. 12 into 11, gives us the following
which is called the Beta-Liouville distribution [36] . Using Eqs. 13 and 7, 8, and 9, we obtain the mean, the variance and the covariance of the Beta-Liouville distribution
Note that when the density generator has a Beta distribution with parameters P v=1 V-1 a v and a V :
Equation 11 is reduced to the Dirichlet distribution with parameters a 1 ; . . .; a V : Thus, Liouville distribution includes the Dirichlet distribution as a special case.
Finite Beta-Liouville mixture model as a multinomial prior
Let us assume that p follows a finite Beta-Liouville mixture:
where pðpjh j Þ is a Beta-Liouville distribution with parameters h j ¼ ða j1 ; . . .; a jVÀ1 ; a j ; b j Þ; {p j } is the set of mixing parameters which are positive and sum to one, and H ¼ ffp j g; fh j gg: Having this mixture as a prior, the joint distribution of X and p is
then, it is easy to show that the marginal is
where
Having the joint and marginal distributions in hand, we can show that p v can be estimated as follows (see Appendix 1):
and can be viewed as the posterior probability that the vector X will be assigned to cluster j when the marginal distribution pðXjHÞ in Eq. 22 is taken as the parent distribution to model the data. Note that when M = 1, Eq. 23 is reduced tô
which is actually the mean of a Beta-Liouville distribution with parameters ða 1 ; . . .; a VÀ1 ; a; bÞ according to Eq. 16. Finally, it is noteworthy that Eq. 25 is itself reduced to Eq. 4 if we take a = P v=1 V-1 a v and b = a V .
3 Model learning
Parameters estimation
According to Eq. 23, the smoothing of the multinomial parameters requires the estimation of pðjjXÞ; a j ; b j and a jv . In this section, we propose an approach to estimate these quantities via the learning of the marginal distribution in Eq. 22 which is actually a mixture of distributions. It is noteworthy that we are making here an inferential statement (i.e. point estimation) about the hyperparameters of our mixture prior on the basis of data which is it is actually an empirical Bayes approach so named and developed in [39, 40] , respectively. The reader interested in the general empirical Bayesian theory is referred to accessible expositions in [41, 42] . 4 Traditionally, the estimation of finite mixture models has been based on the maximum likelihood approach:
In some situations, however, maximizing the likelihood is not straightforward or appropriate. In our case, for instance, the maximization of the likelihood leads to the following estimate for the p j parameters:
The maximization with respect to the a j , b j and a jv parameters, however, involves the Gamma special function, Cð:Þ; and by computing its derivatives other special functions such as the digamma (or the psi function) WðaÞ ¼ o log CðaÞ oa and trigamma W 0 ðaÞ ¼ oWðaÞ oa occur which makes the parameters estimation intractable. A possible approach to overcome this problem is to optimize the following function
that we obtain by substituting the estimates in Eqs. 23 in 1 for all the X n : In order to estimate the a j , b j and a jv parameters, we use a gradient descent method based on the first derivatives of log f ðX jHÞ since the logarithm is a monotonic function. We will therefore compute these derivatives. By computing the first derivatives, we obtain (see Appendix 2) o log f ðX jHÞ
o log f ðX jHÞ
4 In particular the authors in [41] provide interesting discussions about the difference between Bayesian and empirical Bayesian approaches.
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Having our derivatives in hand, the parameters are updated as follows
where c is a small number.
Complete algorithm
The EM algorithm plays a uniquely important role in the estimation of mixture's parameters and has been widely studied in the past [43, 44] . Thus, we shall consider it here. Two important problems when applying the EM framework for mixture models learning are the determination of the number of mixture components and the initialization of the parameters. Many proposals for the automatic selection of the number of clusters have been made over the years. Some of them are widely discussed in [18, 45] . Here, we use the MDL criterion given by [46] MDLðMÞ ¼ À logðpðX jHÞÞ þ 1 2 N p logðNÞ ð 35Þ
where N p = M(D ? 3) -1 is the number of free parameters in the mixture model. When concerning the initialization, we make use of the spherical K-means [47] , rather than the well-known K-means with Euclidean distance. This choice is justified by the fact that count data lack a Euclidean structure because they are represented in terms of multinomial models for which the associated geometry is well known to be spherical [48] . The spherical K-means is applied in conjunction with the method of moments based on the first and second moments of the Beta-Liouville distribution given by Eqs. 16 and 17:
Initialization algorithm 4 Experimental results
Design of experiments
The primary purpose of this section is to compare the proposed smoothing approach and outline its effectiveness when compared with previously proposed techniques; namely, Laplace smoothing, Jefferys smoothing, Perks smoothing and smoothing with Dirichlet mixtures. We empirically test our approach on several applications to show its general capability and to test its effectiveness in different situations. Our experiments are conducted within hybrid generative discriminative frameworks that have emerged as an efficient data representation and classification engine and have recently been studied by many researchers with great interest mainly as a way of exploiting the main advantages of both generative and discriminative approaches. In our frameworks, the generative part consists of the multinomial model and the discriminative one is conducted via SVM by handling the count vectors as points on the multinomial manifold. Details of the SVM are well documented in [49] , for instance, and will be omitted in the interests of brevity. The Achilles' heel of SVM is the need to choose an efficient kernel function to introduce non-linearity. Classic widely used SVM standard kernels, such as linear, polynomial, Gaussian and sigmoid, do not make use of explicit representations of domain-specific prior knowledge and ignore the geometric structure, defined by the Riemannian multinomial manifold of count data [50] . The main desire of hybrid models is to overcome some of the disadvantages associated with purely generative and discriminative methods. A natural way is to use the generative models (i.e. the multinomial in our case) to generate kernels. The main idea is to replace the kernel computation in the original data space by computation in the probability density functions space (i.e. the kernel becomes a measure of similarity between probability distributions) as the following KðX;X 0 Þ ) K pðXjpÞ; p 0 ðX 0 jp 0 Þ ð Þ : Examples of generated kernels that have been proposed to take into account the intrinsic geometric structure of count data include the negative Geodesic distance kernel (NGD) defined by [50] :
Another approach is the Bhattacharyya kernel given by the following in the case of the multinomial [51] :
It is noteworthy that
Another notable work is the divergence kernel which has been proposed in [52] and given by the following in the case of the multinomial:
where and a [ 0 is a kernel parameter included for numerical stability, and
is the symmetric Kullback-Leibler (KL) divergence between the two multinomials pðXjpÞ and pðXjp 0 Þ: An alternative distance to the KL divergence, called the capacitory discriminant, has been proposed in [53] and is given by
Thus, we will investigate its use as a kernel in the same way as the KL divergence was used in [52] 
The capacitory discriminant is related to the v 2 distance by the following [ 
In our experiments, we have employed the ''one-vs-one'' method for multi-class classification via the LIBSVM 5 implementation of SVM. In each of the applications that we will discuss in this section, the used data sets were split into two groups: one for training and the other for testing. Then, the kernel parameters were selected by performing tenfold cross-validation. After finding the best parameters, the SVM was trained using all the training data. For the smoothing parameters estimation using the algorithm in Sect. 3.2, we set c to 10 -3 . In the following, we present our experimental results which concern statistical texture modeling and classification and object recognition and which main goal is to validate the proposed smoothing approach.
Statistical texture modeling and classification
Texture modeling and classification plays an important role in remote sensing, computer vision, graphics and image processing and is a challenging task especially when the images representing textured materials are obtained under unknown viewing, camera pose and illumination conditions [55] . Several approaches have been proposed in the past to deal with this problem (see, for instance [56] ). Some techniques have been based on the characterization of the statistical nature of textures by the distribution of filter responses [57] . Recent studies have shown, however, that the use of filter banks is not necessary and that textures can be classified more accurately using only the joint distribution of intensity values over very compact neighborhoods [58] . For instance, the authors in [58] have used n 9 n pixel compact neighborhoods as image descriptors. Using this approach, each texture pixel is described by an n 2 -dimensional vector which represents the pixel intensities of its n 9 n square neighborhood. Then, a global vocabulary of V textons is constructed via the clustering of these n 2 -dimensional descriptors, extracted from a texture training set, into V clusters (i.e. each cluster center is treated as a texton). Having this vocabulary in hand, each texture image can be represented as a V-dimensional vector of counts (i.e. the signature of the texture) containing the frequency of each texton in that image and then can be modeled by a multinomial distribution which parameters can be estimated and smoothed using our proposed approach.
In our experiments, we use the Columbia-Utrecht [59] data set previously considered in [58] and which is composed of 61 classes, with 205 images per class, which capture variation in illumination and pose of 61 different materials. We use a subset from this data set, as considered in [55] , containing all the 61 classes with 92 images for each class. Figure 1 shows examples of images from the different classes in this data set. We consider also a second data set, called UIUCTex [60] , which is composed of 25 texture classes with 40 images per class. The images in this data set are viewed under significant scale and viewpoint changes and include illumination changes, viewpoint-dependent appearance variations and non-rigid deformations. Figure 2 shows examples of images from the different classes in this data set. For each texture class, we select randomly 10 images from which we extract 7 9 7 pixel compact neighborhoods used as image descriptors (i.e. 49-dimensional vectors) and then clustered using the K-means algorithm by considering 10 Fig. 1 Examples of images from the 61 different classes in the CUReT data set. Note that all images have been converted to monochrome in our experiments Fig. 2 Examples of images from the 25 different classes in the UIUCTex data set clusters (i.e. each class provides 10 textons). For the two data sets, we randomly select, 50 times, part of the images (20 and 46 images per class for the UIUCTex and CUReT data sets, respectively) for training and the rest for testing. We perform our experiments using different kernels and smoothing approaches. Tables 1 and 2 show the average classification results for the CUReT and UIUCTex data sets, respectively. According to these tables, we can see clearly that Beta-Liouville-based smoothing outperforms significantly (the differences are statistically significant according to a paired Student's t test with 95% confidence; p values between 0.001 and 0.024) the other approaches. We can see also that the classification accuracies when using different kernels are very close and that K NGD performs slightly better. Figure 3 displays the average classification results as a function of the size of the neighborhood n and the size of the textons dictionary V for the CUReT set. According to this figure, we can see clearly that the best results were obtained for V ranging from 549 (i.e. 9 textons per class) to 671 (i.e. 11 textons per class) and for n ranging from 5 to 9.
Object recognition using image patches
A major goal in computer vision is the recognition of objects based on their visual appearance. This problem is challenging since the appearance of objects may change from one image to another due to many factors, such as occlusion, noise and lighting conditions. Several approaches have been proposed in the past using both global and local visual features [61] . Recognition based on global features (e.g. texture, color) tends to suffer from partial occlusions or object deformation. Recognition based on local descriptors is known to be robust to appearance changes caused by imaging conditions and viewpoints. Examples of approaches based on local descriptors include [62] [63] [64] [65] [66] . In particular, an interesting approach based on image patches, extracted at points of interest, has been proposed in [66] . This approach that we will consider here can be summarized as follows. First, up to 1,000 square image patches are taken as image features and are extracted around interest points obtained using the approach described in [67] . The main idea of [67] is to extract salient points, where variations occur, regardless if they are corner-like or not. The extraction is based on Haar wavelet transform which is able to detect both local and global variations (i.e. a high wavelet coefficient in absolute value corresponds to a high variations). Moreover, 300 patches are added from a uniform grid of 15 9 20 cells that is projected onto the image. The main goal of these added patches is to take into account the homogeneity of objects. Having the patches in hand, a PCA dimensionality reduction is applied by keeping only 40 coefficients. The resulting data are then clustered with a Linde-Buzo-Gray algorithm [68] by considering the Euclidean distance. Thus, each image patch is assigned to a cluster which allows to represent each image by a histogram of cluster frequencies (i.e. each entry in the histogram is created by counting how many patches belong to its associated cluster). As each image is now represented by a vector of counts, we can obviously assume that it is generated by a multinomial distribution which parameters can be estimated using our developed algorithm. In the following experiments, we set the number of clusters to 512 (i.e. we use 512-dimensional count vectors to represent the images) and the results are averaged over 10 runs of the algorithm. Table 1 Classification accuracies (%) for the CUReT data set using different methods Table 2 Classification accuracies (%) for the UIUCTex data set using different methods Two image databases are selected to evaluate our approach and are the Columbia Object Libraries (COIL-20 and COIL-100). COIL-20 contains 1,440 images of 20 objects (72 images per object) [69] . Each object is represented in the database by 72 images obtained by the rotation of the object through 360°in 5°steps. COIL-100 complete the COIL-20 with additional 80 objects (72 images per object) and consists then of 7,200 images [70] . Figure 4 shows some of the 20 objects in the COIL-20 and Fig. 5 shows examples of images from the additional 80 objects. Both databases have been divided into disjuncts sets of 50% training and 50% test images. Tables 3 and 4 show the recognition rates for the COIL-20 and COIL-100 databases, respectively.
In another set of experiments, we use four object categories which are cars, leaves, motorbikes and faces (see Fig. 6 ) from the Caltech database [71] . We use half of the images for testing and the rest for training. Moreover, following [64, 71] , we train the recognition against the background class in the Caltech database. Tables 5, 6 , 7 and 8 report the recognition results for the cars, leaves, motorbikes and faces categories, respectively. According to our experimental results, we can see clearly again that Beta-Liouville-based smoothing outperforms significantly (the differences are statistically significant according to a paired Student's t test with 95% confidence; p values between 0.011 and 0.023) the other smoothing approaches.
Conclusion
Statistical analysis of count data plays a major role in several pattern recognition, computer vision and datamining applications. Many such approaches rely on the multinomial distribution which parameters are estimated and smoothed using ad hoc parameters or according to the consideration of Dirichlet priors. In many applications, Dirichlet priors are not realistic because they have a very restrictive negative covariance. In this paper, we have introduced and investigated a new prior to smooth multinomial estimates that is based on Liouville mixture models which include the Dirichlet as a special case. The advantage of our prior over the well established and widely used technique is that it can be viewed as a more general smoothing technique. We have illustrated our results with many concrete examples and challenging applications namely texture classification and object recognition where the proposed smoothing technique is shown to offer improvement over widely used other approaches. In particular, we have shown that the use of the smoothed parameters to generate data-based SVM kernels provides excellent classification results. The methods proposed in this article can be applied to other problems besides image processing and computer vision since count data are naturally generated in many other research areas, such as bioinformatics, natural language processing, text mining and information retrieval. Promising future works could be devoted to the consideration of a nonparametric Bayesian approach, similar to the one proposed in [72] , for the learning of the proposed model or the integration of a feature selection component, like the one proposed in [73] , within the proposed smoothing framework to improve further the smoothing quality. Table 4 Recognition rates (%) for the COIL-100 database using different methods Table 5 Recognition rates (%) for cars category using different methods Table 6 Recognition rates (%) for leaves category using different methods Table 7 Recognition rates (%) for motorbikes category using different methods We start by computing the posterior distribution:
pðpjX; HÞ ¼ pðX; pjHÞ pðXjHÞ
To find the estimate of a certain parameter the p l ; l ¼ 1; . . .; V when a Beta-Liouville mixture is taken as a prior, we have to compute the expectation p v according to the previous posterior distribution: We have log f ðX jHÞ
pðjjX n Þ a 
