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Abstract
Upsampling sparse, noisy, and non-uniform point clouds
is a challenging task. In this paper, we propose 3 novel point
upsampling modules: Multi-branch GCN, Clone GCN, and
NodeShuffle. Our modules use Graph Convolutional Net-
works (GCNs) to better encode local point information. Our
upsampling modules are versatile and can be incorporated
into any point cloud upsampling pipeline. We show how
our 3 modules consistently improve state-of-the-art meth-
ods in all point upsampling metrics. We also propose a
new multi-scale point feature extractor, called Inception
DenseGCN. We modify current Inception GCN algorithms
by introducing DenseGCN blocks. By aggregating data at
multiple scales, our new feature extractor is more resilient
to density changes along point cloud surfaces. We com-
bine Inception DenseGCN with one of our upsampling mod-
ules (NodeShuffle) into a new point upsampling pipeline:
PU-GCN. We show both qualitatively and quantitatively
the advantages of PU-GCN against the state-of-the-art in
terms of fine-grained upsampling quality and point cloud
uniformity. The source code of this work is available at
https://github.com/guochengqian/PU-GCN.
1. Introduction
Point clouds are a popular way to represent 3D data. This
increasing popularity stems from the increased availability
of 3D sensors like LiDAR. Such sensors are now a critical
part of important applications in robotics and self-driving
cars. Due to hardware and computational constraints, 3D
scanning sensors often produce sparse, noisy, and non-
uniformly dense point clouds. These deficiencies are more
obvious for objects that are small or far away from the cam-
era. Overcoming these disadvantages is challenging, but
can greatly enhance the performance of point cloud based
methods. Consequently, point cloud upsampling, which
is the task of converting sparse incomplete point sets into
clean, complete, dense, and locally uniform ones, is attract-
ing much attention recently, and it is the focus of this paper.
Early optimization based methods [1, 16, 7, 26] attempt
∗equal contribution
Input 
Ground TruthOriginal 3PU
Ours
MGCN Clone NS
Multi-branch GCN Clone GCN NodeShuffle
Figure 1: Novel GCN based point upsampling modules.
We develop three new upsampling modules (Multi-branch
GCN, Clone GCN and NodeShuffle) with Graph Convolu-
tional Network (GCN) architecture. When integrated into
the 3PU [28] upsampling pipeline, they generate more uni-
form, dense point clouds with fine-grained details, as com-
pared to state-of-the-art point upsampling techniques.
to tackle point cloud upsampling by using various hand-
crafted shape priors. More recently and inspired by their
success in image super-resolution [4, 15, 9, 19], deep learn-
ing methods now achieve state-of-the-art results in point
cloud upsampling [30, 31, 28, 14]. Most deep upsampling
pipelines comprise two major modules, feature extraction
and point upsampling. The performance of the point up-
sampling module defines the effectiveness of the final net-
work. Current methods use either a multi-branch CNN [31]
or a duplicate-based approach [28, 14] to upsample points.
Multi-branch CNNs operate on each point separately, ignor-
ing any neighborhood information, while duplicate upsam-
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pling methods tend to generate point patches similar to the
original point clouds. These shortcomings lead to upsam-
pled point clouds that lack local details. To better represent
locality, we leverage the power of graphs and specifically
Graph Convolutional Networks (GCNs). GCNs are consid-
ered a versatile tool to process non-Euclidean data, and re-
cent research on point cloud semantic and part segmentation
shows their power in encoding local and global information
[25, 13, 12]. In this paper, we use GCNs to design novel
point cloud upsampling modules (refer to Figure 1), which
are better equipped at encoding local information and learn
to generate new point patches instead of merely replicating
parts of the input.
Point clouds are often non-uniformly distributed, and
represent objects with varying part sizes. Multi-scale fea-
tures are an effective way to encode these characteristics,
and are essential for obtaining uniform and dense point
clouds. Recent works like PU-Net [31], extract point fea-
tures at different downsampling levels. This architecture
can encode multi-scale features, however, downsampling
leads to loss of fine-grained details. In 3PU [28], the au-
thors proposed a progressive upsampling network using dif-
ferent number of neighbors (kernel sizes) in subsequent up-
sampling units. This effectively achieves different recep-
tive fields and encodes multi-scale information. However,
3PU is computationally expensive due to its progressive na-
ture. We tackle the feature learning problem using GCNs.
And, following its prevalent usage in image recognition
[21, 22, 20] for the merits of efficient extraction of multi-
scale image information, we adopt the Inception architec-
ture to encode multi-scale point features, after it is modified
to use GCNs instead of CNNs.
Contributions. We summarize our contributions as three-
fold. (1) We propose three novel point cloud upsampling
modules using graph convolutions: Multi-branch GCN,
Clone GCN, and NodeShuffle. We show how these modules
can be seamlessly integrated into current point upsampling
methods to significantly improve their performance. (2) We
design Inception DenseGCN, a feature extraction block that
encodes multi-scale information effectively and efficiently.
We combine Inception DenseGCN and one of our proposed
upsampling modules (NodeShuffle) into a new architecture
named PU-GCN. Through extensive quantitative and qual-
itative results, we show the superior performance of PU-
GCN against the state-of-the-art. (3) We compile PU660,
a new large-scale dataset with varying levels of shape com-
plexity. PU660 consists of 660 3D models with 210 models
complied from the datasets of previous point clouds upsam-
pling methods [31, 28, 14] and 450 more models we collect
from ShapeNet [3]. Our PU660 is is four times bigger than
the largest publicly available point upsampling dataset. We
show the advantages of our new dataset using our approach
as well as other state-of-the-art methods.
2. Related Work
Graph convolutional networks (GCNs). To cope with the
increasing amount of non-Euclidean data in real-world sce-
narios, a surge of graph convolutional networks [10, 6, 24,
17, 25] have been proposed in recent years. Kipf et al.
[10] simplify spectral graph convolutions with a first-order
approximation. Since each node in a GCN layer can en-
code information from its neighbors (e.g. defined by a fixed
adjacency matrix or a dynamic one that can change from
layer to layer), there exist many ways to perform this en-
coding. For this purpose, Hamilton et al. [6] proposed dif-
ferent aggregators (i.e. mean, LSTM, and pooling aggrega-
tors) to effectively encode features from a node’s neighbor-
hood. Velickovic et al. [24] adapted a self-attention mech-
anism to GCNs, which attends different weights to differ-
ent neighbors. To learn better hierarchical feature represen-
tation, graph pooling methods such as DIFFPool [29] and
SAGPooling [11] are proposed. Recently, Li et al. [13, 12]
introduced residual/skip connections and dilated convolu-
tions to GCNs, and successfully trained high capacity GCN
architectures over 100 layers in depth. Previous GCN works
mainly investigate discriminative models for node classifi-
cation or graph classification tasks. However, due to the un-
ordered and irregular nature of graph data, generative tasks
are still considered difficult to perform. In particular, up-
sampling techniques as indispensable components for gen-
erative models are under-explored.
Multi-scale feature extraction. Inception architectures
[21, 22, 20] enable very good performance in image recog-
nition at relatively low computational cost. They extract
multi-scale information by using different kernel sizes in
different paths of the architecture. Moreover, dense or resid-
ual connections are also used to aggregate information and
make it possible for the network to go deeper. Inspired
by success of the Inception architecture for CNNs, Kazi et
al. [8] propose InceptionGCN, in which feature maps are
passed into multiple branches, then each branch applies one
graph convolution with a different kernel size. The outputs
of these branches are aggregated by concatenation or max
pooling. We adopt the Inception concept in our work, thus
improving upon InceptionGCN by leveraging dense con-
nections and global pooling.
Optimization-based upsampling methods. Alexa et al.
[1] introduced one of the earliest optimization-based meth-
ods for point cloud upsampling. The idea behind their work
is to insert new points at the vertices of the Voronoi dia-
gram computed on the moving least squares surface. Lip-
man et al. [16] introduced a locally optimal projection op-
erator to resample points based on an L1 norm. Another
optimization-based method was introduced by Huang et al.
[7], in which they propose a method of resampling to pro-
cess noisy and outlier-ridden point clouds in an edge-aware
manner. A consolidation approach was introduced by Wu
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Figure 2: Our proposed upsampling modules. (a) Multi-branch GCN: We apply r different GCN layers to the input nodes.
The outputs from each GCN are concatenated node-wise. (b) Clone GCN: We pass the input through r GCN layers with
shared weights, and concatenate their outputs. (c) NodeShuffle: We expand the number of input features using a GCN layer.
We later apply a shuffle operation to rearrange the feature map. BC denotes node-wise concatenation.
et al. [26], in which they augment surface points into deep
points by associating them with other points that lie on the
meso-skeleton of the shape. All these optimization-based
methods rely on the quality of human crafted priors.
Deep learning-based upsampling methods. Deep learn-
ing methods illustrate a promising improvement over
optimization-based methods due to their data-driven nature
and the learning capacity of neural networks. Learning fea-
tures directly from point clouds was made possible by deep
neural networks, such as PointNet [5], PointNet++ [18],
SpiderCNN [27], DGCNN [25], KPConv [23], etc. Yu et
al. [31] introduced the neural network PU-Net that learns
multi-scale features per point, expands the point set via a
multi-branch CNN in feature space, and reconstructs an up-
sampled point set from those features. However, PU-Net
needs to downsample the input first to learn multi-scale fea-
tures, which causes unnecessary resolution loss. Yu et al.
[30] also proposed EC-Net, which is an edge-aware network
for point set consolidation. It uses an edge-aware joint loss
to encourage the network to learn to consolidate points for
edges. However, it requires a very expensive edge-notation
for training. Wang et al. [28] presented 3PU, which is a
progressive network that duplicates the input point patches
over multiple steps. By using different kernel sizes in differ-
ent upsampling units, 3PU learns multi-scale features with
no resolution loss, unlike PU-Net. However, 3PU is compu-
tationally expensive due to its progressive nature, and it re-
quires more data to supervise the middle stage output of the
network. Recently, Li et al. [14] presented PU-GAN, which
is a Generative Adverserial Network (GAN) designed to
learn upsampled point distributions in point clouds from
latent space. Different from previous work, they upsam-
ple ×6 at first then use farthest upsampling to sample ×4
points to produce the final output. While PU-GAN focuses
on improving the quantitative performance and uniformity
of upsampled point clouds, it does not specifically focus on
designing an effective upsampling module.
3. Methodology
3.1. Upsampling Modules
To effectively upsample point clouds, we propose three
different upsampling modules: Multi-branch GCN, Clone
GCN, and NodeShuffle, whose details are provided next.
Multi-branch GCN. Figure 2a illustrates our Multi-branch
GCN module. For an upsampling factor r, we pass the in-
put point cloud through r branches of graph convolutions.
The outputs are concatenated node-wise to create the final
output. Formally, for input Vl ∈ RN×C , we obtain output
VUPl+1 ∈ RrN×C as follows:
VUPl+1 = T (F1(Vl),F2(Vl)...,Fr(Vl)), (1)
where T is a node-wise concatenation operator that fuses
the outputs from different GCN branches. Fi denotes the
i-th GCN branch.
Contrary to Multi-branch CNNs, our Multi-branch GCN
uses graph instead of regular convolutions, enabling it to
encode spatial information from point neighborhoods.
Clone GCN. Multi-branch GCNs are effective but
parameter-heavy, since we need r different GCN modules.
To address this capacity issue, we propose Clone GCN (il-
lustrated in Figure 2b). Instead of using multiple branch
convolutions, Clone GCN applies layers of a shared GCN
to the output progressively. Then, the outputs are concate-
nated to generate the upsampled point cloud. The upsam-
pling function performed by Clone GCN is defined as:
VUPl+1 = T (F(Vl),F(F(Vl)),F3(Vl), ...,Fr(Vl)), (2)
where F denotes the shared GCN. Fr(Vl) is obtained by
applying the same GCN to Vl r times using shared weights.
NodeShuffle. Both Multi-branch GCN and Clone GCN run
r graph convolutions. To alleviate this computational bur-
den, we propose NodeShuffle (NS), which is illustrated in
Figure 2c. Inspired by PixelShuffle [19] from the image
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Figure 3: Inception DenseGCN. We use the parameters
(k, d, c) to define a DenseGCN block. k is the number of
neighbors (kernel size), d is the dilation rate, and c is the
number of output channels. KNN is applied at the first layer
to build the graph and the node neighborhoods. The green
BC denotes feature-wise concatenation.
super-resolution literature, NS is an efficient graph con-
volutional upsampling layer. Given node features Vl with
shape N × C, NS will output the new node features VUPl
with shape rN × C as follows:
VUPl+1 = NS(Vl) = PS(Wl+1 ∗ Vl + bl+1), (3)
where PS is a periodic shuffling operator that rearranges
the graph of shape N × rC to rN × C. The NS operation
can be divided into two steps. (1) Channel expansion: we
use a 1 layer GCN to expand node features Vl to shape N ×
rC, using learnable parameters WL and bL. (2) Periodic
shuffling: we rearrange the output of channel expansion to
shape rN×C. NS runs only 1 GCN operation, as opposed
to r such operations in Multi-branch and Clone GCN.
3.2. Feature Extractor: Inception DenseGCN
Point clouds scanned using 3D sensors are sparse and
non-uniform. They also often include objects of various
sizes and point resolutions. In order to encode the multi-
scale nature of point clouds, we propose a new Inception
DenseGCN feature extractor, which effectively integrates
the DenseGCN module from [13] into the Inception GCN
module from [8]. We favor dense over residual connections
here, since the former utilizes features from previous layers,
as well as different inception paths.
Figure 3 shows an Inception DenseGCN block. In our
experiments, we use 3 DenseGCN blocks per Inception
block. Each DenseGCN block is defined by a number of
node neighbors k, dilation rate d, and number of filters c.
Note that the dilated graph convolution operator was intro-
duced in [13], from which we adopt the DenseGCN module.
Similar to the 2D case, this operator increases the receptive
field without reducing spatial resolution. Additionally, we
add a global pooling layer to extract global contextual in-
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Figure 4: PU-GCN architecture. PU-GCN uses a dense
feature extractor consisting of 1 or more densely connected
Inception DenseGCN blocks, followed by the upsampler
and coordinate reconstructor.
formation. Each Inception block outputs a concatenation of
the 3 DenseGCN blocks and the global pooling layer.
3.3. PU-GCN Architecture
We combine our Inception DenseGCN extractor with our
novel upsampling modules, followed by a coordinate recon-
structor. We name this new network PU-GCN. Our archi-
tecture is illustrated in Figure 4. Given a point cloud of size
N × 3, we compute dense features of size N × C using
our dense feature extractor. We then upsample the N × C
features to rN ×C ′ using our upsampler. Finally, the coor-
dinate reconstructor generates the rN × 3 upsampled point
cloud. Below, we explain each component in more detail.
Dense feature extractor. We use 1 GCN layer followed by
1 DenseGCN layer to embed the 3D coordinates into latent
space and extract higher-level spatial information. We do
not use dilated graph convolutions in these two layers, in or-
der to preserve more local information. More details about
the influence of dilation rate in the first layers are discussed
in the supplementary material. The output of DenseGCN
will be passed into several densely connected Inception
DenseGCN blocks. In our implementation, we only use
two such Inception DenseGCN blocks in PU-GCN. We ex-
periment with the number of Inception DenseGCN blocks
in Section 4.5. The outputs of the first GCN layer, the
DenseGCN block, and the Inception DenseGCN blocks are
concatenated together and passed to our upsampler module.
Upsampler. Our upsampler consists of two stages: up-
sampling and feature compression. Given input features
N × C, we use our proposed upsampling modules to gen-
erate denser features of size rN × C. Then, we use 2 sets
of MLPs to compress features to rN × C ′. We experiment
with the different upsampling modules in Section 4.5.
Coordinate reconstructor. We reconstruct nodes from la-
tent space to 3D coordinate space, resulting in the desired
denser point cloud of size rN × 3. We use the same coordi-
nate reconstruction approach as 3PU [28], in which a set of
3D coordinates is regressed using 2 sets of MLPs.
4. Experiments
4.1. Datasets
We propose a new dataset for point cloud upsampling,
denoted as PU660. It consists of 660 3D models split into
551 training samples and 109 testing samples. The train-
ing set contains 171 3D models compiled from the datasets
used by PU-Net [31], 3PU [28], and PU-GAN [14], in ad-
dition to 380 different models collected from ShapeNet [3].
The test set contains 39 models compiled from the datasets
used by PU-Net [31], 3PU [28], and PU-GAN [14] and 70
more models from ShapeNet. The models from ShapeNet
were randomly chosen from 10 different categories and 450
different shapes with various complexities to encourage di-
versity. Overall, PU660 covers a great semantic range of
3D objects and includes simple, as well as complex shapes.
To show the value of our proposed dataset, we compare our
PU-GCN with previous approaches on PU660 and the lat-
est dataset proposed by PU-GAN [14], which contains only
147 3D models for training and 13 models for testing. More
details of PU660 and a comparison with PU-GAN’s dataset
can be found in the supplementary material.
4.2. Loss Function and Evaluation Metrics
We use the modified Chamfer distance with weighted re-
pulsion loss introduced in 3PU [28]:
L = C(P,Q) + λLrep, (4)
where C(P,Q) is the modified Chamfer distance loss, P is
the predicted point cloud, and Q is the ground truth point
cloud. Lrep denotes the repulsion loss, which encourages
generated points to be far from the original ones. Adding
Lrep tends to generate more uniformly distributed point
clouds. λ is a tradeoff coefficient.
Evaluation Metrics. Following previous works, we use
the Chamfer distance (CD), Hausdorff distance (HD), and
point-to-surface distance (P2F) with respect to ground truth
meshes as evaluation metrics. For testing, we use Poisson
disk sampling to sample input and ground truth point clouds
from the original meshes (refer to Figure 5a and 5f). More
details about the loss function and evaluation metrics can be
found in the supplementary material.
4.3. Implementation Details
We use TensorFlow for all our experiments. In training,
we use the same farthest point sampling strategy as 3PU
to crop 200 patches from each 3D model as the input for
the network. In total, we obtain 110,200 training patches
in PU660. Each patch consists of 256 input points sampled
from the original model. We use the same method to sample
1024 points to form the ground truth upsampled point cloud.
We employ the same data pre-processing and augmentation
techniques suggested by 3PU, which include point cloud
normalization, random rotation, scaling, and point pertur-
bation with Gaussian noise. Adam is used as the optimizer
during training with a learning rate of 0.0005 and beta 0.9.
In all the experiments, we train PU-GCN for 100 epochs
with batch size 28 on NVIDIA Tesla V100 (16GB) GPU.
We compare PU-GCN against PU-Net [31], 3PU [28],
and PU-GAN [14]. We train all these upsampling methods
using our P660 dataset, as well as PU-GAN’s dataset. We
test all methods on sparse and dense input resolutions, each
containing 256 and 4096 points respectively. We report re-
sults using a ×4 upsampling rate. We note that PU-GAN
upsamples ×6 points then uses farthest point sampling to
obtain the ×4 output. For fair comparison, we also report
its results without the farthest sampling module. We refer
to this architecture as PU-GAN∗. We train PU-GAN∗ us-
ing the same hyperparameters as PU-GAN on both datasets.
To show the effectiveness of our upsampling modules, we
replace the upsampling modules of previous architectures
with our three new modules. We train these networks on
PU660 and compare their performance against PU-GCN.
All models converge before the maximum epochs. We use
the model from the last epoch to evaluate the performance
as suggested by PU-Net, 3PU, and PU-GAN.
4.4. Quantitative and Qualitative Results
Quantitative results. Table 1 reports the performance
results of our architecture compared to PU-Net, 3PU,
PU-GAN, and PU-GAN∗ on PU-GAN’s dataset and
PU660. We observe that our PU-GCN integrating Inception
DenseGCN outperforms other methods. For instance, PU-
GCN maintains significant improvement over 3PU on the
CD metric using sparse and dense inputs on both datasets,
showing the importance of the Inception DenseGCN fea-
ture extractor and the NodeShuffle upsampling module. For
fair comparison, we compare our performance to PU-GAN
excluding the farthest sampling strategy (i.e. PU-GAN∗) as
discussed earlier. We see that PU-GCN outperforms PU-
GAN∗ in all metrics on both datasets. Although PU-GAN
uses the farthest point sampling strategy, PU-GCN outper-
forms their method on all metrics for sparse inputs and
most metrics for dense inputs in both datasets. We note
that all methods achieve lower performance when trained
and evaluated on PU660 compared to PU-GAN’s dataset,
which illustrates the complexity and diversity of our pro-
posed PU660. The dataset presents a challenge to state-of-
the-art methods and alleviates the potential issue of overfit-
ting, as compared to PU-GAN’s dataset that is much smaller
and less diverse.
Qualitative results. Figure 5 shows qualitative results of
the performance of our PU-GCN method compared to state-
of-the-art on the PU660 dataset. We show point cloud up-
Network
PU660 PU-GAN’s Dataset
Sparse (256) input Dense (4096) input Sparse (256) input Dense (4096) input
CD HD P2F CD HD P2F CD HD P2F CD HD P2F
10−3 10−3 10−3 10−3 10−3 10−3 10−3 10−3 10−3 10−3 10−3 10−3
PU-Net [31] 3.213 25.235 9.099 0.914 24.328 8.919 2.455 15.074 9.637 0.247 2.802 12.033
3PU [28] 3.111 17.154 7.630 0.309 2.709 3.782 3.102 17.982 14.475 0.446 4.225 4.281
PU-GAN [14] 2.403 17.668 8.005 0.182 2.275 1.179 2.072 16.592 8.005 0.131 1.284 1.687
PU-GAN∗ 2.504 16.565 5.514 0.279 2.850 2.697 2.148 15.282 8.999 0.197 2.139 4.398
PU-GCN 2.249 12.628 4.043 0.209 1.719 1.405 1.847 10.544 6.488 0.131 1.050 1.959
Table 1: Performance comparison of our PU-GCN with state-of-the-art. We remove the farthest sampling module in
PU-GAN for fair comparison, and refer to this architecture as PU-GAN∗. Our PU-GCN using two Inception DenseGCN
blocks outperforms PU-Net, 3PU and PU-GAN∗, particularly for sparse input. Although PU-GAN uses the farthest point
sampling strategy, we outperform their method on some metrics using dense inputs and all metrics using sparse inputs. Bold
denotes the best performance.
sampling and surface reconstruction (using the ball pivot-
ing surface reconstruction algorithm [2]) of inputs (a), out-
puts of our method (e), and outputs of other methods (b-
d), against the ground truth point clouds (f). Images and
close-ups show that PU-GCN produces smoother and more
uniform outputs with less outliers, while preserving more
fine-grained details, as compared to all other methods. Par-
ticularly, close-ups of the bed point cloud (top row) show
that our PU-GCN successfully upsamples the input and fills
holes, in consistency with the ground truth, while other
methods fail. In addition, looking at the car’s surface recon-
struction (row 6), we observe the smoothness of our output
with less wrinkles or bulges on the car’s hood. More quali-
tative results can be found in the supplementary material.
4.5. Ablation Study
Upsampling Modules. We evaluate the performance of our
proposed upsampling modules compared to the original up-
sampling units used in state-of-the-art architectures. We use
PU-GCN† as our baseline architecture, which uses a single
Inception block in its dense feature extractor and NodeShuf-
fle as the upsampling module. Table 2 shows clear perfor-
mance gains by replacing the upsampling modules in differ-
ent architectures with our Multi-branch GCN, Clone GCN,
and NodeShuffle. The proposed upsampling modules have
varying impact depending on the architecture. For PU-Net,
Clone GCN performs best on CD and P2F. Interestingly,
we find that Multi-branch CNN, which is used by PU-Net,
performs better than Multi-branch GCN overall. It is possi-
ble that Multi-branch GCN tends to include some far away
points as neighbors using KNN in sparse point clouds, and
therefore local information aggregation is sacrificed. For
3PU, NodeShuffle gives the best results in all the cases,
while Multi-branch GCN performs second best. A qualita-
tive comparison of our different upsampling modules inte-
grated in 3PU is illustrated in Figure 1. NodeShuffle shows
smoother and more uniform outputs and clear improvement
in generating fine-grained details of the model compared to
other upsampling methods. For our PU-GCN∗, NodeShuf-
fle also outperforms the other upsampling modules. This is
the main reason why it is used as the default upsampling
method in the previous experiments.
Network CD HD P2F
10−3 10−3 10−3
PU-Net (Original) [31] 3.213 25.235 9.099
PU-Net (Multi-branch GCN) 3.441 29.823 8.774
PU-Net (Clone GCN) 3.022 26.755 8.505
PU-Net (NodeShuffle) 3.336 24.018 9.914
3PU (Original) [28] 3.111 17.154 7.630
3PU (Multi-branch GCN) 3.082 16.669 7.621
3PU (Clone GCN) 3.105 17.083 7.721
3PU (NodeShuffle) 2.297 13.081 4.463
PU-GCN† (Multi-branch GCN) 3.084 17.124 7.092
PU-GCN† (Clone GCN) 3.101 17.085 7.045
PU-GCN† (NodeShuffle) 2.263 12.874 4.079
Table 2: Ablation study on upsampling modules on
PU660 using sparse (256) input. Experiments show that
our upsampling modules can transfer/generalize to different
architectures. By simply replacing the original upsampling
module with one of our proposed ones, the performance of
different architectures all improve. PU-GCN† uses a single
Inception DenseGCN block in its feature extractor. Bold
denotes the best performance for each architecture: PU-Net,
3PU, PU-GAN and our PU-GCN.
Inception Modules. We conduct an ablation study on
our Inception DenseGCN and report the results in Ta-
ble 3. We validate the effectiveness of our Inception
DenseGCN by replacing it with the dynamic GCN used in
3PU [28], which has slightly more parameters than our In-
(a) Input (2048) (b) PU-Net (c) 3PU (d) PU-GAN (e) PU-GCN (Ours) (f) Ground Truth
Figure 5: Comparing point cloud upsampling (×4) and surface reconstruction results produced by different methods
(b-e) from inputs (a). Our PU-GCN produces the best results overall, with uniform and fine-grained detailed upsampled
point clouds. The reconstructed surfaces are smoother with less wrinkles or bulges and maintain the intricate structures of
the original shape.
ception DenseGCN. Experiments show that our Inception
DenseGCN outperforms the dynamic GCN feature extrac-
tor in all metrics. As expected, using global pooling inside
our Inception DenseGCN improves the performance. PU-
GCN outperforms PU-GCN†, clearly showing that insert-
ing more Inception DenseGCN blocks can further improve
upsampling performance.
4.6. More Experiments
Upsampling point clouds of varying sizes. Figure 7 shows
qualitative examples of upsampling point clouds with PU-
GCN for different input sizes. Our architecture always pro-
duces uniform upsampled point clouds regardless of input
cloud size. This indicates that even if PU-GCN is trained
on patches with 256 points, our model can be generalized
to point clouds with different sizes. As expected, PU-GCN
generates better quality results when the input point cloud
is denser.
Upsampling point clouds with additive noise. To show
the robustness of PU-GCN, we perturb the input point cloud
with additive Gaussian noise at varying noise levels. We
show the qualitative results of this experiment in Figure 6
In
pu
t
PU
-G
A
N
O
ur
s
Clean σ = 0.01 σ = 0.02
Figure 6: Upsampling point clouds with additive Gaus-
sian noise. The top row shows the input point clouds with
different additive noise levels: 0, 0.01, and 0.02 from left to
right, respectively. The middle row shows the ×4 upsam-
pled point clouds using PU-GAN. The bottom row shows
the upsampled point clouds using PU-GCN (Ours).
Ablation CD HD P2F
10−3 10−3 10−3
Dynamic GCN feature extraction [28] 2.297 13.081 4.463
No global pooling 2.276 12.730 4.120
PU-GCN† 2.263 12.874 4.079
PU-GCN 2.249 12.628 4.043
Table 3: Ablation study on the effect of Inception
DenseGCN and global pooling using sparse (256) input
on PU660. Using a single Inception DenseGCN block in
PU-GCN† outperforms the architecture integrating the dy-
namic GCN feature extractor used in 3PU [28]. The global
pooling layer in our feature extractor improves perfor-
mance. By increasing the number of Inception DenseGCN
blocks, we observe further improvement in PU-GCN. Bold
denotes the best performance.
and compare our PU-GCN method against PU-GAN. Both
models were trained using the same augmentation strategy
of point cloud perturbation. Results show that our PU-
GCN can preserve fine-grained details with very few out-
liers, even in the presence of additive noise, while PU-GAN
tends to generate many outliers.
256 points 2048 points 4096 points
Figure 7: Upsampling point clouds of different sizes us-
ing PU-GCN. The top row shows the input point clouds,
and the bottom row shows the ×4 upsampled outputs.
5. Conclusion
We introduce three novel point cloud upsampling mod-
ules Multi-branch GCN, Clone GCN, and NodeShuffle,
which improve state-of-the-art upsampling pipelines when
they are used instead of the original upsampling. We vali-
date the performance of these upsampling modules quanti-
tatively and qualitatively and illustrate the value they add
when used in other network architectures. We also in-
troduce the Inception DenseGCN feature extractor, which
is an improvement upon Inception GCN. We use densely
concatenated graph convolutions (DenseGCNs) and global
pooling to encode multi-scale information and allow for
more efficient learning from input point clouds. Since the
datasets used by state-of-the-art methods are small and sat-
urated, we further compile and introduce a new large-scale
dataset for point cloud upsampling, called PU660. We
evaluate our architecture in addition to state-of-the-art ap-
proaches on this dataset. Our architecture that integrates In-
ception DenseGCN and NodeShuffle upsampling, denoted
as PU-GCN, outperforms the state-of-the-art on previous
upsampling datasets and our PU660.
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