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ABSTRACT
Automatic image annotation is still an important open prob-
lem in multimedia and computer vision. The success of me-
dia sharing websites has led to the availability of large collec-
tions of images tagged with human-provided labels. Many
approaches previously proposed in the literature do not ac-
curately capture the intricate dependencies between image
content and annotations. We propose a learning procedure
based on Kernel Canonical Correlation Analysis which finds
a mapping between visual and textual words by project-
ing them into a latent meaning space. The learned map-
ping is then used to annotate new images using advanced
nearest-neighbor voting methods. We evaluate our approach
on three popular datasets, and show clear improvements
over several approaches relying on more standard represen-
tations.
Categories and Subject Descriptors
H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing; I.2.10 [Artificial Intelligence]: Vi-
sion and Scene Understanding
General Terms
Algorithms, Experimentation, Measurement
Keywords
Image annotation, Multi-label, Cross-media analysis, Tag
relevance, Nearest-neighbor voting
1. INTRODUCTION
The exponential growth of media sharing websites, such as
Flickr or Picasa, and social networks such as Facebook, has
led to the availability of large collections of images tagged
with human-provided labels. These tags reflect the image
content and can thus be exploited as a loose form of labels
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and context. Several researchers have explored ways to use
images with associated labels as a source to build classifiers
or to transfer their tags to similar images [3, 18, 9, 16, 15,
29]. Automatic image annotation is therefore a very active
subject of research [19, 27, 2, 17, 28, 25] since we can clearly
increase performance of search and indexing over image col-
lections that are machine enriched with a set of meaningful
labels. In this work we tackle the problem of assigning a
finite number of relevant labels (or tags) to an image, given
the image appearance and some prior knowledge on the joint
distribution of visual features and tags based on some weakly
and noisy annotated data.
The main shortcomings of previous works in the field are
twofold. The first is the well-known semantic gap problem,
which points to the fact that it is hard to extract semanti-
cally meaningful entities using just low level visual features.
The second shortcoming arises from the fact that many para-
metric models, previously presented in the literature, are not
rich enough to accurately capture the intricate dependencies
between image content and annotations. Recently, nearest-
neighbor based methods have attracted much attention since
they have been found to be quite successful for tag predic-
tion [18, 9, 16, 23, 29]. This is mainly due to their flexibility
and capacity to adapt to the patterns in the data as more
training data is available. The base ingredient for a vote
based tagging algorithm is of course the source of votes: the
set of K nearest neighbors. In challenging real world data
it is often the case that the vote casting neighbors do not
contain enough statistics to obtain reliable predictions. This
is mainly due to the fact that certain tags are much more
frequent than others and can cancel out less frequent but
relevant tags [9, 16]. It is obvious that all voting schemes
can benefit from a better set of neighbors. We believe that
the main bottleneck in obtaining such ideal neighbors set is
the semantic gap. We address this problem using a cross-
modal approach to learn a representation that maximizes
the correlation between visual features and tags in a com-
mon semantic subspace.
In Figure 1 we show our intuition with an example pro-
vided by real data. We compare for the same query, a flower
close-up, the first thirty-five most similar examples provided
by the visual features and by our representation. The first
thing to notice is the large visual and semantic difference be-
tween the sets of retrieved neighbors by the two approaches.
Note also that some flower pictures, which we highlight with
a dashed red rectangle, were not tagged as such. Second,
note how the result presented in Figure 1(b) have more and
better ranked flower images than the one in Figure 1(a).
(a) Baseline (b) Our Method
Figure 1: Nearest neighbors found with baseline representation (a) and with our proposed method (b) for a
flower image (first highlighted in yellow in both figures) from the MIRFlickr-25K dataset. Training images
with ground truth tag flower are highlighted with a red border. Nearest neighbors are sorted by decreasing
similarity and arranged in a matrix using a row-major convention. Dashed red lines indicate flower pictures
not tagged as such.
Indeed with the result set in Figure 1(a) it is not possible
to obtain a sufficient amount of meaningful neighbors and
the correct tag flower is canceled by others such as dog or
people.
In this paper we present a cross-media approach that relies
on Kernel Canonical Correlation Analysis (KCCA) [10, 11]
to connect visual and textual modalities through a common
latent meaning space (called semantic space). Visual fea-
tures and labels are mapped to this space using feature sim-
ilarities that are observable inside the respective domains.
If mappings are close in this semantic space, the images are
likely to be instances of the same underlying semantic con-
cept. The learned mapping is then used to annotate new im-
ages using a nearest-neighbor voting approach. We present
several experiments using different voting schemes. First, a
simple NN voting similar to the seminal work of Makadia
et al. [18], and second three advanced NN models such as
TagRelevance [16], TagProp [9] and 2PKNN [25].
1.1 Contribution
Other existing approaches learn from both words and im-
ages, including previous uses of CCA [10, 21, 13, 6]. In
contrast, we are the first to propose an approach that com-
bines an effective cross-modal representation with advanced
nearest-neighbor models for the specific task of automatic
image annotation.
In the following we show that, if combined with advanced
NN schemes able to deal with the class-imbalance (i.e. large
variations in the frequency of different labels), our cross-
media model achieves high performance without requiring
heavy computation such as in the case of metric learning
frameworks with many parameters (as in [9, 25]).
We present experimental results for two standard datasets,
Corel5K [3] and IAPR-TC12 [8], obtaining highly compet-
itive results. We report also experiments on a challeng-
ing dataset collected from Flickr, i.e. the MIRFlickr-25K
dataset [12], and our results show that the performance of
the proposed method is boosted even further in a realistic
and more interesting scenario such as the one provided by
weakly-labeled images.
2. RELATEDWORK
In the multimedia and computer vision communities, jointly
modeling images and text has been an active research area
in the recent years. A first group of methods uses mixture
models to define a joint distribution over image features and
labels. The training images are used by these models as com-
ponents to define a mixture model over visual features and
tags [14, 4, 2]. They can be interpreted as non-parametric
density estimators over the co-occurrence of images and la-
bels. In another group of methods based on topic models
(such as LDA and pLSA), each topic represents a distri-
bution over image features and labels [1, 20]. These kind
of generative models may be criticized because they max-
imize the generative data likelihood, which is not optimal
for predictive performance. Another main criticism of these
models is their need for simplifying assumptions in order to
do tractable learning and inference.
Discriminative models such as support vector machines
have also been proposed [7, 26]. These methods learn a
classifier for each label, and use them to predict whether
a test image belongs to the class of images that are an-
notated with a particular label. A main criticism of these
works resides in the necessity to define in advance the num-
ber of labels and to train individual classifiers for each of
them. This is not feasible in a realistic scenario like the one
of web images. Despite their simplicity, nearest-neighbor
based methods for image annotation have been found to
give state-of-the-art results [18, 9, 25]. The intuition is that
similar images share common labels. The common proce-
dure of the existing nearest-neighbor methods is to search
for a set of visually similar images and then to select a set of
relevant associated tags based on a tag transfer procedure
[18, 16, 9]. In all these previous approaches, this similarity
is determined only using image visual features.
3. APPROACH
The proposed method is based on KCCA which provides
a common representation for the visual and tag features.
We refer to this common representation as semantic space.
Similarly to [10, 13] we use KCCA to connect visual and
textual modalities, but our method is designed to effectively
tackle the particular problem of image auto-annotation. In
Section 3.1 we present our visual and text features with
their respective kernels; next we briefly describe KCCA (Sec-
tion 3.2) and the different NN schemes (Section 3.3). In Fig-
ure 2 we show an embedding computed with ISOMAP [22] of
the visual data and its semantic projection. We randomly
pick three tags to show how the semantic projection that
we learn with KCCA better suits the actual distribution of
tags with respect to the visual representation. The semantic
projection improves the separation of the classes, allowing a
better manifold reconstruction and, as our experiments will
confirm, an improvement on precision and recall on different
datasets.
3.1 Visual and Tags Views
3.1.1 Visual Feature Representation and Kernels
We directly use the 15 features provided by the authors
of [9, 24]1. These are different types of global and local fea-
tures commonly used for image retrieval and categorization.
In particular we use two types of global descriptors: Gist
and color histograms with 16 bins in each channel for RGB,
LAB, HSV color spaces. Local features include SIFT and
robust hue descriptors, both extracted densely on a multi-
scale grid or for Harris-Laplacian interest points. The local
feature descriptors are quantized using k-means and then
all the images are represented as bag-of-(visual)words his-
tograms. The histograms are also computed in a spatial
arrangement over three horizontal regions of the image, and
then concatenated to form a new global descriptor that en-
codes some information of the global spatial layout.
In this work we use χ2 exponential kernels for all visual
features f ∈ F :
Kχ2(h
f
i , h
f
j ) = exp
(
− 1
2A
d∑
k=1
(hfi (k)− hfj (k))2
(hfi (k) + h
f
j (k))
)
, (1)
where A is the mean of the χ2 distances among all the train-
ing examples, d is the dimensionality of a particular feature
descriptor f and hfi is its respective histogram representa-
tion. It has to be noticed that all the feature descriptors
are L1-normalized. Finally, all the different visual kernels
are averaged to obtain the final visual representation. We
obtain the kernel between two images Ii, Ij via kernel aver-
aging:
Kv(Ii, Ij) =
1
|F|
∑
f∈F
Kχ2(h
f
i , h
f
j ). (2)
3.1.2 Tag Feature Representation and Kernel
We use as tag features the traditional bag-of-words which
records which labels are named in the image, and how many
times. Supposing V is our vocabulary size, i.e. the total
possible words used for annotation, each tag-list is mapped
to an V -dimensional feature vector h = [w1, · · · , wV ], where
wi counts the number of times the i-th word is mentioned
in the tag list. In our case this representation is highly
sparse and often counts are simply 0 or 1 values. We use
these features to compute a linear kernel that corresponds
to counting the number of tags in common between two
images:
Kt(hi, hj) =< hi, hj >=
V∑
k
hi(k)hj(k). (3)
1These features are available at: http://lear.inrialpes.
fr/people/guillaumin/data.php.
3.2 Kernel Canonical Correlation Analysis
Given two views of the data, such as the ones provided by
visual and textual modalities, we can construct a common
representation. Canonical Correlation Analysis (CCA) seeks
to utilize data consisting of paired views to simultaneously
find projections from each feature space such that the corre-
lation between the projected representations is maximized.
In the literature, the CCA method has often been used in
cross-language information retrieval, where one queries a
document in a particular language to retrieve relevant docu-
ments in another language. In our case, the algorithm learns
two semantic projection bases, one per each modality (i.e.
the v view is the visual cue while the t view is the tag-list
cue).
More formally, given N samples from a paired dataset
{(v1, t1), . . . , (vN , tN )}, where vi ∈ Rn and ti ∈ Rm are the
two views of the data, the goal is to simultaneously find
directions w∗v and w
∗
t that maximize the correlation of the
projections of v onto wv and t onto wt. This is expressed as:
w∗v , w
∗
t = arg max
wv,wt
Eˆ[〈v, wv〉〈t, wt〉]√
Eˆ[〈v, wv〉2]Eˆ[〈t, wt〉2]
=
arg max
wv,wt
wTv Cvtwt√
wTv Cvvwvw
T
t Cttwt
, (4)
where Eˆ denotes the empirical expectation, Cvv and Ctt re-
spectively denote the auto-covariance matrices for v and t
data, and Cvt denotes the between-sets covariance matrix.
The solution can be found via a generalized eigenvalue prob-
lem [11].
The common CCA algorithm can only recover linear re-
lationships, it is therefore useful to kernelize it by project-
ing the data into a higher-dimensional feature space by us-
ing the kernel trick. Kernel Canonical Correlation Analy-
sis (KCCA) is the kernelized version of CCA. To this end,
we define kernel functions over v and t as Kv(vi, vj) =
φv(vi)
Tφv(vj) and Kt(ti, tj) = φt(ti)
Tφt(tj). Here, the idea
is to search for solutions of wv,wt that lie in the span of the
N training instances φv(vi) and φt(ti):
wv =
∑
i
αiφv(vi),
wt =
∑
i
βiφt(ti), (5)
where i ∈ {1, · · · , N}. The objective of KCCA is thus to
identify the weights α, β ∈ RN that maximize:
α∗, β∗ = arg max
α,β
αTKvKtβ√
αTK2vαβTK
2
t β
, (6)
where Kv and Kt denote the N ×N kernel matrices over a
sample of N pairs. As shown by Hardoon [11], learning may
need to be regularized in order to avoid trivial solutions.
Hence, we penalize the norms of the projection vectors and
obtain the standard eigenvalue problem:
(Kv + κI)
−1Kt(Kt + κI)
−1Kvα = λ
2α. (7)
The top D eigenvectors of this problem yield basis A =[
α(1) . . . α(D)
]
and B =
[
β(1) . . . β(D)
]
that we use to com-
pute the semantic projections of any vector vi, ti.
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Figure 2: Visualization of three labels (Corel5K): (a) distribution of image features in the visual space (b)
distribution of the same images after projecting into the semantic space learned using KCCA. Note the
clearer distinction of the clusters in the semantic space.
3.2.1 Implementation Details
In order to avoid degeneracy with non-invertible Gram
matrices and to increase computational efficiency we approx-
imate the Gram matrices using the Partial Gram-Schmidt
Orthogonalization (PGSO) algorithm provided by Hardoon
et al. [11].As suggested in [11] the regularization parameter
κ is found by maximizing the difference between projections
obtained by correctly and randomly paired views of the data
on the training set. In the experiments we have optimized
both the parameters of the PGSO algorithm (i.e. κ and T );
however, we found as a good starting configuration the set-
ting T = 30 and κ = 0.1. We also found important swapping
the use of visual and textual spaces as Hardoon [11] fixes A
to be unit vectors while computing B on the basis of the two
kernels.
3.3 Automatic Image Annotation Using Nearest-
Neighbor Models in the Semantic Space
The intuition underlying the use of nearest-neighbor meth-
ods for automatic image annotation is that similar images
share common labels. Following this key idea, we have in-
vestigated and applied several NN schemes to our semantic
space in order to automatically annotate images. We briefly
describe these models below.
For all baseline methods the K neighbours of a test image
Ii are selected as the training images Ij for which our av-
eraged test kernel value Kv(Ii, Ij), defined in Eq. 2, scores
higher. In case the semantic space projection is used, the K
neighbors are computed using:
d(ψ(Ii), ψ(Ij)) = 1− ψ(Ii)
T · ψ(Ij)
‖ψ(Ii)‖2 · ‖ψ(Ij)‖2
, (8)
where ψ(Ii) is the semantic projection of a test image Ii.
The projection of Ii is defined as ψ(Ii) = Kv(Ii, ·)TA, where
Kv(Ii, ·) is the vector of kernel values of a sample Ii and all
the training samples. Note that we only use the visual view
of our data both for training and test samples.
3.3.1 Nearest-Neighbor Voting
Given a test image, we project onto the semantic space
and identify its K Nearest-Neighbors. Then we merge their
labels to create a tag-list by counting all tag occurrences
on the K retrieved images, and finally we re-order the tags
by their frequency. If we fix K to a very small number
(e.g. K = 2) this approach is similar to the ad-hoc nearest-
neighbor tag transfer mechanism proposed by Makadia et
al. [18].
3.3.2 Tag Relevance
Li et al. [16] proposed a tag relevance measure based on
the consideration that if different persons label visually sim-
ilar images using the same tags, then these tags are more
likely to reflect objective aspects of the visual content. Fol-
lowing this idea it can be assumed that, given a query image,
the more frequently the tag occurs in the neighbor set, the
more relevant it might be. However, some frequently oc-
curring tags are unlikely to be relevant to the majority of
images. To account for this fact the proposed tag relevance
measurement takes into account both the distribution of a
tag t in the neighbor set for an image I and in the entire
collection:
tagRelevance(l, I,K) := nt[N(I,K)]− Prior(t), (9)
where nt is an operator counting the occurrences of t in the
neighborhood N(I,K) of K similar images, and Prior(t) is
the occurrence frequency of t in the entire collection.
3.3.3 TagProp
Guillaumin et al. [9] proposed an image annotation algo-
rithm in which the main idea is to learn a weighted nearest
neighbor model, to automatically find the optimal combi-
nation of multiple feature distances. Using yit ∈ {−1,+1}
to represent if tag t is relevant or not for the test image Ii,
the probability of being relevant given a neighborhood of K
images Ij ∈ N(Ii,K) = {I1, I2, . . . , IK} is:
p(yit = +1) =
∑
Ij∈N(Ii,K)
piij p(yit = +1|N(Ii,K)), (10)
p(yit = +1|N(Ii,K)) =
{
1−  for yit = +1,
 otherwise
(11)
piij ≥ 0,
∑
Ij∈N(Ii,K)
piij = 1, (12)
where piij is the weight of a training image Ij of the neigh-
borhood N(I,K) and p(yit = +1|N(Ii,K)) is the prediction
of tag t according to each neighbor in the weighted sum.
The model can be used with rank-based (RK) or distance-
based weighting; the latter can be learnt by using a single
distance (referred to as the SD variant) or using metric learn-
ing (ML) over multiple distances. Furthermore, to compen-
sate for varying frequencies of tags, a tag-specific sigmoid
is used to scale the predictions, to boost the probability for
rare tags and decrease that of frequent ones. Sigmoids and
metric parameters can be learned by maximizing the log-
likelihood
∑
Ii,t
ln p(yit).
3.3.4 2PKNN
Verma and Jawahar [25] proposed a two phase method:
a first pass is employed to address the class-imbalance by
constructing a balanced neighborhood for each test image
and then a second pass, where the actual tag importance is
assigned based on image similarity.
The problem of image annotation is formulated similarly
as in Guillaumin et al. [9], by finding the posterior proba-
bilities:
P (yit|Ii) = P (Ii|yit)P (yit)
P (Ii)
. (13)
Given a test image Ii, and a vocabulary Y = {t1, t2, . . . , tM},
the first phase collects a set neighborhoods Tit for each tag
t ∈ Y by selecting at least the nearest M training images
annotated with t. The neighborhood of image Ii is then
given by N(Ii) =
⋃
t∈Y Tit. It should be noticed that a tag
can have less than M training image and therefore N(Ii),
may still be a lightly unbalanced set of tags.
On the second phase of 2PKNN, given a tag t ∈ Y , the
probability P (Ii|t) is estimated by the neighborhood defined
in phase one for image I:
P (Ii|t) =
∑
Ij∈N(Ii)
exp(−D(Ii, Ij))p(yit = +1|N(Ii)), (14)
where p(yit = +1|N(Ii)) is the presence of tag t for image
Ii as in Guillaumin et al. [9] and D(Ii, Ij) is the distance
between image Ii and Ij .
In the simplest version of this algorithm D(Ii, Ij) is just a
scaled version of the distance wD(Ii, Ij), where w is a scalar.
Authors in [25] also propose a more complex version where
D(Ii, Ij) can be parameterized as a Mahalanobis distance
where the weight matrix can be learned in a way that the
resulting metric will pull the neighbors from the Tt belonging
to ground-truth tags closer and push far the remaining ones.
4. EXPERIMENTS
We evaluate the performance of our cross-media model for
automatic image annotation on three popular datasets and
we compare it to closely related work.
4.1 Datasets
Corel5K. The Corel5K dataset [3] has been the standard
evaluation benchmark in the image annotation community
for around a decade. It contains 5,000 images which are an-
notated with 260 labels and each image has up to 5 different
labels (3.4 on average). This dataset is divided into 4,500
images for training and 500 images for testing.
IAPR-TC12. This dataset was introduced in [8] for cross-
language information retrieval and it consists of 17,665 train-
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Table 1: This table shows the results of several con-
figurations of our method based on KCCA and base-
lines on the Corel5K , IAPR-TC12 and MIRFlickr-
25K datasets.
ing images and 1,962 testing images. Each image is anno-
tated with an average of 5.7 labels out of 291 candidate.
MIRFlickr-25K. The MIRFlickr-25K dataset has been
recently introduced to evaluate keyword-based image retrieval
methods. The set contains 25,000 images that were down-
loaded from Flickr and for each one of these images the
tags originally assigned by the users are available (as well as
EXIF information fields and other metadata such as GPS).
It is a very challenging dataset since the tags are weak la-
bels and not all of them are actually relevant to the image
content. There are also many meaningless words. Therefore
a pre-processing step was performed to filter out these tags.
To this end we matched each tag with entries in Wordnet
and only those tags with a corresponding item in Wordnet
were retained. Moreover, we removed the less frequent tags,
whose occurrence numbers are below 50. The result of this
process is a vocabulary of 219 tags. The images are also
manually annotated for 18 concepts (i.e. labels) that are
used to evaluate the automatic annotation performances. As
in [24], the dataset is divided into 12,500 images for training
and 12,500 images for testing.
4.2 Evaluation Measures
We evaluate our models with standard performance mea-
sures, used in previous work on image annotation. The stan-
dard protocol in the field is to report Precision and Recall for
fixed annotation length [3]. Thus each image is annotated
with the n most relevant labels (usually, as in this paper,
the results are obtained using n = 5). Then, the results are
reported as mean precision P and mean recall R over the
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Figure 3: Precision and recall of all the methods on MIRFlickr-25k varying the number of nearest neighbors.
Dashed lines represent baseline methods. Note that 2PKNN implicitly define the size of the neighborhood
based only on the number of images per labels.
ground-truth labels; N+ is often used to denote the number
of labels with non-zero recall value. Note that each image is
forced to be annotated with n labels, even if the image has
fewer or more labels in the ground truth. Therefore we will
not measure perfect precision and recall figures.
4.3 Results
As a first experiment we compare our method with the
corresponding nearest neighbor voting schemes. It can be
seen from Table 1 that our approach improves over baseline
methods in every setting on all datasets. Precision is boosted
notably, confirming the better separation of the classes in
the semantic space (as previously discussed in Section 3).
Also recall is improved by a large margin on Corel5K and
MIRFlickr-25k. On IAPR-TC12 recall improvement is less
pronounced. We believe this is due the different amount of
textual annotation: IAPR-TC12 has an average of 5.7 tags
per image (TPI) and up to 23 TPI while on Corel5K and
MIRFlickr-25k the average TPI is respectively 3.4 and 4.7
with a maximum of 5 and 17 TPI respectively. Recalling
that we are predicting n = 5 tags per image, recall is harder
to improve on this dataset.
We conduct an evaluation of how the amount of neigh-
bours affect the performance for both our method and the
baseline on the challenging MIRFlickr-25k dataset. As can
be seen from Figure 3 the KCCA variants (solid lines) of
the four considered voting schemes systematically improve
both precision and recall for any amount of nearest neigh-
bors used. Note that in both cases, a similar pattern emerges
due the natural instability of NN methods.
It is interesting to note that while recall gets better as the
neighborhood gets bigger, saturating at near 2, 000 neigh-
bours, precision depends on the algorithm chosen. Basic
voting and Tag Relevance show an improvement until 200
neighbors and then begin decreasing; TagProp improves un-
til saturates at around 900.
2PKNN misses a direct parameter to choose the dimension
of the neighborhood, but it implicitly defines it by choosing
at most M images per label. However, while it has a clear
advantage on Corel5K and IAPR-TC12, both as a baseline
and after the projection, it fails to achieve comparable per-
formance on MIRFlickr-25K. We believe that this is due to
the noisy and missing tags of MIRFlickr-25K, a notable dif-
ference on this more realistic and challenging dataset.
Comparing with the state of the art, on Tables 2 and
3, our method achieves better performance than all pre-
vious works while it is comparable with the state of the
art method 2PKNN [25] on Corel5K. Our method performs
slightly worse than 2PKNN in metric learning configuration.
However, metric learning involves a learning procedure with
many parameters that rise the complexity of optimization
and undermines scalability.
Our method, once learned the semantic space, continues
to work in what we call an open world setting. In this setting
that is indeed more realistic, the amount of tags per image
evolves over time. That is the case of big data from social
media and, more in general, from the web.
We also report in Table 4 a comparison with the meth-
ods presented in [9, 24] using per-image average precision
(iAP). This measure indicates how well a method identifies
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Table 3: This table shows the results of our method
and related work on the IAPR-TC12 dataset (as re-
ported in the literature).
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Table 4: This table shows the results of our method
and related work [24] on the MIRFlickr-25k dataset.
relevant concepts for a given image. Our method combining
the 2PKNN voting scheme, without metric learning, with
the semantic projection outperforms all the other methods.
4.3.1 Qualitative Analysis
In Figure 4 we present some anecdotal evidence for our
method (from the MIRFlickr-25k dataset). It can be seen
that TagProp and TagRel perform better in general for the
baseline representation and our proposed KCCA variant. It
has to be noted that for challenging images where visual
features can be deceiving our cross-modal approach allows
to retrieve more tags. As an example see the first two rows:
a close-up of a flower and a cloudy sunset with a road. For
the first one it is not surprising that visual features do not
provide enough good neighbors to retrieve the flower tag.
For the second one none of the baseline method can retrieve
the sunset and cloud tags; we believe that this is due to
the lack of color features. In this two cases it is clear that
semantically induced neighbors in the common space can
boost the accuracy.
Another challenging example is shown at row five: a girl
is depicted behind an object that hides a part of the face.
This image component do not have enough visual neighbors
to retrieve its tags. With our representation we are able to
retrieve girl and portrait in the first three voting schemes
and also people in the TagProp voting scheme, though face
and woman may be considered correct even if not present in
the ground truth tags.
5. CONCLUSIONS
We presented a cross-media model based on KCCA to
automatically annotate images. We learn semantic projec-
tions for both textual and visual data. This representation
is able to provide better neighbors for voting algorithms.
The experimental results show that our method makes con-
sistent improvements over standard approaches based on a
single-view visual representation as well as other previous
work that also exploited tags. We report also experiments
on a challenging dataset collected from Flickr and our re-
sults show that the performance of the proposed method is
boosted even further in a realistic scenario such as the one
provided by weakly-labelled images. Possible extensions of
this work include the exploration of how richer textual and
semantic cues from natural language annotations might also
improve our model.
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