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Abstract-In this note we derive optimal error estimates for finite element approximations of a restricted 
class of one-dimensional nonlinear elliptic problems. The operators involved are monotone and differen- 
tiable, and it is assumed that the solutions are smooth. 
1. INTRODUCTION 
The determination of optimal error estimates of finite element approximations of nonlinear and 
quasilinear elliptic boundary-value problems is one of several significant open problems that 
stand in the way of developing a complete approximation theory for nonlinear equations. 
Glowinski and Marroco [l] investigated finite element approximations of the equation 
-V*(]Vu]“-‘Vu)=f in fiCCR* 
u=O on 8R l<p<m 
and obtained error estimates for piecewise linear approximations U of u of the form 
1111 - L&,Qn, = O( h “(p--l’), p 2 2 (1.1) 
where W,‘(n) is the Sobolev space of order (1, p) and h is a mesh parameter-typically the 
maximum element diameter. Similarly, BabuSka[2] obtained the same estimate for a slightly more 
general class of second-order quasilinear problems of the type 
--&A~(x,DuJ=~ in ncR” (P=$-) 
u=O on JR 
where the coefficients Ai(x, Du) satisfy the assumptions of ViSik[3]. 
Unfortunately, it is well known (on the basis of numerical experiments) that the estimate 
(1.1) is not optimal. Indeed, the numerical results in, e.g.[4] and [S] indicate that the correct rate 
of convergence for sufficiently smooth solutions, is O(h) which is the same as that of the 
corresponding linearized problem. In a recent paper, BabuSka[2] points out that ‘. . . the 
problem of the optimality of the error bounds seems to be open.’ 
In a forthcoming paper,[61, the authors consider finite element approximation of the 
following two-point boundary-value problem in nonlinear elasticity: Find u E $‘P*(I) = 
{u E W,‘(l): u(O) = u(L) = 0; I = (0, 1) C R} such that 
Z(u) g dx = fc dx Vu E tip’(I) 
where 2 5 p < cc. and C(u) is the stress operator given by 
Z(u) = -Eo(l + u’)-’ + x E,(l+ u’)‘. 
j=O 
(1.2) 
(1.3) 
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Here E,, j = 0, 1,. . . , p - 1 are elastic constants, E. > 0. and z_(O) = 0. We are able to show in [6] 
that 
(1) If E,_,>O, and if A(l+u’)lO where 
A(/+) A!!= E,,h -’ + Pi jE,,i-' 
,=I 
(1.4) 
then (1.2) has a unique solution u E GP’(Z). 
(2) If S,,(Z) is the space of continuous, piecewise linear functions corresponding to a 
uniform finite element mesh on Z, the elements Z, of which are of length h. then the finite 
element approximation U of u in Sk(Z) is such that (2 I p 5 =) 
(1.5) 
(3) If IJU - Ull~Plo, = O(h ‘), conditions (1) hold, and 2 S p Cm, then 
IIU - uII‘,m = 0th ““I. (1.6) 
Thus, while the rate of convergence in,(lS) is generally higher than (I.]), it is still not optimal. 
In the present note, we demonstrate a rather elementary technique for obtaining optimal 
W,‘(Z)-error estimates for a simple class of nonlinear two-point boundary-value problems of 
the type (1.2) under the following assumptions: 
(i) The equilibrium operator -(d/dx)Z(u), where -d/dx is the distributional derivative of the 
stress Z(u), is a bounded hemi-continuous operator from tiD’(Z) onto W,-‘(Z), (l/p) + (l/q) = 1, 
21p <a. 
(ii) The stress operator 2: CO’(Z)-,C”(Z) is Gateaux differentiab!e, and its differential 
92(h) = dZ(A)/dX is continuous and strictly positive for every h E R’, and if u’ = const., then 
Z(u) = const. 
(iii) 92(A) has an infimum y for A E R’ and 
y = inf 92(h) > 0, A E R’. (1.7) 
(iv) The solution u of our nonlinear boundary value problem is sufficiently regular (exis- 
tence and uniqueness of u is guaranteed by (i)-(iii)); in particular, we require that u E 
W,‘(Z) n L%‘(Z), Zr2. 
We also obtain immediately optimal L,(Z) estimates and, under some additional hypotheses, 
we derive pointwise error estimates. 
2. SOME PRELIMINARY NOTATIONS AND RESULTS 
As indicated in the introduction, we are interested in the problem of finding 
where, 
such that 
where 
v(0) = u(L) = o} 
Z={x:O<x<L}, 25p <m 
a(u,u)=Cf,u) vu E @p’(Z) 
(2.1) 
(2.2) 
a(u, u) = I Z(u)u’ dx 
(_f,u)=ll’fudx. 
(2.3) 
(2.4) 
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In (2.1) and (2.3), u’ denotes the distributional derivative of u and Z(u) is a nonlinear map of 
tip’(Z) into L,(Z). Since, for fixed u, a(u, u) is a continuous linear functional on @0’(Z), it is 
clear that 
n(u,4)=(-%,4) v4 E G”(Z) (2.5) 
where (., .) denotes duality pairing on W,-‘(Z) x 6’,,‘(Z). Thus (2.2) is equivalent to the 
distributional differential equation 
dW) --_=f, 
dx 
f E W,_‘(Z). (2.6) 
Coincidentally, if Z(u) is the stress in a material body induced by a displacement u(x), (2.6) is 
seen to be the equilibrium equation for the body and (2.2) is a ‘statement’ of the ‘principle’ of 
virtual work. 
Next, we establish some direct consequences of the assumptions stated earlier. 
THEOREM 1. Let conditions (i)-(iii) stated in the introduction 
unique solution. 
Proof. The operator -dZ/dx is strongly monotone: 
I 
,~(~(~)--P(~))(~-u)dx=~9Z(Bu+(l 
I 
1 yllu - u/&c,,. 
hold. The problem (2.2) has a 
tI))(u’ - u’)‘dx 
(2.7) 
Thus, it is monotone and coercive. Since it is also hemicontinuous, it is surjective by Minty’s 
theorem (see e.g. 171). 
COROLLARY 1. Let the assumptions of Theorem 1 hold and let 2(O) = 0. Then, 
n(u, u) 2 yI(uI(tv?‘u,. (2.8) 
THEOREM 2. Let conditions (i)-(iv) hold, and let u, u C W,*(Z’) where I’ is open C Z, p 2 3/2, 
p 2 2. Then 
Ilqu(x)) - Z(u(x))l 2 ylu’(x) - u’(x)\ vx E I’. (2.9) 
Proof. If u, v E fiD“(Z’), CL > 3/2, p 5 2, then u’ and u’ E C’(Z) by virtue of the Sobolev 
imbedding theorem (see e.g.181). Hence, u, u E C’(Z’) and B(u), Z(u) E C”(P). For any 
arbitrary but fixed x E I’, Z is continuous in its arguments. Therefore, by applying the 
mean value formula, we can write 
au(x)) -Z(u(x)) = 92(8u(x) + (1 - @u(x))(u’(x) - u’(x)) 
6 E (0, 1). By making use of (1.7), we arrive at (2.9). 
3.FINITE ELEMENT APPROXIMATION 
In this note, we consider finite element approximation by piecewise linear polynomials. We 
introduce a partition A of Z with a uniform mesh consisting of N + 1 nodes {Xi}EO, (N = N(A)), 
such that 
O=XO<X’<...<XN=L 
I, = (x*-‘, X’f, f = (c; il.
,=I 
(3.1) 
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h=Xi-X’-’ (15isN) and L=Nh. (3.2) 
We will consider nonuniform meshes ubsequently. 
Next we introduce the finite dimensional subspaces S,‘(l) and &‘(I) with respect to the 
partition, 
&‘(I) = {V E C,O(f): VJ, c 6,(A), 15 i 5 N} (3.3) 
and 
S,‘(I) = {V E S?‘(l): V(0) = V(L) = O}. (3.4) 
Here P,(J) is the space of polynomials of degree 51 on L. Clearly S,‘(l) C @‘P’(Z). 
The approximation problem corresponding to (1.2) is as follows: Find U E &‘(I) such that 
a(U, V) = 
I 
Z(U)V’dx = cf, V) vv E &‘(I). (3.5) 
I 
Since V E k’(Z) C $,,‘(I), we have the orthogonality condition 
I 
(x(u)-x(U))V’dx =0 vv E S,‘(I) (3.6) 
f 
where u is the exact solution and U its finite element approximation. The following theorem 
gives an important property of such approximations. 
THEOREM 3. Let u be the exact solution of problem (1.2) and U its finite element approximation. 
Then, for a fixed uniform mesh, there exists a constant &, depending on h but not on u, such that 
I 
(H(u) -2(U)) dx = fI,, lCj5N. (3.7) 
‘I 
Proof. For every V E &,‘(I), we have 
I V’dx=O I
denoting V: = V$,, 1 I j 5 N, we note that Vi is constant over the interval 4. Then for a uniform 
mesh, we get, 
g v:=o. 
Now from the orthogonality condition (3.6), 
gJ1, (Z(u) - Z( U))V; dx = 0. 
Substituting for VA from (3.8) and noting that Vi,. . . , VI;-, are linearly 
arrive at 
I 
,, (Z(u) -Z(U)) dx = . . . = 
I 
,N (Z(u) - X( l-0) dx = 8,. 
(3.8) 
independent, we 
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I ,, (Z(u) dx = I ,,Z(U) dx = hZ(Uj), 15jlN. (3.9) 
Then, from (3.7) we observe that 
where H is a constant 20. Obviously in every interval Ii there exists a point x E 1j such that 
Z(u(x)) = Z(U), as a consequence of the mean value theorem. 
THEOREM 4. Let Z(u) satisfy the conditions (i)_(iv) of Section 1 and let u and U be as defined in 
Theorem 3. Then, for every partition A, there exists a point x E I such that Z(u(x)) = ~(U(X)). 
Proof. We prove this by contradiction. Suppose Z(u(x)) # C( U(x)) for every x E I. Without 
loss in generality, let Z(G) > Z(u) Vx E 1,. Then, from (3.7), we get Z(Uj) > x(10 Vx E Zj and 
for every j, 15 j 5 N. 
(u’- u’)(z(u)-B(u))=9z(f%4+(1-t?)u)(u’- U’)*ry(u’- u’y>o. 
Therefore, we get 
This yields, 
Ui>u’ VX E Ij, 1sjsN. 
U;dx=hg U;> 
j-l 
But, U E $,‘(I) and condition (3.8) is not satisfied, acontradiction. The argument Z( Uj) <B(u) 
Vx E I,, 15 j 5 N also leads to similar contradiction. 
We show later that the above theorem also holds for nonuniform meshes. 
4. ERROR ESTIMATES 
We proceed to establish the optimal error estimates. 
THEOREM 5. Let conditions of Theorem 4 hold and let f E L,(I). Then, the following error estimate 
holds: 
IIU - UII,~,,, = t L”‘IJflL&I, 2 5 r 5 m, (4.1) 
Proof. Consider the interval I, in which we have Z(u) = Z(U) for some x E I,,,. Then 
In view of (2.6), we have 
P(U) - Z(U)/ 5 IlfL,,,h vx E I”. 
Also we note from (3.10) that 
1% U?n I- a Utn)l = Z-I 5 Ilf IlL&,h 
Now, in any other interval I,, 1 5 j 5 N, j# M, 
(4.2) 
(4.3) 
J~(U)-_(U)I~I~(U)-_(~j)l+I~t~ji)-Z(U,))=I~tU)--(~iifJ+H VX E 1. (4.4) 
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In the above we made use of (3.10). It is easy to see that 
Ix(U) - x(G)1 S IIZJIEAr~,h vx E Zj l~j<N j#m. 
Therefore, from (4.3), (4.4) and (4.5), we get 
1%) - z(G)1 5 (ll.fllL.A,,~ + Il.fIIL&J~ Vx E Zj, 1zzjlN j#m. 
Combining with (4.2) and noting (lfllL,cl,t I IVllt-cr,, 1 5 j 5 N, we arrive at 
[Z(u) - Z(U)1 5 2(lfll~&t Vx E Z,, 15 j 5 N. 
Then, from (2.9), we get 
ylu’- U’I 5 IX(u) - Z(U)1 5 ZllfllL_U,Zl Vx E Zj, lsj<N. 
(4.5) 
(4.6) 
(4.7) 
Therefore, 
5. NONUNIFORM MESHES 
In the case of nonuniform meshes, we define the mesh parameter h by 
h = max hj 
IsjsN 
(5.1) 
where hi = X’ -X’-‘. For every V E &l(Z), we have 
8 VIhj = 0 (5.2) 
which is the condition corresponding to (3.8). 
THEOREM 6. Let the conditions for Theorem 3 hold. Then for nonuniform meshes, there 
exists a constant c/J~, depending on h but not on u such that 
(Z(u) -P(U)) dx = e&r 1sjs-N. (5.3) 
Proof. From (5.2), we have 
substituting in (3.6), we have 
(x(u)-T(U))dx-$ N I, (Z(u) - z(U)) dr)) V’ = 0. 
N 
Noting that Vi,. . . , VL, are linearly independent, we get (5.3). 
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THEOREM 7. Let Z(u) satisfy the conditions (i)-(iv) of Section 1 and let u and U be as defined in 
Theorem 3. Then, there exists a point x E I such that I(u(x)) = X(U(x)) for every partition. 
Proof. Suppose I(u(x)) # Z(U(x)) for every x f I. Without loss in generality, let C(U,) > 
X(u) Vx E I,. Then, from (5.3), we get Z(U,)>Z(u) Vx E I,, 1 I j 5N. 
Making use of the monotonicity condition (1.7), as observed in the proof of Theorem 4, we 
get 
rJ;> u’ Vx E I,, 1sjsN. 
This yields, 
U;dx =i h;U;> u’dx =O. 
,=I 
In view of (5.2). this is a contradiction. 
THEOREM 8. Let condition of Theorem 7 hold and let f E L,(Z). The following error estimates 
holds 
where h = max h,. 
I=,CN 
Proof. The proof follows lines essentially the same as those in the proof of Theorem 5, noting 
that h is now defined by (5.1). 
6. A CONCLUDING COMMENT 
The methods described in this note are seriously restricted by their use of the assumption of 
monotonicity of the operators and sufficient smoothness of the solution of the equation. It is 
known. for example, that optimum rates of convergence can be obtained in cases where the 
operators are not monotone. Consequently, it should be possible to remove this restriction. 
In addition, it seems quite likely that the results described here can be easily extended to 
two- and three-dimensional problems in which piecewise linear approximations are used. 
Extensions of the one-dimensional case to higher order elements may also be possible by 
establishing certain identities ‘involving moments of error Z(u) - 2(U) in each element. Again, 
however, we do not at present see how to make such assumptions without taking advantage of 
the assumed monotonicity of 2. 
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