Operators associated with conditionally positive definite kernels  by Menegatto, V.A. et al.
Indag. Mathem., N.S., 15 (3), 357-371 September 27, 2004 
Operators associated with conditionally positive definite kernels 
by  V.A. Menegat to  a,1, C.R O l ive i ra  b and  A.R Peron  c 
a Departamento de Matemdtiea, ICMC-USP,, S~o Carlos, Caixa Postal 668, 
13560-970 S6o Carlos, SP, Brasil 
b Universidade F deral de Itajubd, ICI-DMC, Caixa Postal 50, 37500-903 Itajubd, MG, Brasil 
c Departamento de Matemdtica, Universidade Estadual de Maringd, Avenida Colombo 5790, 
87020-900 Maringd, PR, Brasil 
Communicated byProf. J.J. Duistermaat  the meeting of April 26, 2004 
ABSTRACT 
Conditionally positive definite kernels are frequently used in multi-dimensional d ta fitting. Starting with 
a single conditionally positive definite kernel on a domain ~2 and a set of interpolation points in ~2, the 
interpolant consists of a linear combination ftranslates by the interpolation points of the kernel plus a 
low degree polynomial. A major problem is to identify which conditionally positive definite kernels can 
be used to carry out the interpolation. Inthis paper, we study linear and nonlinear operators that leave the 
class of conditionally positive definite kernels invariant. The operators are useful in the description of the 
class of strictly conditionally positive definite kernels with respect to a polynomial space 7) on ~2, when 
a description &the class of strictly conditionally positive definite kernels with respect to a subspace of 
7 ) is available. 
1. INTRODUCTION 
Let S2 be a nonempty  subset o f  either R l or C l and 7) a subspace of  I-I, the space 
o f  polynomials  in l variables with complex coefficients in the case S2 c R l, and 
the space of  polynomials  in the variables z and ~, z ~ C l, in the case f2 c C I. 
A Hermit ian kernel  f : f~ x ~2 ~ C is conditionally positive definite with respect 
to 7 ) on f2 i f  for all {Xl . . . . .  Xk} C S2, and {Cl . . . . .  Ck} C C satisfying 
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(1.1) 
k 
c~p(xu) = O, 
/ z= l  
p679, 
the associated quadratic form 
(1.2) 
k 
Z ctzUvf(xtz' xv) 
/ z ,v=l  
is nonnegative. If the quadratic form is positive when the xj are distinct, the cu 
satisfy (1.1) and ~t~=~ Ic~l > 0, then the kernel f is called strictly conditionally 
positive definite with respect to 79 on f2. If 79 = {0}, then the above terminology 
reduces to the well-known concepts of positive definiteness and strict positive 
definiteness on f2. The two classes of kernels introduced above will be denoted 
by CPDT~ ( S2 ) and SCPDT~ ( S2 ) respectively. 
The title of the paper refers to operators T acting on the vector space I-I of 
Hermitian kernels on f2 and having the form 
n n 
T(f)(x, y) := f(x, y) - Zq i (x ) f (y i ,  y) - Zq j (y ) f (x ,  yj) 
i=1  j= l  
n n 
+ ~-~f(y i ,Y j )q i (x)q j (y) ,  f ~H, 
i=1 j=l 
in which {yl . . . . .  Yn} is a fixed subset of f2, 79 is n-dimensional nd {ql . . . . .  qn} is 
a Lagrange-type basis for 79 with respect to {yl . . . . .  yn}, and to nonlinear operators 
of the form 
n 
(1.3) S(f)(x, y):= T(f)(x, y) + Zqi(x)qi(y), f c H. 
i=1  
We observe that T = I - B in which I is the identity operator on I-I and B 
is the Boolean sum of the operators B1 and B2 on H given by Bl(f)(x, y) := 
n X n ~i=1 qi( )f(Yi, Y), f E I~, and B2(f)(x, y) := ~ j= lq J (Y ) f (x ,  yj), f E HI. As 
well explained in [2], a Lagrange-type basis for 79 with respect o {yl . . . . .  yn} is 
a basis {ql . . . . .  qn} of 79 satisfying qj(yi) = 8ij. 
What really connects the operators T and S with the classes CPDT~(S2) and 
SCPD~(f2) is that both operators leave these classes invariant. For instance, 
the theory of reproducing kernels makes use of these invariance properties [7]. 
Recently, we used them to characterize the classes CPD~(f2) and SCPDT~(S2) 
for a variety of domains f2, namely, those for which the classes CPD{o} (S2) and 
SCPD(o}(f2) were known [5]. In particular, the case in which f2 is a sphere was 
considered. 
Our interest in such operators and in the classes of Hermitian kernels introduced 
above has its origin in approximation theory. There, if a kernel f is strictly 
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conditionally positive definite with respect o a finite-dimensional subspace 79 of 
l-I, then the interpolation problem 
k 
(1.4) ~cvf(xtz,xv)+q(x~)=)~tz, t t= l  . . . . .  k, qc79,  
v=l  
under the condition 
k 
(1.5) p 79, 
v=l  
is always uniquely soluble as long as p = 0 is the only element of 79 vanishing at 
the interpolation points xu. 
The definition of conditional positive definiteness does not require the space 79 
to be finite-dimensional but, in applications, it needs to be so. It is not difficult to 
see that if one completely understands ( trict) conditional positive definiteness in
the cases in which the polynomial space is finite-dimensional then the other cases 
follow. Indeed, if a kernel f is (strictly) conditionally positive definite with respect 
to every finite-dimensional subspace of an infinite-dimensional space 79 then it is 
so with respect to 79 itself. Thus, in the remaining of the paper, we will deal with 
finite-dimensional spaces only. 
The most common choice for 79 is 1Pro (f2), the space of polynomials of degree at 
most m restricted to f2. Conditional positive definiteness with respect to 79 on f2 is 
then termed conditionalpositive d finiteness of order m on S2. We refer to [1,4,7] 
and references therein for general information on conditionally positive definite 
kernels on subsets of ]R z and C l. Ref. [5] brings some specific information on the 
operators S and T. 
An outline of the paper is as follows. In Section 2, we introduce a class of linear 
operators over IqI that includes the operator T described above as an special case. 
Every operator in the class turns out to be a projection of H. The null space and 
image of the operators are fully determined. In Section 3, we investigate he action 
of these linear operators on the classes CPDT~ (f2) and SCPDT~ (f2). The invariance 
of these classes alluded to in a previous paragraph is detailed. In Section 4, we 
introduce a class of operators that include the operator S in (1.3). They are shown 
to behave like projections of 1HI but have stronger p operties regarding invariance 
with respect o the classes SCPDT~ (f2). Thus, it is more natural to use operators 
from this class when dealing with interpolation problems. Section 5 describes the 
construction of a third class of operators having analogous properties. 
2. THE LINEAR OPERATORS 
The operator T described in Section 1 belongs to a wide class of operators of 
H. This section contains a study of such class. Operators in the class depend 
upon fixed finite-dimensional subspaces 79 and Q of l-I, 7 9 c Q, and a subset 
F :=  {Ym+l . . . . .  Ym+n} of g2. A basis for 79 will be denoted by {ql . . . . .  qm} while 
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its extension to a basis for Q will be written as {ql . . . . .  qm+n}. The operator itself 
is then given by 
m+n m+n 
TT~,Q(f)(x,y):=f(x,y)- ~ qi(x)f(yi,y)- Z qj(y)f(x, yj) 
i=m+l j=m+l 
m+n 
+ Y] f(yi, Yj)qi(x)qj(y), x, yEf2, fEH.  
i,j=m+l 
Is straightforward to verify that T~, Q maps H into itself. Likewise, T{0}, Q has an 
structure similar to that of the operator T described in Section 1 while TQ,Q = I. 
Lemma 2.1 below brings some elementary information about To, Q. It is the first 
step in the characterization f Im Tp, Q and Ker Tp, Q. 
Lemma 2.1. The following assertions hold for f in H: 
(i) [f f(., yj)=O, j=m+l  . . . . .  m +n, then f eImTp, Q; 
(ii) If f e Ker Tp, Q then there are functions fm+l . . . . .  fm+n : f2 w-~ C such that 
m+n m+n 
(2.1) f(x,y)= Z qi(x)fi(y)+ Z qj(y)fj(x), x, yef2. 
i=m+l j=m+l 
Proofi (i) If f 6 I[-I and f ( - ,  y~) = 0,/z = m + 1 . . . . .  m + n, the three sums in the 
right-hand side of the expression defining Tp, Q vanish. Thus, f is a fixed point of 
TT~, Q and, consequently, belong to Im To Q. 
(ii) If f 6 JH[ N Ker To Q then 
m+n m+n 
f(x, y) = Z qi(x)f(yi, y) + Z qj(y)f(x, yj) 
i=m+l j=m+l 
m+n 
-- Y~ f(yi,Yj)qi(x)qj(y) 
i,j=m+l 
( x. j=m+lm+n ) m+n 1 Z f(Yi, Yj)qj(Y) = ~ qi(x) f(Yi,Y)--4 
i=m+l 
m+n [ 1 m+n ) 
-t- ~ q-~l f (x ,  y j ) -  ~ Z f(Yi, yj)qi(x) 
j=m+l \ i=m+l 
m+n m+n 
= Z qi(x)fi(y)+ Z qj(y)fs(x), x, yef2, 
i=m+l j=m+l 
in which 
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(2.2) 
1 m+n 
f i (x )= f (x ,  y i ) - -~ ~_~ f (y j ,  Yi)qj(x), 
j=m+l  
x~fa ,  i=m+l  . . . . .  m+n.  
This conclude the proof. [] 
Next, we show that the condition in Lemma 2.1 (i) characterizes Ker T~, Q when 
{qm+l . . . . .  qm+n} is a Lagrange-type subset of Q with respect o P. This concept 
asks that qi(Yj) = ~ij, i, j = m + 1 . . . . .  m + n, and is, therefore, weaker than that 
of Lagrange-type basis for Q, which requires the condition to hold for all indices. 
We observe that, with this additional assumption, the operator T,, Q has the same 
structure of the operator T given before. 
Theorem 2.2. Assume that {qm+l . . . . .  qm+n} is a Lagrange-type subset of Q with 
respect o F. Then a kernel f of I}I belongs to Ker TT~, Q if and only if there are 
functions fm+l . . . . .  fm+n : f2 w-~ C such that 
m+n m+n 
(2.3) f (x ,y )= 2 qi (x) f i (y)+ ~ qj(y)f j (x) ,  x ,y~a,  
i=m+l j=m+l  
and fi (y j) = f j  (yi), i, j = m + 1 . . . . .  m + n. 
Proof. If f E Ker To, Q then f has the representation given in (2.4) due to Lemma 
2.1. Using (2.2), we have in addition that 
1 1 
(2.4) fi(Yj) = -~f(Yj, Yi) = ~f(Yi ,  Y j) = f j  (Yi), i, j = m + 1 . . . . .  m + n. 
This concludes the first half of the proof. If f ~ t1I is representable asin (2.4) then 
TT~,Q(f)(x, y) = 
m+n m+n 
2 q~(x)fl*(Y)+ ~ qv(y)fv(x) 
/x=m+l v=m+l 
m+n / m+n m+n ) 
-- ~m+lqi(x)~ F+I qtz(yi)f~(y)'-}- Z q~-~fv(Yi) 
"= #= v=m+l 
m+n / m+n m+n ) 
j=m+l  \ / z=m+l  v=m+l 
m+n / m+n 
-4- i,j=m+l ~ qi(x)qj(y)~tx=F+l qlx(yi)fl~(yj) 
m+n ) 
+ Y]  ~f~(y i )  , x, yea .  
v=m+l 
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The hypothesis on {qm+l . . . . .  qm+n} allows a simplification of the expression above, 
reducing it to 
TT~,Q(f)(x, y) = 
m+n m+n m+n 
Z q~(x)f~(y)+ 2 qv(y)fv(x)-- ~ qi(x)fi(y) 
/z=m+l v=m+l i=m+l 
m+n m+n 
-- Z qi(x)qv(y)fv(yi)-- Z q/z(x)qJ(Y)ftz(YJ) 
i,v=m+ l ,u,,j=m+l 
m+n m+n 
- y ]  qj(y)fj(x)+ ~ qi(x)qj(y)3~(Yj) 
j=m+l  i,j=m+l 
m+n 
+ Z qi(x)qj(y)fj(Yi), x, ycg2, 
i,j=m+ l 
that is, T~,,Q(f)(x, y) = O. [] 
Two important examples of elements in KerT;o,Q are given in Corollary 2.3 
below. A particular case of the first one will play an important role in Section 4, 
when we will analyze classes of nonlinear operators which are similar to the classes 
of operators considered here. Linear operators perturbed by elements of Ker T~, Q 
were used in [5]. 
Corollary 2.3. Let f be a kernel in N. Assume that {qm+l . . . . .  qm+n} is a 
Lagrange-type subset of Q with respect to F. Then both kernels 
m+n 
(2.5) gf(x,y):= Z f(yi, Yj)qi(x)qj(y), x, y6f2, 
i,j=m+l 
and 
(2.6) 
m+n m+n 
hf(x,y) := Z qi(x)f(yi,y) + Z qj(y)f(x, yj), 
i=m+l j=m+l  
x, y E f2, 
belong to Ker TT:,, Q. 
Proof. 
(2.7) 
and 
It suffices to observe that gf and hf  have the representation (2.4) with 
1 m+n 
f j (x )  = -~ Z f (y i ,  Y j )q i (x) ,  
i=m+l 
xc f2 ,  j=m+l  . . . . .  re+n, 
(2.8) f j (x)=f(x,  yj), xE~2, j=m-t -1  . . . . .  m-q-n, 
respectively. [] 
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Next, we determine the image of To, Q. To do that, we first show that To, Q is 
idempotent. 
Theorem 2.4. l f  {qm+l . . . . .  qm+n} is a Lagrange-type subset of Q with respect o 
F then To, Q is aprojection of]E. 
Proof. Let f 6 H and consider gf and hf  as described in Corollary 2.3. Since 
To,Q(f) = f - g f q- h f , that corollary implies that 
(2.9) TO, Q(To,Q(f)) = TO,Q(f) - To, Q(gf) + To, Q(hf) = To, Q(f). 
Thus, To, Q o To, Q = Tp, Q. [] 
Corollary 2.5. Assume that {qm+l . . . . .  qm+n} is a Lagrange-type set for Q with 
respect o F. Then a kernel f oftHI belongs to Im To, Q i f  and only/f  f ( . ,  yj) = O, 
j=m+l  . . . . .  m+n.  
Proof. Since To, Q is a projection, its image coincides with the set of its fixed 
points. If f ~ I-I is a fixed point of To, Q then 
(2.10) 
m+n m+n 
qi(x)f(yi,  y )+ Z q j (y) f (x ,  yj) 
i=m+l j=m+l  
m+n 
= ~ f(Yi, Yj)qi(x)qj(Y), x ,y  E f2. 
i,j=m+ l 
Substituting y = y~ we obtain 
(2.11) 
m+n m+n 
Y]  qi(x)f(yi,  y~) + ~ qj(ylz)f(x, Yj) 
i=m+l j=m+l  
m+n 
= ~ f (Y i ,  Yj)qi(x)qj(Ylz), x E g2. 
i,j=m+l 
Since {qm+l . . . . .  qm+n} is a Lagrange-type subset of Q with respect o F, this 
reduces to f (x ,  yu) = O, x ~ f2. Lemma 2.1(i) takes care of the converse. [] 
Remark 2.6. Every result so far can be re-stated using the associated linear 
operator I - To,Q. In particular, when To, Q is a projection, H = ImTo, Q @ 
Ker To, Q, and the above results expose interesting decompositions for elements of 
H [6, p. 133]. Such decompositions will be of no use in this paper. 
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3. THE OPERATORS ACTING ON CPD KERNELS 
Having completely understood the operator Tp, Q, we now investigate he possibility 
of finding conditionally positive definite kernels in the image and null space of 
To, Q. In particular, the action of Tp, Q on conditionally positive definite kernels of 
I-I will be analyzed. 
The notation in the beginning of Section 2will be kept here. The first result shows 
that Ker Tp, Q is a subset of CPDQ(~2). 
Theorem 3.1. The following assertions hoM: 
(i) KerT~,,Q c CPD[Q_7~](f2); 
(ii) KerTT~,Q C CPDQ(V2) \ SCPDQ(f2). 
Proof. (i) Let f be as in (2.4). If {Xl . . . . .  Xk} C S2, {Cl . . . . .  ck} C C, and 
k Y]~=I cuq(x~) = 0, q 6 [Q - 79], then 
(3.1) 
k 
Z clzqa(xu) = O, 
/z=l  
c~=m+l  . . . . .  m+n. 
Now, it is easily seen that ~,v=lc~U~f(x,,xv) = 0. This shows that f 
CPD[Q_~](f2). 
(ii) Since CPD[Q_~I(g2) C CPDQ(~), (ii) follows from (i). [] 
Next, we show that T~,,Q embeds CPDQ(E2) into CPDT~(f2) as long as the 
basis {qa . . . . .  qm+n} is properly chosen. In particular, the inclusion CPDT~(S2) C
CPDQ(S2) implies that CPDQ(S2) is TT~ Q-invariant. The result is a generalization 
of another one previously proved in [5]. 
Theorem 3.2. Assume that {ql . . . . .  qm+n} is a Lagrange-type basis for Q with 
respect to F. Then the following assertions hold: 
(i) T~,Q(CPDQ(V2)) c CPDT:,(E2); 
(ii) TT~,Q(SCPDQ(V2)) C SCPDT~(~2 \ F). 
Proof. (i) Let f ~ CPDQ(f2). Take {Xl . . . . .  Xk} C f2 and {ct . . . . .  ck} C C such that 
k 
(3.2) Z c~q~(xv) = 0, oe = 1 . . . . .  m, 
/z=l  
and consider the quadratic form 
(3.3) 
k 
R := ~ c~,UvTT~,Q(f)(xt,,xv). 
/*,v=l 
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It can be written in the form 
k m+n k 
Z qzUvf(xu, xv)- Z Z Uvbif(yi'xv) 
#,v=l i=m+l v=l 
m+n k mq-n 
- Z ~ %Ny(x"'yj)+ 2 bib--jf(yi,Yj), 
j=m+l /z=l  i,j=m+ l 
in which 
(3A) 
k 
bi = Z c/xqi (x/z), 
/z=l 
i=m+l  . . . . .  m+n. 
Thus, 
(3 .5)  R = 
k+n 
auS-~v f (w ~, wv), 
/x,v=l 
where 
ctz / z= l  . . . . .  k 
(3.6) atx --= --b~+m-k, Iz = k + 1 ..... k + n 
and 
{xu, / z= l  . . . . .  k 
(3.7) w~ = Yu+m-k, tz=k + l ..... k +n. 
It is now clear that the proof wilt be completed as long as we show that 
k+n 
(3.8) 2a.qc~(w.)=O, ct= l  . . . . .  m+n. 
/~=1 
But, 
(3.9) 
k+n k 
~atzqoE(wtz)= 2ctzqoe(xtz) 
/z=l #=1 
k+n 
-- ~ blx+m-kqee(Y~+m-k)' 
/z=k+1 
ot = 1 , . . . , re+n,  
and there are two cases to be considered. I f  ~ ~ { 1 . . . . .  m } then condition (3.2) and 
the hypothesis on {ql . . . . .  qm+n} imply that 
(3.10) 
n+k m+n 
~-~auqoe(wu)=O- Z buq~(yu)=O. 
/z=l ,u,=m+ 1 
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I fa  6 {m + 1 . . . . .  m + n} then (3.4) and the hypothesis on {ql . . . . .  qm+n} imply that 
(3.11) 
n+k 
E a~q~(w.) = b~ - 
/2.=1 
m+n 
Z b~qa(y~) =0. 
/z=m+l 
(ii) Assume that at least one cu is nonzero, that {Xl . . . . .  Xk} ~ F = 0 and that the 
x~ are distinct. Then at least one a~ is nonzero and the wu are pairwise distinct. 
Thus, if f ~ SCPD 2 (S2), the quadratic form (3.5) is positive. [] 
We now use the results from Section 2 to understand the inverse image of T~, 2. 
Theorem 3.3. The following assertions hold: 
(i) T.fi,~(CPDT.(S2)) C CPD2(f2); 
(ii) T.fi, IQ(SCPDT.(f2)) C SCPD2(a).  
Further,/f{ql . . . . .  qm+n} is a Lagrange-type basis for Q with respect o F then the 
following assertions hoM: 
(iii) T.f i ,~(CPD~(f2)) = CPD2(~2); 
(iv) Tp,2( CPD2(f2) = {f  c CPDp(f2): f (. , yj) = O, j = m + 1 . . . . .  m + n}. 
Proofi (i) Let f 6 H be such that Tp,2( f )  ~ CPDp(f2). Taking sets {Xl . . . . .  Xk} C 
f2 and {cl . . . . .  c~} C C such that 
k 
(3.12) E c~p(x~) =0, p ~ Q, 
/z=l 
and using the formula defining TT~, 2, we obtain 
(3.13) 
k k 
}2 }2 cSr  
/~,v=l #,v=l  
Since 5 ° C Q, condition (3.12) holds for elements of 50. Hence, ~,~=1 c, Uvf(x,, 
x,) ~> 0 and, consequently, f ~ CPDQ(f2). 
(ii) It is similar to the proof of (i). 
(iii) If {ql . . . . .  qm+n} is a Lagrange-type basis for Q with respect to F then Theo- 
rem 3.2(i) yields that TT~, Q ( CPD Q ( S2 ) ) c CPDT~ (f2). This implies that CPD Q ( ~ ) C 
TfilQ(CPD~(~2)). The other inclusion follows from (i). 
(iv) The inclusion 
(3.14) Tp, Q(CPDQ(g2)) C { f  ~ CPDp(fl): f ( . ,  yj) = O, j = m + 1 . . . . .  m + n} 
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follows from Theorem 3.2(i) and Corollary 2.5. As for the other, if f E CPDT,(f2) 
then certainly f E CPDQ(fa). If f ( . ,  yj) = O, j = m + 1 . . . . .  m + n, then Corol- 
lary 2.5 implies that Tv~,~2(f) = f . Thus, f ~ T~,Q(CPDQ(f2)). [] 
Remark 3.4. I f  Q has been fixed and a choice for 79 is allowed in Theorem 3.3, 
then one should choose 79 as a (m + n - 1)-dimensional subspace. This choice 
would give the simplest form for TTs, Q. 
4. PERTURBED OPERATORS 
In this section, we look at operators of the form 
(4.1) sg, Q( f ) :=Tp,Q( f )+g,  f6H,  g ~ KerTp, Q. 
Such operators are not necessarily inear. The case 7 9 = {0} recovers the operator S
in Section 1 when one chooses g properly (recall Corollary 2.3). The basic notation 
here is that adopted in the previous ections. 
Theorem 4.1. Assume that {qm+l . . . . .  qm+n} is a Lagrange-type subset for Q with 
respect o F. Then the operator S g has the following properties: 7~,Q 
(i) S g S g = S g 7~,Q o 7~,Q 7~,Q; 
(ii) ( I  - S g o ( I  - = I - s ,Q; 
(iii) TT~, Q o S g Q = TT~ Q and S g Q o T~, Q = S g 
, , 7~,Q • 
Proof. It will be omitted. [] 
It is promptly seen that g is a fixed point of S~, Q. Properties (i) and (ii) show that 
S~,,Q and I - S~,Q behave like projections of N. Property (iii) reveals that S~,Q 
and I - S~, Q are not much different from To Q and I - TT,, Q, respectively. 
In view of the above remarks, it is not surprising that many results stated in the 
previous ections can be reformulated for the operators Sg, Q and I - S~,, Q. We 
will not go over such reformulations but the interested reader is invited to do that. 
Instead, we will discuss improved versions of some of the previous results when we 
change To, Q with S~,, Q. 
Theorem 4.2. Assume that {ql . . . . .  qm+n} is a Lagrange-type basis for Q with 
respect o I'. I f  
m+n 
(4.2) g(x, y) = Z ajqj (x)qj(y) ,  x, y c S2, 
j=m+l  
for some positive constants am+l . . . . .  am+n then S g, Q (SCPDQ (f2) ) C SCPDT~ (f2). 
Proof. The function g is in accordance with that in the statement of Corollary 2.3. 
In particular, g c Ker TT~,Q. Theorem 3.1 asserts that g c CPDQ(f2). However, due 
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to the structure of g, direct computation shows that g E CPDT,(S2). By Theorem 
3.2, T~,Q(CPDQ(~)) C PDT~(f2). Thus, S~,Q(SCPDQ(~)) c CPDT~(f2). To 
complete the proof, let f E SCPDQ(S2). Take distinct points Xl . . . . .  x~ in f2 and 
k Cl ..... Ck 6 C such that Z /z=l  clxq~t(Xlx) = O, Ol .~- 1 ..... m. We will show that, 
under the given hypotheses, the condition 
(4.3) 
k 
Z c~uvsg,Q (f)(xlz' xv) = 0 
/z,v=l 
implies c~ = 0,/z = 1 . . . . .  k. Indeed, since 
(4.4) 
k 
Z 
/x,v=l 
clzuvsg,Q(f)(x~, xv) = 
k 
Z clzUvTTp'Q(f)(xlz' v) 
/~,v=l 
m+n [ k (Xlz) 2, 
+ Z aj Zctzqj 
j=m+l /z=l 
condition (4.3) implies that 
(4.5) 
and 
k 
clzqj (xlz) = O, 
/~=1 
j=m+l  . . . . .  m+n, 
(4.6) 
k 
Z ctzUvTT~'Q(f)(xl~' v) = O. 
/~,v=l 
In particular, 
k 
(4.7) ~-~ctzqj(xlz) =0,  j = 1 . . . . .  m +n.  
/z=l 
Going back to the definition of Tp, Q, formula (4.6) reduces to 
k m+n k k 
0= ~clzUvvf(xlz,xv)-- ~ ~clzqi(xl~)ZU~vf(yi,xv) 
/z,v=l i=m+l #=1 v=l 
m+n k k 
- Z ~q j (xv)  2c~f(xtz '  YJ) 
j=m+l u=l /x=l 
m+n k k 
+ ~ f (Y i ,  Yj) ~c lzq i (x l z )  Z~vq j (Xxv)  
i,j=m+l /z=l v=l 
k 
= Z ctzUvvf(x"'xv)" 
/z,v=l 
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Now, condition (4.7) implies that cl . . . . .  c~ = 0. [] 
For strict conditional positive definiteness, Theorem 3.3 admits the following 
improvement. 
Theorem 4.3. Let {ql . . . . .  qm+n} and g be as in the previous theorem. Then 
(i) (sg, Q)-X(SCPDT~(f2)) = SCPDQ(g2); 
(ii) sg,Q(SCPDQ(f2)) = {f  e SCPD~(f2): f ( . ,  y~) = auqu, Iz = m + 1 . . . . .  
re+n}. 
Proof. (i) The inclusion SCPDQ(S2) C (sg, Q)-I(SCPD~(~)) follows from 
Theorem4.2. To conclude it is in fact an equality, first observe that 
(sg, Q)-I(CPD~(g2)) = CPDQ(~2). Next, let f E H be such that sg,Q(f) 
SCPD.p(f2). To prove f ~ SCPDQ(S2) we consider the quadratic form 
k ~,~=1%Uvf(x~,  xv), in which Xl . . . . .  xk are distinct points in ~2 and el . . . . .  ck 
are complex numbers uch that k k Y-~qz=l Ic~] 7 ~ 0 and y~'~tx=l clzq(xlx) = O, q e Q. 
Following the proof of the previous theorem, we s e that 
(4.8) 
k k 
cs:<x.,xo>= F.
/x,v=l /z,v=l 
Since 7:' c Q, our assumption on S~,Q(f) implies that the quadratic form on the 
right-hand side of (4.8) is positive. Thus, f E SCPDQ(~). 
(ii) Theorem 4.1 (i) reveals that the image of S~, Q coincides with the set of its 
fixed points. Using the hypothesis and imitating the arguments in the proof of 
Corollary 2.5, it is not hard to see that a fixed point f of S~,, Q satisfies 
(4.9) f (x ,  y~) = g(x, y~) = atzq~(x), x ~ f2, IX = m + 1 . . . . .  m + n. 
Conversely, let f e SCPD~,(f2) be such that f ( . ,  y~) = a~q~, tz = m + 1 . . . . .  m + n. 
Then, f ~ SCPDQ(S2) and 
m+n m+n 
S~,,Q(U)(x, y) = f (x ,  y) - ~ qi(x)~qi(y) - Z qj(y)ajqj(x) 
i=m+l  j=m+l 
m+n m+n 
+ ~ qi(x)qj(y)aTqi(yj) + Z ajqj(x)qj(y) 
i,j=m+ l j=m+l  
= f (x ,y ) ,  x, y6~.  
In particular, f c Im S g,Q. [] 
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5. AN ADDITIONAL CLASS OF OPERATORS 
In this section, we construct a new class of operators employing the operators 
considered in the previous ections. The elements in this new class have invariant 
properties similar to those previously mentioned. We will need polynomial spaces 
79 and Q, bases {ql . . . . .  qm} and {qm+l . . . . .  qm+n} for 79 and Q respectively and 
two subsets 1-'i = {yl . . . . .  ym} and F2 = {Ym+l . . . . .  Ym+n} of f2. We will assume 
that qi (y j) = ~i j ,  i ,  j = 1 . . . . .  m + n. Under theses conditions, we can consider the 
operators To, Q and T{0},p. A tedious but easy calculation implies that 
T{o},o(To,Q(f))(x, y) = To,~(f)(x, y) + T{o],o(f)(x, y) - f (x, y) 
m m+n 
-t- Zq i (x )  Z qv(Y)f(Yi, Yv) 
i=1 v=m+l 
m m+n 
+Zq-~Zqtz (x ) f (y~z ,  yj), x, yEf2. 
j= l  /z=l 
In particular, one concludes that To, Q o T{0},p = T{0},o To, 2. A well-known result 
about projections (see [3, p. 69]) states that T{0},p o To,Q is then a projection of H 
and 
Im(T~0},o o To, Q) = Im T~o},o AIm To, Q =Im TO} 'Q. 
Hence, there is nothing new here because T{0I,p o To, Q = T{0}, Q, a projection of the 
type considered before. 
Next, we consider the operator Ro, Q := T~o},o + To, Q - T~0},o To, Q. This 
operator is a projection of EI, ImRo, Q = Im Tl0},o + ImTo, Q and KerRo, Q = 
Ker T{o},o ~ Ker To, e. Looking at the fixed points of Ro, Q and proceeding as in the 
proof of Corollary 2.5, we reach the following alternative description for Im Ro, Q: 
ImRp, Q={fEH:  f(yi ,Yj)=O, i=rn+l  . . . . .  re+n, j= l  . . . . .  m}. 
It is now clear that, in general, Rp,Q is not of the type previously considered. 
Let us conclude the paper, saying a few words about the effect of Ro,Q 
on the classes of conditionally positive definite kernels. If {Xl . . . . .  xk} C S2, 
{cl . . . . .  ck} C C and one of the following two conditions 
k 
Z c~q~(x~) = O, 
/z=l 
e~= 1 , . . . ,m,  f ~ CPDp (f2), 
and 
k 
Z c~q,~(x~) = O, 
/z=l 
ot=m+l  . . . . .  m-t-n, f ~ CPDQ(~2) 
hold, then 
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k k 
~_~ c#UvRp, Q(f)(x~,x~)= 2 c~Uuf(xt*'xv)' 
/*,v=l /x,v=l 
feH.  
Using this relation and arguments similar to others already used in the paper, one 
can prove the following inclusions: 
R-p,Q(CPDj,(a)) c CPD~(~2), R~,Q(CPDQ(a)) C CPDQ(f2), 
and 
R~,,Q(SCPD~,(a)) c SCPD~,(a), R~,,Q(SCPDQ(~2)) C SCPDQ(a). 
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