Morphological reconstruction is part of a set of image operators often referred to as geodesic. In the binary case, reconstruction simply extracts the connected components of a binary image I the mask which are marked" by a binary image J contained in I. This transformation can be extended to the grayscale case, where it turns out to be extremely useful for several image analysis tasks. This paper rst provides two di erent formal de nitions of grayscale reconstruction. It then illustrates the use of grayscale reconstruction in various image processing applications and aims at demonstrating the usefulness of this transformation for image ltering and segmentation tasks. Lastly, the paper focuses on implementation issues: the standard parallel and sequential approaches to reconstruction are brie y recalled; their common drawback is their ine ciency on conventional computers. To improve this situation, a new algorithm is introduced, which is based on the notion of regional maxima and makes use of breadthrst image scannings implemented via a queue of pixels. Its combination with the sequential technique results in a hybrid grayscale reconstruction algorithm which is an order of magnitude faster than any previously known algorithm.
Introduction
Reconstruction i s a v ery useful operator provided by mathematical morphology 18, 1 9 . Although it can easily be de ned in itself, it is often presented as part as a set of operators known as geodesic ones 7 . The reconstruction transformation is relatively well-known in the binary case, where it simply extracts the connected components of an image which are marked" by another image see x 2. However, reconstruction can be de ned for grayscale images as well. In this framework, it turns out to be particularly interesting for several ltering, segmentation and feature extraction tasks. Surprisingly, it has attracted little attention in the image analysis community.
The present paper has three major goals: the rst one is to provide a formal de nition of grayscale reconstruction in the discrete case. In fact, we propose below t wo equivalent de nitions: the rst one is based on the threshold superposition principle and the second one relies on grayscale geodesic dilations. The second part of the paper illustrates the use of binary and especially grayscale reconstruction in image analysis applications: examples proving the interest of grayscale reconstruction for such tasks as image ltering, extrema, domes and basins extraction in grayscale images, top-hat" by reconstruction, binary and grayscale segmentation, etc., are discussed. Lastly, i n x 4, we i n troduce e cient algorithms for computing reconstruction in grayscale images. Up to now, the execution times required by the known grayscale reconstruction algorithms make their practical use rather cumbersome on conventional computers. Two algorithms are introduced to bridge this gap. The rst one is based on the notion of regional maxima and uses breadth-rst image scannings enabled by a queue of pixels 25 . The second one is a combination of this scanning technique with the classical sequential one 14 , and it turns out to be the fastest algorithm in almost all practical cases.
We shall exclusively be concerned here with the discrete case. The algorithms are described in 2D, but their extension to images of arbitrary dimensions is straightforward. In order to be as precise as possible, Vincent90:Thesis algorithm descriptions are done in a pseudo-langage which bares similarities to C and Pascal.
De nitions 2.1 Notations used throughout the paper
In the following, an image I is a mapping from a nite rectangular subset D I of the discrete plane Z Z 2 into a discrete set f0; 1; : : : N, 1g of gray-levels. A binary image I can only take v alues 0 or 1 and is often regarded as the set of its pixels with value 1. In this paper, we often present notions for discrete sets of Z Z 2 instead of explicitely referring to binary images. Similary, gray-level images are often regarded as functions or mappings.
The discrete grid G Z Z 2 Z Z 2 provides the neighborhood relationships between pixels: p is a neighbor of q if and only if p; q 2 G. Here, we shall use square grids, either in 4-or in 8-connectivity see Fig. 1 , or the hexagonal grid see Fig. 2 . Note however that the algorithms described below w ork for any grid, in any dimension. The distance induced by G on Z Z 2 is denoted d G : d G p; q is the minimal number of edges of the grid to cross to go from pixel p to pixel q. I n 4-connectivity, this distance is often called city-block distance whereas in 8-connectivity, i t i s t h e chessboard distance 2 . The elementary ball in distance d G is denoted B G , or simply B. W e denote by N G p the set of the neighbors of pixel p for grid G. In the following, we often consider two disjoined subsets of N G p, denoted N + G p and N , G p. N + G p is the set of the neigbors of p which are reached before p during a raster scanning of the image left to right and top to bottom and N , G p consists of the neighbors of p which are reached after p. These notions are recalled on Fig. 3 . This de nition is illustrated by Fig. 4 . It is extremely simple, but gives rise to several interesting applications and extensions, as we shall see in the following sections. Figure 4 : Binary reconstruction from markers.
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De nition in terms of geodesic distance
Reconstruction is most of the time presented using the notion of geodesic distance. Given a set X the mask, the geodesic distance betweeen two pixels p and q is the length of the shortest paths joining p and q which are included in X. Note that the geodesic distance between two pixels within a mask is highly dependent on the type of connecticity which is used. This notion is illustrated by Fig. 5 . Geodesic distance was introduced in the framework of image analysis in 1981 by Lantu ejoul and Beucher 6 and is at the basis of several morphological operators 7 . In particular, one can de ne geodesic dilations and similarly erosions as follows:
De nition 2.2 Let X Z Z 2 be a discrete set of Z Z 2 and Y X. The geodesic dilation of size n 0 of Y within X is the set of the pixels of X whose geodesic distance t o Y is smaller or equal to n: illustrates successive geodesic dilations of a marker inside a mask, using 4-and 8-connectivity. The elementary geodesic dilation can itself be obtained via a standard dilation of size one followed by a n i n tersection: 
Alternative de nition of grayscale reconstruction
The former de nition does not provide any i n teresting computational method to determine grayscale reconstruction in digital images. Indeed, even if a fully optimized binary reconstruction algorithm is used, one has to apply it 256 times to determine grayscale reconstruction for images on 8 bits! Therefore, it is most useful to introduce this transformation using the geodesic dilations presented in section 2.2.2.
Following the threshold decomposition principle, one can easily de ne the elementary geodesic dilation 1 I J o f g r a yscale image J I under" I: We are now able to de ne the dual grayscale reconstruction in terms of geodesic erosions:
De nition 2.6 dual reconstruction Let I and J be two grayscale images de ned on the same domain D I and such that I J. The dual grayscale reconstruction I J of mask I from marker J is obtained by iterating grayscale geodesic erosions of J above" I until stability is reached:
3 Applications
In this section, we underscore the tremendous interest of binary and grayscale reconstruction in image analysis. Surprisingly enough, reconstruction is not a very well-known transformation, particularly in the grayscale case. The examples presented below provide a non-exhaustive catalog of applications of reconstruction in image analysis.
Filtering by opening-reconstruction
In the binary case, the opening by a disc or other types of structuring elements is commonly used to lter out the image parts which cannot hold the disc. Recall that the opening of a binary image I by a disc is the union of all the possible positions of the disc when it is totally included in the image I 18, 2 8 .
In some cases, one wishes to lter out all the connected components which cannot contain the disc while preserving the others entirely. The way to do so is to reconstruct the original image I from its opening by the disc. The resulting transformation is often called opening by reconstruction and belongs to the category of the algebraic openings 20 . An example is shown on Fig. 9 : after opening by a disc of radius 2, several connected components of the original image have been removed, but the shape of some of the remaining ones has been dramatically modi ed. After reconstruction, the original shape of the not totally removed particles is restaured. Opening by reconstruction extends to the grayscale case in a straightforward manner. It turns out to be a particularly interesting operation, especially when large structuring elements are used in the opening step.
a original image b opening by a disc of radius 2 c reconstructed image Figure 9 : Use of opening by reconstruction for ltering.
Use of top-hat by reconstruction for segmentation
Let us now illustrate on an example one of the possible uses of grayscale reconstruction for picture segmentation: Fig. 10 .a represents an angiography o f e y e blood vessels in which microaneurisms have to be detected. They are small compact light spots which are disconnected from the network of the light blood vessels and mainly located in the dark central area of the image. Obviously, it is impossible to detect these micro-aneurisms via simple thresholdings. Similarly, a top-hat transformation 12 consisting in subtracting from the original image its morphological opening with respect to a small disc would extract all the white" features, i.e. aneurisms and blood vessels, which is not desirable.
To correctly segment these micro-aneurisms, one has to account for the fact that they are compact whereas the blood vessels are elongated. A series of morphological openings of Fig. 10 .a with respect to segments of di erent orientations is thus performed. These segments are chosen to be longer than any possible aneurism, so that all the aneurisms are removed by a n y such opening. On the other hand, there will be at least one orientation for which the vessels are not completely removed by opening. After taking the supremum of these di erent openings, one gets Fig. 10 .b, which is still an algebraic opening of Fig. 10 .a 19 . It is used as marker to reconstruct the blood vessels entirely. Fig. 10 .c is the result of the grayscale reconstruction of Fig. 10 .a from Fig. 10 .b. Since the aneurisms are disconnected from the blood vessels, they have not been reconstructed! Thus, by algebraic di erence between Fig. 10 .a and Fig. 10 .c, followed by a relatively simple thresholding, the microaneurisms shown in Fig. 10 .d are extracted. The succession of operations used for the present segmentation task is an extension of the family of the top-hat transformations, often referred to as top-hat by reconstruction.
Regional maxima and dome extraction
Reconstruction turns out to provide a very e cient method to extract regional maxima and minima from grayscale images. Furthermore, the technique extends to the determination of maximal structures", which w e call h-domes and h-basins. Let us rst brie y review the notion of regional maximum:
De nition 3.1 regional maximum A r egional maximum M of a grayscale image I is a connected c omponents of pixels with a given value h plateau at altitude h, such that every pixel in the neighborhood o f M has a strictly lower value.
Regional maxima should not be mistaken with local maxima. Recall that a pixel p of I is a local maximum for grid G if and only if its value Ip is greater or equal to that of any of its neighbors.
All the pixels belonging to a regional maximum are local maxima, but the converse is not true: for example, a pixel p belonging to the inside of a plateau is a local maximum, but the plateau may have neighboring pixels of higher altitude and thus not be a regional maximum.
An alternative de nition can also be proposed for the notion of regional maximum 23 :
De nition 3.2 A r egional maximum at altitude h of grayscale image I is a connected c omponent C of T h I such that C T h+1 I = ;. Recall from eq. 4 that T h I is threshold of I at level h.
Determining the regional maxima of a grayscale image is relatively easy and several algorithms have been proposed in literature, some of which are reviewed in 23 . One of the most e cient methods makes use of grayscale reconstruction and is based on the following proposition: Proposition 3.3 The binary image MI of the regional maxima of I is given by: MI = I , I I , 1:
proof : According to de nition 3.2, a connected component C of T h I is a maximum at level h if and only if C T h+1 I = C T h I , 1 = ;. In other words, the set M h of the pixels belonging to a maximum of I at altitude h is given by: M h = T h I n T h I T h I , 1:
11 Now, for any h, h 0 , h 6 = h 0 , M h M h 0 = ;. This means that by replacing the set di erence n by an algebraic di erence and using the threshold superposition principle, formula 11 can be extended to the grayscale case.
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This proposition is illustrated by Fig. 11 . Now, instead of subtracting value 1 in prop. 3.3, an arbitrary gray-level constant h can be subtracted from I. This provides a useful technique for extracting domes" of a given height, that we call h-domes. The following de nition can be proposed: As an example, let us consider Fig. 13 .a, which is an image of the corneal endothelial tissue of the eye, obtained using a wide-eld specular microscope. The analysis of images of this kind is detailed in 29 . The rst step of their segmentation consists in extracting a marker for each cell. As explained in 29 , the large variations in contrast and in cell sizes across the image make it di cult to use top-hat transformations. On the other hand, the cells can be viewed as light domes separated by thin dark valleys. The previously described h-dome operator can thus be automatically applied: after subtraction of a constant h from Fig. 13 .a and reconstruction, one gets Fig. 13 .b. The choice of h turns out not to be a critical operation, since a range of values yield correct results. Then, subtracting Fig. 13.b from Fig. 13 .a results in Fig. 13 .c, the h-domes of Fig. 13. a. An easy thresholding of this image yields Fig. 13 .d, which is an accurate set of cell markers.
Additional examples of application of the h-dome transformation can be found in 23, 26, 3 , and more details can be found in 4 . Note that the results of this section can easily be inverted" to extract minima and h-basins in grayscale images.
Grayscale reconstruction and binary segmentation
The examples reviewed above illustrate the use of grayscale reconstruction in several image analysis tasks. However, it is probably for binary and grayscale segmentation that this operation is most useful. This section brie y deals with binary segmentation, which morphologists often refer to as the task consisting in separating overlapping particles in a binary image 28, 23 . For example, Fig. 14.a is a binary image of co ee beans, and one may w ant to disconnect them properly in order to perform individual measurements on them. To a c hieve this goal, following the approach described in 28 , the idea is to rst mark the co ee beans. By marker of an object, we mean a connected component of pixels located inside the object to be extracted. Once correct markers have been obtained, the watershed t r ansformation 1 allows us to achieve the desired segmentation automatically.
It is therefore crucial to design robust marking procedures. In the case where the objects to be separated are roughly convex, the ultimate erosion usually provides a satisfactory marking 28 . This transformation is obtained as the regional maxima of the distance function of the original binary image 2, 1 5 |Recall that the distance function distI of binary image I assigns with every pixel p its distance to the background, i.e.. to the closest pixel with value 0. However, in many cases, due to the fact that we w ork in a discrete space, the resulting markers are poor see Fig. 14.c: there is not a unique marker per object to be extrated! To get rid of this drawback, one cannot simply perform a small dilation of the ultimate erosion image. Indeed, the components of the ultimate erosion which h a ve to be connected into a single marker can be arbitrarily far away from each other. The correct method consists in reconstructing the distance function distI from distI , 1. The maxima of the resulting function provides a correct marking of our objects, thereby yielding a correct segmentation, as illustrated by Figs. 14.d e. For more details on the use of watersheds and grayscale reconstruction for binary segmentation, see 28, 30 .
Watershed segmentation of grayscale images
Similarly, the markers watersheds methodology applies to grayscale segmentation. This task consists in extracting objects from a gray-level image as precisely as possible. Let us consider for example the classic image shown in Fig. 15 .a. It represents a 2-D electrophoresis gel, whose spots need to be extracted as precisely as possible. Its watershed segmentation was originally proposed by Beucher in 1 .
The watershed lines are the highest crest-lines separating the regional minima 30 . It seems therefore natural to compute the watersheds of the morphological gradient of Fig. 15 .a, which i s shown in Fig. 15 unit erosion of Fig. 15 .a, is shown in Fig. 15 .b. The spot contours are located on crest-lines of this gradient, but far too many of these crest lines are due to noise in the original data. Therefore, the watersheds of Fig. 15 .b yield the over-segmented result of Fig. 15 .c. As explained in numerous recent publications 28, 2 0 , 3 0 , 1 3 , the correct way to use watersheds for grayscale image segmentation consists in rst detecting markers of the objects to be extracted. The design of robust marker detection techniques involves the use of knowledge speci c to the series of images under study. Not only object markers, but also background markers need to be extracted. In the present case, describing the marking technique used for Fig. 15 .a would go beyond the scope of this paper. The extracted marker image is shown in Fig. 15.d .
After marker extraction, the rest of the segmentation can proceed automatically as follows:
grayscale reconstruction is used to modify the gradient image G into an image G 0 such that: , its only minima are located on the extracted markers, , its highest crest-lines separating markers are preserved. 
Computing reconstruction in digital images
In this section, we are concerned with both the binary and the grayscale case, but the emphasis is put on grayscale reconstruction. Indeed, in the binary case, a straightforward e cient implementation of morphological reconstruction can be proposed as follows: 1. Label the connected components of the mask image, i.e., each of these components is assigned a unique number. Note that this step can itself be implemented very e ciently by using algorithms based on chain and loops 16 or queues of pixels 23, 26 . 2. Determine the labels of the connected components which contain at least a pixel of the marker image 3. Remove all the connected components whose label is not one of the previous ones. As mentioned earlier, such an algorithm could be extended to the grayscale case by w orking on the di erent thresholds of the images. However, it would be extremely ine cient, making grayscale reconstruction a too cumbersome transformation to be used in practice. This is the reason why we are now i n terested in implementing this transformation as e ciently as possible. Note however that the algorithms described below also work in the binary case if one considers binary images as grayscale images taking only values 0 and 1. In the algorithm descriptions of this section, '' refers to the assignment symbol. In each of the above steps, the image pixels can be scanned in an arbitrary order, so that the implementation of this algorithm on a parallel machine is extremely easy and e cient. However, it requires the iteration of numerous complete image scannings, sometimes several hundreds! It is therefore not suited to conventional computers, where its execution time is often of several minutes.
Sequential reconstruction algorithm
In an attempt to reduce the number of scannings required for the computation of an image transform, sequential or recursive algorithms have been proposed 14 . They rely on the following two principles: the image pixels are s c anned i n a p r ede ned o r der, generally raster or anti-raster, the new value of the current pixel, determined f r om the values of the pixels in its neighborhood, is written directly in the same image, so that it is taken into account when determining the new values of the as yet unconsidered pixels.
Here, unlike for parallel algorithms, the scanning order is essential! This type of algorithm was rst introduced for the computation of distance functions 15 and then extended to a number of morphological transformations 8, 2 3 . Among others, binary and grayscale reconstruction can be obtained sequentially by using the following algorithm, where information is rst propagated downwards in a raster scanning and then upwards in an anti-raster scanning. This algorithms usually only requires a few image scannings a dozen typically until stability i s reached, and is therefore much more e cient than the parallel algorithm presented in the previous section. However, like several other sequential algorithms 26 , it does not deal well with rolled-up structures" connected components in the binary case and crest-lines in the grayscale case: as illustrated by Fig. 16 in the binary case, the sequential reconstruction of a rolled-up component may require several complete image scannings in which the value of only very few pixels is actually modi ed.
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Figure 1 6 :
The sequential computation of a binary reconstruction in a rolled up mask may involve several complete image scannings: here, the hatched zones represent the pixels which have been modi ed after each step.
Regional maxima and reconstruction
As detailed in 25, 2 6 , a further step in the design of e cient morphological processing consists in trying to consider only the pixels whose value may be m o di ed. A rst scanning is used to detect the pixels which are the process initiators and are typically located on the boundaries of the objects or regions of interest. Then, starting from these pixels, information is propagated only in the relevant image parts. Two categories of algorithms relying on this principle have been proposed in literature: the rst ones are based on the encoding of the objects boundaries as loops and the propagation of these structures in the image or in some given mask 16 , whereas the algorithms of the second category regard the images under study as graphs and realize breadth-rst scannings of these graphs starting from strategically located pixels 23, 2 6 , 22 . These two class of methods can be used to e ciently implement such complex morphological operations as propagation functions 9, 16 , watersheds 30 , skeletons 24 and many others 17 .
Here, we shall be concerned with the second class of algorithms. The breadth-rst scannings involved are implemented by using a queue of pixels, i.e., a First-In-First-Out FIFO data structure: the pixels which are rst put into the queue are those which can rst be extracted. In other words, each new pixel included in the queue is put on one side whereas a pixel being removed is taken from the other side 25, 26 . In practice a queue is simply a large enough array of pointers to pixels, on which three operations may be performed:
fo addp: puts the pointer to pixel p into the queue. fo rst: returns the pointer to pixel which is at the beginning of the queue, and removes it.
fo empty: returns true if the queue is empty and false otherwise.
In the binary case, it is extremely easy to implement reconstruction using a FIFO-algorithm: it su ces to initialize the queue by loading it with the boundary pixels of the marker-image. Then, the value of these pixels is propagated in the relevant connected components of the mask image. The above algorithm constitutes a very clear improvement with respect to the sequential algorithm presented in the previous section. Its typical execution time on a Sun IPC Workstation is of 2.5 seconds for a 256 256 image whereas the sequential one may require as much as 10 seconds in some cases.
A fast hybrid grayscale reconstruction algorithm
Although much faster than the techniques previously proposed in literature, the above algorithm is slown down by the initial determination of the regional maxima of the marker image. Furthermore, contrary to its binary counterpart, some image regions may be scanned more than once during the breadth-rst scanning step. This is true in particular when two regional maxima of J with di erent elevations are next to each other. On the other hand, the sequential grayscale reconstruction algorithm does not have this drawback, but as mentioned earlier, after the rst two image scannings, it requires several additional scannings in which only a few pixels are modi ed.
These two algorithms have therefore complementary drawbacks and advantages, and this is the motivation for the hybrid algorithm introduced now: the idea is to start with the two rst scannings of the sequential algorithm. During the second one anti-raster, every pixel p such that its current value could still be propagated during the next raster scanning, i.e. such that 9q 2 N , G p; J q J p and Jq I q;
is put into the queue. The last step of the algorithm is then exactly the same as the breadth-rst propagation step of the FIFO algorithm proposed in the previous section. However, the number of pixels to be considered during this step is considerably smaller than previously. This algorithm is described below in pseudo-code:
from an experimental point of view, the execution time of this algorithm is of less than a second on a Sun IPC Workstation, for almost any input image of size 256 256. Note that the algorithm works equally well for binary images and that its extensions to any kind of grid and to multidimensional images are straightforward. These characteristics make it the fastest known algorithm on conventional computers.
Summary
In this paper, grayscale reconstruction has been formally de ned for discrete images. Its relations to binary reconstruction and to morphological geodesic transformations have been underscored. Some of the applications of binary and grayscale reconstruction in image analysis have then be reviewed. They illustrate the exibility and usefulness of this transformation for such tasks as ltering and segmentation.
The known algorithms for computing binary and grayscale reconstruction are respectively of parallel and sequential type. They have been described, and the study of their drawbacks led us to propose a new method, based on the regional maxima of the marker image and making use of a queue of pixels FIFO structure. Although more e cient than both the parallel and the sequential method, this new technique is not fully satisfactory. A last hybrid"algorithm was therefore introduced, which takes advantage of the strong points of both the sequential and the FIFO algorithm. Its execution time is usually of less than a second on a Sun Sparc Station, for 256 256 images. This is an order of magnitude faster than any previously known technique. All the algorithms described extend to the three-dimensional case in a straightforward manner.
