1. Introduction. These notes are intended to provide an overview of the basic theory of one-dimensional hyperbolic systems of conservation laws, focusing on some major remaining open problems.
After a quick survey of known results on the well-posedness of the Cauchy problem and on vanishing viscosity approximations, in Section 3 we discuss the global existence versus finite time blow up for solutions with large total variation. In Section 4 we review several approximation methods, and their (known or conjectured) convergence properties.
We remark that hyperbolic conservation laws are a class of nonlinear evolution equations. As such, it would be natural to study them also from the point of view of dynamical systems. In particular, this would mean looking at periodic orbits, bifurcations, attractors, chaotic dynamics, etc. . . At present, however, very little of this is seen, within hyperbolic theory. Apparently, the main reason is that the known existence-uniqueness results are mainly restricted to solutions with small total variation. For such solutions, the asymptotic behavior is, in a sense, trivial. Indeed, as proved by T.P. Liu [52, 53] , as t → +∞ every solution with small total variation approaches the solution to a corresponding Riemann problem.
One conjectures that, for hyperbolic conservation laws with source terms, solutions with large total variation will exhibit a rich dynamic behavior. However, at the time being, this remains largely "off limits" for the present theory.
Review of basic theory.
A system of conservation laws in one space dimension takes the form
The components of the vector u = (u 1 , . . . , u n ) ∈ IR n are the conserved quantities, while the components of the function f = (f 1 , . . . , f n ) : IR n → IR n are the corresponding fluxes. For smooth solutions, (1.1) is equivalent to the quasilinear system
where A(u) . = Df (u) is the n × n Jacobian matrix of the flux function f . We say that the system is strictly hyperbolic if this Jacobian matrix has n real distinct eigenvalues, λ 1 (u) < · · · < λ n (u) for every u ∈ IR n . In mathematical physics, the primary example is provided by the equations of non-viscous gases, accounting for the conservation of mass, momentum and energy, see [32] .
Toward a rigorous mathematical analysis, the major difficulties stem from the lack of regularity of solutions. Due to the strong nonlinearity of the equations and the absence of diffusion terms with smoothing effect, solutions which are initially regular may become discontinuous within finite time. Global in time solutions can thus be constructed only within a space of discontinuous functions, interpreting the equation (2.1) in distributional sense. More precisely, a vector valued function u = u(t, x) is a weak solution of (2. 
When discontinuities are present, the weak solution of a Cauchy problem may not be unique. To single out a unique "good" solution, additional entropy conditions are usually imposed along shocks [43, 50] . These conditions often have a physical motivation, characterizing those solutions which can be recovered from higher order models, letting the diffusion or dispersion coefficients approach zero, see for example [32] .
Toward the construction of more general solutions of (2.1), the basic building block is the Riemann problem, i.e. the initial value problem where the data are piecewise constant, with a single jump at the origin:
This problem was first introduced by Riemann (1860) in the context of isentropic gas dynamics.
We observe that the system (2.1) admits a symmetry group. Namely if u(t, x) is a weak solution, then for every θ > 0 the function u θ (t, x) . = u(θt, θx) is still another solution. The solutions of a Riemann problem are those which are invariant w.r.t. the above symmetry group.
For a wide class of n × n hyperbolic systems, assuming that the amplitude |u + − u − | of the jump is small, the solution was constructed by Lax [43] , under the additional hypothesis (H) For each i = 1, . . . , n, the i-th field is either genuinely nonlinear, with Dλ i (u) · r i (u) > 0 for all u, or else it is linearly degenerate, with Dλ i (u) · r i (u) = 0 for all u.
Here Dλ i · r i denotes the directional derivative of the i-th eigenvalue λ i , in the direction of the corresponding eigenvector r i . The solution of the Riemann problem is self-similar: u(t, x) = U (x/t). It consists of n + 1 constant states ω 0 = u − , ω 1 , . . . , ω n = u + . Each couple of adiacent states ω i−1 , ω i is separated either by a shock satisfying the Rankine Hugoniot equations, or else by a centered rarefaction. In this second case, the solution u varies continuously between ω i−1 and ω i in a sector of the t-x-plane where the gradient u x coincides with an i-eigenvector of the matrix A(u). For solutions of the Riemann problem under more general hypotheses, we refer to [49, 8] .
Approximate solutions to the Cauchy problem with general initial data
can be constructed by patching together several solutions of Riemann problems. Theorem 1 (global existence of weak solutions). Assume that the system (2.1) is strictly hyperbolic, and that each characteristic field is either linearly degenerate or genuinely nonlinear.
Then there exists a constant δ 0 > 0 such that, for every initial conditionū ∈ L 1 (IR; IR n ) with
the Cauchy problem (2.1)-(2.3) has a weak solution u = u(t, x) defined for all t ≥ 0. In the Glimm scheme [37, 51, 52] , one works with a fixed grid in the t-x plane, with mesh sizes ∆t, ∆x. At time t = 0 the initial data is approximated by a piecewise constant function, with jumps at grid points. Solving the corresponding Riemann problems, a solution is constructed up to a time ∆t sufficiently small so that waves generated by different Riemann problems do not interact. By a random sampling procedure, the solution u(∆t, ·) is then approximated by a piecewise constant function having jumps only at grid points. Solving the new Riemann problems at every one of these points, one can prolong the solution to the next time interval [∆t, 2∆t], etc. . .
An alternative technique for contructing approximate solutions is by wave-front tracking. This method was introduced by Dafermos [31] in the scalar case and later developed by various authors [34, 14, 3, 39] . It now provides an efficient tool in the study of general n × n systems of conservation laws, both for theoretical and numerical purposes. The initial data is here approximated with a piecewise constant function, and each Riemann problem is solved approximately, within the class of piecewise constant functions. In particular, if the exact solution contains a centered rarefaction, this must be approximated by a rarefaction fan, containing several small jumps. At the first time t 1 where two fronts interact, the new Riemann problem is again approximately solved by a piecewise constant function. The solution is then prolonged up to the second interaction time t 2 , where the new Riemann problem is solved, etc. . . The main difference is that in the Glimm scheme one specifies a priori the nodal points where the the Riemann problems are to be solved. On the other hand, in a solution constructed by wave-front tracking the locations of the jumps and of the interaction points depend on the solution itself, and no restarting procedure is needed.
In the end, both algorithms produce a sequence of approximate solutions, whose convergence is proved by a compactness argument based on uniform bounds on the total variation. Assuming that the total variation of the initial dataū is sufficiently small, one thus obtains the global existence of an entropy weak solution to the Cauchy problem (2.1), (2.3).
The continuous dependence on the initial data of the weak solutions obtained as limits of front-tracking approximations was later established in [19, 20, 25] .
Theorem 2. There exists a domain D ⊂ L 1 (IR ; IR n ) containing all functions u : IR → IR n with sufficiently small total variation, and constants L, L such that the following holds.
For every initial dataū ∈ D, approximate solutions constructed by front tracking method converge to a unique entropy weak solution u(t, ·) = S tū to the Cauchy problem (2.1), (2. 
together with the uniform Lipschitz estimate
This well-posedness result has been extended in [2] to hyperbolic systems of balance laws in the presence of source terms, and in [1, 36] to the case of initial-boundary value problems.
Given a Lipschitz semigroup S satisfying (2.5)-(2.6), one can prove a useful estimate on the distance between an arbitrary Lipschitz continuous map w : [0, T ] → D, and the trajectory of the semigroup starting at w(0). Namely, for every τ ∈ [0, T ] one has
In the error estimate (2.7) the integrand can be regarded as the instantaneous error rate for w at time t. Since the flow is uniformly Lipschitz continuous w.r.t. the initial point, during the time interval [t, τ ] this error is amplified at most by a factor L. See [16] for a detailed proof.
Our next concern is to identify a set of conditions that imply uniqueness of the solution to the Cauchy problem
Relying on the fact that a semigroup of solutions has already been constructed, uniqueness will follow if we can show that every weak solution t → u(t) of (2.8) (satisfying suitable admissibility conditions) coincides with the semigroup trajectory t → S tū . Because of (2.7), this will be the case if lim inf
A first set of conditions, introduced in [15] , is obtained by locally comparing a given solution with two types of approximations.
1.
Comparison with solutions to a Riemann problem. Let u = u(t, x) be a weak solution. Fix a point (τ, ξ). Define U = U (τ,ξ) as the solution of the Riemann problem corresponding to the jump at (τ, ξ):
We expect that, if u is entropy-admissible, then u will be asymptotically equal to U in a forward neighborhood of the point (τ, ξ). More precisely, for everyλ > 0, one should have
Comparison with solutions to a linear problem with constant coefficients. Fix again a point (τ, ξ), and chooseλ > 0 larger than all wave speeds. Define U = U (τ,ξ) as the solution of the linear Cauchy problem
with "frozen" coefficients:
. Then, for a < ξ < b and h > 0, the difference between these two solutions should be estimated by
for a constant C depending only on the hyperbolic system (2.1) and the domain D, not on a, b, h, or the solution u.
In [15] it was shown that the two above conditions (E1)-(E2) completely characterize semigroup trajectories.
Theorem 3 (characterization of semigroup trajectories). Let u :
Then u is a weak solution to the system of conservation laws The conditions (E1)-(E2) have a clear meaning, but are not always easy to check, in the case of solutions obtained by different constructive methods. In alternative, the following regularity assumptions can be used.
(A3) (Tame Oscillation Condition). For some constants C,λ the following holds. For every point x ∈ IR and every t, h > 0 one has
There exists δ > 0 such that, for every space-like curve t = τ (x) with |dτ /dx| ≤ δ a.e., the function x → u τ (x), x has locally bounded variation. The assumption (A4) simply requires that, for some fixed δ > 0, the function u has bounded variation along every space-like curve γ which is "almost horizontal". Indeed, the condition is imposed only along curves of the form t = τ (x); x ∈ [a, b] with
One can prove that all of the above assumptions are satisfied by every weak solution obtained as limit of Glimm or wave-front tracking approximations [16] . The following result shows that the entropy weak solution of the Cauchy problem (2.8) is unique within the class of functions that satisfy either the additional regularity condition (A3), or (A4). 
In particular, the entropy weak solution that satisfies either one of these conditions is unique.
The above uniqueness result was proved in [21] with the assumption (A3) and in [24] with the assumption (A4). Both of these papers extend the earlier result in [23] .
In [15] , functions that satisfy the conditions (E1)-(E2) were called viscosity solutions of the hyperbolic system (2.1). This name was fully justified a few years later, when it was proved in [11] that these conditions indeed characterize the unique limits of vanishing viscosity approximations:
Theorem 5 (BV estimates and convergence of vanishing viscosity approximations). Consider the Cauchy problem for the strictly hyperbolic system with viscosity (2.12). There exist constants C, L, L and δ > 0 such that the following holds. Ifū ∈ L 1 with Tot.Var.{ū} < δ , (2.13) then for each ε > 0 the Cauchy problem (2.12) has a unique solution u ε , defined for all t ≥ 0. Adopting a semigroup notation, this will be written as t → u ε (t, ·) . = S ε tū . In addition, one has:
(2.14)
Convergence: As ε → 0+, the viscous approximations converge in L 1 (uniformly for t in bounded sets) to a unique limit: u ε (t) → u(t) . = S tū , providing an entropy weak solution to the hyperbolic Cauchy problem (2.8). Moreover, the limit semigroup thus obtained is uniformly Lipschitz continuous:
(2.17)
In the genuinely nonlinear case, an estimate on the rate of convergence of these viscous approximations was provided in [27] . Here the Landau symbol O(1) denotes a uniformly bounded quantity.
Theorem 6 (convergence rate). For the strictly hyperbolic system of conservation laws (2.1), assume that every characteristic field is genuinely nonlinear. The difference between the corresponding solutions of (2.12) and (2.8) can be estimated as
3. Solutions with large total variation. The global existence theorem proved by Glimm [37] , as well as the more recent stability results in [19, 20, 25] , apply to the case of initial data with small total variation. This assumption plays a key role in the proof of a priori bounds on the total variation of approximate solutions.
Indeed, consider a piecewise constant approximate solution u = u(t, x). As long as fronts do not interact, the total variation of the map x → u(t, ·) remains constant. However, at a time τ where two front interact, Tot.Var.u(t, ·) may well increase. Indeed, consider a time τ when two fronts interact. To fix the ideas, let σ − i , σ − j be the strengths of the incoming fronts (of the i-th and of the j-th family, respectively), before the interaction time. After time τ , the solution is prolonged by solving the Riemann problem generated by the interaction. This solution will contain outgoing waves of strengths σ 
and the total variation of the solution will increase. A key estimate proved in [37] is
for some constant C 0 depending only on the flux function f . In order to achieve a uniform bound on the total variation, two functional are used. At a fixed time t, let x α , α = 1, . . . , N, be the locations of the fronts in u(t, ·). Moreover, let |σ α | be the strength of the wave-front at x α . Consider the two functionals
measuring the total strength of waves in u(t, ·), and
measuring the wave interaction potential. Here the summation extends over every couple of approaching wave fronts. Now consider the approximate solution u = u(t, x) constructed by the front tracking algorithm. It is clear that the quantities V u(t) , Q u(t) remain constant except at times where an interaction occurs. At a time τ where two fronts of strength |σ
Indeed (Fig. 2) , after time τ the two approaching fronts σ If V remains sufficiently small, so that
In particular, if the quantity
satisfies Υ(0) < (2C 0 ) −1 , then Υ will decrease at every interaction, hence
This provides a bound on the total strength of waves, i.e. on the total variation of u(t, ·), uniformly valid for all times t ≥ 0.
On the other hand, if the total variation is large, then C 0 ·V (t) > 1 and both functionals V (·) and Q(·) in (3.4)-(3.5) can increase at an interaction time.
An example where the total variation actually blows up in finite time was constructed in [40] . It consists of a 3 × 3 system of the form
where U = (u, v, w) and
The scalar function g is strictly convex, with
for all v. The system is thus strictly hyperbolic. Indeed
is a matrix with real distinct eigenvalues
The corresponding right eigenvectors are
The first and third characteristic fields are linearly degenerate, the second is genuinely nonlinear. By a suitable choice of the function g, the analysis in [40] shows that one can construct a solution U = U (t, x) of the following form (Fig. 3) . The initial data contains two approaching 2-shocks, and a 1-wave between them, of unit strength. Subsequent interactions produce alternatively a 3-wave and a 1-wave, whose strengths increase in a geometric progression. The L ∞ norm of the solution, and hence also its total variation, approach infinity as t → T −, when the two 2-shocks hit each other.
One might expect that interaction patterns such as the one in Fig. 3 would yield plenty of examples where solutions blow up in finite time, for a wide class of systems. However, this is not the case. Indeed, the analysis in [40, 4] indicates that the interaction pattern in Fig. 3 cannot lead to blow up if the system of conservation laws admits a strictly convex entropy. On the other hand, it is not clear how to rule out a blow up generated by a different, more complicated interaction pattern.
For physical systems, endowed with a strictly convex entropy, it thus remains a largely open problem to determine whether solutions with BV initial data remain with bounded variation for all positive times. The answer is not known, in particular, for the Euler equations of inviscid gas dynamics.
Considerable attention has been devoted to the so-called "p-system", describing isentropic gas dynamics in Lagrangian variables:
Here u is the velocity of the gas, v is the specific volume (i.e., the inverse of the density), and p(v) is a function which determines the pressure in terms of of the specific volume. A typical choice is p(v) = kv −γ , with γ > 1. See [63, 56] for more details. In this case, the blow up of the v-variable corresponds to appearance of vacuum. It is an outstanding open problem to determine whether this can happen within finite time. For partial results in this direction, see [47, 48] . A detailed analysis of wave interactions, close to the vacuum state, can be found in [64, 65] .
We mention that the global existence of large BV solutions is well known in the special case of Temple class systems. These are strictly hyperbolic systems of conservation laws such that: (i) for each characteristic family, shock and rarefaction curves coincide, and (ii) there exists a complete system of Riemann invariants (w 1 , . . . , w n ). Using these new dependent variables w = w(u), the quasilinear equations (2.2) thus assume the diagonal form
For solutions of Temple class systems, the total variation measured in the w-variables:
Tot.Var.{w i (t)} is always a non-increasing function of time. See [60] for details.
In general, the issue of global BV bounds versus finite time blowup can only be resolved by a careful analysis of the production of new waves (due to nonlinear interactions), and of the cancellation of positive and negative waves (determined by to genuine nonlinearity). For genuinely nonlinear 2 × 2 systems, Glimm and Lax [38] proved that, if the initial data has small L ∞ norm (but possibly large total variation), then cancellation effects dominate. Hence the Cauchy problem admits a weak solution with bounded variation for all times t > 0. An extension of these ideas to n × n systems can be found in [29] .
Remark 2. Due to the finite propagation speed, the uniqueness of large BV solutions is essentially a local problem. We observe that, in a suitably small neighborhood of a given pointx, any BV function u : IR → IR n contains at most one big jump (i.e., the one atx). Indeed, for any ε > 0 one can find δ > 0 such that the total variation of u restricted separately to ]x − δ,x[ and to ]x,x + δ[ is < ε. It thus suffices to study the problem of uniqueness and continuous dependence within a domain of functions obtained by small BV perturbations of a (possibly large) Riemann solution. Results in this direction have been obtained by M. Lewicka in [46] and related papers.
Remark 3. For entropy-weak solutions in L ∞ , with unbounded total variation, examples show that uniqueness and continuous dependence on initial data fail, in general. This is due to the fact that the ODEs determining the location of characteristics in the t-x plane have a discontinuous right hand side, with unbounded directional variation. The example constructed in [26] also exhibits a blow-up of the L ∞ norm, with a positive amount of mass concentrating at a single point. The Cauchy problem can be globally solved only within a class of measure-valued solutions.
Remark 4. Toward a general theory of hyperbolic conservations laws in several space dimensions, a key intermediate step is to understand solutions with radial symmetry. These are described by one-dimensional systems of conservation laws defined on the half line {r > 0}, with a geometric source term that becomes singular as the radius r → 0. In general, these systems do not admit global BV solutions, and the question of existence and continuous dependence of solutions is largely open. See [28, 44] for results in this direction.
4. Stability and convergence of approximate solutions. For the hyperbolic system of conservation laws
the Glimm scheme, as well as front tracking approximations, rely on Riemann solutions as building blocks. They provide a very effective tool for the construction and the analysis of solutions to systems of conservation laws.
There are several other methods to construct approximate solutions to (2.1), or equivalently to (2.2). Some are naturally derived from physical considerations, others lead to more efficient numerical algorithms. For each method, the same natural questions arise:
(i) Does the total variation of the approximate solutions remain uniformly bounded for all times t > 0?
(ii) Do the approximate solutions depend continuously on the initial data, in the L 1 distance ?
(iii) As the approximation parameters tend to zero, do the approximate solutions converge to the unique entropy weak solution of the hyperbolic Cauchy problem ?
A number of approximation techniques is examined below.
General viscous approximations.
We consider here more general viscous approximations, having the form
If the diffusion matrix B = B(u) is strictly positive definite, then (4.2) becomes a parabolic quasilinear system. In physically relevant models, however, B(u) is only semi-definite matrix, possibly with some null eigenvalues. In any case, letting ε → 0+, one still expects to recover entropy weak solutions of (2.1) in the limit.
At present, global BV bounds, uniform stability w.r.t. perturbations of the initial data, and convergence to a unique limit solution have been proven only in the case of "artificial viscosity", where B(u) ≡ I is the identity matrix.
The difficulties in extending the result in [11] to more general viscosity matrices lies in the properties of the center manifold of travelling wave profiles. Following [11] , one should try to decompose a general solution u = u(x) locally as a superposition of travelling waves, i.e. of solutions to the system of ODEs
chosen within suitable center manifolds. However, when B depends on U , the manifold of travelling viscous shock profiles has weaker regularity properties the in the case B(u) ≡ I. This affects the estimates on the size of source terms. As a result, a direct extension of the arguments in [11] is not possible. Progress in this direction will likely come from a careful analysis of travelling profiles for (4.3). See [12, 13] for recent work in this direction.
Remark 5. The analysis in [11] remains valid for arbitrary quasilinear hyperbolic systems, not necessarily in conservation form. However, in the case of a variable viscosity matrix, the assumption that the system be in conservation form becomes essential. Otherwise, different viscosity matrices can lead to different limit solutions as ε → 0.
2. Relaxation approximations. Generalizing [55] , in [42] , Jin and Xin introduced the semilinear system with source
Here u, v ∈ IR n . For a suitable choice of the constant matrix Λ, as ε → 0+ one expects that the second equation will force v = f (u) in the limit. In turn, the solution to the first equation should thus approach the one in (2.1). Based on physical considerations, one can also consider fully nonlinear nonlinear relaxation systems of the form
The stability and convergence of the semilinear approximations (4.4) were recently established by S. Bianchini in [10] . The extension of these results to the nonlinear case (4.5) remains an open problem.
3. Semidiscrete numerical schemes. Here we keep the time t as a continuous variable, but we discretize space, choosing a step ∆x and setting
The system (2.1) can then be approximated by an infinite set of O.D.E's, describing the evolution of the functions t → u k (t) . = u(t, x k ). To fix the ideas, assume that all eigenvalues of the Jacobian matrix Df (u) are positive, for every u ∈ IR n . This means that all waves propagate with positive speed. We can then replace (2.1) by a system of countably many O.D.E's:
Letting ∆x → 0+, one expects to recover entropy-admissible weak solutions to the original system (2.1), in the limit. The stability and convergence of these approximations was indeed proved by S. Bianchini in [9] .
Backward Euler approximations.
We now keep x as a continuous variable, but discretize time, choosing a time step ∆t > 0 and defining t k . = k ∆t. An approximate solution U = U k (x) can then be constructed by induction on k. Indeed, given U k−1 (·), the function U k (·) is then implicitly defined by the equation
Letting ∆t → 0+, we expect the
, where u is the corresponding entropy weak solution of (2.1). In the case of a scalar conservation law, (4.7) corresponds to the well known Yosida approximations. Their stability and convergence follows from standard techniques in the theory of contractive semigroups and accretive operators [30] . It is not known whether the approximations (4.7) still converge, in the case of n × n strictly hyperbolic systems. See [7] for a proof in the special case of systems where rarefaction curves are straight lines.
5. Fully discrete numerical schemes. Here we discretize both space and time, and construct a grid in the t-x plane with mesh ∆t, ∆x. An approximate solution U k,j ≈ u(k ∆t , j ∆x) is obtained by replacing partial derivatives in (1.1) with finite differences. For example, if for all u the eigenvalues of the Jacobian matrix Df (u) satisfy
then an appropriate difference scheme is
In the case where
one can also use the upwind Godunov scheme:
It has been a long standing open problem to understand the stability and convergence of these schemes, for solutions to n × n hyperbolic systems in the presence of shocks. In the light of recent results valid for other approximations schemes, one may try to decompose a general solution in terms of travelling waves. We recall here the main definitions. A discrete travelling wave profile for the difference scheme (4.8) is a continuous function U : IR → IR n such that, by sampling the function u(t, x) = U (x − λt) along point of the grid ∆t IN × ∆x Z Z one obtains a solution of (4.8) . In other words, setting
we obtain a solution of (4.8). In the case where
we say that U is a discrete shock profile connecting the states u − , u + ∈ IR n . Here λ is the speed of the shock, which satisfies the Rankine-Hugoniot equations λ(u
. Similar definitions apply to other difference schemes, such as (4.9).
At this stage, for each i = 1, . . . , n, one should construct a "center manifold" of discrete travelling wave profiles, of dimension n+2, containing all discrete shock profiles together with other (unbounded) discrete profiles. In order to prove suitable interaction estimates, one now needs to analyze the regularity of this manifold of discrete travelling profiles. It is here that a key obstruction is encountered. Indeed, as proved by D. Serre [60, 62] , for general strictly hyperbolic systems the family of discrete shock profiles cannot depend continuously on the wave speed, and hence on the states u − , u + , w.r.t. the BV norm
This accounts for the substantially different ways in which discrete shock profiles are constructed, in the case of case of rational or irrational speed [58, 57] . A specific example, illustrating how discrete shock profiles fail to depend continuously on the speed λ, was constructed in [5] . It consists of a 2 × 2 system in triangular form
The characteristic speeds are 0 and f (u) and the system is strictly hyperbolic provided f (u) > 0. In the specific example, the flux function f satisfies 1/4 < f (u) < 1, while g is constant outside a bounded interval.
The Lax-Friedrichs scheme for (4.10) with ∆x = ∆t takes the form
A discrete shock profile (DSP) with speed λ for (4.11) is a pair of functions
In [5] , a discrete shock profile (U, V ) is constructed, with a rational speed λ ∈ ] 
However, a detailed analysis show that all these discrete shock profiles have a uniformly positive amount of total variation, on intervals
Notice that, as k → ∞, the intervals I k shift to the left, toward −∞. This excludes the possibility that the sequence V k has any limit in the BV norm. In particular, the sequence of discrete shock profiles (U k , V k ) does not converge to the discrete shock profile (U, V ).
Roughly speaking, these downstream oscillations are caused by resonances between the speed of the shock and the ratio ∆x/∆t = 1 of the grid. They are noticeable when the speed is close (but not exactly equal) to a given rational number λ. It is expected that the same behavior will be observed for any other discrete scheme.
By further developing these ideas, in [6] an example is constructed, where the total variation of the solution computed by the Godunov scheme becomes arbitrarily large, for large times. The hyperbolic system has again the triangular form The special choice of the flux function for the u-component is motivated by an observation of P. Lax [43] . If z n,j > 0 provide a solution to the linear difference equation z n+1,j = z n,j + z n,j−1 2 , (4.13) then the nonlinear transformation u n,j = ln z n,j−1 z n,j , provides a solution to u n+1,j = u n,j + ln 1 + e un,j−1 − ln 1 + e un,j
.
This provides an analogue of the Hopf-Cole transformation for the viscous Burgers' equation, now valid for the discrete Godunov scheme. Using this formula, one can explicitly construct and analyze in detail the discrete approximations generated by the Godunov scheme. The main result proved in [6] can be stated as follows. We observe that, for the exact solutions having (4.14) as initial data, the total variation remains uniformly bounded for all times. However, the small perturbations φ ν slightly change the speed of the shock in the u-component of the solution, thus producing a resonance with the grid. Over a large interval of time, this determines an arbitrarily large amount of downstream oscillations in the numerically computed solution.
Counterexamples of this type point to a fundamental limitation of rigorous theoretical analysis. For exact solutions of the general n × n Cauchy problem, the main theorems on existence, uniqueness and continuous dependence are based on a priori bounds on the total variation. However, any attempt to analyze finite difference schemes cannot rely on a priori BV bounds, simply because these are not valid, in general.
On the other hand, it seems unlikely that these resonances in the numerically computed solutions will be observed in practice. Indeed, these oscillations are mild, in the sense that they are spread out over a large number of grid points and should not prevent the convergence to the exact solution. Moreover, they apparently occur only for a small set of "prepared" initial data.
At present, positive results on the stability and convergence of numerical schemes for systems of conservation laws are known in two main cases:
1. For the 2 × 2 system modelling isentropic gas dynamics, convergence of a subsequence of finite difference approximations has been proved in [33] , by the method of compensated compactness.
2. For Temple class systems, and more generally for n × n systems where all shock curves are straight lines, uniform BV bounds, stability and convergence of numerical approximations were proved in [45] and in [22] , respectively.
Establishing the convergence of any finite difference scheme, for solutions with shocks of general n × n hyperbolic systems, remains an outstanding open problem.
