Abstract. We improve and generalize some operator inequalities for positive linear maps. It is shown, among other inequalities, that if 0
According to the celebrated paper by Lin [ The following basic lemma is essentially known as in [14, Theorem 7] , but our expression is a little bit different from those in [14] . For the sake of convenience, we give it a slim proof. and r = min {ν, 1 − ν}. Taking a = 1 and b = x, then utilizing the continuous functional calculus and the fact that 0 < h
Since K (x) is an increasing function for x > 1, then
Now by multiplying both sides by A , similarly we obtain inequality (2.1).
Inequalities (1.3) and (1.4) can be generalized by means of weighted parameter ν ∈ [0, 1] as follows:
and
where r = min {ν,
Proof. According to the hypothesis we have
Also the following inequalities holds true
and (2.6)
Now summing up (2.5) and (2.6) we obtain
Applying positive linear map Φ we can write
With inequality (2.7) in hand, we are ready to prove (2.3).
By Lemma 2.1, it is enough to prove that
By computation, we have
(by Lemma 2.3)
(by Lemma 2.5)
(by (2.7)), (2.8) which leads to (2.3). Now we prove (2.4). The operator inequality (2.4) is equivalent to
(by Lemma 2.4)
Thus, we complete the proof. However, our inequalities in Theorem 2.1 are tighter than that in (1.1) and (1.2).
To achieve the second result, we state for easy reference the following fact obtaining from [1,
Theorem 3] that will be applied below.
Lemma 2.6. Let A and B be positive operators. Then
for each 1 ≤ r < ∞.
Our promised refinement of inequalities (1.5) and (1.6) can be stated as follows.
Proof. It can be easily seen that the operator inequality (2.9) is equivalent to
.
By simple computation
(by Lemma 2.6)
which leads to (2.9).
The desired inequality (2.10) is equivalent to
The result will follow from
as required.
Remark 2.2. Notice that the Kantorovich's constant
2 is a refinement of the inequalities, (1.5) and (1.6) for 2 ≤ p < ∞.
It is proved in [13, Theorem 2.6] that for 4 ≤ p < ∞,
These inequalities can be improved:
Proof. It is easily verified that if 0
According to the assumption we have
we can also write
Using the substitution T = Φ (A∇ ν B) in (2.13) we get (2.14)
On the other hand, from (2.3) we obtain
From this one can see that
(by (2.14)).
Show that
The validity of this inequality is just inequality (2.11).
Similarly, (2.12) holds by the inequality (2.4). 
It is worth noting that the inequality (2.16) was first proved in [7, Theorem 4] for matrices under the sandwich assumption mA ≤ B ≤ MA (see also [4, Theorem 3] ).
Zhao et al. [12, Theorem 3.2] by using the same strategies of [14] obtained that:
for all ν ∈ [0, 1], where r = min {ν, 1 − ν}. Now, we try to obtain a new refinement of Theorem 2.4 by using Lemma 2.7.
Theorem 2.5. Let A, B be two positive operators such that m
, and h = Proof. According to the assumptions we have
Therefore (2.18) implies that
Simplifying we find that
Multiplying both sides by A tr (X) (X ∈ M 2 ), by an easy computation we find that tr (X) (X ∈ M 2 ), by an easy computation we find that Consider the real function f (t) on (0, ∞) defined as f (t) = γ (α + β) t − αβ t 2 .
As a matter of fact, the inequality (2.26) implies that Φ −1 (A#B) (Φ (A) #Φ (B)) 2 Φ −1 (A#B) ≤ max α≤t≤β f (t) .
One can see that the function f (t) is decreasing on [α, β] . By an easy computation we have
This function has an maximum point on Notice that
It is striking that we can get the same inequality (2.22) under the condition M 2 < m 1 .
Hence the proof of Theorem 2.6 is complete.
