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Abstract
In this thesis we use modern developments in ergodic theory and uniform
distribution theory to investigate the the distribution of polynomials, partial
quotients of convergents, random and oscillatory sequences. The original
contents of the thesis are in Chapters 3-6. More specifically in Chapter 3 we
study the the distribution of of sequences of the form (anx)n≥1 modulo one.
Here (an)n≥1 is a sequence of natural numbers and x is a real number one.
Usually in studies of this form, the sequence (an)n≥1 is a specific sequence of
integers and results are given for almost all x with respect to some measure
usually Lebesgue measure. Here the roles are reveresed, and (an)n≥1 is the
itinerary of a random walk and x is a fixed real number with prescribed
diophantine peoperties. In this context the distribution has already been
studied by Michel Weber. Here we study a second order property called the
pair correlation instead. The original contents of this chaper have already
been publisted in a the Journal Uniform Distribution Theory
In Chapter 4 we study refinements of Weyl’s famous theorem that if
P (x) = αkx
k+. . . α1x+α0 and one of α1, . . . , αk is irrational, then (P (n))n≥1
is uniformly distributed modulo one. We use a method of Furstenberg to show
(P (kn))n≥1 is uniformly distributed modulo one for various broad sequences
of integers, both deterministic and stochastic. This is then used to constuct
new examples of sequences of integers that are Poincare´ recurrent and satisfy
the Glasner property. This work is to published in the high prestigue journal
Ergodic Theory and Dynamical System.
Suppose (kn)n≥1 is a sequence of integers that satisfies the same conditions
as in Chapter 4. In Chapter 5 we prove the following theorem. Suppose H
is a finite index subgroup of a Fuchsian group Γ it self a subset of SL(2,Z).
Then for almost all x with respect to Lebesgue measure, the regular continued
fraction approximants are distributed in the cusps of H according to the
relative cusp widths. That is for each cusp κ of with w(κ),
lim
N→∞
1
N
#{1 ≤ n ≤ N : pkn/qkn ∈ κ}
N
=
w(κ)
[Γ : H]
.
In the final chapter i.e. Chapter 6 we study the pair correlation of
(an cos(αnx))n≥ for deterministic (an)n≥1. Here we calculate the Hausdorff
dimension of the set where this pair correlation is a pre-determined size.
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Chapter 1
Introduction
The roots of our subject are very old indeed. In his book Tractatus de config-
urationibus qualitatum et motuum written in the 1340’s Nicoli Oresme states
that if two particles move on a circle with fixed velocities in ”incomensurable”
ratio then any arc, no matter how small, will contain both simultaneously
infinitly often in the future and will have doesn so infinitely in the past. This
was not proved in the sense we could understand the term. We would have
to wait till the 1840’s when the result was proved by L. Kroneker and in fact
the result is generally refered to as Kroneker’s theorem. Oresme’s work took
place in near complete isolation, in a time when most the tools available even
during Kronecker’s era, like calculus, and number theory was largely absent.
We have mentioned Kronecker but was in the late Edwardian Era, as we
would describe it in Britain that real developments begun. Motivated by
the problem of secular perturbations in astronomy, P. Bohl, W. Sierpinski
and H. Weyl proved that if α is irrational then the sequence of ({nα})n≥1 is
uniformly distributed modulo one – in the modern parlance. The concept of
uniform distribution was yet to be formally defined.
For a real number x let x =
∑∞
n=1
cn
bn
denote the base b expansion of
x for an integer b > 1 and cn ∈ {0, 1, 2, . . . , b − 1} (n = 1, 2, . . . ). For
1
d1, . . . , dl ∈ {0, 1, . . . , b− 1} let
NM(x, d1, . . . , dl) = #{1 ≤ j ≤M : xj = d1, . . . , xj−l+1 = dl}
(M = 1, 2, . . . )
We say x is normal base b if
lim
M→∞
NM(x, d1, . . . , dl)
M
=
1
bl
,
for all choices of {d1, . . . , dl} and l = 1, 2, . . . . We say x is normal if it normal
base b for each b. In 1909 E. Borel proved that almost all x are normal with
respect to Lebesgue measure. This was only six years after Lebesgue measure
itself was invented.
A crutial development in this subject was H. Weyl’s 1916 paper. This
explicitly define te concept of uniform distribution, gave four equivalent char-
acterisations, including the famous Weyl criterion, which makes the checking
the the uniform distribution of a sequence much easier. Using Weyl’s crite-
rion Weyl showed that if P (x) = αkx
k + . . . α1x + α0 is a polynomial with
at least one of the numbers αk, . . . , α1 irrational then ({P (n)})n≥1 uniform
distributed modulo one. To do this he developed the famous Weyl’s inequal-
ity for exponential sum so crutial to modern analytic number theory. In this
paper he also developed tools from harmonic analysis to show that if (an)n≥1
is any strictly increasing sequence of integers then ({anx})n≥1. It is easy to
check that the uniform distribution modulo one of ({bnx})n≥1 is equivalent
to the nornality base b of x. This observation also forshadows the develop-
ment of ergodic theory. as the unifrom distribution of ({bnx})n≥1 could be
recovered from Birkhoff’s ergodic theorm. That was yet a decade and a half
away.
In the late 1920’s the Radamacher-Menchov method was developed in
Harmonic analysis leading to a method which lead to the dyadic chaining
method in probability theory. This enabled one to show estimated for the
2
form ∫
Ω
|XM+1 + . . .+XM+N |2dω = Φ(M,N) (M,N = 1, 2, . . . )
implies, given  > 0, that
X1 + . . .+XM+N = Φ(0, N) +O(Φ(0, N)
1
2
+), (N = 1, 2, . . . )
almost everywhere. Around this time J. G. Van der Corput introduce the con-
cept of discrepancy, as means of making uniform distribution theory qunati-
tative. Combined with diadic chaining eneable the refine ment of Weyl’s
theorem on ({anx})n≥1. Important refinements were made possible by De-
velopments like the Erdos-Turan Inequality and geometric measure theory.
In the 1930’s ergodic theory came into existance, with the proof of the
Von Neumann and Birkhoff ergodic Theorems. In the intervening eight and
a half decades there has been a vast development of these topic , overlapping
modern ergodic theory, probability theory, number theory, combinatorics and
much else. In this thesis we use modern developments in ergodic theory and
uniform distribution theory to investigate the the distribution of polynomials,
partial quotients of convergents, random and oscillatory sequences.
3
Chapter 2
Background
In this chapter we give basic definitions and theorems which we are going to
use in this thesis. See [18][34] for further background.
2.1 Measure Space
In this section we review background material which helps the reader under-
standing particularly relating to measure, ergodic theory and their applica-
tions.
Definition 2.1.1. Let X be a non-empty set. A collection B of subsets of
X is called a σ-algebra if it satisfies the following three conditions:
(1) X ∈ B;
(2) If B ∈ B, then X\B ∈ B;
(3) If {Bn}∞n=1 is a countable collection of sets in B, then
⋃∞
n=1Bn ∈ B.
We call (X,B) a measurable space.
Definition 2.1.2. Let (X,B) be a measurable space. A function µ : B →
[0,∞) is said to be a measure if it satisfies the following two conditions:
(1) µ(φ) = 0 for the empty set φ ;
4
(2) for any countable collection {Bn}∞n=1 of pairwise disjoint sets in B, we
have µ(
⋃∞
n=1Bn) =
∑∞
n=1 µ(Bn).
Definition 2.1.3. A collection S of subsets of X is called a semi− algebra
if the following three conditions hold:
(1) φ ∈ S;
(2) If A,B ∈ S, then A⋂B ∈ S;
(3) If A ∈ S, then X\A = ⋃ni=1Ei ∈ S where each Ei ∈ S and E1, ..., En are
pairwise disjoint subsets of X .
Definition 2.1.4. A collection A of subsets of X is called an algebra if the
following three conditions hold:
(1) φ ∈ A;
(2) If A,B ∈ A, then A⋂B ∈ A;
(3) If A ∈ A, then X\A ∈ A.
Clearly every algebra is a semi-algebra and every σ-algebra is an algebra.
Definition 2.1.5. Let (X,B, µ) be a finite measure space, if µ(X) = 1, then
we say (X,B, µ) is a probability space or a normalised measure space.
Theorem 2.1.6. (Kolmogorov Extension Theorem) Let X be a set, and let
A be an algebra of subsets of X. Suppose µ∗ : A → [0,∞) satisfies the
following three properties:
(1) µ∗(φ) = 0;
(2) for any countable collection {En}∞n=1 of pairwise disjoint sets in A such
that
⋃∞
n=1En ∈ A, we have µ∗(
⋃∞
n=1En) =
∑∞
n=1 µ
∗(En);
(3) there are countably many sets En ∈ A such that X =
⋃∞
n=1En and
µ∗(En) < ∞. Then there exists a unique measure µ : B(A) → [0,∞) which
is an extension of µ∗.
Definition 2.1.7. (Borel Set) Let (X, d) be a metric space. The Borel σ −
algebra (σ-filed) B = B(X) is the smallest σ − algebra in X that contains
all open subsets of X. The elements of B are called the Borel sets of X.
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The metric space (X, d) is called separable if it has a countable dense
subset, that is, there are x1, x2, ... in X such that {x1, x2, ...} = X. (A
denotes the closure of A ⊂ X).
Lemma 2.1.8. If X is a separable metric space, then B(X) equals the σ −
algebra generated by the open (or closed) balls of X.
Lemma 2.1.9. Let (X, d) be a separable metric space. Let C ⊂ B be count-
able. If C separates closed balls from points in the sense that for every closed
ball B and every x ∈ X\B there exists C ∈ C such that B ⊂ C and x /∈ C,
then the σ − algebra generated by C is the Borel σ − algebra.
Proposition 2.1.10. Let (X, d) be a metric space. B(X) is the smallest
σ − algebra with respect to which all (real valued) continuous functions on
X are measurable (w.r.t.B(X) and B(R).
Definition 2.1.11. (Borel probability measures) Let (X, d) be a metric space.
A finite Borel measure on X is a map µ : B(X)→ [0,∞) such that:
(1) µ(φ) = 0;
(2) If B1, B2, ... ∈ B are mutually disjoint, then µ(
⋃∞
n=1Bn) =
∑∞
n=1 µ(Bn).
We call µ a Borel probabiliy measure if in addition µ(X) = 1.
Definition 2.1.12. (Lebesgue measure) Take X = [0, 1], and let A denote
the algebra of all finite unions of subintervals of [0, 1]. For an interval [a, b],
define λ∗([a, b]) = b−a and extend this to A. Then this satisfies the hypothe-
ses of the Kolmogorov extension theorem, and so it defines a Borel probability
measure. This is the Lebesgue measure on [0, 1].
In a similar way, we can define Lebesgue measure on [0, 1]n. An n−dimensional
cube is a set of the form [a1, b1]...[an, bn], where 0 ≤ aj ≤ bj ≤ 1 for each
1 ≤ j ≤ n.
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Let A denote the algebra of all finite unions of n−dimensional cubes.
Define;
λ∗n([a1, b1]...[an, bn]) =
n∏
j=1
(bj − aj)
and extend this to A. Again, this satisfies the hypotheses of the Kolmogorov
extension theorem and defines the n-dimensional Lebesgue measure on [0, 1]n.
2.2 Uniform Distribution mod 1
For detailed and additional background on uniform distribution modulo 1
see [56]. Let us consider the n-dimensional Euclidean space R. Let x, y ∈ Rn
and their difference x − y is an integral lattice point in Zn. Equivalently
we can say that we consider the space Rn modulo 1 or we deal with the
n-dimensional torus Tn = Rn\Zn.
Obviously Tn can be identified with the unit cube Un = [0, 1)n. Formally
this can be done by using the notion of fractional parts. The fractional part
{x} of a real number x is defined by {x} = x − [x], where [x] denotes the
integral part of x, that is, the greatest integer ≤ x. The fractional part {x}
and the integral part [x] for x ∈ Rn are defined component-wise.
Let In = [a1, b1) × ... × [an, bn) ⊆ Rn be an interval (or a product of
intervals with sides parallel to the axes) in the n-dimensional space Rn with
0 < bi − ai ≤ 1, i = 1, 2, ...n, then the reduction modulo 1 ,I = In\Zn is
called an interval (or a product of intervals with sides parallel to the axes) of
the torus Tn = Rn\Zn. The volume λn(I) of an interval I ⊆ Rn\Zn is given
by
∏n
i=1(bi − ai).(λn denotes the n-dimensional Lebesgue measure.)
Definition 2.2.1. The characteristic function of a probability measure µ on
B(R) is the function φµ : R→ C given by
φµ(t) =
∫
eitxµ(dx)
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Definition 2.2.2. For an interval I ⊆ Rn\Zn and a sequence (xn)n≥1, with
xn ∈ Rn, let A(I,N, xn) be the number of points xn, 1 ≤ n ≤ N , for which
{xn} ∈ I, i.e.
A(I,N, xn) =
N∑
n=1
χI({xn}), (2.1)
where χI is the characteristic function of I.
A characteristic function is simply the Fourier transform, in probabilistic
language.
Definition 2.2.3. The sequence ω = (xn), n = 1, 2, ... of real numbers is
said to be uniformly distributed modulo 1 (abbreviated u.d. mod 1) if for
every pair a, b of real numbers with 0 ≤ a < b < 1 we have
lim
N→∞
A([a, b), N, ω)
N
= b− a. (2.2)
Thus, in simple terms, the sequence is u.d. mod 1 if every half-open
subinterval of [0, 1) eventually gets its ”proper share” of fractional parts.
Let now c[a,b) be the characteristic function of the interval [a, b) ⊆ I. Then
(2.1) can be written in the form
lim
N→∞
1
N
N∑
n=1
c[a,b)({xn}) =
∫ 1
0
c[a,b)(x)dx. (2.3)
This observation, together with an important approximation technique,
leads to the following criterion.
Theorem 2.2.4. The sequence (xn), n = 1, 2, ... of real numbers is u.d. mod
1 if and only if for every real-valued continuous function f defined on the
closed unit interval I = [0, 1] we have
lim
N→∞
1
N
N∑
n=1
f({xn}) =
∫ 1
0
f(x)dx. (2.4)
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Corollary 2.2.5. The sequence (xn) is u.d. mod 1 if and only if for every
Riemann-integrable function f on I equation (1.3) holds.
Corollary 2.2.6. The sequence (xn) is u.d. mod 1 if and only if for every
complex-valued continuous function f on R at with period 1 we have
lim
N→∞
1
N
N∑
n=1
f(xn) =
∫ 1
0
f(x)dx. (2.5)
Lemma 2.2.7. If the sequence (xn), n = 1, 2, ... is u.d. mod 1, then the
sequence (xn + α), n = 1, 2, ..., where α is a real constant, is u.d. mod 1.
Theorem 2.2.8. If the sequence (xn), n = 1, 2, ..., is u.d. mod 1, and if (yn)
is a sequence with the property limn→∞(xn − yn) = α, a real constant, then
(yn) is u.d. mod 1.
Theorem 2.2.9. (Kronecker’s theorem) If α is a given irrational number,
then the sequence of numbers {nα}n≥1 is dense in the unit interval.
Explicitly, given any θ, 0 ≤ θ ≤ 1, and given any  ≥ 0, there exists a
positive integer k such that | kα− θ | ≤ .
This fact is called Kronecker’s theorem who proved it in the late 1840’s.
However this observation was first made by Nicoli Oresme (1340s) more than
half a millennium ahead of Kronecker time.
This investigation was next advanced by the introduction in 1916 by
Hermann Weyl of the concept of uniform distribution.
The functions f of the form f(x) = e2piihx, where h is a non-zero integer,
satisfy the conditions of Corollary 2.2.6 Thus, if (xn) is u.d. mod 1, the
relation (2.4) will be satisfied for those f . It is one of the most important facts
of the theory of u.d. mod 1 that these functions already suffice to determine
the u.d.mod 1 of a sequence.
Definition 2.2.10. A sequence of real numbers (xn)n≥1 is a uniformly dis-
tributed module one if given any interval I ⊆ [0, 1) with length |I|, we have
lim
N→∞
#{1 ≤ n ≤ N : {xn} ∈ I}
N
= |I|,
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This is clearly a stronger statement than Kronecker’s theorem.
Theorem 2.2.11. (Weyl Criterion) The sequence (xn), n = 1, 2, ..., is u.d.
mod 1 if and only if
lim
N→∞
1
N
N∑
n=1
e2piihxn = 0. (2.6)
for all integers h 6= 0
Definition 2.2.12. The set E ⊂ R is a null if given any  > 0, there is a
countable collection of intervals (Ii)i≥1 such that E ⊂
⋃
i Ii with
∑
i | Ii | ≤ .
Theorem 2.2.13. (Weyl’s) For any strictly increasing sequence of integers
(an)n ≥ 1, then the set of real numbers such that ({anx})n≥1 is not u.d. mod
1 is null.
Example 2.2.14. Let an = b
n for natural numbers b > 1. The set of such
that (bnx)n ≥ 1 is not u.d. mod 1 also is null.
Theorem 2.2.15. The countable unions of null sets are null.
Theorem 2.2.16. (H. Weyl 1916) Let ψ(x) = α0 +α1x+α2x
2 + . . .+αkx
l,
with at least one of the numbers α1, . . . , αl irrational.
Then the sequence (ψ(n))n≥1 is uniform distribution modulo one.
Definition 2.2.17. Any compact abelian topological group G supports a unique
translation invariant measure λ called Haar measure. We say (xn)n≥1 is uni-
formly distributed on G if for each continuous function f : G→ C we have
lim
N→∞
1
N
N∑
n=1
f(xn) =
∫
G
f(x)dλ.
Remark 2.2.18. There are two important special cases:
1) A sequence of real numbers (xn)n≥1 is uniformly distributed modulo
one (u.d. mod 1) if given any interval I ⊆ [0, 1) we have
lim
N→∞
1
N
N∑
n=1
χI({yn}) = |I|.
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Here for a real number y we have used {y} to denote its fractional part, χI
to denote the characteristic function of the interval I and |I| to denotes its
length.
2) We say a sequence of integers (kn)n≥1 is uniformly distributed on Z if
for ever natural number m ≥ 2 and every residue class a modulo m we have
lim
N→∞
1
N
#{n ≤ N : kn ≡ a mod m} = 1
m
.
Definition 2.2.19. A sequence of integers (kn)n≥1 is Hartman uniformly
distributed on Z if for any irrational number α we have ({knα})n≥1 u.d.
mod 1 and (kn)n≥1 is uniformly distributed on Z.
Note that if (kn)n≥0 is Hartman u.d. on Z and if and only if letting
F (N, z) :=
1
N
N−1∑
n=0
zkn , (N = 1, 2, · · · )
we have F (N, 1) = 1 for allN ≥ 1 and if |z| = 1, z 6= 1 we have limN→∞ F (N, z) =
0.
So (kn)n≥1 is Hartman u.d. on Z;
Definition 2.2.20. Let x be a real number, and b > 1 be a natural number.
Write
x = [x] +
∞∑
n=1
bn
bn
where bn ∈ {0, 1, ..., b− 1}.
We call this the base b expansion of x. In the case b = 10 this is the
familiar decimal expansion.
If x is an irrational number, then the base b expansion of x is uniquely
determined by the sequence (bn)
∞
n=1 and vice versa. Let x be an irrational
number, and let b be a natural number. Suppose that (bn)
∞
n=1 be the base b
expansion of x. Picking a number x at random, the chance of a particular
digit taking a specific value is 1
b
. The chance of consecutive digits taking
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specific value is 1
b2
. The chance of three consecutive digits taking specific a
value is 1
b3
and so on.
The notion of uniform distribution can be easily generalized to compact
spaces X.
Definition 2.2.21. Let X be a compact (Hausdorff) space and µ a positive
regular normalized Borel measure on X. A sequence (xn)n≥l ⊂ X, is called
uniformly distributed with respect to µ (µ-u.d.) if
lim
N→∞
1
N
N∑
n=1
f(xn) =
∫
X
fdµ. (2.7)
holds for all continuous functions f : X → R.
Definition 2.2.22. A Borel set M ⊂ X is called µ-continuity set if µ(∂M) =
0, where ∂M denotes the boundary of M.
Theorem 2.2.23. [30, p. 178])A sequence (xn)n≥1, xn ∈ X, is µ-u.d. if and
only if
lim
N→∞
1
N
N∑
n=1
χM(xn) = µ(M). (2.8)
holds for all µ-continuity sets M ⊆ X.
Definition 2.2.24. A collection D of µ-continuity sets of X is called dis-
crepancy system if
lim
N→∞
sup
M∈D
∣∣∣∣∣ 1N
N∑
n=1
χM(xn)− µ(M)
∣∣∣∣∣ = 0
holds if and only if (xn)n≥1 is µ-u.d. For a discrepancy system D the supre-
mum
D
(D)
N (xn) = sup
M∈D
∣∣∣∣∣ 1N
N∑
n=1
χM(xn)− µ(M)
∣∣∣∣∣
is called discrepancy of (xn)n ≥ 1 with respect to D .
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The discrepancy DN of a sequence (xn)n ≥ 1 has been introduced to
quantify the convergence in (2.2).
Definition 2.2.25. Let x1, ..., xN be a finite sequence of points in the k-
dimensional space Rk. Then the number
DN = DN(x1, ..., xN) = supI⊆Tk
∣∣∣∣A(I,N,Xn)N − λk(I)
∣∣∣∣
is called the discrepancy of the given sequence.
For an infinite sequence (xn)n ≥ 1; DN(xn) is also called the discrepancy
of (Xn)
N
n=1 and is called discrepancy.
The essential point of the concept of discrepancy is that the notion of
uniform distribution can be covered by it; i.e, the convergence in (2.2) is
uniform with respect to all products of intervals I ⊆ Tk.
Theorem 2.2.26. A sequence (xn)n ≥ 1 is u.d. mod 1 if and only if
limN→∞DN(Xn) = 0.
2.3 Ergodicity
In this section, we refer to Viana [54], Walters [63] primarily.
Definition 2.3.1. Let (X,B, µ) be a probability space, and let the map T :
X → X measurable with respect to the σ-algebra B. For A ∈ B we set
T−1(A) = {x ∈ X : Tx ∈ A}. The map T is said to be measure preserving
with respect to µ if
µ(T−1A) = µ(A) for all A ∈ B.
Definition 2.3.2. Let T be a measure preserving transformation on a proba-
bility space (X,B, µ). The map T is said to be ergodic if for every measurable
set A satisfying T−1A = A, we have µ(A) = 0 or 1.
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We say the dynamical system (X,B, µ) is uniquely ergodic if µ is the only
measure for which it is ergodic.
Theorem 2.3.3. Let (X,B, µ) be a probability space and T : X → X mea-
sure preserving. The following are equivalent:
(i) T is ergodic.
(ii) If B ∈ B with µ(T−1B∆B) = 0, then µ(B) = 0 or 1.
(iii) If A ∈ B with µ(A) > 0, then µ(⋃∞n=1 T−nA) = 1.
(iv) If A,B ∈ B with µ(A) > 0 and µ(B) > 0, then there exists n > 0 such
that µ(T−nA
⋂
B) > 0.
We denote by L0(X,F , µ) the space of all complex valued measurable
functions on the probability space (X,F , µ). Let
Lp(X,F , µ) = {f ∈ L0(X,F , µ) :
∫
X
|f |pdµ(x) <∞}.
Theorem 2.3.4. Let (X,F , µ) be a probability space, and T : X → X mea-
sure preserving. The following are equivalent:
(i) T is ergodic.
(ii) If f ∈ L0(X,F , µ), with f(Tx) = f(x) for all x, then f is a constant
a.e.
(iii) If f ∈ L0(X,F , µ), with f(Tx) = f(x) for a.e. x, then f is a constant
a.e.
(iv) If f ∈ L2(X,F , µ), with f(Tx) = f(x) for all x, then f is a constant
a.e.
(v) If f ∈ L2(X,F , µ), with f(Tx) = f(x) for a.e. x, then f is a constant
a.e.
Theorem 2.3.5. (Birkhoff’s Ergodic Theorem) Let (X,B, µ) be a probability
space. Assume T : X → X is an ergodic measure-preserving transformation
and f ∈ L1(X,B, µ). Then
limn→∞
1
N
N∑
n=1
f(T nα)
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exists µ-almost everywhere in α ∈ X. If (X,B, µ) is an ergodic dynamical
system, then the limit equals
∫
X
fdµ for µ-almost everywhere α ∈ X.
Using Birkhoff’s theorem and the ergodicity of the map Tx = {2x} mod-
ulo 1 once can prove the following theorem.
Theorem 2.3.6. (Borel’s Theorem on Normal Numbers) Almost all num-
bers in [0, 1) are normal to base 2, i.e. x ∈ [0, 1) the frequency of 1′s in the
binary expansion of x is 1
2
.
More generally we say a sequence is Hartman uniformly distributed on a
locally compact abelian group G, if it is uniformly distributed on the Bohr
compactification of G. This degree of generality is not relevant to our con-
siderations in this thesis however. Hence, in the sequel, when we refer to
Hartman uniform distribution, we mean Hartman uniform distribution on Z.
Note that if (kn)n≥0 is Hartman uniformly distributed, and if we set
F (N, z) :=
1
N
N−1∑
n=0
zkn , (N = 1, 2, · · · )
we have F (N, 1) = 1 for all N ≥ 1 and if z 6= 1 we have limN→∞ F (N, z) = 0.
The converse is also true. A list of examples is given later.
Definition 2.3.7. We say (kn)n≥0 is Lp good universal if for each dynamical
system (X, β, µ, T ) and for each f ∈ Lp(X, β, µ) the limit
`T,f (x) = lim
N→∞
1
N
N−1∑
n=0
f(T knx),
exists µ almost everywhere.
One of central tool is the following lemma.
Lemma 2.3.8. Suppose (ki)
∞
i=1 is Hartman uniformly distributed, suppose
Lp-good universal for p ∈ [1, 2] and suppose that the dynamical system (X, β, µ, T )
is ergodic. Then `T,f (x) exists and equals
∫
X
fdµ µ almost everywhere.
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2.4 The geodesic flow
In this section we summerise what we need to know about the geodesic flow.
See [17][54] for more detail.
Definition 2.4.1. A hyperbolic surface is a smooth surface equipped with a
complete Riemannian metric of constant Gaussian curvature −1.
Up to isometry, there is a unique simply connected hyperbolic surface,
called the hyperbolic plane, for which there are several standard models. The
model we will use most frequently is the upper half-plane,
H := {z = x+ iy ∈ C : y > 0}, ds2 = dx
2 + dy2
y2
The other standard alternative is the unit disk model (or Poincare´ disk),
B := {z ∈ C : |z| < 1}, ds2 = 4 dx
2 + dy2
(1− |z|2)2
Most calculations are simpler in H, but B has the advantage that the bound-
ary is treated uniformly.
We can identify SL2(R)/SO2(R) with the Poincare´ upper half plane H
by identifying an element of SL2(R) with its action on the square root of
minus one denoted by i. We can similarly identify the unit tangent bundle
of H by T = T1(H) := PSL2(R) = SL2(R)/± I. The hyperbolic metric on
H is defined by ds2 = dx2+y2
y2
. One can check that the points i and eti are
distance t apart in this metric. To a time t > 0, a base point in H and a
unit vector with this base point, there s a unique geodesic passing throught
the base point determined by the hyperbolic metric on H. This determines
the geodesic flow gt on T by mapping a pair of a base point together with
a unit tangent vector to another pair of a base point and a unit tangent,
obtained by moving along the unique geodesic passing through both base
points for time t and assigning as unit vector in the image the unique unit
tangent vector to this geodesic at the image base point. This determines
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the geodesic flow gt on T . Since T acts on H by isometries, another way
to describe this is by saying that gt takes A ∈ T to AEt with Et =
( e t2 0
0 e−
t
2
)
.
The Liouville measure on T is the hyperbolic area measure on H and the
length measure on the circle of unit vectors at any point. This measure is
left and right SL2(R) invariant and hence coincides with Haar measure on
T . This measure is hence invariant under the geodesic flow. Recall that a
Fuchsian group is a discrete subgroup of T . Equivalently Γ acts properly
discontinuously on H and the quotient is a hyperbolic surface or possibly an
orbifold. The unit tangent bundle of this space can be identified with Γ\T .
Much as the action of the geodesic flow on H sends A ∈ T to AEt, the action
of the geodesic flow on Γ\T takes the coset to which A belongs to that to
which AEt belongs.
Let F be a division ring. A vector space of rank n over F can be identified
with the standard space F n (with scalars on the left) by choosing a basis.
Any invertible linear transformation of V is then represented by an invertible
n× n matrix, acting on F n by right multiplication.
We let GL(n, F ) denote the group of all invertible n×n matrices over F ,
with the operation of matrix multiplication.
The group GL(n, F ) acts on the projective space PG(n− 1, F ), since an
invertible linear transformation maps a subspace to another subspace of the
same dimension.
Definition 2.4.2. The projective linear group and projective special linear
group are the quotients of GL(n, F ) and SL(n, F ) by their centres:
PGL(n, F ) = GL(n, F )/Z(GL(n, F )) = GL(n, F )/F×
PSL(n, F ) = SL(n, F )/Z(SL(n, F )) = SL(n, F )/{α ∈ F×|αn = 1}
These groups act on the n − 1 dimensional projective space P (n−1)(F )
(the set of one dimensional subspaces of F n) by the following lemma.
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Lemma 2.4.3. The only elements of GL(n, F ) which stabilize every element
of P (n−1)(F ) are the scalar multiples of the identity matrix.
Proposition 2.4.4. The kernel of the action of GL(n, F ) on the set of points
of PG(n− 1, F ) is the subgroup
{cI : c ∈ (Z), c 6= 0}
of central scalar matrices in F , where Z(F ) denotes the centre of F .
The projective linear group or modular group as we refer to PSL(2,Z) as
has long been known is intimately tied up with the properties of the regular
continued fraction expansion. A Fuchsian group Γ is a discrete subgroup
of PSL(2,Z). From such a group one obtains a hyperbolic surface H\Γ.
On a hyperbolic surface, an end is defined to be an equivalence class of
limiting parallel rays. In the hyperbolic plane this is represented by a point
on R ∪ {∞}.
To a finite area hyperbolic triangle inH with a vertex on R∪{∞} and two
sides identified by a generator of the stabilizer of Γ we associate a finite area
triangle in H\Γ one vertex of which is an end. Fix a finite index subgroup
H ⊂ Γ. We also call this end a cusp (of H). For any cusp of H pick some
parabolic fixed point p in this H orbit and the the width with respect to Γ
of κ is the index w(κ) of the H-stabilizer of p in the Γ-stabilizer of p.
We say a sequences of natural numbers (kn)n≥1 is good for the regular
continued fraction if given H a finite index subgroup of a Fuchsian group
Γ ⊆ SL(2,Z). Then for each cusp κ of H and almost all x ∈ [0, 1),
lim
N→∞
1
N
#{1 ≤ n ≤ N : pkn/qkn ∈ κ}
N
=
w(κ)
[Γ : H]
.
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2.5 Regular continued Fractions and the Gauss
map
Using the Gauss map
g(x) =
 1x if x 6= 0,0 if x = 0
we define a sequence of function of x by c0(x) = [x], c1(x) = [
1
x
] and cn+1(x) =
cn(g(x)) (n = 1 . . . ), called the partial quotients of x. With these ingredienets
we define the convergents
pn
qn
= c0 +
1
c1 +
1
c2 +
c3 +...
1
+
1
cn
, (n = 0, 1, . . . ).
which is also written more compactly as [c0; c1, c2, · · · , cn]. These have the
property that pn
qn
tends to x as n tends to infinity. Recall that if we let
SL(2,Z) denote space of integer entry matricies in of determinant one and
let PSL(2,Z) = SL(2,Z)/ ± I the set of equivalence classes of matricies in
SL(2,Z) identical up to multiplication by the negative 2×2 identity matrix I.
We now consider the particular ergodic properties of the Gauss map,
defined on [0, 1] by
g(x) =
 1x if x 6= 0,0 if x = 0
Notice that cn(x) = cn−1(g(x)) (n = 1, 2, · · · ). The dynamical system
(X, β, µ, g) where X denotes [0, 1], β is the σ-algebra of Borel sets on X, µ
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is the measure on (X, β) defined for any A in β by
µ(A) =
1
log 2
∫
A
dx
x+ 1
,
and g is the Gauss map is ergodic. See [17] for details. The ergodic properties
of the dynamical system (X, β, µ, g) are not quite enough to carry out this
investigation. We also need ergodic theoretic information about its natural
extention. In particular we need the following lemma. See [54] for a formal
definition of the natural extention.
Lemma 2.5.1. Let Ω = [0, 1)× [0, 1]. Now let γ be the σ-algebra of Borel
subsets of Ω and let ω be the probability measure on the measurable space
(Ω, β) defined by
ω(A) =
1
(log 2)
∫
A
dxy
(1 + xy)2
.
Also define the map
G(x, y) =
(
g(x),
1
[ 1
x
] + y
)
.
Then the map G preserves the measure ω and the dynamical system (Ω, β, ω,G)
is ergodic.
In this section we discuss the language of suspension flows arising out of
discrete transformations and the dual notion of discrete transformations on
cross-sections viewed as return maps for flows. This language is a means for
instance of linking the geodesic flow on a surface to the discrete continued
fraction map on the boundry of the Poincare´ disc. The languge is however
much more general than that and useful in dynamical systems whereever
flows and discrete maps interact. See [17] for further background.
Definition 2.5.2. Suppose (X, β, µ) is a measure space and Φt is a measure
preserving flow on X, that is Φ : X ×R→ X is a measureable function such
that Φt(x) = Φ(x, t) with Φt+s = Φt ◦ Φs. A set Σ ⊂ X is a cross-secton for
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the flow Φt if :
(i) the flow of almost every point meets Σ;
(ii) for almost every point x, the set of times t that Φt(x) meets Σ is a discrete
subset of R ; and
(iii) for every t > 0 the flow box A[0,τ ] ≡ {Φt(A)|A ⊆ Σ; t ∈ [0, τ ]} is µ
measurable.
The set of such flow boxes defines the βΣ of subsets of Σ.
Definition 2.5.3. The return time function for the flow to the set Σ is
r = rΣ = inf{t > 0 : Φt(x) ∈ Σ}
Evidently a finite return time is essential for interesting dynamics. It for
example allws one to define a dynamical system on the cross-section. The
flow regulates the return map dynamics and vice versa.
Definition 2.5.4. The return time map R : Σ → Σ is defined R(x) :=
Φr(x)(x).
There is also a cross-sectional measure induced on the cross-section pre-
serving the return map by the measure preserved by the ambient flow. We
next describe the suspension flow, and its relationship with the discrete map
it covers. This is a simple tool relating the combinatorial nature of the dis-
crete dynamical system and the flow dynamics.
Definition 2.5.5. The induced measure µΣ defined for flow boxes on Σ is
defined by setting µΣ(A) :=
1
τ
µ(A[0,τ ]) for all τ ∈ (0, infx∈A{r(x)}).
Definition 2.5.6. The flow (X, β, µ,Φt) is then naturally isomorphic to the
suspension flow over the return map (Σ, βΣ, µΣ, r) defined by setting
Σˆ := {(x, t) : 0 ≤ r(x) ≤ r(x)}/ ∼,
where ∼ is the equivalence relation (x, r(x)) ∼ (R(x), 0), equipped with the
measure µˆ which is the the product of µΣ on Σ and Lebesgue measure on R.
21
Note that the flow on ΦR on Σˆ defined by ΦRt : (x, s)→ (z, s+t) preserves
µˆ.
We now define ergodicity for a flow. We now have E. Hopf’s foundational
result about
Lemma 2.5.7. A flow Φt is ergodic if any invariant set or its complement
is a null set. (See Definition 3.1.3 for an explaination of the term null set.)
We now have E. Hopf’s foundational result about ergodicity of the geodesic
flow.
Lemma 2.5.8. ( E. Hopf’s result) The geodesic flow on the unit tangent
bundle of any finite volume hyperbolic manifold is ergodic.
We now define the concept of recurrence for a flow.
Definition 2.5.9. A flow is called recurrent if the Φ orbit of almost every
point meets any positive measure set infinitely often.
There is a version of the Poincare´ recurrence property for flow too.
Theorem 2.5.10. (The Poincare´ recurrence theorem) Any geodesic flow on
a finite volume hyperbolic manifold is recurrent.
The return map to a cross-section inherits many properies from the flow.
One is ergodicty.
Lemma 2.5.11. Given a cross-section the return time map (Σ, βΣ, µΣ, r) is
ergodic if and only if the flow is.
Semi-conjugacy is a very general structure transfering relationship be-
tween dynamical systems.
Lemma 2.5.12. A semi-conjugacy, homeomorphism or factor map of two
measure preserving flows or maps is an almost surely onto map that preserves
the measures and the dynamics.
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Lemma 2.5.13. If a conjugacy is in additional invertible, with an inverse
map also a homeomorhism.
We now specialise to the situation considered in this chapter.
Lemma 2.5.14. Suppose Γ is a finite co-volume Fuchsian subgroup of the
group P := PSL(2,R). Suppose A ⊆ P projects injectively onto a cross-
section of the geodesic flow that is uniformised by Γ. Then for almost all
A ∈ A, there is a unique pair of return time and t = tA and M ∈ Γ such that
MAEt ∈ A.
Let (X, β, µ,Φt) and (X, β, µ,Φt) be two measure preserving flows. We
say that the second is a factor of the first if there is a map pi : X → X called
the factor map between the two, which is measure preserving, onto and such
that pi ◦ Φt = Φt ◦ pi.
Lemma 2.5.15. Let (Σ, µr.R) be a cross-section for Φt. Then pi
−1(Z) is a
cross section of Φt with return function r = r ◦ pi, return map R(x) = Φr(x)
and induced measure µ. The two transformations are semi-conjugate via the
restrition of pi to Σ.
2.6 Arnoux cross-sections and Fuchsian Groups
Given (x, y) ∈ R2 set
A−1(x, y) =
 1 y
−x 1− xy
 and A+1(x, y) =
 x −1
1− xy y

Let
Z : R2\{(x, y) : y 6= −1/x} → R2,
given by
(x, y)→ (x, y
1 + xy
).
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If Ω denotes the domain of the natural extention of the regular continued
fraction map, we define the following subsets of SL2(R), by
C−1{A−1(x, y) : (x, y) ∈ Z−1(Ω)} and C+1{A+1(x, y) : (x, y) ∈ Z−1(Ω)}.
Let C = C−1 ∪ C+1. We have the following lemma of Arnoux.
Lemma 2.6.1. C ⊆ P projects injectively to give a cross section of the
geodesic flow on the unit tangent bundle of the modular surface hence also
on Γ\P = PSL(s,Z)\PLS(s,R). Further the return map for this cross-
section is given by the map
Aσ(x, y) = MAσ(x, y)Et
where t = −2 log x and
M =
(
1 [1/x]
0 1
)
if σ = −1 and M =
(
1 0
[1/x] 1
)
if σ =1.
Moreover this dynamical system by this first return map has the Gauss
map as a factor, via the projection to the first coordinate.
An element of P = PSL(2,R) is called parabolic if it fixes a unique
element of R∪∞. For the corresponding Λ = (a b
c d
)
this is equivalent |trΛ| =
|a+d| = 2. If Γ is a Fuchsian subgroup of P then the Γ- orbit of its parabolic
fixed points consists solely of its parabolic fixed points. We call such an orbit
a cusp of Γ. It is known that the Γ-stabilizer of any parabolic fixed point
is infinite cyclic and thus by conjugating in P if necessary the stabilizer is
a cyclic group of translations. The cusp corresponds to a finite area end, of
the hyperholic manifold Γ\H also called a cusp. With this normalisation this
geometric cusp is the projection of a hyperbolic triangle, with one vertex at
infinity, where a generator of the stabilizer, acts so as to identify two sides
of the triangle.
Fix some finite index subgroup Γ ⊂ H. For any cusp κ of H, choose a
parabolic fixed point p in this H-orbit, and define the width of κ with respect
Γ is the index w(κ) of the H-stabilizer of p in the Γ stabilizer of p.
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Lemma 2.6.2. Suppse that Γ is a Fuchsian group with a single cusp and
that H is a finite index subgroup of Γ. Then upon the choice of a parabolic
fixed point of Γ, there is an equivalence equivalence relation on the right cosets
H\Γ, corresponding to the cusps of H. The size of an equivalence class is
the width of the cusp.
Given H and Γ is as in the previous lemma, together with a parabolic
fixed point p of Γ, let [Hγ]p denote the equivalence class of the right coset Hγ
under the condition of equality of image of p and {κ}p denotes the partition
block of H\Γ corresponding to κ under this equivalence relation. We refer
to the relationship itself to the p relation of H\Γ. We will also refer to the
various equivalence classes of H\Γ defined by a p relation as the cusps of
H. We will have cause to switch between a group H and its conjugate by
τ =
(
0−1
1 0
)
. Note that τ = τ−1 in PSL(2,R).
Lemma 2.6.3. Suppse that Γ is a Fuchsian group of finite co-volume and
the projection map with a single cusp such that τ ∈ Γ and H is a finite
index subgroup of Γ. If {γi}1≤i≤n is a full set of representatives for τHτ\Γ.
Then the τγi is a full set of representatives of H\Γ. Furthermore the map
p → τp places the τHτ cusps in correspondence with the H cusps. This
correspondence preserves cusp widths.
2.7 Skew Products
Lemma 2.7.1. Suppose Γ is a finite co-volume Fuchsian group and that a
projection map pi maps C ⊂ P to a cross section for the geodesic flow on
the Γ\P ≡ T1(Γ\H). Let H denote any finite index subgroup of Γ and H\Γ
the set of right cosets of H in Γ. Then the skew product transformation
S : C × H\Γ → C × H\Γ defined by (A, γ mod H) → (MAEt, γM−1
mod H), where M and Et are as in Lemma 1.5.15 , define a dynamical
system naturally isomorphic to the first return map on the lifted cross-section
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on H\Γ ≡ T1(H\H). On both Γ\P and H\P we have the Liouville measure.
and their cross-sections Σ and Σ support their induced measure. The measure
on C is pushed onto Σ by the bijection and on the finite measure H\Γ goes to
counting measure on Σ , with the skew product carrying the product of both
of these.
We know S must be ergodic as the invariant sets of a cross-section and
it flow coincide and E. Hopf has shown the geodesic flow on a finite volume
hyperbolic manifold is ergodic.
Lemma 2.7.2. If C ⊂ P projects injectively to give a cross-section with a
return time r for the geodesic flow on the surface uniformised by Γ, then a
measureable fundamental domain for the action Γ on P is given by the set
{AEt : A ∈ C, 0 ≤ t ≤ r}.
Suppose Γ = PSL(2, ,Z) and H is one of its finite index subgroups.
Suppose C is an Arnoux cross section for the geodesic flow Γ\P . The first
return map for this cross-section maps the componant σ = +1 to the one
with σ = −1 and vice versa.
Lemma 2.7.3. Let C is a cross-section of the geodesic flow of the unit
tangent bundle of the modular surface. Then proj2(Sk(A, I mod H)) ≡(
qk −qk−1
−pk pk−1
)
mod H if k is even and ≡ (qk −qk−1−pk pk−1) mod H if k is odd.
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Chapter 3
Pair Correlations and Random
Walks on the Integers
The contents of this chapter are published in ”Pair correlations and random
walks on the integers”. Unif. Distrib. Theory 11, (2016), no. 1, 159-164
[45].
In this chapter we study the sequence of fractional parts of real numbers
({anx})∞n=1 and give the conditions to satisfy a pair correlation estimate.
Here x is a fixed non-zero real number and (an)
∞
n=1 is a random walk on the
integers. Definitions and results of this chapter can be found in [18], [34],
[45],[58], [63]. For ease of readership and context we recap some of our prior
discussion of uniform distribution in this chapter. The paper is essentially a
published paper with extra context.
3.1 Introduction
For a real number y, let [y] denote the greatest integer not greater than y
and let {y} = y − [y] denote its fractional part, or the residue of y modulo
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1. We note that the fractional part of any real number is continued in the
unit interval I = [0, 1). Suppose α is an irrational number, the sequence
of numbers ({nα})n≥1 is dense in the unit interval. Obviously, given any θ,
0 ≤ θ ≤ 1, and given any  ≥ 0, there exists a positive integer k such that
| kα− θ | ≤ . This fact is called Kronecker’s theorem who proved it in the
late 1840’s. However this observation was first made by Nicoli Orsme (1340s)
more than half a millennium ahead of Kronecker time. This investigation was
next advanced by the introduction in 1916 by Hermann Weyl of the concept
of uniform distribution.
Definition 3.1.1. A sequence of real numbers (xn)n≥1 is a uniformly dis-
tributed module one if given any interval I ⊆ [0, 1) with length | I |, we
have
lim
N→∞
#{1 ≤ n ≤ N : {xn} ∈ I}
N
=| I |,
This is clearly a stronger statement than Kronecker’s theorem. It tells
you how often the sequence (xn)n≥1 falls into a particular interval over the
long term. In the last century, many sequences and families of sequences
other than ({nα})n≥1 have had their uniformity of distribution established.
For a real number y let e(y) := e2piiy. A crucial tool in this regard is the
following famous observation. See also Theorem 2.2.11.
Theorem 3.1.2. (Weyl Criterion)
The sequence (xn), n = 1, 2, ..., is u.d. mod 1 if and only if
lim
N→∞
1
N
N∑
n=1
e(hxn) = 0. (3.1)
for all integers h 6= 0
We now consider the sequence xn = {nα}, where α ∈ R. If α ∈ Q, then
α = p
q
for some coprime integers p and q with q 6= 0. Now the sequence
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xn = {nα} becomes x1 = pq , x2 = 2pq , x3 = 3pq , ..., (q−1)pq , 0, ..., so, in this case,
this sequence cannot be uniformly distributed modulo 1, as it avoids any
interval that does not include some element of the set {p
q
, 2p
q
, ... (q−1)p
q
, 0, ...}.
Now if α ∈ R\Q, then summing the geometric progressions gives∣∣∣∣∣ 1N
N∑
n=1
e(hnα)
∣∣∣∣∣ = 1N
∣∣∣∣e(hαN)− 1e(hα)− 1
∣∣∣∣ .
Since |e(hαN)| = 1 and | − 1| = 1, we have∣∣∣∣∣ 1N
N∑
n=1
e(hnα)
∣∣∣∣∣ ≤ 2N
∣∣∣∣e(hαN)− 1e(hα)− 1
∣∣∣∣ .
Moreover, α ∈ R\Q, so e(hα)− 1 6= 0 is a constant, and hence we obtain
lim
N→∞
1
N
N∑
n=1
e(hnα) = 0
That is the sequence (xn), with xn = {nα} for α ∈ R\Q, is uniformly
distributed modulo 1.
Using his method of differences, Weyl then refined his method to prove
that if P (x) = αkx
k + ... + α1x + α, with at least one of the coefficients
α1, ..., αk irrational, we have ({P (n)})n≥1 u.d. mod. 1.
Definition 3.1.3. The set E ⊂ R is a null if given any  > 0, there is a
countable collection of intervals (Ii)i≥1 such that E ⊂
⋃
i Ii with
⋃
i
∑
i | Ii | ≤
.
Null sets should be thought of as very small. Examples include finiite sets,
countable sets and some fractals. Sets which contain a positive proportion of
an interval are not null and should be thought of as big. Null set also called
measure zeros sets and statments that are true expect on a null set are said
to be true almost everywhere.
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Another result of Weyl’s is that given any strictly increasing sequence of
integers (an)n ≥ 1, then the set of real numbers x such that ({anx})n≥1 is
not u.d. mod 1 is null.
Example 3.1.4. Let an = b
n for natural numbers {b > 1}. The set of such
that (bnx)n ≥ 1 is not u.d. mod 1 also is null.
3.2 Normal Numbers
Let x be a real number, and let b be a natural number. Write
x = [x] +
∞∑
n=1
bn
bn
,
where bn ∈ {0, 1, ..., b − 1}. We call this the base b expansion of x. In the
case b = 10 this is the familiar decimal expansion.
If x is an irrational number, then the base b expansion of x is uniquely
determined by the sequence (bn)
∞
n=1 and vice versa. Let x be an irrational
number, and let b be a natural number. Suppose that (bn)
∞
n=1 be the base b
expansion of x. Picking a number x at random, the chance of a specific digit
taking specific value is 1
b
. The chance of consecutive digits taking specific
value is 1
b2
. The chance of three consecutive digits taking specific value is 1
b3
and so on.
Definition 3.2.1. We define
NM(x, a1, ..., al) = #{i ≤M : bi = a1, ...bi+l−1 = al}.
We say x is normal base b if
lim
M→∞
1
M
NM(x, a1, ..., al) =
1
bl
.
We say that a real number x is a normal number if x is normal base b for
all b ∈ N\{1},
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It is routine to check a real number x is normal base b ∈ N\{1} if and
only if the sequence {bnx})∞n=1 is uniformly distribtted modulo 1. Then using
Weyl’s theorem on ({anx})n ≥ 1 we have the following theorem. See also
Theorem 2.2.15
Theorem 3.2.2. The countable unions of null sets are null.
In 1909 Borel had stated his normal number theorem that; Almost all
numbers are normal.
Remark 3.2.3. Even though almost all numbers are normal, no single ex-
plicit example of a normal number is known. The normality of well known
numbers like
√
2 and e are open questions.
3.3 Discrepancy of sequences
We begin by putting our result in a general framework. We are going to study
the k-dimensional Euclidean space Rk. We will select two points x, y ∈ Rk
such that x−y is an integral lattice point in Zk. That mean our investigation
is in the k-dimensional torus Tk = Rk \ Zk or the space Rk modulo 1.
Let J = [al, b1)× ...× [ak, bk) ⊆ Rk where 0 < bi − ai ≤ 1, i = 1, ..., k is a
product of intervals in the k-dimensional space Rk; the reduction modulo 1,
I = J \ Zk is called an interval of the torus Tk = Rk\Zk. The volume λk(I)
of an interval I ⊆ Rk \ Zk is given by ∏ki=1(bi − ai). Here λk denotes the
k-dimensional Lebesgue measure.
We can generalise notation of uniform distribution to compact space X.
See also Definition 2.2.21.
Definition 3.3.1. Let X be a compact (Hausdorff) space and µ a positive
regular normalized Borel measure on X. A sequence (Xn)n≥l, Xn ∈ X, is
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called uniformly distributed with respect to µ (µ-u.d.) if
lim
N→∞
1
N
N∑
n=1
f(xn) =
∫
X
fdµ. (3.2)
holds for all continuous functions f : X → R.
Definition 3.3.2. A Borel set M ⊂ X is called a µ-continuity set if µ(∂M) =
0, where ∂M denotes the boundary of M.
See also Defininitions 2.2.22, 2.2.23 and Definition 2.2.24.
Theorem 3.3.3. A sequence (Xn)n≥1, xn ∈ X, is µ-u.d. if and only if
lim
N→∞
1
N
N∑
n=1
χM(xn) = µ(M). (3.3)
holds for all µ-continuity sets M ⊆ X.
Definition 3.3.4. A system D of µ-continuity sets of X is called discrepancy
system if
lim
N→∞
sup
M∈D
∣∣∣∣∣ 1N
N∑
n=1
χM(xn)− µ(M)
∣∣∣∣∣ = 0
holds if and only if (xn)n≥1 is µ-u.d. For a discrepancy system D the
supremum
D
(D)
N (xn) = sup
M∈D
∣∣∣∣∣ 1N
N∑
n=1
χM(xn)− µ(M)
∣∣∣∣∣
is called discrepancy of (xn)n≥1 with respect to D .
In order to quantify the convergence in (1.2) the discrepancy DN of a
sequence (xn)n≥1 has been introduced.
Definition 3.3.5. Let x1, ..., xN be a finite sequence of points in the k-dimensional
space Rk. Then the number
DN = DN(x1, ..., xN) = sup
I⊆Tk
∣∣∣∣A(I,N, xn)N − λk(I)
∣∣∣∣
is called the discrepancy of the given sequence.
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The reader should compair definitions 3.3.5 and 2.2.2. For an infinite
sequence (xn)n ≥ 1; DN(xn) should denote the discrepancy of (xn)Nn=1 and is
called discrepancy,too.
The essential point of the concept of discrepancy is that the notion of
uniform distribution is now quantified; i.e, the convergence in (1.2) is uniform
with respect to all intervals I ⊆ Tk. See also Theorem 2.2.26.
Theorem 3.3.6. A sequence (Xn)n≥1 is u.d. mod 1 if and only if
lim
N→∞
DN(Xn) = 0.
A standard problem in numerical analysis, is estimating the integral of a
function, through knowledge if its value at a finite number of points (xn)
N
n=1.
This is known as Monti Carlo estimation in the case of random sequence
(xn)
N
n=1 or Quasi-Monti Carlo estimation in the case of non-random (xn)
N
n=1.
This is encapsulated in the famous Denjoy-Koksma inequality∣∣∣∣∣ 1N
N∑
n=1
f({xn})−
∫ 1
0
f(x)dx
∣∣∣∣∣ ≤ V (f)D(x1, . . . , xN),
where for a function f on [0,1) with variation V (f) and any finite set of
points x1, · · · , xN in [0,1) with discrepancy
DN = D(x1, . . . , xN) = sup
I⊆[0,1)
∣∣∣∣ 1N#{1 ≤ n ≤ N : xn ∈ I} − |I|
∣∣∣∣ .
Here the supremum is taken over all intervals I ⊆ [0, 1). Evidently to
estimate
∫ 1
0
f(x)dx, sufficiently precisely what is needed is a good bound for
DN and a serviceable bound for V (f), which is usually straight forward. To
be useful this sequence{x1, · · · , xN} must be uniformly distributed module
one. The discrepancy Dn is nothing other than a quantitative measure of
uniformity of distribution. In particular, the sequence (xn)n≥1 is uniformly
distribution modulo one if and only if DN → 0 as N → ∞. In a sense
the faster DN decays as a function of N , the better uniformly distributed
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the sequence (xn)n≥1 is. One of the fundamental abstractions in nature in
this subject is that there is that there is a limit to how well distributed any
sequence can be. This is encapsulated in the elementary inequality DN ≥
1
N
(N = 1, 2, · · · ). Playing the roll of the Weyl’s criterion in this context is
the Erdo˝s-Turn inqualty, which says that
DN = D(x1, · · · , xN) ≤ 6
(
r−1 +
r∑
h=1
1
h
∣∣∣∣∣ 1N
N∑
n=1
e(hxn)
∣∣∣∣∣
)
.
With this framework in mind, in 1981, R.C. Baker proved for Weyl’s sequence
({anx})n≥1 that given  > 0
D(n, x) = D({a1x}, · · · , {anx}) = o(N 12 (logN) 32+)
almost everywhere. Here for two sequences (fn), (gn) by fn = o(gn) means
that limn→∞ | qnfn | = 0
the next line of investigation is to study the pair correlation of the sequence,
i.e the properties of the discrepancy.
V (n, x) := D({ajx} − {aix} : such that 1 ≤ i ≤ j ≤ n).
In Weyl’s sequence ({anx})n≥1 in essence the sequence (an)n≥1 is fixed and
the number x is random what if these roles were reversed and x was fixed
and non-zero and ({an})n≥1 is random walk in the integers. This is the topic
of our original investigation below. A full understanding of this discussion
requires some familiarity with the language of analysis and number theory.
3.4 Pair correlation and random walk
Definition 3.4.1. Let {Xi}∞i=1 be a sequence of independent, identically dis-
tributed discrete random variables. For each positive integer n, we let an
denote the sum X1 +X2 + ...+Xn. The sequence {an}∞n=1 is called a random
walk.
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If the common range of the Xi’s is Rk, then we say that {an} is a random
walk in Rk.
Let X be a Z-valued function defined on the probability space (Ω, β, P )
with characteristic function φ(ξ) = E(eiX(.)ξ) and let χ = {Xn : n ≥ 1}
be a sequence of independent copies of X. For a positive integer n > 0
let an = X1 + · · · + Xn and let a0 ≡ 0. The sequence of integers (an)n≥1
is the random walk which we assume to satisfy |φ(t) − 1| ≥ C|t|, for some
C > 0. This last property follows, for instance, if the random walk and its
absolute value have finite non-zero mean [49, p. 62]. In [57] the condition
|φ(t) − 1| ≥ C|t| is said to follow from the assumption that the random is
aperiodic and transient—a claim the author was unable to verify. This is
then used to deduce a discrepancy estimate for the sequence (Xn(x))
∞
n=1.
This is the case, for instance (as a consequence of the law of large numbers)
if E|X| <∞ and EX 6= 0 or ifX is centred and an
n
1
α
converges in distribution
to Fα, a stable law of index α ∈ (0, 1). This second class of examples can be
deduced using a local limit theorem of Stone [49].
For a real number x let Xn(x) = anx. For an interval I let χI(x) denote
the characteristic function of the set I. This means that we have
χI(x) = 1 if x ∈ I and χI(x) = 0 otherwise.
For a real number y let {y} denote its fractional part.
VN(I)(x) =
∑
1≤n<m≤N
χI ({Xn(x)−Xm(x)})
and then define
∆N(x) = sup
I⊆T
∣∣∣∣VN(I)− N(N − 1)2 λ1(I)
∣∣∣∣ ,
where the supremum is over all intervals I in the one dimensional torus T. Let
||x|| = minn∈Z |x− n| = min({x}, {1− x}) let η be a positive real number or
infinity. The irrational number x is said to be of type η if η is the supremum
of all γ for which lim infq→∞ qγ||qx|| = 0.
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We also say a real number x is v badly approximable if there exists a
constant c(x, v > 0 such that
|x− p
q
| ≥ c(x, v)
q1+v
.
Using Dirichlet’s theorem on diophantine approximation we can deduce for
all irrational x that lim infq→∞ qγ||qx|| = 0 so η ≥ 1.
On the other hand, the Thue-Siegel-Roth theorem tells us that for every
irrational algebraic x and every  > 0 there exists a constant c(x, ) > 0 such
that ∣∣∣∣x− pq
∣∣∣∣ ≥ c(x, )q2+
holds for all coprime integers q > 0 and p, so that algebraic η must be of
type 1. Lioville numbers can easily be used to show constructively that there
exist real numbers that of type strictly greater than 1.
Our theorem is the following.
Theorem 3.4.2. Suppose (Xn(x))
∞
n=1 is as described above that x has type
η > 1. Then given  > 0,
∆N(x) = o
(
N2−
1
η
+
)
for P almost all ω ∈ Ω.
Let DN(x) denote the N -term discrepancy of the sequence (Xn(x))n≥1.
See[33, p 88] for the definition. M. Weber [66, p 411] has given an estimate
for almost everywhere behaviour of DN(x) as N tends to infinity in terms
of the type of x and the properties of the the function φ. The formulation
is however somewhat involved and forgone here. Results like our theorem,
where (an)
∞
n=1 is fixed and deterministic and x is random are now known.
See [29] for details and further background.
We proceed by a series of lemmas. For real x let e(x) = e2piix and let
θN(h) =
N∑
n=1
e(hanx) (N = 1, 2, · · · ).
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We need the following lemma taken for page 412 of [58].
Lemma 3.4.3. For integers N ≥ R ≥ 1 one has
E|θN(m)− θR(m)|2 ≤ min
(
7(N −R)
|φ(mx)− 1| , N −R
)
.
Proof. An elementary computation shows for integers N ≥ P ≥ 1
E|θN(m)− θP (m)|2 =
(N −P ) + (N −P + 1)[φ(mx)−φ(−mx)] + (N −P − 2)[φ(mx)2 +φ(−mx)2]
+ · · ·+ [φ(mx)N−P−1 + φ(−mx)N−P−1].
But
φ(mx)k + φ(−mx)k = E(eimxak + e−imxak)
= 2E cosmxak = 2Re(E(eimxak)) = 2Re(φ(mx)k)
for any k ≥ 1. Thus
E|θN(m)− θP (m)|2 =
(N−P )+2Re{(N−P −1)φ(mx)+(N−P −2)φ(mx)2 + · · ·+φ(mx)N−P−1}.
For any z ∈ C and Q ∈ N
Q−1∑
d=1
(Q− d)zd = QzQ−1 − Q
z − 1 +
zQ − 1
(z − 1) .
Therefore if R denotes the real part
E|θN(m)− θP (m)|2 =
(N − P ) + 2R
{
(N − P )φ(mx)N−P−1 − N − P
φ(mx)− 1 +
φ(mx)N−P − 1
(φ(mx)− 1)2
}
≤
(
7(N − P )
|φ(mx)− 1|
)
.
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Let (Yt)
∞
t=1 be a sequence of measurable functions defined on a measure
space Ω and then write
Sj =
∑
1≤t≤ j
Yt, for j=1, 2, · · ·
We can define
Yrs =
∑
r≤t<s
Yt(= Ss − Sr), for r<s,
and let
Mn = sup
1≤j≤n
|Sj|.
We have the following elementary lemma proved in [38].
Lemma 3.4.4. For K ≥ 1,
∫
Ω
M22K (ω)δω ≤ (K + 1)
K+1∑
i=1
2i−1∑
ν=1
∫
Ω
|Yν2(K+1)−i, (ν+1)2(K+1)−i |2(ω)δω
 .
Thus if K = 1, 2, · · ·
E| max
1≤j≤2K
θj(m)|2 ≤ (K + 1)
(
K+1∑
i=1
2i−1∑
ν=1
E|θν2(K+1)−i(m)− θ(ν+1)2(K+1)−i(m)|2
)
≤ (K + 1)
(
K+1∑
i=1
2i−1∑
ν=1
(
7.2(K+1)−i
|φ(mx)− 1|
))
≤ (K + 1)
(
K+1∑
i=1
2i−1
(
7.2(K+1)−i
|φ(mx)− 1|
))
≤ 7
2
(K + 1)2
(
2(K+1)
|φ(mx)− 1|
)
.
Thus, using the Erdo˝s-Turan inequality [34, p 112-4], we can show that
for L ≥ 1, there exists C > 0,
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E| max
1≤j≤2K
∆j(x)| ≤ C
(
22(K+1)
L
+
L∑
h=1
1
h
(
2K+1 + E max
1≤j≤2K
|θj(h)|2
))
≤ C
(
22(K+1)
L
+
L∑
h=1
1
h
(
2K+1 +
7
2
(K + 1)2
(
2(K+1)
|φ(hx)− 1|
)))
.
(3.4)
Let Λ : R+ → R+ be a non-decreasing and such that for any m ∈ N,
L∑
h=1
1
h|φ(hx)− 1| ≤ Λ(L).
Then the left hand side of (34)

(
22(K+1)
L
+ (logL)2(K+1) + Λ(L)(K + 1)22(K+1)
)
. (3.5)
Here, of course,  denotes Vinogradov order notation. Recall that there
exists
C > 0 such that |1− φ(t)| ≥ C|t|.
Since
φ(hx) = φ({hx}),
we therefore have
L∑
h=1
1
h|φ(hx)− 1| = O
(
L∑
h=1
1
h||hx||
)
.
If x is irrational of type η > 1 [33, p. 123, Lemma 3.3] for any  > 0, then
L∑
h=1
1
h||hx|| = O(L
η−1+) .
In consequence, we can choose Λ(L) = Lη−1+ the right hand side of (3.5) is
 2
2(K+1)
L
+ (logL)2(K+1) + Λ(L)(K + 1)22(K+1) . (3.6)
Choosing L essentially optimally 2K ≈ LΛ(L) = Lη+ the right hand side of (3.5)is
 2(K+1)(2− 1η+)(K + 1)2 . (3.7)
Now we will complete the proof of our Theorem 3.4.1.
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Proof. Given , 0 > 0, we define
E,0 = {ω ∈ Ω : ∆N(ω, x) > N2−
1
η
+(logN)3+0 for infinitely many N}.
We now proceed to show the P measure of E,0 is zero. If we denote
AK =
{
ω ∈ Ω : max
2K−1≤m<2K
∆m(ω, x) > 2
K(2− 1
η
+)K3+0
}
for each K ≥ 1,
then one easily sees that
E,0 ⊆
∞⋂
r=1
∞⋃
K=r
AK .
Using (3.7) we can bound
P(AK) ≤ E |max2K−1≤m<2K ∆m(x)|
2K(2−
1
η
+)K3+0
≤ C2
K(2− 1
η
+)K2
K3+02K(2−
1
η
+)
≤ CK−(1+0) for sufficiently large C > 0.
In particular, now we can observe that
∞∑
K=1
P(AK) ≤
∞∑
K=1
K−(1+0) < +∞.
It follows from the Borel-Cantelli lemma that P(E,0) = 0.
We hope the result considered in this chapter can be extended the more
general frameworks described in the start of this chapter.
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Chapter 4
On Uniform Distribution of
Polynomials and Good
Universality
The contents of this chapter have been accepted for publication in Ergodic
Theory and Dynamical Systems. For ease of readership and completeness we
recap ideas for ergodic theory and uniform distribution theory
4.1 Introduction
Since the proof of Weyl’s theorem [64] now over a century ago, innumerable
examples of uniformly distributed sequences have been studied. See the
standard references [18] and [34] for more background. Dispite its age, Weyl’s
theorem remains of interest, in part because of its applictions. Most proofs
of Weyl’s theorem rely on exponential sums. An ergodic theoretic proof of
Weyl’s theorem, making no use of exponential sums, was given by the ergodic
theorist H. Furstenberg [17]. This is the point of view taken in this chapter.
That said, exponential sums will also play a role in this chapter.
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Inspired by K.F. Roth’s proof that a set of integers of positive density
contains a three term arithmetic progression [Ch. 10, 53], A. Sa´rko˝zy [53]
showed that any set of integers of positive density contains two terms whose
difference is a square. Later, in stages, he also considered more general
polynomials than squares and also a primes minus one [54][55].
Soon thereafter H. Furstenberg used Weyl’s theorem and an ergodic method
to prove that if P (x) is a non-constant polynomial with integer coefficiants
such that P (0) = 0 then (P (n))n≥1 is a set of recurrence [22].
Let (pn)n≥1 denote the sequence of prime numbers. In [38] polynomials
such that (P (pn))n≥1 and (P (n))n≥1 are sets of strong recurrence are fully
classified. The primary tools used to prove the first authors single recurrence
results are a method of Furstenberg, together with the uniform distribution
of the sequences (ψ(pn))n≥1 and (ψ(n))n≥1. The extension of these results to
Zr for r ∈ N rather than just Z is routine and for this reason not discussed
in either [38] or [40]. The modifications amount to working with characters
of Zr rather than Z which work very similarly. In [9] it is shown that if
η is a polynomial with integer coefficients mapping the natural numbers to
themselves, then (η(pn − 1))n≥1 strongly Poincare´ recurrent. Evidently this
is just a special case of Theorem 1 of [36]. There is now of course a literature
on the multiple recurrence of these sequences, too extensive to conveniently
discuss here.
A sequence in a second countable locally compact group is called Hartman
uniformly distributed if it is uniformly distributed on the Bohr compactifica-
tion of the locally compact group. In [40] it is shown that any such sequence
is strongly recurrent. In the special cases of Z and R this observation is
anticipated in [1] and [14]. As is shown in [35], one can use Weyl’s crite-
rion on the Bohr compactification to constuct examples. In the particular
case of Z, the methods of analytic number theory are used to constuct a
number of families of strongly Poincare´ recurrent sequences. See Theorem
42
4 in [40] for details of this. Let (α1, . . . , αr) be an r-tuple of non-integer
real numbers all greater than 1. Then ([pn
α1 ], . . . , [pn
αr ])n≥1 is shown in [7]
to be strongly Poincare´ recurrent. In fact, while not discussed in [38], the
sequence ([pn
α1 ], . . . , [pn
αr ])n≥1 is Hartman uniformly distributed on Zr, so
the fact that it is strongly recurrent follows which follows from Theorem 1
in [40].
In [33] we adapt the ideas of H. Furstenberg to study the Poincare´ re-
currence and intersectivity phenomenon in positive characteristic. In this
context the analogue of the integers is the ring of polynomials Fq[x] over the
finite field Fq in characteristic q. We show in [33] that the set of irreducibles
in Fq[x], which is the analogue of the primes in Z, once shifted by one, is both
a set of strong recurrence and a set of intersectivity. Poincare´ recurrent sets
are intersective sets in this context. Whether the converse is true is unknown
to the authors. In [33] it is shown that if q = pr for some natural number
r. and exceed the degree of a polynomial P over Fq then {P (x) : x ∈ Fq}
is also both a set of strong recurrence and a set of intersectivity. Later in
[10] this restriction on degree is removed, by proving the analogue of Weyl’s
Theorem in positive characteristic.
In [2] it is shown that if P is a non-constant polynomial mapping the
natural numbers to themselves, then the sets {P (n) : n ∈ N} and {pn : n ∈
N}, are Glasner. In [2] there is also an emphersis on the quantitative forms
of results. The methods in [2] are Fourier analytic and this is what allows
these more quantitative forms of the result. See also [7] for earlier results. In
[45] it is shown that {P (pn) : n ∈ N} is Glasner and in [27] it is shown that
any sequence that is Hartman uniformly distributed on Z is again Glasner.
Here again, the methods are Fourier analytic and the theorems quantitative.
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4.2 Good Universal
Let (X,B, µ) be a probability space and let T : X → X be a measurable map,
that is also measure-preserving. That is, given A ∈ B, we have µ(T−1A) =
µ(A), where T−1A denotes the set {x ∈ X : Tx ∈ A}. We call (X,B, µ, T ) a
dynamical system. We say the dynamical system is ergodic if T−1A = A for
A ∈ B means that either µ(A) or µ(X\A) is 0. For instance; Tx = {x + α}
on [0, 1) is ergodic for irrational α. The dynamical system (X, β, µ, T ) is said
to be uniquely ergodic if µ is the only measure for which it is ergodic.
We say (kn)n≥0 ∈ N is Lp good universal if for each dynamical system
(X,B, µ, T ) and for each f ∈ Lp(X, β, µ) the limit
`T,f (x) = lim
N→∞
1
N
N−1∑
n=0
f(T knx),
exists µ almost everywhere.
In the sequel we will call (kn)n≥1 good if it is L∞-good universal and we
have `T,f (Tx) = `T,f (x) µ almost everywhere.
Recall we say an infinite sequence sequence x1, . . . , xN , . . . is uniformly
distributed modulo one if
lim
N→∞
1
N
#{1 ≤ n ≤ N : {xn} ∈ I} = |I|
for every interval I ⊆ [0, 1). For a real number y we have used {y} to denote
its fractional part and let [y] = y − {y} denote its integer part.
In this section we prove the following theorem,
Theorem 4.2.1. Let ψ(x) = α0 + α1x + α2x
2 + . . . + αkx
k, with at least
one of the numbers α1, . . . , αl irrational. Then the sequence (ψ(kn))n≥1 is
uniform distribution modulo one if (kn)n≥1 is good.
The theorem is proved using H. Furstenberg’s skew product method [17].
This seems to be the first new family of uniformly distributed sequences
provided by this method.
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We say a sequence of natural numbers (kn)n≥1 is Hartman uniform dis-
tributed (on Z) if it is uniformly distributed in residue classes modulo m, for
each natural number m > 1, and for each irrational number α, the sequence
({knα})n≥1 is uniformly distributed modulo one.
This condition coincides with (kn)n≥1 being uniformly distributed on the
Bohr compactification of Z. Note that if (kn)n≥1 is Hartman uniformly dis-
tributed on Z, and if we set
F (N, z) :=
1
N
N−1∑
n=0
zkn , (N = 1, 2, · · · )
then
lim
N→∞
F (N, z) =
1, if z = 10, if z 6= 1.
The converse is also true. See Example 5.11 on page 296 in [33]. In the
sequel when we say a sequence is Hartman uniformly distributed we mean it
is Hartman uniformly distributed on Z.
The following lemma is a Corollary 3 from [13].
Lemma 4.2.2. The following are equivalent.
(i) (kn)n≥1 is Hartman uniformly distributed,
and
(ii) for any dynamical system (X,B, µ, T ) and f ∈ L2(X,B, µ), if PTf
denotes the projection of f onto the T invariant subspace of L2(X,B, µ) for
some p ≥ 1, we have
lim
N→∞
∥∥∥∥∥ 1N
N−1∑
n=0
f(T knx)− PTf
∥∥∥∥∥
2
= 0.
The following lemma is a special case of a theorem due to S. Sawyer [56].
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Lemma 4.2.3. For a dynamical system (X, β, µ, T ), suppose that f ∈ L2(X, β, µ).
Set
Mf(x) = sup
N≥1
∣∣∣∣∣ 1N
N∑
n=1
f(T knx)
∣∣∣∣∣ . (N = 1, 2, . . . )
If (kn)n≥1 is Lq-good universal for some q > 1, then there exists C > 0 such
that ||Mf ||q ≤ C||f ||q.
A central tool of ours is the following lemma.
Lemma 4.2.4. Suppose (ki)
∞
i=1 is L
p-good universal for p ∈ (1, 2]. Then
(ki)
∞
i=1 is Hartman uniformly distributed if and only if `T,f (Tx) = `T,f (x) µ
almost every where for any dynamical system (X, β, µ, T ). Further `T,f (x) =∫
X
fdµ µ almost everywhere if (X, β, µ, T ) is ergodic .
The sequence kn = n
2 (n = 1, 2, . . . ) is Lp good universal for all p > 1 [4]
but not Hartman uniform distributed. To see this note that a square integer
is never congruent to 3 modulo 4. If we take X = Zp – the p adic integers,
set B to be the Haar σ-algebra on Zp, set µ to be Haar measure on Zp and
define T : Zp → Zp by Tx = x + 1. The dynamical system we obtain is the
p-adic adding machine, which is ergodic. For f ∈ Lp(Zp) it is possible using
Fourier analysis to calculate
lim
N→∞
1
N
N∑
n=1
f(x+ n2)
almost everywhere, which we know must exist because kn = n
2 (n = 1, 2, . . . )
is Lp good universal. The limit is however not the Haar integral of f on Zp as
you might expect but rather a more complicated expression involving Fourier
multipliers and Gauss sums. See [4] for these details.. This means that for the
limit `T,f (x) for squares to be the integral of f we need more than ergodicty.
The ergodicty of all powers of T is a sufficient condition [58].
Proof of Lemma 4.2.4: The assertion that `(x) is invariant for ergodic
(X, β, µ, T ) immediately implies `(x) =
∫
X
fdµ.
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Because
∣∣∣ 1N ∑Nn=1 f(T anx)∣∣∣ ≤ Mf(x) (N = 1, 2, . . . ) and (Mf)2 ∈ L1,
the dominated convergence theorem implies
g(x) = lim
N→∞
1
N
N∑
n=1
f(T anx)
exists in L2-norm. Lemma 4.2.2 tells us that g(x) is T invariant if and only
if (kn)n≥1 is Hartman uniformly distributed.
All we have to do now is show the pointwise limit is the same as the norm
limit, i.e. that `T,f (x) = g(x) µ almost everywhere. We consider a sequence
of natural numbers (Nt)t≥1 such that∣∣∣∣∣
∣∣∣∣∣ 1Nt
Nt∑
n=1
f(T knx)− g(x)
∣∣∣∣∣
∣∣∣∣∣
q
≤ 1
t
.
Thus
∞∑
t=1
∫
X
∣∣∣∣∣ 1Nt
Nt∑
n=1
f(T knx)− g(x)
∣∣∣∣∣
q
dµ <∞.
Fatou’s lemma tells us that∫
X
( ∞∑
t=1
∣∣∣∣∣ 1Nt
Nt∑
n=1
f(T knx)− g(x)
∣∣∣∣∣
q)
dµ <∞,
which implies that
∞∑
t=1
∣∣∣∣∣ 1Nt
Nt∑
n=1
f(T knx)− g(x)
∣∣∣∣∣
q
<∞,
almost everywhere. This means that∣∣∣∣∣ 1Nt
Nt∑
n=1
f(T knx)− g(x)
∣∣∣∣∣ = o(1),
µ almost everywhere. As (kn)n≥1 is Lq-good universal we must have `T,f (x) =
g(x) µ almost everywhere. 
We also use the following lemma from [30], which in the case kn = n(n =
1, 2, . . . ) is classical and due to J. C. Oxtoby [50].
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Lemma 4.2.5. Suppose (kn)n≥1 is Hartman uniformly distributed and Lp-
good universal. Let T be a continuous map of a compact metrizable space X.
Also let µ denote a measure defined on a σ-algebra B of subsets of X. The
following statements are equivalent:
a) the transformation (X,B, µ, T ) is uniquely ergodic;
b) whenever f is a continuous function on X we have
lim
N→∞
1
N
N∑
n=1
f(T knx) =
∫
X
fdµ,
pointwise on X, i.e. for all x ∈ X.
Let δa denote the Kronecker delta function at a. We say (xn)n≥1 ⊆ X
for compact metric space X is asymptotically distributed with respect to a
measure m if
lim
N→∞
1
N
N∑
n=1
δxn = m,
in the weak star limit. For x ∈ X a sequence of natural numbers κ = (kn)n≥1
and a measure preserving transformation T : X → X we say x is κ -generic
with respect to m if xn = T
knx (n = 1, 2 . . . ) is asymptotically distributed
with respect to m.
In light of Lemmas 4.2.2 and 4.2.4 we see that if κ is both Hartman
uniformly distributed and L∞ good-universal then µ almost all x is κ-generic
with respect to µ. For the following lemma see [p2–7, 34].
Lemma 4.2.6 (Weyl’s criteria). The following are equivalent.
(i) (xn)n≥1 being uniformly distributed modulo one;
(ii) we have
lim
N→∞
1
N
N∑
n=1
e(hxn) = 0,
for h ∈ Z\{0}.
and
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(iii) for each continuous function f : [0, 1)→ R we have
lim
N→∞
1
N
N∑
n=1
f(xn) =
∫ 1
0
f(x)dx
We have the following lemma of H. Furstenberg [17].
Lemma 4.2.7. Let T : X → X be a be a homeomorphism of a compact
metric space that preserves a measure µ such that (X,B, µ, T ) is uniquely
ergodic. Let G be a be a compact group with Haar measure mG and let c :
X → G be a continuous map. Define the skew product map S on Y = X×G
by S(x, g) = (T (x), c(x)g). If S is ergodic with respect to µ ×mG then it is
uniquely ergodic.
We now specialise to the caseG = Tl. For irrational α and x = (x1, . . . , xl)
set S(x) = (x1+α, x2+x1, . . . , xl+xl−1). A standard Fourier series argument
shows this map is ergodic. See p.175 in [54] for details. Furstenberg’s lemma
now shows it must be uniquely ergodic. Suppose φl(x) := φ(x) is of degree l
and let φi−1(x) := φi(x+1)−φi(x) (i = 2, . . . , l). So φ1(x) = αx+β for some
real number β. Observe that Sn((φ1(0), . . . , φl(0))) = (φ1(n), . . . , φl(n))
(n = 1, 2, . . . ). Using Lemma 4.2.3 all points in Tk are k-generic if k is good,
so given a continuous function f : Tl → C we have
lim
N→∞
1
N
N∑
n=1
f(φ1(kn), . . . , φl(kn)) =
∫
Tl
f(t1, . . . , tl)dt1 . . . dtl.
Setting g(tl) = f(t1, . . . , tl), we have
lim
N→∞
1
N
N∑
n=1
g(φl(kn)) =
∫
T
g(tl)dtl,
for any continuous g : T → C as required, this proving Theorem 4.2.1 by
Weyl’s criteria on uniform distribution. 
Theorem 4.2.1 has a number of aplications. We are going to intrduce
them.
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4.3 Application I: Norm Convergence
For f ∈ Lp(X,B, µ), with p ≥ 1 set ‖f‖q =
(∫
X
|f |pdµ) 1q ; we have the
following corollary:
Corollary 4.3.1. Suppose that φ is a non-constant polynomial mapping the
natural numbers to themselves, and that (kn)n≥1 is good. Then for any
dynamical system (X,B, µ, T ) and any f ∈ L2(X,B, µ), there exists f ∈
Lq(X,B, µ) such that
lim
N→∞
∥∥∥∥∥ 1N
N−1∑
n=0
f(T φ(kn)x)− f
∥∥∥∥∥
2
= 0.
It is natural to ask if Corollary 4.3.1 is true almost everywhere.
Proof. For coprime integers p, q with q non-zero let
G(p, q, φ) = lim
N→∞
1
N
N−1∑
n=0
e
(
p
q
φ(n)
)
,
which must exist as (kj)j≥1 is uniformly distributed on Z. Using Theorem
4.2.1 we have
lim
N→∞
1
N
N−1∑
n=0
e(φ(kn)θ) =
0, if θ /∈ QG(p, q, φ), if θ = p
q
.
Let Uf(x) = f(Tx). This is a unitary operator on L2 as T is measure
preserving. Also let U−1 denote the L2 adjoint of U . Recall that we say
any sequence (cn)n∈Z is positive definite if given a bi-sequence of complex
numbers (zn)n∈Z, only finitely many of whose terms are non-zero, we have∑
n,m∈Z cn−mznzm ≥ 0. Here z is the conjugate of the complex number z.
Let 〈f, g〉 = ∫
X
fgdµ (i.e. the standard inner product on L2). Notice that
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(〈Unf, f〉)n∈Z is positive definite. Recall that the Bochner-Herglotz theorem
[27] says that there is a measure ωf on T such that
〈Unf, f〉 =
∫
T
zndωf (z). (n ∈ Z)
Here by T−n for positive integer n we mean (T ∗)n, were T ∗ denotes the
adjoint of T . From this we see that∥∥∥∥∥ 1N
N−1∑
n=0
f(T φ(kn)x)− 1
M
M−1∑
n=0
f(T φ(kn)x)
∥∥∥∥∥
2
2
=
∫
T
∣∣∣∣∣ 1N
N−1∑
n=0
e(φ(kn)θ)− 1
M
M−1∑
n=0
e(φ(kn)θ)
∣∣∣∣∣
2
dω(θ).
Using Theorem 4.2.1 and Weyl’s criteria this can be as small as you like by
choosing M and N large enough. This means ( 1
N
∑N−1
n=0 f(T
φ(kn)x))N≥1 is a
Cauchy sequence in L2, proving Corollary 1.5 in L2.
4.4 Application II: Intersectivity and Recur-
rence
We say a set of natural numbers S has positive Banach density B(S) if
there exists a sequence of intervals (Ip)
∞
p=1 in N with Ip = [ap, bp] ∩ N and
|Ip| = bp − ap tending to infinity as p tends to infinity such that
lim
p→∞
|S ∩ Ip|
|Ip| = B(S)
and for any other sequence of intervals (I ′p)
∞
p=1 in N such that |I ′p| tends to
infinity as p tends to infinity we have
lim sup
p→∞
| S ∩ I ′p |
| I ′p |
≤ B(S).
We say a sequence κ = (kn)
∞
n=1 of positive integers is a set of intersectivity
if given any set of natural numbers S of positive Banach density B(S) there
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exists an integer k in κ such that we can find s1 and s2 both in S satisfying
k = s1 − s2.
Following [18] we say a sequence of natural numbers κ = (kn)
∞
n=1 is
Poincare´ recurrent if given any dynamical system on probability space (X, β, µ, T )
and any set A in β of positive measure there exists an element k of κ such
that
µ(A ∩ T−kA) > 0.
We say a sequence of natural numbers κ = (kn)
∞
n=1 is strongly recurrent if
given any dynamical system on a probability space (X, β, µ, T ) and any set
A in β of positive measure there exists γκ,A > 0 and an element k of κ such
that
µ(A ∩ T−kA) ≥ γκ,A.
Corollary 4.4.1. Suppose φ is a non-constant polynomial mapping the nat-
ural numbers to themselves such that φ(0) = 0. Then the sequence (φ(kn))n≥1
is strongly recurrent if (kn)n≥1 is good.
Poincare´ recurrent sequences are the same as intersective sequences [12],
hence we have the following corollary.
Corollary 4.4.2. Suppose φ is a non-constant polynomial mapping the nat-
ural numbers to themselves such that φ(0) = 0. Then the sequence (φ(kn))n≥1
is intersective if (kn)n≥1 is good.
It is natural to ask if the sequences from Corollaries 4.4.1 and 4.4.2 are
also multiply recurrent and multiply intersective.
Proof. Corollaries 4.4.1 and 4.4.2
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Now for each natural number N , the complex function 1
N
∑N
n=1 z
n is equal
to 1 for all N if z = 1, and it tends to 0 for all other z such that z is of
absolute value 1 as N tends to infinity. This means that if
ANf(x) =
1
N
N∑
n=1
f(T nx), (N = 1, 2, · · · )
then < ANf, f >=
∫
T(
1
N
∑N
n=1 e(nθ))dωf (θ) tends to wf ({0}) as N tends to
infinity. By the mean ergodic theorem however, for f in L2, if PTf is the
projection of f onto the T invariant subspace of L2 then ANf tends to PTf
in L2 norm as N tends to infinity. This means that < PTf, f >= wf ({0})
and so, by Cauchy’s inequality,
ωf ({0}) = < PTf, f > = < PTf, PTf > ≥
∣∣∣∣∫ PTfdµ∣∣∣∣2 = ∣∣∣∣∫
X
fdµ
∣∣∣∣2 .
Let Ls,n = {Q(s∗k) : k ∈ κ∩[1, n] (n = 1, 2 · · · )} where s∗ is the least common
multiple of the first s integers let Fk = {aq : 1 ≤ a < q ≤ k; (a, q) = 1} and
let ωf = ωi + ωr where ωr are the atoms of ωf on the rationals. Then for
arbitrary k0 we have
1
|Lk0,n|
∑
v∈Lk0,n
< U vf, f >= ωf ({0}) +
∑
θ∈Fk0
ωr({e(θ)})
+
∑
θ∈F ck0
ωr({e(θ)})
 1
|Lk0,n|
∑
v∈Lk0,n
e(vθ)

+
∫
T
 1
|Lk0,n|
∑
v∈Lk0,n
e(vα)
 dωi(e(α)).
The second term on the right hand side of this identity is non-negative, the
third become ≤  for large enough k0, and the the final term tends to zero as
n tends to infinity by Theorem 4.2.1 and Weyl’s criteria, so choosing f = χA
with µ(A) > 0 we have
lim sup
n→∞
1
|Lk0,n|
∑
v∈Lk0,n
µ(A ∩ T−vA) ≥ µ2(A)− ,
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as required.
4.5 Application III: Glasner Property
Following [7] we say a set S contained in Z is Glasner if for every infinite set
Y contained in T = R/Z and  > 0, some dilation nY = {ny : y ∈ Y } is
 dense (that is nY intersects every open interval of length ). This definition
is motivated by the 1979 result of S. Glasner [22] in which he showed that
given an infinite set Y ⊂ T there exists a natural number n such that nY is
 dense in T.
We have the following theorem, which in the case kn = n (n = 1, 2, . . . ),
appears in [2].
Corollary 4.5.1. Let φ be a polynomial of degree l ≥ 1 mapping the natural
numbers to themselves. Suppose δ > 0. Then there exists (φ, δ) > 0 such
that if 0 <  < (φ, δ) for any set Y contained in T of cardinality s where
s >
(
1

)2l+δ
we have an  dense dilation of the form φ(kn)Y , for some natural number n.
To prove this corollary we begin with some technical results we will need
in the sequel. The first is abstracted from special cases dealt with in [2].
Lemma 4.5.2. Given  > 0 if X = {x1, · · · , xs} is any set of finitely
many points contained in T such that for every natural number n indexing the
sequence (an)n≥1 the dilation anX is not  dense. Then there is an absolute
constant C > 0 such that if
M =
[(
1

)
log2
(
1

)]
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we have
s2 ≤
(
C

) M∑
m=1
s∑
j=1
s∑
l=1
1
N
N∑
n=1
em(an(xj − xl)),
where em(t) = e
2piimt.
We next need the following estimate for rational exponential sums which
is due to L.K. Hua [24].
Lemma 4.5.3. Let θ denote a polynomial of degree L mapping the natural
numbers to themselves. Then if 1 > 0, there is a constant C > 0 such that∣∣∣∣∣1b
b∑
a=1
e1
(
θ(a)
b
)∣∣∣∣∣ ≤ Cb 1L−1 .
The following is also taken from [2].
Lemma 4.5.4. Let {x1, · · · , xs} be an arbitrary set of s distinct points in
the unit interval [0, 1). Denote by hm the number of pairs (i, j) with 1 ≤ i <
j ≤ s, such that m(xi − xj) is an integer. Suppose β > 0. Then if s is
sufficiently large for any m ≥ 1, the partial sum
Hm =
m∑
l=1
hl
satisfies the inequality
Hm ≤ (sm)β+1.
The trivial bound here is Hm ≤ sm2.
Proof. Following Lemma 4.5.2, given  > 0 and a finite set X = {x1, · · · , xs}
contained in T the dilation φ(kn)X is not  dense, setting
M =
[(
1

)
log2
(
1

)]
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we have
s2 ≤
(
C

) M∑
m=1
s∑
j=1
s∑
l=1
1
N
N∑
n=1
em(φ(kn)(xj − xl)). (4.1)
As a consequence of Theorem 4.2.1 and Weyl’s criterion, as N tends to
infinity, when for a particular j and l, the difference xj − xk is irrational the
average further most to the right in (4.5.1) tends to zero. This means that
in estimating the right hand side of (4.5.1) we need only consider the contri-
bution of the terms in the double sum in j and l for which the corresponding
xj − xl is rational.
Now for rational a
b
, in reduced form we may clearly write
mφ(n)
a
b
=
(a′ln
l + · · · + a′1n)
b′
=
θ(n)
b′
where the highest common factor of the integers a′L, · · · , a1, and b′ is one,
b′ denotes b
(m,b)
, and (m, b) denotes the highest common factor of m and b.
Because (kn)
∞
n=1 is uniformly distributed amongst the residue classes modulo
b′ and further because of the fact that the value of mφ(kn)ab is
θ(c)
b′ when
kn ≡ c (mod b′) , if xj − xk = ab , we have
lim
N→∞
1
N
N∑
n=1
em(φ(kn)(xj − xl)) = 1
b′
b′∑
a=1
e1
(
θ(a)
b′
)
.
From Lemma 4.5.3 we have that∣∣∣∣∣ 1b′
b′∑
a=1
e1
(
θ(a)
b′
)∣∣∣∣∣ < C(b′) 1l−1 ≤ C
(
(m, b)
b
) 1
l
−1
.
Also because there are at most M
r
multiples of r that divide b less than M
we know that
M∑
m=1
(m, b)
1
l
−1 ≤
∑
r|b
r≤M
(
M
r
)
r
1
l
−1 .
We also note that ∑
r|b
r≤M
(
M
r
)
r
1
l
− ≤Md(b), (4.2)
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where d(n) denotes the number of integers between one and n inclusive there
are that divide n. Note that given 2 > 0 we have d(n) = o(n
2). From this
(3.5.2) tells us that
M∑
m=1
∣∣∣∣∣ limN→∞ 1N
N∑
n=1
em(φ(kn)(xj − xl))
∣∣∣∣∣ ≤ CMb− 1l +1 + 2 .
Let
gb = #{(j, k) : 1 ≤ j < l ≤ s : xj − xl = a
b
for some a ; (a, b) = 1}
and let
Gb =
b∑
i=1
gi.
Then setting  = 1 + 2 and using partial summation we have
s2 ≤ C
(
M

)(
s +
∑
b≥2
gbb
− 1
l
+
)
= C
(
M

)(
s +
∑
b≥2
Gb(b
− 1
l
+ − (b+ 1)− 1l +)
)
.
From the trivial estimate in Lemma 4.5.4 we see that we have Gb ≤ s2 for
b ≥ s. If b < s we know Gb ≤ Hb ≤ sb1+β. Therefore the above expression
is majorised by
= C
(
M

)(
s +
∑
b≥2
(sb)1+βb−
1
l
+ + s2s−
1
l
+
)
≤ C
(
M

)
s1+β
(
s∑
b=1
b2β−
1
l + s1−
1
l
)
≤ C
(
M

)
s2+3β−
1
l (1 + s−2β).
which tells us, on noting our know value for M that
s ≤
(
1

)2+δ
as required.
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Chapter 5
On Convergents and Cusps of
Fuchsian Groups
5.1 Introduction
For a real number x let [x] denote the greatest integer not greater than x
and let {x} = x− [x] denote its fractional part. Using the Gauss map
g(x) =
 1x if x 6= 0,0 if x = 0
we define a sequence of function of x by c0(x) = [x], c1(x) = [
1
x
] and cn+1(x) =
cn(g(x)) (n = 1 . . . ), called the partial quotients of x. With these ingredients
we define the convergents
pn
qn
= c0 +
1
c1 +
1
c2 +
c3 +...
1
+
1
cn
, (n = 0, 1, . . . ).
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which are also written more compactly as [c0; c1, c2, · · · , cn]. These conver-
gents have the property that pn
qn
tends to x as n tends to infinity.
Let SL(2,Z) denote space of integer entry matricies of determinant one
and let PSL(2,Z) = SL(2,Z)/± I the set of equivalence classes of matricies
in SL(2,Z) identical up to multiplication by the negative 2×2 identity matrix
I. The projective linear group or modular group as we refer to PSL(2,Z) as
has long been known is intimately tied up with the properties of the regular
continued fraction expansion. A Fuchsian group Γ is a discrete subgroup
of PSL(2,Z). From such a group one obtains a hyperbolic surface H\Γ.
On a hyperbolic surface, an end is defined to be an equivalence class of
limiting parallel rays. In the hyperbolic plane this is represented by a point
on R ∪ {∞}.
To a finite area hyperbolic triangle in H with a vertex on R ∪ {∞} and
two sides identified by a generator of the stabilizer of Γ we associate a finite
area triangle in H\Γ one vertex of which is an end. We also call this end
a cusp. Fix a finite index subgroup H ⊂ Γ. For any cusp of H pick some
parabolic fixed point p in this H orbit and the the width with respect to Γ
of κ is the index w(κ) of the H-stabilizer of p in the Γ-stabilizer of p.
We say a sequences of natural numbers (kn)n≥1 is good for the regular
continued fraction if given H, a finite index subgroup of a Fuchsian group
Γ ⊆ SL(2,Z), for each cusp κ of H and almost all x ∈ [0, 1),
lim
N→∞
1
N
#{1 ≤ n ≤ N : pkn/qkn ∈ κ}
N
=
w(κ)
[Γ : H]
.
59
5.2 Example of Regular Continued Fractions
of Sequences
A.M. Fisher and A. Schmidt showed that (kn)n≥1 is good for regular con-
tinued fractions if kn = n (n = 1, 2, . . . ). Consider the following families of
sequences.
A. Denote by [y] the integer part of real number y. Set kn = [g(n)]
(n = 1, . . . ) where g : [1,∞) → [1,∞) is a differentiable function whose
derivative increases with its argument. Let An denote the cardinality of
the set {n : kn ≤ n}, and suppose for some function a : [1,∞) → [1,∞)
increasing to infinity as its argument does, we set
bM = sup
{z}∈[ 1
a(M)
, 1
2
)
∣∣∣∣∣ ∑
n:an≤M
e(zkn)
∣∣∣∣∣ .
(Here e(x) = e2piix for real x.) Suppose also for some decreasing function
c : [1,∞)→ [1,∞) and some positive constant C > 0 that
bM + A[a(M)] +
M
a(M)
AM
≤ C.c(M).
Then, if we have
∞∑
s=1
c(θs) <∞
for θ > 1 we say that k = (kn)
∞
n=1 satisfies condition H [20]. Condition H
sequences are all Lp good universal for all p > 1. Condition H arises out of
doing this using harmonic analysis.
Specific sequences of integers that satisfy conditions H include kn = [g(n)]
(n = 1, 2, . . . ) where:
I. g(n) = nω if ω > 1 and ω /∈ N. In fact there is a interval ω ∈ [1, a] for
very small a where ([nω])n≥1 is L1 good universal [28].
II. g(n) = elog
γ n for γ ∈ (1, 3
2
).
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III. g(n) = P (n) = bkn
k + . . . + b1n + b0 for bk, . . . , b1 not all rational
multiples of the same real number.
IV. Hardy Fields: By a Hardy Field we mean a closed subfield (under dif-
ferentiation), of the ring of germs at +∞ of continuous real valued functions
with addition and multiplication taken to be pointwise.
Let L denote the union of all Hardy fields. If (kn)
∞
n=1 = ([a(n)])
∞
n=1, where
a satisfies the following conditions:
a ∈ L;
for some k ∈ Z, k ≥ 2
lim
x→∞
a(x)
xk−1
=∞
and
lim
x→∞
a(x)
xk
= 0;
then (kn)
∞
n=1 satisfies condition H. This example is observed in [3].
B. A random Lp example for p > 1: (i) Suppose S = (nk)
∞
n=1 ⊆ N
is a strictly increasing sequence of natural numbers. By identifying S with
its characteristic function IS, we may view it as a point in Λ = {0, 1}N,
the set of maps from N to {0, 1}. We may endow Λ with a probability
measure by viewing it as a Cartesian product Λ =
∏
n=1∞Xn where for
each natural number n we have Xn = {0, 1}, and specify the probability
pin on Xn by pin({1}) = qn, with 0 ≤ qn ≤ 1 and pin({0}) = 1 − qn
such that limn→∞ qnn = ∞. The desired probability measure on Λ is the
corresponding product measure pi =
∏∞
n=1 pin. The underlying σ-algebra β
is that generated by the “cylinders”
{λ = (λn)∞n=1 ∈ Λ : λi1 = αi1 , . . . , λir = αir}
for all possible choices of i1, . . . , ir and αi1 , . . . , αir . Let (kn)
∞
n=1 be almost
any point in Λ with respect to the measure pi [4].
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C. Block L1 good universal sequences: If (kn)n≥1 = ∪∞k=1[dk, dk + ek]
ordered by absolute value for disjoint ([dk, dk + ek])k≥1 with dk−1 = O(ek)
as k tends to infinity. Note that if dk−1 = o(ek) the sequence (kn)∞n= is zero
density.
D. Random perturbation of L2 good sequences: Suppose (kn)n≥1 is a
L2-good universal sequence of integers that is also Hartman uniformly dis-
tributed. Suppose θ = {θn, n ≥ 1} denotes a sequence of N-valued indepen-
dent, identically distributed random variables with basic probability space
(Ω,A,P), and a P-complete σ-field A. We assume that there exist 0 < α < 1
and B > 1/α, such that
kn = O(e
nα),
and if E denotes expectation with respect to the basic probability space
(Ω,A,P) we have
E logB+ |θ1| <∞.
Then (kn+θn(ω))n≥1 is L2-good universal and Hartman uniformly distributed
[23].
Recall that we say a sequence (kn)n≥1 is good if it s Lp - good universal,
for some p ≥ 1 and also Hartman uniformly distributed.
Theorem 5.2.1. Suppose (kn)n≥1 is an element of one of the families of
sequences A, B, C and D is good for the regular continued fraction expansion.
We also have a moving average version of this property. Let Z be a
collection of points in Z× N and let
Zh = {(n,m) : (n,m) ∈ Z and m ≥ h},
Zhα = {(z, s) ∈ Z2 : |z − y| < α(s − r) for some (y, r) ∈ Zh}
and
Zhα(λ) = {n : (n, λ) ∈ Zhα}. (λ ∈ N)
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Geometrically we can think of Z1α as the lattice points contained in the union
of all solid cones with aperture α and vertex contained in Z1 = Z.
Definition 5.2.2. We say a sequence of pairs of natural numbers (nl,ml)
∞
l=1
is Stoltz if there exists a collection of points Z in Z × N, and a function
h = h(t) tending to infinity with t such that (nl,ml)
∞
l=t ∈ Zh(t) and there
exist h0, α0 and A > 0 such that for all integers λ > 0 we have
|Zh0α0(λ)| ≤ Aλ.
We have the following moving average result.
Theorem 5.2.3. Suppose (nl, kl)l≥1 is Stoltz and that H is a finite index
subgroup of a Fuchsian group Γ ⊆ SL(2,Z). Then for each cusp κ of H and
almost all x ∈ [0, 1),
lim
l→∞
1
ml
#{nl ≤ n ≤ nl +ml − 1 : pn/qn ∈ κ} = w(κ)
[Γ : H]
.
.
In the case where Γ = SL(2,Z) with kn = n (n = 1, 2, . . . ) the Theorem
4.2.1 is due T. Nakanishi who strengthening earlier work of R. Moeckel who
proved this result subject to additional technical restrictions that were not
necessary. Their proof relies on the properties of the geodesic flow on the unit
tangent manifold of a finite cover of modular surface. An extension of this
result congruence subgroups of the modular group using a different method
relying on a skew product over the continued fraction map rather than the
geodesic flow method.
5.3 Preliminary results
Theorem 5.3.1. Fix a cusp κ a suppose Ψ : C ×H\Γ→ R is defined by
(A, γ mod H)→ IA−1×κ.0 + IA+1×κ.∞.
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Suppose (kn)n≥1 is good. Then for almost all (A, γ mod H) in C×H\Γ, we
have
lim
N→∞
1
N
N∑
n=1
Ψ(Skn((A, γ mod H)) =
w(κ)
[Γ : H]
.
Proof. The function Ψ is the sum of two function each with an integral of
w(κ)
2[Γ:H]
. The result now follows from the goodness of the sequence (kn)n≥1.
Corollary 5.3.2. For each cusp κ ∈ H and almost all x ∈ [0, 1), if (kn)n≥1
is good, we have
lim
N→∞
1
N
#{1 ≤ n ≤ N : pkn/qkn ∈ κ}
N
=
w(κ)
[Γ : H]
.
Proof. The subset A−1× I mod H ⊂ C×H\Γ has positive measure. hence
the limit in Theorem 2 holds for almost all x. This imples the map defined
by
Ψ(Λσ(x, y), γ mod H) =
 |Hγ|.∞ if σ = −1,|Hγ|.0 if σ = +1.
sends the corresponding sequence Skn(Λ−1(x, y), I mod H) into the cusp κ
with limiting frequency w(κ)
[Γ:H]
. From Lemma 1.7.3, it follows for almost every
x ∈ [0, 1), that (−pkn
qkn
)n≥1 has a limiting frequency. We now use the above
argument with the roll of H replace by that of iHi we see that (−pkn
qkn
)n≥1
has this limiting frequency in any cusp of iHi. Lemma 1.6.3 tells us that
that this means the sequence ((
pkn
qkn
))n≥1 = (i(−pknqkn ))n≥1 has the same limiting
frequency for the corresponding cusps in H. By Lemma 1.6.3 the cusp widths
are the same for the two groups. Also conjugate groups have the same index
and so we are done.
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Lemma 5.3.3. Each of the elements of the families of sequences (A), (B),
(C), (D) and (E) are both Hartman uniformly distributed and L∞ good uni-
versal.
We now consider moving averages.
Lemma 5.3.4. Let (X, β, µ, T ) denote a dynamical system, with set X, a σ-
algebra of its subsets β, a measure µ defined on the measurable space (X, β)
such that µ(X) = 1 and a measurable, measure preserving map T from X to
itself. Suppose f is in L1(X, β, µ) and that the sequence of pairs on natural
numbers (nl, kl)
∞
l=1 is Stoltz then if (X, β, µ, T ) is ergodic,
mf (x) = lim
l→∞
1
kl
kl∑
i=1
f(T nl+ix),
exists almost everywhere with respect to Lebesgue measure.
Note that if
ml,f (x) =
1
kl
kl∑
i=1
f(T nl+ix)
then
ml,f (Tx)−ml,f (x) = k−1l (f(T nl+kl+1)− f(T nl+1x)).
This means that mf (Tx) = mf (x) µ almost everywhere.
Using the same argument used to produce Theorem 2 we have the follow-
ing.
Theorem 5.3.5. Fix a cusp κ a suppose Ψ : C ×H\Γ→ R is defined by
(A, γ mod H)→ IA−1×κ.0 + IA+1×κ.∞.
Suppose (nl,ml)l≥1 is Stoltz. Then for almost all (A, γ mod H) in C×H\Γ,
we have
lim
l→∞
1
ml
ml∑
n=1
Ψ(Sn+nl−1((A, γ mod H)) =
w(κ)
[Γ : H]
.
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5.4 Two variants of the regular continued frac-
tion expansions
(a) Nakada’s α-continued fractions : For α ∈ (0, 1] set Iα = [α − 1, α)
and Nakada’s map is defined by
Tα(x) =

∣∣ 1
x
∣∣− [∣∣ 1
x
∣∣+ 1− α] if x 6= 0
0, if x = 0
For x ∈ Iα let
(x) = sign(x).
and
dα(x) =
[∣∣∣∣1x
∣∣∣∣+ 1− α] .
We now set n = (T
−n−1
α (x)) and dn = dα(T
−n−1
α (x)). This gives rise to the
sequence
pn
qn
= d0 +
1
d1 +
2
d2 +
d3 +...
3
+
n
dn
, (n = 0, 1, . . . ),
which converges to x as n tends to infinity. Here d0 ∈ Z and x − d0 ∈ Iα.
Analogously to the case α = 1 one can define
Cα,−1 = {A−1(x, y) : (x, ) ∈ Z−1(Ωα)},
and
Cα,+1 = {A+1(x, y) : (x, ) ∈ Z−1(Ωα)}.
66
where Ωα is the closure of {T nα (x, 0) : x ∈ [α− 1, α] for n ≥ 0} with
Tα(x, y) =
(
T nα (x),
1
dα(x) + (x)y
)
.
Also set Cα = Cα,−1 ∪ Cα,+1.
Arnoux and Schmidt [17] show the following.
Lemma 5.4.1. Up to measure zero, the set Cα projects to a cross section of
the geodesic flow on the unit tangent bundle of the modular surface. Further-
more this cross section is given by
Aσ(x, y)→MAσ(x, y)Et
with t = −2 log |x| and
M =
(
0 1
−1 d
)
.
(
1 d
0 1
)
.
(
d − 1
1 0
)
.
(
1 0
d 1
)
,
where d = dα(x) as (σ, (x)) = (−1,−1), (−1,+1), (+1,−1) or (+1,+1)
respectively. Moreover the dynamical system defined by the first return map
has Tα as a factor.
Using this lemma Fisher and Schmidt prove the following.
Lemma 5.4.2. Let Cα be the cross section of the the geodesic flow on the
modular flow in the previous lemma. Suppose A−1(x, y) ∈ Cα. Then the
second composite of the kth iterate of the skew product transformation S with
itself appplied to (A, I mod H) denoted proj2(Sk(A, I mod H)), takes the
value
proj2(Sk(A, I mod H)) =
(
qk − qk−1
−pk pk−1
)
mod H
if proj1(Sk(A, I mod H)) ∈ Cα−1 and
proj2(Sk(A, I mod H)) =
(
qk−1 − qk
−pk−1 pk
)
mod H
otherwise.
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We can now deduce the following.
Proposition 5.4.3. Suppose (kn)n≥1 is good and that H is a finite index
subgroup of a Fuchsian group Γ ⊆ SL(2,Z). Then for each cusp κ of H and
almost all x ∈ R, if (pn
qn
)n≥1 denotes the α-Nakada convergents to x we have
lim
N→∞
1
N
#{1 ≤ n ≤ N : pkn/qkn ∈ κ}
N
=
w(κ)
[Γ : H]
.
Proposition 5.4.4. Suppose (nl, kl)l≥1 is Stoltz and that H is a finite index
subgroup of a Fuchsian group Γ ⊆ SL(2,Z). Then for each cusp κ of H and
almost all x ∈ R, if
(
pn
qn
)
n≥1
denotes the α-Nakada convergents to x
lim
l→∞
1
ml
#{nl ≤ n ≤ nl +ml − 1 : pn/qn ∈ κ} = w(κ)
[Γ : H]
.
(b)Rosen continued fractions: Let λ = λm = cos(
pi
m
). Then Γm is the
Hecke group of index m generated by i and γm =
(
1 λm
1 0
)
. The group Γ3 is
the the modular group PSL(2,Z) . Let Im = [−λ2 , λ2 ) for m ≥ 3. For a fixed
m ≥ 3
T (x) = Tm(x) =

∣∣ 1
x
∣∣− λ [|1λx|+ 1
2
]
if x 6== 0
0 if x = 0
for x ∈ Im. Set
(x) = sign(x) and r(x) =
[∣∣∣∣ 1λx
∣∣∣∣+ 12
]
and set
n(x) = (T
n−1(x)) and rn(x) = r(T n−1(x)).
x = c0 +
1
c1 +
2
c2 +
3
c3 +...
.
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The convergents
(
pn
qn
)
n≥1
are defined via the relations
(
p−1 p0
q−1 q0
)
=
(
1 0
0 1
)
and (
pn−1 pn
qn−1 qn
)
=
(
0 1
1 λr1
)(
0 2
1 λr2
)
. . .
(
0 n
1 λrn
)
.
Recall that we call a sequence of natural numbers good if it is L∞ good
universal and Hartman uniform distribution. We can now deduce the follow-
ing.
Proposition 5.4.5. Suppose (kn)n≥1 is good and that H is a finite index
subgroup of H of the Hecke group Γm. Then for each cusp κ of H and almost
all x ∈ R, if (pn
qn
)n≥1 denotes the Rosen convergents to x we have
lim
N→∞
1
N
#{1 ≤ n ≤ N : pkn/qkn ∈ κ}
N
=
w(κ)
[Γm : H]
.
Proposition 5.4.6. Suppose (nl, kl)l≥1 is Stoltz and that H is a finite index
subgroup of H of the Hecke group Γm. Then for each cusp κ of H and almost
all x ∈ R , if
(
pn
qn
)
n≥1
denotes the Rosen convergents to x then
lim
l→∞
1
ml
#{nl ≤ n ≤ nl +ml − 1 : pn/qn ∈ κ} = w(κ)
[Γm : H]
.
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Chapter 6
Pair Correlation and
Oscillating Sequences
The contents of this chapter are joint with Lgiia Loretta Cristea of the Karl
Franzens-Universita¨t in Graz, Austria.
6.1 Introduction
Let (Xn(x))n≥1 denote a sequence of real numbers. For an interval I let
χI(x) denote the characteristic function of the set I. This means that we
have χI(x) = 1 if x ∈ I and χI(x) = 0 otherwise. For a real number y let
{y} denote its fractional part. Recall that
VN(I)(x) =
∑
1≤n<m≤N
χI({Xn(x)−Xm(x)})
and that we then define
∆N(x) = sup
I⊆T
∣∣∣∣VN(I)− N(N − 1)2 λ1(I)
∣∣∣∣
where the supremum is over all intervals I in the one dimensional torus T. See
also Section 3.4. Suppose Xn(x) = an cos(anx) (n = 1, 2 . . . ) for a sequence
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of distinct integers (an)n≥1. In Theorem 4 in [40], it is shown that given
 > 0 we have ∆N(x) = o(N
3
2 (logN)4+) almost everywhere with respect to
Lebesgue measure.
For a set A ⊆ [0, 1) let diam A = supx,y∈A|y − x|. Also for δ > 0 and a
set E ⊆ [0, 1), we say a countable collection of intervals I = (Ii)i is a δ-cover
if E ⊆ ∪iIi. Let
Hsδ(E) = sup
All δ−covers I
∑
i
|Ii|s.
Also let
Hs(E) = Hsδ(E),
which always exists as Hsδ(E) is a monotone function of δ. There is a specific
value of s denoted s0 ∈ [0,∞] (say) called the Hausdorff dimension of E.
The concept of Hausdorff dimension can be defined for any set E contained
in any metric space. In our context s0 ∈ [0, 1]. If a set has positive Lebesgue
measure in [0, 1], then its Hausdorff dimension is 1. Thus Hausdorff dimen-
sion provides a means of comparing the size of sets whose Lebesgue measure
is zero.
6.2 Main Theorem
For a set E let dimE denote its Hausdorff dimension. In this note we show
the following.
Theorem 6.2.1. Suppose (an)n≥1 is a sequence of distinct integers such that
there exist p > 1 such that an = O(n
p) and suppose q ∈ (0, 3
2
). Let
Eq = {x ∈ T : lim sup
N→∞
N2−q∆N(x) > 0}.
Then
dimEq ≤ 1− (1− q)
2p+ q
.
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The uniform distribution of the sequence (an cos(anx))n≥1, for almost all
x with respect to Lebesgue measure, was first proved by W. J. Leveque. Let
D(x,N) = sup
I⊂[0,1)
1
N
N∑
n=1
χI({an cos({anx})− |I||. (N = 1, 2, . . . )
Here the supremum is taken over all intervals I ⊆ [0, 1). Clearly the uni-
form distribution of (an cos(anx))n≥1 is equivalent to D(x,N) = o(1) almost
everywhere. It is shown in [33] that given  > 0 we have
D(x,N) = o(N
1
4 (logN)
2
3
+),
almost everywhere with respect to Lebesgue. Suppose an = O(n
p) (n =
1, 2, . . . ) with p > 1 and that q ∈ (0, 1
4
). We define
Fq = {x ∈ [0, 1) : lim sup
N→∞
N qD(x,N) > o}.
In the author’s supervisors thesis, it is shown that
dimFq ≤ 1− 1− 2q
p+ q
.
Theorem 6.2.1 is a second order version of this phenomenon.
6.3 Proof of Theorem 6.2.1:
We start with some lemmas, the first proved in [37], the second from [44] and
the third a straightforward consequence of the famous Erdo˝s-Tura´n inequality
[34 p. 112-14] .
Lemma 6.3.1. Let µ denote a Borel measure on T such that for each arc
[x, y] we have µ([x, y]) ≤ (y − x)ν. Also let
Sh(M,N) =
∑
h
(M,N, x) =
M+N∑
n=M+1
e2piihan cos(an).
(M = 1, 2, . . . , N = 1, 2, . . . )
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Then ∫
T
|Sh(M,N, x)|2dµ (M +N)2p(1−ν)N ( 7−ν8 )h( 1−ν2 ).
Let (Yt)
∞
t=1 be a sequence of measurable functions defined on a measure
space Ω and then write
Sj =
∑
1≤t≤ j
Yt, for j = 1, 2, · · · .
We can define
Yrs =
∑
r<t≤s
Yt (= Ss − Sr), for r < s,
and let Mn = sup1≤j≤n |Sj|. We have the following elementary lemmas
proved in [NP].
Lemma 6.3.2. For K ≥ 1,∫
Ω
M22K (ω)dω ≤ (K + 1)
K+1∑
i=1
2i−1∑
ν=1
∫
Ω
|Yν2(K+1)−i,(ν+1)2(K+1)−i |2(ω)dω
 .
See [30] for the following lemma.
Lemma 6.3.3. For L ≥ 1 we have
∆N 
(
N2
L
+
L∑
h=1
1
h
(
|
N∑
n=1
e2piihXn|2 +N
))
.
We also need a lemma of O. Frostman [20].
Lemma 6.3.4. Suppose C ⊆ T is compact and has Hausdorff dimension
greater tha ν then there exists a Borel measure supported on C such that
µ([x, y)) ≤ (y − x)ν.
Let ||f ||r = (
∫
T |f |rdµ)
1
r . We have the following Lemma.
Lemma 6.3.5. For (Xn(x))n≥1 with Xn = an cos(anx) (n = 1, 2, . . . ) we
have
|| max
1≤j≤2K
∆j‖|1  2K(2−
2p(ν−1)−1
ν−1 ).
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Proof of Lemma 6.3.5: Using Lemma 6.3.3 one readily checks that
∥∥∥∥ max
1≤j≤2K
∆j
∥∥∥∥
1

22K
L
+
L∑
h=1
1
h
∣∣∣∣∣
∣∣∣∣∣max1≤n≤j
∣∣∣∣∣
j∑
n=1
e2piihan cos(anx)
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
2
+ 2K
 .
Using Lemma 6.3.2
|| max
1≤n≤j
|
j∑
n=1
e2piihan cos(anx) |||22
 (K + 1)
K+1∑
i=1
2i−1∑
η=1
||Sh(η2(K+1)−i, (η + 1)2(K+1)−i||22
 .
Using Lemma 6.3.1, this is
 (K + 1)
K+1∑
i=1
2i−1∑
η=1
(η + 1)2p(1−ν)(2(K+1)−i)2p(1−ν)).2((K+1)−i)(
7−ν
4
)h(1−ν).
 (K + 1)h(1−ν)
K+1∑
i=1
2i−1∑
η=1
(η + 1)2p(1−ν)(2(K+1)−i))2p(1−ν).2((K+1)−i)(
7−ν
4
).
 (K + 1)h(1−ν)
K+1∑
i=1
(
2K+1−i){2p(1−ν)+(
7−ν
4
)}
)2i−1∑
η=1
(η + 1)2p(1−ν)
 .
 (K + 1)h(1−ν)
(
K+1∑
i=1
(2K+1−i){2p(1−ν)+(
7−ν
4
)}2i(2p(1−ν)+1)
)
.
 (K + 1)h(1−ν)(2K+1){2p(1−ν)+( 7−ν4 )}
K+1∑
i=1
(2−i){2p(1−ν)+(
7−ν
4
)}(2i)2p(1−ν)+1).
 (K + 1)h(1−ν)(2K+1){2p(1−ν)+( 7−ν4 )}(2K+1)(1−( 7−ν4 )).
 (K + 1)h(1−ν)(2K+1){2p(1−ν)+1}.
This means that∥∥∥∥ max
1≤j≤2K
∆j
∥∥∥∥
1

(
22K
L
+
L∑
h=1
1
h
(
(h(1−ν)(2K+1){2p(1−ν)+1}
)
+ 2K)
)
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 2
2K
L
+ (2K+1){2p(1−ν)L1−ν + (logL)2K .
Take L = 2Kα. Then this is
 22K−αK + 2(K+1)(2p(1−ν)+1)2Kα(1−ν).
Choosing α optimally (2− α) = (1− ν)(2p− α) + 1 or α = 2p(ν−1)−1
ν−1 . Hence
|| max
1≤j≤2K
∆j‖|1  2K(2−
2p(ν−1)−1
ν−1 ),
as required. 
We now complete the proof of the theorem. So suppose for the sake of
contradiction that there exist ν such that
dimEq > ν > 1− (2− q)
2p
.
By Lemma 6.3.4, there is a Borel measure µ supported on a compact subset
of Eq such that
µ([x, y]) ≤ (y − x)ν .
Lemma 6.3.5 now tells us that
|| max
1≤j≤2K
∆j‖|1  2K(2p(1−ν)).
One checks easily that
Eq ⊆
∞⋂
r=1
∞⋃
k=r
Ak,
where for given 0 > 0
Al = {x ∈ T : | max
2l−1≤n≤2l
∆n(x)| > 2l(2p(1−ν)l1+0}.
Notice that
|Al| ≤
∫
T |max1≤j≤2K ∆j|(x)dµ
2l(2p(1−ν)l1+0
 1
l1+0
.
The Borel-Cantelli lemma now tells us that Eq has µ measure zero. Thus
∆N(x) = o(N
2p(1−ν)) which for any 1 > 0 is o(N−q+1) as required. So
Theorem 6.2.1 is proved. 
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Appendix
List of known good universal sequences
We give some examples of Lp-good universal sequences for some p ≥ 1. All
examples save 2 example below are also Hartman uniformly distributed.
1. The natural numbers: The sequence (n)∞n=1 is L
1-good universal. This
is Birkhoff’s pointwise ergodic theorem.
2. Polynomial like sequences: If φ(x) is a polynomial such that φ(N) ⊆ N
and p > 1, then (φ(n))∞n=1 and (φ(pn))
∞
n=1, where pn is the n
th prime,
are Lp-good universal sequences. See [13], and [26], respectively.
3. Condition H: Sequences (kn)
∞
n=1 that are both L
p-good universal and
Hartman uniformly distributed can be constructed as follows. Set kn =
[τ(n)] (n = 1, 2, . . . ), where τ : [1,∞) → [1,∞) is a differentiable
function whose derivative increases with its argument. Let Ωm denote
the cardinality of the set {n : an ≤ m}, and suppose, for some function
ϕ : [1,∞)→ [1,∞) increasing to infinity as its argument does, that we
set
%(m) = sup
{z}∈[ 1ϕ(m) , 12)
∣∣∣∣∣ ∑
n : kn≤m
e(zkn)
∣∣∣∣∣.
Suppose also, for some decreasing function ρ : [1,∞) → [1,∞) and
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some positive constant ω > 0, that
%(m) + Ω[ϕ(m)] +
m
ϕ(m)
Ωm
≤ ωρ(m).
Then if we have
∞∑
n=1
ρ(θn) <∞
for all θ > 0, we say that (an)
∞
n=1 satisfies condition H, see [26].
Sequences satisfying condition H are known to be both Hartman uni-
formly distributed and Lp-good universal. Specific sequences of integers
that satisfy condition H include an = [τ(n)] (n = 1, 2, . . . ) where:
I. τ(n) = nγ if γ > 1 and γ /∈ N.
II. τ(n) = elog
γ n for γ ∈ (1, 3
2
).
III. τ(n) = bkn
k+ · · ·+b1n+b0 for bk, . . . , b1 not all rational multiplies
of the same real number.
IV. Hardy fields: By a Hardy field, we mean a closed subfield (un-
der differentiation) of the ring of germs at +∞ of continuous
real-valued functions with addition and multiplication taken to
be pointwise. Let H denote the union of all Hardy fields. Condi-
tions for (an)
∞
n=1 = ([ψ(n)])
∞
n=1, where ψ ∈ H to satisfy condition
H are given by the hypotheses of Theorems 3.4, 3.5 and 3.8. in
[12]. Note the term ergodic is used in this paper in place of the
older term Hartman uniformly distributed.
4. A random example: Suppose that S = (kn)
∞
n=1 is a strictly increasing
sequence of natural numbers. By identifying S with its characteristic
function χS, we may view it as a point in Λ = {0, 1}N, the set of
maps from N to {0, 1}. We may endow Λ with a probability measure
by viewing it as a Cartesian product Λ =
∏∞
n=1 Xn, where, for each
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natural number n, we have Xn = {0, 1} and specify the probability
νn on Xn by νn({1}) = ωn with 0 ≤ ωn ≤ 1 and νn({0}) = 1 − ωn
such that limn→∞ ωnn = ∞. The desired probability measure on Λ
is the corresponding product measure ν =
∏∞
n=1 νn. The underlying
σ-algebra A is that generated by the cylinders
{(∆n)∞n=1 ∈ Λ: ∆n1 = αn1 , . . . ,∆nk = αnk}
for all possible choices of n1, . . . , nk and αn1 , . . . , αnk . Then almost every
point (an)
∞
n=1 in Λ, with respect to the measure ν, is Hartman uniformly
distributed. See Proposition 8.2 (i) in [13] for the details of this. Again
Hartman uniformly distributed sequences are called ergodic sequences
in this paper.
5. Block sequences: Suppose that (an)
∞
n=1 =
⋃∞
n=1[dn, en] is ordered by
absolute value for disjoint ([dn, en])
∞
n=1 with dn−1 = O(en) as n tends
to infinity. Note that this allows the possibility that (an)
∞
n=1 is zero
density. This example is an immediate consequence of Tempelman’s
semigroup ergodic theorem. See page 218 of [4]. Being a group average
ergodic theorem this pointwise limit must be invariant. which ensures
that the block sequence must be Hartman uniformly distributed. The
proof of this, which we don’t need in this paper and is hence forgone is
a simple exercise in spectral theory.
6. Random perturbation of good sequences: Suppose that (an)
∞
n=1 is an L
p-
good universal sequence which is also Hartman uniformly distributed.
Let θ = (θn)
∞
n=1 be a sequence of N-valued independent, identically
distributed random variables with basic probability space (Y,A,P),
and a P-complete σ-field A. Let E denote expectation with respect to
the basic probability space (Y,A,P).Assume that there exist 0 < α < 1
78
and β > 1/α such that
an = O(e
nα) and E logβ+ |θ1| <∞.
Then (kn+θn(ω))
∞
n=1 is both L
p-good universal and Hartman uniformly
distributed [30].
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