Abstract. We provide explicit series expansions for the exponential and logarithm functions attached to a rank r Drinfeld module that generalize well known formulas for the Carlitz exponential and logarithm. Using these results we obtain a procedure and an analytic expression for computing the periods of rank 2 Drinfeld modules and also a criterion for supersingularity.
Introduction
The goal of this paper is to determine explicit formulas for exponential functions, logarithms, and periods of Drinfeld modules. Originally Carlitz [1] and Wade [16] worked out a complete picture for the Carlitz module by deducing closed formulas for both the power series expansions of its associated exponential and logarithm functions and the Carlitz period. Building on work of Hayes [9] on sgn-normalized Drinfeld modules of rank 1, Gekeler [5] determined formulas for periods of rank 1. Later Thakur [13] , [14] , building on Hayes' work, found explicit formulas for exponentials and logarithms of rank 1 modules using special values of shtuka functions. (See also [8, Ch. 3, 4, 7] and [15, Ch. 2, 8] for more information.) In the current paper we have attempted to continue these investigations in a similar spirit for Drinfeld modules of arbitrary rank by developing a combinatorial framework of "shadowed partitions" to keep track of coefficient data. As a result we obtain explicit formulas for the exponential and logarithm functions and for periods, and we further obtain a precise criterion for supersingularity that complements previous work of Cornelissen [3] , [4] and Gekeler [6] .
Let q be a power of a prime p, and let F q denote the field with q elements. Consider the polynomial ring A = F q [T ], and let K denote the fraction field of A. Consider the unique valuation on K defined by v(T ) = −1, which is the valuation at the "infinite prime" of the ring A. Let K ∞ denote the completion of K with respect to v, and let C ∞ denote the completion of an algebraic closure of K ∞ . It is well known that v has a unique extension to C ∞ that we still denote by v, and that C ∞ is a complete algebraically closed field. For any integer n ∈ N = {0, 1, . . . } we write
[n] := T q n − T, 
A field L is called an A-field if there is a nonzero homomorphism ı : A → L. Examples of such fields are extensions of either K or A/p, where p is a nonzero prime ideal of A.
For simplicity we will write a in place of ı(a) when the context is clear. Such a field has a Frobenuis homomorphism τ : L → L z → z q , and we can consider the ring L{τ } of polynomials in τ under addition and composition. Thus τ ℓ = ℓ q τ for any ℓ ∈ L. A Drinfeld module of rank r over L is an F q -linear ring homomorphism φ : A[T ] → L{τ } such that (2) φ
It then follows that the constant term of φ a is a for all a ∈ A and that the degree of φ a in τ is r deg T (a).
The simplest example of a Drinfeld module is the Carlitz module C given by
which has rank 1. Associated to the Carlitz module is the Carlitz exponential
The series for e C converges for all z ∈ C ∞ and defines an entire, F q -linear, and surjective function. The key property connecting the Carlitz exponential to the Carlitz module is
from which it follows that for all a ∈ A, e C (az) = C a (e C (z)).
The zeros of e C (z) form an A-lattice of rank one in C ∞ with a certain generator π C ∈ C ∞ called the Carlitz period, and we have an alternate expression for the Carlitz exponential as
It is useful to also consider the (local) composition inverse of e C , called the Carlitz logarithm, defined by
These results go back to Carlitz [1] and Wade [16] , who were investigating explicit class field theory over F q (T ). See [8, Ch. 3] , [15, Ch. 2] for more details on the above constructions. Analogues of (4), (5) , and (6) hold for any Drinfeld module over C ∞ (see [8, Ch. 4] , [15, Ch. 2] for more details). Indeed in [2] , Carlitz himself had begun to study lattice functions for higher rank lattices long before Drinfeld developed the complete story. In particular, if Λ ⊂ C ∞ is an A-lattice of rank r then the lattice exponential function defined by (7) e Λ (z) := z
is an entire, surjective, F q -linear function from C ∞ to C ∞ with kernel Λ, and there exists a unique rank r Drinfeld module φ = φ(Λ) such that
Furthermore, e Λ has a series expansion of the form
It also has a local composition inverse log Λ with a series expansion
Note that the coefficients α n ∈ C ∞ (and consequently β n ) could be expressed in terms of Λ by expanding (7): for instance
which is explicit, but rather complicated and impractical as it involves infinitely many terms. We can also describe the Drinfeld module φ(Λ) in terms of Λ as follows. Start by noticing that Λ/T Λ is a vector space of dimension r over F q . Write
It is well-known (see [8, §4.3] ) that f (x) is F q -linear of degree q r , hence of the form f (x) = r n=0 A n (Λ)x q n for some A n (Λ) ∈ C ∞ . Furthermore we have
The general theme of the paper is in some sense to reverse the point of view of the previous paragraphs, and provide explicit identities for the lattice Λ, as well as the functions e Λ and log Λ , starting only from the knowledge of the Drinfeld module φ. This is achieved by using relatively simple combinatorial objects that we name "shadowed partitions" which we introduce and study in §2. Using them, in §3 we obtain concrete formulas for e Λ and log Λ (Theorem 3.1 and Theorem 3.3) that are as similar as could be hoped for to (3) and (6) . In §4 we restrict our attention to rank 2 modules, and we proceed to study the convergence properties of log Λ making use of the detailed description we have for its coefficients (Corollary 4.2 and Corollary 4.3). In §5 we examine the properties of T -torsion points of rank two Drinfeld modules, and show how, combined with the properties of log Λ , we can recover at least one, and sometimes both generators of the lattice Λ in certain naturally defined "families" (Theorem 5.3), thus in some sense obtaining a converse of (13) . In §6 we introduce additional conditions that enable us to obtain a completely analytic description for the period with maximal valuation (Theorem 6.3). In §7 we compare our results to an example of Thakur [13] arising from Drinfeld modules with complex multiplication. Finally in §8 we study yet another application of shadowed partitions, where we introduce a "multinomial" theorem for any rank r Drinfeld module (Theorem 8.1) and obtain as a consequence a concrete condition for supersingularity of a rank 2 Drinfeld module at a prime p ∈ A of any degree (Corollary 8.2).
A note on notation. In order to emphasize that our starting point is the Drinfeld module rather than the lattice, from now on we shall write e φ , log φ , and A n (φ) instead of e Λ , log Λ , and A n (Λ), respectively.
Shadowed partitions
Recall that a partition of a set S is a collection of subsets of S that are pairwise disjoint, and whose union is equal to S itself. Also, if S ⊂ Z, j ∈ Z, then S + j := {i + j : i ∈ S}. For r ∈ N and n ∈ Z + , we set
and
We also set P r (0) := {∅} and P r (−n) := ∅. We propose to name elements of P r (n) as order r index-shadowed partitions of n, or shadowed partitions for short, as each S i relies on its i "shadows" S i + j (including itself) so that all together they partition n elements. Furthermore, for 1 ≤ i ≤ r we set
. . , S r ) ∈ P r (n) : 0 ∈ S i }. We collect some simple, yet important facts about these objects in the following lemma. Recall that the sequence of r-step Fibonacci numbers {F
(iii) For all r > 0 and all n ∈ Z we have |P r (n)| = F (r) n . Proof. The proofs of (i) and (ii) consist of simple verifications that we leave to the reader, and statement (iii) follows from combining (i) and (ii).
Let S ⊂ N be finite, and define the integer w(S) by
Note that w(∅) = 0. To help simplify our formulas, we shall usually denote (S 1 , . . . , S r ) ∈ P r (n) by S. We fix the following notation for the rest of the paper
We collect some more facts that are relevant to our results.
(ii) The r-tuple of sets (S 1 , . . . , S r ) is in P r (n) if and only if
with s i < s i+1 . Note that the conditions in (14) on P r (n) imply that 1 ≤ s i+1 − s i ≤ r and also 1 ≤ n − s m ≤ r. It follows that we must have
Thus the sets S i are completely defined once we know ∪S. It follows that the map
is an injection, and (19) follows. To prove (20) divide both sides by q − 1 to get
and the statement of (ii) follows.
Explicit formulas for lattice functions
Let φ be a Drinfeld module of rank r over C ∞ . The corresponding exponential function e φ on C ∞ satisfies
It has the series expansion
with α n = α n (φ) ∈ C ∞ and α 0 = 1. In the next theorem we give an explicit formula for α n in terms of the coefficients of φ, and thus we give a proof of the existence of e φ different from (7). For notational convenience, for (A 1 , . . . , A r ) ∈ C r ∞ and S ∈ P r (n) we write
Note that A ∅ = 1.
Theorem 3.1. Let φ be a rank r Drinfeld module given by
For n ≥ 0 and for any S ⊂ {0, 1, . . . , n − 1} set
If we set
then the series ∞ n=0 α n z q n converges on C ∞ and is the unique solution to (21) with α 0 = 1 and thus
Proof. The functional equation
A i e φ (z)
is equivalent to the recursion
For convenience, we can set α n = 0 for n < 0 so that (25) holds for all n ≥ 0. We proceed by induction on n to show that (24) is the unique solution to (25) with α 0 = 1. Since D n (∅) = 1, formula (24) indeed gives α 0 = 1. Substituting A 0 = T , the induction hypothesis gives
where the last equality follows from Lemma 2.1(ii) and the fact that
Thus (24) is proved. We could deduce the convergence of α n z q n on all of C ∞ by relying on the corresponding property of the lattice exponential function given by (7) . However, to emphasize that our approach suffices to develop important aspects of the theory, we use (24) to give a direct proof from first principles. Note that v([n − i] q i ) = −q n , and thus v(D n (S)) = −q n |S|. It follows that for S ∈ P r (n) we have
Next, set v 0 = min 1≤i≤r v(A i ). It is easy to see that for S ∈ P r (n) we have
Together with (26) and (27) we get
and it follows that lim
Hence the series converges for all z ∈ C ∞ .
Example 3.2. We write a few concrete cases to clarify (24). Let the superscript on α indicate the rank r of the corresponding module. Then for r = 2 we get, for instance
whereas for r = 3 we get
.
Next we study the function log φ . From (21) we obtain the functional equation
The following proposition provides a concrete description of the coefficients of log φ .
Theorem 3.3. Given a Drinfeld module φ of rank r, write
Proof. Since L(∅) = 1, we see that β 0 = 1, as expected. Now the functional equation (29) gives the recursion
where again we set β n = 0 for n < 0. Applying A 0 = T and the induction hypothesis gives
Note that for 1 ≤ i ≤ r, the map Ψ i : P r (n − i) → P r (n) given by
is a well-defined injection, and furthermore the collection {Ψ i (P r (n − i)) : 1 ≤ i ≤ r} is a partition of P r (n). Also, note that for all 1 ≤ i ≤ r,
Thus from (33) we get
, and the result follows.
Remark 3.4. When φ is the Carlitz module C, we recover (3) and (6) from (24) and (31), respectively.
Remark 3.5. If we assign to each A n a "weight" of q n − 1, and extend it to products in the usual way (wt(AB) = wt(A) + wt(B)), then by (20) the total weight of any A S appearing as a summand in the coefficient of z q n in either e φ or log φ is always q n − 1.
Convergence and range of log φ in rank two
Let φ be a rank 2 Drinfeld module given by
The -invariant of φ is defined by
In this section we study the convergence properties of the series defining log φ . We start with determining the valuation of its coefficients.
Lemma 4.1. Let φ be as in (34) and write
Then for n ∈ N, v(β n ) is given by the following formula.
In the case where v() = −q we have
with equality holding infinitely often.
Proof. From (31) we have
where
It is easy to see that
In addition, by (20) we have (q − 1)w(S 1 ) + (q 2 − 1)w(S 2 ) = q n − 1, hence
and consequently
Thus our analysis naturally breaks into the following three cases. Case 1: v() > −q. In this case, we see that v
is a strictly decreasing function of w(S 2 ), and hence attains its minimal value when w(S 2 ) is maximal. It is easy to see that (39) max
, if n is odd.
(Corresponding to S 1 = ∅ for n even and S 1 = {0} for odd n). The ultrametric property implies
and the corresponding part of (36) follows.
Case 2: v() < −q. From (38) we see that v
is strictly increasing in w(S 2 ). Thus the minimal valuation is attained when S 2 = ∅, which implies the first line of (36).
Case 3: v() = −q. In this case we see that v
is always equal to
and hence v(β n ) ≥ q n −1 q−1 (v(A) + q). It is easy to see by direct calculation that we have equality for n = 0, 1. The recurrence formula
Since v() = −q, an easy computation shows that
Thus equality in (37) actually occurs at least two thirds of the time, and the result follows.
Corollary 4.2. Set
If v() ≥ −q then the series β i z q i converges exactly for z ∈ C ∞ with v(z) > ρ B , and if v() ≤ −q then it converges exactly for v(z) > ρ A .
Proof. We know that the series converges if and only if lim n→+∞ v(β n z q n ) = +∞. From Lemma 4.1 we have
and n is even,
, if v() > −q and n is odd. When v() = −q then we have
with equality holding for infinitely many values of n. The result follows at once.
Corollary 4.3.
If the series for log φ converges for z ∈ C ∞ then we must have
Proof. From (42) and (43), it is easy to see that in the case of convergence we must have v(z) < v(β n z q n ) for all n ≥ 1, and the result follows by the ultrametric property of v. 
Computing the periods of rank two Drinfeld modules
Let φ be a Drinfeld module given by
and let Λ φ be the corresponding lattice. We can describe Λ φ as the unique lattice for which
In other words, Λ φ is the set of zeros of e φ . Our goal in this section is to outline a procedure for obtaining periods of φ, (i.e. elements of the lattice Λ φ ) in terms of the coefficients A and B. We start with an easy lemma on the values of e φ at the T -division points of φ.
is a root of the polynomial
Proof. The function e φ satisfies the functional equation e φ (T z) = φ T (e φ (z)). Hence
and the result follows.
For the remainder of the paper, we let
Also set
As V φ is the T -torsion submodule on φ it follows that V φ is a 2-dimensional vector space over F q , and V * φ is its set of nonzero elements. The following lemma gives a complete description of the possible valuations on V * φ . Lemma 5.2. Let φ be a rank 2 Drinfeld module given by (34), and let  be its -invariant as in (35). Exactly one of the following cases hold. 
This case happens if and only if v() ≥ −q.
(ii) There is an element η ∈ V * φ such that all elements of F * q η have strictly larger valuation than the rest of V * φ if an only if v() < −q. In this case we have
Proof. The lemma follows from an analysis of the Newton polygon of the defining polynomial . Otherwise, when v() < −q, the Newton polygon breaks into two segments: one of width q − 1 from (0, −1)
, and another of width
. The result then follows.
Guided by the results above, we consider certain families of rank two Drinfeld modules as follows. Fix 0 = δ ∈ C ∞ , and set (49)
The following theorem gives a complete description of the cases where the lattice Λ φ could be recovered by applying log φ to V φ . Let ζ be a root of
We have the following cases.
. Hence log φ converges at δ and ζ, and the period lattice Λ φ is generated by {T log φ (δ), T log φ (ζ)}. , then log φ converges at δ, and T log φ (δ) is a period
, and log φ converges on all of V φ if and only if
If (52) is satisfied then the period lattice Λ φ is generated by {T log φ (δ), T log φ (ζ)}.
and log φ converges at ζ, hence T log φ (ζ) is a period in Λ φ . Again log φ converges on all of V φ if and only (52) is satisfied, in which case the period lattice Λ φ is generated by {T log φ (δ), T log φ (ζ)}.
Proof. The condition φ ∈ F δ is equivalent to
It follows that any ζ ∈ V φ \ F q δ must satisfy
> ρ B , and it follows that when v() ≥ −q, log φ converges on all of V φ .
When v() < −q, we also have
> ρ A ; however we have
Finally assume that δ and ζ are linearly independent over F q , and that log φ converges at both of them. We need to show that log φ (δ) and log φ (ζ) are linearly independent over A. From Lemma 5.1 we see that e φ (T n log φ η) = 0 for all n ≥ 1 and all η ∈ V φ . Thus if a, b ∈ A are polynomials with constant terms a 0 and b 0 respectively, then e φ (a log φ (δ) + b log φ (ζ)) = a 0 δ + b 0 ζ, and it follows that indeed {log φ (δ), log φ (ζ)} are linearly independent over A.
Remark 5.4. We note that (51) could be written as
. Thus computing ζ is reduced to the extraction of an Artin-Schreier root.
An Analytic Expression for Periods
In the previous section we obtained a procedure for computing periods which involved the extraction of certain roots. In this section we show that under additional conditions (cf. (60)) we can obtain a completely analytic expression for the periods. We start with a lemma on expressing the roots of a certain algebraic equation in terms of series.
then the set of solutions of the equation
is given by
Proof. Condition (56) guarantees the convergence of the infinite series. It can easily be seen that it satisfies (57). Finally, notice that a polynomial of degree q can have at most q distinct solutions. . Then the unique subspace of V φ where the valuation of the nonzero elements is
is generated by
Proof. With c as in (50), we see that
and thus the series converges, and the valuation of the sum is equal to that of the first term by the ultrametric property. So indeed
and the result follows from Lemma 6.1 and Lemma 5.2.
For 0 = δ ∈ C ∞ we consider the subfamily
We have the following analytic expression for periods in F ⋆ δ . Theorem 6.3. Let φ ∈ F ⋆ δ be given, and set c as in (50). Let β j be the coefficients of log φ . Set a δ (n) := T n j=0 β j δ q j , and
Then the series f converges for z = δ −q c, and f(δ −q c) is a period of Λ φ with maximal valuation.
Proof. Let η be as in (59). From Theorem 5.3 and Corollary 6.2, we see that a period λ ∈ Λ φ is given by
By Corollary 4.3 we see that
If λ ′ ∈ Λ φ has larger valuation, then e φ (T −1 λ ′ ) is an element of V φ with valuation larger than
, which contradicts Lemma 5.2, and the theorem follows.
We end this section with a more detailed analysis of the function f. 
If v() = −q 2 , then f converges at least for v(z) > 0. Furthermore for n ≥ 0 we have
and in the range v(z) >
, f has the representation
Proof. From (42), we see that
Thus our analysis naturally breaks into three cases.
In this case v(T β n δ q n ) is strictly increasing in n, and thus
It follows that the series for f converges if and only if v(z) > 0. Case 2: v() < −q 2 . In this case v(T β n δ q n ) is strictly decreasing in n, and thus
and f converges if and only if v(z) >
In this case v(T β n δ q n ) = v(δ) − 1 for all n, and thus
It follows that the series for f converges at least for all v(z) > 0. The first part of the proposition follows from the analysis above. To prove the second part, note that (32) and (53) give
and log φ (z) converges for v(z) > 3 4 , which coincides with Corollary 4.2. Now the set V φ is generated over F 3 by e φ (1/T ) and e φ (y/T ), which have valuations 7 4 and − 3 4 respectively (see [12, Ex. 4.15] ), and thus φ fits into the situation of Theorem 5.3 with v() < −q 2 (so log φ does not converge on all of V φ ). However, one can also calculate the period by other means (see [5, §III] , [8, §7.10] , [12, Ex. 4.15] ), and one finds that a period π with maximal valuation has v(π) = 3 4 , agreeing with Theorem 6.3.
A multinomial formula and supersingular modules
Let p ∈ A be monic and irreducible of degree d, and let L p be a field extension of A/p. A Drinfeld module φ of rank r over L p is said to be supersingular if φ p is purely inseparable. If φ has rank 2 then its supersingularity is equivalent to the vanishing of the coefficient of τ d in φ p modulo p. (See Gekeler [6] , [7] for further discussion and characterizations of supersingularity).
It is thus natural to seek a characterization of φ T m for all m ∈ N in terms of the coefficients of φ T . It turns out that the shadowed partitions of §2 above will be crucial here as well. However, we need to introduce just a little more notation before we can state our result. Let n ∈ Z and let S be a finite subset of N. Set
and define
Note that if n < 0, then I n (S) = ∅ and hence h S n = 0. Also h S 0 = 1. (These properties hold even if S = ∅ since I n (∅) = ∅ for all n = 0 and I 0 (∅) = {∅}). We are now ready to state a Drinfeld multinomial Theorem. Theorem 8.1 (Multinomial Formula). Let φ be a rank r Drinfeld module over any A-field L given by
For m ∈ N and n ∈ Z define the coefficients c(n; m) := c(n; m; φ) by
c(n; m)τ n , and c(n; m) = 0 for n < 0 or n > rm. Then for all m, n ≥ 0 we have
Proof. We proceed by induction on m. It is easy to verify that formula (72) gives c(0; 0) = 1 since P r (0) = {∅}. For n > 0 and S ∈ P r (n) we must have |S| > 0, hence m − |S| < m, and thus formula (72) gives c(n; 0) = 0 for all n > 0. So the statement is valid for m = 0 since φ 1 = 1. Next we note that, because of the identity φ T m+1 = φ T (φ T m ), the coefficients c(n; m) satisfy the recursion formula 
which proves the result, since the summands are uniform in i and the sets P i r (n) partition P r (n). (mod p),
Substituting (79) Using methods from Drinfeld modular forms, Cornelissen [3] , [4] has also developed recursive formulas for polynomials defining supersingular -invariants, and one can successfully compare (80) with P 4 () in [4, (2.2) ].
