Introduction
In this paper we develop a one-dimensional model of laser drilling with short wavelength, high brightness, pulsed lasers. The sides of the hole are envisioned as enforcing 1-D gas dynamics in the expanding vapor. Heat transport below the bottom of the hole is modeled via 1-D thermal diffusion.
The absorption of laser energy in the vapor is found to be an important consideration in laser drilling operations. Below a critical incident optical flux, vaporization rates are negligibly influenced by vapor heating. Above this point, laser heating generates a plasma plume which absorbs much of the incident energy. Ablation rates are then determined by the residual light illuminating the surface as well as by the electron thermal conduction t o the surface. extended in that direction. As it now stands, however, the model is useful for identifying overall trends and for investigating the role of light-gas and lightcsurface interactions, the role of boundary conditions, and the sensitivity to materials properties. The model waS suggested by a laser ablation model developed by Kar and Mazumder [l] to study the formation of nanoscale particles. The main differences of the present model are the use of an excitation-ionization equation of state in the vapor, a more detailed treatment of light absorption and of the propagating laser intensity, inclusion of the electron thermal coqductivity, and expansion into air rather than into avacuum. While the gas expansion model of [l] is 2-D, this is not directly applicable to our problem in the absence of the sides of the hole.. Extensive modeling of similar problems has also been carried out by Kanevsky et al. [2] .
Model
The geometry of the model is shown in Fig. 1' . At the left lies the condensed material. Laser light strikes the surface from the right, causing a melt layer to develop and propagate inward. When the vaporization temperature is reached, the vapor begins to blow off, preceded by a plug of compressed air. This is bounded by a shock front to the far right.
When the temperature becomes sufficiently high, both the incident beam and the reflected beam (to the extent that it is appreciable) can be absorbed in the vapor.
In the solid and liquid, the temperature is governed by the 1-D heat conduction equation, with the melt surface moving according to the Stefan condition. In the vapor, we work in terms of the mass density p = mn, the z-component of the velocity field u, and the temperature T. The hydrodynamic equations are a P a -+ -(pu) = 0, ai dz with Cv the specific heat per unit mass at constant volume and SI = rc,[l(+) + I(-)] the bulk heating in the vapor produced by the incident and reflected light (cf. below). Also included is the electron thermal conductivity, which has the form A, = 5hek2T/(2me~mt), with v,t(p,T) an effective momentum transfer collison frequency. In the limit of low ionization, this approaches n < amtv >, with omt the electron-atom momentum transfer cross section, while in the opposite limit it becomes proportional to the electron-ion 90" collision frequency [3]. The term SBB denotes black-body radiation losses. In our regime of operations, the vapor is optically thick and this term is negligible. Large gradients can develop as the heated vapor expands. We stabilize these by adding artificial viscosity terms [4] to the velocity and temperature equations.
The tliermodynamic quantities require an equation of state. Since substantial ionization may be present in the bulk of the vapor, the electronic contributions to the pressure and energy density must be considered. 'Simple estimates show that, for time scales longer than a few nanoseconds, the assumption of local thermodynamic equilibrium is fairly well justified. Hence we have developed and utilized a Saha equation of state package, assuming hydrogen-like levels between ionization limits. It agrees with more sophisticated codes in the regime of interest. In Fig. 2(a) we.illustrate the predicted electron fraction in iron.
Notethat at T = lo5 C and moderate densities, two or three electrons per atom might be removed. The total pressure is, of course, p = (n + n,)kT.
Similar hydrodynamic equations apply in the plug of compressed air. Since the dissociation and ionization energies are high, we handle the thermodynamics simply via an effective 7 21 1.4, and we neglect laser absorption in the air. At the shock front, the fluid velocity and density are related to the pressure via the Rankine-Hugoniot relations
with pao the density of ambient air, C,O the speed of sound in ambient air, and = pJp0 -1 the overpressure at the shock. The speed of the shock is related to the overpressure by is = C,O [1+ (7 + l)$/27]1'2. At the contact surface between the vapor and the air, the velocity and pressure are continuous. We ignore mixing of the vapor and air. In reality, however, the Rayleigh-Taylor growth rate may become appreciable as the relatively dense, cool air slows down the vapor.
. I
The incident and reflected light intensities I(+) and I(-), respectively, propagate according to * with IG, the local absorption coefficient for light of frequency u. The coordinate system has been set up such that the incident beam propagates in the negative direction.
Absorption occurs through both photoionization and inverse bremsstrahlung, with the former dominating at lower gas temperatures and the latter taking over after a minimum level of ionization has been established. We employ the treatment of Zel'dovich and Raiser [5], from which it follows that, for an atom with hydrogen-like ionic states, the photoionization absorption coefficient has the form -2a5 m,c4
where cy N 1/137 is the hestructure constant and the' dimensionless function S(n, 2') involves a s u m over the ionization states of the atom but is approximately independent of frequency. We tabulate S(n,T) along with the equation of state. Note that for kT << hu, this contribution to the absorption coefficient increases exponentially with frequency. The absorption coefficient for inverse bremsstrahlung is given by in terms of the effective charge Z,jj(n,T), which is tabulated along with the equation of state. For kT >> hu, this contribution decreases with frequency as u -~. In each of the last two equations, the factor of [lexp(-hu/kT)] serves to eliminate stimulated emission.
The resulting absorption coefficient is plotted as a function of temperature, for selected Fe densities, in Fig. 2(b) . Note that the contribution from inverse bremsstrahlung becomes increasingly important above about 2 x IO4 C.
In modeling the vaporization boundary zv(t), one must combine a microscopic description of the evaporization process with boundary conditions appropriate for fluid flow. Thus we assume that there is a very thin Knudsen layer [6] across which local equilib- decreases below zero, thus permitting recondensation when the temperature drops below the vaporization point. Finally, we employ the hydrodynamic jump conditions across the Knudsen layer. These l a to the 'rocket" condition, poiv = -plul, and the power condition,
uipi (el + uv + zC:/2) + uipi = Q, where el = e(pl, TI) is the energy per mass in the vapor, U, is the vaporization energy per mass, and Q is the energy flux absorbed at the boundary:
Here Iabs is the radiation intensity (laser and black body) absorbed at the boundary. We have assumed the gas density to be small compared to the liquid density. (There is also a pressure jump condition, giving the momentum source due to the evaporated material.)
The boundary equations, after discretization, can be solved with a root-finding routine. to yield the instantaneous edge temperature. The overall numerical method used in implementing the model is sketched in Appendix A.
Results
The calculations reported here were performed for a copper laser pulse, of wavelength 510.6 nm, incident on stainless steel. The pulse rises rapidly to a maximum in about 8 ns, falls off by 90% at 70 ns, and has a tail extending to 120 ns [cf. Fig. 3(c) below]. The choices for material data, especially the vapor pressure, were foundrto be significant. Our database is discussed in Appendix B. The vapor is modeled as pure iron.
For ihstrativepurposes, we turn first to the case with a peak power of I = 10" W/cm2. Figure 3 (a) shows the positions of the shock surface and contact surface during the first 5 microseconds. The central vapor temperature decreases from about 2 x lo5 C at early times to 2 x lo4 C at 5 ps. The central air temperature rises to 2 x lo4 C and decreases to 8000 C. Correspondingly, the flow in the vapor is subsonic, while that in the air is supersonic. During this interval, the pressure at the shock front decreases from 820 to 160 atmospheres. The depths of the melt and vaporization surfaces, relative to the initial surface of the metal, are plotted in Fig. 3(b) . The melt layer has reached more than 8 microns and is continuing to expand. Of the total ablation of 1.1 microns, about 70% occurs within the fist 120 ns, with the remainder taking place through the first micrwecond. The reason for this is revealed by the light absorbed at the surface and the electron thermal conduction to the surface, plotted in Fig. 3(c) . While the light is almost entirely blocked after only 8 ns, the electron thermal flux builds up to about 10' W/cm2 and is responsible for the subsequent ablation. The black-body flux, by comparison, is four orders of magnitude smaller. The time-dependent edge temperature, shown in Fig. 3(d) , reaches a maximum of 1.2 x lo4 C and is closely synchronized with the absorbed flux.
Making similar runs over a range of input intensities, we obtain the ablation rates illustrated in Fig. 4(a) . Intensities beyond 4 x 10" W/cm2 were not explored because the resulting vapor temperatures exceeded the limit of our equation of state. Overall, the ablation tends to grow with power, increasing from 0.15 microns at lo8 W/cm2 to 2.8 microns at the maximum intensity. The peak at 3 x 10' W/cm2 corresponds to the highest power for which the incident light is transmitted nearly completely. The subsequent downward .trend results from a shortening of the light pulse to the surface. As the power is raised to 6 x 10' W/cm2, the vapor heats up by more than an order of magnitude and expands, enhancing the role of the electron thermal conductivity. Fig. 4(b) shows the energy absorbed in the material through both photons and electrons. The two contributions become comparable around I = 3 x lo9 W/cm2, with the electron contribution thereafter outweighing the photon contribution.
Experimental ablation rates in stainless steel [7] are shown in Fig. 4(a) . These represent single-pulse rates'averaged over 10-100 pulses at about 4 KHz, while the calculations pertain to a single pulse starting at room temperature. The experimental points tend to increase with power somewhat more rapidly than the predictions, The predicted peak at low power would be washed out experimentally by the radial variation of the beam intensity. The figure shows a crude estimate of the effect of a radial profile, obtained by averaging the ablation over the profile. The model thus would appear consistent with experiment in this regime. At high power, the calculated ablation is less than experiment by about a factor of five. Future refinements of the model will be directed at this discrepancy. 
Conclusions
In this paper, we have presented a one-dimensional model of pulsed laser drilling, including the effects' of heat diffusion in the material, hydrodynamic expansion of the vapor and compressed air, and light propagation through the vapor. With green copper laser light illuminating stainless steel, the model predicts minimal absorption in the vapor below an input intensity of about I = 3 x lo8 W/cm2 and substantial absorption above this point.
Up to the highest intensity studied (4 x lolo W/cm2), ablation generally increases with power, owing to partial penetration of the laser flux and an increasing electron thermal conduction to the surface. The model appears consistent with experiment at low power but yields results low by about a factor of five at the highest power.
Our overall numerical approach is to convert the equations of the model into a system of ordinary differential equations in time by suitably differencing the spatial terms, and then to advance the ODES via a variant of the LSODE solver package [8].
To handle the moving melt, vaporization, contact, and shock surfaces, we introduce dimensionless coordinates in each phase. Thus in the vapor we take [ = (zz,)/(zcz,) , with z, and z, the coordinates of the vaporization surface and contact surface, respectively. When the time and space derivatives are transformed to these coordinates, the moving boundaries are eliminated at the price of adding a nonlinear convective term. We discretize the equations in space with an Eulerian grid attached to (. The method of differencing the hydrodynamic convective terms requires care. If one attempts central differencing,
for example, numerical instabilities develop rapidly. After some experimentation, we employed the pseudocharacteristic method of lines [9] . In this method, the hydrodynamic equations at each spatial point are written in terms of a 3 x 3 matrix multiplying the spatial derivatives. The matrix is readily diagonalized. In the contribution from each eigenvalue, upwind*or downwind differencing is then employed, depending on whether the eigenvalue is positive or negative, respectively.
B Materid Data
The available vapor pressure data [lo] tend to be limited to temperatures below the boiling point. For higher temperatures, it might at first seem reasonable to employ the form p,,&l') = po exp (-rnU/kT), with U equal t o the vaporization energy per mass at T, and po chosen such that the pressure is atmospheric at T = Tu. Instead, we employ a model [lll'in which the vapor pressure has this form but the parameters are chosen so-that the curve passes through both the high-temperature data points and the critical point. (For iron, the critical data are Tc = 9067 C and pc = 10292 atm.) Near the critical .temperature, this leads to a vapor pressure exceeding the other estimate by more than an order of magnitude. This form, therefore, leads to a lower predicted edge temperature. In addition, it is argued in [ll] that the heat of vaporization should scale with temperature according to U,(T)/kT, = c(1 -T/Tc)d. The decrease in latent heat with increasing temperature obviously leads to additional ablation.
Thermal conductivity data in materials [12] are generally restricted to temperatures below the melting point. Since the thermal conductivity in a metal beyond its melting point is due primarily to transport .by electrons, for which this contribution increases approximately linearly with temperature, we have simply extrapolated in a log-log sense.
The reflectivity is generally unavailable at highly elevated temperatures, although it is expected to decrease with temperature. It may soon prove feasible to obtain data via femtosecond laser pulses [13]. In the stainless steel runs described here we have employed a reflectivity of 0.25. i . *
