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Abstract
We study the Jordan Canonical Forms of complex orthogonal and skew-symmetric matrices,
and consider some related results. © 1999 Elsevier Science Inc. All rights reserved.
Keywords: Canonical form; Complex orthogonal matrix; Complex skew-symmetric matrix
1. Introduction and notation
Every square complex matrix A is similar to its transpose, AT ([2, Section 3.2.3]
or [1, Chapter XI, Theorem 5]), and the similarity class of the n-by-n complex
symmetric matrices is all of Mn [2, Theorem 4.4.9], the set of n-by-n complex
matrices. However, other natural similarity classes of matrices are non-trivial and
can be characterized by simple conditions involving the Jordan Canonical Form.
For example, A is similar to its complex conjugate, A (and hence also to its
adjoint, A D AT), if and only if A is similar to a real matrix [2, Theorem 4.1.7];
the Jordan Canonical Form of such a matrix can contain only Jordan blocks with real
eigenvalues and pairs of Jordan blocks of the form Jk./ Jk./ for non-real . We
denote by Jk./ the standard upper triangular k-by-k Jordan block with eigenvalue
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; see [2, Chapter 3] and [3, Chapter 6] for basic facts about the Jordan Canonical
Form and how it behaves when acted on by a primary matrix function such as the
inverse, exponential, log, or square.
It is easy to see that a nonsingularA is similar to its inverse,A−1, if and only if its
Jordan Canonical Form contains only Jordan blocks with eigenvalues1 and pairs of
blocks of the form Jk./ Jk.−1/ for  2 Cnf−1; 0; 1g. A natural and important
class of such matrices is the group of complex orthogonal matrices: AAT D I and
hence A−1 D AT, which is similar to A. However, it may not be obvious that a
complex orthogonal matrix has an additional constraint on its Jordan structure: its
even-dimensional Jordan blocks with eigenvalue1 must occur in pairs.
In the same spirit, it is easy to see that A is similar to −A if and only if its
Jordan Canonical Form contains only Jordan blocks with eigenvalue 0 and pairs of
blocks of the form Jk./ Jk.−/ for  2 Cnf0g. The complex skew-symmetric
matrices (AT D −A) are certainly of this type, but again it may not be obvious that
they, too, are constrained: their even-dimensional Jordan blocks with eigenvalue 0
must occur in pairs. This constraint is a consequence of the constraint on a complex
orthogonal matrix’s even-dimensional Jordan blocks with eigenvalue C1; it is also
closely related to the fact that a complex skew-symmetric matrix has even rank (see
[1, Chapter XI, Theorem 6] or [2, Section 4.4, Problem 26].
2. Results
Our main objective is to present a new approach to the following classical
characterizations of the Jordan Canonical Forms of complex orthogonal and skew-
symmetric matrices. For a different approach, see [1, Chapter XI].
Theorem 1. An n-by-n complex matrix is similar to a complex orthogonal matrix if
and only if its Jordan Canonical Form can be expressed as a direct sum of matrices
of only the following five typesV
(a) Jk./ Jk.−1/ for  2 Cnf−1; 0; 1g and any k,
(b) Jk.1/ Jk.1/ for any even k;
(c) Jk.−1/ Jk.−1/ for any even k;
.d/ Jk.1/ for any odd k; and
.e/ Jk.−1/ for any odd k.
Theorem 2. An n-by-n complex matrix is similar to a complex skew-symmetric
matrix if and only if its Jordan Canonical Form can be expressed as a direct sum
of matrices of only the following three typesV
(a) Jk./ Jk.−/ for  2 Cnf0g and any k,
(b) Jk.0/ Jk.0/ for any even k; and
(c) Jk.0/ for any odd k.
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3. The complex orthogonal case
Our first, and key, observation is that the similarity class of the complex ortho-
gonal group is generated by complex symmetric similarities.
Lemma 1. Let A 2 Mn be nonsingular. The following are equivalentV
(a) A is similar to a complex orthogonal matrix;
(b) A is similar to a complex orthogonal matrix via a complex symmetric similarity;
(c) there exists a nonsingular complex symmetric S such that AT D SA−1S−1I and
(d) there exists a nonsingular complex symmetric S such that ATSA D S.
Proof. Assuming (a), suppose that X is nonsingular and XAX−1 D L is complex
orthogonal. The algebraic polar decomposition [3, Theorem 6.4.16] ensures that
there is a nonsingular complex symmetricG and a complex orthogonalQ such that
X D QG. Then L D XAX−1 D QGAG−1QT, so GAG−1 D QTLQ is a product
of complex orthogonal matrices and hence is complex orthogonal. Assuming (b),
suppose that A D GQG−1 for some complex symmetricG and complex orthogonal
Q. Then A−1 D GQTG−1 and AT D G−1QTG D G−2A−1G2, which is (c) with
S D G−2. Now assume (c) and write S D Y TY for some Y 2 Mn [2, Corollary
4.4.6], so AT D SA−1S−1 D Y TYA−1Y−1Y−T; or .YAY−1/T D Y−TATY T
D YA−1Y−1 D .YAY−1/−1I YAY−1 is therefore complex orthogonal and so (a)
follows. The equivalence of (c) and (d) is clear. 
Since a complex orthogonal matrix A is similar to AT D A−1, to each Jordan
block Jk./ ofA there is a corresponding Jordan block Jk.−1/. When 2 6D 1, these
two Jordan blocks are different, so they are paired; when 2 D 1, they are the same,
so there is no evident pairing—but there is a pairing if k is even. As a first step, we
show that each of the pairs of Jordan blocks described in Theorem 1 (a)–(c) is similar
to a complex orthogonal matrix.
Lemma 2. For any positive integer k and any  =D 0; Jk./ Jk.−1/ is similar to
a complex orthogonal matrix.
Proof. Let B be any symmetric matrix to which Jk./ is similar, and define the
symmetric matrix
H 

0 I
I 0

2 M2k: (1)
Then Jk./ Jk.−1/ is similar to Jk./ Jk./−1, which is similar to
B  B−1. Moreover,
H

B  B−1
−1
H−1 D H

B−1  B

H D B  B−1 D

B  B−1
T
:
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Thus, Jk./ Jk.−1/ is similar to B  B−1, which by Lemma 1 is similar to a
complex orthogonal matrix. 
Our next step is to show that each of the Jordan blocks described in Theorem 1
(d) and (e) is similar to a complex orthogonal matrix.
Lemma 3. For any odd positive integer k; each of Jk.1/ and Jk.−1/ is similar to a
complex orthogonal matrix.
Proof. Since Jk.−1/ is similar to −Jk.1/, it is sufficient to prove that Jk.1/ is
similar to a complex orthogonal matrix whenever k is an odd positive integer. We
use Lemma 1 and note that the case k D 1 is trivial: J1.1/T D S1J1.1/−1S−11 with
S1  [1] : For each successive n D 1; 2; : : : we show how to construct a nonsingular
symmetric S2nC1 such that
J T2nC1.1/S2nC1J2nC1.1/ D S2nC1: (2)
For n D 1, look for an S3 of the form
S3 D
240 0 10 −S1 x1
1 x1 0
35 D
240 0 10 −1 x1
1 x1 0
35 ;
which is automatically symmetric and nonsingular. It satisfies the constraints (6),
and hence the identity (2), if and only if −1C x1 C x1 D 0; the choice x1 D 1=2 is
forced on us. For n D 2, look for an S5 of the form
S5 D
240 0 10 −S3 x
1 xT 0
35 D
266664
0 0 0 0 1
0 0 0 −1 x1
0 0 1 − 12 x2
0 −1 − 12 0 0
1 x1 x2 0 0
377775 ;
which again is automatically symmetric and nonsingular. The constraints (6) require
that−1− 1=2C x1 D 0 and−1=2C 0C x2 D 0, so the choices x1 D 3=2 and x2 D
1=2 are forced on us. The pattern of the construction is now clear: with n > 3 and
a constructed S2n−1 in hand (necessarily symmetric and nonsingular), look for an
S2nC1 of the form
S2nC1 D
240 0 10 −S2n−1 x
1 xT 0
35 (3)
for some
x D x1 x2 : : : x2n−2 0T 2 C2n−1: (4)
Let ek 2 C2n−1 have a 1 in position k and zeroes elsewhere. Then
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J2nC1.1/TS2nC1J2nC1.1/
D
24 1 0 0e1 J2n−1.1/T 0
0 eT2n−1 1
35240 0 10 −S2n−1 x
1 xT 0
35241 eT1 00 J2n−1.1/ e2n−1
0 0 1
35
D
240 0 10 −J2n−1.1/TS2n−1J2n−1.1/ e1 C J2n−1.1/T .x − S2n−1e2n−1/
1 eT1 C .x − S2n−1e2n−1/T J2n−1.1/ −eT2n−1S2n−1e2n−1 C xTe2n−1
35
D
240 0 10 −S2n−1 e1 C J2n−1.1/T .x − S2n−1e2n−1/
1 eT1 C .x − S2n−1e2n−1/T J2n−1.1/ 0
35 ;
where the last equality relies on (2) for n− 1 and the requirements in (3) and (4) that
the lower right entry of S2n−1 and the last entry of x are both zero. In order to satisfy
(2), x must satisfy
e1 C J2n−1.1/T .x − S2n−1e2n−1/ D x;
which is equivalent to
J2n−1.0/Tx D J2n−1.1/TS2n−1e2n−1 − e1I
fortunately, this equation has a unique solution of the form (4). Alternatively, we may
use the constraints (6) to determine (uniquely) x1, x2; : : : ; x2n−2 in succession. 
Since a direct sum of matrices that are individually similar to complex orthogonal
matrices must be similar to a complex orthogonal matrix, the preceding two results
establish the sufficiency of the conditions in Theorem 1. We now turn to establishing
their necessity. The only issue is the asserted impossibility of having an odd number
of Jordan blocks of a given even dimension associated with either of the eigenval-
ues C1 or −1. The following technical lemma is the key to our explanation of this
phenomenon.
Lemma 4. SupposeX D xij  2 Mn;m satisfies
J Tn .1/XJm.1/ D X: (5)
Then the first column of X is zero if either .a/ n < m; or .b/ n D m; n is even; and
X is symmetric.
Proof. A computation reveals that (5) holds if and only if xi−1;j−1 C xi−1;j C
xi;j−1 C xi;j D xi;j for all i D 1; : : : ; n and all j D 1; : : : ;m, where we adopt the
convention that xp;q  0 if either p D 0 or q D 0. Thus, (5) is equivalent to the
constraints
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xi−1;j−1 C xi−1;j C xi;j−1 D 0 for all i D 1; : : : ; n and all j D 1; : : : ;m: (6)
Examining (6) for i D 1; 2; ::: shows that x1;1 D x1;2 D    D x1;m−1 D 0, x2;1 D
   D x2;m−2 D 0, and, indeed, that xij D0 whenever i C j 6 m. In particular, xi;1 D
0 for all i D 1; : : : ; n if n < m. Now suppose that m D n. We already know that the
entire triangular portion of X above its counter-diagonal is filled with zeroes; in par-
ticular, xi;1 D 0 for i D 1; : : : ; n− 1. For j D n− i C 2, (6) ensures that xi−1;n−iC2
C xi;n−iC1 D 0 for all i D 2; : : : ; n; in particular, xn;1 D .−1/nC1x1;n. If X is sym-
metric, then xn;1 D x1;n as well, so xn;1 D 0 if X is symmetric and n is even. 
We now apply this observation to exclude unpaired Jordan blocks of the form
Jk.1/ with k even.
Lemma 5. Let r; k1; : : : ; kr be positive integers with k1 even; and suppose that k1 >
k2 >    > kr if r > 1. Then neither Jk1.1/     Jkr .1/ nor Jk1.−1/   
Jkr .−1/ is similar to a complex orthogonal matrix.
Proof. First consider the case  D 1 and suppose that J  Jk1.1/     Jkr .1/ is
similar to a complex orthogonal matrix. Lemma 1 guarantees that there is a nonsin-
gular symmetric S such that J TSJ D S, so Jki .1/TSij Jkj .1/ D Sij for i; j D 1; :::; r ,
where we partition S D TSij U with each Sij 2 Mki;kj . Since S11 is symmetric and has
even dimension, and since k1 > ki for all i D 2; :::; r if r > 1, Lemma 4 ensures that
the first column of Si;1 is zero for all i D 1; :::; r , so S is singular. This contradiction
establishes the case  D 1. The case  D −1 now follows immediately, since Jk.−1/
is similar to −Jk.1/. 
A simple argument permits us to combine the two exclusions described in the
preceding lemma.
Theorem 3. Let r; k1; : : : ; kr and p; l1; : : : ; lp be positive integers with k1 and l1
evenI suppose that k1 > k2 >    > kr if r > 1 and that l1 > l2 >    > lp if p > 1.
Then Jk1.1/     Jkr .1/ Jl1.−1/     Jlp .−1/ is not similar to a complex
orthogonal matrix.
Proof. Write JC  Jk1.1/     Jkr .1/ and J−  Jl1.−1/     Jlp .−1/. If JCJ− is similar to a complex orthogonal matrix, then there is a symmetric nonsingular
S such that .J TC  J T−/S D S.J−1C  J−1− /. Partition S D TSij Ui;jD1;2 conformally to
JC  J−. Then J TCS12 D S12J−1− , so S12 D 0 since JC and J−1− have no eigenval-
ues in common ([2, Problem 9 or 13, Section 2.4] or [3, Theorem 4.4.6]). Then
S21 D ST12 D 0 and S D S11  S22. Lemma 1 ensures that both JC and J− are similar
to complex orthogonal matrices, which contradicts Lemma 5. 
The last ingredient in our proof of necessity is the following cancellation lemma.
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Lemma 6. Let C 2 Mk be similar to a complex orthogonal matrix. If B  C is
similar to a complex orthogonal matrix for some B 2 Mn; then B is similar to a
complex orthogonal matrix.
Proof. If SCS−1 is complex orthogonal, then .In  S/.B  C/.In  S/−1 D B 
SCS−1, so there is no loss of generality if we assume that C is complex orthogonal.
Suppose C and A  X .B  C/X−1 are complex orthogonal. Then
AT D X−T.BT  CT/XT D X.B−1  CT/X−1 D A−1;
so (
BT  CTXTX D XTX B−1  CT
and we see that there is an S such that(
BT  CT S D S B−1  CT and S D ST is nonsingular. (7)
Partition S D Sij i;jD1;2 conformally to B  C, so S21 D ST12 and both S11 and
S22 are symmetric. We now show that there is an S satisfying (7) for which S22
is nonsingular. Adding 0 tCT to both sides of (7) gives
BT 0
0 CT
 
S11 S12
ST12 S22 C tI

D

S11 S12
ST12 S22 C tI
 
B−1 0
0 CT

:
Let
S.t/ 

S11 S12
ST12 S22 C tI

;
and define the polynomial p.t/  detS.t/. Then p.0/ 6D 0, so p is not the zero
polynomial. Since there are only finitely many values of t 2 C for which p.t/ D 0
and S22 C tI is singular, we may assume that S22 is nonsingular and S satisfies (7).
The identity
S11 S12
ST12 S22
 
I 0
−S−122 ST12 I

D

S11 − S12S−122 ST12 S12
0 S22

shows that Y  S11 − S12S−122 ST12, the Schur complement of S22 in S, is nonsin-
gular; it is also symmetric since S11 and S22 are both symmetric. Comparing the
block entries of both sides of (7) gives the four identities (a) BTS11 D S11B−1, (b)
BTS12 D S12CT, (c) CTST12 D ST12B−1, and (d) CTS22 D S22CT. Taking the trans-
pose of (b) gives ST12B D CST12, and taking the inverse in (d) gives S−122 C D CS−122 .
Hence,
S−122 .S
T
12B/ D S−122 .CST12/ D CS−122 ST12:
Invoking (b) and the orthogonality of C now gives
BT.S12S
−1
22 S
T
12/D.BTS12/.S−122 ST12B/B−1
D.S12CT/.CS−122 ST12/B−1
D.S12S−122 ST12/B−1:
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Subtracting this identity from (a) givesBTY D YB−1. Since Y is nonsingular and
symmetric, Lemma 1 ensures that B is similar to a complex orthogonal matrix. 
We now can resolve the last open issue involving the necessity of the conditions
in Theorem 1.
Theorem 4. Let A be a complex orthogonal matrix. Then the even-sized Jordan
blocks of A corresponding to each of the eigenvaluesC1 and −1 are paired.
Proof. Take the direct sum of all the pairs of Jordan blocks of A of the form Jk./
and Jk.−1/ and denote it by C1; notice that C1 contains all pairs of Jordan blocks
of A with eigenvalues1. Now take the direct sum of all the remaining (necessarily
unpairable) odd-sized Jordan blocks of A with eigenvalues C1 or −1, if any, and
denote it by C2. Let C  C1  C2. If C contains all the Jordan blocks of A, we are
done; if not, let B denote the direct sum of all the remaining Jordan blocks of A that
have not been incorporated into C. Notice that B must be a direct sum of only single
unpairable even-sized Jordan blocks with eigenvalues either C1 or −1. Theorem 3
ensures that B is not similar to a complex orthogonal matrix. According to Lemmata
2 and 3, C is similar to a complex orthogonal matrix. Lemma 6 now guarantees that
B is similar to a complex orthogonal matrix, so the direct sum forming B must be
empty. 
4. The skew-symmetric case
Let A 2 Mn be a given skew-symmetric matrix. Since A is similar to AT D −A,
to each Jordan block Jk./ ofA there is a corresponding block Jk.−/. When  6D 0,
these two Jordan blocks are different, so they are paired; when  D 0, they are the
same, so it is not evident that there is any pairing—but again there is in the even-
dimensional case. Our approach to Theorem 2 parallels our approach to Theorem 1
and relies on it.
The same argument as in the proof of Lemma 1 shows that complex symmetric
similarities play a special role in the similarity class of the complex skew-symmetric
matrices.
Lemma 7. A given A 2 Mn is similar to a complex skew-symmetric matrix if and
only if there is a nonsingular symmetric S such that AT D −SAS−1.
Lemma 8. For any positive integer k and any  2 C; Jk./ Jk.−/ is similar to
a skew-symmetric matrix.
Proof. Let B be any symmetric matrix to which Jk./ is similar, so that Jk./
Jk.−/ is similar to the symmetric matrix B  .−B/. With the nonsingular symmet-
ric matrix H defined in (1), one checks that B  .−B/ D −H .B  .−B//H−1,
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so Lemma 7 ensures that B  .−B/, and hence Jk./ Jk.−/, is similar to a
skew-symmetric matrix. 
Lemma 9. For any odd positive integer k; Jk.0/ is similar to a skew-symmetric
matrix.
Proof. Using Lemma 7, it suffices to exhibit a nonsingular symmetric S such that
J Tk .0/S D −SJk.0/. Let S 2 Mk have counterdiagonal entries 1;−1; 1;−1; : : : and
zero entries elsewhere:
S 
2666664
0 0    0 1
0 0    −1 0
:::
:::
:::
:::
0 −1    0 0
1 0    0 0
3777775 :
Then S is nonsingular and, since k is odd, it is symmetric. 
The preceding two results establish the sufficiency of the conditions in Theorem
2. The following lemma relies on Lemma 5 and the observation that eA is complex
orthogonal whenever A is skew-symmetric:
(
eA
T D eAT D e−A D (eA−1.
Lemma 10. Let r; k1; : : : kr be positive integers with k1 even; and suppose that
k1 > k2 >    > kr if r > 1. Then Jk1.0/     Jkr .0/ is not similar to a skew-
symmetric matrix.
Proof. If J  Jk1.0/     Jkr .0/ is similar to a skew-symmetric matrix, then eJ
is similar to a complex orthogonal matrix, whose Jordan Canonical Form is Jk1.1/    Jkr .1/, which contradicts Lemma 5 . 
The following cancellation lemma is an analog of Lemma 6.
Lemma 11. Let C be similar to a skew-symmetric matrix. If B  C is similar to a
skew-symmetric matrix; then B is also similar to a skew-symmetric matrix.
Proof. Using the argument and notation of Lemma 6, one shows that there is a
nonsingular symmetric S with S22 nonsingular such that(
BT −C S D S .−B −C/ (8)
The four identities obtained from (8) are (a0)BTS11 D −S11B, (b0)BTS12 D −S12C,
(c0) CST12 D ST12B, and (d0) CS22 D S22C. Using (b0), (d0), and (c0), we find that
BTS12S
−1
22 S
T
12 D −ST12CS−122 ST12 D −ST12S−122 CST12 D −ST12S−122 ST12B:
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Subtracting this identity from (a0) gives BTY D −YB, so Lemma 7 ensures that
B is similar to a skew-symmetric matrix. 
Just as in the preceding section, the following result completes the proof of neces-
sity of the conditions in Theorem 2; its proof is entirely parallel to that of Theorem 4.
Theorem 5. Let A 2 Mn be skew-symmetric. Then the even-sized singular Jordan
blocks of A are paired.
5. Other results
The matrix eS is complex orthogonal whenever S 2 Mn is skew-symmetric, but
not every complex orthogonal matrix can be achieved in this way. For example, when
n D 1, the only skew-symmetric matrix is S D [0], andQ D [−1] =D e0. More gener-
ally, consider a complex orthogonalQ that is similar to Jk.−1/with k odd. IfQ D eS
for some skew-symmetric matrix S, then S can have only one block in its Jordan Ca-
nonical Form, and that block must be Jk.im/ for some odd integerm; this violates
Theorem 2. Using Theorem 2, it is not difficult to characterize the complex ortho-
gonal matrices that can be represented as eS for some complex skew-symmetric S.
Theorem 6. Let Q be a complex orthogonal matrix. There exists a skew-symmetric
S such that Q D eS if and only if for each odd positive integer k; the number of
blocks Jk.−1/ in the Jordan Canonical Form of Q is even .possibly zero/.
Proof. Suppose Q D eS , with S skew-symmetric. Theorem 2 guarantees that each
Jordan block Jk.im/ of S with eigenvalue im and m an odd integer is paired
with a corresponding block Jk.−im/. Since these are the only Jordan blocks of S
that can create Jordan blocks of Q with eigenvalue−1, it follows that all odd-sized
Jordan blocks of Q with eigenvalue−1 come in pairs.
Conversely, suppose that the odd-sized Jordan blocks of Q with eigenvalue −1
can be paired. If the Jordan Canonical Form ofQ contains Jk./ Jk.−1/ for some
 2 Cnf0g, let S have a pair of Jordan blocks of the form Jk.ln/ Jk.− ln/,
where the same branch of ln is chosen in both blocks. Do the same when  D 1
and k is even, and when  D −1 and k is odd. If Q has a Jordan block of the
form Jk.1/ with k odd, let S have a Jordan block Jk.0/. With such a choice for
S, Q and eS are similar. Since they are both complex orthogonal matrices, they are
complex orthogonally similar [3, Corollary 6.4.19], say, Q D Q1eSQT1 D eQ1SQ
T
1 ,
andQ1SQT1 is skew-symmetric. 
Theorem 7. LetA be a complex orthogonal matrix. ThenA D B2 for some complex
orthogonal B 2 Mn if and only if for each positive integer k; the number of blocks
Jk.−1/ in the Jordan Canonical Form of A; if any; is even.
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Proof. Suppose A D B2 for some complex orthogonal B. Then the only Jordan
blocks of A with eigenvalue−1 must come from pairs of Jordan blocks of B of the
form  .Jk.i/ Jk.−i//. This guarantees that the Jordan blocks of A with eigen-
value−1 can be paired.
Conversely, suppose that the Jordan blocks of A corresponding to −1 can be
paired. Then for every pair Jk./ Jk.−1/, take a complex orthogonal matrix that
has a Jordan block of the form Jk.
p
/ Jk..
p
/−1/, where the same branch of
the square root is chosen in both blocks. The only blocks that cannot be written this
way are the odd-dimensional Jordan blocks with eigenvalue 1. But Jk.1/ is similar
to J 2k .1/. As in Theorem 6, the proof can be finished by invoking the fact that two
similar complex orthogonal matrices are complex orthogonally similar [3, Corollary
6.4.19]. 
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