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The demonstration of quantum speedup, also known as quantum computational supremacy, that
is the ability of quantum computers to outperform dramatically their classical counterparts, is an
important milestone in the field of quantum computing. While quantum speedup experiments are
gradually escaping the regime of classical simulation, they still lack efficient verification protocols and
rely on partial validation. To that end, we derive an efficient protocol for verifying with single-mode
Gaussian measurements the output states of a large class of continuous variable quantum circuits
demonstrating quantum speedup, including Boson Sampling experiments, with and without i.i.d.
assumption, thus enabling a convincing demonstration of quantum speedup with photonic computing.
Beyond the quantum speedup milestone, our results also enable the efficient and reliable certification
of a large class of intractable continuous variable multi-mode quantum states.
I. INTRODUCTION
Quantum information promises many technological appli-
cations beyond classical information [1–4]. For quantum
computing, Shor’s famous factoring algorithm [5] has high-
lighted the possibility of spectacular quantum advantages
over classical computing. The ability of quantum comput-
ers to greatly outperform their classical counterparts is
referred to as “quantum computational supremacy” [6, 7],
or quantum speedup [8]. We use the latter terminology
in this article.
While a universal quantum computer factoring large
products of primes would provide a compelling evidence
of quantum speedup, the experimental requirements as-
sociated with such a demonstration preclude its reali-
sation in the near future [9]. For that reason, various
sub-universal models of quantum computing, such as Bo-
son Sampling [10], have been introduced [11–15]. Beyond
their conceptual relevance, these models, although not
believed to possess the full computational power of a
universal quantum computer, enable the possibility of
a demonstration of quantum speedup in the near term,
under certain complexity-theoretic assumptions. Each of
these sub-universal models is associated with a computa-
tional problem that the model solves efficiently, but which
is hard to solve for classical computers. These computa-
tional problems are sampling problems, for which the task
is to draw random samples from an ideal probability distri-
bution fixed by the model. In practice, any experimental
implementation would suffer from noise and imperfec-
tions, and would sample from an imperfect probability
distribution which approximates the ideal one. Hence,
the fact that even an approximate version of the sam-
pling problem associated with a sub-universal model is
hard for classical computers is crucial for an experimental
demonstration of quantum speedup. For all models, such
an approximate sampling hardness, which corresponds to
∗Electronic address: ulysse.chabaud@gmail.com
the fact that a probability distribution which has a small
constant total variation distance with the ideal probability
distribution is still hard to sample classically, comes at
the cost of assuming some additional reasonable—though
unproven—conjectures.
The experimental demonstration of quantum speedup
thus involves a quantum device solving efficiently a sam-
pling task which is provably hard to solve for classical
computers under reasonable theoretical assumptions, to-
gether with a verification that the quantum device indeed
solved the hard task [7]. While the former has been re-
cently achieved with random superconducting circuits [16],
the latter is still incomplete and relying on various ques-
tionable assumptions [17–19], and verification is a crucial
missing point for a convincing demonstration of quantum
speedup.
The setting of verification involves two parties, which
in the language of interactive proof systems are referred
to as the prover and the verifier. The prover is conceived
as a powerful, untrusted party, while the verifier is a
trusted party with restricted computational power. The
verifier asks the prover to perform a computational task
and verifies its correct behaviour, with possibly multiple
rounds of interaction. While this setting corresponds to
a cryptographic scenario between two parties, e.g., in the
case of delegated computing, it also embeds the notion of
certification of a physical experiment, where the experi-
ment behaves as the prover and the experimenter as the
verifier. Assumptions can be made on the prover, such as
restricting its computational capabilities or assuming that
it follows a specific behaviour. In the physical picture, this
corresponds for example to choosing a noise model for an
experiment. A common assumption is the so-called inde-
pendently and identically distributed (i.i.d.) assumption,
i.e., assuming that the output of the quantum experiment
is the same at each run. Assuming i.i.d. behaviour for
the prover leads to more efficient verification protocols,
and this assumption can usually be removed using cryp-
tographic techniques at the cost of an increased number
of runs in the protocol [20, 21]. We use the language of
interactive proof systems in what follows, but we empha-
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2sise that our results are not restricted to that particular
context and are relevant especially in experimental sce-
narios. There has been much work done on verification of
universal quantum computation [21–23], much less when
the verification is limited to sub-universal models. We
now briefly review the state of affairs in this direction.
A verification protocol for a quantum speedup exper-
iment should guarantee the closeness in total variation
distance between the experimental probability distribu-
tion and the ideal probability distribution [7]. Such a
verification is especially difficult because of the nature
of the computational task at hand, i.e., sampling from
an almost uniform probability distribution over an ex-
ponentially large sample space. In particular, any ef-
ficient non-interactive verification of current quantum
speedup experiments with a verifier restricted to classical
computations requires additional cryptographic assump-
tions [24]. Existing verification protocols for quantum
speedup with a classical verifier either rely on little-studied
assumptions [12, 25, 26], or induce an overhead for the
prover [23, 27, 28] which prevents a near-term use for an
experimental demonstration of quantum speedup.
Weaker but more resource-efficient methods of verifica-
tion with a classical verifier, which is sometimes referred
to as validation [29], consist in performing a partial verifi-
cation, where only specific properties of the experimental
probability distribution are tested. For example, the
verifier may perform statistical tests using experimen-
tal samples [14, 16], compare the experimental probabil-
ity distribution with specific mock-up distributions [30],
or benchmark the individual components in the experi-
ment. Ultimately, validation relies on making additional
assumptions about the inner functionning of the quantum
device [31].
In order to avoid relying on such undesirable assump-
tions, while keeping verification within near-term experi-
mental reach, another way for performing verification is
to allow the verifier to have minimal quantum capabilities.
In that context, the purpose of the verifier is to obtain a
reliable bound on the trace distance between the output
state produced by the prover and the ideal, target state,
which in turn implies a bound on the distance between
the tested and target probability distributions of the sam-
ples [32]. This can done by obtaining, e.g., an estimate
of the fidelity with the target state, or a fidelity witness,
i.e., a tight lower bound on the fidelity [33].
In the context of quantum computing in finite-
dimensional Hilbert spaces [32], this minimal quantum
capability corresponds, e.g, to being only able to prepare
single-qubit or qudit states or to perform local measure-
ments. Protocols for verification of Instantaneous Quan-
tum Polynomial time circuits [12] with these minimal
requirements have been derived under the i.i.d. assump-
tion with single-qubit states [34] or with local measure-
ments [35] and more recently without the i.i.d. assump-
tion with single-qubit states [36] or with local measure-
ments [37].
Similarly in the context of infinite-dimensional Hilbert
spaces [38], which includes Boson Sampling and related
sub-universal models [10, 39–44], this minimal quantum
capability corresponds, e.g., to being only able to prepare
single-mode Gaussian states, or to perform single-mode
Gaussian measurements. Gaussian state preparations
and measurements are at the same time well understood
theoretically [45], classically simulable [46], and routinely
implemented at large scales experimentally [47–49]. How-
ever, there is no efficient verification protocol using single-
mode Gaussian state preparation nor single-mode Gaus-
sian measurements for Boson Sampling with input single
photons: current methods used for the validation of Boson
sampling are either not scalable or only provide partial
certificates on the tested probability distribution [29, 50–
54].
II. RESULTS
Our contribution is three-fold: we introduce three nonin-
teractive protocols (detailed below) for the reliable certi-
fication of continuous variable quantum states, where the
verifier only needs to perform classical computations and
single-mode Gaussian measurements, namely heterodyne
detection [55], in order to verify an unknown state sent
by an untrusted prover. The three protocols share the
same structure, depicted in Fig. 1.
For each of our three protocols, we derive one version
assuming i.i.d. behaviour for the prover and another ver-
sion making no assumptions whatsoever on the prover.
Other than that, all protocols rely solely on the verifier
having access to single-mode heterodyne detection and
on the validity of quantum mechanics. Moreover, all pro-
tocols are robust and efficient, as they provide analytical
confidence intervals and require a polynomial number of
measurements in the number of modes and in the size of
the confidence interval.
Firstly, generalising several results from [56, 57], we
derive a protocol for reliably estimating the fidelity of
an unknown continuous variable quantum state with
any single-mode continuous variable quantum state of
bounded support over the Fock basis using heterodyne
detection (Protocol 1).
Secondly, using this single-mode fidelity estimation pro-
tocol as a subroutine, we obtain a protocol for reliably
estimating a fidelity witness, i.e., a tight lower bound on
the fidelity, for a large class of multi-mode continuous
variable quantum states using heterodyne detection of an
unknown state (Protocol 2). For m modes, this class of
certifiable states corresponds to the m-mode states of the
form: (
m⊗
i=1
Gˆi
)
Uˆ
(
m⊗
i=1
|Ci〉
)
, (1)
where Uˆ is an m-mode passive linear transformation (a
unitary transformation of the creation and annihilation
3operators of the modes), where each state |Ci〉 is a single-
mode pure state with bounded support over the Fock basis,
and where each operation Gˆi is a single-mode Gaussian
unitary, for all i ∈ {1, . . . ,m}.
Thirdly, using this multi-mode fidelity witness estima-
tion protocol as a subroutine, we obtain a protocol for
verifying the output states of Boson Sampling experi-
ments (Protocol 3). Our protocol provides a certificate
on the total variation distance between the experimen-
tal and ideal probability distributions for any observable,
efficiently in the number of modes and input photons,
thus enabling a convincing demonstration of quantum
speedup with photonic quantum computing. Moreover,
the verification protocol is implemented within the same
experimental setup, simply by replacing the output detec-
tors by balanced heterodyne detection. We also optimise
the efficiency of the protocol to the specific setting of
Boson Sampling.
Note that other fidelity witnesses for multi-mode pho-
tonic state preparations have been introduced in [58].
However, the number of measurements needed to estimate
with constant precision the output state of a Boson Sam-
pling interferometer with n input photons over m modes
with their witnesses scales as Ω(mn+4), under the i.i.d.
assumption, while we show that our protocol provides the
same precision with O(m2+t logm) measurements (where
the prefactor in the O depends on a free parameter t > 0).
Moreover, we are able to remove the i.i.d. state prepa-
ration assumption, at the cost of an increased—though
still polynomial—number of measurements needed for the
same estimate precision and confidence interval.
The rest of the paper is structured as follows: we
recall heterodyne detection in section III, we present our
single-mode fidelity estimation protocol in section IV,
we introduce our multi-mode fidelity witness estimation
protocol in section V and we discuss the verification of
Boson Sampling in section VI. Finally, we conclude in
section VII.
III. HETERODYNE DETECTION
Hereafter, m denotes the number of modes and {|n〉}n∈N
is the single-mode Fock basis. Let us define the single-
mode displacement operator Dˆ(β) = exp[βaˆ† − β∗aˆ], for
all β ∈ C, and the single-mode squeezing operator Sˆ(ξ) =
exp[ 12 (ξ
∗aˆ − ξaˆ†)], for all ξ ∈ C, where aˆ† and aˆ are
the creation and annihilation operators of the mode [59],
respectively. We use bold math for multi-mode notations.
For all β, ξ ∈ Cm, we write Dˆ(β) = ⊗mi=1 Dˆ(βi) and
Sˆ(ξ) =
⊗m
i=1 Sˆ(ξi).
Heterodyne detection, also called double homodyne,
dual-homodyne or eight-port homodyne detection [47],
is a single-mode Gaussian measurement, projecting onto
(unnormalised) coherent states. Mathematically, mea-
suring a state ρ with heterodyne detection amounts to
sampling from its Husimi Q phase space quasiprobability
⇢N+M
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FIG. 1: A pictorial representation of the structure of our
protocols. The verifier (within the blue dashed rectangle)
asks the prover (black box) for N +M copies of some target
continuous variable pure quantum state. The prover sends a
(mixed) quantum state ρN+M over N +M subsystems (under
the i.i.d. assumption, this state is of the form ρ⊗N+M ). The
verifier measures N subsystems of ρN+M at random with
heterodyne detection and analyses the obtained samples to
check if the remaining state ρM over M subsystems is close to
M copies of the target state, with a precision parameter  > 0
and a confidence parameter δ > 0. If the answer is positive,
the verifier may then decide to use the verified state ρM for
any quantum information processing task. In an experimental
scenario, the blackbox prover corresponds to the experiment
while the experimenter plays the role of the verifier; in that
case, the state ρN+M is the output quantum state over N +M
runs of the experiment.
function [55]:
Qρ(α) =
1
pi
〈α|ρ|α〉 , (2)
where |α〉 = e− |α|
2
2
∑
n≥0
αn√
n!
|n〉 is the coherent state of
amplitude α ∈ C. Heterodyne detection corresponds to a
simultaneous noisy measurement of conjugate quadratures
and can be implemented experimentally by mixing the
state to be measured with the vacuum on a balanced beam
splitter and detecting both output branches with homo-
dyne detection. Unbalancing the beam splitter and chang-
ing the phase of the local oscillator in the homodyne detec-
tion also allows the measurement of squeezed quadratures
rotated in phase space (Fig. 2). We refer to this Gaussian
measurement as unbalanced heterodyne detection with un-
balancing parameter ξ ∈ C. The positive-operator valued
measure (POVM) elements of a tensor product of single-
mode unbalanced heterodyne detection over m modes
with unbalancing parameters ξ = (ξ1, . . . , ξm) ∈ Cm are
given by
Πξα =
1
pim
|α, ξ〉〈α, ξ| , (3)
for all α = (α1, . . . , αm) ∈ Cm, where |α, ξ〉 =⊗m
i=1 |αi, ξi〉 is a tensor product of squeezed coherent
states Sˆ(ξi)Dˆ(αi) |0〉. Writing ξ = reiθ, the unbalalancing
parameter is related to the optical setup by r = | log (TR) |,
where T and R are the reflectance and transmittance of
4-
-
⇢
<latexit sha1_ba se64="94wfdLRRBjCkyTC3Y5p5yTs2 egQ=">AAAB63icbVDLSgNBEOz1GeMr6 tHLYBA8hd0o6DHoxWME84BkCbOT2eyQ eSwzs0II+QUvHhTx6g9582+cTfagiQ UNRVU33V1Rypmxvv/tra1vbG5tl3bKu 3v7B4eVo+O2UZkmtEUUV7obYUM5k7Rl meW0m2qKRcRpJxrf5X7niWrDlHy0k5 SGAo8kixnBNpf6OlGDStWv+XOgVRIUp AoFmoPKV3+oSCaotIRjY3qBn9pwirVl hNNZuZ8ZmmIyxiPac1RiQU04nd86Q+ dOGaJYaVfSorn6e2KKhTETEblOgW1il r1c/M/rZTa+CadMppmlkiwWxRlHVqH8 cTRkmhLLJ45gopm7FZEEa0ysi6fsQg iWX14l7XotuKzVH66qjdsijhKcwhlcQ ADX0IB7aEILCCTwDK/w5gnvxXv3Phat a14xcwJ/4H3+ACD6jks=</latexit>
LO
vacuum
⇠
<latexit sha1_base64="Y9AsMRvmdxTQqcE8J uUntKKm/5U=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120i7dbMLuRiyh P8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1 A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LBjBP0IzqQPOSMGivdd594r1R2K+4MZJl4OSlDjnqv9 NXtxyyNUBomqNYdz02Mn1FlOBM4KXZTjQllIzrAjqWSRqj9bHbqhJxapU/CWNmShszU3xMZjbQeR4 HtjKgZ6kVvKv7ndVITXvkZl0lqULL5ojAVxMRk+jfpc4XMiLEllClubyVsSBVlxqZTtCF4iy8vk2 a14p1XqncX5dp1HkcBjuEEzsCDS6jBLdShAQwG8Ayv8OYI58V5dz7mrStOPnMEf+B8/gBdM43Z</l atexit>
FIG. 2: A schematic representation of optical single-mode
unblanced heterodyne detection of a state ρ, with unbalancing
parameter ξ. The dashed red lines represent beam splitters.
LO stands for local oscillator, i.e., a strong coherent state.
The blue cylinders are photodiode detectors.
the unbalanced beam splitter, respectively, with θ being
the phase of the local oscillator [42].
With these properties of heterodyne detection laid out,
we detail in the following section our single-mode fidelity
estimation protocol based on heterodyne detection.
IV. SINGLE-MODE FIDELITY ESTIMATION
Normalised single-mode pure quantum states with
bounded support over the Fock basis are referred to as core
states [60, 61]. In what follows, we introduce a protocol
for estimating the fidelity of any single-mode continuous
variable (mixed) quantum state with any target core state
using heterodyne detection, by generalising heterodyne
fidelity estimates from [56, 57]. We give two versions of
our protocol, with and without the i.i.d. assumption.
We denote by E
α←D
[f(α)] the expected value of a func-
tion f for samples drawn from a distribution D. Let us
introduce for k, l ≥ 0 the polynomials
Lk,l(z) = ezz∗ (−1)
k+l
√
k!
√
l!
∂k+l
∂zk∂z∗l
e−zz
∗
=
min (k,l)∑
p=0
√
k!
√
l!(−1)p
p!(k − p)!(l − p)!z
l−pz∗k−p,
(4)
for z ∈ C, which are, up to a normalisation, the Laguerre
2D polynomials appearing in the expression of quasiprob-
ability distribution of Fock states [62]. Following [57],
for all k, l ∈ N, we introduce with these polynomials the
functions
fk,l(z, η) =
1
η1+
k+l
2
e(1−
1
η )zz
∗Ll,k
(
z√
η
)
, (5)
for all z ∈ C and all 0 < η < 1. Now let us define, for
all p ∈ N∗, all z ∈ C and all 0 < η < 1, the generalised
functions:
g
(p)
k,l (z, η) :=
p−1∑
j=0
(−1)jηjfk+j,l+j(z, η)
√(
k + j
k
)(
l + j
l
)
.
(6)
The functions z 7→ g(p)k,l (z, η) are polynomials multiplied
by a converging Gaussian function and are thus bounded
over C. Using these functions, we derive the following
result:
Lemma 1. Let p ∈ N∗, let k, l ∈ N and let 0 < η ≤
p+1
p
√
(k+p+1)(l+p+1)
. Let ρ =
∑+∞
i,j=0 ρij |i〉〈j| be a single-
mode density operator. Then,∣∣∣∣ρkl − Eα←Qρ[g(p)k,l (α, η)]
∣∣∣∣ ≤ ηp
√(
k + p
k
)(
l + p
l
)
, (7)
where the function g
(p)
k,l is defined in Eq. (6).
We give a proof in Appendix A. In particular, since hetero-
dyne detection corresponds to sampling from the Husimi
Q function of the measured state, this result enables esti-
mating an element k, l of the density matrix from samples
of heterodyne detection by computing the mean of the
function z 7→ g(p)k,l (z, η) over these samples. These het-
erodyne estimates generalise both the ones introduced
in [56], which we retrieve in the limit η → 1 and for which
an assumption on the size of the support of the measured
state is necessary, and the ones introduced in [57], which
we retrieve by setting p = 1 and which yield less efficient
estimates.
Additionnally, for any core state |C〉 = ∑c−1n=0 cn |n〉
where c ∈ N∗, defining for all p ∈ N∗, all 0 < η < 1 and
all z ∈ C,
g
(p)
C (z, η) :=
∑
0≤k,l≤c−1
c∗kcl g
(p)
k,l (z, η), (8)
computing the mean of the function z 7→ g(p)C (z, η) over
samples from heterodyne detection of a state allows us to
estimate the fidelity of the measured state with the core
state |C〉.
Based on this result, we now present the version of
our single-mode fidelity estimation protocol under i.i.d.
assumption and discuss afterwards its version without
i.i.d. assumption:
Protocol 1 (Single-mode fidelity estimation). Let c ∈
N∗ and let |C〉 = ∑c−1n=0 cn |n〉 be a core state. Let also
N,M ∈ N∗, and let p ∈ N∗ and 0 < η < 1 be free
parameters. Let ρ⊗N+M be N +M copies of an unknown
single-mode (mixed) quantum state ρ.
1. Measure N copies of ρ with heterodyne detection,
obtaining the samples α1, . . . , αN ∈ C.
52. Compute the mean FC(ρ) of the function z 7→
g
(p)
C (z, η) (defined in Eq. (8)) over the samples
α1, . . . , αN ∈ C.
3. Compute the fidelity estimate FC(ρ)
M .
The value FC(ρ)
M obtained is an estimate of the fidelity
between the M remaining copies of ρ and M copies of
the target core state |C〉. The efficiency of the protocol
is summarised by the following result:
Theorem 1. Let , δ > 0. With the notations of Pro-
tocol 1, the estimate FC(ρ)
M is -close to the fidelity
F (|C〉⊗M , ρ⊗M ) with probability 1− δ for
N = O
((
M

)2+ 2cp
log
(
1
δ
))
. (9)
We give a detailed version of the theorem together with
its proof in Appendix B, which combines Lemma 1 with
Hoeffding’s inequality [63]. Since the parameter p ∈ N∗
may vary freely, the scaling can be brought arbitrarily
close to N = O((M )
2 log( 1δ )). In practice, since the
constant prefactor increases with p, an optimisation yields
the optimal choice for p which minimises N when M ,
 and δ are fixed. Moreover, the choice of the other
free parameter 0 < η < 1 contributes to minimising the
constant prefactor and the efficiency of Protocol 1 may
also be refined by taking into account the expression of
the single-mode target core state in the Fock basis.
Hence, Protocol 1 gives a reliable and efficient way
of estimating the fidelity of an unknown single-mode
continuous variable quantum state with any target core
state. These core states play an important role in the
characterisation of single-mode non-Gaussian states [61].
Additionnally, they form a dense subset (for the trace
norm) of the set of normalised single-mode pure quantum
states. Hence, given any target normalised single-mode
pure state |ψ〉, we can use our fidelity estimation protocol
by targeting instead a truncation of the state |ψ〉 in the
Fock basis in order to estimate the fidelity of any single-
mode continuous variable quantum state with the state
|ψ〉 using heterodyne detection.
In an experimental scenario, one may set M = 1 in Pro-
tocol 1 and deduce information about the output state
of a single run of the experiment. In a cryptographic
scenario, where the state ρ is provided by an untrusted
prover, the verifier may want to use some copies of the
state to perform fidelity estimation of the remaining M
copies, before using these remaining states for subsequent
quantum information processing. In that context, the
i.i.d assumption may no longer be justified: the quantum
state sent by the prover ρN+M over N +M subsystems
may no longer be of the form ρ⊗N+M , as all subsystems
can possibly be entangled with each other (as well as
with other quantum systems on the side of the prover).
Hence, we extend Protocol 1 to a version which does not
make the i.i.d. assumption, using a de Finetti reduction
from [57, 64]. The non-i.i.d. version of Protocol 1 ob-
tained is nearly identical, up to slight differences in the
classical post-processing: a small fraction of the measured
subsystems have to be discarded at random and another
fraction of the samples are used for an energy test. This
comes at the cost of an increased number of measurements
which corresponds however to a polynomial overhead for
a polynomial precision and confidence. We give a detailed
analysis in Appendix C.
V. MULTI-MODE FIDELITY WITNESS
ESTIMATION
In this section, we extend our single-mode fidelity estima-
tion protocol from the previous section to the multi-mode
case, and we show that being able to estimate single-mode
fidelities with heterodyne detection is sufficient to esti-
mate tight fidelity witnesses, i.e., tight lower bounds on
the fidelity, for the large class of multi-mode states in
Eq. (1).
Note that the transformation in Eq. (1) may always be
expressed as Sˆ(ξ)Dˆ(β) Uˆ , where ξ,β ∈ Cm, since single-
mode Gaussian unitaries can be decomposed as a displace-
ment and a squeezing with complex parameter [59]. Note
also that an m-mode passive linear transformation Uˆ is as-
sociated with an m×m unitary matrix U which describes
its action on the creation and annihilation operators of
the modes [47].
Our extension to the multi-mode case is based on two
observations (Lemmas 2 and 3 hereafter).
Firstly, if all the single-mode subsystems ρi of a multi-
mode quantum state ρ are close enough to single-mode
pure states, then ρ is close to the tensor product of these
single-mode pure states. Formally:
Lemma 2. Let ρ be a state over m subsystems. For
all i ∈ {1, . . . ,m}, we denote by ρi = Tr{1,...,m}\{i}(ρ)
the reduced state of ρ over the ith subsystem. Let
|ψ1〉 , . . . , |ψm〉 be pure states. For all i ∈ {1, . . . ,m},
we write F (ρi, ψi) = 1− i, where F is the fidelity. Then,
1−
m∑
i=1
i ≤ F (ρ, ψ1 ⊗ · · · ⊗ ψm) ≤
m∏
i=1
(1− i). (10)
We give a proof in Appendix D. The left hand side of
Eq. (10) provides a lower bound on the fidelity, which
we show is tight for small i. Importantly, this fidelity
witness is only a function of the single-mode fidelities. In
particular, being able to estimate single-mode fidelities
with single-mode pure states using balanced heterodyne
detection is enough to estimate fidelity witnesses with
pure product states using balanced heterodyne detection.
At this point, we may estimate tight fidelity witnesses
for pure product states using Protocol 1 for each of the
single-mode subsystems in parallel. We make use of the
properties of heterodyne detection in order to further
extend the class of target states for which a tight fidelity
witness can be efficiently obtained.
6Secondly, a passive linear transformation followed by
single-mode Gaussian unitary operations before unbal-
anced heterodyne detection is equivalent to perform-
ing balanced heterodyne detection directly, then post-
processing efficiently the classical samples. Formally:
Lemma 3. Let β, ξ ∈ Cm and let Vˆ = Sˆ(ξ)Dˆ(β) Uˆ ,
where Uˆ is an m-mode passive linear transformation with
m × m unitary matrix U . For all γ ∈ Cm, let α =
U†(γ − β). Then,
Πξγ = VˆΠ
0
αVˆ
†. (11)
We give a proof in Appendix E. A striking consequence is
that a certain class of quantum operations before a bal-
anced heterodyne measurement can be inverted efficiently
by unbalancing the detection and perfoming classical op-
erations on the samples instead. This result generalises
a technique used in continuous variable quantum key
distribution protocols based on heterodyne detection, as
well as in a scheme for homomorphic encryption of lin-
ear optics quantum computation [65], which allows one
to apply a unitary symmetrization at the level of the
classical samples rather than directly on the quantum
state [66]. In particular, for such a transformation Vˆ ,
if a multi-mode pure product state
⊗m
i=1 |ψi〉 can be
efficiently verified using balanced heterodyne detection,
then the state Vˆ
⊗m
i=1 |ψi〉 can be efficiently verified us-
ing unbalanced heterodyne detection by post-processing
classically the samples obtained.
This leads us to our multi-mode fidelity witness esti-
mation protocol. Like for Protocol 1, we give the version
of our protocol under i.i.d. assumption, and discuss after-
wards its version without i.i.d. assumption:
Protocol 2 (Multi-mode fidelity witness estimation). Let
c1, . . . , cm ∈ N∗. Let |Ci〉 =
∑ci−1
n=0 ci,n |n〉 be a core state,
for all i ∈ {1, . . . ,m}. Let Uˆ be an m-mode passive lin-
ear transformation with m × m unitary matrix U , and
let β, ξ ∈ Cm. We write |ψ〉 = Sˆ(ξ)Dˆ(β) Uˆ⊗mi=1 |Ci〉
the m-mode target pure state. Let N,M ∈ N∗, and let
p1, . . . , pm ∈ N∗ and 0 < η1, . . . , ηm < 1 be free parame-
ters. Let ρ⊗N+M be N+M copies of an unknown m-mode
(mixed) quantum state ρ.
1. Measure all m subsystems of N copies of ρ with
unbalanced heterodyne detection with unbalancing
parameters ξ = (ξ1, . . . , ξm), obtaining the vectors
of samples γ(1), . . . , γ(N) ∈ Cm.
2. For all k ∈ {1, . . . , N}, compute the vectors α(k) =
U†
(
γ(k) − β). We write α(k) = (α(k)1 , . . . α(k)m ) ∈
Cm.
3. For all i ∈ {1, . . . ,m}, compute the mean FCi(ρ)
of the function z 7→ g(pi)Ci (z, ηi) (defined in Eq. (8))
over the samples α
(1)
i , . . . , α
(N)
i ∈ C.
4. Compute the fidelity witness estimate Wψ = 1 −∑m
i=1 FCi(ρ)
M .
The value Wψ obtained is an estimate of a tight lower
bound on the fidelity between the M remaining copies
of ρ and M copies of the m-mode target state |ψ〉 =
Sˆ(ξ)Dˆ(β) Uˆ
⊗m
i=1 |Ci〉. The efficiency and completeness
of the protocol are summarised by the following result:
Theorem 2. Let , δ > 0. With the notations of Pro-
tocol 2, for all i ∈ {1, . . . ,m}, let ni be the number of
indices j ∈ {1, . . . ,m} such that cj = ci. Then,
1+logF (|ψ〉⊗M ,ρ⊗M )− ≤Wψ ≤ F (|ψ〉⊗M ,ρ⊗M )+,
(12)
with probability 1− δ, for
N = O
(
max
i
{(
Mm

)2+ 2cipi
log(ni) log
(
1
δ
)})
.
(13)
In particular, if the tested state is perfect, i.e., ρ⊗N+M =
|ψ〉〈ψ|⊗N+M , then Wψ ≥ 1−  with probability 1− δ.
We give a detailed version of the theorem together with
its proof in Appendix F, which combines Theorem 1 with
Lemmas 2 and 3.
Note that Protocol 2 uses Protocol 1 as a subroutine.
Writing p = mini pi and c = maxi ci, with ni ≤ m we
obtain N = O((Mm )
2+ 2cp log(m) log( 1δ )). In particular,
compared to the single-mode case, the overhead for certi-
fying m-mode states is only O(m2+
2c
p logm), which is a
huge improvement compared to, e.g., the exponential scal-
ing of tomography [67]. Since the parameter p ∈ N∗ may
vary freely, the scaling can be brought arbitrarily close
to N = O((Mm )
2 log(m) log( 1δ )). The constant prefactor
increases with p, and optimisation may yield the optimal
choice for p which minimises N when M , m,  and δ are
fixed. Moreover, the choice of the other free parameters
0 < ηi < 1 also contributes to minimising the constant
prefactor.
Without the i.i.d. assumption, we obtain an equivalent
protocol by using the version of our single-mode fidelity
estimation protocol which does not assume i.i.d. state
preparation for estimating the single-mode fidelities. Like
for Protocol 1, the final protocol is nearly identical, up
to slight differences in the classical post-processing. Re-
moving the i.i.d. assumption then comes at the cost of
an increased number of measurements necessary for a
polynomial witness precision and confidence interval, cor-
responding to a polynomial overhead. We give a detailed
analysis in Appendix G.
The class of states for which fidelity witnesses can be
efficiently estimated using Protocol 2 includes classically
intractable quantum states, such as the output states of
Boson Sampling experiments, as we detail in the next
section.
VI. VERIFICATION OF BOSON SAMPLING
The setup of Boson Sampling with input single-photons
consists in n single-photon states fed into an interferome-
7.  .  .
.  .  .
.  .  .
.  .  .
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FIG. 3: Boson Sampling with interferometer U with n photons
over m modes and heterodyne detection with reconfigurable
unbalancing parameter ξ. The detectors represented are ho-
modyne detectors. Setting ξ = 0 (balanced detection) allows
to certify efficiently the multi-mode output state with a fi-
delity witness. Setting ξ 6= 0, with |ξ| = Ω(2− polym) allows to
perform efficiently a sampling task which is hard for classical
computers, unless the polynomial hierarchy collapses [42, 43].
ter over m modes, together with the vacuum state over
m − n modes, and measured either with single-photon
threshold detection [10] or with unbalanced heterodyne
detection [42, 43] (Fig. 3). The output probabilities are re-
lated to permanents of complex matrices, which are hard
to compute [68] and even to approximate [10]. A striking
consequence is that classical computers cannot sample
exactly from the corresponding probability distributions
unless the polynomial hierarchy collapses, contradicting a
widely believed conjecture from complexity theory. Aaron-
son and Arkhipov importantly showed that even an ap-
proximate version of their model is still hard to sample
for classical computers, provided two additional conjec-
tures on the permanent of random Gaussian matrices
hold true [10]. More precisely, they showed under these
conjectures that sampling from a probability distribution
that has small constant total variation distance with an
ideal Boson Sampling distribution is classically hard in
the so-called antibunching regime n = O(
√
m) (in fact
they used m = Ω(n6) and conjectured that m = Ω(n2)
was sufficient, as it was later shown [69]).
The output state of a Boson Sampling experiment
with n photons fed into an interferometer over m modes,
described by an m-mode passive linear transformation
Uˆ reads Uˆ |1 . . . 10 . . . 0〉. This state is of the form of
Eq. (1), with Gˆi = 1 for all i ∈ {1, . . . ,m}, |Ci〉 = |1〉
for i ∈ {1, . . . , n} and |Cj〉 = |0〉 for j ∈ {n + 1, . . . ,m}.
Our fidelity witness estimation protocol from the previous
section can thus be applied to certify efficiently the fidelity
of the output state of a Boson Sampling experiment with
the ideal output state, using only balanced heterodyne de-
tection. Then, our protocol yields a certificate of the total
variation distance with the ideal probability distribution
for any observable by the Fuchs–Van de Graaf inequal-
ity [33] and standard properties of the trace distance [32].
Indeed, for any observable O and any states ρ and σ,
‖POρ − POσ ‖ ≤ D(ρ,σ) ≤
√
1− F (ρ,σ), (14)
where the left hand side is the total variation distance
between the probability distributions corresponding to a
measurement of the observable O for the states ρ and σ,
D is the trace distance and F the fidelity.
We give the version of our Boson Sampling verification
protocol under i.i.d. assumption and discuss afterwards
its version without i.i.d. assumption.
Protocol 3 (Boson Sampling verification). Let n =
O(
√
m). Let Uˆ be an m-mode passive linear trans-
formation with m × m unitary matrix U . Let |ψ〉 =
Uˆ |1 . . . 10 . . . 0〉 be the m-mode Boson Sampling target
state, with n input photons over m modes. Let N,M ∈ N∗,
and let p ∈ N∗, 0 < η < 1 and λ >  > 0 be free parame-
ters. Let ρ⊗N+M be N+M copies of an unknown m-mode
(mixed) quantum state ρ.
1. Measure all m subsystems of N copies of ρ with
balanced heterodyne detection, obtaining the vectors
of samples γ(1), . . . , γ(N) ∈ Cm.
2. For all k ∈ {1, . . . , N}, compute the vectors α(k) =
U†γ(k). We write α(k) = (α(k)1 , . . . α
(k)
m ) ∈ Cm.
3. For all i ∈ {1, . . . , n}, compute the mean Fi,|1〉(ρ)
of the function z 7→ g(p)|1〉 (z, η) (defined in Eq. (8))
over the samples α
(1)
i , . . . , α
(N)
i ∈ C, and for all
j ∈ {n + 1, . . . ,m}, compute the mean Fj,|0〉(ρ)
of the function z 7→ g(p)|0〉 (z, η) over the samples
α
(1)
j , . . . , α
(N)
j ∈ C.
4. Compute the fidelity witness estimate Wψ = 1 −∑n
i=1 Fi,|1〉(ρ)
M −∑mj=n+1 Fj,|0〉(ρ)M .
5. Abort if Wψ < 1−λ+. Otherwise, accept and mea-
sure all m subsystems of the remaining M copies of
ρ with unbalanced heterodyne detection (resp. single-
photon threshold detection), obtaining the M vectors
of samples (s(1), . . . , s(M)) ∈ Cm (resp. ∈ Nm).
The efficiency and completeness of the protocol are sum-
marised by the following result:
Theorem 3. Let δ > 0. We use the notations of Proto-
col 3. If the protocol accepts, then with probability 1−δ the
samples s(1), . . . , s(M) are drawn from a probability dis-
tribution which has less than
√
λ total variation distance
with the ideal Boson Sampling probability distribution, for
N = O
((
Mm

)2+ 2p
log(m) log
(
1
δ
))
. (15)
8Moreover, if the tested state is perfect, i.e., ρ⊗N+M =
|ψ〉〈ψ|⊗N+M , then Protocol 3 accepts with probability 1−
δ.
The proof of this result follows directly from the fact
that Protocol 3 uses Protocol 2 as a subroutine, together
with Theorem 2 and Eq. (14). Since p ∈ N∗ is a free
parameter, for a constant  the asymptotic scaling of the
protocol for verifying a single sample with confidence 1−δ
is N = O(m2 log(m) log( 1δ )). Like for the protocols from
the previous sections, the constant prefactor increases
with p, so an optimisation may yield the optimal choice
for p which minimises N when M , m,  and δ are fixed.
Moreover, the choice of the other free parameter 0 < η < 1
also contributes to minimising the constant prefactor.
Additionnally, the choice of  between 0 and λ can be
made to ensure robustness of the protocol with Eq. (12):
if  is closer to 0 then the protocol will reject a good state
with less probability. On the other hand, this increases
the number of samples needed with Eq. (15).
Protocol 3 allows one to verify a Boson Sampling exper-
iment efficiently, by trusting only single-mode Gaussian
measurements. Compared to other experimental plat-
forms, the assumption of trusted measurements is espe-
cially relevant in the case of photonic quantum computing,
where the measurement apparatus may be easily brought
apart from the rest of the experiment, allowing to treat
the latter as an untrusted black-box. Moreover, we obtain
a version of Protocol 3 without the i.i.d. assumption by
using the version of Protocol 2 which does not assume an
i.i.d. behaviour for the prover from the previous section.
This slightly modifies the classical post-processing, requir-
ing the verifier to discard at random a small fraction of
the samples and perform an energy test using another
fraction of the samples. This comes at the cost of a poly-
nomial overhead for the number of measurements needed
for a polynomial confidence, and we refer to Appendix G
for the detailed derivation.
By simply changing the unbalancing of heterodyne
detection of the output modes of a Boson Sampling inter-
ferometer, one can switch between verification of Boson
Sampling output states and demonstration of quantum
speedup with continuous variable measurements within
the same experimental setup. Indeed, Boson Sampling
interferometers with unbalanced heterodyne detection are
hard to sample classically when the unbalancing of the
heterodyne detection is not too small [42, 43], but their
output can be efficiently checked simply by switching
to balanced heterodyne detection with Protocol 3. This
can be done within the same experimental setup using
a tunable beam splitter (Fig. 3). However, showing the
hardness of approximate sampling for Boson Sampling
with Gaussian measurements is an important step be-
fore an experimental demonstration of quantum speedup
with continuous variable Gaussian measurements. Al-
ternatively, by switching between balanced heterodyne
detection and single-photon threshold detectors, for ex-
ample with a movable mirror [70], one can switch be-
tween verification of Boson Sampling output states and
demonstration of quantum speedup with discrete variable
measurements, for which approximate sampling hardness
is demonstrated, assuming two conjectures on the perma-
nent of random Gaussian matrices and the fact that the
polynomial hierarchy does not collapse [10].
VII. DISCUSSION
In this work, we have introduced various methods for
efficiently retrieving information about single-mode and
multi-mode continuous variable quantum states.
We have generalised heterodyne estimates both
from [56] and [57], obtaining the best of both worlds:
a reliable single-mode fidelity estimation protocol with
heterodyne detection which does not make an assump-
tion of bounded support for the measured state, while
remaining efficient (Protocol 1).
From this fidelity estimation protocol for single sub-
systems, we have derived a fidelity witness estimation
protocol with heterodyne detection for a large class of
quantum states over multiple subsystems (Protocol 2).
This result stems from two observations: on the one hand,
if all the subsystems of a quantum state are close to pure
states, then this quantum state is close to the tensor
product of the pure states; on the other hand, a class of
quantum operations before heterodyne detection can be
reversed via classical post-processing.
Applying our fidelity witness estimation protocol to
the case of Boson Sampling, we have shown how to ver-
ify efficiently Boson Sampling experiments (Protocol 3).
Our verification applies to the original Boson Sampling
proposal [10], where the sampling giving rise to quantum
speedup is performed using single-photon threshold de-
tectors, as well as to related proposals [42, 43], where
the sampling is performed using unbalanced heterodyne
detection instead. In the latter case, the verification and
the computational runs only differ by the unbalancing of
the verifier’s heterodyne detection. Using a tunable beam
splitter, this means that Boson Sampling and its verifi-
cation can be implemented within the same setup. Note
however that approximate sampling hardness has not yet
been demonstrated for Boson Sampling with continuous
variable measurements, which is a crucial point before
any experimental demonstration. It will likely require
extending anti-concentration and average-case hardness
conjectures for the permanent or the hafnian to the loop
hafnian [71, 72]. On the other hand, one may already
perform a demonstration of quantum speedup with Boson
Sampling and discrete variable measurements, by using
balanced heterodyne detection for the verification and
single-photon threshold detection for the sampling.
For all our protocols, we have derived a version with
i.i.d. assumption and another without this assumption.
The two versions share the same structure, and given that
the latter only comes at the cost of a polynomial overhead
in the number of measurements and additional classical
post-processing, using the i.i.d. version of our protocol
9for verifying a large-scale Boson Sampling experiment
would already provide a convincing evidence of quantum
speedup with photonic computing.
To that end, it would be interesting to optimise further
our protocols for an experimental implementation, by
finding the optimal choice for the free parameters and
by analysing the case where the verifier has access to
imperfect rather than ideal heterodyne detection [56]. As
previously mentioned, it would also be interesting to show
the hardness of approximate sampling for Boson Sam-
pling with Gaussian measurements, as it would allow a
verifier restricted to single-mode Gaussian measurements
to perform both the verification and the hard sampling
task.
Demonstration of quantum speedup is likely to be
achieved not via a single experiment but rather through
numerous experimental realisations competing with
always-improving classical simulation algorithms [18, 19,
73–76]. In that context, but also long after the quantum
speedup milestone is achieved, efficient methods for re-
liable certification of quantum devices will be of utmost
importance [77]. Beyond the quantum speedup milestone,
our methods will find various applications for the reliable
certification of multi-mode continuous variable quantum
states in existing and upcoming experiments.
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Appendix
In this appendix we provide the proofs for the results stated in the main text. The proofs of intermediate lemmas
are indicated by a vertical bar running along the side of the page.
Appendix A: Proof of Lemma 1
We recall notations from the main text. Let us introduce for k, l ≥ 0 the polynomials
Lk,l(z) = ezz∗ (−1)
k+l
√
k!
√
l!
∂k+l
∂zk∂z∗l
e−zz
∗
=
min (k,l)∑
p=0
√
k!
√
l!(−1)p
p!(k − p)!(l − p)!z
l−pz∗k−p,
(A1)
for z ∈ C, which are, up to a normalisation, the Laguerre 2D polynomials. For all k, l ∈ N, we give with these
polynomials the functions [57]
fk,l(z, η) =
1
η1+
k+l
2
e(1−
1
η )zz
∗Ll,k
(
z√
η
)
, (A2)
for all z ∈ C and all 0 < η < 1. The function z 7→ fk,l(z, η), being a polynomial multiplied by a converging Gaussian
function, is bounded over C. Now let us define, for all p ∈ N∗, all z ∈ C and all 0 < η < 1, the more general bounded
functions
g
(p)
k,l (z, η) :=
p−1∑
j=0
(−1)jηjfk+j,l+j(z, η)
√(
k + j
k
)(
l + j
l
)
. (A3)
We start by showing the following result, which generalises Lemma 3 of [57]:
Lemma 4. Let p ∈ N∗, let k, l ∈ N and let 0 < η < 1. Let ρ = ∑+∞i,j=0 ρij |i〉〈j| be a density operator. Then,
E
α←Qρ
[g
(p)
k,l (α, η)] = ρkl + (−1)p+1
+∞∑
q=p
ρk+q,l+qη
q
(
q − 1
p− 1
)√(
k + q
k
)(
l + q
l
)
, (A4)
where the function gk,l is defined in Eq. (6).
Proof. We prove the lemma by induction on p ∈ N∗. By Lemma 3 of [57], with E = +∞, we have, for all
single-mode (mixed) state ρ =
∑
i,j≥0 ρij |i〉〈j|, for all k, l ∈ N
E
α←Qρ
[fk,l(α, η)] = ρkl +
+∞∑
q=1
ρk+q,l+qη
q
√(
k + q
k
)(
l + q
l
)
. (A5)
With Eq. (A3), this gives
E
α←Qρ
[g
(1)
k,l (α, η)] = ρkl +
+∞∑
q=1
ρk+q,l+qη
q
√(
k + q
k
)(
l + q
l
)
, (A6)
hence the lemma is proven for p = 1 since
(
q−1
0
)
= 1.
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Assuming the lemma holds for some p ∈ N∗,
E
α←Qρ
[g
(p)
k,l (α, η)] = ρkl + (−1)p+1
+∞∑
q=p
ρk+q,l+qη
q
(
q − 1
p− 1
)√(
k + q
k
)(
l + q
l
)
= ρkl + (−1)p+1ρk+p,l+pηp
√(
k + p
k
)(
l + p
l
)
+ (−1)p+1
+∞∑
q=p+1
ρk+q,l+qη
q
(
q − 1
p− 1
)√(
k + q
k
)(
l + q
l
)
.
(A7)
Now by Eq. (A5), with k = k + p and l = l + p, we have
E
α←Qρ
[fk+p,l+p(α, η)] = ρk+p,l+p +
+∞∑
q=1
ρk+q+p,l+q+pη
q
√(
k + q + p
k + p
)(
l + q + p
l + q
)
, (A8)
so that
E
α←Qρ
[
g
(p+1)
k,l (α, η)
]
= E
α←Qρ
[
g
(p)
k,l (α, η) + (−1)pηp
√(
k + p
k
)(
l + p
l
)
fk+p,l+p(α, η)
]
= ρkl + (−1)p+1ρk+p,l+pηp
√(
k + p
k
)(
l + p
l
)
+ (−1)p+1
+∞∑
q=p+1
ρk+q,l+qη
q
(
q − 1
p− 1
)√(
k + q
k
)(
l + q
l
)
+ (−1)pηp
√(
k + p
k
)(
l + p
l
)
ρk+p,l+p
+ (−1)pηp
√(
k + p
k
)(
l + p
l
)+∞∑
q=1
ρk+q+p,l+q+pη
q
√(
k + q + p
k + p
)(
l + q + p
l + p
)
= ρkl + (−1)p+1
+∞∑
q=p+1
ρk+q,l+qη
q
(
q − 1
p− 1
)√(
k + q
k
)(
l + q
l
)
+ (−1)pηp
√(
k + p
k
)(
l + p
l
)+∞∑
q=1
ρk+q+p,l+q+pη
q
√(
k + q + p
k + p
)(
l + q + p
l + p
)
= ρkl + (−1)p+1
+∞∑
q=p+1
ρk+q,l+qη
q
(
q − 1
p− 1
)√(
k + q
k
)(
l + q
l
)
+ (−1)p
√(
k + p
k
)(
l + p
l
) +∞∑
q=p+1
ρk+q,l+qη
q
√(
k + q
k + p
)(
l + q
l + p
)
= ρkl + (−1)p+2
+∞∑
q=p+1
ρk+q,l+qη
q
×
[√(
k + p
k
)(
l + p
l
)(
k + q
k + p
)(
l + q
l + p
)
−
(
q − 1
p− 1
)√(
k + q
k
)(
l + q
l
)]
.
(A9)
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We have (
k + p
k
)(
l + p
l
)(
k + q
k + p
)(
l + q
l + p
)
=
(k + p)!(l + p)!(k + q)!(l + q)!
k!p!l!p!(k + p)!(q − p)!(l + p)!(q − p)!
=
(k + q)!(l + q)!
k!(k + p)!p!2(q − p)!2
=
(
q
p
)2(
k + q
k
)(
l + q
l
)
,
(A10)
so the last expression in Eq. (A9) simplifies as
E
α←Qρ
[
g
(p+1)
k,l (α, η)
]
= ρkl + (−1)p+2
+∞∑
q=p+1
ρk+q,l+qη
q
√(
k + q
k
)(
l + q
l
)[(
q
p
)
−
(
q − 1
p− 1
)]
= ρkl + (−1)p+2
+∞∑
q=p+1
ρk+q,l+qη
q
(
q − 1
p
)√(
k + q
k
)(
l + q
l
)
,
(A11)
which completes the proof of Lemma 4.
An immediate application of Lemma 4 gives
∣∣∣∣ Eα←Qρ[g(p)k,l (α, η)]− ρkl
∣∣∣∣ ≤ +∞∑
q=p
ρk+q,l+qη
q
(
q − 1
p− 1
)√(
k + q
k
)(
l + q
l
)
≤ max
q≥p
(
ηq
(
q − 1
p− 1
)√(
k + q
k
)(
l + q
l
))+∞∑
q=p
ρk+q,l+q
≤ max
q≥p
(
ηq
(
q − 1
p− 1
)√(
k + q
k
)(
l + q
l
))
.
(A12)
This last bound is tight: if q0 ≥ p is the integer achieving the maximum in the last equation, then the inequality is an
equality for ρ = |q0〉〈q0|. We have
ηq+1
(
q
p− 1
)√(
k + q + 1
k
)(
l + q + 1
l
)
Q ηq
(
q − 1
p− 1
)√(
k + q
k
)(
l + q
l
)
⇔ η Q q − p+ 1
q
√(
q + 1
k + q + 1
)(
q + 1
l + q + 1
)
⇔ η Q
(
1− p− 1
q
)√
1− k
k + q + 1
√
1− l
l + q + 1
,
(A13)
where the right hand side in the last line is an increasing function of q. Hence, for η ≤ p+1
p
√
(k+p+1)(l+p+1)
, which
corresponds to q = p in the above equation, we have
ηq+1
(
q
p− 1
)√(
k + q + 1
k
)(
l + q + 1
l
)
≤ ηq
(
q − 1
p− 1
)√(
k + q
k
)(
l + q
l
)
(A14)
for all q ≥ p, so that
max
q≥p
(
ηq
(
q − 1
p− 1
)√(
k + q
k
)(
l + q
l
))
= ηp
√(
k + p
k
)(
l + p
l
)
, (A15)
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for η ≤ p+1
p
√
(k+p+1)(l+p+1)
. With Eq. (A12) we finally obtain
∣∣∣∣ Eα←Qρ[g(p)k,l (α, η)]− ρkl
∣∣∣∣ ≤ ηp
√(
k + p
k
)(
l + p
l
)
. (A16)
Note that for η < 1 but η > p+1
p
√
(k+p+1)(l+p+1)
, we can find the first integer q0 such that η ≤ (q0−p+1)(q0+1)
q0
√
(k+q0+1)(l+q0+1)
by
incrementing q, since (q−p+1)(q+1)
q
√
(k+q+1)(l+q+1)
in an increasing function of q which goes to 1 when q goes to +∞. The bound
above then gives ∣∣∣∣ Eα←Qρ[g(p)k,l (α, η)]− ρkl
∣∣∣∣ ≤ ηq0(q0 − 1p− 1
)√(
k + q0
k
)(
l + q0
l
)
. (A17)
While this can be useful to optimise further the efficiency of the protocol, we will assume for the sake of obtaining
closed analytical expressions that η ≤ p+1
p
√
(k+p+1)(l+p+1)
.
Appendix B: Proof of Theorem 1
In this section, we prove the efficiency of Protocol 2, which we recall below:
Protocol 1 (Single-mode fidelity estimation). Let c ∈ N∗ and let |C〉 = ∑c−1n=0 cn |n〉 be a core state. Let also
N,M ∈ N∗, and let p ∈ N∗ and 0 < η < 1 be free parameters. Let ρ⊗N+M be N +M copies of an unknown single-mode
(mixed) quantum state ρ.
1. Measure N copies of ρ with heterodyne detection, obtaining the samples α1, . . . , αN ∈ C.
2. Compute the mean FC(ρ) of the function z 7→ g(p)C (z, η) (defined in Eq. (B10)) over the samples α1, . . . , αN ∈ C.
3. Compute the fidelity estimate FC(ρ)
M .
The value FC(ρ)
M obtained is an estimate of the fidelity between the M remaining copies of ρ and M copies of the
target core state |C〉. Defining
ηC,p := min

 c
(c+ p)
(∑c−1
n=0 |cn|
√(
n+p
n
))2

1
p
,
p+ 1
p(p+ c)
,
1
2
 , (B1)
the efficiency of the protocol is summarised by the following result:
Theorem 4. Let  > 0. With the notations of Protocol 1 and η ≤ ηC,p, we have∣∣∣F (|C〉⊗M , ρ⊗M )− FC(ρ)M ∣∣∣ ≤ , (B2)
with probability greater than 1− P iidC , where
P iidC = 2 exp
[
− N
2+ 2cp
M2+
2c
p KC,p
]
, (B3)
where KC,p is a constant independent of ρ given in Eq. (B26).
Proof. Let us prove the theorem for M = 1. The general case is then an immediate corollary by replacing  by M ,
since F (C⊗M , ρ⊗M ) = F (C, ρ)M and by Lemma 2 of [57]:
|a− b| ≤  ⇒ |aM − bM | ≤M, (B4)
for all M ∈ N∗, all  > 0 and all a, b ∈ [0, 1] (note that when the estimate FC(ρ) obtained is bigger than 1 we may
replace it by 1 instead without loss of generality).
The proof combines Lemma 1 with Hoeffding inequality. The latter is expressed as follows:
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Lemma 5. (Hoeffding) Let λ > 0, let n ≥ 1, let z1, . . . , zn be i.i.d. complex random variables from a probability
density D over R, and let g : C 7→ R be a bounded function and let G ≥ maxz g(z)−minz g(z). Then
Pr
[∣∣∣∣∣ 1N
N∑
i=1
g(zi)− E
z←D
[g(z)]
∣∣∣∣∣ ≥ λ
]
≤ 2 exp
[
−2Nλ
2
G2
]
. (B5)
In order to apply Lemma 5, we first derive an analytical bound for the functions g
(p)
k,l :
Lemma 6. For all k, l ∈ N, all z ∈ C, all p ∈ N∗ and all η ≤ 12 ,
|g(p)k,l (z, η)| ≤
1
η1+
k+l
2
(
max (k, l) + p
p− 1
)√
2|l−k|
(
max (k, l)
min (k, l)
)
. (B6)
Proof. By Lemma 6 of [57], we have
|fi,j(z, η)| ≤ 1
η1+
i+j
2
√
2|i−j|
(
max (i, j)
min (i, j)
)
, (B7)
for all i, j ∈ N, all z ∈ C and all η ≤ 12 . Hence, with Eq. (A3), for all k ≤ l ∈ N,
|g(p)k,l (z, η)| ≤
p−1∑
i=0
|fk+i,l+i(z, η)|ηi
√(
k + i
i
)(
l + i
i
)
≤
√
2l−k
η1+
k+l
2
p−1∑
i=0
√(
l + i
k + i
)(
k + i
i
)(
l + i
i
)
=
√
2l−k
η1+
k+l
2
p−1∑
i=0
√(
l + i
i
)2(
l
k
)
=
1
η1+
k+l
2
√
2l−k
(
l
k
) p−1∑
i=0
(
l + i
i
)
=
1
η1+
k+l
2
(
l + p
p− 1
)√
2l−k
(
l
k
)
,
(B8)
for all z ∈ C and all η ≤ 12 . The same reasoning holds for l ≤ k ∈ N and we obtain
|g(p)k,l (z, η)| ≤
1
η1+
k+l
2
(
max (k, l) + p
p− 1
)√
2|l−k|
(
max (k, l)
min (k, l)
)
, (B9)
for all k, l ∈ N, all z ∈ C, all p ∈ N∗ and all η ≤ 12 .
Let |C〉 = ∑c−1n=0 cn |n〉 be a core state. Recalling the definition
g
(p)
C (z, η) :=
∑
0≤k,l≤c−1
c∗kcl g
(p)
k,l (z, η), (B10)
from the main text, with Lemma 6 we obtain:
|g(p)C (z, η)| ≤
1
ηc
∑
0≤k,l≤c−1
|ckcl|ηc−1−
k+l
2
(
max (k, l) + p
p− 1
)√
2|l−k|
(
max (k, l)
min (k, l)
)
=
B
(p)
C
ηc
,
(B11)
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for all z ∈ C, all p ∈ N∗ and all η ≤ 12 , where
B
(p)
C :=
∑
0≤k,l≤c−1
|ckcl|ηc−1−
k+l
2
(
max(k, l) + p
p− 1
)√
2|l−k|
(
max(k, l)
min(k, l)
)
. (B12)
Let N ∈ N∗, let ρ = ∑k,l≥0 ρkl |k〉〈l| be a density matrix and let α1, . . . , αN be i.i.d. samples from balanced heterodyne
detection of N copies of ρ. Let us write
FC(ρ) =
1
N
N∑
i=1
g
(p)
C (αi, η). (B13)
With Lemma 5, for all λ > 0,
Pr
[∣∣∣∣FC(ρ)− Eα←Qρ[g(p)C (α, η)]
∣∣∣∣ ≥ λ] ≤ 2 exp
−2Nλ2η2c(
R
(p)
C
)2

≤ 2 exp
− Nλ2η2c
2
(
B
(p)
C
)2
 ,
(B14)
for all z ∈ C, all p ∈ N∗, where we defined
R
(p)
C := maxz
[ηcgC(z, η)]−min
z
[ηcgC(z, η)], (B15)
the range of the function z 7→ ηcgC(z, η) and where we used Eq. (B11) and R(p)C ≤ 2B(p)C for η ≤ 12 in the second line.
For η ≤ p+1p(p+c) , we have η ≤ p+1p√(k+p+1)(l+p+1) for all 0 ≤ k, l ≤ c− 1. Hence, for η ≤ min
{
p+1
p(p+c) ,
1
2
}
,
∣∣∣∣F (C, ρ)− Eα←Qρ[g(p)C (α, η)]
∣∣∣∣ =
∣∣∣∣∣∣
∑
0≤k,l≤c−1
c∗kcl
(
ρkl − E
α←Qρ
[g
(p)
k,l (α, η)]
)∣∣∣∣∣∣
≤
∑
0≤k,l≤c−1
|ckcl|
∣∣∣∣ρkl − Eα←Qρ[g(p)k,l (α, η)]
∣∣∣∣
≤ ηp
∑
0≤k,l≤c−1
|ckcl|
√(
k + p
k
)(
l + p
l
)
= ηp
(
c−1∑
n=0
|cn|
√(
n+ p
n
))2
= ηpA
(p)
C ,
(B16)
where we used Eq. (B10) in the first line, Lemma 1 in the third line for all 0 ≤ k, l ≤ c− 1, and where we defined
A
(p)
C :=
(
c−1∑
n=0
|cn|
√(
n+ p
n
))2
. (B17)
For η ≤ min
{
p+1
p(p+c) ,
1
2
}
, combining Eqs. (B14) and (B16) yields
|F (C, ρ)− FC(ρ)| ≤
∣∣∣∣ Eα←Qρ[g(p)C (α, η)]− FC(ρ)
∣∣∣∣+ ∣∣∣∣F (C, ρ)− Eα←Qρ[g(p)C (α, η)]
∣∣∣∣
≤ λ+ ηpA(p)C ,
(B18)
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with probability greater than 1− P iidC , where
P iidC = 2 exp
− Nλ2η2c
2
(
B
(p)
C
)2
 . (B19)
We now optimise over the choice of λ and η for a given precision  > 0. Namely, fixing λ+ ηpA
(p)
C =  we maximise
λ2η2c. Writing
ηpA
(p)
C = µ, (B20)
this amounts to maximising λ2µ
2c
p , with λ+ µ = . The optimal choice is given by:
λ =
p
c+ p
and µ =
c
c+ p
. (B21)
This in turn gives
λ =
p
c+ p
and η =
[
c
A
(p)
C (c+ p)
] 1
p
. (B22)
With this choice for η, for small enough  we will always have η ≤ min
{
p+1
p(p+c) ,
1
2
}
. To ensure that this is always the
case independently of the value of , we may fix instead
λ =
p
c+ p
and η = min

[
c
A
(p)
C (c+ p)
] 1
p
,
p+ 1
p(p+ c)
,
1
2
 . (B23)
Then, plugging these expressions in Eq. (B19) we finally obtain
|F (C, ρ)− FC(ρ)| ≤ , (B24)
with probability greater than 1− P iidC , where
P iidC = max
{
2 exp
[
−N
2+ 2cp
K
(p)
C
]
, 2 exp
[
− N
2
K
(p)′
C
]
, 2 exp
[
− N
2
K
(p)′′
C
]}
= 2 exp
[
−N
2+ 2cp
KC,p
]
,
(B25)
where
K
(p)
C =
2
(
A
(p)
C
) 2c
p
(
B
(p)
C
)2
(c+ p)2+
2c
p
c
2c
p p2
K
(p)′
C =
2p2c−2
(
B
(p)
C
)2
(c+ p)2+
2c
p
(p+ 1)2c
K
(p)′′
C =
22c+1
(
B
(p)
C
)2
(c+ p)2
p2
KC,p = max
{
K
(p)
C ,K
(p)′
C ,K
(p)′′
C
}
,
(B26)
and where the constants B
(p)
C and A
(p)
C are defined in Eqs. (B12) and (B17), respectively. Hence, the number of samples
needed for a precision  > 0 and a failure probability δ > 0 scales as
N = O
(
1
2+
2c
p
log
(
1
δ
))
. (B27)
Note that, as indicated in Eq. (A17), the choice of η in Eq. (B1) is not optimal in general, and an optimisation
depending on the expression of the target core state may lead to a better prefactor in Eq. (B27).
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Appendix C: Removing the i.i.d. assumption for Protocol 1
In this section, we derive a version of Protocol 1 which does not assume i.i.d. state preparation. The protocol is as
follows:
Protocol 4 (General single-mode fidelity estimation). Let c ∈ N∗ and let |C〉 = ∑c−1n=0 cn |n〉 be a core state. Let also
N,M ∈ N∗, and let p ∈ N∗, E,S ∈ N and 0 < η < 1 be free parameters. Let ρN+M be an unknown quantum state
over N +M subsystems. We write N = N ′ +K +Q, for N ′,K,Q ∈ N.
1. Measure N = N ′ + K + Q subsystems of ρN+M chosen at random with heterodyne detection, obtaining the
samples α1, . . . , αN ′ , β1, . . . , βK , γ1, . . . γQ ∈ C. Let ρM be the remaining state over M subsystems.
2. Discard the Q samples γ1, . . . γQ.
3. Record the number R of samples βi such that |βi|2 + 1 > E, for i ∈ {1, . . . ,K}. The protocol aborts if R > S.
4. Otherwise, compute the mean FC(ρ) of the function z 7→ g(p)C (z, η) (defined in Eq. (8)) over the samples
α1, . . . , αN ′ ∈ C.
5. Compute the fidelity estimate FC(ρ)
M .
Note that this protocol differs from Protocol 1 by two additional classical post-processing steps, steps 2 and 3. These
steps are part of a de Finetti reduction for infinite-dimensional systems [64] detailed in [57]. In particular, step 3 is an
energy test, and the energy parameters E and S should be chosen to guarantee completeness, i.e., if the perfect core
state is sent then it passes the energy test with high probability.
The value FC(ρ)
M obtained is an estimate of the fidelity between the remaining state ρM over M subsystems and
M copies of the target core state |C〉. The efficiency of the protocol is summarised by the following result:
Theorem 5. Let  > 0. With the notations of Protocol 4 and η ≤ ηC,p, defined in Eq. (B1),∣∣∣F (|C〉⊗M ,ρM )− FC(ρ)M ∣∣∣ ≤ 2+ P deFinettiC , (C1)
or the protocol aborts in step 3, with probability greater than 1− (P supportC + P deFinettiC + P choiceC + PHoeffdingC ), where
P supportC = 8K
3/2 exp
[
−K
9
(
Q
4(N ′ +M +Q)
− 2S
K
)2]
P deFinettiC =
(
Q
4
)E2/2
exp
[
− Q(Q+ 4)
8(N ′ +M +Q)
]
P choiceC =
M(Q+M − 1)
N ′ +M
PHoeffdingC = 2
(
N ′ +M
Q
)
exp
−N ′ +M −Q
2M2+
2c
p
(
1+
c
p
GC,p
− 2QM
1+ cp
N ′
)2 ,
(C2)
where GC,p is a constant independent of ρ given in Eq. (C11). In particular, setting
N ′ = O
(
M7+
2c
p
4+
2c
p
)
Q = O
(
M4+
c
p
2+
2c
p
)
K = O
(
M7+
2c
p
4+
2c
p
)
E = O(logM)
S = o(Q),
(C3)
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yields ∣∣∣F (|C〉⊗M ,ρM )− FC(ρ)M ∣∣∣ = O() (C4)
or the protocol aborts in step 3, with probability greater than 1− PC , where
PC = O
(
1
poly(M, 1 )
)
, (C5)
for
N = O
(
M7+
2c
p
4+
2c
p
)
. (C6)
Proof. Theorem 5 is an optimised version of Theorem 5 of [57], where the heterodyne estimates fk,l(z, η) defined in
Eq. (5) are replaced by the more efficient generalised estimates g
(p)
k,l (z, η), with an additional free parameter p. The
proof thus is nearly identical, and amounts to replacing occurences of the estimates fk,l(z, η) by the estimates g
(p)
k,l (z, η).
In particular, we use our Lemmas 1 and 6 instead of Theorem 1 and Lemma 6 of [57]. In particular, the constants
used in the proof of [57] are mapped as:
Kψ 7→
(
A
(p)
C
) 1
p
=
(c−1∑
n=0
|cn|
√(
n+ p
n
))2
1
p
Mψ 7→ B(p)C =
∑
0≤k,l≤c−1
|ckcl|ηc−1−
k+l
2
(
max (k, l) + p
p− 1
)√
2|l−k|
(
max (k, l)
min (k, l)
)
.
(C7)
Note that we also adapt the notations from [57] for the global coherence of this work as:
n 7→ N ′ +M +Q
k 7→ K
q 7→ Q/4
m 7→M
E 7→ E − 1
s 7→ S
r 7→ R
 7→ 
′ 7→ .
(C8)
With these mappings, following the proof of [57] we obtain:∣∣∣F (|C〉⊗M ,ρM )− FC(ρ)M ∣∣∣ ≤ 2+ P deFinettiC , (C9)
or R > S, i.e., the protocol aborts in step 3, with probability greater than 1 − (P supportC + P deFinettiC + P choiceC +
PHoeffdingC ), where
P supportC = 8K
3/2 exp
[
−K
9
(
Q
4(N ′ +M +Q)
− 2S
K
)2]
P deFinettiC =
(
Q
4
)E2/2
exp
[
− Q(Q+ 4)
8(N ′ +M +Q)
]
P choiceC =
M(Q+M − 1)
N ′ +M
PHoeffdingC = 2
(
N ′ +M
Q
)
exp
−N ′ +M −Q
2M2+
2c
p
(
1+
c
p
GC,p
− 2QM
1+ cp
N ′
)2 ,
(C10)
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where
Cψ 7→ GC,p =
(
A
(p)
C
) c
p
∑
0≤k,l≤c−1
|ckcl|
 
M
(
A
(p)
C
) 1
p

c−1− k+l2 (
max (k, l) + p
p− 1
)√
2|l−k|
(
max (k, l),
min (k, l)
)
(C11)
is a constant independent of ρ (the expression of GC,p used here depends on M and  without loss of generality, since
is upper bounded by its value for /M = 1). Setting
N ′ = O
(
M7+
2c
p
4+
2c
p
)
K = O
(
M7+
2c
p
4+
2c
p
)
Q = O
(
M4+
c
p
2+
2c
p
)
E = O(logM)
S = o(Q),
(C12)
with Eq. (C9) we obtain ∣∣∣F (|C〉⊗M ,ρM )− FC(ρ)M ∣∣∣ = O(), (C13)
with probability 1− PC , where
PC = P
support
C + P
deFinetti
C + P
choice
C + P
Hoeffding
C = O
(
1
poly(M, 1 )
)
, (C14)
for
N = N ′ +K +Q = O
(
M7+
2c
p
4+
2c
p
)
. (C15)
Since the parameter p ∈ N∗ may vary freely, the asymptotic scaling of the number of samples N needed for a precision
 > 0 and a polynomial confidence thus is given by N = O(M
7
4 ).
Appendix D: Proof of Lemma 2
In this section, we prove a generalised version of Lemma 2 for tensor product of Hilbert spaces. Setting M = 1, we
retrieve the Lemma in the main text:
Lemma 7. Let ρm×M be an m ×M-mode state in H = H⊗M1 ⊗ · · · ⊗ H⊗Mm . For all i ∈ {1, . . . ,m}, we denote by
ρMi = TrH\H⊗Mi (ρ) the M -mode reduced state of ρ
m×M over the Hilbert space H⊗Mi . Let |ψ1〉 , . . . , |ψm〉 be pure states
in H1, . . . ,Hm. For all i ∈ {1, . . . ,m}, we write F
(
ρMi , ψ
⊗M
i
)
= 1− i. Then,
1−
m∑
i=1
i ≤ F
(
ρm×M ,
m⊗
i=1
ψ⊗Mi
)
≤
m∏
i=1
(1− i). (D1)
Additionnally, we have the looser bound:
1−
m∑
i=1
i ≤ F
(
ρm×M ,
m⊗
i=1
ψ⊗Mi
)
≤ exp
(
−
m∑
i=1
i
)
. (D2)
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Proof. Since |ψ1〉 , . . . , |ψm〉 are pure states,
F
(
ρm×M ,
m⊗
i=1
ψ⊗Mi
)
= Tr [ρm×M |ψ1〉〈ψ1|⊗M ⊗ · · · ⊗ |ψm〉〈ψm|⊗M ], (D3)
and
F (ρMi , ψ
⊗M
i ) = Tr[ρ
M
i |ψi〉〈ψi|⊗M ]
= Tr[ρm×M (1⊗ |ψi〉〈ψi|⊗M ⊗ 1)],
(D4)
for all i ∈ {1, . . . ,m}, where 1 is the identity operator. The left hand side of Eq. (D1) is obtained by writing
F (ρm×M ,
⊗m
i=1 ψ
⊗M
i ) as a telescopic sum:
Tr [ρm×M |ψ1〉〈ψ1|⊗M ⊗ · · · ⊗ |ψm〉⊗M 〈ψm|] = Tr [ρm×M1]
− Tr [ρm×M (1− |ψ1〉〈ψ1|⊗M )⊗ 1]
− Tr [ρm×M |ψ1〉〈ψ1|⊗M ⊗ (1− |ψ2〉〈ψ2|⊗M )⊗ 1]
− Tr [ρm×M |ψ1〉〈ψ1|⊗M ⊗ |ψ2〉〈ψ2|⊗M ⊗ (1− |ψ3〉〈ψ3|⊗M )⊗ 1]
− . . .
− Tr [ρm×M |ψ1〉〈ψ1|⊗M ⊗ |ψ2〉〈ψ2|⊗M ⊗ · · · ⊗ (1− |ψm〉〈ψm|⊗M )]
≥ 1−
m∑
i=1
Tr[ρm×M (1⊗ (1− |ψi〉〈ψi|⊗M )⊗ 1)]
= 1−
m∑
i=1
(
1− Tr[ρm×M (1⊗ |ψi〉〈ψi|⊗M ⊗ 1)]
)
,
(D5)
by linearity of the trace, where we used Tr (ρm×M ) = 1. This gives
F
(
ρm×M ,
m⊗
i=1
ψ⊗Mi
)
≥ 1−
m∑
i=1
(
1− F (ρMi , ψ⊗Mi )), (D6)
with Eqs. (D3) and (D4).
The right hand side of Eq. (D1) is obtained by Cauchy-Schwarz inequality and a simple induction:
Tr [ρm×M |ψ1〉〈ψ1|⊗M ⊗ · · · ⊗ |ψm〉〈ψm|⊗M ]
= Tr
[(√
ρm×M |ψ1〉〈ψ1|⊗M ⊗ 1
)(
1⊗ |ψ2〉〈ψ2|⊗M ⊗ · · · ⊗ |ψm〉〈ψm|⊗M
√
ρm×M
)]
≤ Tr
[
ρm×M |ψ1〉〈ψ1|⊗M ⊗ 1
]
Tr
[
ρm×M (1⊗ |ψ2〉〈ψ2|⊗M ⊗ · · · ⊗ |ψm〉〈ψm|⊗M )
]
≤ . . .
≤
m∏
i=1
Tr [ρm×M (1⊗ |ψi〉〈ψi|⊗M ⊗ 1)],
(D7)
where we used the cyclicity of the trace and the fact that |ψ1〉 , . . . , |ψm〉 are pure states. With Eqs. (D3) and (D4)
this concludes the proof of Eq. (D1).
By the inequality of arithmetic and geometric means,
m∏
i=1
(1− i) ≤
(
1− 1
m
m∑
i=1
i
)m
≤ exp
(
−
m∑
i=1
i
)
,
(D8)
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which gives a looser bound in terms of the total single-mode deviation
∑m
i=1 i:
1−
m∑
i=1
i ≤ F
(
ρm×M ,
m⊗
i=1
ψ⊗Mi
)
≤ exp
(
−
m∑
i=1
i
)
. (D9)
Note that Eq. (D1) is tight for small i, since the right hand side is then equivalent to the left hand side. The looser
bound in Eq. (D2) is also tight for small i.
Note also that this result is not restricted to a particular protocol for fidelity estimation nor to the continuous
variable regime: if the fidelities of the single subsystems of a quantum state over m subsystems with some target pure
states are higher than 1− λm , for some λ > 0, then by Lemma 2 the general state has fidelity at least 1− λ with the
tensor product of the m pure states.
Appendix E: Proof of Lemma 3
In this section, we prove Lemma 3 from the main text which we recall below:
Lemma 8. Let β, ξ ∈ Cm and let Vˆ = Sˆ(ξ)Dˆ(β) Uˆ , where Uˆ is an m-mode passive linear transformation with m×m
unitary matrix U . For all α ∈ Cm, let γ = Uα+ β. Then,
Πξγ = VˆΠ
0
αVˆ
†. (E1)
Proof. Recall that the POVM elements for a tensor product of unbalanced heterodyne detections with unbalancing
parameters ξ ∈ Cm are given by
Πξα =
1
pim
|α, ξ〉〈α, ξ| , (E2)
for all α, ξ ∈ Cm, where |α, ξ〉 = Sˆ(ξ)Dˆ(α) |0〉 is a tensor product of squeezed coherent states.
The POVM elements of a tensor product of single-mode balanced heterodyne detection are given by Π0α, for all
α ∈ Cm, and we have
Πξα = Sˆ(ξ)Π
0
αSˆ
†(ξ). (E3)
In particular, a single-mode squeezing followed by a single-mode balanced heterodyne detection can be simulated by
performing directly an heterodyne detection unbalanced according to the squeezing parameter. One retrieves balanced
heterodyne detection by setting the unbalancing parameter to 0 and homodyne detection by letting the modulus of
the unbalancing parameter go to infinity.
Passive linear transformations correspond to unitary transformations of the creation and annihilation operators
of the modes. These transformations, which may be implemented by unitary optical interferometers, map coherent
states to coherent states: if Uˆ is a passive linear transformation and U is the unitary matrix describing its action on
the creation and annihilation operators of the modes, an input coherent state |α〉 is mapped to an output coherent
state Uˆ |α〉 = |Uα〉, where Uα is obtained by multiplying the vector α by the unitary matrix U . Hence, the POVM
elements of a passive linear transformation followed by a product of single-mode balanced heterodyne detections are
given by
UˆΠ0αUˆ
† = Π0Uα, (E4)
for all α ∈ Cm. This implies that the passive linear transformation Uˆ† followed by a tensor product of single-mode
balanced heterodyne detections can be simulated by performing the heterodyne detections first, then multiplying the
vector of samples obtained by U .
A similar property holds with single-mode displacements: since displacements map coherent states to coherent
states, up to a global phase, by displacing their amplitude, a single-mode displacement followed by a single-mode
heterodyne detection can be simulated by performing the heterodyne detection first, then translating the sample
obtained according to the displacement amplitude. In particular we have
Dˆ(β)Π0αDˆ
†(β) = Π0α+β, (E5)
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for all α,β ∈ Cm, where α+ β = (α1 + β1, . . . , αm + βm).
Combining the properties of heterodyne detection in Eqs. (E3), (E4) and (E5), we have:
UˆΠ0αUˆ
† = Π0Uα,
Dˆ(β)Π0αDˆ
†(β) = Π0α+β,
Sˆ(ξ)Π0αSˆ
†(ξ) = Πξα,
(E6)
for all α,β, ξ ∈ Cm and all m-mode passive linear transformations Uˆ with m × m unitary matrix U . Writing
Vˆ = Sˆ(ξ)Dˆ(β)Uˆ , we obtain
VˆΠ0αVˆ
† = Sˆ(ξ)Dˆ(β)UˆΠ0αUˆ
†Dˆ†(β)Sˆ†(ξ)
= Sˆ(ξ)Dˆ(β)Π0UαDˆ
†(β)Sˆ†(ξ)
= Sˆ(ξ)Π0Uα+βSˆ
†(ξ)
= ΠξUα+β.
(E7)
Appendix F: Proof of Theorem 2
In this section, we prove the efficiency of Protocol 2, which we recall below:
Protocol 2 (Multi-mode fidelity witness estimation). Let c1, . . . , cm ∈ N∗. Let |Ci〉 =
∑ci−1
n=0 ci,n |n〉 be a core state, for
all i ∈ {1, . . . ,m}. Let Uˆ be an m-mode passive linear transformation with m×m unitary matrix U , and let β, ξ ∈ Cm.
We write |ψ〉 = Sˆ(ξ)Dˆ(β) Uˆ⊗mi=1 |Ci〉 the m-mode target pure state. Let N,M ∈ N∗, and let p1, . . . , pm ∈ N∗ and
0 < η1, . . . , ηm < 1 be free parameters. Let ρ
⊗N+M be N +M copies of an unknown m-mode (mixed) quantum state ρ.
1. Measure all m subsystems of N copies of ρ with unbalanced heterodyne detection with unbalancing parameters
ξ = (ξ1, . . . , ξm), obtaining the vectors of samples γ
(1), . . . , γ(N) ∈ Cm.
2. For all k ∈ {1, . . . , N}, compute the vectors α(k) = U† (γ(k) − β). We write α(k) = (α(k)1 , . . . α(k)m ) ∈ Cm.
3. For all i ∈ {1, . . . ,m}, compute the mean FCi(ρ) of the function z 7→ g(pi)Ci (z, ηi) (defined in Eq. (8)) over the
samples α
(1)
i , . . . , α
(N)
i ∈ C.
4. Compute the fidelity witness estimate Wψ = 1−
∑m
i=1 FCi(ρ)
M .
The value Wψ obtained is an estimate of a tight lower bound on the fidelity between the M remaining copies of ρ and
M copies of the m-mode target state |ψ〉 = Sˆ(ξ)Dˆ(β) Uˆ⊗mi=1 |Ci〉. The efficiency and completeness of the protocol
are summarised by the following result:
Theorem 6. Let  > 0. With the notations of Protocol 2,
1 + log
[
F (|ψ〉⊗M ,ρ⊗M )
]
−  ≤Wψ ≤ F (|ψ〉⊗M ,ρ⊗M ) + , (F1)
with probability 1− P iidW , where
P iidW = 2
m∑
i=1
exp
[
− N
2+
2ci
pi
M
2+
2ci
pi KCi,pi
]
, (F2)
where for all i ∈ {1, . . . ,m}, KCi,pi is a constant independent of ρ, defined in Eq. (B26). Moreover, if the tested state
is perfect, i.e., ρ⊗N+M = |ψ〉〈ψ|⊗N+M , then Wψ ≥ 1−  with probability 1− P iidW .
Proof. We use the notations of the protocol above and we first prove the theorem in the case where the target state is
a tensor product of single-mode pure states, i.e., Sˆ(ξ)Dˆ(β) Uˆ = 1 and α(k) = γ(k) for all k ∈ {1, . . . , N}.
We thus consider for the target state a tensor product |ψ〉 = ⊗mi=1 |Ci〉 of core states. For all i ∈ {1, . . . ,m} we
write |Ci〉 =
∑ci
n=0 ci,n |n〉, where ci ∈ N∗, and ρi = Tr{1,...,m}\{i}(ρ) the reduced state of ρ over the ith mode. Let
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 > 0. For all i ∈ {1, . . . ,m}, with ηi ≤
etaCi,pi , defined in Eq. (B1), we have by Theorem 4, with

m :∣∣∣F (|Ci〉⊗M , ρ⊗Mi )− FCi(ρ)M ∣∣∣ ≤ m, (F3)
with probability higher than 1− P iidCi , where
P iidCi = 2 exp
[
− N
2+
2ci
pi
M
2+
2ci
pi m
2+
2ci
pi KCi,pi
]
, (F4)
where KCi,pi is a constant independent of ρ given in Eq. (B26). Hence, taking the union bound of the failure
probabilities P iidCi , we obtain∣∣∣∣∣1−
m∑
i=1
(
1− F (|Ci〉⊗M , ρ⊗Mi )
)
−Wψ
∣∣∣∣∣ =
∣∣∣∣∣
m∑
i=1
(
F (|Ci〉⊗M , ρ⊗Mi )− FCi(ρ)M
)∣∣∣∣∣
≤
m∑
i=1
∣∣∣F (|Ci〉⊗M , ρ⊗Mi )− FCi(ρ)M ∣∣∣
≤ ,
(F5)
with probability higher than 1− P iidW , where
P iidW = 2
m∑
i=1
exp
[
− N
2+
2ci
pi
M
2+
2ci
pi m
2+
2ci
pi KCi,pi
]
. (F6)
By Lemma 7, with ρm×M = ρ⊗M and |ψi〉 = |Ci〉,
1−
m∑
i=1
(
1− F (|Ci〉⊗M , ρ⊗Mi )
)
≤ F (|ψ〉⊗M ,ρ⊗M ) ≤ exp
[
−
m∑
i=1
(
1− F (|Ci〉⊗M , ρ⊗Mi )
)]
. (F7)
Hence,
1 + log
[
F (|ψ〉⊗M ,ρ⊗M )
]
≤ 1−
m∑
i=1
(
1− F (|Ci〉⊗M , ρ⊗Mi )
)
≤ F (|ψ〉⊗M ,ρ⊗M ). (F8)
With Eq. (F5) we obtain
1 + log
[
F (|ψ〉⊗M ,ρ⊗M )
]
−  ≤Wψ ≤ F (|ψ〉⊗M ,ρ⊗M ) + , (F9)
with probability 1− P iidW , where
P iidW = 2
m∑
i=1
exp
[
− N
2+
2ci
pi
M
2+
2ci
pi m
2+
2ci
pi KCi,pi
]
, (F10)
where for all i ∈ {1, . . . ,m}, KCi,pi is a constant independent of ρ, defined in Eq. (B26). Moreover, if the tested state
is perfect, i.e., ρ⊗N+M = |ψ〉〈ψ|⊗N+M , then F (|ψ〉⊗M ,ρ⊗M ) = 1. In that case, by Eq. (F16),
Wψ ≥ 1− , (F11)
with probability 1− P iidW .
We now generalise the previous proof to the case where the target state is of the form
|ψ〉 = Sˆ(ξ)Dˆ(β) Uˆ
m⊗
i=1
|Ci〉 , (F12)
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where for all i ∈ {1, . . . ,m} each of the states |Ci〉 =
∑ci−1
n=0 ci,n |n〉 is a core state, where Uˆ is an m-mode passive
linear transformation with m×m unitary matrix U and where ξ,β ∈ Cm. To that end, we make use of the properties
of heterodyne detection: by Lemma 8, writing Vˆ = Sˆ(ξ)Dˆ(β) Uˆ , the POVM {VˆΠ0αVˆ †}α∈Cm can be simulated with
the POVM {Πξγ}γ∈Cm by computing α = U†(γ −β), i.e., translating the vector of samples γ by the vector of complex
amplitudes −β and multiplying the vector obtained by the m×m unitary matrix U†. Formally, let ρ be an m-mode
(mixed) state, then,
Tr (V †ρVˆ Π0α) = Tr (ρ VˆΠ
0
αV
†)
= Tr (ρΠξUα+β).
(F13)
In particular, computing the fidelity witness estimate Wψ in Protocol 2, i.e., using samples γ from unbalanced
heterodyne detection of copies of ρ post-processed as α = U†(γ − β), gives
1 + log
[
F
(
m⊗
i=1
|Ci〉〈Ci|⊗M , (V †ρV )⊗M
)]
−  ≤Wψ ≤ F
(
m⊗
i=1
|Ci〉〈Ci|⊗M , (V †ρV )⊗M
)
+ , (F14)
with probability 1− P iidW by Eq. (F16). Given that
F
(
m⊗
i=1
|Ci〉〈Ci|⊗M , (V †ρV )⊗M
)
= F (ψ⊗M ,ρ⊗M ), (F15)
we finally obtain
1 + log
[
F (|ψ〉⊗M ,ρ⊗M )
]
−  ≤Wψ ≤ F (|ψ〉⊗M ,ρ⊗M ) + , (F16)
with probability 1− P iidW , where P iidW is defined in Eq. (F2).
The estimate of the fidelity witness obtained is tight when the fidelity is close to 1. For example, if F (|ψ〉⊗M ,ρ⊗M ) = 0.9,
then
0.894−  ≤Wψ ≤ 0.9 + . (F17)
Furthermore, the witness is quite robust: the value of the witness may still be relevant even when the fidelity is further
away from 1. For example, if F (|ψ〉⊗M ,ρ⊗M ) = 0.5, then
0.3−  ≤Wψ ≤ 0.5 + , (F18)
with probability greater than 1− P iidW .
Writing ni the number of indices j ∈ {1, . . . ,m} such that cj = ci, for all i ∈ {1, . . . ,m}, the number of samples
needed for a precision  > 0 of the estimate Wψ and a confidence 1− δ scales as
N = O
(
max
i
{(
Mm

)2+ 2cipi
log(ni) log
(
1
δ
)})
, (F19)
with Eq. (F2).
Appendix G: Removing the i.i.d. assumption for Protocol 2
In this section, we derive a version of Protocol 2 which does not assume i.i.d. state preparation.
For N,M ∈ N∗, let Hi and Kk denote single-mode infinite-dimensional Hilbert spaces, for all i ∈ {1, . . . ,m} and all
k ∈ {1, . . . , N +M}. Let H be an m× (N +M)-mode infinite-dimensional Hilbert space. We write
H ' K⊗m1 ⊗ · · · ⊗ K⊗mN+M
' H⊗(N+M)1 ⊗ · · · ⊗ H⊗(N+M)m .
(G1)
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FIG. 4: The notations for the subsystems of a quantum state ρm×(N+M) over m× (N +M) modes, seen as N +M groups
of m subsystems or as m groups of N +M subsystems. The red dots depict the single-mode subsystems of ρm×(N+M). The
reduced state of ρm×(N+M) corresponding to the ith group of N +M subsystems is denoted ρN+Mi , for all i ∈ {1, . . . ,m}, and
the reduced state of ρm×(N+M) corresponding to the kth group of m subsystems is denoted σmk , for all k ∈ {1, . . . , N +M}.
For any ρm×(N+M) ∈ H, we define
σmk = TrH\K⊗mk (ρ
m×(N+M)), (G2)
the m-mode reduced state over K⊗mk , for all k ∈ {1, . . . , N +K +Q+M}. We also define
ρN+Mi = TrH\H⊗(N+M)i
(ρm×(N+M)), (G3)
the (N +M)-mode reduced state over H⊗(N+M)i , for all i ∈ {1, . . . ,m} (see Fig. 4).
The protocol is then as follows:
Protocol 5 (General multimode-mode fidelity witness estimation). Let c1, . . . , cm ∈ N∗. Let |Ci〉 =
∑ci−1
n=0 ci,n |n〉 be
a core state, for all i ∈ {1, . . . ,m}. Let Uˆ be an m-mode passive linear transformation with m ×m unitary matrix
U , and let β, ξ ∈ Cm. We write |ψ〉 = Sˆ(ξ)Dˆ(β) Uˆ⊗mi=1 |Ci〉 the m-mode target pure state. Let N,M ∈ N∗, and let
p1, . . . , pm ∈ N∗, 0 < η1, . . . , ηm < 1, and E1, . . . , Em, S1, . . . , Sm ∈ N be free parameters. We write N = N ′ +K +Q,
for N ′,K,Q ∈ N. Let ρm×(N+M) ∈ H be an unknown quantum state over m× (N +M) subsystems.
1. Measure all the m subsystems of N = N ′+K+Q chosen at random m-mode reduced states σmk (see Eq. (G2)) of
ρm×(N+M) with unbalanced heterodyne detection with unbalancing parameter ξ, obtaining the vectors of samples
γ(1), . . . ,γ(N
′+K+Q) ∈ Cm. Let ρm×M be the remaining state over m×M subsystems.
2. Discard the last Q vectors of samples.
3. For all k ∈ {1, . . . , N ′ +K}, compute the vectors α(k) = U† (γ(k) − β). We write α(k) = (α(k)1 , . . . α(k)m ) ∈ Cm.
4. For all i ∈ {1, . . . ,m}, record the number Ri of samples α(k)i such that |α(k)i |2+1 > Ei, for k ∈ {N ′+1, . . . , N ′+K}.
The protocol aborts if Ri > Si for any i ∈ {1, . . . ,m}.
5. For all i ∈ {1, . . . ,m}, compute the mean FCi(ρ) of the function z 7→ g(pi)Ci (z, ηi) (defined in Eq. (8)) over the
samples α
(1)
i , . . . , α
(N ′)
i ∈ C.
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6. Compute the fidelity witness estimate Wψ = 1−
∑m
i=1 FCi(ρ)
M .
Akin to Protocol 4 compared to Protocol 1, this protocol differs from Protocol 2 by two additional classical post-
processing steps, steps 2 and 4. These steps are part of a de Finetti reduction for infinite-dimensional systems [64]
detailed in [57]. In particular, step 3 is an energy test, and the energy parameters Ei and Si should be chosen to
guarantee completeness, i.e., if the perfect state is sent then it passes the energy test with high probability.
The value Wψ obtained is an estimate of a tight lower bound of the fidelity between the remaining state ρ
m×M over
m×M subsystems and M copies of the m-mode target state |ψ〉. The efficiency of the protocol is summarised by the
following result:
Theorem 7. Let  > 0. With the notations of Protocol 4 and η ≤ ηC,p, defined in Eq. (B1),
1 + logF (|ψ〉⊗M ,ρm×M )−O() ≤Wψ ≤ F (|ψ〉⊗M ,ρm×M ) +O() (G4)
or the protocol aborts in step 3, with probability greater than 1− PW , where
PW = O
(
1
poly(m,M, 1 )
)
, (G5)
for
N = O
(
M7+
2c
p m4+
2c
p
4+
2c
p
)
. (G6)
Proof. For the proof we only consider the case where the target state is a tensor product of core states |ψ〉 = ⊗mi=1 |Ci〉,
i.e., Sˆ(ξ)Dˆ(β) Uˆ = 1, since the generalisation to the multi-mode target states of the form Sˆ(ξ)Dˆ(β) Uˆ
⊗m
i=1 |Ci〉 using
Lemma 3 is identical to the i.i.d. case, detailed in section F. Then, the proof is similar to the one of Theorem 6, using
Theorem 5 instead of Theorem 4.
Writing ρm×M ∈ H⊗M1 ⊗ · · · ⊗ H⊗Mm , for all i ∈ {1, . . . ,m} (see Fig. 4 with N = 0), let
ρMi = Tr⊗
j 6=iH⊗Mj (ρ
m×M ), (G7)
be the reduced state over H⊗Mi of the state ρm×M . By Theorem 5,∣∣∣F (|Ci〉⊗M ,ρMi )− FCi(ρ)M ∣∣∣ = O() (G8)
or the protocol aborts in step 3, with probability greater than 1− PCi , where
PCi = O
(
1
poly(M, 1 )
)
, (G9)
for
N = O
(
M7+
2c
p
4+
2c
p
)
. (G10)
Replacing  by m and taking the union bound of the failure probabilities we obtain∣∣∣∣∣1−
m∑
i=1
(
1− F (|Ci〉⊗M ,ρMi )
)
−Wψ
∣∣∣∣∣ =
∣∣∣∣∣
m∑
i=1
(
F (|Ci〉⊗M ,ρMi )− FCi(ρ)
)∣∣∣∣∣
≤
m∑
i=1
∣∣∣F (|Ci〉⊗M ,ρMi )− FCi(ρ)∣∣∣
= O(),
(G11)
or the protocol aborts in step 3, with probability greater than 1− PW , where
PW = O
(
1
poly(m,M, 1 )
)
, (G12)
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for
N = O
(
M7+
2c
p m4+
2c
p
4+
2c
p
)
. (G13)
By Lemma 7 we have
1 + logF (|ψ〉⊗M ,ρm×M ) ≤ 1−
m∑
i=1
(
1− F (|Ci〉⊗M ,ρMi )
)
≤ F (|ψ〉⊗M ,ρm×M ), (G14)
so with Eq. (G11) we finally obtain
1 + logF (|ψ〉⊗M ,ρm×M )−O() ≤Wψ ≤ F (|ψ〉⊗M ,ρm×M ) +O() (G15)
or the protocol aborts in step 3, with probability greater than 1− PW , where
PW = O
(
1
poly(m,M, 1 )
)
, (G16)
for
N = O
(
M7+
2c
p m4+
2c
p
4+
2c
p
)
. (G17)
Since the parameter p ∈ N∗ may vary freely, the asymptotic scaling of the number of samples N needed for a precision
 > 0 and a polynomial confidence thus is given by N = O(M
7m4
4 ).
