A Hierarchical 3D-Mesh (H3DM) Network is a 2D-mesh network of multiple basic modules (BMs), in which the basic modules are 3D-torus networks that are hierarchically interconnected for higher-level networks. In this paper, we evaluate the dynamic communication performance of a Hierarchical 3D-Mesh (H3DM) network using a deadlock-free routing algorithm with minimum number of virtual channels under the uniform and non-uniform traffic patterns; and compare it with other networks to show the superiority of the H3DM network over other networks. We have also evaluated the dynamic communication performance of the mesh and torus networks. It is shown that H3DM network yields low average transfer time than that of mesh and torus networks. The trade-off between throughput and latency of these networks shown that H3DM network provide better dynamic communication performance than that of mesh and torus networks before saturation.
Introduction
High-performance computing is necessary in solving the grand challenge problems in many areas such as development of new materials and sources of energy, development of new medicines and improved health care, strategies for disaster prevention and mitigation, weather forecasting, and for scientific research including the origins of matter and the universe. This makes the current supercomputer changes into massively parallel computer (MPC) systems with thousands of node (Kei, Cray XT5-HE), that satisfy the insatiable demand of computing power. In near future, we will need computer systems capable of computing at the petaflops or exaflops level. To achieve this level of performance, we need MPC with tens of thousands or millions of nodes. Interconnection networks play a crucial role in the performance of MPC systems [1] . Many recent experimental and commercial parallel computers use direct networks for low latency and high bandwidth of interprocessor communication. For future MPC with millions of nodes, the large diameter of conventional topologies is intolerable. Hence, the hierarchical interconnection network (HIN) provides an alternative efficient way in which several network topologies can be integrated [2] together to construct the future MPC [2] . A variety of hypercube based HINs found in the literature, however, its huge number of physical links make it difficult to implement. To alleviate this problem, kary n-cube based HIN [3, 4] is a plausible alternative way. A Hierarchical 3D-Mesh (H3DM) Network [5] is a 2D-mesh network ) ( n n × of multiple basic modules (BMs), in which the BMs are 3D-torus networks ) ( m m m × × that are hierarchically interconnected for higher-level networks. Wormhole routing [6] has become the dominant switching technique used in contemporary multicomputers. This is because it has low buffering requirements and it makes latency independent of the message distance. Deterministic, dimension-order routing is popular in MPC because it has minimal hardware requirements and allows the design of simple and fast routers. Wormhole routing relies on a blocking mechanism for flow control, deadlock can occur because of cyclic dependencies over network resources during message routing. Virtual channels (VCs) [7] are used to solve the problem of deadlock in wormhole-routed networks. Since the hardware cost increases as the number of VCs increases, the unconstrained use of VCs is not cost-effective in MPC systems. The static network performance of the H3DM network is evaluated and presented in [5] . And in our another study, we have presented a deadlock-free routing algorithm for the H3DM network using 2 VCs [8] . The main objective of this paper is to study the dynamic communication performance of the H3DM network.
The remainder of this paper is organized as follows. In Section 2, we briefly describe the basic structure of the H3DM network. In Section 3, we recall the deadlock-free dimension order routing for the H3DM network. Section 4 discusses the evaluation of dynamic communication performance. Finally, in Section 5, we conclude the results presented in this paper.
2
Interconnection of the H3DM Network 
More generally, in a Level-$L$ H3DM, the node address is represented by:
Here, the total number of digits is α = 2L+1, where L is the level number. In particular, i th group ( ) Routing of messages in the H3DM network is first done at the highest level network; then, after the packet reaches its highest level sub-destination, routing continues within the subnetwork to the next lower level sub-destination. This process is repeated until the packet arrives at its final destination [10] . For messages routing using dimension-order routing in H3DM network, first find the nonzero offset in the most significant position by subtracting the current address from the destination. Then make a step towards nullifying the offset by sending the packet in descending order. When the offset along a dimension is zero, then the routing message is switched over to the next dimension. Routing dimension is strictly followed in the dimension order routing. Routing at the higher level H3DM is performed first in the y-direction and then in the x-direction. In a BM, the routing order is z-direction, y-direction, and xdirection, respectively.
Fig. 2. Dimension-Order Routing Algorithm of the H3DM Network
Routing in the H3DM network is strictly defined by the source node address and the destination node address. Let a source node address be . 
. Figure 2 shows the routing algorithm for the H3DM network.
Deadlock-Free Routing
A deadlock-free routing algorithm can be constructed for a wormhole routed interconnection network by introducing VCs [7] . Since the hardware cost increases as the number of VCs increases, the unconstrained use of VCs is prohibited for costeffective parallel computers. A deadlock-free routing algorithm with a minimum number of VCs is preferred. In our previous study [8] , we proved that the dimensionorder routing algorithm on H3DM network is deadlock-free using 2 VCs and 2 is the minimum number of VCs for the H3DM network. [8] .
Theorem 1. A H3DM network is deadlock-free with 2 virtual channels

Dynamic Communication Performance
The overall performance of a MPC system is affected by the performance of the interconnection network as well as by the performance of the node. Low performance of the underlying interconnection network will severely limit the speed of the entire MPC system. Therefore, the success of a MPC is highly dependent on the efficiency of their interconnection networks.
Performance Metrics
The dynamic communication performance of a MPC system is characterized by message latency and network throughput. Message latency refers to the time elapsed from the instant when the first flit (header) is injected into the network from the source to the instant when the last data flit of the message is received at the destination. Network throughput refers to the maximum amount of information delivered per unit of time through the network. For the network to have good performance, low latency and high throughput must be achieved.
Simulation Environment
We have developed a wormhole routing simulator using C language to evaluate the dynamic communication performance. We use a dimension-order routing and uniform and bit-flip traffic patterns. In the evaluation of performance, flocks of messages are sent through the network to compete for the output channels. Packets are transmitted by the request-probability r during T clock cycles and the number of flits which reached at destination node and its transfer time is recorded. Then the average transfer time and throughput are calculated and plotted as average transfer time in the horizontal axis and throughput in the vertical axis. The process of performance evaluation is carried out with changing the request-probability r. We have considered that the message generation rate is constant and the same for all nodes. Flits are transmitted at 20,000 cycles i.e., T = 20000. In each clock cycle, one flit is transferred from the input buffer to the output buffer, or vice versa if the corresponding buffer in the next node is empty. Thus, transferring data between two nodes takes 2 clock cycles. The message length is considered as short (16 flits), medium (64 flits), and long (256 flits); and the buffer length of each channel is 2 flits. For fair comparison of dynamic communication performance, two VCs per physical link are simulated, and the VCs are arbitrated by a round robin algorithm.
Dynamic Communication Performance Evaluation
We have evaluated the dynamic communication performance of several networks using deadlock-free dimension order routing with minimum number of virtual channels under the uniform and bit-flip traffic patterns. For fair comparison we should have equal number of nodes for all the considered network. If m = 4, n = 4, and L = 2, then the total number of nodes in the H3DM network is 1024. 32 × 32 mesh and 32 × 32 torus networks also have 1024 nodes.
Uniform Traffic Pattern
The most frequently used, simplest, and most elegant traffic pattern is the uniform traffic pattern where the source and the destination are randomly selected, i.e., every node sends messages to every other node with equal probability [9] . Figure 3 Figure 3 , for all message length, the zero load latency of the H3DM network is lower than that of the mesh and torus networks. The throughput and latency of a network is increased with the increase of load. Because the links and VCs become congested and the message competes to each other for the network resources, links and channels. With the injection of more and more messages and in course of time, the network becomes saturated. After saturation, the message latency is increasing dramatically while the network throughput will not increase anymore. Up to saturation the trade-off between throughput and latency of the H3DM network is better than that of mesh and torus networks as illustrated in Fig. 3 . The limited connectivity of higher level links of 2D-mesh network becomes congested with the increase of packet in the network. On top of this 2D-mesh network saturates earlier due to lack of symmetry. However, the maximum throughput of the mesh and torus network is higher than that of H3DM network as shown in Fig. 3 . The number of channels required deadlock-free routing for mesh network is one; however, we used two VCs for fair comparison. With this additional channel the congestion of the mesh network is relief and the throughput is increased. It is portrayed in Figure  3 (b) and (c) that the relative difference of maximum throughput between H3DM and mesh network is diminishing with the increase of message length. In torus network all the end-to-end nodes are connected by long length wrap-around links. These links provides a by-pass path for messages which in turns increase the throughput. . Figure 3(d) portrays the result of simulations under bit-flip traffic pattern for the various networks for short message. It is seen that the average transfer time at zero load of the H3DM network far lower than that of the mesh and torus networks. Up to saturation the trade-off between throughput and latency under bit-flip traffic of the H3DM network is better than that of mesh and torus networks. However, the maximum throughput of the mesh and torus network is higher than that of H3DM network as depicted in Figure 3 (d).
Conclusion
A deadlock-free routing algorithm using dimension order routing with a minimum number of VCs was proposed for the H3DM network. It is proven that 2 VCs per physical link are sufficient for the deadlock-free routing algorithm of the H3DM network; 2 is also the minimum number of VCs for dimension order routing. By using the deadlock-free dimension-order routing and the uniform and bit-flip traffic patterns, we have evaluated the dynamic communication performance of the H3DM, mesh, and torus networks. The average transfer time of H3DM network is lower than that of the mesh and torus networks. Maximum throughput of the H3DM network is also higher than that of those networks. A comparison of dynamic communication performance reveals that the H3DM outperforms mesh and torus networks because it yields low latency and high throughput, which are indispensable for next generation high performance massively parallel computer systems. The important issue of assessing the dynamic communication performance improvement of the H3DM network by the adaptive routing algorithm remains a subject for further exploration.
