Abstract. We analyze an iterative coupling of mixed and discontinuous Galerkin methods for numerical modelling of coupled flow and mechanical deformation in porous media. The iteration is based on an optimized fixedstress split along with a discontinuous variational time discretization. For the spatial discretization of the subproblem of flow mixed finite element techniques are applied. The discretization of the subproblem of mechanical deformation uses discontinuous Galerkin methods. They have shown their ability to eliminate locking that sometimes arises in numerical algorithms for poroelasticity and causes nonphysical pressure oscillations.
Introduction and mathematical model
We consider the quasi-static Biot system of flow in deformable porous media, − ∇ · (2µε(u) + λ∇ · uI − b pI) = ρ b g , (1.1) solver technologies can be reused. Here, we use an "optimized fixed-stress split" type iterative method; cf. [1, 2, 3] . For the time discretization of the arising subproblems of flow and mechanical deformation a discontinuous in time variational approach (cf. [1] ) is applied. For the approximation of the pressure and flux unknown p and q within the iterative coupling approach we use a mixed finite element method. The displacement variable u is discretized by a discontinuous Galerkin method. Thereby the results herein represent the natural extension of the work of the author in [1] and further work in the literature, where the displacement field u was approximated by a continuous Galerkin method. The motivation for using a discontinuous Galerkin scheme for the discretization of the displacement u comes from combating the locking phenomenon, that sometimes arises in numerical algorithms for poroelasticity and manifests as spurious nonphysical pressure oscillations. In poroelasticity the locking-dominant parameter is the specific storage coefficient c 0 = 1/M in Eq. (1.2). Locking primarily arises if c 0 = 0 and, usually, does not appear for c 0 = 0. For a more extensive discussion of locking in poroelasticity we refer to the literature; cf., e.g., [5, 6] .
In [4] a coupling of mixed and discontinuous Galerkin finite methods is studied within a monolithic approach and an error analysis for the semi-discretization is space is given. By numerical experiments it is shown for the problem of Barry and Mercer, that a discontinuous Galerkin discretization of the displacement u is capable of eliminating spurious pressure oscillations related to locking arising in continuous discretizations of u. Therefore, it seems worth to study the combined mixed and discontinuous Galerkin approach also within a fixed-stress split iterative method which is done here.
We use standard notation. In particular, we put W = L 2 (Ω) and V = H(div; Ω) and denote by ·, · the inner product of W .
Iterative coupling and space-time discretization
We consider solving the system (1.1), (1.2) by the following iteration scheme.
Subproblem of flow: Let
for all w ∈ L 2 (I; W ) and v ∈ L 2 (I; V ).
Subproblem of mechanical deformation: Let
In this scheme the artificial quantity L is a numerical parameter that was firstly introduced in [3] to accelerate the iteration process. The convergence of the iteration
For the discretization we decompose the time interval (0, T ] into N subintervals I n = (t n−1 , t n ], where n ∈ {1, . . . , N } and 0 = t 0 < t 1 < · · · < t N −1 < t N = T and τ = max n=1,...N (t n − t n−1 ). We denote by T h = {K} a finite element decomposition of mesh size h of the polyhedral domain Ω into closed subsets K, quadrilaterals in two dimensions and hexahedrals in three dimensions. Further, E int h, is the set of all interior edges (faces for d = 3). To each interior edge (or face) e ∈ E int h we associate a fixed unit normal vector ν e . For the spatial discretization of (2.1), (2.2) we use a mixed finite element approach. We choose the class of Raviart-Thomas elements for the two-dimensional case and the class of Raviart-Thomas-Nédélec elements in three space dimensions, where for s ≥ 0 the space
h ⊂ V denote the corresponding inf-sup stable pair of finite element spaces; cf. [1] . Here, Q s is the space of polynomials that are of degree less than or equal to s in each variable and T K is a suitable invertible mapping of the reference cube K to K of T h . For the spatial discretization of (2.3) we discretize we use a discontinuous Galerkin method with the space
The fully discrete space-time finite element spaces are then defined by
where P r (I n ; X) is the space of all polynomials in time up to degree r ≥ 0 on I n with values in X. We choose l = s + 1 to equilibrate the convergence rates of the spatial discretization for the three unknowns p, q and u; cf. [4, p. 426, Thm. 1]. For short, we put W h = W I n then leads us to the following fully discrete iteration scheme, referred to as the MFEM(s)dG(s+1)-dG(r) splitting scheme.
Fully discrete subproblem of flow: Let n ∈ {1, . . . , N }. Find coefficient func-
for all z h ∈ H h and i = 0, . . . , r with effective stress σ(u) = 2µε(u) + λ∇ · u I.
In Eq. (2.10) we use the notation
We denote by ·, · K and ·, · e the L 2 inner products on K and e, respectively. As usual, we let {w} = ((w |K ) |e + (w |K ′ ) |e )/2 for two adjacent elements K and K ′ with common edge (or face) e and, similarly, [w] = (w |K ) |e − (w |K ′ ) |e . The penalty term J δ contains the numerical parameter δ e that takes a constant value at each edge (or face) e ∈ E int h with Lebesgue measure |e|. The power β is a positive number that depends on the dimension d. In [4] , the choice β = (d − 1) −1 is proposed for the fully coupled semi-discretization of (1.1), (1.2). The coefficients α ij , β ii and γ i are defined
For a detailed derivation of the Eqs. (2.8)-(2.10) we refer to [1] for the space-time issue and to [4] for the discontinuous Galerkin approximation in space of the displacement field u. Eq. (2.10) is referred to as the symmetric interior penalty (SIP) discontinuous Galerkin method. Finally, we note that an additional penalty term involving ∂ t u is proposed for the semi-discrete fully coupled approach in [4] .
Convergence of the iteration scheme
Here we prove the convergence of the iteration scheme (2.8), (2.9) and (2. 1), (1.2) , formally given by passing to the limit k → ∞ in the scheme (2.8)-(2.10). Analogously to (2.7), let {p τ,h , q τ,h , u τ,h } on I n be represented by coefficients P j n,h ∈ W h , Q j n,h ∈ V h and U j n,h ∈ H h for j = 0, . . . , r. For n ∈ {1, . . . , N } and t ∈ I n we put
The quantities E 
Proof. We split the proof into several steps. 1.
Step (Error equations). By substracting Eqs. (2.8)-(2.10) from the fully discrete monolithic space-time approximation MFEM(s)dG(s+1)-dG(r) of the Biot system (1.1), (1.2) we obtain for i = 0, . . . , r that 
Step (Summation of Eq. ∈ V h we have that
Adding Eq. (3.5) to Eq. (3.4) implies that
Step (Summation of Eq. 
Adding Eq. (3.7) to Eq. (3.6) leads to
5.
Step (Formation of incremental equation for (3.3), summation and choice of test function.) Firstly, we write Eq. (3.3) for two consecutive iterations, k and k + 1, and substract the resulting equations from each other. Secondly, we change the index i in the thus obtained equations to j, multiply them with α ij and sum up from j = 0 to r to obtain that
u ∈ H h in (3.9), dividing by β ii > 0 and summing up the resulting identity from i = 0 to r, we find that
Further, from Eq. (3.9) with z h = S
u we get by means of the inequalities of Cauchy-Schwarz and Cauchy-Young that
The terms J p and J d can be bounded by means of (cf. [4, p. 429, p. 431])
for R ∈ N, R > 1 and some constant c > 0, such that they can be absorbed by the left-hand side, if the penalty parameter δ min is chosen sufficiently large.
6.
Step (Summation of Eq. (3.8) and combination with Eq. (3.10)). Using in (3.8) that 4 x, y = x + y 2 − x − y 2 , summing up the resulting equation over i and using (3.10) together with (3.12)) we get that
For the second term T 2 on the right-hand side, (3.11) and (3.12) yield that
On the left-hand side, the third term can be rewritten by [1, p. 760, Eq. (4.29)]. The fourth and fifth term are rewritten by first using the identity 2 x, y = x, x + y, y − x − y, x − y and then applying (3.11) with (3.12).
7.
Step (Contraction). We combine the results of the 5th and 6th step to Using (3.12) the last two terms on the right-hand side of (3.14) can be absorbed by terms on the left-hand side, if L > 0 and the penalty function δ in J δ of (2.10) are chosen sufficiently large, i.e. L > cb 2 /λ. Inequality (3.14) then shows the convergence of the iterates S i,k p in W h , for i = 0, . . . , r. From (3.14) along with the convergence of 
