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Abstract-In this paper, we apply the higher order self-adjoint schemes constructed in [l] to 
wave equation and heat equation to show these methods can also be used to solve partial differential 
equations to get higher order accuracy in the time direction. 
1. INTRODUCTION 
In [2], Haruo Yoshida proposed a new method to get multistage higher order explicit symplectic 
difference schemes for Hamiltonian systems by composing lower order symplectic ones. Recently, 
Suzuki, in his paper [3], even gives out the order conditions for tenth and twelfth order schemes 
of the same form as that of [2]. However, in [l], we found that their method can also be applied 
to non-symplectic schemes for non-Hamiltonian systems and we constructed several higher order 
schemes by using this method. But as we have pointed out in [4], the achievement of higher order 
is accompanied by the loss of stable region. In this paper, we mainly apply the following scheme: 
1 
Yn+l/s = Yn + 2(2 _ 21/3) MYnln) + f(Yn+l/B)) 
-p/3 
Yn+2/3 = Yn+1/3 + 2c2 _ 21,3j 7(f(Yn+1/3) +f(Yn+2/3)) 
1 
Yn+i = Yn+2/3+ 2c2_21,3j +(Yn+2/3) +f(Yn+d), 
0) 
(details about scheme (1) will be given out in Section 2) to wave and heat equations. It’s well 
known the trapezoid method is A-stable, but since scheme (1) is the multiplicative extrapolation 
of the trapezoid method with three coefficients cl = cs = l/(2 - 21i3), c2 = -21i3/(2 - 21i3), and 
c2 is negative, it is no longer A-stable. But as we have pointed out in [4], the unstable region of (1) 
is just a very little “circle” with the diameter 0.04 around -1.18 on the real axis. So we know it 
is safe for stiff problems with eigenvalues + X not very adjacent to the real axis. Numerical tests 
show the numerical results are almost always satisfactory except for some special time steps r 
which make the Xr fall into the small unstable region. The multiplicative extrapolation method 
has a big advantage over additive extrapolation method because it keeps group properties of the 
original schemes. That means if this method is used to construct higher order schemes from 
lower order symplectic schemes, the higher order ones are also symplectic, and if it is applied 
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to volume-preserving schemes, the constructed schemes will also be volume-preserving. As to 
the numerical schemes for partial differential equations, things remain the same. If we construct 
schemes from lower order square conservative schemes, we can get square conservative schemes 
of higher order. 
In Section 2, general construction process of higher order schemes is given out to get scheme (1) 
as an obvious consequence, while Section 3 is focused on numerical applications to partial differ- 
ential equations. 
2. CONSTRUCTION OF HIGHER ORDER SCHEMES 
It’s well known a dynamical system can be written in the form 
Y’ = f(Y). (2) 
The right side of (2) is a vector field which may be finite dimensional or infinite dimensional. When 
it is of finite dimension, then (2) describes an ordinary differential equation system and if it is of 
infinite dimension, then (2) defines a partial differential equation. In this section, we just consider 
the first case with initial condition yo = y(0) and y = [yl, ~2,. . . ,y,lT, f = [fi, f2,. . . , f,,JT. 
We now consider the difference schemes for solving the above initial value problem of ordinary 
differential equations. We know every one-step difference scheme for (2) can be formally written 
as 
Y7&+1 = S(T)Yrz, (3) 
if we denote the numerical solution at t, = no (respectively, tn+l = (n+ 1)~) by yn (respectively, 
yn+l), where s(7) is the operator corresponding to the difference scheme, and T is the step size. 
DEFINITION 2.1. An operator S*(T) is called the adjoint operator of S(T), if one of the following 
conditions 
is satisfied. 
s*(-7)s(7) = I (4.1) 
s(T)s*(-T) = I (4.2) 
DEFINITION 2.2. We call an operator S(T) self-adjoin& if S*(T) = S(T). 
THEOREM 2.3. For any operator S(T), s*(~)s(~) (or s(~)s*(~)) is a self-adjoint operator. 
THEOREM 2.4. Thesymmetric composition s1(7)s2(7)s1(7) ofself-adjoint operators sl(~), s2(7) 
is a self-adjoint operator. 
It’s easy to prove Theorems 2.3 and 2.4; for details about the proofs, see [l]. 
Denote 
f = Vi(Y), f2(Y), . . .> fn(Y)lT, 9 = [91(Y), S2(Y), . . .> &(Y)lT, 
T 
D= -& 2,..., + I , Y= LYl7 Y2r-,-, Y?zlT, R. 
where fl, f2, . . . , fn and 91, g2, . . . , g,, are scalar functions. Let 
Lf= fTD= 2 fi-& 
i=l 
z 
be a first order differential operator. The action of Lf acting on a scalar function cp yields 
CP = fT DcP(Y). 
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DEFINITION 2.5. The commutator of two first order differential operators Lf and L, is given by 
Pf 7 -$I = LfL, - L,Lf. (6) 
The commutator of the two first order differential operators is still a first order differential 
operator. We can prove under this kind of commutator the total of the first order differential 
operators form a Lie algebra. 
DEFINITION 2.6. A Lie series is an exponential of a first order linear differential operator, 
etLf - 
O” t”Lk 
 
c 
- 
k!f. 
k=O 
The action of a Lie series on a scalar function p(y) is given by 
(7) 
O” tkLk 
etlf$3(y) = z. + V(Y) = go ; UT(y) D)k q(y) 
=~(~)+tf’(~)(D~(~))+~~~(~)D(f~(y)Dip(y))+.... 
We give out several properties of Lie series. All of them can be proved as in [5]. Let 
(8) 
(1) 
(2) 
(3) 
etfTD _ g - [etf TDgi, etfTpg2,. . . , 2fTDg,]T. 
Composition. 
et’fg(y) = g(et’ry). 
Product preservation. 
(9) 
(4) 
etLf (pq) = (etL’p)(etLf q), (10) 
where P(Y), q(y) are scalar functions. 
Non-commuting exponential identities. Since the total of first order differential operators 
we defined form a Lie algebra, we have the Baker-Campbell-Hausdroff formula 
,tLfetL, = et(L,+L,)+t2Wz+t%3+... 
, (11) 
where 
WP = &f. L,], 
w3 = $[Lf, L,l? Lfl+ &Lf? &I, J&l? 
w4 = & [Lf p, w,, JQl 11 * ’ *. 
Differential equation property. If y(t) = e tfTD~~, YO = Y(O), then y’(t) = f(y(t)). 
From property (4), we know the exact solution of (2) can be represented in the form 
y(t) = etLry(0), where y(0) is the initial value. We hope that the operator of a scheme can 
also be represented in this form. In (61, Dragt and Finn showed us the relation between a one 
parameter family of symplectic transformations and a Hamiltonian system. From their work we 
get the following lemma. 
LEMMA 2.7. The action of any operator s(r) on an initial value y(0) can be represented formally 
in the form of the solution of some ODE problem. 
This is just the general case of the conclusion of Dragt and Finn when we are dealing with 
non-Hamiltonian systems and use non-symplectic schemes. 
Since S(T) may not form a one parameter group, the ODE problem corresponding to it may be 
time-dependent, but we still can get the formal exponential representation of s(r) as the following 
(see [7]): 
S(T) = exp (rA + r2B + 73C + r4D + r5E +. . .), 
and the sequence 
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TA + TUB + r3C + ~~0 + TIE + 1.. 
may not be convergent, where A, B, C, D, E, . . . are first order differential operators. However, 
we still can get the following lemma. 
LEMMA 2.8. Every operator s(r) has a formal exponential representation. 
Now using the Lemma 2.8, we can get an important result in this section [l-2]. 
THEOREM 2.9. Every self-adjoint operator has an even order of accuracy. 
COROLLARY 2.10. Let S(T) be a self-adjoint operator of order 2n, then the operator s(cir) 
s(csr) s(cir), with cl, cs satisfying 
ZcT”+l + cp+l = 0, 2ci + cs = 1 ( i.e., cl = 1 
-2Wn+l) 
2 - 21/(2n+l) ’ c2 = 2 _ 21/(2n+l) 
> 
’ (12) 
is of order 2n + 2. 
All the proofs of theorems and lemmas in this section can be found in [l]. We notice that the 
operator s(cir) ~(~27) s(cir) is constructed from the operators S(C~T) (i = 1,2,3) by multiplicative 
extrapolation method because the sum of the three composition coefficients cl, cs, cs is 1, and 
the coefficient cs is negative. 
Finally in this section, we introduce a simple method to get the adjoint of a scheme. This 
method can be found in [l] where the equivalence between this method and Definition 2.1 is also 
given out. For example, let’s consider the explicit forwards difference method 
Yn+l = Yn + Tf(Yn). 
Its adjoint can be got by the transformation 
Yn+l - Yn 
Yn - Yn+l 
7 - -T. 
Under the tranformation (14), (13) becomes 
Yn+l = Yn + ~f(Yn+d 
Scheme (15) is the adjoint of (13); it’s just the implicit backwards difference 
these two schemes (13),(15) are not self-adjoint, but the composition of them, 
Yn+1/2 = Yn + ; f(Yn+l/S) 
Yn+l = Yn+1/2 + ; f(Yn+l/2) 
and 
Yn+1/2 = Yn + ; f(Yn) 
Yn+l = Yn+l/2 + 4 f(Yn+l), 
which are just the centered Euler method 
and the trapezoid rule 
(13) 
04 
(15) 
scheme. We know 
(16.1) 
(17.1) 
(16.2) 
(17.2) 
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Scheme (16.2),(17.2) are self-adjoint schemes since they remain the same under the transforma- 
tion (14). Thus scheme (1) is self-adjoint and of order 4, where yn+i/s (respectively, ~,,+z/~) 
denote the numerical solution of the first (respectively, second) stage at every step. And just the 
same as scheme (17.2), the Euler midpoint rule (16.2) can also be used to construct the scheme 
Yn+2/3 = Yn+1/3 + 
Yn+i = Yn+2/3 + 
(18) 
which is self-adjoint and symplectic and of order 4. 
3. APPLICATIONS TO PARTIAL DIFFERENTIAL EQUATIONS 
We know when solving partial differential equations, there are several methods such as spectral 
methods and finite difference methods which can be used to achieve high order accuracy in the 
space direction, while high order accuracy in the time direction is not so easy to get. So it is 
obvious that the overall accuracy is often influenced strongly by the relatively unsatisfactory 
approximation in the time direction. Though the self-adjoint schemes (also called symmetric 
schemes or reversible schemes) are well known, such as the composed Strang scheme [8] which 
is of order two, the advantage of these schemes which can be used to construct higher order 
schemes is long neglected. In this section, we use scheme (1) to solve two kinds of partial 
differential equations in order to show that the technique introduced in Section 2 can be used 
to overcome the deficiency in the time direction, since theoretically, we can construct schemes of 
arbitrary even order in the time direction. 
3.1. Applications to Spectral Methods 
Let’s first consider the following one-dimensional first order wave equation 
(19) 
with periodic boundary conditions 
u(O,t) = U(27r, t). (20) 
Since collocation, Galerkin, and tau methods are identical in the absence of essential boundary 
conditions, we just analyze the Fourier-collocation or pseudospectral method [9]. 
We introduce the collocation points x,, = 2~ n/2N (n = 0,. . . ,2N - 1) and the vector notation 
u= (Q,..., USN-~) where un = ~(x~,t). Th e collocation equation that approximates (19) is as 
the following: 
dU 
dt = C-lDCu, (21) 
where C and D are 2N x 2N matrices whose entries are 
ckl = & - exp [i(k - N)zl], 
Dkl = -k’&, 
(22) 
(23) 
where k’ = k - N (1 5 k 5 2N - 1) and k’ = 0 if k = 0. From [9], ]] exp[C-‘DC]t )I = 1, and we 
know the Fourier-collocation method is stable for (19). 
cAllbu\ 26:3-C 
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To solve the semi-discrete spectral approximations 
of the differential equation 
dU 
y$ = Lu, (25) 
where L denotes the spatial operator, we often use the Crank-Nicolson scheme, backwards Euler 
scheme, and leap-frog scheme. However, we know the backwards and forwards Euler schemes are 
not self-adjoint, nor is the leap-frog scheme. But the first two schemes are adjoint to each other 
and the composition of them is the Crank-Nicolson scheme 
U n+l _ Un = AtLN 
Cun+12+ un) ) 
which is self-adjoint and of order 2. So using the results of Section 2, we can construct a 
fourth order scheme from it. Since in this paper, we just consider the case when LN is a linear 
transformation, we see the constructed scheme is just the scheme (1) which is now in the form 
Un+1/3 = Un + 
1 
2(2 - 2113) 
At(LNun +L~vu~+'~~) 
g+2/3 =p+1/3 + 
_2W 
2(2 - 2113) 
&(LNu"+'/3 +Lj~ll~+~/~) 
1 
U n+l = Un+2,‘3 + At(LNu nfv3 
2(2 - 21/3) 
+ L~~~+I). 
We use scheme (27) and the Crank-Nicolson scheme to solve (21) with initial value f(x) = sina: 
and compare the numerical results with the exact solution ~(2, t) = sin (x-t). The errors of these 
two schemes are listed in Table 1, from which we can see scheme (27) is senior to Crank-Nicolson 
of order two. The number of collocation points used here is 24 (i.e., N = 12), and we take two 
different step-sizes At, = 0.1, Atz = 0.01. The results with step-size At, = 0.1 are also plotted 
out in Figure 1 in which the ranges of z and t are [0,27r] and [O, IO], respectively. There are 25 
curves in Figure 1, each curve representing the values of ~(5, t) on different collocation points at 
the same time. 
Crank Nicolson Scheme Scheme (‘27) 
Figure 1. 
Exact Solution 
We now turn to the second order heat equation 
du(x, t) &L(x, t) ----= 
at ax2 ’ 
o<x<lr, t>o, (28.1) 
(28.2) 
(28.3) 
u(0, t) = u(7r, t) = 0, t > 0, 
q&o) = f(x), Olxl7r. 
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21 
At1 = 0.1 
x0 = 0 xfj = 4 212 = A Z18 = q 1 
Exa. Solu. -9.983341E - 002 9.950041E - 001 9.9833416 - 002 -9.950041E - 001 
t = 0.1 Err. Znd Or. 8.279320E- 005 8.303549E- 006 -8.279320E- 005 -8.303549E- 006 
Err. 4th Or. 6.5260503 - 007 6.547869E-008 -6.526050E-007 -6.547869E- 008 
Exa. Solu. 9.589242E- 001 2.836621E - 001 -9.589242E- 001 -2.836621E - 001 
t = 5.0 Err. Znd Or. 1.171853E - 003 -3.991978E - 003 -1.171853E - 003 3.991978E - 003 
Err. qth Or. 1 9.301926E - 006 1 -3.144719E - 005 1 -9.301926E - 006 ) 3.144719E - 005 
1 Exa. Solu. 1 5.440211E - 001 1 -8.390715E - 001 1 -5.4402113 - 001 1 8.390715E - 001 
t = 10.0 Err. 2”d Or. 1 -7.000545E-003 1 -4.497621E-003 1 7.000545E-003 1 4.4976216-003 
Err. 4th Or. 1 -5.503433E-005 1 -3.567954E-005 ) 5.503433E-005 1 3.567954E-005 
Ah = 0.01 
x0 = 0 26 = f 212 = A 218 = 4 
Exa. Solu. 9.999833E- 003 9.9995OOE - 001 9.9998333- 003 -9.999500E-001 
t = 0.01 Err. 2nd Or. 8.332791E- 008 8.333040E - 010 -8.332791E - 008 -8.333042E - 010 
Err. 4th Or. 6.604895E - 012 6.616929E - 014 -6.604905E - 012 -6.605826E - 014 
Exa. Solu. 1 -4.7942556- 001 1 8.775825E- 001 1 4.794255E- 001 1 -8.7758253- 001 
t= 0.5 Err. and Or. 1 3.656543E-006 1 l.Q97568E-006 1 -3.656543E-006 1 -1.997568E-006 
Err. 4th Or. 1 2.898372E - 010 1 1.58334LE - 010 1 -2.8982283 - 010 -1.583242E - 010 
1 Exa. Solu. I -8.414709E - 001 I 5.403023E - 001 I 8.4147096 - 001 I -5.403023E - 001 
t = 1.0 Err. Znd Or. 1 4.502480E - 006 1 7.012134E - 006 1 -4.502480E - 006 1 -7.012134E - 006 
Err. 4th Or. 3.5689516 - 010 ) 5.558181E - 010 1 -3.568860E - 010 1 -5.55798LE - 010 
The solution to (28) is 
where 
U(Z, t) = 2 a,(t) sin n5, (29) 
n=l 
a,(t) = f&-+ 72 = 1,2,. . . ) wo 
fn = 5 I” f(z) sinnz dz, n = 1,2,. . . (31) 
are the coefficients of the Fourier sine series expansion of f(z). A spectral approximation is 
gotten by truncating (29) to 
N 
u(z, t) = 2 a,(t) sin nz, 
n=l 
and replacing (30) by the evolution equation 
da, 2 
dt= --72 a,, n= l,...,iV 
(32) 
with the initial condition a,(O) = fn (n = 1,. . . , N). The initial value of a, can be represented 
in another form. Let zj = Q/(iV + 1) (j = 1,. . . , IV) be collocation points; from the collocation 
equation (29), we have [9] 
5 a,sin& = Uj, j = l,...,N, 
n=l 
then 
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The spectral approximation (32),(33) to (27) . 1s an exceedingly good approximation for any 
t>OasN+co. In fact, the error ~(5, t) - UN(X, t) goes to zero more rapidly than cPNZt as 
N --+ co for any t > 0. However, as we will see in Section 3.2, a finite difference approximation 
to the heat equation using N grid points in 5, but leaving t as a continuous variable (a “semi- 
discrete” approximation), leads to errors that decay only algebraically with N as N -+ oo. 
We now use scheme (1) and the trapezoid scheme to solve the evolution equation (33) with the 
initial condition f(x) = sinz and then get the solution of (28) from (31). In the computation, we 
take N = 24 and Ati = 0.1, At2 = 0.01. We compare the exact solution u(x, t) = eet sinx with 
the numerical results in Table 2, and again, we find the scheme (1) actually has higher order of 
accuracy than the trapezoid method. The results with Ati = 0.1 are also plotted out in Figure 2 
in which the ranges of IC and t are [0, 7r] and [0, lo], respectively. There are 50 curves in Figure 2, 
each curve denoting the values of U(Z, t) on different collocation points at the same time. 
Table 2. 
r At1 = 0.1 
6~ 
56 = z 212 = 
127T 1877 
25 x18 = 25 x24 = 
24,~ 
25 
Exa. Solu. 6.194038E- 001 9.030519E-001 6.9718926-001 1.1340616 - 001 
t = 0.1 Err. 2"d Or. -5.169239E-005 -7,536426E-005 -5.818397E-005 -9.464322E- 006 
Err. 4th Or. 4.1317873-007 6.0238863-007 4.650661E -007 7.5648586-008 
Exa. Solu. 5.619104E - 002 8.192302E -002 6.324757E-002 1.028797E -002 
t = 2.5 Err. 2"d Or. -l.l71183E-004 -1.7075123-004 -1.3182626-004 -2.1443116-005 
Err. 4th Or. 1 9.370756E- 007 1 1.366197E-006 1 l.O54754B-006 1 1.715685E-007 
Exa. Solu. 4.612442E -003 ) 6.7246513-003 1 5.1916776 -003 8.444886E-004 
t = 5.0 Err. 2"d Or. 1 -1.9207283- 005 1 -2.800301E-005 1 -2.161935E-005 1 -3.516647E-006 
1 Err. 4th Or. ) 1.538409E - 007 2.242905E - 007 ) 1.731605E-007 ] 2.8166636-008 
at2 = 0.01 I 
26 = 
6~ 1277 
x12 = 25 
l&r 
z Xl8 = 25 x24 = 
24~~ 
25 
Exa. Solu. 6.7773576-001 9.8809618-001 7.628465E-001 1.240861E - 001 
t ~0.01 Err, Znd Or. -5.6478823-008 -8,234258E-008 -6.357149E-008 -l.O34066E-008 
Err. 4th Or. 4.488742E-012 6.544431E -012 5.052624E-012 8.2188426-013 
Exa. Solu. 5.3312588- 001 7.772639E-001 6.000763E-001 9.760962E- 002 
t = 0.25 Err. 2"d Or. -1.110694E -006 -1.619322E- 006 -1.250176E-006 -2.033562E-007 
Err. 4th Or. 8.827749E- 011 1 1.287029E-010 9.936340E-011 1.616264E-011 
1 Exa. Solu. 1 4.1519883-001 I 6.053338E-001 1 4.673399E-001 I 7.601844E-002 
t = 0.5 Err. Znd Or. ( -1.730017E-006 -2.522256E-006 -1.947274E- 006 -3.1674766-007 
Err. 4th Or. 1 1.3750086- 010 1 2.004677E-010 1 1.547684E-010 1 2.5174953- 011 
Crank Nicoleon Scheme .Scherne (1.1 
Figure 2. 
Exact Solution 
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3.2. Applications to Finite Difference Methods 
Again, we first consider the wave equation (19). Let V 
second order for & and Vi,4 be the fourth order one: 
1,~ be the central difference operator of 
Vl,Z = 
%n+1- &L-l 
2Ax ’ 
v1,4 = 
--urn+2 + f&n+1 - 8u,-1+ urn-2 
12Ax 
Then the “semi-decrete” approximation for (19), if we take n grid points, will be 
(36) 
(37) 
where M is a n x n matrix which corresponds to the difference operators V1.2 and Vr,4 and has 
two forms: 
1 
Ml.2 : - 
2Ax 
1 
Ml,4 : - 
12Ax 
o-1 o... 
1 0 -1 . . . 
. . . . . . . . . 
I 
. *. . . 
0 0 . . . . . . 
-1 0 . . . . . . 
0 -8 1 . . . . . . . . . 
8 0 -8 1 . . . . . . 
-1 8 0 -8 1 
. . . . . . . . . . . . . . 
. . . . . . . . . . . . 
. . . . . . . . 
. . . . . . 
1 0 0 ......... 
33 1 0 0 ...... 
. . . 
. . . 
. . 
0 
1 
. . 
. . . 
. . 
. . 
‘. 
. . 
-1 
. . . 
1 
0 
-1 
0 
. . . -1 8 
. . . 0 -1 
. . -. . 
. . . . . . . . . 
8 0 -8 
-1 8 0 
w-9 
(40) 
according to (36),(37) and the boundary condition. 
Using scheme (1) to solve the system (38) defined by (40), we can get numerical solution of 
order 4 both in t and in x. Similarly, if we use the Crank-Nicolson scheme to solve the system 
defined by (39), we get solution of second order. We compare these results with the exact solution 
and present the errors in Table 3. In the computation, we take n = 24, At = 0.1. The figures, if 
plotted out, will be the same as that of Figure 1 and are omitted. 
Table 3. 
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As to the heat equation, since the second and fourth order central difference operators 02,~ 
and Vs,4 for & are 
t72,2 = 
%?I+1 - 2% + %vl 
Ax2 (41) 
v2,4 = 
--u,+~ + 16um+l - 3Ou, + 16~,_~ - u,w2 
12Ax2 
7 (42) 
the “semi-decrete” approximation is also of the form (38), while M now takes one of the following 
two forms: 
M2,2 
1 
: Ax2 
1 
M2,4 : - 12Ax2 
-2 1 0 . . . . . . -1 
1 -2 1 . . . . . . 0 
f. 1. . . 
. . , 
*. -. *. 
. . . 
0 0 . . . . . . -2 1 
L-1 0 . . . .., 
-30 16 -1 0 0 . . 
16 -30 16 -1 0 . . 
-1 16 -30 16 -1 e. 
. . *. . . . . *. 
. . *. . . *. 
. . . . . . 
. . 1. 
1 0 0 ........ 
-16 1 0 ........ 
1 -2 
. . . 
. . . 
. . . 
. . 
. . 
*. 
. . 
. . . 
. . . 
a 
0 1 -16 
0 0 1 
0 0 0 
, (43) 
. . *. 
*. *. . . 
16 -30 16 
-1 16 -30 
7 (44 
according to (41),(42) and the boundary condition. 
Again, use scheme (27) to solve the system (38) defined by (44) and use the Crank-Nicolson 
scheme to solve the system (38) defined by (43). The results are compared in Table 4. We still 
take n = 24, At = 0.1 in the computation. Figures are also omitted. 
Table 4. 
At = 0.1 I 
6.398166E - 001 1 9.0483746 - 001 1 6.398166E - 001 t 1.108560E - 016 1 
3.8138356 - 005 1 5.393578E - 005 ) 3.8138353 - 005 1 -6.147165E - 017 
6.351910E - 007 1 8.982958E - 007 1 6.351910E - 007 1 -9.804985E - 017 
Exa. Solu. 5.804285E - 002 1 8.208499E - 002 1 5.804285E - 002 1 1.005663E - 017 
t = 2.5 Err. 2”d Or. 1 8.6557743 - 005 1 1.224111E - 004 8.655774E - 005 -6.482431E - 018 
Err. 4th Or. 1.440598E - 006 2.037313E - 006 1.4405986 - 006 -4.888527E - 016 1 
Exa. Solu. 4.764448E - 003 6.737946E - 003 4.764448E - 003 
t = 5.0 Err. 2nd Or. 1.4220776 - 005 2.011121E - 005 1.422077E - 005 
Err. 4th Or. 2.365059E - 007 3.344698E - 007 2.365059E - 007 1 -8.104247E - 017 1 
Next, we considered the second order wave equation 
a2u a2u -=- 
at2 6x2 
(45) 
with an initial condition. The boundary condition, if any, will be periodic. We have two forms 
of Hamiltonian system for (45). One of them is 
dz &L! 
at 6z ’ 
H(?J, w) = f 
J 
(w2 + w2) dx, z= v [ 1 w ’ (46) 
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where v = ut , w = u,, and 
is obviously a skew-adjoint operator. System (46) can be rewritten in the form 
where 
dz = K-‘Az 
dt 
9 
K-IA= ’ ’ 
[ 1 v 0 * 
(47) 
(4% 
K is a nonsingular skew-adjoint operator, and V is the center difference operator for & which 
is of form (36) or (37), [lo]. Denoting w = [WI, ‘~2,. . . , w,J’, v = [vi,v2,. . . ,v,], we turn the 
system (42) into the following form: 
’ $1 = [_M -“3 [z] = [Tyy (50) 
where M is an n x n matrix of the form (39) or (40). We see system (50) is a an-dimensional 
separable system. 
In [4], the second author used the explicit symplectic schemes to solve (44). An explicit method 
of order 2 for system (44) is of the form 
vn+1/2 = vn - $AtMw, 
w,+i =w,-AtMv, (51) 
vn+i = v,+1/2 - ; AtMw,+l. 
From the method of Section 2, we know scheme (51) is self-adjoint, so we can construct the 
following fourth order scheme from it: 
vn+1/4 = vn - crlAtMw, 
wn+1/3 = wn - Pl A tM v,+l/4 
v,+2/4 = V,+l/4 - a2 AtMWn+l/3 
w,+2/3 = Wn+l/3 - p2 AtM vn+2/4 
vn+3/4 = v,+2/4 - a3 A tM wn+2/3 
wn+1= w,+2/3 - P3 A tM vn+3/4 
V,+I = vn+3/4 - 0~4AtMwn+l 
where V,+l/4, vn+2/4, vn+3/47 wn+l/3, wn+2/3 are values of v, w at the middle stages and 
(52) 
(yl =a4 = c1 
2’ 
o!s = a3 = y2, p1=p3=c1, p2=c2 
with cl, cs of Corollary 2.10. 
At last, we should point out that scheme (27) is unstable for some special step-sizes of t, 
[3]. But since the “diameter” of the unstable region is very small, we can always avoid taking 
those stepsize At which make xAt (X denotes the eigenvalue of the system to be solved) fall 
into the unstable region. Figure 3 shows the solution of the heat equation when we use scheme 
(27) to solve the system (38) defined by (44); we take At = 0.0097 and N = 24. We see while 
the Crank-Nicolson scheme remains stable, the scheme (27) does not, and the solution tends to 
overflow. 
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Crank Nicolson Scheme Scheme (27) 
Figure 3 
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