We show that a continuous linear operator T on a Fre chet space satisfies the so-called Hypercyclicity Criterion if and only if it is hereditarily hypercyclic, and if and only if the direct sum TÄ T is hypercyclic. In particular, hypercyclic operators with either a dense generalized kernel or a dense set of periodic points (i.e
INTRODUCTION
In what follows, X will denote an F-space (i.e., complete, linear, metric), and L(X) the space of continuous linear operators on X. By Z, N, R, and C we'll refer to the sets of integers, positive integers, and to the real and complex scalar fields respectively. Also, (n k )/N will always refer to an increasing sequence of positive integers.
An operator T # L(X) is called hypercyclic provided the sequence of its iterates [T j ] j 1 is hypercyclic. That is, T is hypercyclic if there exists some z # X with dense orbit:
An element z # X will be called a hypercyclic vector for [T j ] j 1 or for T if it satisfies (1) or (2), respectively.
Hypercyclicity is the main step to obtain chaos. What is very surprising is that certain linear operators do behave chaotically, which shows that chaos is not solely a nonlinear phenomenon. It is well known, though, that linear chaos can only occur on infinite dimensional spaces. During the last years hypercyclicity on Banach or Fre chet spaces has attracted many mathematicians working in Linear Functional Analysis, and very important contributions to the topic have been made (see, e.g., [15, 9, 10, 26, 1, 24, 19] ). There are also examples of hypercyclic and chaotic linear operators in Physics [20, 12] . We refer to [11] for an exhaustive survey on hypercyclicity and other universalities.
The notion of hypercyclic vectors arises naturally in the study of invariant subsets: T admits no non-trivial closed invariant subset if and only if every non-zero vector in X is hypercyclic for T. An example of a Banach space that supports an operator without non-trivial, closed, invariant subsets was found by C. Read in [21] . It is yet an open problem whether an operator with this property can exist on l 2 .
The first examples of hypercyclic operators appeared in the space of entire functions on the complex plane, endowed with the compact-open topology. In 1929 Birkhoff [4] (essentially) showed the hypercyclicity of the translation operators T a f (z)= f (z+a), a{0, while MacLane [18] proved the hypercyclicity of the differentiation operator in 1952.
Hypercyclicity on Banach spaces started in 1969 with S. Rolewicz [22] , who showed that any scalar multiple *B of the unilateral Backward shift B is hypercyclic on l p (1 p< ) and c o , whenever |*| >1. Since then weighted shifts have constituted one of the most important classes of operators to study different fenomena of cyclicity. The derivative operator can also be viewed as a backward weighted shift if we represent H(C) as a sequence space.
Probably inspired by Rolewicz's construction, C. Kitai determined conditions that ensure a linear operator to be hypercyclic [15, Theorem 1.4 ].
This result, commonly referred to as the Hypercyclicity Criterion, was never published, and a few years later it was rediscovered in a broader form by R. Gethner and J. H. Shapiro [9, Theorem 2.2] , who used it to unify the previously mentioned results of Birkhoff, MacLane and Rolewicz, among others.
We should notice that the existence of criteria to establish the hypercyclicity of a linear operator permits to``compute'' whether the operator is chaotic. This remarkable property must be compared with the nonlinear case, in which there are no general criteria. Definition 1.2. We say that T satisfies the Hypercyclicity Criterion, provided there exist X 0 and Y 0 dense subsets of X, a sequence (n k ) of nonnegative integers, and (not necessarily continuous) mappings
where Id Y 0 is the identity restricted to Y 0 .
Note. We have stated a formally weaker version, by not requiring equality in (iii) (cf. [9, Remark 2.3]).
Hypercyclicity has been established in various settings by means of this criterion [9, 6, 7, 10, 14, 5, 2] . In certain cases, however, its presence was not so evident. Using rather sophisticated computations, H. Salas showed that every perturbation of the identity by a unilateral weighted backward shift with non-zero bounded weights is hypercyclic, and also gave a characterization of the hypercyclic weighted shifts in terms of their weights [24] . But recently, A. Montes and F. Leo n showed that these hypercyclic operators do satisfy the criterion as well [16 We stress that the sequence (n k ) in Definition 1.2 need not be the entire sequence (n k )=(k) of positive integers. In [23] , H. Salas constructed an operator A so that both it and its Hilbert transpose A* were hypercyclic, and so that their direct sum A Ä A* was not. Hence, A and A* could not simultaneously satisfy the Criterion for the sequence (n k )=(k). Both operators, however, were later noticed in [17, Sect. 2 ] to satisfy the Criterion.
As Salas' example shows, a direct sum A Ä B of two hypercyclic operators A and B need not be hypercyclic (cf. also [24, Corollary 2.6] Problem 2. Is T Ä T hypercyclic whenever T is?
We will show in Section 2 that Problems 1 and 2 are equivalent (Theorem 2.3). In fact, T satisfies the Criterion if and only if T Ä T is hypercyclic.
It will also follow that the condition of being hereditarily hypercyclic (Definition 2.1) characterizes the operators satisfying the Criterion:
T is hereditarily hypercyclic if and only if T ÄT is hypercyclic.
In particular, we show that chaotic operators in the sense of Devaney [8] or hypercyclic operators with a dense generalized kernel (Definition 2.10) must satisfy the Criterion (Propositions 2.14 and 2.11).
In Section 3 we follow and complement H. Salas' work on hypercyclic weighted shifts, to determine those shifts that are hereditarily hypercyclic with respect to a given sequence (n k ) (Propositions 3.3 and 3.5).
Finally, in the last section we study conditions under which an operator T and a sequence [T n k ] k 1 of its iterates have the same hypercyclic vectors, complementing previous work of S. Ansari [1] . In particular, we show that when T is a weighted shift that is hereditarily hypercyclic with respect to (n k ), it shares with [T nk ] k 1 the same hypercyclic vectors if and only if lim sup
HEREDITARILY HYPERCYCLIC OPERATORS
Definition 2.1. Let T # L(X) and (m k ) be a sequence of non-negative integers. We say that T is hereditarily hypercyclic with respect to (m k ) provided
An operator T will be called hereditarily hypercyclic if it is hereditarily hypercyclic with respect to some sequence (m k ).
Remark 2.2. We do not require, as in [1] , that (m k )=(k).
The following are equivalent:
(1) T satisfies the Hypercyclicity Criterion.
(2) T is hereditarily hypercyclic.
(3) TÄ T is hypercyclic.
Example 2.4. Completeness on X is essential. Let [e i ] i 1 be an orthonormal basis of a separable Hilbert Space H, and X :=span[e i : i 1]. Consider the linear operator T: X Ä X defined by
Then if S: X Ä X is the linear mapping determined by Se i := 1 2 e i+1 , i 1, we have that both T n and S n tend to 0 pointwise on X, and TS=Id X . So T satisfies (3), but admits no hypercyclic vectors on X.
Every F-space X admits a translation-invariant metric d. We denote then
We'll make use of the following lemma, which is a slight modification of [10, Theorem 1.2]. A proof may be found in [3, Lemma 1.6].
Lemma 2.5. Let X be a separable F-space, and T # L(X). The following are equivalent:
(2) For all U, V non-empty open subsets of X, there exists r arbitrary large with
, and S n k : Y 0 Ä X be as in (3) . Notice that (i), (ii), and (iii) of (3) will also be satisfied by any subsequence (n k j ) of (n k ). Hence, it suffices to check that [T n k ] k 1 is hypercyclic (T will be hereditarily hypercyclic with respect to (n k )). Now, let U and V be open and non-empty subsets of X. Pick x # X 0 , y # Y 0 and =>0 so that B(x, =)/U and B( y, 2=)/V. By(i), (ii), and (iii) of (3) there exists n r , arbitrarily large, satisfying
T n r S n r y& y # B(0, =).
(2) O (3). Suppose T is hereditarily hypercyclic with respect to a sequence (n k ), and let U i , V i be non-empty, open subsets of X (i=1, 2). We want to show that there is an arbitrarily large positive integer m satisfying
is hypercyclic, by Lemma 2.5 there exists a subsequence (n k j ) of (n k ) with
But [T n k j ] j 1 is also hypercyclic. Hence, by Lemma 2.5 there exists m # (n k j ) arbitrarily large so that
and TÄ T is hypercyclic. (3) O (1). Let (x, y) be a hypercyclic vector for T ÄT. In particular, x and y are hypercyclic for T. Moreover, (x, T k y) is hypercyclic for TÄ T for all k # N. This implies that for all U/X open, there is u # U such that (x, u) is a hypercyclic vector for T Ä T. Fix now [U k ] k 1 a decreasing 0-basis in X. Proceeding by induction we find u k # U k , for all k # N, and an increasing sequence [n k ] k 1 of natural numbers satisfying
for all k # N.
We have shown in (1) O (2) that T is hereditarily hypercyclic with respect to (n k ) whenever T satisfies (3) for (n k ).
(2) The proof of (3) O (1) shows that in the Hypercyclicity Criterion we can suppose, without loss of generality, that X 0 =Y 0 , that X 0 is a dense subspace of hypercyclic vectors, and that the maps S n k (k 1) are linear. Indeed, being Orb[x, T] a linearly independent set, we can extend each S n k linearly to X 0 :=span(Orb[x, T]).
(3) An analysis of the proof permits to generalize Theorem 2.3 to universal sequences of operators in this way: Let [T j ] j 1 be a commuting sequence of operators in L(X) with dense range. The following are equivalent:
1. [T j ] j 1 satisfies a kind of Universality Criterion (see [11, Theorem 2] ). More precisely, there exist X 0 and Y 0 dense subsets of X, (n k )/N, and mappings S n k : Y 0 Ä X so that
Corollary 2.7. Suppose T # L(X) satisfies the Hypercyclicity Criterion, where X is a Fre chet space. Then every power T n does (n 1).
Proof. By Theorem 2.3, TÄT is hypercyclic. Hence, by [ 
n is hypercyclic, and the corollary follows. K One immediate consequence of Theorem 2.3 is the property of satisfying the Hypercyclicity Criterion being invariant under complexifications. Given a real F-space E, we will denote by E its complexification. That is, E will denote the product space E_E endowed with the complex scalar product given by (a+ib)(x, y) :=(ax&by, ay+bx),
x, y # E, a, b # R.
Also, given T # L(E), we'll denote its complexification by T # L(E ). That is,
T (x, y) :=(Tx, Ty), x, y # E.
Since
Corollary 2.8. Let T # L(E) be given, where E is a real F-space. If T # L(E ) denotes its complexification, then T satisfies the Hypercyclicity Criterion if and only if T does. Moreover, T satisfies the Criterion whenever it is hypercyclic.
For example, let l 1 denote the space of absolutely summable complex sequences. That is, Corollary 2.9. Let (c n ) be a bounded sequence of positive scalars, and let S be the associated unilateral backward weighted shift on l 1 . That is, so that
.).
Then I+S satisfies the Hypercyclicity criterion, where I is the identity on l 1 .
Proof. Notice that l 1 is the complexification of l 1 (R), where
Also, I+S=T is the complexification of the operator T # L(l 1 (R)) defined by
By [24, Theorem 3.3] , I+S is hypercyclic. Hence, the result follows from Corollary 2.8. K Theorem 2.3 says that Problems 1 and 2 are equivalent, and that they may be formulated as Is every hypercyclic operator on an F-space hereditarily hypercyclic?
It turns-out that this question has a positive answer within many classes of operators. Consider, for example, the class of operators with dense generalized kernel (For work on hypercyclicity related to these operators, see [10, 14] .) Definition 2.10. Given T # L(X), we refer to the set n 1 Ker(T n ) as the generalized kernel of T.
The hypercyclic operators among this class are all hereditarily hypercyclic:
Proposition 2.11. Let T # L(X) be hypercyclic, with dense generalized kernel. Then T satisfies the Hypercyclicity Criterion.
Proof. Let z be a hypercyclic vector for T. We can obtain an increasing sequence (n j ) of positive integers and (w j )/X satisfying
Let X 0 := n 1 Ker(T n ), and Y 0 :=[z, Tz, T 2 z, ...]. X 0 is dense in X by hypothesis, and so is Y 0 by construction. Define S n k :
So T satisfies the Hypercyclicity Criterion. K
The most important class of operators with dense generalized kernel are the``generalized backward shifts,'' introduced by Godefroy and Shapiro (see [10, Proposition 3.3] ). This fact motivates our Definition 2.10 and Proposition 2.11.
Next, we consider the class of chaotic linear operators. For connection between hypercyclicity and dynamics, see [10, Sect. 6] . Definition 2.12. A linear operator T # L(X) is said to be chaotic provided it is hypercyclic and it admits a dense set of periodic points. Proposition 2.14. Every chaotic operator on a Fre chet space X satisfies the Hypercyclicity Criterion.
Proof. Let T # L(X) be chaotic. By (3) of Theorem 2.3, it suffices to show that TÄ T is hypercyclic. So let U 1 , U 2 , V 1 and V 2 be open, nonempty subsets of X. We want to show that there exist arbitrarily large integers n satisfying
Now, since T is hypercyclic, there exists m arbitrarily large with
Moreover, since T is chaotic there exists some u 1 # U 1 and p>0 with
By [1, Theorem 1] the operator S :=T p # L(X) is also hypercyclic, and so there exists a positive integer r satisfying
Consider n :=rp+m. Then
and so (10) holds. K
HEREDITARY HYPERCYCLICITY ON THE CLASS OF WEIGHTED SHIFTS
The present section is lead by previous work of H. Salas, who completely determined the weighted shifts T that are hypercyclic in terms of their weight sequence [24] . We will characterize, given a sequence (n k )/N, when [T n k ] k 1 is hypercyclic, and when T is hereditarily hypercyclic with respect to (n k ). In what follows, let l 2 (N) and l 2 (Z) be the Hilbert spaces
The next two propositions will consider hypercyclicity on the unilateral backward case. Unilateral forward shifts, on the other hand, are never hypercyclic [24, p. 997 ]. 
Then [T n k ] k 1 is hypercyclic if and only if for all =>0 and all q # N there exists m=m(=, q) # (n k ) arbitrarily large satisfying
Proof. (O) Notice that given x # l 2 (N) with &x& q j=1 e j &<$, then
|(x, e j ) | >1&$ (1 j q).
Now, given =>0 and q # N, let 0<$<1 so that 0<$Â(1&$)<=. By Lemma 2.5, we may choose y # l 2 (N) hypercyclic vector for [T n k ] k 1 and n k >2q so that
Let 1 j q be fixed. Notice that |(e j+n k , y) | <$, by (13) and (15) . Hence, by (16) and (14),
That is,
(o) Let Y 0 :=span[e 1 , e 2 , ..., ], and let S: Y 0 Ä Y 0 be the (possibly discontinuous) linear mapping defined by
Notice that TS=Id Y 0 , and
be a subsequence so that each n k q satisfies (12) for (=, q)=(1Âq, q). That is, so that for all q # N
By Remark 2.6(i), it will suffice to show that
2. The proof also shows that a hypercyclic unilateral backward weighted shift must satisfy the Hypercyclicity Criterion, a fact that also follows from Proposition 2.10.
By Theorem 2.3, the previous remark says that hypercyclic unilateral weighted shifts are all hereditarily hypercyclic. In the next proposition we characterize when these operators are hereditarily hypercyclic with respect to a given sequence (n k ).
Te n := { w n e n&1 0 for n 2 for n=1, and let (n k )/N. Then the following are equivalent:
(1) T is hereditarily hypercyclic with respect to (n k ).
Proof. 
Given x=(x i ) # l 2 (N), by (18) |(e 1 ,
is not hypercyclic either, a contradiction. 
Notice that TS=Id Y 0 and T n k Ä 0 pointwise on Y 0 . So by Remark 2.6 it suffices to show that S n k Ä 0 pointwise on Y 0 . Now, given 0{ y # Y 0 and =>0, let q :=max[l:
So for all 1 j q and all k k 0 ,
Hence,
For the bilateral case, we'll use the following result, a slight modification of Theorem 2.1 in [24] . A proof of it may be found in [3, Proposition 1.33] . In particular, all hypercyclic bilateral weighted shifts must satisfy the Criterion.
Then the following are equivalent:
(b) For all =>0 and q # N, there exists m=m(=, q) # (m k ) arbitrarily large so that For all &q j q :
(c) T satisfies (3), for some subsequence (n k ) of (m k ).
Finally, we'll show a bilateral version of Proposition 3.3:
and M>0 with Te i =| =i&1 and 0{ || i | M (i # Z). Let also (n k )/N. Then the following are equivalent:
(2) For all =>0 and q # N, there exists k 0 # N satisfying (20) For all k k 0 and all &q j q:
Proof.
(1)O (2). Given =>0 and q # N, let
If (n k )"A is infinite, then there exists a subsequence (n k j )/(n k )"A that does not satisfy (19 
On the other hand, if j<0, by (3)(i) In what remains we consider a converse for Proposition 4.1, for the case when T is a backward weighted shift. Proposition 4.2. Let T # L(l 2 (N)) (respectively, T # L(l 2 (Z))) be a unilateral (resp., bilateral ) weighted backward shift. Suppose that T is hereditarily hypercyclic with respect to a sequence (n k ), and that T and Proof. We will show the bilateral case. The other case is simpler. Suppose there exists a subsequence (n k j )/(n k ) with lim k Ä (n k j +1 &n k j )= .
Define m j :=n k j (1 j). Since T is hereditarily hypercyclic with respect to (n k ), there exists y=( y i ) # l 2 (Z) hypercyclic for [T m j ] j 1 . Now, let z=(z i ) be defined as
