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Abstract
We consider the Mellin convolution integral representation of the third Appell function given in Erde´lyi
(1953) [8]. Then, we apply the asymptotic method designed in Wong (1979) [22] and revisited in Lo´pez
(2008) [14] for this kind of integral to derive new asymptotic expansions of the Appell function F3 for one
large variable in terms of hypergeometric functions. The accuracy of the approximations is illustrated with
numerical experiments.
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1. Introduction
The Appell functions F1, F2, F3 and F4 were introduced in 1880 by Paul Appell as a gener-
alization of the Gauss hypergeometric function 2 F1. They are defined by means of double power
series and cannot be expressed as a product of two 2 F1 functions. In particular, the third Appell
function is defined by
F3(a, a
′, b, b′, c; x, y) =
∞
m=0
∞
n=0
(a)m(a′)n(b)m(b′)n
(c)m+nm!n! x
m yn, max(|x |, |y|) < 1. (1)
Appell functions have many applications as solutions of certain ordinary and partial differen-
tial equations in several areas of physics: quantum mechanics, transition matrices in atomic and
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molecular physics, mechanical systems and others [5–7,13,21]. There is an extensive literature
devoted to the study of these functions. In particular, Erde´lyi’s book [8] is a classic reference that
contains various types of information about these functions: simple and double Mellin–Barnes
type integral representations, partial differential equations, transformation and reduction formu-
las, etc. In recent decades, several authors have derived other interesting results for the Appell
functions. Sharma has obtained generating functions of the Appell functions [20]. Some integral
representations have been derived by Mittal [15]. Exton has obtained the Laplace transforms of
these functions [9]. Some reduction formulas for special values of the variables and contiguous
relations for Appell functions have been investigated by Buschman [1,2]. Carlson has investi-
gated quadratic transformations of Appell functions [4] and their role in multiple averages [3].
The relation between the dilogarithm and Appell function F3 is examined in [18]. Some results
on fractional calculus operators involving F3 are given in [11,19].
On the other hand, the study of the asymptotic behavior of the Appell functions for large
values of x and/or y has barely been considered in the literature, as it can be checked in the
recently published NIST Digital Library of Mathematical Functions [16, Section 16.5]. In pre-
vious papers [10,12], we have analyzed the asymptotic behavior of the Appell functions F1 and
F2 for large values of their variables. In particular, convergent and asymptotic expansions of
F1(a, b, c, d; x, y) for large values of x and/or y have been derived in [10]. In [12], asymptotic
expansions of F2(a, b, b′, c, c′; x, y) have been obtained for large values of x and y with x/y
bounded.
In this paper, we continue the asymptotic study started in [10,12]. We investigate the asymp-
totic behavior of F3(a, a′, b, b′, c; x, y) for one large variable (large x and fixed y or vice-versa).
As in [10,12], we use here the general asymptotic technique designed by Wong in [22] and revis-
ited in [14] for Mellin convolution integrals, and that we briefly resume in the rest of this section.
It can be applied to Mellin convolution integrals of the form
F(x) :=
 ∞
0
h(xt) f (t)dt, x → 0+.
The technique requires for f (t) and h(t) to be locally integrable on (0,∞) and they have the
following asymptotic behavior.
(H1) f (t) has a power asymptotic expansion at t →∞,
f (t) =
n−1
k=0
ak
tαk
+ fn(t), n = 1, 2, 3, . . . ,
where αk is an increasing sequence of real numbers, ak ∈ C, fn(t) = O(t−αn ) as t →∞
and, as t → 0+: f (t) = O(t−α), α ∈ R.
(H2) h(t) has a power asymptotic expansion at t → 0+,
h(t) =
m−1
k=0
bk t
βk + hm(t), m = 1, 2, 3, . . . ,
where βk is an increasing sequence of real numbers, bk ∈ C, hm(t) = O(tβm ) as t → 0+
and, as t →∞: h(t) = O(t−β), β ∈ R.
The technique also requires, without loss of generality (see [14] for a full explanation), the
following relations for the parameters α, β, α0 and β0:
(H3) α − β0 < 1, β + α0 > 1, β + β0 > 0 and α < α0.
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The main result given in [22, Theorems 1 and 2] and [14, Theorem 1] is reported in the fol-
lowing theorem.
Theorem 1. Let f , h ∈ L Loc(0,∞) and satisfy (H1)–(H3). Then, for any n, m ∈ N such that
αn−1 − βm < 1 < αn − βm−1, ∞
0
h(xt) f (t)dt =
n−1
k=0
ak M[h; 1− αk]xαk−1 +
m−1
j=0
b j M[ f ;β j + 1]xβ j
+
 ∞
0
fn(t)hm(xt)dt. (2)
The symbol M[g; z] denotes the Mellin transform of a function g ∈ LLoc(0,∞): M[g; z] =∞
0 g(t)t
z−1dt when this integral exists, or its analytical continuation as a function of z. If
αk − β j = 1 for some couple (k, j) then, in formula (2), the sum of terms
ak M[h; 1− αk]xαk−1 + b j M[ f ;β j + 1]xβ j
must be replaced by
lim
z→0

xβ j

ak x
−z M[h; 1+ z − αk] + b j M[ f ; z + β j + 1]

= xβ j

lim
z→0

ak M[h; 1+ z − αk] + b j M[ f ; z + β j + 1]
− akb j log x . (3)
The expansion (2) is an asymptotic expansion for small x: ∞
0
fn(t)hm(xt)dt = O(xβm + xαn−1) when x → 0 and αn ≠ βm + 1 (4)
and  ∞
0
fn(t)hm(xt)dt = O(xβm log x) when x → 0 and αn = βm + 1. (5)
In the next section we apply the above theorem to a Mellin convolution integral representation
of the Appell function F3. We conclude with a few remarks in Section 3.
2. Asymptotic expansions of F3(a, a′, b, b′, c; x, y) for large y
The starting point is the following integral representation of the third Appell function
[8, p. 230, Eq. (3)],
F3(a, a
′, b, b′, c; x, y) = Γ (c)
Γ (b)Γ (b′)Γ (c − b − b′)
×
 1
0
du
 1−u
0
ub−1vb′−1(1− u − v)c−b−b′−1
(1− ux)a(1− vy)a′ dv, (6)
valid for ℜ(c − b − b′) > 0, ℜb > 0, ℜb′ > 0 and x, y ∈ C. If ℜ(a) ≥ 1, then x ∉ [1,∞) and,
if ℜ(a′) ≥ 1, then y ∉ [1,∞). When max(|x |, |y|) < 1, we can expand the integrand in (6) in
powers of x and y and interchange sum and integral: we obtain the series representation (1) of
F3(a, a′, b, b′, c; x, y) valid for max(|x |, |y|) < 1. Therefore, the double integral representation
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(6) is the analytic continuation in both complex variables x and y of the F3 function defined in
(1) from the region |x | < 1 and |y| < 1 to the region (x, y) ∈ C \ [1,+∞)×C \ [1,+∞). This
representation is valid when |ph(1 − x)| < π and |ph(1 − y)| < π ; the branch cut chosen for
(1− ux)a and (1− vy)a′ is the negative real axis.
Integrating the v variable in (6) and using [16, p. 388, Eq. (15.6.1)], we obtain the simple
integral representation
F3(a, a
′, b, b′, c; x, y) = Γ (c)
Γ (b)Γ (c − b)
×
 1
0
(1− u)b−1uc−b−1
(1− (1− u)x)a 2 F1(a
′, b′, c − b; uy)du. (7)
Writing y = |y|eiϕ , with ϕ ∈ (0, 2π), and after the change of variables u = yt , withy := 1/|y|,
integral (7) reads
F3(a, a
′, b, b′, c; x, y) = yc−b
(1− x)a
Γ (c)
Γ (b)Γ (c − b)
×
 1/y
0
(1−yt)b−1
1+ xy1−x t
a tc−b−12 F1(a′, b′, c − b; teiϕ)dt. (8)
We are interested in obtaining asymptotic expansions of F3(a, a′, b, b′, c; x, y) for large y and
fixed a, a′, b, b′, c, x . Therefore,y is a positive and small variable and the remaining parameters
are fixed. Formula (8) may be written in the form
F3(a, a
′, b, b′, c; x, y) = yc−b
(1− x)a
Γ (c)
Γ (b)Γ (c − b)
 ∞
0
hx (yt) f (t)dt, (9)
with
hx (t) = (1− t)
b−1
1+ x1−x t
a χ[0,1)(t) and f (t) = tc−b−12 F1(a′, b′, c − b; teiϕ) (10)
where χ[0,1)(t) denotes the characteristic function of the interval [0, 1). For a reason that will be
clear later, in the rest of the paper we consider b′ − a′ ∉ Z. Using [16, p. 390, Eqs. (15.1.2) and
(15.8.2)], we may write f (t) = C1 f1(t)+ C2 f2(t), with
f1(t) := tc−b−1−a′2 F1(a′, 1− c + b + a′, 1− b′ + a′; e−iϕ/t),
f2(t) := tc−b−1−b′2 F1(b′, 1− c + b + b′, 1− a′ + b′; e−iϕ/t),
(11)
C1 := Γ (c − b)Γ (b
′ − a′)e−ia′(ϕ−π)
Γ (b′)Γ (c − b − a′) and C2 :=
Γ (c − b)Γ (a′ − b′)e−ib′(ϕ−π)
Γ (a′)Γ (c − b − b′) .
Then, the Mellin convolution integral on the right hand side of (9) may be written in the form: ∞
0
hx (yt) f (t)dt = C1  ∞
0
hx (yt) f1(t)dt + C2  ∞
0
hx (yt) f2(t)dt. (12)
The integrals
∞
0 hx (yt) fk(t)dt , k = 1, 2, involved in (12) are of the form in Theorem 1 of
the previous section: f1(t), f2(t) and hx (t) are locally integrable functions on (0,∞) under
conditions given after (6). They also satisfy (H1)–(H3) under the additional condition ℜa′ > 0.
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In particular, they have the following asymptotic properties.
(h1) f1(t) and f2(t) have a power asymptotic expansion at t →∞,
f1(t) =
n−1
k=0
A1k
tk+1−c+b+a′
+ f1n(t); A1k :=
(a′)k(1− c + b + a′)ke−ikϕ
k!(1− b′ + a′)k , (13)
with f1n(t) = O(t−(n+1−c+b+a′)) when t →∞ and f1(t) = O(t−(1−c+b)) when t → 0+.
f2(t) =
n−1
k=0
A2k
tk+1−c+b+b′
+ f2n(t); A2k :=
(b′)k(1− c + b + b′)ke−ikϕ
k!(1− a′ + b′)k , (14)
with f2n(t) = O(t−(n+1−c+b+b′)) when t →∞ and f2(t) = O(t−(1−c+b)) when t → 0+.
(h2) hx (t) has a power asymptotic expansion at t → 0+,
hx (t) =
m−1
k=0
Bk t
k + hx m(t);
Bk := (−1)
k(a)k
k!

x
1− x
k
2 F1

1− b,−k, 1− a − k; x − 1
x

,
(15)
with hx m(t) = O(tm) when t → 0+ and hx (t) = O(t−β) when t → ∞ for any β > 0.
Both asymptotic behaviors hold uniformly in x when x is bounded away from the point
x = 1.
Hence, we can apply Theorem 1 to the two integrals
∞
0 hx (yt) fk(t)dt , k = 1, 2, when the
parameters and variables satisfy the conditions given below formula (6) and ℜa′ > 0.
The analytic form of the asymptotic expansion of F3(a, a′, b, b′, c; x, y) for large values of y
depends on the integer/non-integer character of the numbers α1 := b+a′−c and α2 := b+b′−c.
We resume the analysis in the following subsections.
2.1. Asymptotic expansion of F3 for b + a′ − c ∉ Z and b + b′ − c ∉ Z
Theorem 2. Consider b+a′−c, b+b′−c ∉ Z,ℜ(c−b−b′) > 0,ℜb > 0,ℜb′ > 0, a′−b′ ∉ Z
and x ∉ [1,∞) if ℜ(a) ≥ 1, y ∉ [1,∞) if ℜ(a′) ≥ 1. Then, for m ∈ N, n1 = m + ⌊c− b− a′⌋
and n2 = m + ⌊c − b − b′⌋,
F3(a, a
′, b, b′, c; x, y) = πΓ (c)e
iπ(c−b)
(1− x)aΓ (a′)Γ (b′) sin[π(a′ − b′)]
×

n1−1
k=0
A1k(x)
yk+a′
−
n2−1
k=0
A2k(x)
yk+b′
+
m−1
k=0
B1k (x)− B2k (x)
yk+c−b

+ Rm(x, y), (16)
with
A1k(x) := eiπ(k+1+b+a′−c)Γ (k + a′)k!Γ (c − a′ − k)Γ (k + 1+ a′ − b′)
× 2 F1

a, c − b − a′ − k, c − a′ − k; x
x − 1

,
B1k (x) := (a)kΓ (c − b + k) x1− x
k
2 F1

1− b,−k, 1− a − k; x − 1
x

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× sin[π(b + a
′ − c)]Γ (b + a′ − c − k)
πΓ (b)Γ (k + 1+ c − b − b′) . (17)
The coefficients A2k(x) and B2k (x) have the same expressions as A1k(x) and B1k (x) respectively,
interchanging a′ and b′. The symbol ⌊x⌋ denotes the largest integer not greater than x.
We have Rm(x, y) = O(y−m−d−⌊c−b−d⌋), d = max{a′, b′} when |y| → ∞ uniformly in x
when x is bounded away from 1. In formula (16), when a′ is a negative integer, the quotient
Γ (k + a′)/Γ (a′) must be replaced by (a′)k .
Proof. When we apply Theorem 1 to the integrals
∞
0 hx (yu) f1(u)du and ∞0 hx (yu) f2(u)du
fory → 0+ we obtain that, for any m ∈ N, n1 = m + ⌊c − b − a′⌋ and n2 = m + ⌊c − b − b′⌋, ∞
0
hx (yu) f1(u)du = n1−1
k=0
A1k(x)M[hx ; c − b − a′ − k]yk+b+a′−c
+
m−1
j=0
B j (x)M[ f1; j + 1]y j +  ∞
0
hxm(yu) f1n1(u)du, (18)
 ∞
0
hx (yu) f2(u)du = n2−1
k=0
A2k(x)M[hx ; c − b − b′ − k]yk+b+b′−c
+
m−1
j=0
B j (x)M[ f2; j + 1]y j +  ∞
0
hxm(yu) f2n2(u)du, (19)
with A1k(x), A
2
k(x) and Bk(x) given in (13)–(15) respectively. We compute the Mellin transform
M[hx ;−] involved in (18) and (19) by using [16, p. 388, Eq. (15.6.1)]. We compute the Mellin
transforms M[ f1;−] and M[ f2;−] by using [17, p. 314, Section 2.21, Eq. (1)]). We obtain: ∞
0
hx (yu) f1(u)du
=
m−1
k=0
Bk(x)
k!Γ (c − b + k)Γ (a′ − b′ + 1)Γ (a′ + b − c − k)ei(ϕ−π)(a′+b−c−k)
Γ (a′)Γ (a′ + b − c + 1)Γ (k + 1+ c − b − b′) yk
+
n1−1
k=0
A1k(x)
Γ (b)Γ (c − b − a′ − k)
Γ (c − a′ − k)
× 2 F1

a, c − b − a′ − k, c − a′ − k, x
x − 1
yk+a′+b−c
+
 ∞
0
hxm(yu) f1n1(u)du, (20)
and the same formula for
∞
0 hx (yu) f2(u)du interchanging a′ and b′ and replacing ( f1n1 , n1,
A1k(x)) by ( f2n2 , n2, A
2
k(x)).
We have
∞
0 hxm(yu) f1n1(u)du = O(ym+a′+b−c+⌊c−a′−b⌋) when y → 0 uniformly in x
when x is bounded away from 1, and
∞
0 hxm(yu) f2n2(u)du = O(ym+b′+b−c+⌊c−b−b′⌋). From
the above formula and (12), we obtain (16)–(17) after straightforward computations forℜa′ > 0.
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To conclude, observe that, for y ∉ [1,∞), the right hand side and the left hand side of (16)
are analytic functions of the complex variable a′ in the whole complex a′−plane. Therefore,
although the above derivation of formula (16) is, in principle, only valid for ℜa′ > 0, it is indeed
valid for all the values of the parameters appearing in the statement of the theorem. 
2.2. Asymptotic expansion of F3 for b + a′ − c ∈ Z and b + b′ − c ∉ Z
Theorem 3. Consider b + a′ − c ∈ Z, b + b′ − c ∉ Z, ℜ(c − b − b′) > 0, ℜb > 0, ℜb′ > 0,
ℜ(c − b) > 0 and x ∉ [1,∞) if ℜ(a) ≥ 1, and y ∉ [1,∞) if ℜ(a′) ≥ 1. Then, for any m ∈ N
and n = m + ⌊c − b − b′⌋,
F3(a, a
′, b, b′, c; x, y) = πΓ (c)e
iπ(c−b)
(1− x)aΓ (a′)Γ (b′) sin[π(a′ − b′)]
×

c−b−a′−1
k=0
A1k(x)
yk+a′
−
n−1
k=0
A2k(x)
yk+b′
−
m−1
k=0
B2k (x)
yk+c−b

+ Rm(x, y). (21)
The coefficients Aik(x), Bik(x), i = 1, 2, are given in the previous theorem, and the remainder
term Rm(x, y) = O(y−m−b′−⌊c−b−b′⌋) when |y| → ∞ uniformly in x when x is bounded away
from 1. In formula (21), when a′ is a negative integer, the quotient Γ (k + a′)/Γ (a′) must be
replaced by (a′)k .
Proof. Because b + b′ − c ∉ Z, the expansion of ∞0 hx (yu) f2(u)du for y → 0+, is given in
(19) with n2 replaced by n = m+⌊c− b− b′⌋. On the other hand, from Theorem 1, we have the
following asymptotic formula for
∞
0 hx (yu) f1(u)du wheny → 0+: ∞
0
hx (yu) f1(u)du = c−b−a′−1
k=0
A1k(x)M[hx ; c − b − a′ − k]yk−c+b+a′
+
m−1
j=0
y j  lim
z→0

A1j+c−b−a′(x)M[hx ; z − j]
+ B j (x)M[ f1; z + j + 1]
− A1j+c−b−a′(x)B j (x) logy
+
 ∞
0
hxm(yu) f1m−c+b+a′(u)du. (22)
When b + a′ − c is a positive integer, we have that C1 in (12) vanishes, and f1 does not
contribute to the asymptotic expansion of
∞
0 hx (yu) f1(u)du. On the other hand, when b+a′−c
is a negative integer, in the above formula we have that A1j+c−b−a′(x) = limz→0 M[ f1; z +
j + 1] = 0 for j ≥ 0. Therefore, when b + a′ − c is an integer, the asymptotic expansion
of
∞
0 hx (yu) f1(u)du for y → 0+ is given by the first finite sum of (22). We compute the
Mellin transform M[hx ;−] by using [16, p. 388, Eq. (15.6.1)]. We compute the Mellin transform
M[ f1;−] by using [17, p. 314, Section 2.21, Eq. (1)]). Using (12), we obtain (21).
As in the previous theorem, we have proved that formula (21) is valid for ℜa′ > 0. But the
same argument used in the proof of Theorem 2 to enlarge the range of validity of formula (21)
with respect to the parameter a′ applies here. 
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Table 1
Numerical experiments about the relative errors in the approximation of F3(a, a
′, b, b′, c; x, y) for large y using (16)
(b + a′ − c, b + b′ − c ∉ Z).
Case I Case I
a = 0.75, a′ = 1.2, b = 1, b′ = 0.3, c = 2.5 a = 1, a′ = −1.1, b = 1.2, b′ = 1.3, c = 3
x = −2+ i x = 0.75
y \ m 1 2 3 y \ m 1 2 3
−10 1.e−3 1.e−4 7.8e−6 −10 6.e−4 6.e−5 8.e−6
−100 1.e−5 1.5e−7 9.4e−10 −100 1.e−6 1.e−8 1.e−10
−1000 1.6e−7 1.3e−10 1.2e−13 −1000 1.e−9 1.e−12 1.e−14
10i 2.e−3 1.2e−4 8.5e−6 10i 8.3e−4 8.e−5 1.e−5
100i 1.6e−5 1.3e−7 1.e−9 100i 1.e−6 1.e−8 1.4e−10
1000i 2.2e−7 1.5e−10 1.2e−13 1000i 1.e−9 1.e−12 7.7e−15
2.3. Asymptotic expansion of F3 for b + b′ − c ∈ Z− and b + a′ − c ∉ Z
Theorem 4. Consider b + b′ − c ∈ Z−, b + a′ − c ∉ Z, ℜb > 0, ℜb′ > 0, and x ∉ [1,∞) if
ℜ(a) ≥ 1, y ∉ [1,∞) if ℜ(a′) ≥ 1. Then, for any m ∈ N and n = m + ⌊c − b − a′⌋,
F3(a, a
′, b, b′, c; x, y) = πΓ (c)e
iπ(c−b)
(1− x)aΓ (a′)Γ (b′) sin[π(a′ − b′)]
×

n−1
k=0
A1k(x)
yk+a′
−
c−b−b′−1
k=0
A2k(x)
yk+b′
+
m−1
k=0
B1k (x)
yk+c−b

+ Rm(x, y). (23)
The coefficients Aik(x), Bik(x), i = 1, 2, are given in Theorem 2, and the remainder term
Rm(x, y) = O(y−m−a′−⌊c−b−a′⌋) when |y| → ∞ uniformly in x when x is bounded away from
1. In formula (23), when a′ is a negative integer, the quotient Γ (k + a′)/Γ (a′) must be replaced
by (a′)k .
Proof. The proof is similar to the one given in Theorem 3, interchanging a′ by b′ and f1 by
f2. 
2.4. Numerical experiments
In this subsection, we show some numerical experiments about the accuracy of the approxi-
mations (16), (21) and (23) (see Tables 1–3).
3. Final remarks
In this paper we have considered that b′ − a′ is not an integer. The analysis of Sections 2.1–
2.3 has been made possible using formula [16, p. 390, Eq. (15.8.2)]. But, if b′ − a′ is an integer,
then formula [16, p. 390, Eq. (15.8.2)], is not valid, and formula [16, p. 390, Eq. (15.8.8)] must
be used instead. In this case, the asymptotic expansion for f2(t) contains a logarithmic term
(see [16, p. 390, Eq. (15.8.8)]) and Theorem 1 cannot be applied. This case is a subject of further
investigation. In particular, it requires a generalization of the asymptotic method introduced
in [22] and revisited in [14] considering logarithmic terms in the expansion of the function f (t)
given in hypothesis (H1).
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Table 2
Numerical experiments about the relative errors in the approximation of F3(a, a
′, b, b′, c; x, y) for large y using (21)
(b + a′ − c ∈ Z, b + b′ − c ∉ Z).
Case II Case II
a = 1.2, a′ = 0.7, b = 1.3, b′ = 0.8, c = 4 a = 1.2, a′ = −0.8, b = 1, b′ = 1.4, c = 3.2
x = 1.5− i x = −1.5
y \ m 1 2 3 y \ m 1 2 3
−10 0.03 0.001 1.5e−4 −10 1.3e−4 4.3e−6 1.6e−7
−100 1.e−4 7.e−7 6.e−9 −100 9.2e−8 3.e−10 2.e−12
−1000 7.e−7 4.e−10 3.4e−13 −1000 6.e−11 2.e−14 5.e−16
10i 0.028 0.002 1.4e−4 10i 1.5e−4 5.e−6 2.e−7
100i 1.2e−4 7.e−7 6.e−9 100i 9.3e−8 3.e−10 1.e−12
1000i 6.8e−7 4.e−10 3.4e−13 1000i 6.e−11 2.e−14 7.7e−16
Table 3
Numerical experiments about the relative errors in the approximation of F3(a, a
′, b, b′, c; x, y) for large y using (23)
(b + b′ − c ∈ Z−, b + a′ − c ∉ Z).
Case III Case III
a = −2.2, a′ = 1.5, b = 1, b′ = 2, c = 5 a = 1, a′ = 1, b = 1.4, b′ = 0.8, c = 4.2
x = −0.5+ i x = 0.5
y \ m 1 2 3 y \ m 1 2 3
−10 0.03 1.2e−3 1.2e−5 −10 0.06 2.e−3 1.3e−4
−100 1.7e−5 6.e−8 6.e−11 −100 2.e−4 8.4e−7 4.2e−9
−1000 1.35e−8 4.7e−12 5.3e−16 −1000 8.9e−7 3.8e−10 2.e−13
10i 0.03 9.8e−4 1.e−5 10i 0.05 2.e−3 1.e−4
100i 1.5e−5 5.5e−8 5.4e−11 100i 1.8e−4 7.8e−7 4.e−9
1000i 1.3e−8 4.6e−12 1.5e−16 1000i 8.6e−7 3.7e−10 1.9e−13
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