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Abstract 
Let W,),,, be a family of elliptic diffusion operators on a compact and connected smooth 
manifold M, whose terms of first order are indexed by a parameter 6 living in N, the 
n-dimensional torus. For each fixed 8, we associate to L, its invariant probability pO. Let ,f be 
a smooth function on M x N and define for 0 E N, F(0) = sf(x, Q)&dx) We study partial 
simulated annealing algorithms (using only quite directly L, andf ) to find the global minima of 
F. This paper presents a new proof of the convergence of these algorithms, using n + 2 partial 
entropies associated naturally to the problem. This approach is simpler than the one exposed 
previously in (Miclo, 1994), which furthermore was restricted to the case n = 1, but we need to 
speed up much more the diffusion interacting with the simulated annealing algorithm (and in 
practice, this is embarrassing). 
Keywords: Diffusions interacting with simulated annealing processes; Evolution of partial 
entropies 
R&urn&- 
On s’interesse aux interactions entre des diffusions et des algorithmes de recuit simule qui 
permettent de trouver les minima globaux (sur N, le tore de dimension n) de potentiels de la 
forme F(0) = ~f(x,0)~Jdx) oti pLg est la probabilite invariante associee a une diffusion non 
degtneree sur une variktC riemannienne compacte et connexe, dont la dkrive est paramktrke par 
0 E N. On prksente une nouvelle demonstration de la convergence de ces algorithmes, plus 
simple que celle restreinte au cas n = 1 que nous avions deja exposee dans (Miclo, 1994) car 
basee sur l’ttude des evolutions conjointes de n + 2 entropies partielles associees naturellement 
au probleme. Cependant, cette mtthode exige que Ton accelere fortement la diffusion adjointe, 
ce qui en pratique est genant. 
1. Description de l’algorithme 
On va reprendre ici le probkme d6crit dans (Miclo, 1994) et en p&enter une 
approche plus simple. Cette mtthode permet de traiter le cas oh l’espace des 
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parametres est un tore de dimension quelconque (et non plus seulement le cercle), mais 
elle exige que les parametres deterministes yt et h,, dont depend l’tvolution de 
l’algorithme a l’instant t, convergent exponentiellement plus vite vers 0 en temps 
grand que la temperature partielle /?;’ (alors que dans l’article precedent, il suffisait 
qu’ils convergent polynbmialement plus vite). 
Rappelons succinctement les motivations, fournies par Etienne Pardoux, qui sont 
a l’origine du problbme que l’on se pose. On consider-e un systeme dont l’evolution 
stochastique dans W” est d&rite par 
ou fi est un mouvement brownien sur Iw”’ indtpendant de la condition initiale 8, et oti 
‘6(. , 0) : R” + R” est un champ de vecteurs rtgulier paramttre par 8 E W, element par 
lequel on se permet de controler la diffusion (8”). 
Pour une certaine fonction rtguliere f” don&e sur Iw” x W, on est amene 
a s’interesser a la quantitt 
r,(e) = f 
s 
Tf(R:, e) ds
0 
et plus precisement, a sa limite quand T devient tres grand. Le theoreme ergodique 
affirme (sous de bonnes hypotheses sur 8) que Z,(e) converge p.s. vers 
km = s .7(x, eh-mw 
ou fie est l’unique probabilitt invariante associee a la diffusion (ze). On cherche 
a minimiser globalement en 0 E Iw” cette fonction (controle asymptotique) et le but de 
l’article est de presenter un algorithme qui effectue cette operation en ne faisant 
intervenir que d’une maniere relativement simple les deux don&es a priori, “b et f”(on 
ne se permet notamment pas d’utiliser les probabilitts ,i&, pour lesquelles il n’existe 
pas en general de formules explicites). Pour simplifier, on se placera dans le cas ou tous 
les espaces consider-es sont compacts. 
Soient M une variete riemannienne compacte et connexe, et N = T”, oti 
T={z~@/(zI=l) tl es e cercle unitaire (que l’on identifiera souvent avec [W/27cZ), 
muni de sa structure riemannienne usuelle. Comme d’habitude, on notera ( , >, 1 1, K 
div, A et 1, le produit scalaire, la norme, le gradient, la divergence, le laplacien et la 
probabilite associis a la structure riemannienne de M. 
On se donne une famille de champs de vecteurs sur M, b( . , e), parametree par 
8 E N, et on suppose que l’application 
MxN+TM 
(x, e) H bb, e) 
est de classe C”. 
Pour tout 8 E N fix& on associe au champ b(. , e) l’unique probabilite p0 sur 
M invariante pour l’operateur LB defini sur C’(M) par 
LO’ = 2 A. + (b(x, e), v. ) 
L. MiclolStochastic Processes and their Applications 65 (1996) 281-298 283 
c’est-a-dire l’unique probabilite pe qui satisfait pour toute fonction 4 E C’(M), 
L4L34) = 0. 
Soit fe Cm(M x N), on pose, pour 8 E N, 
F(e) = 
s 
f(x, Ge(dx) 
M 
Comme expliqut prtcedemment, le probleme est de trouver les minima globaux de 
cette fonction F par une procedure simple a appliquer. 
On est amene, pour cela, a s’interesser a des algorithmes de recuit partiel sur 
M “+I x N. Introduisons tout d’abord quelques notations: pour h > 0, x, y E M, 
8=(8,,...,O,)ENet l<i<n,posons 
et 
ei = tsij)l <j $ n E (R/27cz)” 
oh 6;j designe le symbole de Kronecker. On convient aussi de noter e. = 0 E 
(R/2lrZ)“. 
Remarque. Si l’on ne veut pas calculer la derivte partielle de f par rapport a ei, on 
peut aussi considtrer l’application 
G%,y,e) = $ [me + hi) -f(x,e)] 
car il est facile de verifier que ce qui suit reste valable, avec les (@)), G i <,, A la place des 
(ljli’)l $ i <.n. 
Pour pouvoir interpreter les operateurs que l’on considere comme les (restrictions 
aux fonctions de classe C2 de) gtnerateurs de processus de diffusions, il est commode 
d’tcrire le laplacien sur M sous la forme 
1 
zA= ~A:+A~ 
a=1 
oh les A,, pour 0 < tl d r, sont des champs de vecteurs reguliers sur M (consider& ici 
comme des operateurs de derivation sur M). On peut toujours mettre le laplacien sous 
cette forme, quitte a prendre r suffisamment grand, d’ailleurs les optrateurs LB sont 
parfois don&s directement sous une telle forme, 
oti l’operateur C’,= 1 if: est elliptique (il est bien connu qu’il existe alors une structure 
riemannienne sur M dans laquelle les operateurs Lo prennent la forme don&e 
initialement, Lo = $ A + (b(x, O), V), voir Ikeda et Watanabe (1981)), et on peut dans 
ce cas prendre A, = A”,, pour 1 G CI < r. 
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Un exemple du type d’algorithme a considerer peut se decrire sur M”+ l x T” par 
(ou 0 represente l’integration stochastique au sens de Stratonovitch) 
dXj”’ = y; I” i A,(X:“) 0 dB; + y; 1 [&(Xj”) + 6(X:“, O,)] dt, 
4=1 
dXj” = y;l” i A,(X:“)o dB;” + r;’ [A,(X:“) + b(X:“, 0, + h,eJ] dt, 
a=1 
dX:” = y; “’ i .4,(Xj2’)o dB;^ + y;’ [&(Xj2’) + b(Xj”, 0, + h,e,)] dt, 
a=1 
(1) 
dX:“’ = y; “’ i A,(XI”‘)o dB;” + y;’ [A,(Xj”‘) + b(Xj”‘, 0, + hte,)] dt, 
a=1 
d@j”’ = dWI”’ - p,$‘(Xj”‘,Xj”‘, O,)dt 
oti (B’, . . . , B’, W(l), . . . , W’“‘) est un mouvement brownien sur Iw’ x T” (independant 
de la v.a. initiale (Xi”‘, . . . ,X!‘, Or’, . . , @‘)) et ou /?, y et h E C’( [0, + 03[, RT) sont 
des evolutions a determiner pour que 0, tende, en temps grand, vers les minima 
globaux de F (a priori, fi, y et h seront tels que lim,,,, j3-l = 0, lim,,,, yt = 0 et 
lim I’tm h, = 0). 
Remarquons que le generateur [L, a l’instant t 9 0 de ce processus ne depend pas 
uniquement de b, f; pt, yt et h,, mais aussi du choix des champs de vecteurs (AJo < a Xl . . 
necessaires a la decomposition du laplacien (on peut verifier sur certains exemples 
qu’il est possible effectivement d’obtenir des II, differents). Cependant, le fait important 
est que pour tout t 2 0, pour toutfE C2(M x N) et pour tout 0 d i < n, l’action du 
generateur IL, sur la fonction h definie sur M”+ ’ x N par 
soit don&e par 
On ne se servira dans la suite que de ce rtsultat, et on appelera dtsormais 
algorithme de recuit partiel, un processus de diffusion (Xi”‘, Xi”, . . . ,Xjn’, 
O~l’,...,Oj”‘)~~osurM”~l x N, dont la famille des genirateurs (L,), 2 o satisfait a cette 
proprittt. On aurait pu ainsi considerer l’algorithme de recuit partiel dtcrit heuris- 
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tiquement sur M”+ ’ x T” par 
dX?’ = y; r” d&O’ + y; 1 b (Xi”, 0,) dt, 
dXj” = y;“‘dBj’) + y;rb(Xj”,O, + hteI)]dt, 
dXj2’ = y; r” dBt2’ + 7; ’ b(Xi2’, 0, + h,e2)] dt, 
(2) 
dXI”’ = 7; “‘dJ$‘) + y;rb(Xj”‘,O, + h*e,)]dt, 
d@“’ = dW I” - ~,l’,~‘(X~“‘, Xi”, 0,) dt, t 
d@l”’ = dWj”’ - fltl;‘(X:O’,Xl”‘,@,)dt 
oh(B ) (0) B(l) ) . . . ,B’“’ w”’ , WC”’ est 
(independant de la v.a: initiale(Xr’, . . . 
un mouvement brownien sur M”+ ’ x T” 
,xb”‘,ob”, . . . , OF’)) c’est-a-dire un algorithme 
dont la restriction a C2(M”+’ x N) du gtnerateur r, a l’instant t 3 0 est donne par 
1 
od les i en indices indiquent que l’on considere la structure riemannienne du (i + l)ltme 
facteur de M”+ ‘. 
Cependant, l’algorithme (1) est plus facile a mettre en oeuvre pratiquement, car il ne 
necessite de simuler que r “browniens directeurs” indtpendants sur R (au lieu de 
(n + 1)r pour (2)). 
On suppose dtsormais qu’un algorithme de recuit partiel quelconque nous est 
don& On se propose dans cet article de prouver le rtsultat Cnonce ci-dessous, qui 
montre que l’on peut l’utiliser pour localiser les minima globaux de F, en observant oh 
tend a se diriger 0,. Pour une justification heuristique de cette convergence (en loi), on 
renvoie a la fin de cette section. 
Si on part dune probabilite initiale m sur M”+ ’ x N, on note m, son image 
a l’instant t 2 0, par l’algorithme consider+ (c’est-a-dire la loi de (Xi”, Xi”, . . . , Xf), 
@(l’ f >...1 Oj”‘)), et n, la projection de m, sur N (i.e. la loi de (Oi”, . , Oj”‘)). 
Posons Cgalement F. = mineENF(8). 
Thtorkme 1 
I1 existe une constante c > 0, telle que si on prend pour t assez grand 
pf = k-l In(t), yt = t-3, h, z t-li2 
avec k > c, alors, pour toute constante 6 > 0, 
lim n,((F - F. 2 S}) = 0 
f++UI 
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On peut donner une description simple de la constante c qui apparait dans le theoreme: 
A x, y E N, on associe %x,Y l’ensemble des applications continues 4: [0, l] -+ N 
telles que #(0) = x et 4(l) = y, et on d&nit l’elevation (relativement a F) d’un element 
4@+Gypar 
On peut alors prendre pour c la constante 
. 
Remarquons que l’on retrouve la mCme constante que si l’on avait considere un 
algorithme de recuit simult classique associe a F (d’ailleurs, dans le cas trivial oti f ne 
depend pas de x, le processus (O,), a ,, est un algorithme de recuit usuel). Ainsi la 
condition donnee ci-dessus pour /3 est en un certain sens optimale, car on sait que si on 
prend Bi = k-’ In(t) avec k < c(F) dans un algorithme de recuit classique, alors en 
general (notamment dans le cas oh il y a un unique minimum global), il n’y a pas 
convergence vers les minima globaux (mais aussi vers certains minima locaux). 
Cependant, le fait de retrouver cette bonne constante semble lie a l’exposant 3 qui 
apparait pour le comportement en temps grand de y - ’ (mais il est probable que ceci 
n’est du qu’a la methode utiliste), et comme on le verra, quitte a augmenter k, on peut 
diminuer cet exposant. 
D’autre part, notons que si l’on ne sait pas en general calculer F, on peut du moins 
majorer facilement c(F) par 
c(F) < 2 sup F(8) - inf F(8) inf 
BEN tkN 
( $2; p’“) - 
x, x (x,B)EMxN 
Dans (Miclo, 1994), oti on ne considtrait que le cas n = 1, on a ttudie precistment le 
comportement en temps grand de la probabilite invariante instantanee ,u~ associee 
a l’algorithme (2), en prouvant notamment que sous de bonnes conditions sur /?, y et h, 
sa projection sur N tendait a se concentrer au voisinage des minima globaux de F, 
puis en se servant des rtsultats obtenus, on a tgalement montre que l’entropie de 
m, par rapport a pt tendait vers 0 en temps grand (sous une hypothese suppltmentaire 
sur la temperature partielle p;‘), ce qui permettait de conclure. 
Dans cet article, on ne va plus considtrer l’entropie de m, par rapport a pLt, car 
on a du ma1 a bien estimer cette probabilite, d’autant plus qu’elle peut ne pas 
etre rtguliere (comme par exemple dans le cas de l’algorithme (l)), mais on va 
s’interesser a des “entropies partielles” de m, par rapport a certaines mesures que 
l’on connan bien et desquelles on espere que m, se rapproche (partiellement) en 
temps grand. 
Soit m,(dxO,dxI, . . . , dx, 1 f3) la projection sur M”+ ’ de la probabilite conditionnelle 
sous m, sachant que la coordonnte sur N vaut 8. On definit mj”(dx; IQ, pour 0 < i < n, 
comme Ctant la projection de cette probabilite sur le (i + l)jdme facteur de M”+ 1 (que l’on 
convient desormais de noter MC’)), c’est-a-dire mj”(dxiI 0) = IE, [Xi” E dxiI0, = e]. 
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De par la presence du terme yt qui tend vers 0, on espere qu’en temps grand cette 
probabilite conditionnelle m,(dxiI 8) va se rapprocher de Z~~++(dx~). On definit alors 
pour t > 0 et 0 Q i < n, les entropies partielles ZF’ par 
Comme d’habitude, mi’)(xi ( 0) (respectivement ZJ 8+h,ei(xi)) represente la densite de 
mji’(dxi ( 0) (respectivement po+h,ei(dxi)) par rapport a la probabilite riemannienne 
Il(dxi) sur MC’). On aura remarque que les resultats de Taniguchi (1983) permettent de 
voir que pour tout t > 0 et tout 0 < i < n, la probabilitt mp’(dxi,dB) (qui est la 
projection de WI, sur M(‘) x N) est absolument continue par rapport a la probabilite 
riemannienne /I(dxi)(2rt- 1 doI ._. (27~)~ ’ de, sur M”’ x T”, et que sa densite est stric- 
tement positive et de classe C” sur M”) x N. Taniguchi ne considbre que le cas oti les 
champs de vecteurs ne dependent pas du temps, mais on peut se ramener a cette 
situation, comme me l’a fait remarquer RCmi Ltandre, en considerant le temps comme 
une coordonnee suppltmentaire (voir alors la remarque de Taniguchi (1983 p. 283) de 
son article), ou on peut reprendre directement les calculs, qui s’adaptent facilement 
(voir aussi l’article de Stroock (1981)). Ainsi If’ est une quantite finie tout t > 0. On 
conviendra dans la suite de noter I, = Co g i $ n zj”. 
D’autre part, sachant que mjO’(dxo 10) est proche de pO(dxo) et que pour 1 d i d n, 
mj”(dxi 1 f3) est proche de p e +htei (dxi), l’evolution sur la iikme composante de N sera a peu 
prbs don&e par 
d@j” = dWI’, _ pr 
(s 
m,(dxoydx,, ... ,dx,,l O,)lc’(xoyxi, 0,) 
> 
dt, 
= dwji) - fit 
(1 1 
&f(xo,@)-~f(xoA%)~~“‘(dxol@J 
f 
+ L 
h, s 
N dWj” - /It 
(s 
&/ho. 0,) - $f(xo.@h,(dxo) 
I f 
1 
+ c f(xi, @,)Pe,+h,e,(dxi) dt, 
t s > 
= dW1’) - fit 
(s 
$f(xo. @d~s,Wo) + jfbo, @J$ CPLQ,+~,~~(XO) 
I f 
- po,(xo)l4dxo) 
) 
dt. 
Or le terme entre parentheses du dernier membre de droite converge, quand h, tend 
vers 0, vers cTF(O,)/iWi. 
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On est ainsi ramene a un algorithme de recuit simule usuel associe a F sur N et on 
s’attend done a ce que la loi de 0, soit proche de 
vp,(dO) = Z, 1 exp(- 2P$‘(Q))(271)- ’ de1 ... (271)) ’ de, 
oh Z,, est la constante de normalisation 
Z,, = 
s 
exp(- 2~,F(0))(2z)-1d01 ... (2r~-rd0~. 
On est done amen& a considerer l’entropie partielle 
J,= In n,(e) 
s( > 
- %(d@ 
vll,(e) 
qui est aussi une quantite finie pour tout t > 0. 
On va ttudier les evolutions conjointes des entropies partielles prectdentes dans le 
but de prouver que J, tend vers 0, sous les hypotheses du theoreme 1. 
Ce rtsultat suffit en effet a montrer que pour tout 6 > 0, 
lim n,({F - PO 2 S}) = 0 
r++‘X 
comme on peut le voir en utilisant la relation entre variation totale et entropie 
II at - vgt II d 4J2J, 
(ou 11 11 reprtsente la variation totale de mesures signees) et le fait que v8, tend a se 
concentrer au voisinage des minima globaux de F. 
2. Dkmonstration du thCor&me 1 
Commencons par faire quelques rappels sur la probabilite invariante pLe: Pour tout 
t9 E N fixt, elle est absolument continue par rapport a la probabilite riemannienne L et 
elle admet une densite strictement positive de classe C”. De plus, pour tout x E M fix& 
N30 H~~(x) est au moins deux fois differentiable et ,uO(x) et ses deux premieres 
derivees partielles ap0(x)/8ei et 82~0(x)/80idtIj sont continues sur h4 x N (voir par 
exemple les propositions 5 et 7 de (Miclo, 1994)). Ainsi, il existe une constante A 3 1 
telle que pour tout 1 d i, j d n et tout (x, 0) E M x N, 
Nous pouvons maintenant ttudier l’evolution de J,, pour t > 0. 
Proposition 2. I1 existe deux constantes cl, c2 > 0 et un entier p > 0, tels que pour tout 
t > 0, 
dJ 
-? < Cl 
dt - c2(Pt V l)FPexp(- c(F)B,)J, 
air c(F) est la constante &jinie dans la premikre section. 
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Dkmonstration. D’apres les proprietes de rtgularite des n, pour t > 0, il est clair que 
l’on peut deriver sous l’integrale dans l’expression de J,, et on obtient : 
(ici et dans toute la suite, A(d0) dtsignera la probabilite (2rc)‘d0, ... (27~)‘d8, sur 
N) 
= 
s 
i n,(e)n(de) + 2 $ 
s 
fye)(n,(e) - vp,(e))n(de) 
+ In 
fl,(e) a 
s( > 
- - qe)n(de) . 
+p) at 
Le premier terme est nul, car il vaut d{n,(de)/dt, et le second est borne par 
4 11 F /( m ) dp,/dtj. Quant au dernier terme a estimer, il s’ecrit aussi 
oh on convient dtsormais, pour simplifier l’ecriture, de noter x = (x,,, x 1, . . , x,) un 
element gentrique de M”+ 1 et dx = (dx,,, dxr , . . . , dx,). 
Notons L, = Y;‘L~,~ + Lz,r la restriction a C2(Mnf’ x N) du generateur a l’instant 
t 3 0 de l’algorithme de recuit partiel consider& ou I,,,, est un operateur de diffusion 
(eventuellement dtgentre) sur M”+’ (parametre par 8 E N) et oh I,,,, est un operateur 
de diffusion sur N (parametre par x E M”+l ). L’hypothbe faite sur la famille (IL,), z ,, 
implique qu’une telle decomposition est possible et que 
Par definition du gentrateur, on a 
oh z,,, est l’optrateur sur C2(N) dtfini par 
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le champ de vecteurs (R”f), 4 i g n sur N Ctant donne par 
R”f(0) = 
s 
lg’(xo, Xi, B)m,(dx 1 d) 
mj”(dxo ( 0) + $ f(xi, B)m’,“(dxi 10). 
f s 
Posons, pour 1 d i d n, B:(O) = dF(O)/dbl, et & l’optrateur associe au champ de 
vecteurs - /?,(A$ G i G “: 
On a 
= Jk2,fln ($$)I n,(e)n(dQ) + j(t2.L - L) [ln ($$)I GW(d@ . (3) 
Remarquons que 22,r est un optrateur de diffusion, ainsi 
Mais v~, est la probabilite invariante associee a i2,*, d’oh 
(notons que l’on ne s’est pas servi ici la reversibilite de Van par rapport a L2,f, on 
reutilisera cet argument par la suite). 
D’autre part, on peut borner le second terme du membre de droite de (3) par 
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On obtient done 
f(xo, 0) - ; f(xn> 0) Cmi”‘(dxo IQ) - 4dxo)l 
t 1 
+ ’ 
I s 
f(x’ B)[mj”(dxiI 8) - p 
h, ” ~+h,q(dxJl 
+ 
Is 
l~!(xo,xi,e)~~(dxo)~Le+h,e,(dxi) - f F(e) . 
I 
Or, en utilisant I’inCgalitt: entre variation totale et entropie, on a 
is[ &/ho, ‘3 - ; fbo, 0) I Cml”‘(dxo I@ - cleWo)l 
<Zi(h;' ” 1) jm), 
I s k f(Xi,e)CmY’(dxilo) - Pe+h,e,(Wl 
<K(h;' “1)/p) 
avec 
K=4$ max 
(l<i<n/l$f llm+ IIf IICv)’ 
D’autre part, il est clair que 
Is 
l(h’l)(xo, xi> B)lle(dxo)lle+h,e,(dxi) - T& F(o) 
I 
= Ii ( f (x0,@ $ C~e+h,e,(xo) - ~ebo)l - & P&O) Wxo) f I > I 
GAhtIIf llm 
oti A est constante dkfinie avant la proposition 2. 
Ainsi, en posant K’ = 3 max [K *(n + 1); (A 11 f I/ m)2n], on voit que pour tout t > 0, 
n,(d@ < 3 c [A2 (1 f ll”,ht” + K2(h;2 V l)(ZI”’ + Zji’)] 
l<i<n 
d K’(h,2 + (h;2 V l)Z1) . 
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Reste a now interesser au second terme du membre de droite de (4); En utilisant les 
inegalites de Sobolev logarithmiques satisfaites par vp, (voir le theoreme (1.14) de 
Holley et Stroock (1988) et le theoreme (3.23) de Holley et al. (1989)), on voit qu’il 
existe une constante c2 > 0 et un entier p > 0 (qui ne dependent que de la norme 
uniforme de F et de ses premieres dtrivees, ainsi que de la dimension n) tels que pour 
tout t > 0, 
(pour plus de details, voir par exemple (Miclo, 1992)). 
Ceci termine la demonstration de la Proposition 2, si on y prend c1 = max(K’; 4 
Ilfll’XJ 0 
La proposition prectdente montre, comme l’on s’y attendait, que l’tvolution 
a l’instant t > 0 de J, est lice a I,. De meme l’tvolution de I, est lice a celle de Jt, mais 
dune autre man&e: 
Proposition 3. I1 existe deux constantes kl, k2 > 0, telles que pour tout t > 0, 
DCmonstration. Soit 0 < i < n fix&. Notons que pour tout (xi,@ E A4 x IV, 
ml”(XiIe) = mf’(xi,8)n;‘(8), ainsi, comme dans la proposition precedente, il n’y 
a aucun probleme pour deriver sous l’inttgrale dans l’expression de Zi”, et on trouve 
a dlj” 
s 
5 ln(ml”(xi I QlG’(dxi, de) - 
s 
L ln(~ue+h,ei(xi))mji)(dxi, de) 
dt - + Jln (~~~~~~J)) i mf)(xi, B)l(dxJA(d0). 
Le premier terme est nul car il vaut 
s g ln(ml”(xi,e))mp(dxi, d8) - s & ln(n,(Q))mf’(dxi, de) 
= 
s 
~ mj”(xi,B)II(dxi)n(de) - 
s 
& (n,(e)n(de) = 0 - 0 
Le second se majore facilement a l’aide de la constante A definie avant la proposi- 
tion 2: 
Is i lnb e+h,ei(Xi))mj”(dxi,de) 
Pour estimer le dernier terme, on considere l’operateur de diffusion L:‘!, (parametre 
par 6 E N) dtfini sur C2(M(‘)) par 
L:‘!,. = idi’ + (b(xi, 8 + h,ei), F.)i 
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(les indices 0 < i < n indiquent que l’on considere la structure riemannienne de 
M”‘) 
Par hypothbe, on a que pour tout fe C’(M”‘) et tout xi E MC’), Ly!,f(Xi) = 
Ll,f.Z(X), Oh Ll,, est l’operateur introduit dans la demonstration de la proposition 2, 
oti fi est defini sur M”” par x(x) =f(xi) et oh x EM”” est tel que sa (i + l)iPme 
coordonnee soit xi. Ainsi, 
(5) 
Cependant, du fait que pour tout 0 E N fix&, L:‘!, est un operateur de diffusion sur 
M(‘) dont P~+,,~, est la mesure invariante, on a 
On utilise alors les inegalitb de Sobolev logarithmiques satisfaites par les 
pO++, pour voir qu’il existe une constante k2 > 0 indtpendante de t > 0, de 0 E N et 
de 0 < i d n, telle que 
(En effet, remarquons que ln( ~e+h,e,(xi)) est borne uniformement en t > 0, i3 E N, 
0 < i < n et Xi E M”‘, ce qui suffit pour prouver l’existence dune constante k2 satis- 
faisant l’intgalite ci-dessus, cf. le lemma 3.13 de Holley et Stroock (1988)) 
Ainsi, 
= - k21ji’. 
Inttressons-nous au second terme du membre de droite de (5). Notons mj”(d0 1 xi) la 
projection sur N de la probabilite conditionnelle sous m,, sachant que la coordonnee 
sur M(‘) vaut Xi. Alors mj”(8 1 Xi) = my'(xi, O)(pj')(Xi))- 1 oh p:' est la projection de 
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m, sur M”‘. On a 
Lz,* [In(~~~~~~,~)] = Lz,t[ln(~j”(~l~i))l + L2.t In 
[( 
1 
PO+h,ei(Xi)&(B) 
+ L 2.t [ln(p”‘(x.)) t I 1 = L2,tCln(m?(~l xi))l - L2,1Cln(~e+h,,,(xi)n,(8))1 . 
Cependant, par dkfinition de l’optrateur L2,f, 
s 
L2,tCln(m?(~ I Xi))1 4dx, de) 
=~~~~~~“~ln(~!“(~l~~))~!“(x~,~)~(~xi)~(de) 
J 
-Ptj c 
l<j<n 
$)(x0, xj, 0) $, ln(mv’(B ( xi))m,(dx, de) 
=-2 c 
1 Gj4n 
S[$ ,/m@@&-JA(df3)&i’(dxi) 
J 
-pt c ~l~‘(xo,xj,B) &, ln(m~)(81xi)]m,(dx,dB). 
14j<n J 
L’inkgalitk de Cauchy-Schwarz permet de borner le dernier terme du membre de 
droite: 
I s 
at c 
lGj<n 
I :)(x0, xi, 0) 6 In [mj’)(B 1 xi)] m,(dx, de) 
.~tl~<“JpiikGi 
1 
2 
X In [mf’(8 [ xi)] m&k de) 
Js[ & ln[m?(OIxi)] 1 
2 
</A 1 WI;’ v 1) m$i)(tI 1 xi)p~“(xi)A(dxi)A(de) 
1CjCn J 
= 2P,K(h;’ v 1) c 
lqj<n Js[ 
&, 
J 
,/m12pii’(xi) /z (dxi) A(de) 
+gn[K(ht-l v 1)]2 + 2 c 
l<j<n 
$, 
J 
dm12 #(dxi) A(de) 
oti on a post 
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On a done finalement 
s Lz,r[ln(mj”(8] xi))] m,(dx, de) < i K’nj?f(h;’ V 1). 
D’autre part, decomposons le terme restant a tvaluer en 
On a vu dans la demonstration de la proposition 2 
m,(dx,d@= -%+2% 
I 
et il est clair, en utilisant les estimees qui precedent la proposition 2, qu’il existe une 
constante K’ >, 0, independante de (Xi, 0) E iI!(‘) x N et de t 3 0, telle que l’on ait 
IL2,fCln(~~+h,e,(Xi))ll d K’(Pt V l)(ht-’ V 11, 
IL2,,Clnv,,(WlI G UWh v l)W v 1). 
On en deduit que pour tout t > 0, 
avec kl = (n + l)max(A; 411 j-11 co; $K2n + 2K’), d’ou le rtsultat annonct, en som- 
mant ces inegalites pour 0 < i < n. !J 
Nous sommes maintenant en mesure de montrer que sous les hypotheses du 
theoreme 1, 
lim J, = 0. (6) 
t++cC 
Tout d’abord, puisque l’on suppose a priori que lim,, + m max( /?; ' ;yt; h,) = 0, on 
peut se ramener au cas ou pour tout t B 0 on a fit > 1, yt < 1 et h, < 1, quitte 
a n’etudier l’algorithme qu’a partir de l’instant to oh la condition precedente est 
satisfaite pour tout t z to. Ainsi les propositions 2 et 3 montrent que pour tout t > 0, 
(7) 
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Puis, toujours pour la m&me raison, on peut supposer que pour tout t 3 0, 
l’expression 
k2y;’ + cl(n + l)/?FhteZ - c2/?;Pexp( - c(F)/?,) 
est strictement positive. On peut alors poser, pour tout t 3 0, 
Icz =k2y;’ + cl(n f l)P:h;’ - cZP;Pexp(- c(F)/3,)’ 
Faisons l’hypothkse supplkmentaire (H) que K~ converge vers 0 quand t tend vers 
l’infini et qu’il existe un tl > 0 tel que l’application K. soit dtcroissanle sur [tl, + a$. 
On peut alors aussi supposer que t1 est tel que pour tout t 2 tl, ICY < (n + 1)-l. 
DCfinissons pour t 3 0, 
K, = J, + KJ, 
11 suffit de trouver des conditions sur les Cvolutions /3., y et h qui assurent que 
lim,, + m K, = 0, car ceci entraine (6) (en effet, d’aprb l’irkgalitit de Jensen, les Zfi’ (et 
done I,) et J, sont des quantitts positives). 
L’application K. est ditrivable et pour tout t > tl, 
dK, dJ, dKt dI, 
dt- dt 
--+j;z,+litx 
dJ, dl, 
Gdt+Qdt 
+ Cl(l -(n + l)Ic,)gh: + kg&h;2 
+ (cl(l -(PI + 1)~,)/3,2h;~ - k,qy;‘)Z, 
- c2(l -(n + 1)4Kpev- @‘)BJJt. 
Cependant, IC, a ktk dkfini de manike que 
cl(l -(n + l)k-,)p:htA2 - k,gy;’ = - c2K,/?;Pexp(- c(F)/&) 
d - c241 -(n + l)Kt)P;PexP(- c(F)/&) 
et on obtient done que l’application t w K, satisfait pour t 2 tl , l’inkgalitk diffkrentielle 
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+ Ci(1 -(n + l)K,)p;h: + k,r&h;2, 
B, = ~(1 -(n + l)rc,)KPexp(- c(F)/&). 
Une condition suffisante pour obtenir lim,, + v3 K, = 0, sachant que K., A, et B, sont 
des applications positives, est: 
s +cC B,dt = + co, lim $=O. 1-t+cc f 
Prenons des evolutions particulieres du type 
fll = k-‘In(t), yt = tea, h, = teb 
(pour t suffisamment grand) ou k, a et b sont des reels strictement positifs, et voyons ce 
que les conditions precedentes imposent a ces constantes. 
11 est facile de verifier que (H) est satisfaite si et seulement si a > 2b. 
D’autre part, la divergence de l’inttgrale i” B,dt est tquivalente a c1 < 1, oh on 
a pose TV = c(F)k-‘, et la condition lim,,,, A,B;’ = 0 est notamment satisfaite si 
CI < 1, x < 2b, CI < max(a;2b) - 4b, 
i.e. 
SI < min(l;2b;a - 4b). 
11 est dans notre inter& de choisir a et b de telle sorte que les trois termes qui 
apparaissent dans le minimum ci-dessus soient egaux. En effet, cela revient a choisir 
les valeurs minimales de a et b (pour l’avantage que l’on a a avoir a minimal, voir la 
remarque ci-dessous) qui permettent d’obtenir la meilleure condition sur SI (c’est -a- 
dire CI < 1) quant a la plus rapide des decroissances admissibles pour la temperature 
partielle /I; i. 
D’oh le choix de a = 3 et de b = 3 dans le thioreme 1. 0 
Remarques. (a) Les calculs precedents ne permettent pas de retrouver que dans le cas 
du cercle (n = 1) il existe une constante k > 0 telle que si on prend pour t assez grand 
bt = k-’ In(t), yr = In-“(t), h, = lnq(t) 
avec 4 > 0 et p > 2 + 4q, alors la conclusion du theoreme 1 est encore satisfaite pour 
l’algorithme (2), cf. (Miclo, 1994). 
Or, le fait de devoir faire croitre y; ’ avec des taux beaucoup plus rapides que ceux 
present& ci-dessus peut &tre g&ant dun point de vue pratique, car cela signifie qu’il 
faut accelerer d’autant plus la diffusion degentrte (Xi”‘, Xi”, , Xp))t a o interagis- 
sant avec l’algorithme de recuit (O,), a 0. 
(b) 11 est possible d’adapter la methode precedente a la situation degeneree ou les 
operateurs Lo ne sont plus necessairement elliptiques, dumoins si les probabilitts 
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invariantes pue (dont on n’est plus assure de l’unicite) peuvent etre choisies comme 
limites (uniformes en un certains sens en 8 E N), quand E > 0 tend vers 0, de mesures 
invariantes ,ue, E assocites a des optrateurs non dCg&krts de la forme Le,E. = Lo ’ + 
Est., oti i est un optrateur auxiliaire de diffusion, pouvant etre lui aussi dtgtntre. 
Dans l’algorithme que I’on considere, il faut alors introduire une evolution supple- 
mentaire, E: R, + !R*, , servant a approximer Lo par Lo,Et pour t grand. Ainsi dans 
(Miclo, 1996) on a montre, en reprenant certaines estimees de (Miclo, 1994) pour la 
dependance en E des quantitts qui interviennent dans la preuve, qu’il suffit de prendre 
pour t assez grand E, = In- ‘(in(t)), avec par ailleurs les memes conditions sur les 
autres evolutions que dans le theoreme 1, pour assurer la convergence escomptee 
(mais on peut obtenir la m&me conclusion par exemple avec fit = k- 1 In(t), yr = t -‘, 
h, = teb et E, = Y In-‘(t), si les reels strictement positifs a, b, k et I satisfont certaines 
conditions, ce qui permet d’avoir des temperatures partielles /3 et E du meme ordre). 
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