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Abstract
The aim of this paper is to apply and justify the so-called aggregation of variables method for reduction of
a complex system of linear delayed differential equations with two time scales: slow and fast. The difference
between these time scales makes a parameter ε > 0 to appear in the formulation, being a mathematical
problem of singular perturbations. The main result of this work consists of demonstrating that, under some
hypotheses, the solution to the perturbed problem converges when ε → 0 to the solution of an aggregated
system whose construction is proposed.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Singular perturbations; Aggregation of variables; Delayed differential equations; Two time scales
1. Introduction
Nature offers many examples of systems where several events occur at different time scales. It
is then common practice to consider those events occurring at the fastest scale as being instanta-
neous with respect to the slower ones, which results in a lesser number of variables or parameters
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E. Sánchez et al. / J. Math. Anal. Appl. 323 (2006) 680–699 681needed to describe the evolution of the system. A subsequent issue is to determine how far the
results obtained from the reduced system are from the real ones. Aggregation methods have been
developed in relation with the above-mentioned issues, that is, reduction and estimation of the
discrepancy between the complete system and the system arising from reduction. These methods
have been investigated by some of us in the case of systems of ordinary differential equations
with different time scales (see [4,6,7]), in the context of discrete dynamical systems [12–14,24]
and for continuous time models of structured population dynamics, formulated as systems of
partial differential equations [3,11]. A review of aggregation methods can be found in [5].
In this paper we extend the aggregation of variables method to the setting of linear delayed
functional differential equations with two time scales. We remind the reader that delay differen-
tial equations are in some sense associated with the early development of mathematical ecology
through the predator-prey models proposed in the twenties by V. Volterra [27]. The subject has
grown since and it has been extended in various ways, for example, to partial differential equa-
tions with functional delay terms (see [15,16]), which justifies the need to introduce abstract
formulations as presented in this work. A study of how delays emerge from inner ecological
mechanisms was performed in the eighties by W. Gurney, R. Nisbet and coworkers [17,21]. In
our model, the difference between time scales (slow and fast dynamics) makes a parameter ε > 0
to appear in the formulation, being a mathematical problem of singular perturbations.
The organization of the paper is as follows: Section 2 describes a first version with a discrete
delay of the model to be considered, for which the aggregated system is constructed. In Section 3
the relationship between the solutions of this model and its aggregated system is analyzed. In
Section 4 the aggregation of variables method is applied to an abstract linear delayed functional
differential equation. Section 5 suggests an example of the application of the theoretical results
of the previous sections to a model for the dynamics of a population structured in two stages,
which inhabits an ecosystem divided into two different patches.
Although the model analyzed in Section 2 is a particular case of the general formulation
developed in Section 4, we have considered it necessary to present both studies separately. On
one side, the case of discrete delay contained in Section 2 is interesting in itself and clarifies the
abstract formulation while on the other, it has its own methods for the step-by-step construction
of the solution, which have been useful for us to proof Lemma 1, an essential piece in justifying
the approximation results.
2. Description of the problem and construction of the aggregated model
We suppose that we are dealing with a hierarchically organized system in the context of natural
processes whose dynamics could be described in a linear and time-continuous way. The model
consists of the following system of linear delayed differential equations, depending on a small
parameter ε > 0, that we call the perturbed system:{
X′(t) = (1/ε)KX(t) +AX(t)+BX(t − r), t > 0,
X(t) = Φ(t), t ∈ [−r,0], Φ ∈ C([−r,0];RN), (1)
where X(t) := (x1(t), . . . ,xq(t))T , xj (t) := (x1j (t), . . . , x
Nj
j (t))
T
, j = 1, . . . , q; K , A and B are
N × N real constant matrices with N = N1 + · · · + Nq .
As usual, C([−r,0];RN) represents the Banach space of RN -valued continuous functions on
[−r,0], (r > 0), endowed with the norm ‖ϕ‖C := supθ∈[−r,0] ‖ϕ(θ)‖.
System (1) can be solved by the classical step-by-step procedure. We refer the reader to [10]
for the general theory.
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Throughout this paper, we suppose that matrix K is a block-diagonal matrix
K :=
⎛
⎜⎜⎝
K1 0 . . . 0
0 K2 . . . 0
...
...
. . .
...
0 0 . . . Kq
⎞
⎟⎟⎠
in which each diagonal block Kj has dimensions Nj × Nj , j = 1, . . . , q , and satisfies the fol-
lowing hypothesis.
Hypothesis 1. For each j = 1, . . . , q , the following holds:
(i) σ(Kj ) = {0}∪Λj , with Λj ⊂ {z ∈ C; Re z < 0}, where σ(Kj ) is the spectrum of matrix Kj .
(ii) 0 is a simple eigenvalue of Kj .
As a consequence, kerKj is generated by an eigenvector associated to eigenvalue 0, which
will be denoted vj . The left eigenspace of matrix Kj associated to the eigenvalue 0 is generated
by a vector v∗j , so that Kjvj = 0j , (v∗j )T Kj = 0Tj , 0j := (0, . . . ,0)T ∈ RNj .
We choose both vectors verifying the normalization condition: (v∗j )T vj = 1.
Example. Hypothesis 1 holds for a matrix K if each diagonal block Kj is an irreducible matrix
with non-negative elements outside the diagonal and in addition satisfies 1Tj Kj = 0Tj , 1j :=
(1, . . . ,1)T ∈ RNj . In this case v∗j = 1j .
In order to build the so-called aggregated system of system (1), we define the following ma-
trices:
V∗ :=
⎛
⎜⎜⎝
(v∗1)T 0 . . . 0
0 (v∗2)T . . . 0
...
...
. . .
...
0 0 . . . (v∗q)T
⎞
⎟⎟⎠ ; V :=
⎛
⎜⎜⎝
v1 0 . . . 0
0 v2 . . . 0
...
...
. . .
...
0 0 . . . vq
⎞
⎟⎟⎠ ,
which satisfy KV = 0, V∗K = 0, V∗V = Iq (q × q identity matrix).
As a consequence of Hypothesis 1, we can consider the following direct sum decomposition
of space RN :
RN = kerK ⊕ S (2)
where kerK is a q-dimensional subspace generated by the columns of matrix V and S := ImK =
{v ∈ RN ; V∗v = 0}.
Let us observe that KS (restriction of K to S) is an isomorphism on S and also that there
exists α > 0 such that
σ(KS) ⊂ {z ∈ C; Re z < −α}. (3)
According to this decomposition, each vector u ∈ RN can be written as u = V(a1, . . . , aq)T +uS ,
uS ∈ S, where the coefficients aj , j = 1, . . . , q , satisfy V∗u = V∗V(a1, . . . , aq)T + V∗uS =
(a1, . . . , aq)T and hence u = VV∗u + uS .
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We now define a new set of q variables, that we will call aggregated variables: sj (t) :=
(v∗j )T xj (t), j = 1, . . . , q , or in vector form:
s(t) := (s1(t), . . . , sq(t))T = V∗X(t).
The linear differential system satisfied by these new variables is obtained by premultiplying both
sides of (1) by V∗:
s′(t) = V∗X′(t) = V∗
(
1
ε
KX(t) +AX(t)+BX(t − r)
)
= V∗AX(t)+ V∗BX(t − r). (4)
We get the aggregated variables on the left-hand side but we fail to on the right-hand side. To
avoid this difficulty, we write X(t) according to the decomposition (2):
X(t) = VV∗X(t)+XS(t) = Vs(t)+ XS(t)
so that
s′(t) = V∗AVs(t)+ V∗BVs(t − r) + V∗AXS(t)+ V∗BXS(t − r).
Let us observe that (4) gives for t ∈ [0, r],
s′(t) = V∗AVs(t)+ V∗AXS(t)+ V∗BΦ(t − r).
Therefore, we propose as aggregated model the following approximated system, with the aggre-
gated variables as the unique state variables:
s′(t) = As(t)+ Bs(t − r), t > r, (5)
where A := V∗AV , B := V∗BV , and
s′(t) = As(t)+ V∗BΦ(t − r), t ∈ [0, r]. (6)
Equation (5) is a delayed linear differential system of equations to which the general theory of
[10] can also be applied. In particular, it can be solved by a step-by-step procedure from an initial
data in [0, r] which is the solution to (6), that is,
s(t) = etA
[
V∗Φ(0)+
t∫
0
e−σAV∗BΦ(σ − r) dσ
]
.
3. Comparison between the solutions to systems (1) and (5)
The main goal of this paper is to obtain a comparison between the solutions to both systems (1)
and (5). In this section we will obtain this result: for t > 0 and ε > 0 small enough, the solution
Xε(t) to the perturbed system (1) can be decomposed into a stable part which is precisely Vs0(t),
s0(t) being the solution to the aggregated model (5) and a perturbation of order O(ε).
This approximation result is similar to that obtained in [3] for continuous time structured
models, formulated in terms of partial differential equations, but we have to point out that the
delay introduces significant differences due to the influence of the initial data on the solution in
the interval [0, r]: the approximation when ε → 0 is valid only for t  r and hence the initial
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solution to system (1), constructed in [0, r] from an initial data Φ ∈ C([−r,0];RN).
First of all, we decompose the solution to (1) according to the direct sum decomposition (2),
which is
Xε(t) = Vsε(t)+ qε(t), t  0, (7)
where sε(t) = V∗Xε(t), V∗qε(t) = 0.
Notice that the last equality implies that V∗q′ε(t) = 0, t > 0, which means that ∀t > 0,
q′ε(t) ∈ S.
Substituting (7) into system (1), we get
X′ε(t) = AVsε(t)+BVsε(t − r)+ Aqε(t)+ Bqε(t − r)+
1
ε
Kqε(t),
where we have taken into account that (1/ε)KVsε(t) = 0.
We project this equation onto subspaces kerK and S, by premultiplying successively by V∗
and by ΠS , which is the notation we will use to represent the projection on S. Introducing the
notations AS := ΠSA, BS := ΠSB and bearing in mind that ΠSK = KS is deduced from Hy-
pothesis 1, we obtain for t  0:⎧⎨
⎩
s′ε(t) = Asε(t)+ Bsε(t − r) + V∗Aqε(t)+ V∗Bqε(t − r),
q′ε(t) = ASVsε(t) +BSVsε(t − r) +ASqε(t)+BSqε(t − r) +
1
ε
KSqε(t),
(8)
together with the initial condition
sε(t) = ψ(t), qε(t) = ϕ(t), t ∈ [−r,0], (9)
where the initial data Φ ∈ C([−r,0];RN) is decomposed by Φ = Vψ + ϕ.
3.1. Expression of qε in terms of sε
First of all we solve the second equation of system (8) which permits qε to be expressed in
terms of sε .
To this end, we start by considering the associated non-homogeneous problem, with f ∈
C0([0,+∞);S):{
q′(t) = 1
ε
KSq(t)+ ASq(t)+BSq(t − r) + f(t), t  0,
q(t) = ϕ(t), t ∈ [−r,0]
whose solution can be expressed through a variation of constants formula, for t  0:
q(t) =Wε(t)ϕ(0) +
0∫
−r
Wε(t − r − σ)BSϕ(σ )dσ +
t∫
0
Wε(t − σ)f(σ ) dσ, (10)
where Wε is the so-called fundamental solution. It is known from the general theory (see [10])
that Wε : [−r,+∞) → L(S) is the unique solution to the problem{
W ′ε(t) =
1
ε
KSWε(t)+ASWε(t)+BSWε(t − r), t  0,
Wε(t) = 0, t ∈ [−r,0); Wε(0) = IS
(11)
together with Wε ∈ C0([0,+∞);L(S)).
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∀ε ∈ (0, ε0), the following estimation holds:
∀t  0, ∥∥Wε(t)∥∥ e−at/ε + kε.
Proof. Using well-known results about perturbations of eigenvalues of linear operators (see
[9,22]), and bearing in mind (3), we can assure the existence of ε0 > 0 and α′ > 0 such that
∀ε ∈ (0, ε0), σ(KSε) ⊂ {z ∈ C;Re z < −α′} where KSε := KS + εAS , hence an equivalent
matrix norm can be chosen for which there exists a > 0 such that for each ε > 0: ∀t  0,
‖e(t/ε)KS‖ e−at/ε (see [25,26]).
With the aim of obtaining an estimation to the fundamental solution Wε(t), we will solve
Eq. (11) step-by-step.
For t ∈ [0, r]:
W ′ε(t) =
1
ε
KSεWε(t), Wε(0) = IS
and hence
Wε(t) = e(t/ε)KSε ⇒
∥∥Wε(t)∥∥ e−at/ε.
If t ∈ [r,2r], (11) becomes the Cauchy problem:
W ′ε(t) =
1
ε
KSεWε(t) +BSe((t−r)/ε)KSε , Wε(r) = e(r/ε)KSε
whose solution is
Wε(t) = e(t/ε)KSε +
t∫
r
e((t−σ)/ε)KSεBSe((σ−r)/ε)KSε dσ
so that∥∥Wε(t)∥∥ e−at/ε + ‖BS‖e−a(t−r)/ε(t − r).
Proceeding this way it is easy to obtain ∀t ∈ [kr, (k + 1)r]:
∥∥Wε(t)∥∥ e−at/ε + k∑
j=1
‖BS‖j (t − jr)
j
j ! e
−a(t−jr)/ε  e−at/ε +
k∑
j=1
εj‖BS‖j
aj
,
where we have used the estimation
(t − jr)j
j ! =
εj
aj
[(a/ε)(t − jr)]j
j ! 
εj
aj
ea(t−jr)/ε.
Choosing ε0 ∈ (0, a/(2‖BS‖)), it holds that ∀ε ∈ (0, ε0) and ∀t  0:
∥∥Wε(t)∥∥ e−at/ε + kε; k := 2‖BS‖
a
.
The lemma is proved. 
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qε(t) =Wε(t)ϕ(0) +
0∫
−r
Wε(t − r − σ)BSϕ(σ )dσ
+
t∫
0
Wε(t − σ)BSVsε(σ − r) dσ +
t∫
0
Wε(t − σ)ASVsε(σ ) dσ. (12)
3.2. Formulation of a fixed point problem for sε
Before substituting (12) into the first equation of (8), we make certain transformations in (12)
that will help us to simplify calculations. Let us notice, firstly, that for t  0 we can write:
t∫
0
sε(σ − r) dσ =
0∫
−r
K(t, σ )ψ(σ )dσ +
t∫
0
G(t, σ )sε(σ ) dσ,
t∫
0
qε(σ − r) dσ =
0∫
−r
K(t, σ )ϕ(σ )dσ +
t∫
0
G(t, σ )qε(σ ) dσ,
where we have introduced the notations
K(t, σ ) := H(r − t)H(t − r − σ)+H(t − r),
G(t, σ ) := H(t − r)H(t − r − σ),
H(·) being the Heaviside function (i.e., H(u) = 1 if u > 0, H(u) = 0 if u < 0).
Then, the integral form of the first equation of system (12) can be written, for t  0 as
sε(t) = ψ(0)+ V∗B
0∫
−r
K(t, σ )Φ(σ)dσ
+
t∫
0
L(t, σ )sε(σ ) dσ + V∗
t∫
0
L(t, σ )qε(σ ) dσ (13)
with
L(t, σ ) := A+ BG(t, σ ), L(t, σ ) := A +BG(t, σ ).
Also, we have
t∫
0
Wε(t − σ)BSVsε(σ − r) dσ
=
t−r∫
−r
Wε(t − σ − r)BSVsε(σ ) dσ
=
0∫
Wε(t − r − σ)BSVψ(σ)dσ +
t∫
G(t, σ )Wε(t − r − σ)BSVsε(σ ) dσ,−r 0
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qε(t) =Wε(t)ϕ(0) +
0∫
−r
Wε(t − r − σ)BSΦ(σ)dσ +
t∫
0
Rε(t, σ )sε(σ ) dσ (14)
where
Rε(t, σ ) :=
[Wε(t − σ)AS +G(t, σ )Wε(t − r − σ)BS]V .
Introducing (14) into (13), we obtain the following equation for sε(t), t  0:
sε(t) = ψ(0)+ V∗B
0∫
−r
K(t, σ )Φ(σ)dσ +
t∫
0
L(t, σ )sε(σ ) dσ
+ V∗
t∫
0
L(t, σ )Wε(σ )ϕ(0) dσ
+ V∗
t∫
0
L(t,w)
( 0∫
−r
Wε(w − r − σ)BSΦ(σ)dσ
)
dw
+ V∗
t∫
0
L(t,w)
( w∫
0
Rε(w,σ )sε(σ ) dσ
)
dw. (15)
This equation will be formulated below as a fixed point problem for certain operators on a
Banach space.
First of all, we consider for each γ > 0, the set
Eγ :=
{
f ∈ C([0,+∞) Rq); ‖f‖γ := sup
t0
e−γ t
∥∥f(t)∥∥< +∞}
which is a Banach space with respect to the norm ‖ · ‖γ .
We introduce the following operators:
Operator H0. This is the operator (independent of ε), H0 :Eγ → Eγ defined by
H0(f)(t) :=
t∫
0
L(t, σ )f(σ ) dσ.
Lemma 2. For each γ > 0,H0 is a bounded linear operator in Eγ . Moreover, there exists γ0 > 0
such that ∀γ  γ0, H0 is a strict contraction in Eγ .
Proof. Let f ∈ Eγ . Then
∥∥H0(f)∥∥γ  ‖f‖γ sup
t0
e−γ t
t∫ [‖A‖ + ‖B‖∣∣G(t, σ )∣∣]eγσ dσ  ‖A‖ + ‖B‖
γ
‖f‖γ .0
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such that γ0 > ‖A‖ + ‖B‖, it is clear that ∀γ  γ0, H0 is a strict contraction in Eγ . The lemma
is proved. 
Operator Aε . This is the operator Aε :Eγ → Eγ defined by
Aε(f)(t) := V∗
t∫
0
L(t,w)
( w∫
0
Rε(w,σ )f(σ ) dσ
)
dw.
Lemma 3. For each γ > 0 and 0 < ε < ε0, Aε is a bounded linear operator in Eγ and there
exists a constant C1(γ ) > 0 such that
‖Aε‖ εC1(γ ).
Proof. Let f ∈ Eγ . Since∥∥L(t,w)∥∥ ‖A‖ + ‖B‖∣∣G(t,w)∣∣ ‖A‖ + ‖B‖,∥∥Rε(w,σ )∥∥ ‖AS‖∥∥Wε(w − σ)∥∥+ ‖BS‖∥∥Wε(w − r − σ)∥∥,
we have, bearing in mind Lemma 1,
∥∥Aε(f)∥∥γ  ‖V∗‖(‖A‖ + ‖B‖)‖f‖γ
[
‖AS‖ sup
t0
e−γ t
t∫
0
( w∫
0
eγσ
∥∥Wε(w − σ)∥∥dσ
)
dw
+ ‖BS‖ sup
t0
e−γ t
t∫
0
( w∫
0
eγσ
∥∥Wε(w − r − σ)∥∥dσ
)
dw
]
 εC1(γ )‖f‖γ
where
C1(γ ) := ‖V∗‖
(‖A‖ + ‖B‖)(‖AS‖ + ‖BS‖e−γ r) 1
γ
(
k
γ
+ 1
a
)
.
The lemma is proved. 
Operator Bε . This is the operator Bε :C([−r,0];RN) → Eγ defined by
Bε(Φ)(t) := V∗
t∫
0
L(t, σ )Wε(σ )ϕ(0) dσ
+
t∫
0
L(t,w)
( 0∫
−r
Wε(w − r − σ)BSΦ(σ)dσ
)
dw.
E. Sánchez et al. / J. Math. Anal. Appl. 323 (2006) 680–699 689Operator F0. This is the operator F0 :C([−r,0];RN) → Eγ defined by
F0(Φ)(t) := ψ(0)+ V∗B
0∫
−r
K(t, σ )Φ(σ)dσ.
Bearing in mind Lemma 1, straightforward calculations similar to the ones before provide
estimations for these operators, which are established without proof in the following lemma:
Lemma 4. For each γ > 0, 0 < ε < ε0, Bε , F0 are bounded linear operators and there exist two
constants Ci(γ ), i = 2,3, such that
‖Bε‖C2(γ )ε, ‖F0‖ C3(γ ).
Using the previous operators, Eq. (15) is written as
(Id −H0 −Aε)(sε) =F0(Φ)+Bε(Φ). (16)
3.3. Convergence result
Lemma 3 provides, for ε > 0 small enough:
‖Aε‖ εC1(γ ) < H−10 with H0 :=
∥∥(Id −H0)−1∥∥
which allows us to assure the existence of the operator (Id −H0 −Aε)−1, which can be written
as
(Id −H0 −Aε)−1 = (Id −H0)−1 + Γε,
Γε :=
( ∞∑
j=1
[
(Id −H0)−1Aε
]j)
(Id −H0)−1.
Since for 0 < ε < 1/(2H0C1(γ )) we have
‖Γε‖H0
∞∑
j=1
H
j
0 ‖Aε‖j H0
H0‖Aε‖
1 − H0‖Aε‖  2H
2
0 ‖Aε‖,
the following estimation holds:
‖Γε‖ εC5(γ ), C5(γ ) := 2H 20 C1(γ ).
Therefore, Eq. (16) can be solved, giving
sε = (Id −H0)−1
[F0(Φ)]+ (Id −H0)−1[Bε(Φ)]+ Γε(F0(Φ) +Bε(Φ)).
Let us define
s0 := (Id −H0)−1
(F0(Φ))
which yields the following estimation:
‖sε − s0‖γ  εM∗(γ )‖Φ‖C (17)
for some constant M∗(γ ) > 0, whose exact value is not relevant.
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s0(t) = ψ(0)+ A
t∫
0
s0(σ ) dσ + B
t∫
0
G(t, σ )s0(σ ) dσ + V∗B
0∫
−r
K(t, σ )Φ(σ)dσ.
Then, we can write:
(i) for t ∈ [0, r]:
s0(t) = Ψ (0) +A
t∫
0
s0(σ ) dσ + V∗B
t∫
0
Φ(σ − r) dσ ;
(ii) for t  0:
s0(t) = s0(r) + A
t∫
r
s0(σ ) dσ + B
t∫
r
s0(σ − r) dσ,
which means that s0 satisfies the aggregated problem (5)–(6).
We are now able to prove one of the two main results of this paper, which is established in the
following theorem.
Theorem 1. Under Hypothesis 1, for each initial data Φ ∈ C([−r,0];RN), Φ = Vψ + ϕ, the
corresponding solution Xε to system (1) can be written as
∀t  r, Xε(t) = Vs0(t)+ rε(t), (18)
where s0 is the solution to the aggregated system (5) for t  r , with the initial data defined by
∀t ∈ [0, r], s0(t) = etA
[
V∗Φ(0)+
t∫
0
e−σAV∗BΦ(σ − r) dσ
]
.
Moreover, there exist three constants C > 0, C∗ > 0, γ > 0, such that
∀t  r, ∥∥rε(t)∥∥ ε(C + C∗eγ t)‖Φ‖C. (19)
Therefore, for each T > r , limε→0+ Xε = Vs0 uniformly in the interval [r, T ].
Proof. The solution to system (1) can be written as
Xε(t) = Vsε(t)+ qε(t) = Vs0(t)+ V
[
sε(t)− s0(t)
]+ qε(t)
together with
qε(t) =Wε(t)ϕ(0) +
t∫
0
Wε(t − σ)ASVsε(σ ) dσ +
t∫
0
Wε(t − σ)BSVsε(σ − r) dσ
+
0∫
Wε(t − r − σ)BSϕ(σ )dσ.−r
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rε(t) := V
[
sε(t)− s0(t)
]+ qε(t).
The proof of the theorem reduces to estimate rε(t) for t  r . To this end, in what follows, we
denote by ki , i = 1,2, . . . , the different constants which appear in the calculations and whose
specific values are not relevant.
(a) From (17), we have∥∥V(sε(t) − s0(t))∥∥ k1eγ t‖sε − s0‖γ  εk2eγ t‖Φ‖C.
(b) Bearing in mind Lemma 1, for ε > 0 small enough and t  r , straightforward calculations
lead to∥∥qε(t)∥∥ ε‖Φ‖C(k3 + k4eγ t).
Estimation (19) is now obtained directly from (a) and (b). This finishes the proof of the theo-
rem. 
4. Aggregation of variables in linear functional delayed differential equations
Keeping the notations of Section 2, let us generalize the above results to the following per-
turbed system of linear delayed differential equations, depending on a small parameter ε > 0:{
X′(t) = L(Xt)+ (1/ε)KX(t), t > 0,
X0 = Φ ∈ C([−r,0];RN) (20)
where L :C([−r,0];RN) → RN is a bounded linear operator and Xt (t  0), is the section of
function X at time t , namely, Xt(θ) := X(t + θ), θ ∈ [−r,0].
We will formulate system (20) in the framework of semigroup theory applied to delayed dif-
ferential equations, which can be seen in [18] and [19].
Defining the following bounded linear operator
Lε :C
([−r,0];RN )→ RN, Lε(Φ) := L(Φ) + (1/ε)KΦ(0)
system (20) reads as
X′(t) = Lε(Xt ), t > 0, X0 = Φ.
This is a well-known linear delayed differential equation, whose solutions define a C0-semigroup
{Tε(t)}t0 on C([−r,0];RN) in such a way that for each Φ ∈ C([−r,0];RN), (Xε)t := Tε(t)Φ
is the unique solution to the Cauchy problem (20) corresponding to the initial value (Xε)0 = Φ .
4.1. The aggregated model
Assuming Hypothesis 1, the aggregated variables: s(t) := V∗X(t) satisfy the system
s′(t) = V∗L(Vst )+ V∗L
(
(XS)t
)
.
We propose as aggregated model the following approximated system with the aggregated vari-
ables as the unique state variables
s′(t) = L(st ), t  r, (21)
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L :C
([−r,0];Rq)→ Rq, L(ψ) := V∗L(Vψ).
This system is a delayed linear differential system of equations to which the general semigroup
theory of [18,19] can also be applied.
As in Section 2, the initial data in [0, r] should be constructed, but in this abstract setting it
presents higher mathematical difficulties. In particular, we should use the Riesz representation
theorem of bounded linear operators on C([−r,0];RN) (see [8]). Operator L can be written as a
Riemann–Stieltjes integral:
∀Φ ∈ C([−r,0];RN ), L(Φ) = ∫
[−r,0]
[
dη(θ)
]
Φ(θ) (22)
where η(θ) is a bounded variation N ×N matrix-valued function. The well-known properties of
Riemann–Stieltjes integrals (see [1]) allow us to assure the existence of the following integral,
for each t ∈ (0, r):
I (t,Φ) :=
∫
[−r,−t]
[
dη(θ)
]
Φ(t + θ).
In what follows we will show that the contribution of sections of the initial data Φ = Vψ + ϕ to
the aggregated model in [0, r] is given by I (t, ϕ).
4.2. Comparison between the solutions to systems (20) and (21)
As in Section 3, we decompose the solution to (20) according to the direct sum decomposi-
tion (2). Projecting the equation onto the subspaces kerK and S and introducing the notation
LS := ΠSL, we obtain for t  0:⎧⎨
⎩
s′ε(t) = L((sε)t )+ V∗L((qε)t ),
q′ε(t) = LS(V(sε)t )+LS((qε)t )+
1
ε
KSqε(t)
(23)
together with the initial condition
(sε)0 = ψ ∈ C
([−r,0];Rq), (qε)0 = ϕ ∈ C([−r,0];S)
where the initial data Φ ∈ C([−r,0];RN) has been decomposed by Φ = Vψ + ϕ.
To express qε in terms of sε , we start by considering the associated homogeneous problem:
q′(t) = LS(qt )+ 1
ε
KSq(t). (24)
Introducing the following linear bounded operator
LεS :C
([−r,0];S)→ S, LεS(ϕ) := LS(ϕ)+ 1εKSϕ(0),
Eq. (24) can be written as a delayed linear differential equation
q′(t) = LεS(qt ), t > 0, (25)
whose solutions define a C0-semigroup {T εS (t)}t0 on C([−r,0];S) so that
q∗t = T εS (t)ϕ, t > 0, (26)
is the solution to (25) corresponding to the initial value q∗ = ϕ.0
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can be associated to Eq. (25), so that a variation of constants formula can be written for the
solutions to the non-homogeneous problem. Such formula applied to our case gives
(qε)t = T εS (t)ϕ +
t∫
0
(UεS)t−σ ⊗LS(V(sε)σ )dσ, t  0, (27)
where ∀b ∈ S, ∀θ ∈ [−r,0], ∀t  0, ((UεS)t ⊗ b)(θ) := (UεS)t (θ)(b).
In order to simplify the calculations, we introduce the following notations. For each f ∈
C([−r,+∞);Rq) we define
Gε(f) : R+ → C
([−r,0];S), Gε(f)(t) :=
t∫
0
(UεS)t−σ ⊗ LS(Vfσ ) dσ.
With the help of this notation, (27) can be written like this
(qε)t = T εS (t)ϕ + Gε(sε)(t), t  0.
This expression, substituted into the first equation of (23), provides the following equation for sε ,
t  0:
sε(t) = ψ(0)+
t∫
0
L
(
(sε)σ
)
dσ + V∗
t∫
0
L
(
T εS (σ )ϕ
)
dσ + V∗
t∫
0
L
(Gε(sε)(σ ))dσ. (28)
For each initial condition ψ ∈ C([−r,0];Rq), we define the function ψ˜ : [−r,+∞) → Rq by
ψ˜(t) :=
{
ψ(t), t ∈ [−r,0],
ψ(0), t  0,
and we make in Eq. (28) the change of unknown function defined by
sε(t) := yε(t)+ ψ˜(t), t ∈ [−r,+∞).
We obtain, for t  0:
yε(t) =
t∫
0
L
(
(yε)σ
)
dσ + V∗
t∫
0
L
(Gε(yε)(σ ))dσ +
t∫
0
L(ψ˜σ ) dσ
+ V∗
t∫
0
L
(
T εS (σ )ϕ
)
dσ + V∗
t∫
0
L
(Gε(ψ˜)(σ ))dσ (29)
together with yε(t) = 0, t ∈ [−r,0].
In what follows we will formulate this equation as an abstract fixed problem for some opera-
tors in a Banach space.
For each γ > 0, let Eγ be the set
Eγ :=
{
f ∈ C([−r,+∞);Rq); f(θ) = 0, θ ∈ [−r,0],‖f‖γ := supt0 e−γ t∥∥f(t)∥∥< +∞
}
which is a Banach space endowed with the norm ‖ · ‖γ .
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Operator H0. This is the operator H0 :Eγ → Eγ defined by
∀f ∈ Eγ , H0(f)(t) :=
⎧⎪⎪⎨
⎪⎪⎩
t∫
0
L(fσ ) dσ , t  0,
0, t ∈ [−r,0].
Straightforward calculations show that ‖H0‖ ‖L‖/γ and hence Lemma 2 remains valid.
Operator Aε . This is the operator Aε :Eγ → Eγ defined by
∀f ∈ Eγ , Aε(f)(t) :=
⎧⎪⎪⎨
⎪⎪⎩
V∗
t∫
0
L(Gε(f)(σ ) dσ, t  0,
0, t ∈ [−r,0].
Hypothesis 2. There exist two constants a > 0, k > 0 for which the solution (26) to the homo-
geneous problem (25) satisfies the estimation∥∥q∗ε(t)∥∥ (kε + e−a/εt)∥∥ϕ(0)∥∥, t > 0.
As a consequence, we have∥∥T εS (t)∥∥ kε + e(−a/ε)(t−r), t  r.
Under Hypothesis 2, straightforward calculations show that Lemma 3 remains valid.
The main difficulty for the analysis of this abstract formulation resides in the behaviour of the
term V∗ ∫ t0 L(T εS (σ )ϕ)dσ when ε → 0. Using for L the representation (22), we can write
L
(
T εS (σ )ϕ
) = ∫
[−r,−σ ]
[
dη(θ)
]
ϕ(σ + θ)+
∫
[−σ,0]
[
dη(θ)
]
q∗ε(σ + θ)
:= I (σ,ϕ)+ Jε(σ,ϕ).
Hypothesis 3. There exists a constant M˜ > 0 such that
r∫
0
∥∥Jε(σ,ϕ)∥∥dσ  εM˜‖ϕ‖C.
Remark. Let us notice that the operators
L(ϕ) := Aϕ(0)+ Bϕ(−r),
L(ϕ) :=
∫
[−r,0]
M(θ)ϕ(θ) dθ, M ∈ L∞([−r,0];L(RN ))
satisfy Hypothesis 3.
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F0(ϕ)(t) := V∗
min(t,r)∫
0
I (σ,ϕ)dσ,
Bε(ϕ)(t) := V∗
[ min(t,r)∫
0
Jε(σ,ϕ)dσ +H(t − r)
t∫
r
L
(
T εS (σ )ϕ
)
dσ
]
together with F0(ϕ)(t) = Bε(ϕ)(t) = 0, t ∈ [−r,0].
Straightforward calculations lead to
Lemma 5. Under Hypotheses 2, 3, for each γ > 0, 0 < ε < ε0, F0, Bε are bounded linear
operators and there exist two constants Ci(γ ), i = 1,2, such that
‖F0‖ C2(γ ), ‖Bε‖ εC3(γ ).
Using the previous operators, Eq. (29) reads as
(Id −H0 −Aε)(yε) = (H0 +Aε)(ψ˜)+ (F0 +Bε)(ϕ)
and then, keeping the notations of Section 3.3, calculations similar to those made in this subsec-
tion lead to
yε = (Id −H0)−1
[H0(ψ˜)+F0(ϕ)]+ Γε[H0(ψ˜)+F0(ϕ)]
+ (Id −H0 −Aε)−1
[Aε(ψ˜)+Bε(ϕ)].
Defining
y0 := (Id −H0)−1
[H0(ψ˜)+F0(ϕ)]
the following estimation holds:
‖yε − y0‖γ  εM∗(γ )‖Φ‖C.
Furthermore, y0 satisfies
(Id −H0)(y0) =H0(ψ˜)+F0(ϕ)
or, in integral form, for t  0:
y0(t) =
t∫
0
L(y0σ ) dσ +
t∫
0
L(ψ˜σ ) dσ + V∗
min(t,r)∫
0
I (σ,ϕ)dσ.
Then, s0(t) := y0(t)+ ψ˜(t) satisfies:
s0(t) = ψ(t), t ∈ [−r,0], (30)
s′0(t) = L(s0t )+ V∗I (t, ϕ), t ∈ [0, r], (31)
s′0(t) = L(s0t ), t  r,
or, in other words, s0 is the solution to the aggregated model (21) with the initial data defined by
(30)–(31).
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to the setting of linear functional differential equations. The proof is omitted, as it is a direct
consequence of previous considerations.
Theorem 2. Under Hypotheses 1–3, for each initial data Φ ∈ C([−r,0];RN), Φ = Vψ + ϕ,
the corresponding solution to the system (20) can be written for t  0 as
Xε(t) = Vs0(t)+ rε(t)
where s0 is the solution to the aggregated system (21) for t  r , with the initial data defined by
(30)–(31).
Moreover, there exist three constants C > 0, C∗ > 0, γ > 0 such that
∀t  r, ∥∥rε(t)∥∥ ε(C + C∗eγ t)‖Φ‖C.
Therefore, for each T > r ,
lim
ε→0+
Xε = Vs0
uniformly in the interval [r, T ].
5. Application to a structured model of population dynamics with two time scales
Let us consider a continuous-time two-stage structured model of a population living in an en-
vironment divided into two different sites [23]. Let us refer to the individuals in the two stages as
juveniles and adults, so that ji(t) and ni(t) denote the juvenile and adult population respectively
at site i, i = 1,2. Changes in the juvenile population at site i occur through birth, maturation to
the adult stage and death. Therefore, in absence of migrations, the growth rate is expressed as
βini(t) − e−μ∗i ri βini(t − ri) − μ∗i ji(t) where βi,μ∗i ,μi  0 are the fecundities and per capita
death rates of juveniles and adults respectively and ri > 0 is the juvenile-stage duration in site i.
Without loss of generality, we suppose 0 < r1 < r2.
In a similar way, the adult population growth rate in site i must contain recruitment and
mortality terms so that in absence of migrations reads e−μ∗i ri βini(t − ri)− μini(t).
We consider a model which includes the demographic processes described below, together
with a fast migration process between sites for the adult population defined by two parameters:
m1 > 0 represents the migration rate from site 1 to site 2 and m2 > 0 is the migration rate from
site 2 to site 1.
The difference between the two time scales: slow (demography) and fast (migration) is repre-
sented by a small parameter ε > 0:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
j ′1(t) = β1n1(t)− e−μ
∗
1r1β1n1(t − r1)− μ∗1j1(t),
j ′2(t) = β2n2(t)− e−μ
∗
2r2β2n2(t − r2)− μ∗2j2(t),
n′1(t) = (1/ε)[m2n2(t)−m1n1(t)] + e−μ
∗
1r1β1n1(t − r1) −μ1n1(t),
n′2(t) = (1/ε)[m1n1(t)−m2n2(t)] + e−μ
∗
2r2β2n2(t − r2) −μ2n2(t).
As we notice, the last two equations of the above system are autonomous, so we can reduce the
system into them:
n′(t) = 1Kn(t)+ An(t)+B1n(t − r1)+B2n(t − r2) (32)
ε
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n(t) :=
(
n1(t)
n2(t)
)
, K :=
(−m1 m2
m1 −m2
)
, A =
(−μ1 0
0 −μ2
)
,
B1 :=
(
e−μ∗1r1β1 0
0 0
)
, B2 :=
(
0 0
0 e−μ∗2r2β2
)
together with an initial condition Φ(t) := (Φ1(t),Φ2(t))T , t ∈ [−r2,0].
Matrix K satisfies Hypothesis 1 and in order to build the aggregated model of (32) we choose
the right and left eigenvectors associated to eigenvalue λ = 0 of K as v := 1/(m1 + m2)×
(m2,m1)T , v∗ := (1,1)T , so that we construct an aggregated model for the total adult population:
n(t) := (v∗)T n(t) = n1(t)+ n2(t).
This model does not fit in the formulation of Section 2, due to the two different delays. Then, we
apply the method explained in Section 4. We have
∀Φ ∈ C([−r2,0];R2), L(Φ) := AΦ(0)+ B1Φ(−r1)+B2Φ(−r2)
and then, ∀ψ ∈ C([−r2,0];R):
L(ψ) := −μ∗ψ(0)+ ν∗1ψ(−r1)+ ν∗2ψ(−r2)
with
μ∗ := μ1m2 +μ2m1
m1 +m2 , ν
∗
1 :=
e−μ∗1r1β1m2
m1 +m2 , ν
∗
2 :=
e−μ∗2r2β2m1
m1 + m2 .
The aggregated model is, for t  r2:
n′(t) = −μ∗n(t)+ ν∗1n(t − r1)+ ν∗2n(t − r2) (33)
together with the initial condition defined by
n(t) = Φ1(t) +Φ2(t), t ∈ [−r2,0],
n′(t) = −μ∗n(t)+ e−μ∗1r1β1Φ1(t − r1)+ e−μ∗2r2β2Φ2(t − r2), t ∈ [0, r1],
n′(t) = −μ∗n(t)+ ν∗1n(t − r1)+ e−μ
∗
2r2β2Φ2(t − r2), t ∈ [r1, r2].
We have reduced the initial complete system of four equations to a single equation governing
the total adult population. If the solution to this equation is given, then the juvenile population
densities can be derived from it.
With the aim of applying the theoretical results obtained in Section 4, we have to prove that
model (32) satisfies Hypotheses 2 and 3. In this example, q∗ε is the solution to
q′(t) = 1
ε
KSq(t)+ ASq(t)+B1Sq(t − r1) +B2Sq(t − r2).
The estimation proposed in Hypothesis 2 can be obtained by solving step-by-step the previous
equation. The calculations are similar to those done in the proof of Lemma 1, although more
laborious and which are not reproduced here. From this estimation Hypothesis 3 is satisfied
since
r2∫ ∥∥J (σ,ϕ)∥∥dσ  ‖A‖
r2∫ ∥∥q∗ε(σ )∥∥dσ +
r2∫ ∥∥q∗ε(σ − r1)∥∥dσ.
0 0 r1
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lim
ε→0+
(
n1ε(t)
n2ε(t)
)
= 1
m1 +m2
(
m2
m1
)
n(t)
uniformly in [r2, T ], n(t) being the solution to the aggregated model.
An analysis of solutions to Eq. (33) can be made from a characteristic equation, which is a
transcendental equation and whose study is out of the scope of this paper. Nevertheless, to present
some idea about it, let us simplify our example assuming r1 = r2 = r . In this case, the associated
characteristic equation is
λ = −μ∗ + (ν∗1 + ν∗2 )e−λr .
Introducing the notations: z := λr , p := −rμ∗, q := r(ν∗1 + ν∗2 ) the equation can be written as
pez + q − zez = 0 (34)
to which the following result applies:
Theorem 3. [20] A necessary and sufficient condition for all the roots of Eq. (34) to have a
negative real part is that
(i) p < 1 and
(ii) p < −q < (θ2 + p2)1/2 where θ is the only root of the equation θ = ptg θ , 0 < θ < π for
p = 0, or θ = π/2 for p = 0.
This gives the following condition for extinction of the population:(
μ1 − e−μ∗1rβ1
)
m2 +
(
μ2 − e−μ∗2rβ2
)
m1 > 0.
6. Conclusion
In this paper we have extended the process of reduction of a complex system with two time
scales using the aggregation of variables method to the setting of linear delayed functional dif-
ferential equations. A relevant conclusion is that the delay introduces some difficulties in the
construction of the reduced model. The so-called quick derivation method leads to the right re-
duced model for t  r , but a careful analysis is needed for the initial data in [0, r].
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