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a b s t r a c t
In this paper, the Cauchyproblem for generalizedd-dimensional Schrödinger equationwith
a power-law nonlinearity is studied. Three methods, homotopy analysis method (HAM),
homotopy perturbation method (HPM) and Adomian decomposition method (ADM), are
applied to obtain series pattern solutions of the mentioned Cauchy problem. The recurrent
relations, for solving thementioned Cauchy problem, is introduced. For some cases of given
initial conditions, we obtain the closed form of the exact solutions.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The linear and nonlinear Schrödinger equations occur in various areas of physics, including nonlinear optics, plasma
physics, superconductivity and quantum mechanics. Khuri [1] applied ADM to obtain the solution of Schrödinger equation
with a cubic nonlinearity. Biazar and Ghazvini [2] used the HPM to obtain the analytical solution of the d-dimensional
Schrödinger equation with a cubic nonlinearity. Sadighi and Ganji [3] studied the analytic treatment of the free particle
linear Schrödinger equation and Schrödinger equationwith a cubic nonlinearity by using theHPMandADM.Alomari et al. [4]
used theHAM to obtain the analytical solution of the d-dimensional Schrödinger equationwith a cubic nonlinearity. Alomari
et al. [5] employed the HAM and HPM to obtain approximate analytical solutions of the coupled Schrödinger–KdV equation.
Shidfar et al. [6] studied the Cauchy problem for the Schrödinger equation with a power-law nonlinearity by using the
HPM. In [6], Shidfar et al. introduced the recurrent relation to find the series pattern solutions of the Cauchy problem for
the d-dimensional Schrödinger equation with a power-law nonlinearity by using the HPM. This paper introduces the new
and general form of the recurrent relations to find the series pattern solutions of the Cauchy problem for the generalized
d-dimensional Schrödinger equation with a power-law nonlinearity by using the HAM, HPM and ADM.
We consider the nonlinear generalized d-dimensional Schrödinger equation as follows
i
∂ψ
∂t
+
d∑
r=1
∇2kr ψ + γ f (|ψ |)ψ = V (X)ψ, i2 = −1, X ∈ Rd, t ≥ 0, (1)
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where
∇2kr ψ =
j∑
k=1
βk
∂2kψ
∂x2kr
,
and ψ is a complex valued function of the spatial coordinate and the time t , f is a real function of a real variable, V (X)
is the trapping potential and βk and γ are arbitrary constants. The function ψ is a sufficiently differentiable function. For
f (|ψ |) = |ψ |2n the Eq. (1) reduces to the generalized Schrödinger equation with a power-law nonlinearity
i
∂ψ
∂t
+
d∑
r=1
∇2kr ψ + γ |ψ |2nψ = V (X)ψ, i2 = −1, X ∈ Rd, t ≥ 0, (2)
the value n = 1 reduces the Eq. (2) to the generalized Schrödinger equation with a cubic nonlinearity
i
∂ψ
∂t
+
d∑
r=1
∇2kr ψ + γ |ψ |2ψ = V (X)ψ, i2 = −1, X ∈ Rd, t ≥ 0, (3)
and the value γ = 0 reduces the Eq. (3) to the generalized linear Schrödinger equation. It is clear that the nonlinear d-
dimensional Schrödinger equation is an especial case of the Eq. (1). In this work, we study the Eq. (2) with initial condition
ψ(X, 0) = g(X), (4)
to find the series pattern solutions by means of the HAM, HPM and ADM.
2. Description of the methods
In this section, we obtain the recurrent relations to find the series pattern solutions of the Cauchy problem for the
generalized d-dimensional Schrödinger equation by using HAM, HPM and ADM. To apply HAM, HPM and ADM to the
problems with power-law nonlinearity, it is very useful to introduce the Molabahrami and Khani’s Theorem. Molabahrami
and Khani [7] proved the following theorem. Here, we first give the following definition.
Definition. Let φ be a function of the homotopy-parameter q, then
Dm(φ) = 1m!
∂mφ
∂qm
∣∣∣∣
q=0
, (5)
is called themth-order homotopy derivative of φ, wherem ≥ 0 is an integer [8].
Theorem 1. For homotopy-series φ =∑+∞n=0 unqn, it holds
Dm(φk) =
m∑
r1=0
um−r1
r1∑
r2=0
ur1−r2
r2∑
r3=0
ur2−r3 · · ·
rk−3∑
rk−2=0
urk−3−rk−2
rk−2∑
rk−1=0
urk−2−rk−1urk−1 ,
where m ≥ 0 and k ≥ 0 are positive integers.
Proof. Please refer to [7]. 
Corollary 1. Let ψ = (φ¯)pn+1φp0∏nk=1(φ(k))pk where φ¯ is conjugate of φ, from Theorem 1, we have
Dm(ψ) =
m∑
r1=0
wm−r1
r1∑
r2=0
wr1−r2
r2∑
r3=0
wr2−r3 · · ·
rA−3∑
rA−2=0
wrA−3−rA−2
rA−2∑
rA−1=0
wrA−2−rA−1wrA−1 ,
where A = ∑n+1k=0 pk and wpkr is substituted by u(k)pkr for r = 1, 2, . . . , pk and by u¯pkr for r = 1, 2, . . . , pn+1, where k = 0,
1, 2, . . . , n and u(0)pkr = upkr .
2.1. HAM solution
In what follows, we consider Liao’s homotopy analysis method [9–14]. Suppose
L[φ] = i∂φ
∂t
, (6)
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which has the property L[C] = 0, where C is a function with respect to X . From Eq. (2) we have
N[φ] = i∂φ
∂t
+
d∑
r=1
∇2kr φ + γ |φ|2nφ − V (X)φ. (7)
We consider the so-called zero-order deformation equation
(1− q)L[φ(X, t; q)− ψ0(X, t)] = qh¯H(X, t)N[φ(X, t; q)], (8)
where q ∈ [0, 1] is the embedding parameter, h¯ is nonzero and called convergence parameter, H(X, t) is an auxiliary
function,ψ0(X, t) is an initial guess of the exact solutionψ(X, t) andφ(X, t; q) is an unknown function. Expandingφ(X, t; q)
in Taylor series with respect to q, we have
φ(X, t; q) = ψ0(X, t)+
+∞∑
m=1
ψm(X, t)qm, (9)
where
ψm(X, t) = Dm[φ(X, t; q)].
Operating on both sides of Eq. (8) with Dm, we have the so-calledmth-order deformation equation
L[ψm(X, t)− χmψm−1(X, t)] = h¯H(X, t)Rm( Eψm−1, X, t), (10)
where
Rm( Eψm−1, X, t) = Dm−1(N[φ(X, t; q)]), (11)
and
χm =
{
0, m 6 1,
1, m > 2.
For Eqs. (7) and (11) by using the Theorem 1 and Corollary 1, we have
Rm[ Eψm−1(X, t)] = i(ψm−1)t +
d∑
r=1
∇2kr ψm−1 + γDm−1
(
(ψ¯)nψn+1
)− V (X)ψm−1. (12)
In this work we assume that H(X, t) = 1. Let ψ∗m(X, t) denote a special solution of the equation
L[ψ∗m(X, t)] = h¯Rm[ Eψm−1(X, t)]. (13)
Now, the solution of themth-order deformation equation (10) with initial condition ψm(X, t) = 0, form ≥ 1 becomes
ψm(X, t) = χmψm−1(X, t)+ ψ∗m(X, t)− ψ∗m(X, 0). (14)
2.2. HPM solution
In what follows, we consider He’s homotopy perturbation method [15–22]. Suppose
L[ψ] = i∂ψ
∂t
, (15)
and
N[ψ] =
d∑
r=1
∇2kr ψ + (γ |ψ |2n − V (X))ψ, (16)
in other words, we construct the following simple homotopy
L(ψ)− L(w0)+ pL(w0)+ pN(ψ) = 0, (17)
or (
∂ψ
∂t
− ∂w0
∂t
)
+ p
(
∂w0
∂t
− i
(
d∑
r=1
∇2kr ψ +
(
γ |ψ |2n − V (X))ψ)) = 0. (18)
Suppose the solution of the Eq. (2) with initial condition (4) is in the following form
ψ = ψ0 + pψ1 + p2ψ2 + · · · , (19)
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substituting (19) into (17), and equating the terms with the identical powers of p, we have
p0 : L(ψ0)− L(w0) = 0,
p1 : L(ψ1)+ L(w0)+M(ψ0) = 0, ψ1(X, 0) = 0,
p2 : L(ψ2)+M(ψ1) = 0, ψ2(X, 0) = 0,
...
pm+1 : L(ψm+1)+M(ψm) = 0, ψm+1(X, 0) = 0,
(20)
where
M[ψm] =
d∑
r=1
∇2kr ψm + γDm
((
ψ¯
)n
ψn+1
)
− V (X)ψm, (21)
here, the Eq. (21) is obtained from Eq. (16) by using the Theorem 1 and Corollary 1. Let ψ0 = w0 = ψ(X, 0) and L−1 is the
integration inverse operator, thus from (20) and (21) we can successfully obtain the following iterative equation
ψm+1 = −L−1
[
d∑
r=1
∇2kr ψm + γDm
((
ψ¯
)n
ψn+1
)
− V (X)ψm
]
, ψm+1(X, 0) = 0, (22)
wherem = 0, 1, 2, . . .. The approximate solution of the Eq. (2) with initial condition (4) is obtained by setting p = 1,
w = ψ0 + ψ1 + ψ2 + · · · .
2.3. ADM solution
In what follows, we consider the Adomian decomposition method [23–28]. To illustrate the basic concepts of the ADM
for solving the Eq. (2), we rewrite it in the operator from
Ltψ +
d∑
r=1
∇2kr ψ + N(ψ) = V (X)ψ, (23)
where
Lt = i ∂
∂t
,
and
N(ψ) = (ψ¯)nψn+1. (24)
Assuming that the inverse operator L−1t is given by L−1t (•) = −i
∫ t
0 (•)dt . Operating on both sides of the Eq. (23) with L−1t
yields
ψ(X, t) = ψ(X, 0)− L−1
t
(
d∑
r=1
∇2kr ψ + N(ψ)− V (X)ψ
)
. (25)
The ADM assumes that the unknown function ψ(X, t) can be expressed as a sum of components defined in a series of the
form
ψ(X, t) =
+∞∑
m=0
ψm(X, t). (26)
And the nonlinear operator N(ψ) can be written as follows
N(ψ) =
+∞∑
m=0
Am(ψ0, ψ1, . . . , ψm), (27)
where Am is called Adomian polynomials, which is defined as follows
Am = Dm
(
N
(+∞∑
n=0
ψnqn
))
. (28)
From Eqs. (24) and (28) by using the Theorem 1 and Corollary 1, we find
Am = Dm
((
ψ¯
)n
ψn+1
)
. (29)
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Substituting Eq. (26) into the Eq. (25) yields
+∞∑
m=0
ψm = ψ(X, 0)− L−1t
(
d∑
r=1
∇2kr
(+∞∑
m=0
ψm
)
+ Dm
((
ψ¯
)n
ψn+1
)
− V (X)
+∞∑
m=0
ψm
)
. (30)
From Eq. (30), we have
ψ0 = ψ(X, 0),
ψm+1 = −L−1t
(
d∑
r=1
∇2kr ψm + Dm
((
ψ¯
)n
ψn+1
)
− V (X)ψm
)
, ψm+1(X, 0) = 0, (31)
wherem = 0, 1, 2, . . ..
It should be emphasized that the linear equations (14), (22) and (31) can be easily solved by symbolic computation
software such asMathematica andMaple. It is clear that there is no difference among Eq. (14), at h¯ = −1, and (22) and (31).
3. Examples
In this section, three examples are presented. For all of the examples, we obtain the closed form of exact solution. Here,
for simplicity, we assume that
Aγ =
d∑
r=1
j∑
k=1
(−1)k−1c2kr βk (Lna)2k + µ− (λ2 + η2)na2nbγ ,
and
Bθ = µ+
d∑
r=1
j∑
k=1
(−1)k−1βkθ2kr ,
and
Dθ = −µ+
d∑
r=1
j∑
k=1
βkθ
2k
r .
Example 1. Consider the Cauchy problem for a generalized d-dimensional Schrödinger equation with a power-law
nonlinearity
iψt +
d∑
r=1
∇2kr ψ + γ |ψ |2nψ = µψ, t > 0,
ψ(X, 0) = (λ+ iη)a
i
(
d∑
r=1
cr xr+c
)
+b
.
(32)
Starting with ψ0 = ψ(X, 0), by using Eq. (14), at h¯ = −1, (22) and (31) we can successively obtain
ψ1(X, t) = (−iλ+ η)a
i
(
d∑
r=1
cr xr+c
)
+b
Aγ t,
ψ2(X, t) = −12 (λ+ iη)a
i
(
d∑
r=1
cr xr+c
)
+b
A2γ t
2,
and, in general, by mathematical induction,
ψm(X, t) = (−i)
m
m! (λ+ iη)a
i
(
d∑
r=1
cr xr+c
)
+b
Amγ t
m.
Thus
ψ(X, t) = (λ+ iη)a
i
(
d∑
r=1
cr xr+c
)
+b (
1+ (−iAγ t)+ 12! (−iAγ t)
2 + · · ·
)
.
So, the exact solution of Eq. (32) is
ψ(X, t) = (λ+ iη)a
i
(
d∑
r=1
cr xr+c
)
+b
e
−i
(
d∑
r=1
j∑
k=1
c2kr (−1)k−1βk(Lna)2k+µ−(λ2+η2)na2nbγ
)
t
. (33)
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Fig. 1. The h¯-curve of 10th order of approximation solution given by HAM for Example 1 with j = n = 2, d = γ = c1 = 1, β1 = µ = η = c = b = 0 and
β2 = 1/2 when t = 0 and x1 = 2.
Example 2. Consider the problem
iψt +
d∑
r=1
∇2kr ψ + γ |ψ |2nψ =
(
µ+ γ
d∏
r=1
sin2n(αrxr)
)
ψ, t ≥ 0,
ψ(X, 0) =
d∏
r=1
sin(αrxr).
(34)
Set ψ0 = ψ(X, 0), recall the Eq. (14), at h¯ = −1, (22) or (31), we have
ψ1(X, t) = −i
(
Bα
d∏
r=1
sin(αrxr)
)
t,
ψ2(X, t) = −12
(
B2α
d∏
r=1
sin(αrxr)
)
t2,
and, in general, by mathematical induction,
ψm(X, t) = (−i)
m
m!
(
Bmα
d∏
r=1
sin(αrxr)
)
tm.
Thus
ψ(X, t) =
(
1+ (−iBαt)+ 12! (−iBαt)
2 + · · ·
) d∏
r=1
sin(αrxr).
So, the exact solution of (34) is
ψ(X, t) = e
−i
(
µ+
d∑
r=1
j∑
k=1
(−1)k−1βkα2kr
)
t d∏
r=1
sin(αrxr). (35)
Example 3. Consider the Cauchy problem for a generalized d-dimensional linear Schrödinger equation
iψt +
d∑
r=1
∇2kr = µψ, t > 0,
ψ(X, 0) = (λ+ iη)a
i
(
d∑
r=1
cr xr+c
)
+b
+
d∑
r=1
(br sin(εrxr)+ fr cosh(ηrxr))
+a1
d∏
r=1
cos(νrxr)+ a2
d∏
r=1
sinh(θrxr).
(36)
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Fig. 2. The h¯-curve of 10th order of approximation solution given by HAM for Example 2 with j = n = d = 2, γ = α1 = α2 = µ = 1, β1 = 0 and
β2 = 1/2 when t = x2 = 1 and x1 = 2.
Fig. 3. The h¯-curve of 10th order of approximation solution given by HAM for Example 3 with j = n = d = η1 = η2 = 2, λ = f1 = f2 = 1, β1 = µ = 0
and β2 = 1/2 when t = x1 = x1 = 0.
Starting with ψ0 = ψ(X, 0), recall Eq. (14), at h¯ = −1, (22) or (31), we have
ψ(X, t) = (λ+ iη)a
i
(
d∑
r=1
cr xr+c
)
+b
e−iA0t + e−iBε t
d∑
r=1
br sin(εrxr)
+ eiDηt
d∑
r=1
fr cosh(ηrxr)+ a1e−iBν t
d∏
r=1
cos(νrxr)+ a2eiDθ t
d∏
r=1
sinh(θrxr). (37)
4. Comparison and discussion
In this part, we present two ways to obtain the convergent region of h¯. For the first way, starting with ψ0 = ψ(X, 0), by
using Eq. (14), to obtain the series solution of the Example 1, we find
ψ(X, t) = (λ+ iη)a
i
(
d∑
r=1
cr xr+c
)
+b
[
1+ (ih¯Aγ t) +∞∑
n=0
(1+ h¯)n
+ 1
2!
(
ih¯Aγ t
)2 +∞∑
n=0
(
n+ 1
n
)
(1+ h¯)n + · · · + 1
m!
(
ih¯Aγ t
)m +∞∑
n=0
(
n+m− 1
n
)
(1+ h¯)n + · · ·
]
. (38)
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.
Fig. 4. The absolute error of real part of the 10th order of approximation solution given byHAM, at h¯ = −1, for Example 1with j = n = 2, d = γ = c1 = 1,
β1 = µ = η = c = b = 0, x1 = x and β2 = 1/2.
Fig. 5. The absolute error of imaginary part of the 10th order of approximation solution given by HAM, at h¯ = −1, for Example 1 with j = n = 2,
d = γ = c1 = 1, β1 = µ = η = c = b = 0, x1 = x and β2 = 1/2.
It is clear that, the necessary condition for the series in (38) to be convergent is |1+ h¯| < 1. Therefore, the convergence
region is−2 < h¯ < 0. Thus, by choosing h¯ = −1, we can obtain the exact solution (33).
For the second way, we plot h¯-curves for each example by choosing some values for the arbitrary parameters and using
the Alomari’s approach in [4]. Figs. 1–3 show the convergent regions where the prime denotes differentiation with respect
to the similarity variable t . Figs. 4 and 5 show the comparison of the approximate and exact solution of the special case of
the Example 1. In the Figs. 1–3, the value−1 is in the convergent region.
5. Conclusion
This paper used the three methods, HAM and HPM and ADM to obtain the solutions of the Cauchy problem for
the generalized d-dimensional Schrödinger equation with a power-law nonlinearity. The mentioned methods obtained
multiplicative separable solutions. We applied the Theorem 1 and Corollary 1 to provide a new and simple way for solving
the nonlinear problems with a power-law nonlinearity by using the three mentioned methods. Meanwhile, the results
show that the methods are very effective and convenient. In the solutions which were obtained in the present paper, there
are some arbitrary parameters. These parameters provide us with a simple way to choose the solutions which have the
physical description. On the other hand, thementioned solutions aremore general than the solutionswhichwere previously
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obtained by HAM, HPM and ADM. Finally, it is clear that, such an approach can be used for other problemswith a power-law
nonlinearity.
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