Summary. The law of the iterated logarithm for posterior distributions and related Bayes estimators is studied for models which are differentiable in quadratic mean at the true parameter.
Introduction and Summary
The asymptotic behaviour of posterior distributions and Bayes estimators, is extensively studied in the literature for the case of independent, identically distributed random variables. Consistency theorems assert the convergence of the posterior distributions and Bayes estimators to the true parameter (cf. [10] ), while Bernstein-von Mises theorems describe the asymptotic normality of the posterior distributions around the true parameter (cf. [2, 4, 8] ). In this paper we study the law of the iterated logarithm (LIL), which describes the almost sure fluctuations of the posterior distributions around the true parameter. Let F be the posterior distribution given the first n observations, 0 the true parameter, and B0 (a) the closed ball centered at 0 with radius a in R5.
Then the LIL has the following form 40-almost surely. This is easy to prove in the case of the normal shift family. In the paper [7] we proved (1.1) for exponential families by approximating the posterior by normal distributions. This technique works also for models which satisfy the Cramer conditions. (A modification of the Bernstein-von Mises theorem in [2] , Theorem 7, yields (1.1) .) The main part of this paper deals with the study of (1.1) for models which are differentiable in quadratic mean around the true parameter. This is a more general situation than that described by the Cramer conditions and also more natural from the statistical point of view (cf. [4] , p. 100). The main result of the paper, Theorem 4.1, states that, in the independent identically distributed case, under the condition of differentiability in quadratic mean (more precisely, under conditions (1)-(6) of Sect. 2) loglog n\) 0 n 40-almost surely, for some positive constant y. This is the half of the LIL which sharpens consistency. Related results hold also for the posterior mean and the maximum probability estimator (Theorem 4.6 and 4.7). We do not know whether the other half of the LIL holds:
40-almost surely, under the assumptions of (1.2). In the case of the Cramerconditions (1.2) and (1.3) can be deduced from an almost-sure Bernsteinvon Mises theorem. This is not so in the present case: the assumptions of (1.2) yield only convergence in probability (cf. [4] , p. 131). tinder somewhat stronger conditions, fulfilled, for instance, by the double exponential distributions, we can deduce (1.3) for one-dimensional parameter spaces from an almost sure Bernstein-von Mises theorem as in the Cramer-condition case. This will be published elsewhere. The plan of the present paper is as follows. Section 2 contains notations and assumptions. In Sect. 3 we derive consistency results, in part (a) for probability priors and in part (b) for a-finite priors. In Sect. 4 the laws of the iterated logarithm are proved; in part (a) for posterior distributions, in part (b) for Bayes estimators.
The main technical tools used in the paper are those of Le Cam and Schwartz (cf. [6] and [10] ). Several methods and ideas of Le Cam, which are contained in the unpublished manuscript [5] , are further developed and applied. One might conjecture that one can obtain the results by applying the methods of Dudley and Kuelbs for deriving functional LIL-theorems. But on closer inspection this appears far from obvious.
The results of this paper have implications for the theory of tests with power one, developed by Darling, Robbins, Siegmund et al. (cf. [9] ). The laws of the iterated logarithm of Sect. 4 enable us to construct tests with power one in the independent identically distributed case for nearly any reasonable model. To explain the construction, let us consider the testing problem H0 :0=0, against H 1 :0=80 , where 0 is an open subset of Ie. Recall that a level a-test with power one, 0 <a <1, is given by a stopping time T for the sequence x 1 , xn , ... with values in the natural numbers, which satisfies
We assume that the conditions (1)- (6) inf n^ 11F,, n (BZ defines a test with power one. Theorem 4.1 guarantees that condition (i) can be satisfied and the consistency Theorem 3.6 implies (ii). The level of these tests can be computed approximately using an invariance principle for the posterior distributions. This result states that the posterior distributions, considered as a sequential observation process, properly resealed, converge to a "Brownian motion in the space of measures"; that is, the process of posterior distributions for the Brownian motion with unknown drift and with Lebesgue prior. The details will be studied in a subsequent paper.
Notations and Assumptions
Let e = {110 ; GE 6} be a set of probability measures defined on a measurable space (X, si) where 6 is a Borel subset of W. The posterior distribution of e with respect to it, given the first n observations
For a probability measure it this quantity is always well defined. We consider the posterior distributions as functions defined on the infinite product of the "s. Consequently we write F instead of F. ", where x is an element of the infinite product and coincides with zn in the first n components. Let x,, x 2 , ... be independent random variables which are distributed according to peo Ee.
The posterior distributions computed from these variables are studied below.
We denote by Pon the n-fold product measure of Po and by sin the product a-algebra. Instead of the product densities n L(xi) we write simply fon(x). For t = 1 a set B6 with ,u(B)>0 we put P= Po" ,u(d9). The affinity between two positive a-finite measures Q, R is defined by y(Q, R)=J ì/gh cln, where g and h are densities of Q and R with respect to a dominating measure n.
Bo (a) denotes the closed ball with center 0 and radius a in Rk and denotes the Lebesgue measure in le. If t is an R'-column vector then t T denotes the transposed R k-row vector.
For a set B 0 define
where the infimum is taken over all d 1 -measurable functions 9 with 0 9 1.
Condition (C). A set B satisfies condition (C) at 610 if there exists a natural number with it(B) <1.
Remark. A set which satisfies condition (C) does not contain 0 0 . Condition (C)
is equivalent to the existence of uniformly consistent tests as considered by Schwartz in [4] . We need also the following condition on the prior measure.
Condition (R).
There exists a version of the density of kt with respect to Lebesgue-measure which is positive at 0 0 and for which 0 0 is a Lebesgue-point.
In addition we usually impose the following regularity assumptions. We need also a weaker form of assumption (5):
In a neighbourhood of 00 we have I Po -P0,111 coo I0 -19 0 1" with coo > 0 and 0<a<1.
3a. Consistency Theorems for Probability Prior Measures
In this chapter we state some generalisations of the consistency results of L. Schwartz [10] , which we need below. Schwartz considered the parameter space as a subset of [0, 1] and proved consistency for posterior means and distributions. Her proof for the posterior mean does not carry over directly when the parameter space is a subset of JR'. In this section we use a different method, involving martingale arguments, to show consistency of the posterior mean and posterior distributions in the R k -case. The results hold also for afinite prior measures. Our method gives explicit bounds for the speed of convergence of the considered quantities. The main ideas of our approach can be seen in the following result and its proof. This result is a consequence of the following lemmas. The first is a slight generalisation of Lemma 3 in [6] for a-finite measures. We prove this assuming that f0 (x) is jointly measurable. The lemma holds also when the maps 0->4(A) are measurable for every A e,s2i. We denote by Qn,, the measure f Pe ,u(c/ where it is a a-finite measure. Proof Denote by F the posterior measure after e observations with respect to a and by IC(x) = f f,e (x) c(d0) its norming constant. Then Fubini's theorem yields 
Then, for every 0< fi <1, (3.3) yields This follows by assumption (5') from
Choosing 6> 2/a yields
for an arbitrary c> 0. From (3.4), (3.5) and (3.6) the result follows.
As a consequence of Proposition 3.5 we get a consistency theorem for posterior distributions and conditional expectations. for every k. By Proposition 3.5 we get the result.
3b. Consistency Theorems for ti -finite Prior Measures
Our methods lead easily to extensions of Proposition 3.5 and Theorem 3.6 to a-finite prior measures and to consistency results for the maximum probability estimator. ,u(d0) we proceed on the same line as in the proof of Proposi-T, tion 3.1, using a generalisation of Lemma 3.3 for a-finite measures. This obviously follows from Lemma 3.2 by noting that
)1 is a I 0 -supermartingale for \-F7 fen°T heorem 3.7 implies the consistency of the maximum probability estimator, which is defined as follows. Let 0 be an open subset of IR'. Assume that the posterior distributions with respect to the Lebesgue measure A exist. For a given number a >0, the maximum probability estimator 0, is defined as the value of 0 which maximizes Fx,,(Be (a/l/e)). (The balls are rescaled with 1/0, as this is the contraction speed around the true parameter of the posterior distributions when the number of observations increases.) by (3.10) . This, together with (3.10), implies that the maximum of the function 0. "," is attained in the ball .1300 (d+a/VY) for all sufficiently large n, Poo-almost surely. As d >0 is arbitrary, this yields the result.
4a. The Law of the Iterated Logarithm for Posterior Distributions
In this section we prove one half of the LIL for posterior distributions. in Po-probability as oo. It is sufficient to show that for every 8> 0 we have
Observe first that
The last inequality follows by using the definition of the sets W and the inequality which is a consequence of assumption (6). we get from (4.17) 
This implies
IPon-P;jyfiii Pvykr 1-exp(-i,--(1 2 (K+o(1))) ---1,(K+ 0 ( 1 ))i1 2 uniformly in b. The Lipschitz-continuity for small n follows from the differentiability assumption. This, together with (4.18), implies the lemma. 
where d is the constant d of Lemma 4.4.
4b. The Law of the Iterated Logarithm for Bayes Estimators
We now prove results analogous to Theorem 4.1 for the maximum probability estimator and the conditional expectation. For the definition of the maximumprobability estimator see Sect. 3b. Dividing the sequence into blocks we get 
fict i
If y is chosen large enough the right hand side of (4.25) is summable. This yields (4.22) and finally the result.
