This paper develops mathematical representations for neuro-anatomically signi cant substructures of the brain and their variability in a population. The focus of the paper is on the neuro-anatomical variation of the geometry and the \shape" of 2-dimensional surfaces in the brain. As examples, we focus on the cortical and hippocampal surfaces in an ensemble of Macaque monkeys and human MRI brains. The \shape" of the substructures are quanti ed via the construction of templates; the variations are represented by de ning probabilistic deformations of the template. Methods for empirically estimating probability measures on these deformations are developed by representing the deformations as Gaussian random vector elds on the embedded sub-manifolds. This work was supported by NIH grants RR01380, RO1-MH52158-01A1 , ARO DAAL-03-86-K-0110, ARO DAAH049510494 and NSF grant BIR-9424264 1 The Gaussian random vector elds are constructed as quadratic mean limits using complete orthonormal bases on the sub-manifolds. The complete orthonormal bases are generated using modes of vibrations of the geometries of the brain sub-manifolds. The covariances are empirically estimated from an ensemble of brain data. Principal component analysis is presented for characterizing the \eigen-shape" of the hippocampus in an ensemble of MRI-MPRAGE whole brain images. Clustering based on eigen-shape is presented for two sub-populations of normal and schizophrenic .
Introduction
We have been studying brain anatomy in humans, as imaged via MRI-MPRAGE sequences, and Macaque mon- h : x = (x 1 ; x 2 ; x 3 ) 2 7 ! h(x) = (h 1 (x 1 ); h 2 (x 2 ); h 3 (x 3 )) 2 ;
is roughly equivalent to the number of voxels in the volume, thereby accommodating a very ne variation in anatomy. We have been using these transformations to study the geometry and \shape" of neuro-anatomically signi cant substructures in the brain. As the mapping procedure plays a fundamental role in our analysis we brie y summarize it here.
Basic Mapping Procedure
We have developed a coarse-to-ne procedure, which is driven by the Biological problem itself, for generating the volume maps from the template to the target 5]. The procedure is based on information which is provided by the anatomists themselves about the various substructures of the brain, and varying degrees of knowledge about these substructures as well as the volume image itself. The rst step in the Hierarchical procedure is based on operator provided manifold information, the information corresponding to easily identi able points, lines, surfaces and sub-volumes in the target corresponding to landmarks, sulcal lines, cortical surfaces, and major nuclei. These points, lines, surfaces, and sub-volumes are examples of 0,1,2,3 dimensional manifolds and initially constrain the transformation from one brain to the other. This is a natural extension of the elegant work of Bookstein on landmark deformations 6]. It has been shown in 5] that the idea of constraining the maps via manifolds can be viewed as the solution of a generalized Dirichlet problem. The strategy is to solve the Dirichlet problem associated with elastically extending the transformation from the various easily identi able components to the full volume continuum. This provides a \coarse registration", and is the initial step in the brain deformation process.
Having completed the coarse rst step in the transformation, the volumes are roughly aligned and attention is focused on the ne featured substructures. The second step is to solve the registration problem using a linear elastic basis formulation and the full volume data as described in 1, 7] . This is fully automatic and only driven by the volume data itself. The 3-D whole brain maps correspond to the Bayesian maximizer, whose variational solution corresponds to a solution of a non-linear PDE, consisting of between 10 7 ? 10 8 parameters. The third and nal step of the algorithm is to solve the non-linear PDE corresponding to the Bayesian maximizer associated with the uid formulation at each voxel of the full volume 8, 3, 9] . This procedure is outlined in appendix 1.
Paper Layout
We have been studying the geometry of the cortical and hippocampal surfaces in an ensemble of Macaque and human primate brains. The mammalian cerebral cortex has the form of a layered, highly convoluted thin shell of grey matter surrounding white matter, and is one of the most striking features of the brain and it plays a tremendously important role in understanding brain functions. Although the cortical surface is such an important feature of the mamilian brain, the precise geometry and variability of the cortical surface is little understood 10].
As well, the shape and volume of the hippocampus has been associated with various studies of neuropsychiatric illnesses 11, 12] . This paper provides analytical methods for characterizing the shape and variation of such brain sub-manifolds. Sections 2 and 3 presents methods on the empirical construction of Gaussian random vector elds on sub-manifolds such as the cortical surface and the hippocampus. The Gaussian random vector elds are constructed as quadratic mean limits using a complete orthonormal bases on the sub-manifolds. A complete orthonormal bases is generated using modes of vibrations of the geometries of the brain sub-manifolds. This is similar to the non-statistical approach described in Pentland and Sclaro 13] for physically based shape modeling.
Sections 4 and 5 characterize the shape of the hippocampus using principal component analysis derived from empirically generated covariance of surface variations. As an example, using these methods we characterize the shape of the hippocampus in a population of normal controls and schizophrenic brains. Results from a recently completed study comparing shapes of the hippocampus in a group of matched schizophrenic and normal control subjects are presented.
2 Constructing geometries on sub-manifold surfaces.
Begin by assuming that the underlying coordinate system of the template volume can be written as a disjoint We have been building templates of such biologically signi cant substructures in both Macaque Monkeys as imaged via CRYOSECTION imaging as well as humans as imaged by MRI-MPRAGE imaging modality. As the construction of the template is fundamental to the understanding of the variabilities of these substructures in the 
Representing the surface as a smooth Sub-Manifold
The representations allow for precise statements to be made about the geometry of the surface and enable the study of the intrinsic geometrical properties of the surfaces in an ensemble of brain volumes. The surface M representing the structure of interest is assumed to be a smooth two-dimensional di erential sub-manifold of the surface by a minimum mean squared error algorithm and is based on the scheme described by Hamann 15] .
Such a procedure is developed in Joshi et al. 16] , which is depicted in Figure 2 and outlined in appendix 2.
Once the local charts are established at each vertex, one can study up-to-second-order intrinsic geometrical properties of the surface such as the mean and the Gaussian curvatures. The Gaussian curvature is de ned as the product of the principal curvatures; the mean curvature is de ned as the mean of the principal curvatures.
The principal curvatures describes the maximum and minimum curving degrees of the surface. The principal curvatures at a point x i of the surface, given the local charts, are given by the eigen values of the matrix C i (see We use the marching cubes algorithm to build a triangulated surface representations from which the C 2 charts are built. As these triangulated graphs tend to be highly non-uniform they require re nement to a more uniform graph so that computations on these surfaces can be performed. 
where x k i is the position of i th lattice point at the k th iteration and is the step-size.
To illustrate the generation of these triangulated graphs, shown in the top left panel of Figure 4 is a surface generated by the marching cubes algorithm. Shown in the top right panel of Figure 4 is the surface after the re nement of the triangulation. Notice that there is no change in the shape of the surface. This is because the optimization of the graph is done in the tangent space of the manifold M. Shown in the bottom left panel of Figure   4 is a small patch of the triangulation of the hippocampus surface generated by the marching cubes algorithm.
Notice the distorted nature of the graph with the triangles being highly nonuniform and acute. Shown in the right panel of Figure 4 is the same patch of the surface after re nement to a lattice that minimizes the elastic energy.
Notice that the triangles are approximately equilateral with almost uniform area.
Mapping the Geometry of Manifolds
With the template surface represented as a smooth C 2 sub-manifold of we can use the di eomorphic maps generated to study up-to-second-order intrinsic geometrical properties of the surface in ensembles of brain data.
Let h : $ represent the di eomorphism mapping the template to the target. As the di eomorphism maps the underlying coordinate system of the template to that of the target we de ne the surface of interest in the target Then a second order local chart at the point y i is given by
where ( Once the local charts are established on the surface in the target up-to-second-order intrinsic geometrical properties of the transformed surface can be studied. We have done this in several whole brains following the nomenclature used in Felleman and Van Essen 10] . Using the sulci as identi able manifolds the template brain 87A was mapped to two target brains 90C and 93 using the hierarchical procedure outlined in section 1. Figure 5 shows the results from the whole brain mapping procedure. Figure 6 shows sections through the whole brains. Notice the exquisite correspondence and the detail that is accomplished by the uid transformation comprised of 10,000,000 parameters in the uid PDE.
With the cortical surface represented as a smooth C 2 sub-manifold of , the di eomorphic maps can be used to study the cortical surface in an ensemble of CRYOSECTION brain data. As the di eomorphism h : $ maps the underlying coordinate system of the template to that of the target, de ne the cortical surface in the target as the image of the template cortical surface under the di eomorphism, h M. The cortical surface and it's geometry is mapped to the target according to Theorem 2. Figure 7 shows the results of mapping the template cortical surface and it's geometry to two targets 90C and 93G. Shown in Figure 3 Quantifying the shape of Brain Sub-Manifolds
To quantify the variation of brain sub-manifolds, we construct Gaussian elds over the various sub-manifolds.
These Gaussian elds then completely characterize the variation of the brain structures. We shall construct the Gaussian random elds fU(x); x 2 Mg as a quadratic mean limit using a complete IR 3 -valued orthonormal basis f k ; k = 1; 2; g, k is IR 3 -valued, spanning the space of square integrable vector elds on M. For this de ne the inner product on the Hilbert space H(M) to be where d is a measure on the oriented manifold (see 17] ). The quadratic mean Gaussian eld fU(x); x 2 Mg is de ned to be the quadratic mean limit as U(x) q.m. = P 1 k=1 Z k k (x) ; where fZ k ; k = 1; g are independent,
Gaussian random variables with xed means EfZ k g = k and variances EfjZ k j 2 g ? E 2 fZ k g = 2 k . The Gaussian eld is completely speci ed by it's mean and covariance operator,
It will be assumed that the means and variances decay quickly enough so that the quadratic mean limit exists, minimally requiring that the eld have a covariance K U with nite trace, P k 2 k < 1, and the mean is square integrable, P k j k j 2 < 1 .
Gaussian elds on spherical surfaces S 2
Constructing Gaussian elds on arbitrary surfaces in not obvious. To illustrate, shown in the right panel of Figure 9 are four surface harmonics associated with the surface of the Hippocampus generated using ADINA. A template hippocampus was generated with smooth geometry (right panel Fig. 3 ), from which ADINA numerically calculates the small deformation energetics corresponding to thin elastic shell. From small deformation thin shell energetics, the surface harmonics are calculated to correspond to the eigen functions of the numerically constructed operator with respect to the geometry of the template hippocampal surface. These surface harmonics are a complete orthonormal basis particular to the geometry. The lowest order surface harmonics are always the linearized rigid-body modes of translation and rotation and are in the null space of the elastic operator. Shown in the right panel of Figure 9 are the next four surface harmonics.
For comparison to the spherical harmonics of spherical surfaces, the left panels show the four surface harmonics computed numerically using ADINA.
With these surface harmonics the Gaussian random eld fU(x); x 2 Mg is de ned as the quadratic mean limit only the provisory template MR data set is hand-segmented, the target surfaces were generated by transforming the provisory template hippocampus through the volume transformations carrying the template onto the targets following the procedure outlined in Section 2.
Mean Hippocampus of the Population
We now construct the Mean or the composite Hippocampus representing the population under study. De ne the di eomorphisms fh i ; i = 1; : : : ; Ng mapping the template volume onto each of the studies. The provisory template Shown in the left panel of Figure 12 is the image of the provisory template hippocampus under the mean transformation M temp = h M 0 . This represents the mean of the population. Shown in Figure 12 is the smooth structure and the associated triangulated graph. These are what are shown rendered in Figure 13 . Left panel of Figure 13 shows the mean or the composite hippocampus surface generated from the normal population. The right panel shows the mean or the composite hippocampus surface generated from the schizophrenic population.
We can as well study the variability of the Hippocampus population around the mean hippocampus. We do this by representing each of the target Hippocampi as a deformation around the mean template hippocampus.
Let fu i (x); x 2 M temp ; i = 1; ; Ng be the deformation elds mapping the mean template hippocampus to each of the targets. The deformation elds are given by u i (x) = h i ( h ?1 (x)) ? x; x 2 M temp ; i = 1; ; N . To study the statistical properties of the deformation elds, a basis is constructed over the space of all vector elds on the Figure 13 : The left panel shows the mean or the composite hippocampus surface generated from the normal population. Shown on the right is the mean or the composite hippocampus surface generated from the schizophrenic population surface of the mean template hippocampus.
We assume that the deformation elds fu i (x); i = 1; ; Ng are realizations from a Gaussian eld on the surface of the hippocampus. Build the Gaussian eld on the surface of the hippocampus by using the complete orthonormal basis de ned on the surface of the mean template hippocampus M temp . Let f k g be a complete orthonormal basis for all square integrable vector elds on M temp . The basis was computed using the nite element package ADINA with four of the 128 surface harmonics already shown in Figure 9 (right panel). Using this basis, the deformation elds of M temp , fU(x); x 2 M temp g are assumed to be realizations from a quadratic mean Gaussian eld,
where Z k are Gaussian random variables with xed means EfZ k g = k and covariances ki = EfZ k Z i g ?
EfZ k gEfZ i g. For the study presented herein, since there are a relatively small number of maps, we assume that the covariance to be diagonal although this would not necessarily be the case. Under this assumption the mean and the covariance operator of the eld becomes
These surface harmonics calculated quantify \the shape" of the hippocampus in the family of 10 normal and 10 schizophrenic which we have mapped. To mathematically quantify the shape of the family and to test the signi cance of the shape change between populations, use classical high-dimensional clustering analysis. For this, cluster the family of maps fu i norm g ; fu i schiz g in the orthonormal surface harmonic basis. Expand the deformation elds fu i norm g; fu i schiz g in these functions according to
and compute the mean and variance of the statistics f(Z i k ) norm ; (Z i k ) schiz ; k = 1; 2; ; 128g according to
To illustrate the measured covariances, shown in Figure 14 are the means and standard deviation plotted as error-bars obtained from these maps for the normal (left panel) and the schizophrenic brains (right panel). Proof: The proof follows the standard proof for Karhunen-Loeve expansions 29]. As K U is a self-adjoint positive operator on a compact manifold M, there exists a set of complete orthonormal functions f j (x); x 2 M; j = 1; 2; g such that K U (x; y) = P 1 j=1 j j (x) T j (y) ; with j j+1 ; j 0. Using this representation, rewrite the minimization as
Eigenshape Representation of the Hippocampus
As f j (x)g form a complete orthonormal basis express each of the f i (x); i = 1; ; Ng as i (x) = P 1 j=1 Due to the limited number of maps, assume that the populations have common covariance. In general this will not be true. We are currently analyzing more brains to determine the di erent covariances empirically. We assume that the deformation elds fU norm ; U schiz g are Gaussian random elds with means f u norm ; u schiz g and The su cient statistics N are computed for the 10 normal and 10 schizophrenic subjects under study. The middle panel of Figure 16 shows the plot of the su cient statistics for the populations using 10 eigen functions.
The schizophrenics are plotted with a "+" and the normals with a "o".
Having introduced the statistics above to cluster the two groups we now study the probability of miss classi cation. Notice that since is a linear combination of Gaussian random variables Z i , N is Gaussian distributed under the two hypothesis. Under H 0 , is Gaussian distributed with mean 0 and variance 2 0 ; under H 1 it is Gaussian distributed with mean 1 and variance 2 1 . The right panel Figure 16 shows the plot of the two Gaussian distributions summarizing the operating characteristics the test statistics N .
Summary
The experiment and results presented are limited because the sample size studied consisted of only 10 pairs of schizophrenics and controls. The other important comment is that the hypothesis test statistics were generated from the same data set as the one used to estimate the covariance structure of the deformation elds. This study illustrates the mathematical methods for studying the shape of brain sub-manifolds. In particular we examine the vector elds describing the shape variation as Gaussian elds. The mean and covariance operators are used to characterize the populations.
6 Appendix 1:Coarse-to-ne 3-D Brain Mapping
The registration methods essentially have 2 steps, the rst during which the dimension of the vector eld is increased via a series expansion, the second during which a PDE is solved in the dimension of the image lattice (number of voxels). The zero step initially removes the a ne group. The "template" is essentially a pattern corresponding to all images under the a ne motions. The a ne motion is estimated which matches the template to the target, with the global scale, rotation and translation studied separately. Once this is done, then the template is matched "locally" with the series expansions.
1. Series expansion formulation: The series expansion involves two series, the rst a series which is localized over the input landmarks corresponding to the Green's functions of the elasticity operator, the second a global basis in sines and cosines corresponding to eigen-functions of the elasticity operator. 
