



















projects  and  estimate  their  duration.  However,  deterministic  techniques  are  known  to 
underestimate the project duration. Alternative methods, such as Stochastic Network Analysis, have 
rarely  been  adopted  in  practical  contexts  as  they  are  commonly  computer‐intensive,  require 
extensive historical  information, have  limited contextual/local validity and/or require skills most 
practitioners have not been trained for. In this paper, we propose some mathematical expressions 
to  approximate  the  average  and  the  standard  deviation  of  a  project  duration  from  basic 
deterministic schedule information. The expressions’ performance is successfully tested in a 4100‐
network dataset with varied activity durations and activity durations variability. Calculations are 







Projects  ending  later  and  costing  more  than  planned  are  widespread  phenomena  in  the 




project planning  tools, such as  the project evaluation and  review  technique  (PERT)  [7], stochastic 
network  analysis  (SNA)  [8],  and  artificial  intelligence  and  statistical  learning  techniques  [9]. 
Additionally, in recent years, project monitoring and control techniques also gained more research 
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Gantt chart [14] and the critical path method (CPM) [15] still occupy a prominent position in the daily 
practice of construction management  [16].  Indeed, deterministic  techniques have  some  important 
advantages. They are easier to learn, and their outputs are easier to understand and communicate. 
The  amount  of  input  information  they  require  is  generally  much  lower  than  other  advanced 
techniques. Additionally, the calculations they involve are also significantly less computer‐intensive 
and do not generally require advanced training to implement them. 
However, deterministic  scheduling  techniques  also  suffer  from  serious  limitations  [16].  In  a 
recent  study,  Ballesteros‐Pérez  et  al.  [17]  broke  down  the  core  assumptions  of  some  classical 










allows  bridging  the  accuracy  gap  that  separates  deterministic  techniques  from  more  complex 
techniques. 
The  paper  is  structured  as  follows:  Section  2  Background  describes  the  activity  duration 
variability and the merge event bias, which are the major source and consequence, respectively, of 
inaccuracy in all deterministic techniques. In Section 3 Research methods, the mathematical expressions 
proposed  are  presented  and  all  their  subcomponents  are  justified.  Section  4 Application  example 
describes how all  the calculations can be easily  implemented step by step. Section 5 Analysis and 
Section 6 Results describe how  the  two expressions were  tested with a diverse and representative 
artificial network dataset. Section 7 Discussions comments on how the expressions can be used in real 
contexts to improve the reliability of project management tasks in general, and the accuracy of some 
complementary  scheduling  techniques  in particular. Then,  Section  8 Conclusions  summarizes  the 
paper’s  contributions,  highlighting  the  research  limitations  and  proposing  future  avenues  of 
research. 
2. Background 
The  literature on project duration estimation  is vast and cannot be  representatively outlined 
here. Some of the most relevant scheduling techniques were presented in Introduction, and more are 
commented  on  later  in  the  Discussions.  This  section  considers  in  detail  why  activity  duration 
variability is the major source of inaccuracy of all deterministic scheduling techniques and what can 
be done to (partially) overcome that problem. 
Activities  in all projects, construction projects  included, suffer  from some degree of duration 
variability  [18,19]. Projects  are unique, which means  that,  even when  contractors have  extensive 
















as  the merge  event  bias,  and  it  is  the  reason why  deterministic  scheduling  techniques  generally 
underestimate the actual project duration. 
The merge event bias is nothing but a manifestation of Jensen’s inequality [22]. More precisely, 








duration  is  computed by  following  the activities precedence network. This operation  is  repeated 
thousands of times until the sample of project durations is deemed representative. Then, the statistical 












mixed  activities  in  series  and  parallel.  Also,  the  parameters  from  such  a  distribution  could  be 
anticipated from the original activity duration distributions. However, as noted above, there are no 
sum‐stable and max‐stable distributions. The normal distribution is sum‐stable, but not max‐stable. 






likely, and pessimistic durations of an activity),  the average project duration  is assimilated  to  the 
average duration of the (longest) critical path. Then, the project duration standard deviation is also 
assimilated  to  the  duration  standard  deviation  of  that  same  longest  critical  path.  The  problem, 
however,  is  that PERT underestimates  the average project duration and overestimates  the project 
duration standard deviation [26,27]. Indeed, the PERT average project duration coincides with the 
one  from  a deterministic  schedule.  The  project  duration  standard deviation,  on  the  other  hand, 
assumes that only a single critical path exists.   
However, despite the limitations of PERT, it is a hugely popular technique in the field of project 
management.  From  the  research  standpoint,  practically  all  its  assumptions  and  calculation 
procedures were  broken  down  and  analyzed  in  pursuit  of  improvements  from  every  possible 
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Of particular interest, however, may be the work of Pritsker [28]. He developed the graphical 
evaluation and  review  technique  (GERT)  in 1966. GERT attempted  to overcome many of PERT’s 







Hence,  there  is  one  common  trait  among  almost  all  these  PERT  extensions.  Those  which 
(partially) overcome the merge event bias problem do so at the expense of (substantially) increasing 
the  technique  complexity  and/or  the  time  it  takes  to  calculate  the  project  duration  average  and 
standard deviation. That is why our aim here is to resort to a number of operations very similar to 
















generally  associated  with  the  (unique)  project  duration  estimate  coming  from  a  deterministic 
schedule  (a Gantt  chart,  for  instance).  PD  also  coincides with  the  PERT  estimate  of  the  project 
duration  average which,  as described  earlier,  is prone  to  underestimations when  activities  have 
duration variability. Hence, we propose the following:   




Let  1,2... ii n I    be the set of all activities in the project schedule.   
Let  1,2... kk n K    be the set of all critical activities in the project schedule, that is, those whose 
total slack is zero (noted later as si = 0).   
Let  1,2... jj n J    be  the set of all critical and  subcritical activities  in  the project schedule  (those 
whose slack  0 is   , with τ being a cut‐off slack value named slack admissibility threshold defined 
later). 
From the definitions above, it is clear that K is always a subset of J, whereas J is always a subset 
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where Oi, Li, and Pi  represent  the optimistic  (minimum), most  likely  (the mode), and pessimistic 
(maximum) duration of activity i, respectively, to be elicited by the project scheduler. As can be seen, 
Equation  (3) already  includes a correction  (the square root  term) recently proposed by Herrerías‐
Velasco et al. [29]. This extra term makes the σi estimate more accurate and also unbiased. 
Regarding  the  possibility  of  estimating  σi  values  by  analogy,  Ballesteros‐Pérez  et  al.  [30] 
established that activity duration variability in construction projects is closely modeled by lognormal 
distributions with median  zero  and  coefficients of variation  (CVi) of  0.10  (for  activities with  low 
variability), 0.20 (for medium variability), and 0.3 (for high variability). The coefficient of variation is 
the  ratio  of  the  activity  duration  standard  deviation  by  the  duration mean,  that  is,  CVi  =  σi/μi. 







i i e 

   (4) 











admissibility threshold (τ), that is,  0 ii J s     . The slack admissibility threshold τ is calculated 
from the critical activities (k), that is, those with si = 0, with the following expression: 
 0 1 KK SP   ,  (6) 
where σK is an estimate of the critical path(s) duration standard deviation. It can be calculated with 
the following straightforward (but approximated) expression: 










When  there  is  a  single  critical path,  the  sum of  all  critical  activity durations  is  equal  to  the 



























more  unlikely  to  extend  the  project  duration  and  ultimately  do  not  affect  μp.  Furthermore,  the 




by τ. Only with  those  j activities can  the average project duration distribution  (μp)  then be easily 
obtained with 
 11 jpp p
j j
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μp),  and  vice  versa.  After  some  experimentation, we  found  the  values  proposed  here  for  both 
coefficients seem to work well in almost all cases. 
Np  represents  an  estimate  of  the  equivalent  number  of  parallel  critical  +  subcritical  paths 
(assuming they all spanned from the project start to the project end). We calculate it as follows: 






  .  (10) 






could easily replace this term with   j jCV d . 
LN(∙) corresponds to the natural (Euler’s) logarithm. 

































<  50,  the  deviations  are  still  above  20%). Most  real  projects  have  far  fewer  than  50  critical  and 
subcritical parallel paths. That is why, from the upper bound   2 LN n , we kept the LN(n) term but 
reformulated  it as K1∙LN(S∙Np). More precisely,  the  contribution of S was discussed  in  the paper, 
whereas K1 was adjusted to maximize the fit for Np < 5 paths (which approximately corresponds to 
projects with  a  serial–parallel  indicator  SP  >  0.2,  that  is, most  real  projects  as  justified  earlier). 
Consequently, in cases when Np > 5, Equation (9) slowly (but progressively) loses accuracy. 





























There is  just one term left to justify from Equation (9); this is  /p jN n . This term provides an 
estimate of the average number of activities per critical and subcritical path. When n iid activities are 
in series, then  2 2ꞏj jn  . However, since we are working with the coefficient of variation here 
instead of variances, it means we need to divide the latter expression by the average activity duration, 
that  is, 
2 2 2ꞏ ꞏ
ꞏ ꞏ
j j j j
j j
n n d CV CV
n d n d n

  .  In  this  expression,  CVj  represents  the  term  /j jd   
explained earlier. Hence,  1/ n   represents the reduction of CVj as more activities are located in the 



















p pK LN S N
          .  (12) 
Most variables  in Equation  (12)  are  already known. σK  represents  an  estimate of  the project 
duration standard deviation coming from the critical activities, as in Equation (7). Indeed, σJ is quite 









K2  is  another  empirical  coefficient whose  value  is  suggested  to  be K2  =  −0.22 when  activity 
duration variability is predominantly coming from a symmetrical distribution (for example, normal 









K k   . This is 
exactly like our σK variable from Equation (7), but always assuming the existence of a single critical 
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Finally, the term   21 pK LN S N       in Equation (12), constitutes a simplified linear regression 





With  the exception of  the different values  for coefficients K1 and K2, we made no distinction 











illustrate  how  μp  and  σp  could  be  easily  calculated  by  practitioners.  All  necessary  auxiliary 
calculations and  intermediate  steps are also  included. The  results of  the μp and σp are eventually 






Initially, we  assume  the  activity  duration  variability  is  normally  distributed.  This way,  the 
deterministic activity durations are di = μi, and the activity duration standard deviations are σi = μi∙CVi. 








Activity  Avg. Dur.  Dur. Variability  (Total) Slack  Avg. Dur.  Dur. Variability  (Total) Slack 
i  di  CVi  σi  si  d’i  CVi  σ’i  si 
1  10  0.2  2  0  11.12  0.2  5.40  0 
2  10  0.3  3  0  12.69  0.3  9.92  0 
3  10  0.3  3  0  12.69  0.3  9.92  0 
4  5  0.1  0.5  5  5.13  0.1  1.20  5.98 
5  10  0.2  2  0  11.12  0.2  5.40  0 
6  8  0.1  0.8  2  8.21  0.1  1.92  2.90 
7  10  0.3  3  0  12.69  0.3  9.92  0 
8  10  0.3  3  0  12.69  0.3  9.92  0 




































   0 1 1.5 1 0.5 5.86 4.39 KK S d sP ay      .   
The only non‐critical  activity whose  total  slack  is  lower  than  4.39  is activity  6  (s6 =  2 days). 
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a  single  critical path  (as  all  critical paths  intentionally  had  the  same  standard deviations  in  our 
example), then 
 2 2 2 5.47 3 2 2 3K kone pathP daysERT        ,   
which has a deviation of 0.59 days, that is, again worse than our σp estimate. 












how  the  expressions would be  implemented by practitioners.  In  this  section,  a much wider  and 
representative validation and performance analysis is conducted. 
Our  expressions  depart  from  deterministic  schedule  information  to  estimate  the  first  two 
moments of the project duration distribution (μp and σp). As in the manual example, we again employ 
Monte Carlo  simulations  to  calculate  the  almost  exact  values  of μp  and  σp. Then,  the  simulation 
estimates are compared with those obtained with our expressions. However, in order to draw valid 






different networks  (project schedules) with varied  topologies. This dataset was developed by  the 
Operations  Research  and  Scheduling  Research Group  at Ghent University  (Belgium).  It  can  be 
downloaded  from  http://www.projectmanagement.ugent.be/research/data  (MT  dataset  in  the 
“artificial project data” section (MT = measuring time)). 





which  was  validated  in  several  studies  [32,33].  Also,  this  very  same  network  dataset  was 
representatively  used  in  other  research  studies  on  earned  value  management  (for  example, 
References [31,34–36]) and schedule risk analysis (for example, References [11,12,37]). 
In  particular,  the  network  dataset was  generated  under  pre‐set  values  of  four  topological 
indicators:  the  serial–parallel  (SP),  the activity distribution  (AD),  the  length of arcs  (LA), and  the 
topological float (TF). These four topological indicators were initially proposed by Tavares et al. [38] 
and  later  refined by Vanhoucke et al.  [33] and Vanhoucke  [11]. More precisely,  the SP  indicator, 
introduced earlier, describes how close a network is to a serial or parallel network. AD describes the 







There were not many  studies analyzing which  statistical distribution  is  the most  suitable  to 
describe the distribution of the activity durations in a project schedule. Trietsch et al. [39] suggested 
that both the activity duration distribution and the activity duration variability seemed to be fairly 










I  Lognormal (μ = 2, σ = 1)  4100  30  Normal with CVi = Uniform (l = 0.1, u = 0.3)  Lognormal with CVi = Uniform (l = 0.1, u = 0.3) 
II  Lognormal (μ = 2, σ = 1)  4100  30  Normal with CVi = 0.1 (constant)  Lognormal with CVi = 0.1 (constant) 
III  Lognormal (μ = 2, σ = 1)  4100  30  Normal with CVi = 0.3 (constant)  Lognormal with CVi = 0.3 (constant) 
IV  Lognormal (μ = 2, σ = 1)  4100  15  Normal with CVi = Uniform (l = 0.1, u = 0.3)  Lognormal with CVi = Uniform (l = 0.1, u = 0.3) 
V  Lognormal (μ = 0.25, σ = 0.005)  4100  30  Normal with CVi = Uniform (l = 0.1, u = 0.3)  Lognormal with CVi = Uniform (l = 0.1, u = 0.3) 
VI  Lognormal (μ = 0.25, σ = 0.75)  4100  30  Normal with CVi = Uniform (l = 0.1, u = 0.3)  Lognormal with CVi = Uniform (l = 0.1, u = 0.3) 
VII  Lognormal (μ = 6, σ = 0.12)  4100  30  Normal with CVi = Uniform (l = 0.1, u = 0.3)  Lognormal with CVi = Uniform (l = 0.1, u = 0.3) 
VIII  Lognormal (μ = 6, σ = 1.5)  4100  30  Normal with CVi = Uniform (l = 0.1, u = 0.3)  Lognormal with CVi = Uniform (l = 0.1, u = 0.3) 
IX  Normal (μ = 25, σ = 7.5)  4100  30  Normal with CVi = Uniform (l = 0.1, u = 0.3)  Lognormal with CVi = Uniform (l = 0.1, u = 0.3) 
X  Normal (μ = 25, σ = 7.5)  4100  30  Normal with CVi = 0.1 (constant)  Lognormal with CVi = 0.1 (constant) 
XI  Normal (μ = 25, σ = 7.5)  4100  30  Normal with CVi = 0.3 (constant)  Lognormal with CVi = 0.3 (constant) 
XII  Uniform (l = 0, u = 100)  4100  30  Uniform with CVi = Uniform (l = 0.1, u = 0.3)  Lognormal with CVi = Uniform (l = 0.1, u = 0.3) 











σ)  of  the  activity  log  durations  for  the  101  real  projects  can  be  found  in  Appendix  A  of  the 




Having set  the  (initial) activity durations,  the activity duration variability was modeled with 
normal distributions and lognormal distributions predominantly (although a few simulations were 
also  run using uniform distributions, see dataset XII  in Table 2). Normal distributions were used 
because  they  are  the  most  common  in  academic  settings  and  theoretical  studies.  Lognormal 
distributions were also used because, as explained earlier, this distribution seems to be the closest for 
modeling  real  construction  project  activities.  Furthermore,  building  on  the  recent  findings  of 
Ballesteros‐Pérez et al. [30] for construction projects, we assumed that the median of our distributions 
would equal  the  initial  (deterministic) activity durations defined  in  the previous subsection. This 
would ensure that half of the time the activities would end soon and half of the time late. This would 
avoid biasing the results toward predominantly early or late projects. 
Next,  activity  duration  variability was  reproduced  by  randomly  allocating  a  coefficient  of 
variation between 0.10  (low variability) and 0.3  (high variability)  to each activity as measured by 
Ballesteros‐Pérez et al. [30] (in log10 scale). The median in the normal distribution is equal to the mean, 
which  indicates  that  the  stochastic  activity  duration  values were  generated with  the  following 
expression: 
 1 1, . .i i id Normal mean st dev CV     .  (14) 
In  the  expression  above,  μi  represents  the  default  (deterministic)  duration  of  each  activity 








expression was  adopted  to  generate  thousands  of  (stochastic)  activity  duration  values  for  each 
activity in the Monte Carlo simulations: 
 1 0, . . 2.302 iNormal mean st dev CV
i id e
     .  (15) 









































Dataset  R  R2  K1  MAE × 10−3 (red.) MSE × 10−3 (red.)  R  R2  K1  MAE × 10−3 (red.) MSE × 10−3 (red.) 
I  0.91 0.83 1.12  4.4 (56%)  0.1 (88%)  0.92 0.85 1.22  19.1 (64%)  0.9 (85%) 
II  0.90 0.81 1.12  1.3 (50%)  0.0 (87%)  0.92 0.85 1.22  5.0 (61%)  0.1 (82%) 
III  0.92 0.84 1.12  8.0 (59%)  0.2 (94%)  0.96 0.92 1.22  27.1 (73%)  1.5 (86%) 
IV  0.84 0.71 1.12  5.5 (42%)  0.1 (75%)  0.86 0.74 1.22  26.6 (46%)  1.8 (72%) 
V  0.96 0.93 1.12  8.1 (71%)  0.2 (95%)  0.96 0.93 1.22  20.7 (76%)  1.3 (93%) 
VI  0.91 0.83 1.12  4.1 (59%)  0.1 (92%)  0.95 0.90 1.22  16.4 (72%)  0.7 (85%) 
VII  0.97 0.94 1.12  3.9 (77%)  0.1 (95%)  0.97 0.94 1.22  17.9 (78%)  0.9 (95%) 
VIII  0.86 0.74 1.12  4.8 (44%)  0.1 (77%)  0.86 0.74 1.22  21.7 (50%)  1.3 (75%) 
IX  0.97 0.93 1.12  3.4 (74%)  0.0 (95%)  0.97 0.94 1.22  16.1 (78%)  0.7 (94%) 
X  0.97 0.93 1.12  1.1 (67%)  0.0 (92%)  0.97 0.95 1.22  4.4 (74%)  0.1 (90%) 
XI  0.96 0.93 1.12  6.4 (75%)  0.2 (95%)  0.97 0.95 1.22  29.7 (78%)  2.4 (92%) 
XII  0.95 0.90 1.12  4.0 (70%)  0.1 (94%)  0.96 0.93 1.22  18.0 (75%)  0.8 (92%) 
XIII  0.96 0.93 1.12  8.6 (71%)  0.3 (95%)  0.96 0.93 1.22  20.9 (76%)  1.3 (92%) 




Dataset  R  R2  K2  MAE × 10−3 (red.)  MSE × 10−3 (red.)  R  R2  K2  MAE × 10−3 (red.)  MSE × 10−3 (red.) 
I  0.77  0.59  −0.22  28.2 (26%)  2.2 (64%)  0.76  0.58  0.07  43.6 (19%)  8.6 (49%) 
II  0.62  0.39  −0.22  18.4 (8%)  1.2 (44%)  0.58  0.33  0.07  27.7 (−5%)  2.2 (28%) 
III  0.73  0.53  −0.22  33.1 (36%)  2.5 (66%)  0.82  0.67  0.07  46.4 (1%)  5.8 (49%) 
IV  0.70  0.48  −0.22  31.2 (12%)  2.5 (49%)  0.75  0.56  0.07  44.4 (16%)  9.7 (49%) 
V  0.92  0.84  −0.22  22.6 (54%)  1.7 (80%)  0.83  0.70  0.07  21.0 (25%)  1.3 (62%) 
VI  0.77  0.60  −0.22  26.6 (33%)  1.9 (66%)  0.76  0.58  0.07  40.1 (26%)  8.5 (50%) 
VII  0.92  0.85  −0.22  18.5 (65%)  1.0 (89%)  0.86  0.74  0.07  20.2 (36%)  1.3 (70%) 
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VIII  0.57  0.33  −0.22  29.9 (9%)  3.3 (37%)  0.73  0.54  0.07  45.6 (12%)  11.1 (45%) 
IX  0.88  0.78  −0.22  20.5 (57%)  1.2 (82%)  0.89  0.79  0.07  23.7 (39%)  2.4 (70%) 
X  0.91  0.82  −0.22  11.1 (58%)  0.4 (85%)  −0.48  0.23  0.07  37.8 (−19%)  4.2 (−49%) 
XI  0.94  0.88  −0.22  21.4 (67%)  1.3 (89%)  0.90  0.82  0.07  17.4 (49%)  0.8 (76%) 
XII  0.82  0.67  −0.22  25.9 (47%)  2.0 (73%)  0.82  0.67  0.07  32.6 (29%)  4.5 (51%) 
XIII  0.92  0.85  −0.22  23.7 (54%)  1.7 (80%)  0.58  0.34  0.07  27.6 (1%)  2.3 (28%) 
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where Equations  (16) and  (17) were  calculated  for  the 13 datasets.  Y
p



















variability  (central  block), we  can  observe R  >  0.80  and R2  values  again  around  two‐thirds. The 
absolute errors are reduced by 40% on average and the squared errors by around 70%. As σK is already 









promising because of  its decent  correlation values,  still needs  some work. This  is  something we 
already  disclosed  when  introducing  it;  however,  this  will  probably  come  at  the  expense  of 
complicating it numerically. This is an option for future research. 
Tables 3 and 4 also contain  two columns each  reporting  the values of coefficients K1 and K2. 
During  the  design  stage, we  experimented  by  letting  these  coefficients  vary  freely  in  order  to 
minimize the MSE in every dataset. Results of these alternative scenarios can be found in Appendix 
D of the Supplementary Materials (Tables S3 and S4). It can be seen, however, that the reduction from 
making  coefficients  K1  and  K2  constant  did  not  have  a  substantial  impact  on  the  expressions’ 
performance. 
Finally,  for  those visual  readers, Figures 2 and 3  represent  the  regression graphs of  the  first 






natural scale  instead of  ratios  (not homogenized by project duration). Arguably,  the effect of  the 
project  size  (duration)  plays  an  important  role  as  it  gives  the  impression  of  obtaining  higher 
correlations than in ratio scale. Still, these graphs show that the empirical expressions proposed in 
this paper work quite satisfactorily. 
A  final  comment  concerns  the  last  two  conditions  of  a  representative  regression  analysis: 
independence  of  errors  (normally  distributed  residuals)  and  constant  variance  of  errors  across 
observations  (homoscedasticity).  Regarding  the  first  condition,  we  must  be  aware  that  our 
expressions are tested in a benchmark network dataset. The projects in this dataset do not follow a 
perfectly  regular  (random)  pattern.  For  example, many  of  them  (approximately  one‐third,  but 
dependent on each dataset parameter configuration) did not produce a project duration extension at 
all  (μp = PD). This means  that,  in  those cases,  there was a clearly dominant critical path, and our 





things  considered,  the QQ  plots  showed  that  the  residual  normality  assumption was  perfectly 
tenable. 
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Regarding the homoscedasticity check, the standardized estimates versus standardized residual 
graphs were also drawn for all datasets (Appendix C in the Supplementary Materials shows some 





average  (μp)  and  standard  deviation  (σp)  from  purely  deterministic  schedule  information. 
Calculations are quite straightforward and were exemplified step by step by means of a small project 





Equation  (6),  we  can  discriminate  which  activities  are  critical  or  subcritical.  Hence,  any  basic 
spreadsheet  that  sequences activities departing  from  the  activity durations and precedencies  can 
implement the formulae proposed here. The only requirement is to follow the calculations in the same 
exact order used in the small project example. For those project schedulers who are not familiar with 







allow project managers,  for  instance,  to plan execution and  resource allocation better with  lower 
margins of error. Also, we anticipated that calculating both μp and σp values could allow us to make 
probabilistic  inferences  about  any  likely project duration  (X). More precisely, we  could  say  that 
  ppXz  .Then, assuming X follows a normal distribution, the value of z could be looked up 
in a standard normal distribution table and an (approximated) project completion date inferred. 

















distributions,  and  just  testimonially with  other distributions. The  advanced  reader may wonder 
whether  the  performance  results  from  Tables  3  and  4 might  have  differed  significantly  if  other 
distributions were used.  In  this vein, Hajdu and Bokor  [44] concluded  that  the maximum project 
duration deviation when using alternative activity distributions was generally well below 10%. This 







specific  distribution  modeling  the  activity  duration  variability,  what  matters  is  the  order  of 




al.  [30] measured  that  the  average  activity  duration  variability  in  construction  projects  remains 
generally close to CVi = 0.20. Hence, if only average activity duration values (μi) are known, a project 
scheduler could assume that σi = CVi ∙μi∙ = 0.20∙μi for all its activities in the case of symmetrical (for 





still  the most common  in practical settings these days. However,  these  techniques neglect activity 
duration variability which exacerbates a phenomenon known as  the merge  event bias. This bias  is 
shared with the PERT duration estimates and is generally translated into average project durations 
being underestimated and standard deviations being overestimated. More recently, many advanced 




In  this paper, we proposed  a  series of  empirical  expressions  that  allow  construction project 
schedulers  to  come up with better  estimates of  the average project duration  (μp)  and  the project 
duration standard deviation (σp). These estimates clearly outperform the analogous classical PERT 




In  this  study, we  commented  on  some  apparent  limitations  of  our  estimates  and  how  to 
overcome them. Finally, we also extensively discussed how the μp and σp estimates can be used in 
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