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Resumen 
 
Hasta ahora, la investigación y estandarización en codificación de vídeo ha 
adoptado un paradigma en el que la tarea del codificador consiste en explorar 
y explotar la estadística de la fuente, dando lugar a sistemas en los que 
codificadores complejos interactúan con decodificadores más simples. Este 
paradigma está determinado por aplicaciones como la radiodifusión, el vídeo 
bajo demanda y el streaming de vídeo.  
 
La codificación distribuida de vídeo adopta un paradigma de codificación 
completamente diferente al asignar al decodificador la tarea de explotar,parcial 
o totalmente, la estadística de la fuente con el objetivo de conseguir una 
compresión eficiente de la información. De esta manera, la distribución de 
complejidad entre el codificador y el decodificador también cambia, dando 
lugar a sistemas eficientes desde el punto de vista de la compresión con 
codificadores simples y decodificadores complejos. 
 
Consecuentemente, este nuevo paradigma es particularmente adecuado en 
aplicaciones emergentes en las que son necesarios codificadores de baja 
complejidad debido a limitaciones en memoria, potencia computacional y 
energía.  
 
Este proyecto tiene por objetivo primero introducir las diferentes arquitecturas 
existentes y en segundo lugar explorar y proponer nuevos esquemas de 
codificación en el área de la codificación distribuida de vídeo introduciendo 
avances en la mejora de la eficiencia de codificación y más en concreto 
mejorar la generación de la información lateral para el caso de múltiples vistas 
(cámaras).  
 
Se estudiará la incorporación de diferentes máscaras binarias que permitan 
generar información lateral más útil para la decodificación y evaluar la 
eficiencia de distintos algoritmos de interpolación temporal como el Motion 
Compensated Temporal Interpolation (MCTI) y la predicción de disparidad, 
Disparity-Compensated View prediction (DCVP) en éste ámbito . 
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Overview 
 
Until now video coding research and standardization have been adopting a 
video coding paradigm where it is the task of the encoder to explore the source 
statistics, leading to a complexity balance where complex encoders interact 
with simpler decoders. This paradigm is strongly dominated and determined by 
applications such as broadcasting, video on demand, and video streaming. 
Distributed Video Coding (DVC) adopts a completely different coding paradigm 
by giving the decoder the task to exploit - partly or wholly - the source statistics 
to achieve efficient compression. This change of paradigm also moves the 
encoder-decoder complexity balance, allowing the provision of efficient 
compression solutions with simple encoders and complex decoders. 
This new coding paradigm, never considered by any video coding standard, is 
particularly adequate to emerging applications such as wireless video cameras 
and wireless low-power surveillance networks, disposable video cameras, 
certain medical applications, sensor networks, multi-view image acquisition, 
networked camcorders, etc., where low complexity encoders are a must 
because memory, computational power, and energy are scarce. 
The objective of DISCOVER is to explore and propose new video coding 
schemes and tools in the area of Distributed Video Coding with a strong 
potential for new applications, targeting new advances in coding efficiency, 
error resiliency, scalability, and developing tools to extract and process 
relevant side information for multiple-source. 
 
We will study to incorporate some binary masks that they allow to generate 
side information more useful for decoders and to evaluate the efficiency of 
different algorithms from temporal interpolation like Motion Compensated 
Temporal Interpolation (MCTI) and the prediction of disparity, Disparity-
Compensated View prediction (DCVP). 
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Introducción  1 
INTRODUCCIÓN 
 
 
El objetivo de este documento es hacer un estudio sobre la codificación 
distribuida de vídeo, sus antecedentes, los principales estudios realizados y las 
diferentes arquitecturas implementadas hasta el momento. En segundo lugar 
propondremos nuevas técnicas para optimizar la generación de la información 
lateral para una decodificación de mayor calidad. 
 
En el primer capítulo se puede encontrar información sobre los antecedentes a 
la codificación distribuida de vídeo, así como los fundamentos teóricos en que 
se basa e información sobre el estado actual en que se encuentra. También se 
introducirán las dos principales arquitecturas o esquemas propuestos por dos 
prestigiosas universidades estadounidenses, Stanford y Berkeley, y a partir de 
las cuáles versan la gran mayoría de estudios e implementaciones de los 
codecs ideados. Cerrando el capítulo puede encontrarse algunas de las 
principales aplicaciones de la compresión distribuida en vídeo remarcando 
sobre todo las aplicaciones en entornos multicámara. 
 
En el segundo capítulo encontraremos la parte del estudio centrada en la 
generación de información lateral multicámara y las nuevas técnicas 
propuestas para optimizar dicha información y conseguir una descodificación 
más fiable y correcta. Para ello nos introducen tres máscaras binarias 
diferentes que usan técnicas de interpolación temporal y de predicción de 
disparidad. 
 
En el tercer capítulo se mostrará los resultados obtenidos del estudio de las 
diferentes máscaras binarias aplicadas a una secuencia de vídeo con gran 
cantidad de movimiento. También encontraremos propuestas de futuras líneas 
de investigación y continuar el estudio sobre la generación de información 
lateral y sobre posibles aplicaciones para las que se prevé que esta tecnología 
tenga un fuerte impacto. 
 
En el capítulo cuarto y último se encuentran las conclusiones sacadas de este 
estudio.
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CAPÍTULO 1. CODIFICACIÓN DISTRIBUIDA DE VÍDEO 
 
1.1. Antecedentes 
 
En las últimas décadas se han desarrollado un conjunto de tecnologías de 
codificación de vídeo digital que han tenido un fuerte impacto comercial. Gran 
parte de este éxito ha tenido lugar en el desarrollo de nuevos sistemas para la 
difusión de contenidos audiovisuales de entretenimiento (películas y programas 
de televisión). A pesar de su gran éxito, la televisión digital, los grabadores y 
reproductores DVD (Digital Versatile Disk) o los sistemas de videoconferencia, 
sólo representan una pequeña muestra del potencial que se puede conseguir 
cuando se dispone de la secuencia de vídeo en formato digital. 
 
En la próxima década se espera que los sistemas de vídeo digital reemplacen 
completamente a los tradicionales sistemas de vídeo analógico. La transición a 
los sistemas digitales proporciona una mayor calidad y flexibilidad para el 
acceso a los contenidos y sólo ha sido posible gracias al desarrollo de 
tecnologías avanzadas para la compresión de vídeo. No obstante, estas 
tecnologías exigen una gran capacidad de cálculo en los equipos que se 
encargan de comprimir la señal de vídeo por lo que sólo son adecuados en 
aquellas aplicaciones en las que el terminal que realiza la compresión no tiene 
restricciones significativas en cuanto a su coste o capacidad computacional. La 
propuesta que aquí se presenta tiene como objetivo el estudio y desarrollo de 
alternativas avanzadas para la codificación de vídeo que facilitarán la extensión 
de estos sistemas a nuevos escenarios y aplicaciones que requieran de 
terminales de bajo coste.  
 
Hasta ahora la investigación y estandarización de los algoritmos de codificación 
de vídeo ha adoptado un paradigma donde el codificador es el encargado de 
explorar la estadística de la fuente, dando lugar a codificadores complejos y 
decodificadores sencillos. Este paradigma está fuertemente condicionado por 
aplicaciones como la radiodifusión (broadcasting), el vídeo bajo demanda y el 
streaming de vídeo. En todos estos casos, los contenidos  se generan por uno 
(o unos pocos) codificadores y se dirigen a un gran número de decodificadores, 
cuyo coste debe mantenerse reducido para garantizar un acceso económico a 
los servicios. Así por ejemplo, los estándares más utilizados de codificación de 
vídeo como el MPEG-2, MPEG-4, H-263, son cada vez más eficientes gracias 
a un mejor modelado y explotación de las características estadísticas de la 
señal de vídeo, pero también resultan más complejos debido a la cantidad de 
cálculos complejos que deben realizar. De esta manera, el conjunto 
codificador-decodificador (codec) es totalmente asimétrico con codificadores 
que suelen ser de 5 a 10 veces más complejos que los decodificadores.  
 
La codificación distribuida de vídeo (DVC, del inglés Distributed Video Coding) 
adopta un paradigma completamente distinto al asignar al decodificador la 
tarea de explotar, parcial o totalmente, la estadística de la fuente para 
conseguir una compresión eficiente. Este cambio de paradigma desplaza el 
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balance en complejidad del conjunto codificador-decodificador hacia éste 
último, dando la posibilidad de soluciones de compresión eficiente mediante 
codificadores sencillos y decodificadores complejos. Este paradigma, nunca 
considerado hasta ahora en los estándares de codificación de vídeo, es 
especialmente adecuado en aplicaciones emergentes como, redes de cámaras 
inalámbricas para vídeovigilancia, cámaras de vídeo desechables, aplicaciones 
médicas, redes de sensores, aplicación en entornos multivista, etc. en las que 
es necesario el uso de codificadores de baja complejidad debido a la escasez 
de recursos como por ejemplo memoria, capacidad computacional o energía. 
 
Aunque los fundamentos teóricos sobre los que se sustenta la codificación 
distribuida datan de los años 70, las actividades de investigación para su 
aplicación a sistemas de codificación de vídeo son muy recientes y se 
encuentran sólo en una fase preliminar en la que se están valorando distintas 
estrategias y alternativas. La actividad de investigación en esta área se está 
extendiendo rápidamente y se considera como uno de los temas estratégicos 
para el desarrollo de nuevas aplicaciones en el contexto de comunicaciones 
audiovisuales. 
 
1.2. Fundamentos teóricos y estado actual de la Codificación 
Distribuida de Vídeo  
 
Las ideas clave para la codificación de fuentes distribuidas o DSC (del inglés 
Distributed Source Coding) surgen a partir de dos teoremas: el teorema de 
Slepian-Wolf [1] y el teorema de Wyner-Ziv [2]. 
 
Es bien conocido que para dos fuentes X e Y, estadísticamente dependientes y 
codificadas de forma conjunta, la transmisión sin pérdidas puede realizarse a 
una tasa binaria R igual o superior a su entropía conjunta H(X,Y).  El Teorema 
de Slepian-Wolf [1] establece que la transmisión de X e Y, con una probabilidad 
de error cercana a cero puede realizarse a una tasa H(X,Y) cuando ambas 
fuentes se codifican separadamente pero se decodifican conjuntamente. 
 
Un codificador que explota este hecho recibe el nombre de codificador de 
Slepian-Wolf (SWC – del inglés Slepian Wolf Coder). En concreto, si X e Y se 
codifican con tasas RX e RY respectivamente, entonces la transmisión  con una 
probabilidad de error cercana a cero puede realizarse si RX ³ H(X/Y), RY³ 
H(Y/X) y RX + RY³ H(X,Y) (ver Figura 1.1.a). Evidentemente, el caso óptimo 
consiste en realizar la codificación en aquellas tasas (RX,RY) en las que RX + 
RY es H(X,Y) (límites de Slepian-Wolf). 
 
Por ejemplo, la señal Y (llamada información lateral) puede transmitirse primero 
a una tasa RY = H(Y) mientras que la señal X (llamada señal principal) puede 
transmitirse después a una tasa RX = H(X/Y), ya que Y estará en el 
decodificador y podrá ser utilizada en la decodificación (Figura 1.1.b). 
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Codificador de X
Codificador de Y Decodificador de Y
Decodificador de X
X
Y
X
Y
Decodificador Conjunto
RY=H(Y)
RX=H(X/Y)
Y
RX
RY
H(X)
H(Y)
H(Y/X)
H(X/Y)
RX+RY=H(X,Y)
región de tasas 
posibles
 
                              (a)                                                           (b) 
 
Figura 1.1. Compresión Distribuida:(a) región de tasas (RX,RY) que se pueden 
conseguir 
(b) codificación distribuida de dos fuentes estadísticamente dependientes X e Y. 
 
Existe una gran relación entre la codificación distribuida de dos fuentes 
correladas y la codificación robusta de una señal que se transmite a través de 
un canal con ruido. Por esta razón, en el diseño de códigos para SWC se han 
utilizado algoritmos de codificación de canal [véase [11], [4] y [3]]. 
Recientemente, están siendo utilizados, códigos eficientes como turbo códigos 
[4] o códigos LDPC [6] para aproximarse a los límites de Slepian-Wolf.  
 
El Teorema de Wyner-Ziv [2] es una versión del de Slepian-Wolf para el caso 
de codificación con pérdidas. El resultado obtenido establece que para fuentes 
gaussianas sin memoria y con un criterio de distorsión (D) de error cuadrático 
medio, las tasas de transmisión que podemos obtener si suponemos que Y es 
conocida sólo en el decodificador o conocida en ambos son idénticas 
( 0)()( // =- DRDR YX
WZ
YX ).Un codificador que explota este hecho recibe el nombre de 
codificador de Wyner-Ziv (WZC, del inglés Wyner-Ziv Coder). 
 
En la práctica un WZC puede pensarse como un cuantificador, un codificador-
decodificador Slepian-Wolf y un algoritmo de reconstrucción de mínima 
distorsión (tal y como se muestra en la Figura 1.2.). El cuantificador introduce 
una distorsión convirtiendo los valores de amplitud de X en índices de 
cuantificación Q. Los índices Q son codificados a través de un codificador-
decodificador Slepian-Wolf, utilizando la información lateral Y en el 
decodificador. A partir de los índices Q recibidos, se realiza una reconstrucción 
de menor error cuadrático medio considerando la información lateral Y.  
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Figura 1.2. Diagrama de bloques de un codificador Wyner-Ziv 
 
Los teoremas Slepian-Wolf y Wyner-Ziv no describen el diseño constructivo de 
códigos que permitan una codificación de fuente óptima o aproximadamente 
óptima desde el punto de vista tasa-distorsión. De hecho, el paradigma de 
codificación que proponen estos teoremas no ha sido explotado desde un 
punto de vista práctico, hasta muy recientemente con la aparición de 
aplicaciones y escenarios en los que resulta necesario realizar una codificación 
de baja complejidad, cómo comentamos en el apartado anterior.  
 
En el caso de la aplicación de la codificación Wyner-Ziv aplicada a la 
compresión de una única señal de vídeo (caso de la figura 1.2.), la secuencia 
de vídeo a transmitir se divide en dos grupos de imágenes no consecutivos, S y 
K, que se consideran las dos fuentes correladas. Las imágenes de K se 
transmiten con un algoritmo de codificación intra-imagen convencional mientras 
que las imágenes de S, se transmiten con WZC (figura 1.3.). Como las 
imágenes de K y de S corresponden a instantes de tiempos distintos, en 
general la generación de la información lateral que se utiliza  finalmente en la 
reconstrucción se realiza mediante interpolación o extrapolación de las 
imágenes reconstruidas de K. Esta no es la única implementación posible del 
codificador WZ, pero es la configuración más extendida en las propuestas 
actuales [véase [11] y [5]]. Un objetivo de este proyecto es proponer 
implementaciones alternativas al codificador WZ. 
 
          
 
 
 
 
 
 
 
 
                             
                              (a)                                                                 (b) 
 
Figura 1.3. (a) Diagrama Codificación distribuida de vídeo de bloques. 
(b) Comparación de la eficiencia de algoritmos DVC con tradicionales. 
 
Los algoritmos de codificación distribuida de vídeo aparecidos hasta la fecha 
pueden clasificarse en dos grandes grupos: basados en píxeles y basados en 
el dominio transformado. En los algoritmos basados en píxeles, el cuantificador 
actúa directamente sobre los píxeles de las imágenes pertenecientes al grupo 
S, y los índices de cuantificación Q generados pasan al codec Slepian-Wolf y 
se reconstruyen posteriormente. Por otra parte, en los algoritmos DVC en el 
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dominio transformado, el cuantificador actúa sobre los coeficientes que resultan 
tras aplicar una transformada [véase [11] y [5]] a las imágenes de S, generando 
coeficientes cuantificados que alimentan al codificador Slepian-Wolf. En el 
decodificador Slepian-Wolf y en la reconstrucción se utilizan los coeficientes de 
la imagen que constituyen la información lateral. La explotación de la 
redundancia espacial en el codificador a través de la transformada permite 
obtener una codificación más eficiente que con los métodos basados en 
píxeles, a costa de un aumento en la complejidad computacional (evaluación 
de la transformada directa e inversa). 
 
1.3. Principales arquitecturas utilizadas para la Codificación 
Distribuida de Vídeo 
 
Actualmente dentro de la Codificación Distribuida de Vídeo hay dos modelos 
propuestos por dos facultades americanas que son la referencia y a partir de 
los cuales se parte en los diferentes proyectos versados en este tema; los 
modelos propuestos por Girod (Stamford) [11] y Ramchamdran (Berkeleley) [5] 
y [3]. 
 
1.3.1. Modelo Stanford 
 
Basado en técnicas de codificación de canal (bajo la forma bits de paridad). La 
idea es tratar la información lateral (Y) como una versión “ruidosa” de la señal 
principal (X). Entonces Y debe ser enviada usando una codificación 
convencional (Intraframe) mientras que X es enviada a una tasa menor que su 
entropía. 
La señal original X no necesita realmente ser enviada (puesto que el receptor 
tiene ya una versión ruidosa de ella), en su lugar, sólo los datos necesarios 
para recuperarla a partir de Y se transmiten. 
 
El proceso total del modelo (Figura 1.4.) es el siguiente: 
 
- Y se codifica convencionalmente, por ejemplo codificación intraframe, y 
se transmite. 
 
- Los bits de paridad se calculan para X y se transmiten; entonces el 
receptor aplica esos bits de paridad a Y para recuperar la señal X.  
 
- Se genera la información lateral Y como sigue: se transmiten las 
imágenes dominantes (K) usando la codificación intraframe y el receptor 
los utiliza para generar una estimación de los frames desaparecidos  X, 
usando interpolación temporal (MCTI del inglés Motion Compensated 
Temporal Interpolation)(ver capítulo 2).  
 
- Se generan los datos de la paridad usando turbocódigos (para lograr la 
mejor compresión).  
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- La cantidad de bits de paridad a enviar varía, dependiendo de la 
estadística que cambia entre X y Y, únicamente se envía la información 
necesaria mínima. Esto se consigue mediante el uso de un canal de 
retorno. El codificador provee inicialmente una pequeña cantidad de bits 
de paridad, y el decodificador demanda más bits de paridad cuando el 
descodificar no alcanza un nivel suficiente en cuanto a fiabilidad de la 
información resultante. 
 
 
 
Figura 1.4. Arquitectura propuesta del modelo Stanford 
 
1.3.2. Modelo Berkeley 
 
Basado en técnicas de codificación mediante sindromes, ellos desarrollaron 
dos arquitecturas: 
 
- DISCUSS (DIstributed Source Coding Using Syndromes). 
 
- PRISM (Power-efficient Robust hIgh-compression Syndrome-based 
Multimedia coding). 
  
El objetivo aquí es unir la alta eficiencia del modo predictivo de codificación con 
la robustez  y la baja complejidad de codificación de las características del 
modo intraframe (Figura 1.5.) sin necesidad de un canal de retorno como en el 
modelo Stanford. 
 
 
 
8   Estudio y simulación de codificadores de vídeo distribuido 
 
 
Figura 1.5. Esbozo de un codec según proponen en Berkeley 
 
Utiliza códigos de  síndromes basados en códigos de Trellis relativamente 
simples que trabajan bien incluso a longitudes de  bloques razonablemente 
pequeñas (la imagen está dividida previamente en un numero de bloques 
múltiplo de 2).  
 
Para entender en qué consiste tomemos por ejemplo X e Y dos secuencias de 
información binaria de longitud 3-bit que toman una probabilidad ecuánime tal 
como coger cada una de las 8 posibles combinaciones con 3 bits. 
Sin embargo, X e Y son dos variables aleatorias correlacionadas. La 
correlación entre ellas es tal que la distancia de Hamming entre X e Y es a lo 
más 1. El espacio de palabras código de X se reparte en 4 grupos (cosets) que 
contienen cada uno dos palabras código de distancia Hamming máxima 
(Figura1.6.). 
 
 
 
Figura 1.6. Ejemplo del Coset1 y las diferentes posibilidades de un error en el canal. 
 
El codificador para X idéntica el coset que contiene la palabra código para X y 
envía el índice correspondiente a ese coset en vez de la palabra código 
original. Como hay 4 cosets, pueden ser indexados con 2 bits. 
El descodificador, sucesivamente, en la recepción del índice de coset, usa Y 
para quitar ambigüedades y escoger correctamente X del coset declarando la 
palabra código que sea más cercana a Y como respuesta (Figura 1.7.). 
 
 
Figura 1.7. Codec que usa síndromes 
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La partición de espacio de las palabras código de salida y el etiquetado del 
índice de los cosets que resultan (etiquetas de índice para los cosets son 
conocidas como síndromes) puede ser realizado de forma muy eficiente 
computacionalmente a través de éste tipo de códigos. Así, el codificador en un 
sistema de codificación con información lateral incurre en una complejidad de 
codificación baja y robustez. 
1.4.  Aplicaciones de la codificación distribuida en vídeo 
 
La codificación distribuida de vídeo es apropiada en todas aquellas 
aplicaciones en las que los terminales que deban realizar la codificación tengan 
restricciones significativas con respecto a la energía disponible, la capacidad 
computacional o su coste. El conjunto de aplicaciones que se presentan no 
pretende ser exhaustivo sino simplemente ilustrar la multitud de escenarios en 
los que estas nuevas estrategias de codificación pueden resultar ventajosas. 
Además, la reciente aparición de estas tecnologías supone que puedan surgir 
nuevas aplicaciones en un futuro próximo. 
 
Dentro de éste conjunto de aplicaciones podríamos hacer una distinción entre 
entornos monocámara (monoview) y multicámara (multiview), es decir, 
entornos en los cuáles usamos una cámara y por tanto hay un solo codificador 
o entornos en los que el decodificador recibe información procedente de varios  
cámaras (y sus codificadores respectivos) independientes.  
 
A continuación se exponen algunos de los diferentes escenarios de aplicación 
en los que la DVC puede aportar mayores beneficios.  
 
- Transmisión de vídeo en comunicaciones móviles. El valor de los 
dispositivos móviles inalámbricos está íntimamente relacionado con la duración 
de la batería, por lo que las aplicaciones que hacen uso de estos dispositivos 
tienen que limitar el consumo de energía y consecuentemente, la complejidad 
computacional. Teniendo en cuenta el gran éxito económico de los dispositivos 
móviles que incorporan cámaras digitales, no es difícil prever que muy pronto 
los sistemas de compresión de vídeo serán utilizados en teléfonos móviles y las 
PDA. En  telefonía móvil, tanto la codificación como la decodificación del vídeo 
deber realizarse en el dispositivo móvil, por lo que ambos deberán tener una 
implementación sencilla. Así pues, resultará fundamental combinar las 
estrategias de codificación distribuida (con baja complejidad en el codificador) 
con las convencionales (baja complejidad en el decodificador) para poder 
obtener sistemas totalmente funcionales.  
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Figura 1.8. Transmisión de vídeo en comunicaciones móviles usando 
transcodificación 
 
 
- Redes de vídeosensores para vigilancia. Las redes de cámaras de vídeo 
utilizadas para la vigilancia de edificios, autopistas, aeropuertos, etc., suelen 
integrar un gran número de cámaras. Recientemente, el uso de cámaras 
inalámbricas en estas aplicaciones está recibiendo un gran interés ya que 
gracias a las conexiones inalámbricas, las cámaras pueden se pueden instalar 
en casi cualquier sitio sin necesidad de una infraestructura cara de cableado 
que proporcione energía y capacidad de comunicación a las cámaras. Como en 
cualquier red de sensores inalámbricos, las señales captadas se deben 
comprimir para reducir la anchura de banda de transmisión. Además, los 
algoritmos de compresión también consumen energía del sensor, 
especialmente si  es complejo. En este escenario, los algoritmos DVC pueden 
conseguir un buen compromiso entre la ganancia de energía debida a la 
reducción de la cantidad de datos a transmitir y la debida a la menor 
complejidad de los algoritmos utilizados.  
 
 
 
Figura 1.9. Red de videosensores + cámara  
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- Sistemas de imagen multivista . En aquellas aplicaciones de vídeovigilancia 
en las que se requiere información visual de un determinado escenario con  
gran fidelidad, suelen utilizarse redes de cámaras situadas en posiciones 
precisas que permiten obtener imágenes del escenario desde distintos ángulos. 
El conocimiento de la posición y parámetros de las cámaras permite una 
renderización de la información visual de la escena, pudiendo dar lugar a 
representaciones de gran calidad. Aunque entre las diversas imágenes 
captadas puede existir una gran correlación espacial, ésta no puede ser 
utilizada por los codificadores puesto que las cámaras no suelen poder 
comunicarse entre ellas. En estas aplicaciones, es aconsejable que la 
correlación que hay entre las imágenes captadas se explote en el 
decodificador, tal y como propone la DVC. Además, el uso de DVC reduce el 
coste del sistema mediante el abaratamiento de la red de cámaras. 
 
 
 
Figura 1.10. Aplicación multicamara en un estadio 
 
- Cámaras desechables. El uso de cámaras digitales desechables o de muy 
bajo coste resulta de gran interés en aquellas aplicaciones en las que las 
cámaras se destruyen (como en la filmación de procesos de combustión) o 
puedan ser dañadas (en la vigilancia de eventos públicos en grandes áreas). 
En este tipo de aplicaciones, la DVC también es de indudable interés gracias a 
que el elemento de mayor complejidad y coste, el decodificador, puede 
utilizarse una y otra vez. 
 
 
 
Figura 1.11.  Cámara desechable CVS 
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- Aplicaciones Médicas. El uso de cámaras miniaturizadas de baja 
complejidad y consumo de energía hace posible la monitorización de partes del 
interior cuerpo humano. Así por ejemplo, tareas en las que es difícil la 
monitorización a través de endoscopia tradicional, como el intestino delgado, 
son posibles hoy en día mediante cámaras inalámbricas (Figura 1.12.) situadas 
en pastillas que el paciente traga y que envían un reducido número de 
imágenes a un receptor que el paciente lleva durante un par de horas. El uso 
de DVC en estos dispositivos alargaría la vida de la batería y permitiría obtener 
vídeos del intestino delgado. 
 
 
 
Figura 1.12. Pastillas con cámara inalámbrica 
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CAPÍTULO 2. GENERACIÓN DE INFORMACION 
LATERAL MULTIVISTA 
 
En aquellas aplicaciones en las que se requiere información visual de un 
determinado escenario con gran fidelidad, suelen utilizarse redes de cámaras 
situadas en posiciones precisas que permiten obtener imágenes del escenario 
desde distintos ángulos. El conocimiento de la posición y parámetros de las 
cámaras permite una renderización de la información visual de la escena y 
como entre las diversas imágenes captadas suele existir una gran correlación 
espacial, ésta puede ser utilizada por los sistemas codificadores DVC aunque 
las cámaras no se comuniquen entre ellas. 
 
De los dos modelos descritos en el capítulo 1 hemos utilizado un esquema 
basado en el modelo Stanford (figura 2.1.), es decir con un canal de retorno 
para  poder pedir bits de paridad en caso de necesitarlos al decodificar. 
 
 
 
Figura 2.1. Esquema seguido en este trabajo 
 
  
 
 
2.1. Generación de información lateral multivista  
 
En un contexto de una sola cámara (monoview), la información lateral 
requerida al codificar los frames “WZ” (frames que usan DVC) puede obtenerse 
únicamente a partir de  frames “I”  (frames K (key frames) codificados como 
imágenes single, es decir, se envía toda la imagen). En contextos de múltiples 
cámaras (multiview), sin embargo, frames “C” (frames que pertenecen a una 
secuencia de vídeo codificada convencionalmente) pueden también ser usados 
(Figura 2.2.). La mejor manera de combinar todos los frames “I” y “C” no está 
todavía clara. 
14   Estudio y simulación de codificadores de vídeo distribuido 
 
 
 
 
 
 
 
 
 
 
 
                           
Figura 2.2.   Las Intra-cámaras operan en una manera convencional mientras que la cámara Wyner-Ziv 
requiere decodificación conjunta. 
 
Hasta ahora, solo las técnicas básicas han sido probadas, como la 
interpolación temporal, Motion Compensated Temporal Interpolation (MCTI), 
que para estimar el frame usa los frames adyacentes temporales, y la 
predicción de disparidad, Disparity-Compensated View prediction (DCVP), que 
usa frames del mismo instante de tiempo procedentes de las cámaras laterales. 
Ambas técnicas son el mismo método aplicado a diferentes frames de 
referencia (figura 2.3.). Este método será explicado con más detalle en el 
apartado 2.2.1. 
 
 
Frame 
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Frame k-1 
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M
C
T
I 
 
 
Frame 
to 
estim. 
Cam.  0 Cam. 2 Cam. 1 
Frame k-1 
Frame k 
Frame k+1 
DCVP 
 
 
Figura 2.3. MCTI usa frames adyacentes temporales, mientras DCVP usa frames en el mismo instante 
temporal de cámaras adyacentes. 
 
En este trabajo se exploran otros mecanismos para generar la información 
lateral (side information) que tome ventaja de todos los frames de referencia 
disponibles. Para cada píxel una máscara binaria nos dirá si se debe coger la 
información de la estimación MCTI o de la estimación DCVP. El objetivo de 
este trabajo es desarrollar técnicas para crear estas máscaras.  
 
El término proviene, en sentido figurado, de la capacidad de las máscaras para 
permitir a través de sus agujeros la visualización de ciertas partes de aquello 
que cubren, a la vez que ocultan aquello tapado por las zonas no perforadas; el 
tipo de máscara más frecuente es la llamada máscara de bits, que extrae 
ciertos bits particulares de las cadenas binarias.  
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Generalmente, algunas partes del frame son predichas mejor usando la 
interpolación temporal MCTI mientras que algunas otras son mejor usando 
DCVP. Una simple aproximación puede ser el crear una máscara binaria que 
nos diga para cada píxel que técnica probablemente trabajará mejor, si el MCTI 
o el DCVP. Por ejemplo, podríamos idear una máscara binaria tal que tuviera 
una variable como ésta: mask=0 à usaría MCTI y mask=1 à  usaría DCVP. 
 
Un criterio a la hora de crear la máscara podría ser la suma de diferencias 
absolutas (SAD, del inglés Sum of Absolute Differences) entre los dos bloques 
de referencia que se están promediando para la estimación. 
( ) ( )1 2
0 0
( , ) | , , |
n m
i j
SAD x y I x i y j I x i dx y j dy
= =
= + + - + + + +åå  
Se ha elegido esta medida porque era la que ya estaba implementada dentro 
del software del cual se ha partido para realizar este trabajo. 
 
Usando este criterio, hemos propuesto tres posibles máscaras que serán 
examinadas y estudiadas para ver cual de las tres trabajará mejor y nos 
aportará una calidad mayor a la estimación: la máscara MCTI, la máscara 
DCVP y la máscara combinada. 
 
2.1.1. Máscara MCTI 
 
Cada una de las imágenes pertenecientes a la secuencia de vídeo se divide en 
bloques rectangulares (generalmente cuadrados) denominados macrobloques 
que tienen un tamaño de 16x16 píxeles.  Siguiendo el esquema de la figura 2.4. 
se realiza una estimación del movimiento de cada bloque entre frame a 
compensar (el frame k-1) y el frame de referencia (frame k+1), para esto 
empleamos el block matching. 
 
El block matching consiste en la eliminación de redundancia temporal entre dos 
o más fotogramas sucesivos. El método pretende detectar el movimiento entre 
imágenes con respecto a los macrobloques que las constituyen. 
 
Los bloques del frame a compensar son cotejados con los bloques del 
fotograma de referencia, deslizando el actual a lo largo de una región concreta 
de píxeles del frame de destino. Un criterio de semejanza determina la elección 
del bloque con mayor similitud (o que minimiza un error medido) de entre los 
candidatos dentro de la ventana de búsqueda de tamaño fijo del frame de 
referencia. 
 
Si el bloque elegido no se encuentra en la misma posición en ambos frames, 
significa que se ha movido. La distancia del bloque coincidente entre el frame a 
compensar y el de referencia se define como el vector de desplazamiento 
estimado, y será el que se le asigne a todos los píxeles del macrobloque. 
 
En el caso ideal, los píxeles correspondientes de los bloques coincidentes 
serían exactamente iguales. No obstante, ese caso sucede en muy raras 
ocasiones, ya que la forma de los objetos en movimiento varía con respecto al 
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punto de vista del observador o la luz reflejada sobre su superficie, y siempre 
nos veremos afectados por el ruido. 
 
 
 
 
 
 
 
 
Figura 2.4. Búsqueda del bloque en el frame referencia. 
 
Una vez generados los vectores de movimiento (VM) para los dos frames de 
referencia se refinan, es decir se reduce el número de vectores de movimiento 
falsos, o lo que es lo mismo los vectores de movimiento incorrectos cuando se 
comparan con el campo (motion field) verdadero. 
 
Después se aplica la compensación de movimiento. La compensación de 
movimiento es una técnica utilizada en la codificación de vídeo cuyo principal 
objetivo consiste en eliminar la redundancia temporal existente entre las 
imágenes que componen una secuencia, con el fin de aumentar la compresión. 
 
El proceso se basa en un algoritmo que examina la sucesión de frames 
consecutivos, generalmente muy similares entre sí, para analizar y estimar el 
movimiento ocurrido entre cada uno de ellos. Si el sistema averigua que una 
sección de la imagen ya ha sido transmitida anteriormente, envía la información 
referente a su antigua localización en lugar de la propia sección. De este modo, 
la mejor predicción de la imagen a compensar vendrá dada por la 
compensación de movimiento basándose en los cuadros anteriores. 
 
Para llevar a cabo este proceso, la mayoría de estándares actuales utiliza una 
técnica de codificación híbrida. Por un lado se obtienen las denominadas intra 
coded frames (I-frames), procesadas directamente mediante coeficientes DCT 
sin compensación de movimiento, las cuales se utilizarán como referencia a la 
hora de predecir imágenes posteriores (P (Predicted) y B (Bidireccionales)).  
 
Existen diferentes tipos de compensación de movimiento (Figura 2.5.): 
Fordward (a partir de una imagen de referencia anterior), backward (a partir de 
una imagen de referencia posterior) y  bidireccional (promedio entre los dos 
bloques). 
 
Frame k-1 (a compensar) Frame k+1 (de referencia) 
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Figura 2.5. Compensación de movimiento forward y backward 
 
 
Las imágenes P se codifican utilizando compensación de movimiento forward a 
partir de una imagen I u otra imagen P. Este tipo de imagen acumula errores ya 
que se utilizan como referencia de otras imágenes P).Las imágenes B se 
codifican utilizando predicción bidireccional, que puede ser forward, backward o 
una combinación de ambas. No se acumulan los errores ya que nunca se 
utilizan como referencia de otras imágenes. En nuestro caso pero en vez de 
imágenes B se trata de las imágenes WZ. 
 
Después de la compensación de movimiento se calculan los valores de la SAD 
para todos bloques y se almacenan en un vector. Este vector es el que 
utilizaremos para la predicción final de la imagen. 
 
Se generará la predicción final de la imagen tomando los bloques de la 
estimación MCTI o de la estimación DCVP de acuerdo con la máscara, es decir 
aquellos bloques que su SAD sea inferior al umbral (threshold) fijado se 
tomaran de la estimación MCTI y el resto de la estimación DCVP (Figura 2.6.).  
 
Empíricamente determinaremos el mejor umbral para la máscara. 
 
           
 
Figura 2.6. Frame estimado y su máscara correspondiente (los bloques blancos son 
tomados del DCVP porque los valores SAD MCTI superan el umbral (en este caso es 
25), indicando que ese bloque no es fiable)[secuencia: breakdancers_0_256x192.yuv ] 
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En la figura 2.6. podemos ver que el MCTI falla (el SAD del bloque es mayor al 
umbral) en aquellas partes en las que hay movimiento, y son diferentes en el 
frame anterior que en frame posterior , por eso se destaca la silueta del chico 
que está bailando y no la de los otros que apenas cambian de posición. 
 
2.1.2. Máscara DCVP 
 
Generaremos la máscara DCVP de manera análoga a la máscara MCTI 
mediante los vectores obtenidos con los SAD de cada bloque pero esta vez los 
frames referencia en vez de ser el anterior y posterior, serán los 
proporcionados por las cámaras laterales en ese mismo instante temporal. El 
proceso es exactamente el mismo del apartado anterior. 
 
Generaremos la estimación tomando los bloques de la estimación MCTI o de la 
estimación DCVP de acuerdo con la máscara, es decir aquellos bloques que su 
SAD sea inferior al umbral fijado se tomaran del DCVP y el resto del MCTI 
(Figura 2.7.).  
 
De nuevo, determinaremos empíricamente el mejor umbral para la máscara.  
 
   
 
Figura 2.7.  Frame estimado y su máscara correspondiente (los bloques blancos son 
tomados del MCTI porque no superan el umbral (en este caso es 5)). 
 [ secuencia: breakdancers_0_256x192.yuv ] 
 
En la figura 2.7. podemos observar que el DCVP falla (el SAD del bloque es 
mayor al umbral ) en discontinuidades de profundidad o oclusiones en la 
imagen, es decir que una cámara esta viendo un objeto que la otra cámara no 
ve al estar en diferentes ángulos, por eso vemos que se destacan los perfiles 
de las personas ya que la cámara derecha tiene una imagen que no ve la 
cámara izquierda y viceversa y al realizar el block matching no encuentra el 
bloque para poder comparar. 
 
2.1.3. Máscara combinada  
 
Generaremos esta máscara por comparación directa, para cada bloque, de los 
vectores con la SAD resultante del MCTI y del DCVP. Generaremos la 
estimación tomando los bloques del MCTI o el DCVP de acuerdo con la 
máscara, es decir tomaremos el bloque del MCTI si su SAD es menor al del 
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DCVP y viceversa (Figura 2.8.). En esta ocasión no es necesario ningún umbral 
para escoger que bloque tomamos si el de la estimación MCTI o el de la 
estimación DCVP. 
 
   
 
Figura 2.8. Frame estimado y su máscara correspondiente (los bloques blancos son 
tomados del DCVP ya que tienen un SAD menor que el de MCTI). 
[ secuencia: breakdancers_0_256x192.yuv ] 
 
A continuación se dan más detalles de la implementación de estas técnicas.
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CAPÍTULO 3. IMPLEMENTACIÓN 
 
 
Para este estudio se ha trabajado con un codec implementado en C++ por los 
partners de un proyecto del programa IST FET (Information Society 
Technologies  Future and Emerging Technologies) de la Unión europea 
llamado DISCOVER (DIStributed COding for Video sERvices) y que está 
basado en el esquema propuesto por Stanford. 
 
Como ya hemos explicado en el capítulo anterior nos hemos centrado en los 
módulos de entorno multicámara (multiview) y más concretamente en la parte 
de la generación de información lateral (bloque MCTI de la figura 2.1.). 
 
Para ello hemos trabajado los siguientes módulos a lo largo de tres etapas en 
cada una de las cuáles se obtenían los vectores con la información del SAD 
(v_diffmin) que utilizamos para las máscaras binarias propuestas. 
 
- Primera etapa – Se realiza el block matching convencional 
 
 módulo dentro del discovercodec: doFullSearchBMA(v_diffmin); 
  
- Segunda etapa – refinado de los vectores de movimiento mediante búsqueda 
bidireccional (forward y backward) 
  
 módulo dentro del discovercodec: doBiDirectionalME(v_diffmin); 
  
 
- Tercera etapa – filtrado de los vectores de movimiento para obtener un 
motion field más uniforme y eliminar vectores erróneos. Predicción de la 
imagen (m_poMcti). 
  
módulos:  doSpatialTemporalSmoothing(); 
      doBiDirectionalMC(m_poMcti, v_diffmin); 
 
A continuación se puede encontrar el código fuente utilizado para cada uno de 
los módulos de las máscaras binarias propuestas. 
 
Descripción de las variables utilizadas: 
 
· numBlocsX: número de bloques en dirección horizontal de la imagen. 
 
· numBlocsY: número de bloques en dirección vertical de la imagen. 
 
· blockSize: tamaño de bloque. 
 
· m_iWidth: ancho de la imagen. 
 
· v_diffmin_MCTI: vector que contiene el SAD para cada bloque de la imagen obtenido 
en el proceso para la predicción MCTI. 
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· v_diffmin_DCVP: vector que contiene el SAD para cada bloque de la imagen obtenido 
en el proceso para la predicción DCVP. 
 
· THR_MCTI: umbral para la estimación MCTI. 
 
· THR_DCVP: umbral para la estimación DCVP. 
 
· pbtMIfinal: estimación final de la imagen. 
 
 
Máscara MCTI 
 
for(x=0; x < numBlocsX; x++) 
{ 
for(y=0; y < numBlocsY; y++) 
 { 
           if(v_diffmin_MCTI[y*numBlocsX+x] < THR_MCTI) 
   for(x_bloc=0; x_bloc < blockSize; x_bloc++) 
for(y_bloc=0; y_bloc < blockSize; y_bloc++)                              
pbtMIfinal[(y*blockSize+y_bloc)*m_iWidth+x*bloc
kSize+x_bloc]=pbtMCTI[(y*blockSize+y_bloc)*m_iW
idth+x*blockSize+x_bloc]; 
  else 
   for(x_bloc=0; x_bloc < blockSize; x_bloc++) 
for(y_bloc=0; y_bloc < blockSize; y_bloc++)                              
pbtMIfinal[(y*blockSize+y_bloc)*m_iWidth+x*bloc
kSize+x_bloc]=pbtDCVP[(y*blockSize+y_bloc)*m_iW
idth+x*blockSize+x_bloc]; 
 } 
} 
 
 
Máscara DCVP 
 
for(x=0; x < numBlocsX; x++) 
{ 
 for(y=0; y < numBlocsY; y++) 
 { 
          if(v_diffmin_DCVP[y*numBlocsX+x] < THR_DCVP) 
  for(x_bloc=0; x_bloc < blockSize; x_bloc++) 
for(y_bloc=0; y_bloc < blockSize; y_bloc++)                                
pbtMIfinal[(y*blockSize+y_bloc)*m_iWidth+x*blockSize+
x_bloc]=pbtDCVP[(y*blockSize+y_bloc)*m_iWidth+x*block
Size+x_bloc]; 
     else 
  for(x_bloc=0; x_bloc < blockSize; x_bloc++) 
for(y_bloc=0; y_bloc < blockSize; y_bloc++)                                
pbtMIfinal[(y*blockSize+y_bloc)*m_iWidth+x*blockSize+
x_bloc]=pbtMCTI[(y*blockSize+y_bloc)*m_iWidth+x*block
Size+x_bloc]; 
 } 
} 
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Máscara combinada simple 
 
for(x=0; x < numBlocsX; x++) 
{ 
 for(y=0; y < numBlocsY; y++) 
 { 
if(v_diffmin_MCTI[y*numBlocsX+x] <     
v_diffmin_DCVP[y*numBlocsX+x]) 
  for(x_bloc=0; x_bloc < blockSize; x_bloc++) 
for(y_bloc=0; y_bloc < blockSize; y_bloc++)                           
pbtMIfinal[(y*blockSize+y_bloc)*m_iWidth+x*blockSize+
x_bloc]=pbtMCTI[(y*blockSize+y_bloc)*m_iWidth+x*block
Size+x_bloc]; 
    else 
  for(x_bloc=0; x_bloc < blockSize; x_bloc++) 
for(y_bloc=0; y_bloc < blockSize; y_bloc++)                                
pbtMIfinal[(y*blockSize+y_bloc)*m_iWidth+x*blockSize+
x_bloc]=pbtDCVP[(y*blockSize+y_bloc)*m_iWidth+x*block
Size+x_bloc]; 
 } 
} 
 
A continuación se describen los experimentos realizados y presentan los 
resultados obtenidos. 
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CAPÍTULO 4. RESULTADOS 
4.1. Material utilizado 
 
Para realizar los diferentes experimentos hemos utilizado el siguiente material 
listado: 
 
· Secuencias de vídeo en formato .yuv de tamaño 256x192  píxeles: 
 
o “breakdancers_1_256x192.yuv” (señal principal). 
 
o “breakdancers_0_256x192.yuv” (señal de la cámara lateral 
derecha). 
o “breakdancers_2_256x192.yuv” (señal de la cámara lateral 
izquierda). 
 
        
 
Figura 4.1. Frames de las secuencias utilizadas  
 
Hemos escogido estas secuencias de vídeo debido a la gran cantidad de 
movimiento que tienen y la imagen cambia de un instante de tiempo a otro, de 
esta manera podemos verificar si funciona mejor la estimación MCTI (frames 
estimados proceden de diferentes instantes de tiempo) o la estimación DCVP 
(frames estimados proceden del mismo instante temporal pero de diferentes 
cámaras). 
4.2. Descripción de los experimentos 
 
Con las herramientas del apartado anterior hemos realizado una serie de 
pruebas en diferentes etapas del proceso decodificación para comprobar la 
calidad de la información lateral que se genera al aplicar las diferentes 
máscaras propuestas y para calcular el umbral (threshold) óptimo que se 
debería aplicar.  
 
Las etapas mencionadas son tres y corresponden a diferentes puntos de 
obtención para los vectores de movimiento cuando realizamos la predicción de 
la imagen: 
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- El punto (1) corresponde a la parte de la búsqueda del bloque (Block 
matching convencional) con tamaño de bloque 16x16 píxeles. 
 
- El punto (2) corresponde a la parte donde se refinan la vectores de 
movimiento mediante búsqueda bidireccional (forward y backward) con 
tamaño de bloque 8x8 píxeles. 
 
- El punto (3) corresponde a la parte donde  se filtran los vectores de 
movimiento para obtener un campo (motion field) más uniforme y 
eliminar vectores erróneos [18]. 
 
Estas pruebas consisten en codificar una secuencia de vídeo con mucho 
movimiento (“breakdancers”) y generar un bitstream (flujo de bits) con los 
frames WZ y después decodificarla aplicándole una de las tres máscaras con 
un valor de umbral (para el caso de la máscara combinada no es necesario 
umbral), para así obtener al final un archivo con los valores de la PSNR (del 
inglés Peak Signal to Noise Ratio)  y una secuencia en formato .yuv de la 
información lateral. Un codec DVC continuaría el proceso, utilizando esta 
información lateral en el decodificador Slepian-Wolf, pero como el objetivo de 
este trabajo solo es estudiar diferentes métodos de obtención de la información 
lateral, la última parte no se ha realizado. 
 
Este proceso se repite para cada máscara dos veces una vez para obtener la 
máscara binaria para el valor del umbral que se probaba y la otra para obtener 
la secuencia en formato . yuv. Para el primer caso en vez de tomar el valor del 
bloque de la estimación correspondiente se ponía a 0 para obtener un bloque 
negro (si el valor del SAD de ese bloque no superaba el umbral elegido en esa 
prueba) o a 255 para obtener un bloque blanco (si el valor del SAD de ese 
bloque superaba el umbral). En el segundo caso se seguía la pauta descrita en 
los apartados del capítulo anterior. 
 
Estas pruebas se realizaron para las tres máscaras y se repitieron tres veces 
para cada valor de umbral escogido, una vez para cada punto de obtención 
diferente y así poder comprobar la calidad de la información lateral generada 
en cada etapa del proceso. 
 
4.3. Resultados obtenidos 
 
Para evaluar las diferentes imágenes obtenidas se ha utilizado la conocida 
formula de la PSNR: 
 
( )2
1 0
2 1
1 0 l o g
n
d BP S N R M S E
-
= ×  
- 2n-1: valor máximo de la señal (luminancia de píxel). 
- MSE: error cuadrático medio entre la imagen original y la imagen cuya 
PSNR quiere evaluarse. 
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Después de realizar los experimentos y aplicar las tres máscaras descritas en 
la sección anterior, hemos podido observar, en primer lugar que la máscara 
combinada, que a priori pensábamos seria la que trabajaría mejor y nos daría 
una calidad (PSNR) mayor, no es la mejor solución.  
 
Si observamos la figura 4.1. podemos ver que esta máscara tiene una PSNR   
menor que si únicamente aplicásemos la interpolación temporal MCTI.  
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Figura 4.1. Calidad de la información lateral generada  
 
Otra observación que podemos hacer es que la máscara DCVP tampoco es 
una opción fiable ya que siempre tiene una calidad menor que la estimación 
MCTI, si nos fijamos la gráfica en la figura partiendo de un umbral = 0, que es 
su valor máximo de PSNR va decreciendo exponencialmente conforme vamos 
aumentando el umbral hasta que ya en valores altos (la máscara toma todos 
los bloques de la estimación DCVP) alcanza el mismo valor que si aplicásemos 
únicamente la estimación DCVP. 
 
Llegados a este punto la mejor opción es aplicar la máscara MCTI, que, 
aunque como podemos ver para umbrales menores a 17 obtiene calidades 
inferiores a la estimación MCTI directa, a partir de este valor siempre trabaja a 
una calidad superior (o igual para valores muy altos del umbral, o, lo que es lo 
mismo, si tomásemos todos los bloques MCTI) que si sólo aplicásemos la 
estimación MCTI. 
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Del experimento hemos deducido empíricamente que el valor del umbral en el 
que la máscara es óptima es alrededor de 40 (Figura 4.2.). Para éste valor 
alcanzamos la máxima calidad (26,926 dB) que podemos conseguir para 
nuestra estimación de la información lateral (ver tabla 1 en  anexos). 
 
 
 
Figura 4.2. Valor máximo de la calidad de la información lateral 
 
4.2. Diferentes etapas del proceso donde podemos analizar el 
SAD 
 
Los vectores de movimiento se obtienen en un proceso de 3 etapas: 
 
- El punto (1) corresponde a la parte de la búsqueda del bloque (Block 
matching convencional) con tamaño de bloque 16x16. 
 
- El punto (2) corresponde a la parte donde se refinan la vectores de 
movimiento mediante búsqueda bidireccional (forward y backward) con 
tamaño de bloque 8x8. 
 
- El punto (3) corresponde a la parte donde  se filtran los vectores de 
movimiento para obtener un campo (motion field) más uniforme y 
eliminar vectores erróneos [18]. 
 
Los resultados presentados en la sección 4.1 han sido obtenidos mediante los 
vectores de movimiento (VM) tras el proceso completo (tras el punto (3)). El 
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análisis del SAD tras cada uno de las etapas del proceso nos muestra como 
evoluciona la calidad de los VM. 
 
Si observamos la figura 4.3. podemos observar que en el primer punto de 
cálculo del SAD, cuando hacemos la búsqueda del bloque a lo largo del frame 
y trabajamos con bloques de 16x16, tenemos una calidad mayor de la máscara 
MCTI  para umbrales más bajos que en los otros dos puntos, que trabajan con 
un tamaño de bloque menor 8x8 y más refinados, de cálculo pero que a 
umbrales de valor superior a 20, la calidad de la máscara mejora 
sensiblemente.  
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Figura 4.3. Calidad de la máscara MCTI en los 3 puntos escogidos para el cálculo del 
SAD 
 
También podemos observar que a tamaños de bloque mayores el valor a partir 
del cual la máscara MCTI mejora la calidad de únicamente el uso de la 
estimación MCTI disminuye ligeramente. 
 
Respecto a la máscara DCVP los resultados son contrarios a los que hemos 
observado en la máscara MCTI. Si miramos la figura 4.4. podemos ver que 
conforme disminuimos el tamaño de bloque y refinamos el cálculo de los 
vectores de movimiento la calidad de la máscara DCVP es mayor. Esto hace 
pensar que el DCVP genera muchos vectores erróneos (debido posiblemente a 
la mayor disparidad) que son eliminados correctamente por el refinado y el 
filtrado, al contrario de lo que ocurría con el caso del MCTI. 
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Figura 4.4. Calidad de la máscara DCVP en los 3 puntos escogidos para el cálculo del 
SAD. 
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CAPÍTULO 5. CONCLUSIONES 
 
En este trabajo se ha propuesto una técnica para la generación de información 
lateral multicámara que mezcla la estimación MCTI y la estimación DCVP. Se 
proponen tres métodos para realizar esta mezcla: la máscara MCTI, la máscara 
DCVP y la máscara combinada. 
 
Los resultados obtenidos de los experimentos realizados con una secuencia de 
vídeo con mucho movimiento (“breakdancers”) muestran que máscara MCTI es 
la que mejor calidad aporta, superando los valores de PSNR de las técnicas 
MCTI y DCVP usadas individualmente (ver tabla 5.1). 
 
Además se ha analizado el comportamiento de los vectores de movimiento en 
diferentes etapas del proceso de obtención de la información lateral, y se 
observa que la máscara MCTI a valores de umbral menores que 20 trabaja 
mejor en la etapa con tamaño de bloque mayor (16x16) y sin refinar vectores 
de movimiento que en las etapas de  tamaño menor (8x8) y con vectores de 
movimiento refinados, pero a partir de este valor mejora su rendimiento en las 
etapas con tamaño menor y  vectores de movimiento refinados, en detrimento 
de la etapa con tamaño mayor y sin refinar los vectores de movimiento, 
alcanzando su máxima calidad alrededor del valor 40. 
 
Para la máscara DCVP se observa una tendencia contraria (observamos un 
decrecimiento exponencial de la calidad). En las etapas con tamaño de bloque 
mayor y con vectores sin refinar trabaja sensiblemente peor que en etapas con 
tamaño de bloque menor y  vectores de movimiento refinados. 
 
Por último para la máscara combinada tiene un comportamiento muy similar en 
todas las etapas estudiadas con unos valores muy similares aunque se observa 
una tendencia a disminuir la calidad como en le caso de la máscara DCVP 
aunque en este caso es minúsculo (empeora 0.1 dB). 
 
En conclusión podemos decir que de las tres máscaras la mejor es la máscara 
MCTI ya que es la que mejor calidad aporta a la generación de información 
lateral multivista y con valores del umbral por encima de 20, la máscara nos 
aporta una información lateral de calidad mayor a la que obtendríamos si sólo 
aplicásemos la técnica MCTI. 
 
5.1. Investigación futura en información lateral multicámara. 
 
En este estudio hemos propuesto tres máscaras para la generación de 
información lateral multivista, pero viendo los resultados queda una puerta 
abierta a máscaras más avanzadas para una mayor calidad.  
 
Por ejemplo podría idearse máscaras binarias que además de utilizar las 
técnicas usadas en las máscaras MCTI, DCVP y combinada, añadieran 
información sobre la profundidad. Este tipo de máscara podría coger la 
máscara MCTI descrita en el capítulo anterior, ya que como hemos demostrado 
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es la que mejor calidad aporta la información lateral, y añadirle a su vez 
técnicas de control de errores en la compensación de movimientos (ver figura 
6.1.) como la técnica EMCE (Estimation of the Motion Compensation) o la 
técnica PNFE (Projection of the Neighboring Frame Error) [17]. De esta manera 
conseguiriamos información lateral más fiable y robusta y es de suponer que de 
una calidad superior a la conseguida hasta ahora. 
 
          
 
Figura 6.1. Técnicas de control de errores en compensación de movimientos 
 
5.2. Futuras líneas de investigación de la codificación de vídeo 
distribuido 
 
Algunas aplicaciones concretas en las que se prevé que esta tecnología tendrá 
un fuerte impacto son las encontramos en dos escenarios bien definidos: la  
transmisión de vídeo en comunicaciones móviles y la compresión de señales 
provenientes de redes de vídeosensores.  
 
En el caso de la codificación distribuida para transmisión de vídeo en redes 
móviles, se pretende evaluar las prestaciones de estas técnicas teniendo en 
cuenta las características propias de este escenario (limitación en ancho de 
banda, adaptación al ancho de banda de canal, robustez ante errores, 
posibilidad de canales de retorno). Además, se considera especialmente 
relevante valorar las posibilidades de análisis de las imágenes que se pueden 
realizar en las estaciones base con objeto de optimizar el uso de la información 
lateral. El objetivo es pues introducir métodos de análisis más sofisticados que 
permitan mejorar los resultados actuales. Además, el análisis de la imagen en 
el decodificador puede proporcionar información de alto nivel (metadatos) que 
pueden resultar útiles como valor añadido a los servicios de vídeo en 
terminales móviles. 
 
En el caso de la codificación distribuida aplicada a la compresión de señales de 
una red de vídeosensores, el objetivo es el de estudiar la eficacia de este tipo 
de compresión cuando se consideran todos los tipos de correlaciones 
existentes (dentro de una misma señal o entre varias señales). Obsérvese que 
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los algoritmos publicados hasta la fecha, explotan la correlación existente 
dentro de cada señal de vídeo o la correlación espacial entre varias señales, 
pero no todas las correlaciones simultáneamente. Evidentemente, el contenido 
de cada escena o la disposición de las cámaras y de los objetos puede hacer 
que sólo parte de la correlación temporal o espacial sea útil como información 
lateral.  
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