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1 Introduction
The change-point problem has received considerable attention in the literature over the
past three decades (Mankiw and Miron, 1986; Mankiw, Miron and Weil, 1987; Hansen,
1992; Chong, 2001). This paper extends the work of Chong (2001), who studies an AR(1)
model with a structural break in the AR parameter  at an unknown time k0. We consider
the following model:
yt = 1yt 1Ift  k0g+ 2yt 1Ift > k0g+ "t; t = 1; 2;    ; T; (1.1)
where Ifg denotes the indicator function and f"t; t  1g is a sequence of i.i.d. random
variables. Under some regularity conditions that E"4t < 1 and Ey20 < 1, Chong (2001)
proves the consistency and derives the limiting distributions of the least squares estimators
of 1; 2 and 0 for three cases: (1) j1j < 1 and j2j < 1; (2) j1j < 1 and 2 = 1; (3) 1 = 1
and j2j < 1.
In the present paper, we focus on Model (1.1) where one of the pre-shift and post-shift
AR parameters is less than one in absolute value while the other is local to unity. This case
is omitted in Chong (2001). Specically, we focus on the following two cases: (I) j1j < 1,
2 = 2T = 1   c=T ; (II) 1 = 1T = 1   c=T; j2j < 1, where c is a xed constant.
The case of local to unity in AR(1) model was rst independently studied by Chan and
Wei (1987) and Phillips (1987). Their studies bridge the gap between stationary AR(1)
model and unit root model. Moreover, since heavy-tailed distributions, such as Student's t
distribution with degrees of freedom 2 and Pareto distribution with index 2, are commonly
found in insurance, econometrics and other literature, it is more appropriate to impose
weaker moment conditions on the "t's and y0 than those in Chong (2001). The primary
contribution of this paper is to derive the consistency and limiting distributions of the least
squares estimators of 1, 2 and the estimator of 0 under a more general setting.
Throughout the rest of the present paper, we shall focus on the random variables which
are in the domain of attraction of the normal law (DAN), which is an important sub-
class of heavy-tailed random variables. A sequence of i.i.d. random variables fXi; i  1g
belongs to the DAN if there exist two constant sequences fAn; n  1g and fBn; n  1g such
that Zn := B
 1
n (X1 +    + Xn)   An converges to a standard normal random variable in
distribution (Feller, 1971), where Bn takes the form
p
nh(n) and h(n) is a slowly varying
function at innity. We make the following assumptions:
 C1: f"t; t  1g is a sequence of i.i.d. random variables which are in the domain of
2
attraction of the normal law with zero means and possibly innite variances.
 C2: y0 is an arbitrary random variable such that y0 = op(
p
T ), where T is the sample
size.
 C3: 0 2 [ ;  ]  (0; 1).
Remark 1. Assumption C2 is a weak initial condition. It not only allows y0 to be a nite
random variable, but also allows it to be a random variable of order smaller than
p
T in
probability.
For any given  , the ordinary least squares estimators of parameters 1 and 2 are given
by
^1() =
P[T ]
t=1 ytyt 1P[T ]
t=1 y
2
t 1
; ^2() =
PT
t=[T ]+1 ytyt 1PT
t=[T ]+1 y
2
t 1
;
The symbol [a] denotes the integer part of a and the change-point estimator satises
^T = argmin
2(0;1)
RSST ();
where
RSST () =
[T ]X
t=1

yt   ^1()yt 1
2
+
TX
t=[T ]+1

yt   ^2()yt 1
2
:
We introduce some notations before presenting our main results. LetW1() andW2() be
two independent Brownian motions dened on the non-negative half real R+;W () andW ()
be two independent Brownian motions dened on [0; 1] and R+ respectively; ")" signies
the weak convergence of the associated probability measures; "
p!" represents convergence
in probability; "
d
=" denotes identical in distribution. Let C be a nite constant. The limits
in this paper are all taken as T !1 unless specied otherwise.
Under assumptions C1-C3, we have
Theorem 1.1 In Model (1.1), if j1j < 1, 2 = 2T = 1  c=T , where c is a xed constant,
and the assumptions C1-C3 are satised, then the estimators ^T ; ^1(^T ) and ^2(^T ) are all
consistent, and8>>>>><>>>>>:
j^T   0j = Op(1=T );p
T (^1(^T )  1)) N(0; (1  21)=0);
T (^2(^T )  2))
1
2F
2(W; c; 0; 1) + c
R 1
0
e2c(1 t)F 2(W; c; 0; t)dt  12(1  0)R 1
0
e2c(1 t)F 2(W; c; 0; t)dt
;
(1.2)
3
where
F (W; c; 0; t) = e
 c(1 t)(W (t) W (0))  c
Z t
0
e c(1 s)(W (s) W (0))ds:
If we also let 1T be a sequence of 1 such that j2T   1T j ! 0 and T (2T   1T ) ! 1,
then the limiting distribution of ^T is given by
(2T   1T )T (^T   0)) argmax
2R

C()
Ba(
1
2)
  jj
2

;
where Ba(
1
2) is generated by
R1
0 exp ( s)dW1(s) and C() is dened to be C() =W1( )
for   0 and
C() =  I(W2; c; 0; ) 
Z 
0
I(W2; c; 0; t)
Ba(
1
2)
dI(W2; c; 0; t)
 
Z 
0
I(W2; c; 0; t)
2Ba(
1
2)
+ 1

I(W2; c; 0; t)dt
for  > 0 with
I(W2; c; 0; t) =W2(0 + t) W2(0)  c
Z 0+t
0
e c(0+t s)(W2(s) W2(0))ds:
Theorem 1.2 In Model (1.1), if 1 = 1T = 1   c=T , where c is a xed constant and
j2j < 1, and the assumptions C1-C3 are satised, then the estimators ^T ; ^1(^T ) and ^2(^T )
are all consistent and8>>>>>><>>>>>>:
P(k^ 6= k0)! 0;
T (^1(^T )  1))
1
2e
2c(1 0)G2(W; c; 0) + c
R 0
0 e
2c(1 t)G2(W; c; t)dt  02R 0
0 e
2c(1 t)G2(W; c; t)dt
;
p
T (^2(^T )  2))
p
1  22 W (B(c; 0))
1  0 + e2c(1 0)G2(W; c; 0)
;
(1.3)
where
G(W; c; t) = e c(1 t)W (t)  c
Z t
0
e c(1 s)W (s)ds
and
B(c; 0) = (1  e 2c0)=(2c) + 1  0:
Suppose we also let 2T be a sequence of 2 such that
p
T (2T   1T )! 0 and T 3=4(1T  
2T )!1, then the limiting distribution of ^T is given by
(2T   1T )2T 2(^T   0)) argmax
2R

B()
ec(1 0)G(W1; c; 0)
  jj
2

;
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where B() is a two-sided Brownian motion on R dened to be B() =W1( ) for   0
and B() =W2() for  > 0.
Remark 2. In Theorem 1.1, letting c = 0, it is clear that
1
2F
2(W; c; 0; 1) + c
R 1
0
e2c(1 t)F 2(W; c; 0; t)dt  12(1  0)R 1
0
e2c(1 t)F 2(W; c; 0; t)dt

c=0
=
1
2(W (1) W (0))2   12(1  0)R 1
0
(W (t) W (0))2dt
d
=
W 2(1)  1
2(1  0)
R 1
0 W
2(t)dt
and for  > 0n
  I(W2; c; 0; ) 
Z 
0
I(W2; c; 0; t)
Ba(
1
2)
dI(W2; c; 0; t)
 
Z 
0
I(W2; c; 0; t)
2Ba(
1
2)
+ 1

I(W2; c; 0; t)dt
o
c=0
=  (W2(0 + ) W2(0)) 
Z 
0
W2(0 + t) W2(0)
Ba(
1
2)
d(W2(0 + t) W2(0))
 
Z 
0
W2(0 + t) W2(0)
2Ba(
1
2)
+ 1

(W2(0 + t) W2(0))dt
d
=  W2() 
Z 
0
W2(t)
Ba(
1
2)
dW2(t) 
Z 
0
 W2(t)
2Ba(
1
2)
+ 1

W2(t)dt:
The above two expressions coincide with the third term of (15) and C() with  > 0 in
Chong (2001), respectively. Hence, our Theorem 1.1 is reduced to Theorem 3 in Chong
(2001) by taking c = 0.
Similarly, letting c = 0 in Theorem 1.2, we have
1
2e
2c(1 0)G2(W; c; 0) + c
R 0
0 e
2c(1 t)G2(W; c; t)dt  02R 0
0 e
2c(1 t)G2(W; c; t)dt

c=0
=
W 2(0)  0
2
R 0
0 W
2(t)dt
;
p
1  22 W (B(c; 0))
1  0 + e2c(1 0)G2(W; c; 0)

c=0
=
p
1  22W (1)
1  0 +W 2(0)
and
ec(1 0)G(W1; c; 0)

c=0
=W1(0);
indicating that Theorem 1.2 is reduced to Theorem 4 in Chong (2001) when c = 0.
Note that the assumptions on the "t's and y0 are weaker than those in Chong (2001).
Remark 3. The limiting distributions of ^1(^T ) and ^2(^T ) in Theorem 1.2 could be sim-
plied if assumption C2 is more specic. For example, if the initial value y0 is dened as
5
y0 = yT;0 =
P1
j=0 
j
T " j with T satisfying T (1   T ) = hT ! 0 and f" j ; j  0g being a
sequence of i.i.d. random variables sharing the same distribution with "1, then similar argu-
ments of Lemma 3 in Andrews and Guggenberger (2008) will lead to
p
2hT y0=
p
T l(T ))
N(0; 1), where the denitions of T and the function l() can be found at the beginning of
Section 3. Since y0 dominates the asymptotic distribution of ^1(^T ), we have
2hT
T l(T )
[0T ]X
t=1
yt 1"t
p! 0;
2hT
T 2l(T )
[0T ]X
t=1
y2t 1 )
1  e 2c0
2c
W 2(1):
Consequently, we have
T (^1(^T )  1) p! 0:
Similarly, from the proof of Lemma 4.3 in Pang, Zhang and Chong (2013), it can be shown
that r
T
2hT
(^1(^T )  1)) (1  22)ec0(2)=W (1)
if the stationary distribution (denoted by (2)) of the AR(1) process yt = 2yt 1 +
"t=
p
l(T ) with y0 = 0 for t = 1;    ; T   [0T ], exists. Note that (2) and W (1) are
independent.
Remark 4. Chong (2001) proves that j^T   0j = Op(1=T ) in the case of j1j < 1 and
2 = 1, while P(k^ 6= k0)! 0 in the case of 1 = 1 and j2j < 1. This result also holds in the
present paper. Note that the result about the estimator of k0 in Theorem 1.2 is stronger
than that in Theorem 1.1. This is because the signal from the regressor yt 1 when the serial
correlation coecient is 1  c=T is stronger than that from the regressor yt 1 when the se-
rial correlation coecient is a xed constant smaller than one in absolute value (as implied
by the faster convergence rate of ^2(^T ) in Theorem 1.1 and the faster convergence rate of
^1(^T ) in Theorem 1.2), meanwhile, the signal from the regressor yt 1 under the situation of
(1; 2) = (1  c=T; c0) is stronger than that under the situation of (1; 2) = (c0; 1  c=T ),
where c0 is xed and jc0j < 1.
Remark 5. The statistical inference on the least squares estimators of 1, 2 and ^T for
the following cases: (I) 1 = 1T = 1   c=T , 2 = 1; (II) 1 = 1; 2 = 2T = 1   c=T are
much more complicated and would be left for future research.
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The rest of the paper is organized as follows: Section 2 presents the simulation results
for the nite sample properties of the estimators in Theorems 1.1 and 1.2. Section 3 states
some useful lemmas and provides the proof for Theorem 1.1. Section 4 provides the proof
for Theorem 1.2. Note that all proofs of the lemmas in this paper are omitted for reasons
of space, and the readers are referred to Pang, Zhang and Chong (2013) for details.
2 Simulations
We perform the following experiments to see how well our asymptotic results match the
nite-sample properties of the estimators. In all experiments, the sample size is set at
T = 200 and the number of replications is set at N = 20; 000; fytgTt=1 is generated from
Model (1.1); y0 has the following probability density function
f(x) =
8><>:
0 if x   2;
3
2(x+3)5=2
if x >  2:
Note that Ejy0j < 1 and Ejy0j3=2+ = 1 for any   0. Note also that assumption
C2 holds. The true change point is set at 0 = 0:3 and 0:5. For the constant c and the
distribution of "t's, we consider the following numerical setup:8<: c = 1;"t 2 ft(3); t(2)g ; (2.4)
where t(3) and t(2) denote the student-t random variables with degrees of freedom 3 and
2 respectively. It is easy to verify that t(3) and t(2) are both in the domain of attraction
of the normal law, and that t(3) has nite variance but innite fourth moment, while t(2)
has innite variance. When the AR parameter which depends on the sample size T and the
constant c is determined, the values of the xed AR parameter are set to 0:5, 0:75 and 0:8.
Note that we only present the simulations for the case where 0 = 0:5 and the xed AR
parameter is equal to 0:5 in this paper in order to conserve space. Readers are referred to
Pang, Zhang and Chong (2013) for more detailed simulations.
First, we conduct experiments to verify the second and the third results in (1.2) under
(2.4), which predict that the nite-sample distribution of ^1(^T ) is approximately normal,
whereas ^2(^T ) appears to have a Dickey-Fuller distribution. Figure 1-Figure 2 agree with
our results.
Second, we conduct experiments to verify the second and the third results in (1.3)
under (2.4), which predict that the nite-sample distribution of ^1(^T ) is approximately the
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Dickey-Fuller type, whereas ^2(^T ) will have a normal distribution. Figure 3-Figure 4 also
agree with our results.
In all of the experiments in Pang, Zhang and Chong (2013), we have the following
observations: (I) the performance for the simulations on ^1(^T ) is better for the case where
0 = 0:5 compared to the case where 0 = 0:3, since more data are used to generate the rst
subsample. Analogously, the performance for the simulations on ^2(^T ) is better for the case
where 0 = 0:3 compared to the case where 0 = 0:5. (II) the performance is better for the
case where f"tgTt=1  t(3) compared to the case where f"tgTt=1  t(2) under (2.4). This is not
surprising since t(2) is a heavy-tailed distribution. We have also conducted the experiments
for larger sample size when f"tgTt=1  t(2), the performance does not improve much. Given
the results, one should be cautious when conducting statistical inference under heavy-tailed
innovations such as t(2). The experiments when c =  1 are also studied. However, since
the results are very similar to the case where c = 1, we do not report those simulations here
to conserve space.
In the following gures, we let c = 1. The solid line shows the nite sample distribution
when T = 200 while the dashed line shows the asymptotic distribution.
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Figure 1: Distribution of
p
T (^1(^T )  1) when 0 = 0:5, 1 = 0:5, 2 = 1  1=T . Left: f"tgTt=1 
t(3); Right: f"tgTt=1  t(2).
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Figure 2: Distribution of T (^2(^T ) 2) when 0 = 0:5, 1 = 0:5, 2 = 1 1=T . Left: f"tgTt=1  t(3);
Right: f"tgTt=1  t(2).
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Figure 3: Distribution of
p
T (^1(^T )  1) when 0 = 0:5, 2 = 0:5, 1 = 1  1=T . Left: f"tgTt=1 
t(3); Right: f"tgTt=1  t(2).
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Figure 4: Distribution of T (^2(^T )   2) when 0 = 0:5, 2 = 0:5, 1 = 1   1=T f"tgTt=1  t(3);
Right: f"tgTt=1  t(2).
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3 Proof of Theorem 1.1
To prove Theorem 1.1 and Theorem 1.2 when the "t's are heavy-tailed, we employ the
truncation technique in this paper. We let
l(t) = E"21Ifj"1j  tg; b = infft  1 : l(t) > 0g;
and
j = inffs : s  b+ 1; l(s)
s2
 1
j
g; for j = 1; 2; 3;    :
Note that T l(T )  2T for all T  1 and 2T  T l(T ) for large T . In addition, for each T
we let 8<: "
(1)
t = "tIfj"tj  T g   E"tIfj"tj  T g;
"
(2)
t = "tIfj"tj > T g   E"tIfj"tj > T g:
for t = 1;    ; T .
The following two lemmas are taken from Csorg}o et al. (2003) and Pang and Zhang
(2011) respectively:
Lemma 3.1 Let X be a random variable, and denote l(x) = EX2IfjXj  xg. The following
statements are equivalent:
(1a) X is in the domain of attraction of the normal law,
(1b) x2P(jXj > x) = o(l(x)),
(1c) xE(jXjIfjXj > xg) = o(l(x)),
(1d) E(jXjnIfjXj  xg) = o(xn 2l(x)) for n > 2.
Lemma 3.2 Suppose assumptions C1-C3 are satised, then in Model (1.1) with j1j < 1,
the following results hold jointly:
(2a) 1p
T l(T )
P[0T ]
t=1 yt 1"t ) N(0; 0=(1  21)),
(2b) 1T l(T )
P[0T ]
t=1 y
2
t 1
p! 0=(1  21).
The following two lemmas are useful in proving Theorem 1.1:
Lemma 3.3 Suppose assumption C1 is satised and 2 = 2T = 1  c=T , where c is a xed
constant, then for any 0    1,
XT (0; ) :=
1p
T l(T )
[T ]X
t=[0T ]+1
T t2T "t
) e c(1 )(W () W (0))  c
Z 
0
e c(1 t)(W (t) W (0))dt = F (W; c; 0; )
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and for any 0  s  1  0
ZT (0; s) :=
1p
T l(T )
[0T ]+[sT ]X
t=[0T ]+1

[0T ]+[sT ] t
2T "t
) W (0 + s) W (0)  c
Z 0+s
0
e c(0+s t)(W (t) W (0))dt = I(W; c; 0; s):
Lemma 3.4 Let fyt; t  1g be generated according to Model (1.1) with j1j < 1 and 2 =
2T = 1   c=T , where c is a xed constant. Under the assumptions C1-C3, the following
results hold jointly:
(3a) 1T l(T )
PT
t=[0T ]+1
yt 1"t ) 12F 2(W; c; 0; 1) + c
R 1
0
e2c(1 t)F 2(W; c; 0; t)dt  12(1  0);
(3b) 1
T 2l(T )
PT
t=[0T ]+1
y2t 1 )
R 1
0
e2c(1 t)F 2(W; c; 0; t)dt:
Proof of Theorem 1.1. Consider the rst part of (1.2). Along the lines of the proof of
Theorem 3 in Chong (2001), it is sucient to prove that8>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>:
A1 =
PT
t=[0T ]+1
yt 1"tPT
t=[0T ]+1
y2t 1
= op(1);
A2 = sup
m2D1T
P[0T ]
t=m+1 yt 1"tP[0T ]
t=m+1 y
2
t 1
= op(1);
A3 = sup
m2D1T
 PTt=m+1 y2t 1PT
t=[0T ]+1
y2t 1
P[0T ]
t=m+1 y
2
t 1
T (
m
T
)
 = op(1);
A4 =
P[0T ]
t=1 yt 1"tP[0T ]
t=1 y
2
t 1
= op(1);
A5 = sup
m2D2T
Pm
t=[0T ]+1
yt 1"tPm
t=[0T ]+1
y2t 1
= op(1);
A6 = sup
m2D2T
 Pmt=1 y2t 1Pm
t=[0T ]+1
y2t 1
P[0T ]
t=1 y
2
t 1
T (
m
T
)
 = op(1)
(3.1)
in the case of j1j < 1 and 2 = 2T = 1  c=T , where c is a xed constant,
T (
m
T
) =
(
P[0T ]
t=1 yt 1"t)
2P[0T ]
t=1 y
2
t 1

1 
 Pm
t=1 yt 1"tP[0T ]
t=1 yt 1"t
2P[0T ]
t=1 y
2
t 1Pm
t=1 y
2
t 1

+
(
PT
t=[0T ]+1
yt 1"t)2PT
t=[0T ]+1
y2t 1

1 
 PT
t=m+1 yt 1"tPT
t=[0T ]+1
yt 1"t
2PTt=[0T ]+1 y2t 1PT
t=m+1 y
2
t 1

(3.2)
and 8<: D1T = fm : m 2 ZT ;m < [0T ] MT g;D2T = fm : m 2 ZT ;m > [0T ] +MT g
withMT > 0 such thatMT !1 andMT =T ! 0, where ZT denotes the set f0; 1; 2;    ; Tg.
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We apply Lemmas 3.2 and 3.4 to prove (3.1). The results for A1 and A4 are obvious.
For A2, applying the Uniform Law of Large Numbers in Andrews (1987, Theorem 1) yields
jA2j =
 sup
m2D1T
P[0T ]
t=m+1 yt 1"tP[0T ]
t=m+1 y
2
t 1
  Op 1p
MT

= op(1):
For A3, A5 and A6, note that
A3 = sup
m2D1T
 PTt=m+1 y2t 1PT
t=[0T ]+1
y2t 1
P[0T ]
t=m+1 y
2
t 1
T (
m
T
)



1PT
t=[0T ]+1
y2t 1
+
1P[0T ]
t=[0T ] MT y
2
t 1

sup
m2D1T
(P[0T ]t=1 yt 1"t)2P[0T ]
t=1 y
2
t 1
  (
Pm
t=1 yt 1"t)
2Pm
t=1 y
2
t 1

+ sup
m2D1T
(PTt=[0T ]+1 yt 1"t)2PT
t=[0T ]+1
y2t 1
  (
PT
t=m+1 yt 1"t)
2PT
t=m+1 y
2
t 1

=

Op(
1
T 2l(T )
) +Op(
1
MT l(T )
)

Op(l(T ))
= Op(
1
MT
) = op(1);
A5 = sup
m2D2T
Pm
t=[0T ]+1
yt 1"tPm
t=[0T ]+1
y2t 1
= sup
m2D2T
Op
 1
m  [0T ]

= Op(
1
MT
) = op(1)
and
A6 = sup
m2D2T
 Pmt=1 y2t 1Pm
t=[0T ]+1
y2t 1
P[0T ]
t=1 y
2
t 1
T (
m
T
)



1P[0T ]
t=1 y
2
t 1
+
1P[0T ]+MT
t=[0T ]+1
y2t 1

sup
m2D2T
(P[0T ]t=1 yt 1"t)2P[0T ]
t=1 y
2
t 1
  (
Pm
t=1 yt 1"t)
2Pm
t=1 y
2
t 1

+ sup
m2D2T
(PTt=[0T ]+1 yt 1"t)2PT
t=[0T ]+1
y2t 1
  (
PT
t=m+1 yt 1"t)
2PT
t=m+1 y
2
t 1

=

Op(
1
T l(T )
) +Op(
1
M2T l(T )
)

Op(l(T ))
= op(
1
MT
) = op(1):
Hence, the rst part of (1.2) is proved.
To nd the limiting distribution of ^1(^T ), rst note that ^T   0 = Op(1=T ). Following
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Appendix G in Chong (2001), we have
p
T (^1(^T )  ^1(0))
=
p
T
P[^TT ]
t=1 ytyt 1P[^TT ]
t=1 y
2
t
 
P[0T ]
t=1 ytyt 1P[0T ]
t=1 y
2
t

= If^T  0g
p
T
P[0T ]
t=[^TT ]+1
y2t 1P[^TT ]
t=1 y
2
t 1
P[0T ]
t=1 yt 1"tP[0T ]
t=1 y
2
t 1
 
P[0T ]
t=[^TT ]+1
yt 1"tP[^TT ]
t=1 y
2
t 1

+If^T > 0g
p
T

 
P[^TT ]
t=[0T ]+1
y2t 1P[^TT ]
t=1 y
2
t 1
P[0T ]
t=1 yt 1"tP[0T ]
t=1 y
2
t 1
+
P[^TT ]
t=[0T ]+1
yt 1"tP[^TT ]
t=1 y
2
t 1
+ (2T   1)
P[^TT ]
t=[0T ]+1
y2t 1P[^TT ]
t=1 y
2
t 1

= If^T  0g
p
T

Op(
l(T )
T l(T )
)Op(
1p
T
) Op( l(T )
T l(T )
)

+If^T > 0g
p
T

 Op( l(T )
T l(T )
)Op(
1p
T
) +Op(
l(T )
T l(T )
) +Op(
l(T )
T l(T )
)

= op(1);
one is referred to Chong (2001) for more details. Thus, ^1(^T ) and ^1(0) have the same
asymptotic distribution. Applying Lemma 3.2, we have
p
T (^1(^T )  1) d=
p
T (^1(0)  1) =
1p
T l(T )
P[0T ]
t=1 yt 1"t
1
T l(T )
P[0T ]
t=1 y
2
t 1
) N 0; 1  21
0

:
Similarly, we have
T (^2(^T )  ^2(0))
= T
PT
t=[^TT ]+1
ytyt 1PT
t=[^TT ]+1
y2t
 
PT
t=[0T ]+1
ytyt 1PT
t=[0T ]+1
y2t

= If^T  0gT

 
P[0T ]
t=[^TT ]+1
y2t 1PT
t=[^TT ]+1
y2t 1
PT
t=[0T ]+1
yt 1"tPT
t=[0T ]+1
y2t 1
+
P[0T ]
t=[^TT ]+1
yt 1"tPT
t=[^TT ]+1
y2t 1
+ (1   2T )
P[0T ]
t=[^TT ]+1
y2t 1PT
t=[^TT ]+1
y2t 1

+If^T > 0gT
P[^TT ]
t=[0T ]+1
y2t 1PT
t=[^TT ]+1
y2t 1
PT
t=[0T ]+1
yt 1"tPT
t=[0T ]+1
y2t 1
 
P[^TT ]
t=[0T ]+1
yt 1"tPT
t=[^TT ]+1
y2t 1

= If^T  0gT

 Op( l(T )
T 2l(T )
)Op(
1
T
) +Op(
l(T )
T 2l(T )
) Op( l(T )
T 2l(T )
)

+If^T > 0gT

Op(
l(T )
T 2l(T )
)Op(
1
T
) Op( l(T )
T 2l(T )
)

= op(1):
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Thus, ^2(^T ) and ^2(0) also have the same asymptotic distribution. Applying Lemma 3.4,
we have
T (^2(^T )  2) d= T (^2(0)  2)
=
1
T l(T )
PT
t=[0T ]+1
yt 1"t
1
T 2l(T )
PT
t=[0T ]+1
y2t 1
)
1
2F
2(W; c; 0; 1) + c
R 1
0
e2c(1 t)F 2(W; c; 0; t)dt  12(1  0)R 1
0
e2c(1 t)F 2(W; c; 0; t)dt
:
To derive the limiting distribution of ^T for shrinking shift, we let 2 = 2T = 1   c=T
and 1 = 1T = 2T   1=g(T ) in the remaining proof of Theorem 1.1, where g(T ) > 0
with g(T ) ! 1 and g(T )=T ! 0. Note that 1T = 1   1=g(T ) + o(1=g(T )). Hence, the
sequence fyt; 1  t  [0T ]g is generated from a mildly integrated AR(1) model, as a result,
the results or ideas from Phillips and Magdalinos (2007) and Huang et al. (2012) could be
applied directly. Following Chong (2001), rst, for  = 0+g(T )=T and   0, by recalling
(3.2), we have
jT ()j = Op(l(T ))

1  (1  op(1))2(1 + op(1)

+Op(l(T ))

1  (1 + op(1))2(1  op(1))

= op(l(T )): (3.3)
Second, for any t = 0;    ; [jjg(T )]  1; we have
y[0T ] t 1p
g(T )l(T )
=
1p
g(T )l(T )
[0T ] t 1X
i=1

[0T ] t 1 i
1T "
(1)
i
+
1p
g(T )l(T )
[0T ] t 1X
i=1

[0T ] t 1 i
1T "
(2)
i +

[0T ] t 1
1T y0p
g(T )l(T )
: (3.4)
It is not dicult to show that

[0T ] t 1
1T y0p
g(T )l(T )
=
s
T
g(T )

[0T ] t 1
1T 
y0p
T l(T )
p! 0 (3.5)
by y0 = op(
p
T ) and g(T ) = o(T ); see the proof of Proposition A.1 in Phillips and Magdali-
nos (2007) for more details. In addition, it follows from Lemma 3.1 that
1p
g(T )l(T )
 E
 [0T ] t 1X
i=1

[0T ] t 1 i
1T "
(2)
i

=
1p
g(T )l(T )

[0T ] t 1X
i=1
j1T j[0T ] t 1 i  o( l(T )
T
) = o(1)
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by recalling that 2T  T l(T ) for large T . Then, for any t = 0;    ; [jjg(T )]  1
y[0T ] t 1p
g(T )l(T )
=
1p
g(T )l(T )
[0T ] t 1X
i=1

[0T ] t 1 i
1T "
(1)
i + op(1)
)
Z 1
0
e sdW1(s)
d
= Ba(
1
2
); (3.6)
see page 138 in Chong (2001) for details. Note also that
1p
g(T )l(T )
[jjg(T )] 1X
t=0
"[0T ] t )W1(jj)
by functional central limit theorem for i.i.d. random variables from DAN. As a result, we
have
1
g(T )l(T )
[jjg(T )] 1X
t=0
y[0T ] t 1"[0T ] t ) Ba(
1
2
)W1(jj) (3.7)
and
1
g2(T )l(T )
[jjg(T )] 1X
t=0
y2[0T ] t 1 ) jjB2a(
1
2
): (3.8)
Moreover, note that
(2T   1T )
l(T )
P[0T ]
t=[T ]+1 y
2
t 1
PT
t=[0T ]+1
yt 1"tPT
t=[T ]+1 y
2
t 1
=
Op(g
2(T )l(T ))Op(T l(T ))
g(T )l(T )Op(T 2l(T ))
= op(1) (3.9)
and PT
t=[0T ]+1
y2t 1PT
t=[T ]+1 y
2
t 1
p! 1: (3.10)
Then, by recalling equation B.2 on page 117 in Chong (2001) when     0
RSST () RSST (0)
= 2(2T   1T )
P[0T ]
t=[T ]+1 y
2
t 1
PT
t=[0T ]+1
yt 1"tPT
t=[T ]+1 y
2
t 1
 
PT
t=[0T ]+1
y2t 1
P[0T ]
t=[T ]+1 yt 1"tPT
t=[T ]+1 y
2
t 1

+(2T   1T )2
PT
t=[0T ]+1
y2t 1
P[0T ]
t=[T ]+1 y
2
t 1PT
t=[T ]+1 y
2
t 1
+ T ();
we have
RSST () RSST (0)
l(T )
=   2
g(T )l(T )
[0T ]X
t=[T ]+1
yt 1"t  (1 + op(1)) + 1
g2(T )l(T )
[0T ]X
t=[T ]+1
y2t 1  (1 + op(1)) + op(1)
)  2Ba(1
2
)W1(jj) + jjB2a(
1
2
)
by (3.7)-(3.10).
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Similarly, for  = 0 + g(T )=T with  > 0, we also have T () = op(l(T )). Moreover,
it can be shown that
(2T   1T )
l(T )
P[T ]
t=[0T ]+1
y2t 1
P[0T ]
t=1 yt 1"tP[T ]
t=1 y
2
t 1
=
Op(g
2(T )l(T ))Op(
p
Tg(T )l(T ))
g(T )l(T )
 
Op(Tg(T )l(T )) +Op(g2(T )l(T ))

= Op
rg(T )
T

= op(1); (3.11)
P[T ]
t=1 y
2
t 1P[0T ]
t=1 y
2
t 1
= 1 +
P[T ]
t=[0T ]+1
y2t 1P[0T ]
t=1 y
2
t 1
= 1 +
Op(g
2(T )l(T ))
Op(Tg(T )l(T ))
= 1 + op(1);
y[0T ]p
g(T )l(T )
=

1  c
T
  1
g(T )
[0T ] y0p
g(T )l(T )
+
[0T ] 1X
t=0

1  c
T
  1
g(T )
t "[0T ] tp
g(T )l(T )
)
Z 1
0
exp ( s)dW1(s) d= Ba(1
2
)
whose proof is similar to those of (3.5) and (3.6) ;
1
g2(T )l(T )
[g(T )] 1X
t=0
y2[0T ]+t
=
1
g(T )
[g(T )] 1X
t=0
 1p
g(T )l(T )
t 1X
i=0
i2T "[0T ]+t i +
t2T y[0T ]p
g(T )l(T )
2
)
Z 
0

I(W2; c; 0; t) +Ba(
1
2
)
2
dt
and
1p
g(T )
[g(T )] 1X
t=0
y[0T ]+tp
g(T )l(T )
"[0T ]+t+1p
l(T )
)
Z 
0

I(W2; c; 0; t) +Ba(
1
2
)

dI(W2; c; 0; t)
by virtue of Lemma 3.3. Thus, by recalling the equation B.4 on page 120 in Chong (2001)
when 0    
RSST () RSST (0)
= 2(2T   1T )
P[0T ]
t=1 y
2
t 1
P[T ]
t=[0T ]+1
yt 1"tP[T ]
t=1 y
2
t 1
 
P[T ]
t=[0T ]+1
y2t 1
P[0T ]
t=1 yt 1"tP[T ]
t=1 y
2
t 1

+(2T   1T )2
P[T ]
t=[0T ]+1
y2t 1
P[0T ]
t=1 y
2
t 1P[T ]
t=1 y
2
t 1
+ T ();
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we have
RSST () RSST (0)
l(T )
=
2(2T   1T )
l(T )

[T ]X
t=[0T ]+1
yt 1"t  (1 + op(1)) + (2T   1T )
2
l(T )
[T ]X
t=[0T ]+1
y2t 1  (1 + op(1)) + op(1)
=
2(1 + op(1))
g(T )l(T )
[g(T )] 1X
t=0
y[0T ]+t"[0T ]+t+1 +
(1 + op(1))
g2(T )l(T )
[g(T )] 1X
t=0
y2[0T ]+t + op(1)
) 2
Z 
0

I(W2; c; 0; t) +Ba(
1
2
)

dI(W2; c; 0; t) +
Z 
0

I(W2; c; 0; t) +Ba(
1
2
)
2
dt
=  2B2a(
1
2
) 
(
  I(W2; c; 0; )
Ba(
1
2)
 
Z 
0
I(W2; c; 0; t)
B2a(
1
2)
dI(W2; c; 0; t) Z 
0
I(W2; c; 0; t)
2Ba(
1
2)
+ 1
I(W2; c; 0; t)
Ba(
1
2)
dt  
2
)
:
Applying the continuous mapping theorem for argmax functionals (cf. Kim and Pollard
(1990)), we have
(2T   1T )T (^T   0) = ^ = argmin
2R

RSST () RSST (0)
	
= argmin
2R
nRSST () RSST (0)
l(T )
o
) argmin
2R

  2B2a(
1
2
)

C()
Ba(
1
2)
  jj
2

= argmax
2R

C()
Ba(
1
2)
  jj
2

;
where C() is dened as in Theorem 1.1. The proofs are complete. 
4 Proof of Theorem 1.2
The following lemmas will be used in the proof of Theorem 1.2:
Lemma 4.1 Suppose assumption C1 is satised and 1 = 1T = 1  c=T , where c is a xed
constant, then for any 0    0,
QT () :=
1p
T l(T )
[T ]X
t=1
T t1T "t ) e c(1 )W ()  c
Z 
0
e c(1 s)W (s)ds = G(W; c; ):
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Lemma 4.2 Let fytg be generated according to Model (1.1), where 1 = 1T = 1  c=T for
a constant c. Under assumptions C1-C3, the following results hold jointly:
(4a) 1T l(T )
P[0T ]
t=1 yt 1"t ) 12e2c(1 0)G2(W; c; 0) + c
R 0
0 e
2c(1 t)G2(W; c; t)dt  02 ;
(4b) 1
T 2l(T )
P[0T ]
t=1 y
2
t 1 )
R 0
0 e
2c(1 t)G2(W; c; t)dt:
Lemma 4.3 Let fytg be generated according to Model (1.1), where 1 = 1T = 1  c=T for
a xed constant c and j2j < 1, Under assumptions C1-C3, the following results hold jointly:
(5a) 1p
T l(T )
PT
t=[0T ]+1
yt 1"t )W (B(c; 0))=
p
1  22 ;
(5b) 1T l(T )
PT
t=[0T ]+1
y2t 1 ) 1 0+e
2c(1 0)G2(W;c;0)
1 22
;
where B(c; 0) = (1  e 2c0)=(2c) + 1  0:
Proof of Theorem 1.2. It is not dicult to show that ^T is T -consistent by similar
arguments in the proof of Theorem 1.1. To prove a stronger result in (1.3), we follow
Appendix K in Chong (2001) with some modications. For m = 0; 1;    and m=T ! 0,
1
T l(T )
RSST (0   m
T
)) 1 + h1(m)
with
h1(m) =
(1  0 + e2c(1 0)G2(W; c; 0))(1  22)me2c(1 0)G2(W; c; 0)
(1  22)me2c(1 0)G2(W; c; 0) + 1  0 + e2c(1 0)G2(W; c; 0)
and
1
T l(T )
RSST (0 +
m
T
)) 1 + h2(m)
with
h2(m) =
(1  2)e2c(1 0)G2(W; c; 0)(1  2m2 )
1 + 2
:
Since both h1(m) and h2(m) are increasing functions with respect to m, the rst result in
(1.3) can be proved. For more details, one is referred to Chong (2001).
To show the second and third parts of (1.3), it follows easily from the rst result of (1.3)
that ^1(^T ) and ^1(0) have the same asymptotic distribution, and so do ^2(^T ) and ^2(0).
By Lemma 4.2, we have
T (^1(^T )  1) d= T (^1(0)  1)
=
1
T l(T )
P[0T ]
t=1 yt 1"t
1
T 2l(T )
P[0T ]
t=1 y
2
t 1
)
1
2e
2c(1 0)G2(W; c; 0) + c
R 0
0 e
2c(1 t)G2(W; c; t)dt  02R 0
0 e
2c(1 t)G2(W; c; t)dt
:
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Similarly, it follows from Lemma 4.3 that
p
T (^2(^T )  2) d=
p
T (^2(0)  2)
=
1p
T l(T )
PT
t=[0T ]+1
yt 1"t
1
T l(T )
PT
t=[0T ]+1
y2t 1
)
p
1  22 W (B(c; 0))
1  0 + e2c(1 0)G2(W; c; 0)
:
To derive the limiting distribution of ^T for shrinking break, we let 2 = 2T = 1T  
1=
p
Tg(T ), where g(T ) > 0 with g(T ) ! 1 and g(T )=pT ! 0. Moreover, let  be a
constant. For  = 0+g(T )=T and   0, following Appendix K in Chong (2001), we have
RSST () RSST (0)
l(T )
)  2ec(1 0)G(W1; c; 0)W1(jj) + jje2c(1 0)G2(W1; c; 0):
Similarly, for  = 0 + g(T )=T and  > 0, we have
RSST () RSST (0)
l(T )
)  2ec(1 0)G(W1; c; 0)W2() + e2c(1 0)G2(W1; c; 0):
For more details, one is referred to Chong (2001). Thus, by applying the continuous mapping
theorem for argmax functionals, we have
(1T   2T )2T 2(^T   0)
=
T
g(T )
(^T   0) = ^
= argmin
2R

RSST () RSST (0)
	
= argmin
2R
nRSST () RSST (0)
l(T )
o
) argmin
2R

  2e2c(1 0)G2(W1; c; 0)
 B()
ec(1 0)G(W1; c; 0)
  jj
2

= argmax
2R

B()
ec(1 0)G(W1; c; 0)
  jj
2

;
where B() is a two-sided Brownian motion on R dened to be B() =W1( ) for   0
and B() =W2() for  > 0. This completes our proof. 
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