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Fibonacci polynomials solutionsIn this paper, we introduce a method to solve singularly perturbed differential-difference equations of
mixed type, i.e., containing both terms having a negative shift and terms having a positive shift in terms
of Fibonacci polynomials. Similar boundary value problems are associated with expected ﬁrst exit time
problems of the membrane potential in the models for the neuron. First, we present some preliminaries
about polynomial interpolation and properties of Fibonacci polynomials then a new approach imple-
menting a collocation method in combination with matrices of Fibonacci polynomials is introduced to
approximate the solution of these equations with variable coefﬁcients under the boundary conditions.
Numerical results with comparisons are given to conﬁrm the reliability of the proposed method for solv-
ing these equations.
 2013 The Authors. Published by Elsevier B.V. Open access under CC BY license.1. Introduction
A singularly perturbed differential-difference equation is an
ordinary differential equation in which the highest derivative is
multiplied by a small parameter and involving at least one delay
or advance term. Many real life phenomena in biosciences, control
theory, economics and engineering can be modeled by differential-
difference equations and their systems [1] such as evolutionary
biology [2], variational problems in control theory [3,4], describing
the motion of the sunﬂower [5], signal transmission [6] and, depo-
larization in the Stein model [7]. For a detailed discussion on differ-
ential-difference equation one may refer to the books and high
level monographs: Bellen [1], Driver [8], Bellman and Cooke [9].
In recent years, both mathematicians and physicists have
devoted considerable effort to the study of numerical solutions of
these equations, for example, Lange and Miura [10–12] gave
asymptotic approaches in the study of the class of boundary value
problems for linear second order differential difference equations
in which the highest order derivative is multiplied by a small
parameter. The effect of small shifts on the oscillatory solution of
the problem has been discussed in [10]. In [13], Kadalbajoo and
Sharma presented a numerical method based on the ﬁnite differ-ence scheme to solve boundary value problems for singularly per-
turbed differential-difference equations with small shifts of mixed
type. In [14], they described a numerical approach based on the
ﬁnite difference method to solve a mathematical model arising
from a model of neuronal variability. In [15], Kadalbajoo and
Kumar presented a numerical method based on ﬁtted mess and
B-spline technique for singularly perturbed differential-difference
equations with a small delay. In [16], Kadalbajoo and Kumar,
presented a computational method based on piecewise uniform
mess and Quasilinearization process for singularly perturbed non-
linear differential-difference equations with small shifts. In [17],
Gulsu presented matrix methods for approximate solution of the
second order singularly perturbed delay differential equations.
In the present paper, we introduce a method to solve a singu-
larly perturbed differential-difference equation in the form
ey00ðxÞ þ cðxÞy0ðx sÞ þ aðxÞyðx dÞ þxðxÞyðxÞ þ bðxÞyðxþ gÞ
¼ gðxÞ; ð1Þ
on 0 < x < 1, 0 < e 1, subject to the boundary conditions
yðxÞ ¼ /ðxÞ; d 6 x 6 0; yðxÞ ¼ wðxÞ; 1 6 x 6 1þ g; ð2Þ
where a(x), x(x), b(x), g(x), /(x) and w(x) are smooth functions, s, d
and g are the small shifting parameters. Furthermore, we assume
that c(x)P 0 throughout the interval [0,1]. For a function y(x) to
constitute a smooth solution to the problem (1) it must be contin-
uous in the interval [0,1] and be continuously differentiable in the
interval (0,1). If c(x) = 0 and the shifts d, g equal to zero and
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boundary layers at both the ends of the interval [0,1].
We want to approximate the solution of (1) as follows
yðxÞ ’
XNþ1
n¼1
cnFnðxÞ; 0 6 a 6 x 6 b; ð3Þ
where cn, n = 1,2, . . . ,N + 1 are the unknown Fibonacci coefﬁcients, N
is any arbitrary positive integer, and Fn(x), n = 1, 2, . . . , N + 1 are the
Fibonacci polynomials that we introduced in Section 2. To ﬁnd a
numeric solution in the form (3) of the problem (1), we use the
collocation points deﬁned by
xi ¼ iN ; i ¼ 0;1;2; . . . ;N: ð4Þ2. Preliminaries
2.1. Polynomial interpolation
Let us consider n + 1 pairs (xi,yi). The problem is to ﬁnd a
polynomial pk, called the interpolating polynomial, such that
pkðxiÞ ¼ c0 þ c1xi þ    þ ckxki ; i ¼ 0;1; . . . ;n:
The points xi are called interpolation nodes. If n– k, the problem is
over or under-determined. Let Pn be the (n + 1)  dimensional
subspace of C[a,b] spanned by the functions 1, x,  , xn. That is, Pn
consists of all polynomials of degree at most n.
Theorem 1 18. Given n + 1 distinct nodes x0,x1,. . .,xn and n + 1
corresponding values y0,y1,. . .,yn then there exists a unique polynomial
pn 2 Pn such that pn(xi) = yi for i = 0,1, . . . ,n.
If we deﬁne
li 2 Pn; li ¼
Yn
i ¼ 0;
j–i
ðx xiÞ
ðxi  xjÞ ; i ¼ 0;1; . . . ;n;
then li(xj) = dij. The polynomials li(x) are called Lagrange characteristic
polynomials. If f(xi) = yi for i = 0,1, . . . ,n,f being a given function, the
interpolating polynomial pn(x) will be denoted by pnf(x). Let us intro-
duce a lower triangular matrix X of inﬁnite size, called the interpolation
matrix on [a,b] whose entries xij for i, j = 0,1, . . . ,n represent the points
of [a,b], with the assumption that on each row the entries are all
distinct. Thus, for any nP 0, the (n + 1)  th row of X contains n + 1
distinct values that can be identiﬁed as nodes, so that, for a given
function f , we can uniquely deﬁne an interpolating polynomial pnf of
degree n at those nodes.4
5
6
Fibonacci polynomials
n=4
n=5n=6Deﬁnition 1. Let f(x) be deﬁned on [a,b], the modulus of continuity
of f(x) on [a,b],x(d), is deﬁned for d > 0 by
xðdÞ ¼ sup
jxyj<d
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n=1
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n=2Corollary 1 19. Let f 2 C[a,b] and X be an interpolation matrix on
[a,b]. Then
GnðXÞ ¼ kf  pnfk1 6 6ð1þ CnðXÞÞx
b a
2n
 
;
where Cn(X) denotes the Lebesgue constant of X, deﬁned as
CnðXÞ ¼
Xn
i¼0
jlðnÞi ðxÞj


1
; ð5Þand where lðnÞi ðxÞ 2 Pn is the i-th characteristic polynomial associated
with the (n + 1)  th row of X.2.2. The Fibonacci polynomials and properties
Leonardo of Pisa also known as Leonardus Pisanus, or, most
commonly, Fibonacci (from ‘‘ﬁlius Bonacci’’), was an Italian math-
ematician of the 13th century.
Fibonacci is best known to the modern world for the spreading
of the Hindu-Arabic numerical system in Europe, primarily
through the publication in 1202 of his Liber Abaci (Book of Calcu-
lation), and for a number sequence named the Fibonacci numbers
after him, which he did not discover but used as an example in the
Liber Abaci. In Fibonacci’s Liber Abaci book, chapter 12, he posed,
and solved, a problem involving the growth of a population of rab-
bits based on idealized assumptions. The solution, generation by
generation, was a sequence of numbers later known as the Fibo-
nacci numbers. The number sequence was known to Indian math-
ematicians as early as the 6th century, but it was Fibonacci’s Liber
Abaci that introduced it to the West. In the Fibonacci sequence of
numbers, each number is the sum of the previous two numbers,
starting with 0 and 1. This sequence begins 0, 1, 1, 2, 3, 5, . . . [20].
Deﬁnition 2. For any positive real number k, the k-Fibonacci
sequence, say {Fk,n}n2N is deﬁned recurrently by
Fk;nþ1 ¼ kFk;n þ Fk;n1; nP 1; ð6Þ
with initial conditions
Fk;0 ¼ 0; Fk;1 ¼ 1: ð7Þ
Particular cases of the k-Fibonacci sequence are constructed
from the following relations
if k = 1, the classical Fibonacci sequence is obtained
F0 ¼ 0; F1 ¼ 1; Fnþ1 ¼ Fn þ Fn1; nP 1;
if k = 2, the Pell sequence appears:
P0 ¼ 0; P1 ¼ 1; Pnþ1 ¼ 2Pn þ Pn1; nP 1;
if k = 3, the following sequence appears:
H0 ¼ 0; H1 ¼ 1; Hnþ1 ¼ 3Hn þ Hn1; nP 1:
If k be a real variable x then Fk,n = Fx,n and they correspond to the
Fibonacci polynomials deﬁned by
Fnþ1ðxÞ ¼
1; n ¼ 0
x; n ¼ 1;
xFnðxÞ þ Fn1ðxÞ; n > 1
8><>: ð8Þ
from where the ﬁrst six Fibonacci polynomials (Fig. 1) areFig. 1. The behavior of the ﬁrst six Fibonacci polynomials.
136 F. Mirzaee, S.F. Hoseini / Results in Physics 3 (2013) 134–141F1ðxÞ ¼ 1;
F2ðxÞ ¼ x;
F3ðxÞ ¼ x2 þ 1;
F4ðxÞ ¼ x3 þ 2x;
F5ðxÞ ¼ x4 þ 3x2 þ 1;
F6ðxÞ ¼ x5 þ 4x3 þ 3x;
and from these expressions, as for the k-Fibonacci numbers we can
write
Fnþ1ðxÞ ¼
Xbn2c
i¼0
n i
i
 
xn2i; nP 0; ð9Þ
where bn2c denotes the greatest integer in n2.
Note that F2n(0) = 0 and x = 0 is the only real root, while
F2n+1(0) = 1 with no real roots. Also for x = k 2 N we obtain the ele-
ments of the k-Fibonacci sequences [21].
The Fibonacci polynomials have generating function [20]
Gðx; tÞ ¼ t
1 t2  tx
¼
X1
n¼1
FnðxÞtn
¼ t þ xt2 þ ðx2 þ 1Þt3 þ ðx3 þ 2xÞt4 þ    :
The Fibonacci polynomials are normalized so that
Fnð1Þ ¼ Fn;
where the Fn is nth Fibonacci number.
Note ﬁrst, that the equations for the Fibonacci polynomials may
be written in matrix form as
FðxÞ ¼ ZXðxÞ; ð10Þ
where F(x) = [F1(x),F2(x),F3(x), . . . ,FN+1(x)]T, X(x) = [1,x,x2,x3, . . . ,xN]T,
and Z is the lower triangular matrix with entrances the coefﬁcients
appearing in the expansion of the Fibonacci polynomials in increas-
ing powers of x. If N is odd,
Z ¼
1 0    0
0 1 0   
1 0 1 0   
0 2 0 1 0   
..
. ..
. ..
. . .
. . .
. . .
. . .
. ..
.
0
0
Nþ1
2ð Þ!
N1
2ð Þ! 0    0 N  1 0 1
0BBBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCCA
ðNþ1ÞðNþ1Þ
;
if N is even
Z ¼
1 0    0
0 1 0   
1 0 1 0   
0 2 0 1 0   
..
. ..
. ..
. . .
. . .
. . .
. . .
. ..
.
0
1 0
Nþ2
2ð Þ!
2 N22ð Þ!    0 N  1 0 1
0BBBBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCCCA
ðNþ1ÞðNþ1Þ
:
Note that in matrix Z the non-zero entrances build precisely the
diagonals of the Pascal triangle and the sum of the elements inthe same row gives the classical Fibonacci sequence. In addition,
matrix Z is invertible and therefore xn may be written as a linear
combination of Fibonacci polynomials that is given in closed form
in the following theorem, which is the version of the Zeckendorf’s
theorem for the Fibonacci polynomials.
Theorem 2 [21]. For every integer nP 1, xn1 may be written in a
unique way as linear combination of the n ﬁrst Fibonacci polynomials
as
xn1 ¼
Xbn2c
n¼0
ð1Þi n
i
 
 n
i 1
  
Fn2iðxÞ;
where n1
 
¼ 0.
Let us assume that f is a solution of (1). We would like to
interpolate f by
pNðxÞ ¼
XN
n¼0
fnBnðxÞ; N P m; 0 6 a 6 x 6 b; ð11Þ
such that pN and f are equal on the nodes a 6 x0 < x1 <    < xn 6 b.
Since all f(xi) values are unknown, we can use (1) to ﬁnd the interpo-
lation polynomial at the nodes x0,x1, . . . ,xN without knowing f(xi)
values. To do this, we put the interpolation polynomials
pN(x) = f0 + f1x +    + fNxN into (1). If pN equals f on the nodes, then
pN satisﬁes (1) on the nodes. Hence, we can obtain a system of linear equa-
tions depending on f0,f1, . . . ,fN. Therefore, we can ﬁnd the solution of (1)
with some errors which are the interpolation and computational errors.3. Function approximation
Suppose the solution of the differential-difference Eq. (1) ex-
pressed in terms of the Fibonacci polynomials such as (3). Then the
function deﬁned in the relation (3) can be written in matrix form
yðxÞ ’ CFðxÞ; ð12Þ
where C = [c1,c2, . . . ,cN+1]. Then from Eq. (10)
yðxÞ ’ CZXðxÞ ¼ XTðxÞZTCT : ð13Þ
The differentiation of vector X(x) in Eq. (10), can be expressed as
Xð1ÞðxÞ ¼ DXðxÞ; ð14Þ
where
D ¼
0 0 0 . . . 0 0
1 0 0 . . . 0 0
0 2 0 . . . 0 0
..
. ..
. ..
. . .
. ..
. ..
.
0 0 0 . . . N 0
0BBBBBB@
1CCCCCCA:
If we approximate y(x) ’ ZX(x), then for iP 2 (i is the order deriv-
atives) we get
XðiÞðxÞ ¼ DXði1ÞðxÞ ¼ D2Xði2ÞðxÞ ¼ . . . ¼ DiXðxÞ; ð15Þ
and therefore
FðiÞðxÞ ¼ ZXðiÞðxÞ ¼ ZDiXðxÞ; ð16Þ
then
yðiÞðxÞ ’ CFðiÞðxÞ ¼ CZXðiÞðxÞ ¼ CZDiXðxÞ ¼ XTðxÞDTiZTCT : ð17Þ
By putting x? x + m in the relation (12) we obtain the matrix form
yðxþ mÞ ’ CFðxþ mÞ: ð18Þ
The relation between the matrix X(x + m) and X(x) is
F. Mirzaee, S.F. Hoseini / Results in Physics 3 (2013) 134–141 137Xðxþ mÞ ¼MmXðxÞ; ð19Þ
whereMm ¼
0
0
 !
m0
1
0
 !
m1
2
0
 !
m2 . . .
N
0
 !
mN
0
1
1
 !
m0
2
1
 !
m1 . . .
N
1
 !
mN1
0 0
2
2
 !
m0 . . .
N
2
 !
mN2
..
. ..
. ..
. . .
. ..
.
0 0 0 . . .
N
n
 !
m0
0BBBBBBBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCCCCCCA
: ð20Þ
From Eqs. (13), (18) and (19), we have
yðxþ mÞ ’ CZMmXðxÞ ¼ XTðxÞMTmZTCT : ð21Þ
From Eq. (18)
yðiÞðxþ mÞ ’ CFðiÞðxþ mÞ; ð22Þ
therefore from Eqs. (16), (19) and (22) we have
yðiÞðxþ mÞ ’ XTðxÞMTmDTiZTCT : ð23Þ4. Method of solution
By substituting Eqs. (13), (17), (21) and (23) in (1)
eXTðxÞDT2ZTCT þ cðxÞXTðxÞMTsDTZTCT þ aðxÞXTðxÞMTdZTCT
þxðxÞXTðxÞZTCT þ bðxÞXTðxÞMTgZTCT ¼ gðxÞ;
or
eXTðxÞDT2ZT þ cðxÞXTðxÞMTsDTZT þ aðxÞXTðxÞMTdZT
n
þxðxÞXTðxÞZT þ bðxÞXTðxÞMTgZT
o
CT ¼ gðxÞ; ð24Þ
Then by substituting collocation points (4) into Eq. (24), we have
EXDT2ZT þCXMTsDTZT þAXMTdZT þXXZT þBXMTgZT
n o
CT ¼G; ð25Þ
that
E ¼
e 0    0
0 e    0
..
. ..
. . .
. ..
.
0 0    e
266666664
377777775; C ¼
cðx0Þ 0    0
0 cðx1Þ    0
..
. ..
. . .
. ..
.
0 0    cðxNÞ
266666664
377777775;
A ¼
aðx0Þ 0    0
0 aðx1Þ    0
..
. ..
. . .
. ..
.
0 0    aðxNÞ
266666664
377777775;
X¼
xðx0Þ 0    0
0 xðx1Þ    0
..
. ..
. . .
. ..
.
0 0    xðxNÞ
266664
377775; B¼
bðx0Þ 0    0
0 bðx1Þ    0
..
. ..
. . .
. ..
.
0 0    bðxNÞ
266664
377775;X ¼
XTðx0Þ
XTðx1Þ
..
.
XTðxNÞ
2666664
3777775 ¼
1 x0 x20    xN0
1 x1 x21    xN1
..
. ..
. ..
. . .
. ..
.
1 xN x2N    xNN
2666664
3777775; G ¼
gðx0Þ
gðx1Þ
..
.
gðxNÞ
266664
377775:
Hence, Eq. (25) can be written in the form
WCT ¼ G; W ¼ ½wp;q; p; q ¼ 1;    ;N þ 1; ð26Þ
where
W¼EXDT2ZTþCXMTsDTZTþAXMTdZTþXXZTþBXMTgZT : ð27Þ
For the boundary conditions (2), ﬁrst we consider them as follows
yð0Þ ¼ /ð0Þ; yð1Þ ¼ wð1Þ;
then we obtain the corresponding matrix forms for these condi-
tions, by means of the relations (13), as
XTð0ÞZTCT ¼ /ð0Þ;
XTð1ÞZTCT ¼ wð1Þ;
brieﬂy, the matrix form for conditions (2) is
UiC
T ¼ ½ki; i ¼ 1;2; ð28Þ
that
U1 ¼ XTð0ÞZT ; U2 ¼ XTð1ÞZT ;
k1 ¼ /ð0Þ; k1 ¼ wð1Þ:
(
Finally, to obtain the solution of Eq. (1) under the conditions (2) by
replacing the rows of matrix U and k by the last 2 rows of the matri-
ces W and G, respectively we obtainfWCT ¼ eG: ð29Þ
So we have the new augmented matrix as
½fW; eG ¼
w1;1 w1;2    w1;Nþ1 ; gðx0Þ
w2;1 w2;2    w2;Nþ1 ; gðx1Þ
..
. ..
. . .
. ..
.
; ..
.
wN1;1 wN1;2    wN1;Nþ1 ; gðxN2Þ
u1;1 u1;2    u1;Nþ1 ; k1
u2;1 u2;2    u2;Nþ1 ; k2
26666666664
37777777775
: ð30Þ
However, we do not have to replace the last rows. For example, if
the matrix W is singular, then the rows that have the same factor
or all zeros are replaced.
If rank fW ¼rank ½fW; eG ¼ N þ 1, then we can write CT ¼ fW1 eG.
Thus, the matrix C (thereby the unknown Fibonacci coefﬁcients)
is uniquely determined. Also the Eq. (1) with the conditions (2) has
a unique solution. This solution is given by the truncated Fibonacci
series (10). However, when jfWj ¼ 0, if rank fW ¼rank
½fW; eG < N þ 1, then we may ﬁnd a particular solution. Otherwise
if rank fW–rank ½fW; eG < N þ 1, then it is not a solution.
5. Accuracy of the solution and error analysis
In this section, accuracy of the solution and error analysis are
brieﬂy discussed. In the following lines the main Theorem of this
section will be provided.
Theorem 3. Let the solution of (1) actually computed by the
Fibonacci series solution pN(x) and y = f(x) be the exact solution. Let
the coefﬁcient matrix of (29) be W ¼Wþ dW where dW represents
the computational error. Let X(x) and Z be the matrices which deﬁned
in (10). if kW1kFkdWkF 6 1 and f 2 C1[a,b] or mP N, then
Table 1
Numerical results of solutions y(x) of Eq. (31) whit N = 40, d = 0.03 and g = 0.07.
xi e1
21 22 23 24 25
0.0 1.0 1.0 1.0 1.0 0.999999979854
0.1 0.69558017976599 0.31397326001301 0.31776109561642 1.0684034111123 1.66134008978458
0.2 0.44611286444032 0.17843681958622 1.04303246589512 1.7097594871377 1. 96173686101883
0.3 0.24640550112903 0.51918672380764 1.43275817241829 1.9071841620307 1. 99554651877723
0.4 0.09227824677644 0.73759076734276 1.62606579525988 1.9643194569452 1. 99896885284652
0.5 0.01952340050835 0.85283655016632 1.69381198785957 1. 9716191887973 1.99780610752198
0.6 0.09139717435577 0.87566080053667 1.66432524832696 1. 9476058728924 1.99159057190782
0.7 0.12493525931487 0.80933126223854 1.53463678575838 1. 8739686353386 1.96699049672896
0.8 0.12095924664145 0.65002317020772 1.27150722748743 1. 6844287984922 1.87034216199662
0.9 0.07953958846018 0.38662964399653 0.80319013398318 1. 2058053810300 1.49070890677460
1.0 6.76880773653e-12 5.74225111905e-11 6.76006806089e-10 2. 7236907840e-08 5.56380147235e-04
Table 2
Numerical results of the absolute error functions eN of Eq. (31) whit d = 0.03 and g = 0.07.
e1 Method of [24] Present method
N = 100 N = 300 N=500 N = 10 N = 20 N = 40
21 6.1000e07 7.0000e08 3.0000e08 6.7447e10 9.2654e12 7.3890e12
22 6.7400e06 7.5000e07 2.7000e07 8.3798e07 8.6129e11 1.8112e11
23 5.0780e05 5.6500e06 2.0300e06 5.2773e04 1.2193e09 3.2607e10
24 2.9686e04 3.3200e05 1.1960e05 7.7633e02 2.7995e06 3.2170e07
25 1.6272e03 1.8578e06 6.7020e04 1.6786e+00 3.9755e03 3.7673e05
0
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Fig. 2. Numerical solution y(x) of Eq. (31) whit N = 40, d = 0.03 and g = 0.07.Proof. By considering kW1kFkdWkF 6 1 and f 2 C1[a,b] or mP N,
from Cauchy-Schwarz inequalities,Theorem 1 and Corollary 1, we
obtain that
jpNðxÞ  yj ¼ jpNðxÞ  pNf ðxÞ þ pNf ðxÞ  yj
6 jpNðxÞ  pNf ðxÞj þ jpNf ðxÞ  yj
6 jpNðxÞ  pNf ðxÞj þ
f ðNþ1ÞðnxÞ
ðN þ 1Þ!
YN
i¼0
ðx xiÞ

;
and
jpNðxÞpNf ðxÞj¼
XN
n¼0
~cnFn
XN
n¼0
cnFn

¼ XN
n¼0
ð~cncnÞFn


6k½~c0c0 ~c1c1 . . .~cNcN kFkFkF
6kW1kFkdWkFkeCkFkZkFkXðbaÞkF
¼kðWdWÞ
1
kFkdWkFkeCkFkZkFkXðbaÞkF
6kW1kFkð1W1dWÞ
1
kFkdWkFkeCkFkZkFkXðbaÞkF
6kW
1kFkdWkFkeCkF
1kW1dWkF
kZkFkXðbaÞkF
6kW
1kFkdWkFkeCkF
1kW1kFkdWkF
kZkFkXðbaÞkF
6 rk
eCkFkW1kF
1rkW1kF
kZkFkXðbaÞkF ; kW1kFkdWkF 61: We can easily check the accuracy of the method. Since the trun-
cated Fibonacci series (10) is an approximate solution of (1), when
the function yN(x), and its derivatives, are substituted in Eq. (1), the
resulting equation must be satisﬁed approximately; that is, for
x = xc 2 [0,1], c = 0,1,2,. . .
eNðxcÞ ¼ jey00NðxcÞ þ cðxÞy0Nðxc  sÞ þ aðxcÞyNðxc  dÞ þxðxcÞyNðxcÞ
þ bðxcÞyNðxc þ gÞ  gðxcÞj ﬃ 0;
and eðxcÞ 6 10lc . If max 10lc ¼ 10l is prescribed, then the trunca-
tion limit N is increased until the difference e(xc) at each of the
points becomes smaller than the prescribed 10l [22]. On the other
hand, the error can be estimated by the function
eNðxÞ ¼ jey00NðxÞ þ cðxÞy0Nðx sÞ þ aðxÞyNðx dÞ þxðxÞyNðxÞ
þ bðxÞyNðxþ gÞ  gðxÞj ﬃ 0:
If eN(x)? 0, when N is sufﬁciently large enough, then the error
decreases.
Table 3
Numerical results of solutions y(x) of Eq. (32) whit N = 50 and s = 0.1e.
xi e
21 22 23 24 25
0.0 1.0 1.0 0.99999999999500 1.00000003634000 0.99993683468200
0.1 0.89630178502614 0.80261129133847 0.66440505720568 0. 51862944395896 0.43129561737203
0.2 0.83143613800497 0.70554791377722 0.56688785036387 0. 48206352114951 0.45839325060721
0.3 0.79629708095000 0.66906936874565 0.56081122842601 0. 51667390634065 0.50480298925441
0.4 0.78420533815444 0.66997817748539 0.59172341359393 0. 56609112235291 0.55638735717875
0.5 0.79028657883512 0.69480661684964 0.63958509113851 0. 62215430641732 0.61324312579171
0.6 0.81101084262321 0.73581587094255 0.69722010286483 0. 68406223835104 0.67590621897141
0.7 0.84385151050755 0.78864723371787 0.76227917735977 0. 75217477306654 0.74498108422492
0.8 0.88703295117699 0.85094379760531 0.83424478636987 0. 82707588834401 0.82127759305864
0.9 0.93934395652325 0.92154230084522 0.91331679496839 0. 90943600303432 0.90648773257302
1.0 1.00000000000977 1.00000000001608 1.00000000181929 0. 99999637899937 0.99841228558729
Table 4
Numerical results of the absolute error functions eN(x) of Eq. (32) whit s = 0.1e.
e Method of [26] Present method
N = 8 N = 32 N=256 N = 32 N = 50
21 0.06590116 0.06635201 0.06614488 1.0824e03 1.0823e03
22 0.04331625 0.04270446 0.04239243 1.3355e03 1.3357e03
23 0.02354121 0.02374059 0.02355647 1.4221e03 1.4262e03
24 0.01304051 0.01266778 0.01240349 1.4444e03 1.4519e03
25 0.00861776 0.00625837 0.00637484 4.0806e02 2.0459e03
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In this section, three examples are given to certify the conver-
gence and error bound of the presented method.
Since the exact solutions of some problems for different values
of s, d and g are not known, the maximum absolute errors for these
examples are calculated using the following double mesh principle
[23]
eN ¼ max
06i6N
jyNi  y2N2i j:
In this regard, we have presented with Tables and Figures, the val-
ues of the approximate solutions yN(x), and the absolute error func-
tion eN at the selected points of the given interval. All results are
computed by using a program written in the Matlab.
Example 1. Consider the following singularly perturbed differen-
tial-difference equation with mixed shift from [14,24,25]
ey00ðxÞ þ 0:25yðx dÞ  yðxÞ þ 0:25yðxþ gÞ ¼ 1; ð31Þ0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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Fig. 3. Numerical solution y(x) of Eq. (32) whit N = 50 and s = 0.1e.on [0,1], under the boundary conditions
yðxÞ ¼ 1; d 6 x 6 0
yðxÞ ¼ 0; 1 6 x 6 1þ g

;
where e ¼ e21.
For this example, we have a(x) = b(x) = 0.25,
xðxÞ ¼ 1; gðxÞ ¼ 1; /ðxÞ ¼ 1; wðxÞ ¼ 0:
From Eq. (25), the fundamental matrix equation of the problem is
EXDT2ZT þ AXMTdZT þXXZT þ BXMTgZT
n o
CT ¼ G:
Table 1 shows the numerical solutions of Eq. (31) by the pre-
sented method for N = 40, d = 0.03 and g = 0.07. Table 2 gives the
comparison of the result of the maximum error eN obtained by
the present method and the method of [24] for different values
of N. Fig. 2. displays the numerical solution y(x) of the present
method for N = 40, d = 0.03 and g = 0.07.
Example 2. Consider the following singularly perturbed delay
differential equation with left layer [26]
ey00ðxÞ þ y0ðx sÞ  yðxÞ ¼ 0; ð32Þ
on [0,1], under the boundary conditions y(0) = 1 and y(1) = 1.
The exact solution is given by
yðxÞ ¼ ð1 e
m2 Þem1x þ ðem1  1Þem2x
em1  em2 ;
where
m1 ¼ 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 4ðe sÞp
2ðe sÞ ;
m2 ¼ 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 4ðe sÞp
2ðe sÞ :
From Eq. (25), the fundamental matrix equation of the problem is
EXDT2ZT þ CXMTsDTZT þXXZT
n o
CT ¼ G:
Table 5
Numerical results of solutions y(x) of Eq. (33) whit N = 50 and d = 0.03.
xi e2
21 22 23 24 25
0.0 1.0 1.0 1.0 1.0 1.00000000119
0.1 0.68928280368843 0.35360348454404 0.13387111798733 0.68044249534044 1.09341843304189
0.2 0.43852625642647 0.09527308924917 0.71429338024020 1.15063826721254  1.30866474354169
0.3 0.24036107012340 0.39887966129200 1.00884749225583 1.28216981877591  1.33079629859325
0.4 0.08897916543394 0.59241558951874 1.15307999985931 1.31882798727055  1.33307181934275
0.5 0.02003649940738 0.69810805676882 1.21285463959644 1. 32845492478751 1.33330522856314
0.6 0.08984073154749 0.72776082117429 1.21437793625311 1. 32841936989625 1.33332209470295
0.7 0.12241729180674 0.68406506161786 1.15555945988132 1. 31659258918668 1.33318073257283
0.8 0.11863510066228 0.56081692187819 1.00355880522384 1. 26212024255499 1.33022746240777
0.9 0.07827104899219 0.34205503297055 0.67659424906950 1. 02535850750906 1.26910287703900
1.0 6.42597086653e13 4.0616399132e12 9.29166077412e10 2.3984343755e07 3.89882221872e04
Table 6
Numerical results of the absolute error functions eN of Eq. (33) whit d = 0.03.
e2 Method of [24] Present method
N = 100 N = 300 N=500 N = 10 N = 20 N=50
21 0.000008 0.000001 0.000000 2.9136e09 5.8078e12 7.3761e13
22 0.000158 0.000018 0.000006 1.8517e06 7.4724e11 5.3242e11
23 0.000820 0.000092 0.000033 5.6407e04 5.0619e10 4.5740e10
24 0.004075 0.000462 0.000166 4.1316e02 2.6620e06 1.0399e07
25 0.013863 0.001661 0.000602 5.1069e01 5.3073e03 5.6208e04
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Fig. 4. Numerical solution y(x) of Eq. (33) whit N = 50 and d = 0.03.
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presented method for N = 50 and s = 0.1e. Table 4 gives the
comparison of the result of the maximum error
eN(x) = kyN(x)  y(x)k1 = max{jyN(x)  y(x)j, 0 6 x 6 1} obtained
by the present method and the method of [26] for different values
of N. Fig. 3. displays the numerical solution y(x) of the present
method for N = 50 and s = 0.1e.
Example 3. Consider the following singularly perturbed delay
differential equation with left layer[14]
ey00ðxÞ þ 0:25yðx dÞ  yðxÞ ¼ 1; ð33Þ
on [0,1], under the boundary conditions y(x) = 1,  d 6 x 6 0 and
y(1) = 0 and e ¼ e22.
From Eq. (25), the fundamental matrix equation of the
problem is
EXDT2ZT þ AXMTdZT þXXZT
n o
CT ¼ G:Table 5 shows the numerical solutions of Eq. (33) by the pre-
sented method for N = 50 and d = 0.03. Table 6 gives the compari-
son of the result of the maximum error eN obtained by the
present method and the method of [14] for different values of N.
Fig. 4. displays the numerical solution y(x) by the present method
for N = 50 and d = 0.03.7. Conclusion
In this paper, we have worked out a computational method for
approximate solution of singularly perturbed differential-differ-
ence equations, based on the expansion of the solution as a series
of Fibonacci polynomials. This expansion, besides the collocation
method has been used for transforming these equations to a linear
system of algebraic equations that can be solved easily. To obtain
the best approximating solution of the system, we take more forms
from the Fibonacci expansion of functions, that is, the truncation
limit N must be chosen to be large enough. We have given here
only a few values although the solutions can be computed at de-
sired number of uniform points. It can be observed from the tables
that this method approximates the exact solution very well with a
small number of sampling points. This shows the efﬁciency and
accuracy of the present method. Illustrative examples are given
to demonstrate the validity and applicability of proposed method.
Appendix A. Supplementary data
Supplementary data associated with this article can be found, in
the online version, at http://dx.doi.org/10.1016/j.rinp.2013.08.001.
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