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HYPERGEOMETRIC FORM OF FUNDAMENTAL THEOREM OF CALCULUS
PETR BLASCHKE
Abstract. We introduce a natural method of computing antiderivatives of a large class of functions
(holomorphic near the origin) which stems from the observation that the series expansion of an an-
tiderivative differs from the series expansion of the corresponding integrand by just two Pochhammer
symbols. All antiderivatives are thus, in a sense, “hypergeometric”. And hypergeometric functions are
therefore the most natural functions to integrate. This paper would like to make two points: First, the
method presented is easy. So much so that it can be taught in undergraduate university level. And
second: It may be used to prove some of the more challenging examples computed only by heuristic
processes like Method of brackets.
1. Introduction
The oldest method of evaluating definite integrals is the “Fundamental theorem of calculus”, i.e. the
fact that
b∫
a
f ′(x)dx = f(a)− f(b).
If the antiderivative is representable in terms of elementary functions, this is, indeed, way to go. But
in the opposite case (which is generic), situation becomes much more complicated.
G. Cherry in his works [9],[10],[11], made an interesting point that even though the antiderivative of
x3
ln(x2 − 1) ,
is representable in terms of elementary functions and the logarithmic integral function li(x) :=
∫
1
ln xdx,
specifically ∫
x3
ln(x2 − 1)dx =
1
2
li
(
(x2 − 1)2)+ 1
2
li(x2 − 1) + c,
the same cannot be accomplished for the nearly the same function
x2
ln(x2 − 1) ,
and new special function is required.
This example shows that it is very difficult beforehand to decide on the class of functions in which
the antiderivative should be looked for. Existence of a single, almost universally useful class seems quite
impossible.
We can even say that, for this reason, the approach of antiderivatives somewhat falls out of grace of
the mathematical community and – going as back as Cauchy – people start treating definite integrals as
an independent objects, looking for ways how to evaluate them without computing antiderivatives.
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There are, for example, at least 4 methods (known to the author) how to evaluate the famous definite
integral
∞∫
−∞
sinx
x
dx,
none of which deals with the antiderivative, since it is not elementary. Those methods are, in turn:
Laplace transform, Fourier transform, calculus of residues and – the newest addition to the subject – the
“method of brackets” developed in [13].
While these approaches works quite handsomely and even elegantly, they do not exactly satisfy a
freshmen idea of “simple”. Great care about various convergence issues has to be taken care of (especially
with complex contour integration in the calculus of residues) and the method of brackets is not even
rigorous (yet).
In addition, these methods varies greatly performance-vise from integral to integral. Instead of learning
a single superior method, one has to master them all to be effective.
For the integral above, to illustrate this point, is perhaps the Fourier transform the most convenient
tool to pick, even more so for the related integral
∞∫
−∞
(
sinx
x
)2
dx,
but the Fourier transform is absolutely teethless, dealing with gaussian-like integrals:
∞∫
−∞
e−x
2
dx,
∞∫
−∞
e−x
3
dx, . . .
for which the calculus of residue is more suited (leaving the method of brackets aside for the moment).
Of course, there is also Gauss’s own approach for the first integral in the above list – converting it into
a double integral by taking its square. This is perhaps the cleverest trick there is regarding integration.
A spectacular example of “outside the box” (or may be “outside the dimension”) thinking. But for its
ingenuity it is remarkable limited in its use since it does not appear – to the author knowledge at least –
anywhere else. Thus, another method to learn.
We are going to argue that those integrals (and many more) can be computed using simple, single
procedure that would please any freshmen because it does not differ from the Fundamental theorem of
calculus.
Part of this procedure is the realization that there is a large family of functions which has amazing
properties concerning integration. It is as if it was made for it (but, actually, it was not). These properties
includes:
• The family is closed under the operation making antiderivatives.
• Contains many elementary functions, especially the “troublesome” ones like
sinx
x
,
(
sinx
x
)2
,
arctanx
x
, ex
2
, ex
3
, . . .
• There are multiple ways how to represent each function, which allows one to make connections
between integrals that links no conceivable change of variable.
• And, finally, computing the antiderivate is very simple. It requires no calculus, no algebra, in
fact, no mental effort at all. Just adding two parameters.
This wonderful family is, of course, generalized hypergeometric functions pFq and their antiderivatives
can be computed as follows:∫
xαpFq
(
a1 . . . ap
c1 . . . cq
; γxβ
)
dx =
xα+1
α+ 1
p+1Fq+1
(
a1 . . . ap
α+1
β
c1 . . . cq 1 +
α+1
β
; γxβ
)
+ c.
We will make this precise in Section 3.
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Even more function can be represented with various multi-variable hypergeometric functions.
But instead of just moving to higher dimensions, we are going to employ the concept of “hyperge-
ometrization” which we briefly introduce in Section 2. This is very convenient tool how to speak about
hypergeometric functions. It enables the user to make statements about them which includes various
numbers of parameters and various dimension simultaneously, instead of making a statement for each
case separately (as we will see).
Most importantly, it will enable us to (symbolically) integrate all functions (holomorphic near the
origin).
Formally, we prove the following:
PROPOSITION 1. (Hypergeometric form of fundamental theorem of calculus) Let f be a function holo-
morphic near 0, α 6= −1, β 6= 0, −α+1
β
6∈ N. Then
(1.1)
∫
xαf
(
xβ
)
dx =
xα+1
α+ 1
f
( α+1
β
1 + α+1
β
∣∣∣∣ xβ
)
+ c,
where
f
(
a
c
∣∣∣∣ ;x
)
:=
∞∑
k=0
f (k)(0)
k!
(a)k
(c)k
xk.
This is based on the observation that what is true for hypergeometric function, is true for all – that
making the antiderivative just adds two Pochhammer symbols to the Taylor series.
We will also prove the exceptional case:
PROPOSITION 2. Let f be holomorphic near origin, α 6= 0. Then∫
1
x
f(xα)dx = f(0) lnx+
f(xα)− f(0)
α
− x
α
α
[ǫ] f ′
(
1 + ǫ
2 + ǫ
∣∣∣∣ xα
)
+ c,
where here and throughout the paper
[
ǫk
]
denotes the k-th Taylor coefficient of the function to the
right, i.e.
[ǫk]f(ǫ) =
f (k)(0)
k!
.
Consequences of these theorems would be illustrated on number of examples. Among other we are
going to show that:
(1.2)
∞∫
0
8
√
x2 + 8x+ 8− 4(2 + x)√1 + x
x11
dx =
4Γ2
(
1
4
)
3
√
2−√2√π
,
a result that cannot be obtained using the mathematical software MAPLE 2016.
Also to demonstrate possible impact in Number theory, we are going to re-derive known representations
of Catalan’s constant G:
G = Re
(
3F2
(
1 1 1
2 2
; i
))
= Im
([
ǫ2
]
2F1
(
ǫ ǫ
1
; i
))
=
1
8
(
ψ′
(
1
4
)
− π2
)
.
Of course, not all functions are representable by pFq. But even in this case all is not lost. We can
either perform some change of variable which brings the integrand to one that is representable by a
hypergeometric function or – which is one of the main points of this article – we can often represent it
as a hypergeometric function with differentiated parameters.
For instance, together with many other examples we will show in Section 4 that(
arcsinx
x
)3
= −3
2
[
ǫ2
]
x−22F1
(
1
2 − ǫ 12 + ǫ
3
2
;x2
)
.
From this representation it is easy to compute:
1∫
0
(
arcsinx
x
)3
dx =
3
2
π ln 2− π
3
16
,
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a result that is not impossible to derive by other means but our method is completely straightforward
and direct once this representation is known.
Also, there are some general rules regarding hypergeometric function with differentiated parameters
we are going to present.
PROPOSITION 3. For x 6∈ [1,∞):
[ǫ] 2F1
(
a+ ǫ b+ ǫ
a+ b
;x
)
= ln
1
1− x 2F1
(
a b
a+ b
;x
)
.
This fact will enable us to compute the integrals
∞∫
0
arctanx
x2α+1
ln
1
1 + x2
dx =
π
4α cos(πα)
(
ψ
(
1
2
+ α
)
+ ψ(α)− ψ(1)− ψ
(
1
2
))
, 0 < α <
1
2
,
1∫
0
x ln
1
1− x2K(x)dx = 4(1− ln 2),
and
1∫
0
x ln
1
1 + x2
K(ix)dx =
1
4
√
2π
(
(2− ln 2)Γ2
(
1
4
)
+ 4(ln 2− 4)Γ2
(
3
4
))
,
where
K(x) :=
π
2
2F1
(
1
2
1
2
1
;x2
)
,
is the complete elliptic integral of the first kind.
This is the part of the paper that the author considers most novel.
1.1. Relationship to Method of brackets. Method of brackets deals only with integrals of the form
∞∫
0
, it does not compute antiderivatives and (unlike our approach) is not rigorous (yet).
But there is a great deal of similarity between it and our approach in the sense that both methods are
chiefly preoccupied with the series expansion of the integrand.
We do not claim that our approach puts the method of brackets on rigorous ground in any way but
we believe that it should be effective for similar types of integral.
Method of brackets works basically by ignoring convergence issues in swapping the series expansion
and the integration, and only tries to resolve the divergences by some heuristic process, solving a system
of linear equations (which works surprisingly well). We instead compute the antiderivative for which such
a swapping is no issue and then convert the problem of evaluation a definite integral to a problem of
evaluation a (possibly multi-dimensional) hypergeometric function in specific arguments.
The point is that hypergeometric functions are studied several centuries by known and the acquired
knowledge is vast, literature numerous (for example [3],[18],[17],[20],[19]). All of this can be used to our
benefit.
Particularly useful in this sense are websites: Digital Library of Mathematical Functions [21], which
provides an easy access to numerous identities valid for hypergeometric functions. We will refer to them
multiple times.
To really test our method we are going to concentrate on the integral:
I 1
2
:=
∞∫
0
1
(1 + x2)
3
2
√
ϕ(x) +
√
ϕ(x)
dx, ϕ(x) := 1 +
4
3
x2
(1 + x2)2
,
which has been incorrectly evaluated (as mentioned in [13]) in the table of definite integrals [15] to be
equal to
π
2
√
6
.
We will show that, in fact, this is a correct value for a very similar integral:
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PROPOSITION 4. For ϕ(x) as above it holds:
Itrue :=
∞∫
0
1
(1 + x2)
3
2
√
ϕ(x) +
√
ϕ(x)3
dx =
π
2
√
6
.
which is, perhaps, what the original input in [15] should have been. This misprint is easy to spot with
our method.
In fact, defining:
ϕα(x) := 1 + 4α
2 x
2
(1 + x2)2
,
we can obtain general result:
PROPOSITION 5. Let ϕα(x) as above. Then
Iα,true :=
∞∫
0
1
(1 + x2)
3
2
√
ϕα(x) +
√
ϕα(x)3
dx =
arctanα√
2α
.
Integral Itrue is a special case of this for α =
1√
3
.
Unfortunately, we too were unable to evaluate the integral I 1
2
itself. We are only able to represent it
as a value of a two-variable hypergeometric function:
I 1
2
=
1√
2
F˜1
(
1 12
3
4
5
4
;
1
4
3
4
3
2
1
4
− ;−
1
3
,−1
3
)
,
where
F˜1
(
α1 α2
γ1 γ2
;
a1 a2
c
b
− ; tx, ty
)
:=
∞∑
j,k=0
(α1)j+k(α2)j+k
(γ1)j+k(γ2)j+k
(a1)j(a2)j
(c)jj!
(b)k
k!
tj+kxjyk,
can be regarded as a generalization of Appell’s F1 function. Such a representation is of limited use,
however.
Natural thing to do is to look for similar integrals to see if they are any more approachable than the
original problem. We are thus going to concentrate (as an illustration of what our method can and cannot
do) on the family of integrals:
Iα :=
∞∫
0
1
(1 + x2)
3
2
(
ϕ(x) +
√
ϕ(x)
)−α
dx, ϕ(x) := 1 +
4
3
x2
(1 + x2)2
,
that can be also represented by the same F˜1 function as I 1
2
, specifically:
Iα = 2
−αF˜1
(
1 12
3
4
5
4
;
α
2
α+1
2
α+ 1
α
2
− ;−
1
3
,−1
3
)
.
We are going to show that this is a tough family of integrals, indeed. For no value of α (save for α = 0
which is trivial) we were able to evaluate Iα in terms of elementary function and Γ function and only
for the values I0, I1, I−1, I−2, [α]Iα we were able to evaluate in terms of single-variable hypergeometric
function.
PROPOSITION 6. Let Iα be as above. Then:
I0 = 1,(1.3)
I1 =
1
2
4F3
(
1 12
3
2 1
2 34
5
4
;−1
3
)
= −3
8
[ǫ] 3F2
(
ǫ − 12 12
− 14 14
;−1
3
)
,(1.4)
I−1 = 3F2
(
1 12 − 12
3
4
5
4
;−1
3
)
+
53
45
,(1.5)
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I−n =
n∑
k=0
(
n
k
)
3F2
( −n+k2 1 12
3
4
5
4
;−1
3
)
,(1.6)
I2 =
3
√
2
8
arctan
√
2 +
√
6
16
ln
(
5 + 2
√
6
)
− 3
4
4F3
(
1 1 12
5
2
3
4
5
4 3
;−1
3
)
,(1.7)
[ǫ] Iǫ = ln
1
2
+ 2−
√
2
2
arctan
√
2−
√
6
4
ln
(
5 + 2
√
6
)
− 2
45
4F3
(
1 1 32
3
2
2 74
9
4
;−1
3
)
.(1.8)
This will be shown in Section 5.
The problem of integration is perhaps the oldest problem of modern mathematical analysis, yet it still
attracts attention of many researchers ([1],[6],[14] and, of course, Method of brackets [13]) and it is a
surprisingly active area.
2. hypergeometrization
DEFINITION 1. Let f be a function holomorphic near 0, 1 − c 6∈ N then its hypergeometrization is
defined by the infinite series:
f
(
a
c
∣∣∣∣ x
)
:=
∞∑
k=0
f (k)(t)
k!
(a)k
(c)k
xk,
where (a)k = a(a+ 1)(a+ 2) · · · (a+ k − 1) is the Pochhammer symbol.
REMARK 1.
• Obviously
f
(
a
a
;x
)
= f (x) .
• For a = −n, n+ 1 ∈ N, the series terminates and the function
f
( −n
c
;x
)
=
n∑
k=0
f (k)(0)
k!
(−n)k
(c)k
xk,
is a polynomial in x.
• Taylor series f (x) around x and f
(
a
c
;x
)
converges in the same disk.
• We will write iterative application of hypergeometrization in a more compact way:
f
(
a b
c d
∣∣∣∣ x
)
:= f
(
a
c
∣∣∣∣ bd
∣∣∣∣ x
)
,
and so on.
• Hypergeometrization can undo itself, i.e.
f
(
a
c
c
a
∣∣∣∣x
)
= f(x).
• The resulting function does not depend on the order of operation:
f
(
a
c
b
d
∣∣∣∣ x
)
= f
(
b
c
a
d
∣∣∣∣ x
)
= f
(
a
d
b
c
∣∣∣∣x
)
= f
(
b
d
a
c
∣∣∣∣ x
)
.
• From the property of Pochhammer symbol:
(a)2k =
(a
2
)
k
(
a+ 1
2
)
k
4k,
we can see that for f(x) = g(x2), it holds
(2.1) f
(
a
c
∣∣∣∣x
)
= g
(
a
2
a+1
2
c
2
c+1
2
∣∣∣∣ x2
)
.
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• Generally, for n ∈ N it holds
(a)nk =
(a
n
)
k
(
a+ 1
n
)
k
· · ·
(
a+ n− 1
n
)
k
nnk,
and thus for f(x) = g(xn) we have
f
(
a
c
∣∣∣∣ x
)
= g0
(
a
n
a+1
n
. . . a+n−1
n
c
n
c+1
n
. . . c+n−1
n
∣∣∣∣ xn
)
.
We can represent many special functions as a hypergeometrization of elementary functions:
Confluent hypergeometric function from f(x) := ex:
f
(
a
c
∣∣∣∣x
)
=: 1F1
(
a
c
;x
)
.(2.2)
Gauss’s hypergeometric function from f(x) := (1− x)−b:
f
(
a
c
∣∣∣∣x
)
=: 2F1
(
a b
c
;x
)
.(2.3)
Bessel function of the first kind from f(x) := cos(2
√
x) =
∞∑
k=0
(−4x)k
(2k)! :
f
(
1
2
c
∣∣∣∣x
)
=: 0F1
( −
c
;−x
)
= Γ(c)x
1−c
2 Jc−1(2
√
x).(2.4)
Generelized hyp. function from f(x) := 13
(
e3
3
√
x + 2e−
3
2
3
√
x cos
(√
33
2
3
√
x
))
=
∞∑
k=0
33kxk
(3k)! :
f
(
1
3
2
3
c d
∣∣∣∣x
)
=: 0F2
( −
c d
;x
)
.(2.5)
In fact, any generalized hypergeometric function pFq for p ≤ q+1 can be constructed this way. Since the
hypergeometrization does not change the region of convergence, we can see at once from this construction
that the series q+1Fq converges in the unit disk (since those functions originated from (1− x)−b) and the
rest pFq (p ≤ q) converges everywhere since they are constructed from entire functions like ex, cosh(2
√
x)
etc.
Similarly, we can represent some multi-variable hypergeometic function like Appell’s function:
Appell’s F1 function from f(t) := (1− xt)−b1(1− yt)−b2 :
f
(
a
c
∣∣∣∣ t
)
=: F1
(
a
c
;
b1 b2
− ;xt, yt
)
=
∞∑
j,k=0
(a)j+k
(c)j+k
(b1)j(b2)k
j!k!
tj+kxjyk.(2.6)
Appell’s F2 function from f(x) := gx
(
b2
c2
∣∣∣∣ y
)
, gx(y) := (1− x− y)−a:
f
(
b1
c1
∣∣∣∣x
)
:= F2
(
a
− ;
b1
c1
b2
c2
;x, y
)
=
∞∑
j,k=0
(a)j+k
j!k!
(b1)j(b2)k
(c1)j(c2)k
xjyk.(2.7)
And so on.
Once again, we can retrieve the information about the regions of convergence for Appell’s series from
their elementary origins. Since the hypergeometrization does not change the radius of convergence, we
can deduce from the fact that
(1 − x)−b1(1− y)−b2 =
∞∑
j,k=0
(b1)j(b2)k
j!k!
xjyk <∞ ⇐ |x| < 1, |y| < 1,
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that the same is true for F1 function.
A similar argument lead us to the conclusion that the series for F2 converges in the region |x+ y| < 1.
This trick is, essentially, Horn’s principle in reverse. (Horn’s principle states that the region of con-
vergence of any hypergeometric function does not depend on the specific values of parameters – safe for
some exceptional pathological values, like negative integers and so on.)
For what follows, we are going to define the function F˜1 which is not a member of Appell’s family not
even appears on Horn’s list but it can be thought of as a generalization of F1 function:
DEFINITION 2. Let
f(t) := 2F1
(
a1 a2
c
;xt
)
(1− yt)−b.
Then
(2.8)
f
(
α1 α2
γ1 γ2
∣∣∣∣ t
)
=: F˜1
(
α1 α2
γ1 γ2
;
a1 a2
c
b
− ; tx, ty
)
=
∞∑
j,k=0
(α1)j+k(α2)j+k
(γ1)j+k(γ2)j+k
(a1)j(a2)j
(c)jj!
(b)k
k!
tj+kxjyk.
Since the Taylor series f(t) from above converges for |xt| < 1, |yt| < 1 the same can be said about F˜1.
Later we are going to show that the integral Iα can be written in terms of F˜1.
2.1. Properties. Hypergeometrization appears naturally in multiple settings. It can used to described
the remainder of a function in Taylor expansion:
PROPOSITION 7.
(2.9) f(x) =
n−1∑
k=0
f (k)(t)
xk
k!
+
xn
n!
f (n)
(
1
n+ 1
∣∣∣∣ x
)
.
It can be used to handle differentiation
PROPOSITION 8.
∂xx
βf (xα) = βxβ−1f
(
1 + β
α
β
α
∣∣∣∣xα
)
, β 6= 0,
and for α = 1 even repeated differentiation:
PROPOSITION 9.
∂nx
n!
xβf (x) =
(
β
n
)
xβ−nf
(
1 + β
1 + β − n
∣∣∣∣ x
)
.
We can also represent the result of various definite integrals. First:
PROPOSITION 10. For Re(c) > Re(a) > 0 it holds
1∫
0
sa−1(1− s)c−a−1f(sx)ds = Γ(c− a)Γ(a)
Γ(c)
f
(
a
c
∣∣∣∣x
)
.
And second:
PROPOSITION 11. For Re(a) > 0,Re(c) > 0,Re(α) > 0, it holds
1∫
0
sa−1(1 − sα)c−1f (xsα(1 − sα)) ds = Γ
(
a
α
)
Γ(c)
αΓ
(
c+ a
α
)f ( aαc
2 +
a
2α
c
1+c
2 +
a
2α
∣∣∣∣ x4
)
.
All of these facts are easy to derive.
But most importantly for our goal, it can be used to describe antiderivatives as shown in Proposition
1, which we are going to prove.
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Proof. Proposition follows from the fact that
∫
xα+βkdx =
xα+βk+1
α+ βk + 1
=
xα+1
α+ 1
(
α+1
β
)
k(
1 + α+1
β
)
k
xβk + c, k = 0, 1, 2, . . .

Thus, to compute the indefinite integral (1.1) is equivalent to adding two Pochhammer symbols into
the Taylor series expansion of f , one in the numerator and one in the denominator. These two symbols
in addition differs by one.
In the rest of the paper we are going to explore how this is in any way helpful in various special cases
of f .
REMARK 2. The concept of hypergeometrization was introduced by the present author in [5]. It can
be also understand as a Hadamard product (or convolution)
f
(
a
c
∣∣∣∣ x
)
= 2F1
(
a 1
c
;x
)
⋆ f(x),
where the Hadamard product of the two formal power series g(x) =
∑
k≥0 gkx
k, h(x) =
∑
k≥0 hkx
k is
defined
g(x) ⋆ h(x) :=
∞∑
k=0
gkhkx
k.
Before [5], a linear operator which brings a function to its Hadamard product with some hypergeometric
function (i.e. to its hypergeometrization) appeared also in [8] and elsewhere. But hypergeometrization is
a special case of Hadamard product, and has many properties the general Hadamard product does not
posses.
3. Generalized hypergeometric functions
The easiest case is when the Taylor series of f contains nothing but Pochhammer symbols – these
functions are called “generalized hypergeometric function” pFq defined for p ≤ q+1 by the infinite series:
(3.1) pFq
(
a1 . . . ap
c1 . . . cq
;x
)
:=
∞∑
k=0
(a1)k · · · (ap)k
(c1)k · · · (cq)k
xk
k!
, 1− ci 6∈ N, ∀i.
For this family of function Proposition 1 (with f = pFq) can be written in the following form:
COROLLARY 1. For p ≤ q + 1, α 6= −1, β 6= 0, −α+1
β
6∈ N it holds:∫
xαpFq
(
a1 . . . ap
c1 . . . cq
; γxβ
)
dx =
xα+1
α+ 1
p+1Fq+1
(
a1 . . . ap
α+1
β
c1 . . . cq 1 +
α+1
β
; γxβ
)
+ c.
In other words, one cannot escape hypergeometric functions making antiderivatives. This is very
convenient since the sort of trouble we encounter with the logarithmic integrals cannot happened now.
Many elementary functions are actually special cases of hypergeometric function, the most simple
examples (by number of parameters) are
0F0
( −
− ;x
)
= ex,
1F0
(
a
− ;x
)
= (1− x)−a,
0F1
( −
1
2
;−x
2
4
)
= cosx,
0F1
( −
3
2
;−x
2
4
)
=
sinx
x
,
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1F2
(
1
2 32
;−x2
)
=
(
sinx
x
)2
,
2F1
(
a 1− a
1
2
;−z2
)
=
(√
1 + z2 + z
)2a−1
+
(√
1 + z2 − z)2a−1
2
√
1 + z2
,
2F1
(
1
2 − s 1− s
3
2
;−t2
)
=
sin (2s arctan(t))
2st
(1 + t2)s,
and the list goes on and on (see [25]). In fact, sheer size of this list makes it difficult to just memorize it.
Luckily, great number of other elementary function can be converted into its hypergeometric form using
Corollary 1!
For example, since sinx =
∫
cosxdx we have
sinx =
∫
cosxdx =
∫
0F1
( −
1
2
;−x2
)
dx = x1F2
(
1
2
1
2
3
2
;−x2
)
= x0F1
( −
3
2
;−x2
)
.
Similarly∫
exdx = x1F1
(
1
2
;x
)
⇒ e
x − 1
x
= 1F1
(
1
2
;x
)
.∫
1
1− xdx =
∫
1F0
(
1
− ;x
)
dx = x2F1
(
1 1
2
;x
)
⇒ ln 1
1− x = x2F1
(
1 1
2
;x
)
.∫
1
1 + x2
dx =
∫
1F0
(
1
− ;−x
2
)
dx = x2F1
(
1 12
3
2
;−x2
)
⇒ arctan(x) = x2F1
(
1 12
3
2
;−x2
)
.∫
1√
1− x2 dx =
∫
1F0
(
1
2
− ;x
2
)
dx = x2F1
(
1
2
1
2
3
2
;x2
)
⇒ arcsin(x) = x2F1
(
1
2
1
2
3
2
;x2
)
.
Using the notation of hypergeometric functions might seem cumbersome and even inelegant at the
first glance, but its added benefit is that much more information about the function is readily available.
For example the notation
x2F1
(
1 12
3
2
;−x2
)
,
tells us that we are looking at an odd function and also gives us the exact prescription for the n-term of
its Taylor series. While the symbol
arctan(x),
points us only to the fact that this happens to be an inverse of something (specifically, tan(x) function).
Another benefit is that we can describe antiderivatives, which are impossible to write using elementary
functions only. In fact, many famous special functions can be written in terms of hypergeometric function.
For instance:
Error function:∫
ex
2
dx = x1F1
(
1
2
3
2
;x2
)
⇒ erf(x) = 2√
π
1F1
(
1
2
3
2
;x2
)
.
Sine integral:∫
sinx
x
dx =
∫
0F1
( −
3
2
;−x
2
4
)
dx = x1F2
(
1
2
3
2
3
2
;−x
2
4
)
⇒ Si(x) = x1F2
(
1
2
3
2
3
2
;−x
2
4
)
.
Inverse tangent integral:∫
arctanx
x
dx =
∫
2F1
(
1 12
3
2
;−x2
)
dx = x3F2
(
1 12
1
2
3
2
3
2
;−x2
)
⇒ Ti(x) = x1F2
(
1
2
3
2
3
2
;−x
2
4
)
.
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To list a few.
Hypergeometric functions can be also used to express solution to a “trinomial” equation:
αxn + x = a,
as
(3.2) x = anFn−1
(
1
n
. . . n−1
n
1
2
n−1
3
n−1 . . .
n+1
n−1
;− αn
nan−1
(n− 1)n−1
)
.
And even some number-theoretical function:
(3.3) ζ(k) = k+1Fk
(
1 1 . . . 1 1
2 2 . . . 2
; 1
)
, η(k) = k+1Fk
(
1 1 . . . 1 1
2 2 . . . 2
;−1
)
.
3.1. Value at x = 0. Since it is possible to represent many antiderivatives in terms of hypergeometric
function using Corollary 1, we can compute definite integrals “freshmen style”, i.e. using Fundamental
theorem of calculus.
For this we will need to known the values of hypergeometric functions at specific points. The amazing
thing is that many of these values are, indeed, known and there are quite general formulas valid for
(almost) arbitrary parameters in some cases.
The most trivial case is x = 0. For this we have
(3.4) pFq
(
a1 . . . ap
c1 . . . cq
; 0
)
= 1.
A fact that follows immediately from the definition of pFq for p+ 1 ≤ q.
3.2. Value at x = −∞. The next easiest value to understand is at x = −∞. There might be no value as
such and the asymptotic behavior is, generally, quite complicated but it can be simplified to a remarkable
degree for the purposes of integration, as follows:
LEMMA 1. Assuming aj − ak 6∈ Z ∀j, k, j 6= k, 1− aj 6∈ N, ∀j provided p ≤ q + 1 it holds:
(3.5) (−x)αpFq
(
a1 . . . ap
c1 . . . cq
;x
)
−→
p∏
i = 1
ai 6= α
Γ(ai − α)
Γ(ai)
q∏
j=1
Γ(cj)
Γ(cj − α) , (x→ −∞),
if and only if p ≥ q − 1 and
for p > q − 1 α = min(a1, . . . , ap),
or
for p = q − 1 α = min(a1, . . . , ap) < σ − 1
2
, σ :=
∑
j
cj −
∑
i
ai.
Proof. The proof is break down into multiple cases.
Case: p = q + 1. Define a standard term STa(x) associated to the upper parameter a as follows:
STa(x) :=
p−1∏
j=1
Γ(aj − a)
Γ(aj)
q∏
i=1
Γ(ci)
Γ(ci − a) (−x)
−a
q+1Fp−1
(
a 1− c1 + a . . . 1− cq + a
1− a1 + a . . . 1− ap−1 + a ; (−1)
p+1−q 1
x
)
.
The asymptotic behavior for a large argument ofq+1Fq is govern by standard terms only. Specifically it
holds:
For |arg(−x)| < π we have
q+1Fq
(
a1 . . . aq+1
c1 . . . cq
;x
)
=
q+1∑
j=1
STaj(x).(3.6)
See [23, 16.11.6]. Since the principal behavior of any standard term STa(x) is polynomial growth
STa(x) ∝ (−x)−a, (x→ −∞),
12 PETR BLASCHKE
the dominant behavior would arrive from the lowest upper parameter. Hence, we arrive at the result.
Case: p = q. Asymptotic behavior of qFq is no longer govern by standard terms only, there is in
addition an “exponential term”:
For |arg(−x)| < π we have
qFq
(
a1 . . . aq
c1 . . . cq
;x
)
∼
q∑
j=1
STaj (x) +
Γ(c1) · · ·Γ(cq)
Γ(a1) · · ·Γ(aq)e
xx−σ, (|x| → ∞).(3.7)
See [23, 16.11.7]. Since the exponential term is negligible as x→ −∞, the result follows as well.
Case: p = q−1. In this case we have two exponential terms, one for every square root of the argument:
q−1Fq
(
a1 . . . aq−1
c1 . . . cq
;−x
2
4
)
∼
q−1∑
j=1
STaj
(
−x
2
4
)
(3.8)
+ γeix
(
ix
2
) 1
2
−σ
(3.9)
+ γe−ix
(
− ix
2
) 1
2
−σ
, (x→∞),(3.10)
where γ is some real constant depending on the parameters. See [23, 16.11.8].
In this case the exponential terms behaves only polynomially (because of imaginary unit present in
the exponentials). Hence to ensure the dominance of the standard term associated to the least upper
parameter, it is further necessary to make sure that this minimum parameter a is strictly lower than
σ − 12 .
Case: p < q−1. In this case there are so many exponential terms (one for every q+1−p-th root of the
argument) that it is impossible for pFq to growth only polynomially (see [23, 16.11.9]). One exponential
is always dominant as x→ −∞. Thus the limit (3.5) cannot exists. 
The case when one of the upper parameters is a non-positive integer is even simpler:
LEMMA 2. Assuming n+ 1 ∈ N, aj − ak 6∈ Z ∀j, k, j 6= k, 1− aj 6∈ N, ∀j provided p ≤ q + 1 it holds:
(3.11) (−x)−npFq
( −n a2 . . . ap
c1 . . . cq
;x
)
−→
p∏
i=2
(ai)n
q∏
j=1
1
(cj)n
, (x→ −∞).
Proof. The pFq function is in fact a polynomial, which is actually equal to its standard term associated
with −n parameter:
pFq
( −n a2 . . . ap
c1 . . . cq
;x
)
= ST−n(x).
See [22, 16.2.3] 
EXAMPLE 1. As we saw the arctan(x) function can be described using hypergeometric functions as∫
1
1 + x2
dx =
∫
1F0
(
1
− ;−x
2
)
dx
(1.1)
= x2F1
(
1 12
3
2
;−x2
)
.
By (3.4) we thus have arctan(0) = 0 and since the smallest upper parameter equals to 12 we have
∞∫
0
1
1 + x2
dx =
[
x2F1
(
1 12
3
2
;−x2
)]∞
0
(3.5),(3.4)
=
Γ(32 )Γ(
1
2 )
Γ(1)Γ(1)
− 0 = 1
2
Γ2
(
1
2
)
.
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Since we also know that arctan(∞) = π2 from the fact that it is an inverse of tan(x), we can conclude
that
Γ2
(
1
2
)
= π.
This is a much easier proof of this very well known value of Gamma function than the standard one
computing
∞∫
−∞
ex
2
=
√
π,
using multi-variable calculus! ⋆
EXAMPLE 2. Similarly we can compute
∞∫
0
1
1 + x3
dx =
∞∫
0
1F0
(
1
− ;−x
3
)
dx
(1.1)
=
[
x2F1
(
1 13
4
3
;−x3
)]∞
0
(3.5)
=
Γ(23 )Γ(
4
3 )
Γ(1)Γ(1)
=
Γ
(
2
3
)
Γ
(
1
3
)
3
=
π
3 sin π3
=
2π
3
√
3
.
⋆
EXAMPLE 3. Since we can represent solutions of the trinomial equation by (3.2), we can even solve
problems of the following type:
∞∫
0
y
x
7
5
dx, αy5 + y = x.
Since by (3.2)
y = x4F3
(
1
5
2
5
3
5
4
5
2
4
3
4
5
4
;−α5
5
44
x4
)
,
we have
∞∫
0
y
x
7
5
dx =
∞∫
0
x−
2
5 4F3
(
1
5
2
5
3
5
4
5
2
4
3
4
5
4
;−α5
5
44
x4
)
dx =
[
5x
3
5
3
5F4
(
3
20
1
5
2
5
3
5
4
5
23
20
2
4
3
4
5
4
;−α5
5
44
x4
)]∞
0
(3.5)
=
5
3
(
α
55
44
)− 3
20 Γ( 120 )Γ(
5
20 )Γ(
9
20 )Γ(
13
20 )Γ(
2
4 )Γ(
3
4 )Γ(
5
4 )Γ(
23
20 )
Γ(15 )Γ(
2
5 )Γ(
3
5 )Γ(
4
5 )Γ(
7
20 )Γ(
13
20 )Γ(
22
20 )
= α−
3
20
Γ( 320 )Γ(
1
4 )
4Γ(75 )
.
Generally:
∞∫
0
xβydx = α−
β+2
4
Γ(β+24 )Γ(− 54β − 32 )
4Γ(−β) , −2 < β < −
6
5
.
The constrains on beta stems from the fact that β + 2 (the added parameter from integration) must be
the positive and smallest upper parameter in order the limit in 3.5 to exists. ⋆
EXAMPLE 4. We are now ready to prove the identity
∞∫
0
√√
1 + x− 1
x
11
8
dx =
4Γ2
(
1
4
)
3
√
2−√2√π
.
The hardest step with our method is always to represent the integrand as a hypergeometric function (if
it is possible). Here (as we can see) it does not appear to be at all obvious how to proceed. Especially,
the nested roots are seemingly hard to handle.
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The function under the outer root sign can be represented quite easily:
√
1 + x− 1 = 1
2
x∫
0
1√
t+ 1
dt =
1
2
x∫
0
1F0
(
1
2
− ;−t
)
dt
(1.1)
=
1
2
x2F1
(
1
2 1
2
;−x
)
.
So now we just take square root of this hypergeometric function. Now hypergeometric functions are not
in general closed under multiplication, the one exception being:
1F0
(
a
− ;x
)
1F0
(
b
− ;x
)
= 1F0
(
a+ b
− ;x
)
,
1F0
(
a
− ;x
)
1F0
(
a
− ;−x
)
= 1F0
(
a
− ;x
2
)
.
For other cases, only for specific values of parameters can be multiplication of two hyp. functions
represented by another hyp. function. Fortunately, that is our case since there is a famous formula
(3.12) 2F
2
1
(
a b
a+ b+ 12
;x
)
= 3F2
(
2a a+ b 2b
a+ b+ 12 2a+ 2b
;x
)
.
From this we can see that for a = 14 , b =
3
4 it holds
2F
2
1
(
1
4
3
4
3
2
;x
)
= 3F2
(
1
2 1
3
2
3
2 2
;x
)
= 2F1
(
1
2 1
3
2
;x
)
.
Thus
(3.13)
√√
1 + x− 1
x
=
1√
2
2F1
(
1
4
3
4
3
2
;−x
)
,
and hence
∞∫
0
√√
1 + x− 1
x
11
8
dx =
∞∫
0
x−
7
8
1√
2
2F1
(
1
4
3
4
3
2
;−x
)
dx
(1.1)
=
[
8√
2
x
1
8 3F2
(
1
4
3
4
1
8
3
2
9
8
;−x
)]∞
0
(3.5)
=
8√
2
Γ(18 )Γ(
5
8 )Γ(
9
8 )Γ(
3
2 )
Γ(14 )Γ(
3
4 )Γ(1)Γ(
11
8 )
= · · · = 4Γ
2
(
1
4
)
3
√
2−√2√π
,
where in the dots, various well-known identities valid for the Gamma function must be used to obtain
the result. (Specifically: formula for the double argument, reflection formula and Γ(x+ 1) = xΓ(x).) ⋆
EXAMPLE 5. Of course, armed with the representation (3.13) one can easily produce general identity
∞∫
0
xα−1
√√
1 + x− 1dx =
√
2
π
Γ(2α)Γ
(
−1
2
− 2α
)
sin(πα), −1
2
< α < −1
4
.
⋆
EXAMPLE 6. The representation (3.13) can be also seen as a consequence of the identity
2F1
(
a b
a+ b+ 12
;x
)
= 2F1
(
2a 2b
a+ b+ 12
;
1−√1− x
2
)
.
From this we can see that (3.13) is, in fact, a special case of a general formula
(3.14)
(√
1 + x− 1
x
)β
= 2−β2F1
(
β
2
β+1
2
β + 1
;−x
)
.
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Thus we can compute
∞∫
0
xα−1
(√
1 + x− 1)β dx = βΓ(−β − 2α)Γ(α+ β)22α+β
Γ(1− α) , −β < α < −
β
2
.
⋆
EXAMPLE 7. As a final touch we can represent many seemingly different function by the same hyper-
geometric function just noticing that
(√
1 + x− 1
x
)β
=
((√
1 + x− 1)n
xn
) β
n
,
for n ∈ N. Setting n = 4 we obtain the final result (1.2):
∞∫
0
8
√
x2 + 8x+ 8− 4(2 + x)√1 + x
x11
dx =
4Γ2
(
1
4
)
3
√
2−√2√π
.
⋆
3.3. Summation formulas. Since the operation of taking the antiderivative is invariant in the gen-
eralized hypergeometric function family, the task of evaluating definite integrals of functions from this
family is effectively reduced to applying one of the many known “summation formulas”, i.e. values of
hypergeometric functions at specific points (besides 0 and −∞).
Out of these, the most famous is Gauss’s summation formula:
(3.15) 2F1
(
a b
c
; 1
)
=
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) , c > a+ b,
which is (to the authors knowledge) the only one for which the number of “free” parameters is maximal.
Formulas for other arguments than x = 1 are usually derived using some transform that bring a desired
point to x = 1. For example, from the identity
2F1
(
a b
1 + a− b ;x
)
= (1− x)−a2F1
(
a
2
1+a
2 − b
1 + a− b ;−
4x
(1− x)2
)
,
one can obtain putting x = −1 and using (3.15):
(3.16) 2F1
(
a b
1 + a− b ;−1
)
= 2−a
Γ(1 + a− b)Γ(12 )
Γ
(
1 + a2 − b
)
Γ(1+a2 − b)
.
Applying the Pfaff transform:
(3.17) 2F1
(
a b
c
;x
)
= (1− x)−b2F1
(
c− a b
c
;
x
x− 1
)
,
on the left hand side we can obtain a summation formula for x = 12 :
(3.18) 2F1
(
a 1 + a− 2b
1 + a− b ;
1
2
)
=
Γ(1 + a− b)Γ(12 )
Γ
(
1 + a2 − b
)
Γ(1+a2 − b)
.
And so on.
The cost of this procedure is usually one (or more) free parameter.
Actually, since the Pfaff transform changes the argument from x = 1 to −∞, Gauss’s summation
formula (3.15) itself, can be derived this way. The argument is as follows: Assuming a < c−b, c−b−a 6∈ Z
it holds as x→ −∞:
(−x)a(1− x)−a2F1
(
a b
c
;
x
x− 1
)
(3.17)
= (−x)a2F1
(
a c− b
c
;x
)
,
↓ ⇓ ↓ (3.5)
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2F1
(
a b
c
; 1
)
=
Γ(c)Γ(c− b− a)
Γ(c− a)Γ(c− b) .
The case c− b− a ∈ Z can be dealt with using a simple limit argument.
Hence, we can think of the value at −∞ (3.5) as the fundamental value of a hypergeometric function,
from which other values are derived.
Summation formulas are extremely important in many application, especially if its values can be
written in terms of Gamma function as was the case in the shown examples.
For instance, if the product of two hypergeometric functions can be written once again as a hypergeo-
metric function, is closely related to a (terminating) summation formula. Take the product we encounter
before (3.12):
2F
2
1
(
a b
a+ b+ 12
;x
)
= 3F2
(
2a a+ b 2b
a+ b+ 12 2a+ 2b
;x
)
.
Rearranging the double sum on the left hand side by j → j − k,
(LHS) =
∞∑
j,k=0
(a)k(b)k
(a+ b + 12 )kk!
(a)j(b)j
(a+ b+ 12 )jj!
xk+j =
∞∑
j=0
(a)j−k(b)j−k
(a+ b+ 12 )j−k(j − k)!
xj
(a)k(b)k
(a+ b + 12 )kk!
,
using the facts
(a)j−k =
(a)j(−1)k
(1− a− j)km
1
(j − k)! =
(−j)k(−1)k
j!
,
we obtain
=
∞∑
j=0
(a)j(b)j
(a+ b+ 12 )j(j)!
xj
∞∑
k=0
(a)k(b)k(−j)k(12 − a− b− j)k
(a+ b+ 12 )k(1− a− j)k(1 − b− j)kk!
=
∞∑
j=0
(a)j(b)j
(a+ b+ 12 )j(j)!
xj4F3
( −j a b 12 − a− b− j
1− a− j 1− b− j a+ b+ 12
; 1
)
.
Comparing with the like powers of x on the right hand side of (3.12) we discover terminating version of
(essentially) Rogers-Dougall very well posed sum [24, 16.4.9]:
4F3
( −j a b 12 − a− b− j
1− a− j 1− b− j a+ b+ 12
; 1
)
=
(2a)j(a+ b)j(2b)k
(2a+ 2b)j(a)j(b)j
.
Similarly from the fact that
(1− x)−a(1− x)−b = (1− x)−a−b,
we can retrieve the terminating version of the Gauss’s summation formula (3.15) and from
(1 − x)−a(1 + x)−a = (1− x2)−a,
the terminating version of (3.16).
Reversing the logic, the consequence of (3.15) is the formula
0F1
( −
a
;x
)
0F1
( −
b
;x
)
= 2F3
(
b+a−1
2
b+a
2
a b b+ a− 1 ; 4x
)
.
Summation formulas are also of use in number theory since many interesting numbers can be written
as a values of hypergeometric functions. For instance
ζ(3) = 4F3
(
1 1 1 1
2 2 2
; 1
)
, Apéry’s constant.(3.19)
L1 :=
Γ2(14 )√
π
= 4
√
22F1
(
1
2
1
4
5
4
; 1
)
, Lemniscate constant.(3.20)
G = 3F2
(
1
2
1
2 1
3
2
3
2
;−1
)
, Catalan’s constant.(3.21)
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eπ = 2F1
(
i − i
1
2
; 1
)
+ 22F1
(
1
2 + i
1
2 − i
3
2
; 1
)
, Gelfond’s constant.(3.22)
In the next section we will show how this representation can be used.
For these applications (and many more) summation formulas were extensively studied by many people
([7],[16],[2],[12] to mentioned a few) and it remained an open topic even to this day. The point of this paper
is that we can use this vast knowledge acquired in centuries also to evaluate (some) definite integrals.
And vice versa:
EXAMPLE 8. The value
(3.23) 3F2
(
2 34
5
4
7
4
9
4
;−1
3
)
,
is unlikely to be a special case of some known summation formula, for there is no transform for 3F2 that
brings the point x = − 13 to x = 1. (There is one for 2F1 with 1 free parameter.)
We can nonetheless compute this value noticing that both lower parameters differ form upper ones by
1. Hence it can be represented as an iterated integral:
x5
5 · 3 3F2
(
2 34
5
4
7
4
9
4
;−x4
)
=
∫
x42F1
(
2 34
7
4
;−x4
)
dx =
∫
x
∫
x2
(1 + x4)2
dxdx,
where in each step the antiderivative is chosen so that its value at x = 0 is zero.
Since∫
x
∫
x2
(1 + x4)2
dxdx =
∫
x
(
1
4
x3
(1 + x4)
+
√
2
16
arctan
x
√
2
1− x2 +
√
2
32
ln
x2 −√2x+ 1
x2 + x
√
2 + 1
)
dx
(3.24) =
x
8
+
√
2
32
(x2 − 1)arctan x
√
2
1− x2 +
√
2
64
(x2 + 1) ln
x2 − x√2 + 1
x2 + x
√
2 + 1
,
the value of (3.23) is the above expression divided by x
5
15 and evaluated at x = 1/
4
√
3. It is moreover easy
to see that the result is a transcendental number by Baker’s Theorem [4]. ⋆
4. Hypergeometric function with differentiated parameters
The hardest step in our method is, for a given function, to find a suitable representation as a hyper-
geometric function. This si often impossible to do.
For example, the function
arcsin3x,
probably cannot be expressed as a single variable hypergeometric function. The first power can be, of
course:
arcsinx = x2F1
(
1
2
1
2
3
2
;x2
)
,
and since (3.12) we have also a formula for the second power
arcsin2x = x23F2
(
1 1 1
2 32
;x2
)
,
but a similar representation for the third power is unlikely to exists.
Still, we can express it as a hypergeometric function which is differentiated with respect to its param-
eters like so:
arcsin3x = −3
2
[
ǫ2
]
x2F1
(
1
2 − ǫ 12 + ǫ
3
2
;x2
)
,
We can also represent the second power:
arcsin2x =
1
2
[
ǫ2
]
2F1
(
ǫ ǫ
1
2
;x2
)
.
In fact, here is a short list of a examples we are able to represent this way:
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PROPOSITION 12.
ln
1
1− x = [ǫ] 1F0
(
ǫ
− ;x
)
,(4.1)
(1 − x)−a lnk 1
1− x =
[
ǫk
]
1F0
(
a+ ǫ
− ;x
)
,(4.2)
lnk
(
1 +
√
1− x
2
)
=
k!
(−2)k
[
ǫk
]
2F1
(
ǫ 12 + ǫ
1 + 2ǫ
;x
)
,(4.3)
arcsin2kx =
(2k)!
(−4)k
[
ǫ2k
]
2F1
( −ǫ ǫ
1
2
;x2
)
,(4.4)
arcsin2k+1x =
(2k + 1)!
(−4)k
[
ǫ2k
]
x2F1
(
1
2 + ǫ
1
2 − ǫ
3
2
;x2
)
,(4.5)
∞∑
k=1
Hk
xk
k!
= [ǫ] 1F1
(
1
1− ǫ ;x
)
, Hk :=
k∑
j=1
1
j
,(4.6)
Lin (x) = [ǫ
n] nFn−1
(
ǫ . . . ǫ
1 . . . 1
;x
)
, Lin (x) :=
∞∑
k=1
xk
kn
.(4.7)
Proof. The first two formulas are obvious.
The third stems from (3.14):
2F1
(
ǫ 12 + ǫ
1 + 2ǫ
;x
)
=
(
1 +
√
1− x
2
)−2ǫ
.
The next two are the result of known identities:
2F1
( −ǫ ǫ
1
2
; sin2 z
)
= cos(2ǫz),
2F1
(
1
2 + ǫ
1
2 − ǫ
3
2
; sin2 z
)
=
sin(2ǫz)
2ǫ sin z
,
see [25, 15.4.12,15.4.16].
The next to the last formula is due to the representation of harmonic numbers Hk:
Hk :=
k∑
j=1
1
j
= ψ(k + 1)− ψ(1) = [ǫ] Γ(k + 1)Γ(1− ǫ)
Γ(k + 1− ǫ) = [ǫ]
k!
(1− ǫ)k .
And, finally, the last formula can be easily verified directly expanding the right hand side by (2.9) and
noting that
Lin (x) = x n+1Fn
(
1 . . . 1
2 . . . 2
;x
)
.

We are going to demonstrate usefulness of such representations on number of examples.
EXAMPLE 9. First we prove that
1∫
0
(
arcsinx
x
)3
dx =
3
4
π
1∫
0
(
2 arctanhx− 1
x
ln
1
1− x2
)
dx =
3
2
π ln 2− π
3
16
.
Note that the equality of two integrals does not stems from any conceivable change of variable.
1∫
0
(
arcsinx
x
)3
dx = −3
2
[
ǫ2
] 1∫
0
x−22F1
(
1
2 − ǫ 12 + ǫ
3
2
;x2
)
dx
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(1.1)
=
3
2
[[
ǫ2
] 1
x
3F2
(
1
2 − ǫ 12 + ǫ − 12
3
2
1
2
;x2
)]1
0
=
3
2
[
ǫ2
]
3F2
(
1
2 − ǫ 12 + ǫ − 12
3
2
1
2
; 1
)
.(4.8)
The value at the lower integration bound x = 0 is, indeed, zero since[
ǫ2
]
3F2
(
1
2 − ǫ 12 + ǫ − 12
3
2
1
2
;x2
)
(2.9)
= −x2 2
3
[
ǫ2
] (1
4
− ǫ2
)
4F3
(
3
2 − ǫ 32 + ǫ 12 1
5
2
3
2 2
;x2
)
.
Next we apply the formula [24, 16.4.11]:
3F2
(
a1 a2 a3
c1 c2
; 1
)
=
Γ(c2)Γ (σ)
Γ (σ + a3) Γ(c2 − a3)3F2
(
a3 c1 − a1 c1 − a2
c1 σ + a3
; 1
)
,
where σ := c1 + c2 − a1 − a2 − a3 is the parameter excess, to get
3F2
(
1
2 − ǫ 12 + ǫ − 12
3
2
1
2
; 1
)
=
π
4
3F2
(
ǫ − ǫ − 12
1
2 1
; 1
)
(2.9)
=
π
4
(
1 + ǫ24F3
(
ǫ+ 1 1− ǫ 12 1
3
2 2 2
; 1
))
,
thus (4.8) is
(4.8) =
3π
8
4F3
(
1 1 12 1
3
2 2 2
; 1
)
(1.1)
=
3π
4
1∫
0
x3F2
(
1 1 12
2 32
;x2
)
dx
(1.1)
=
3π
4
1∫
0
∫
2F1
(
1 1
2
;x2
)
dxdx
=
3π
4
1∫
0
∫
1
x2
ln
1
1− x2 dxdx =
3π
4
1∫
0
((
1− 1
x
)
ln
1
1− x −
(
1 +
1
x
)
ln
1
1 + x
)
dx
=
3π
4
1∫
0
(
−2F1
(
1 1
2
;x
)
+ 2F1
(
1 1
2
;−x
)
+ 2 ln 2
)
dx
(1.1)
=
3π
4
(
−2F1
(
1 1 1
2 2
; 1
)
+ 2F1
(
1 1 1
2 2
;−1
)
+ 2 ln 2
)
(3.3)
=
3π
4
(1− ζ(2) + 2 ln 2− 1 + η(2)) .
The result now stems from the known values of ζ(2) = π
2
6 and η(2) =
π2
12 which we are just going to
derive. ⋆
EXAMPLE 10. The value of zeta function ζ(2) can be computed using the representation[
ǫ2
]
2F1
(
ǫ − ǫ
1
; 1
)
(2.9)
=
[
ǫ2
] (
1− ǫ23F2
(
ǫ+ 1 1− ǫ 1
2 2
; 1
))
= −3F2
(
1 1 1
2 2
; 1
)
.
But [
ǫ2
]
2F1
(
ǫ − ǫ
1
; 1
)
(3.15)
=
[
ǫ2
] Γ(1)Γ(1)
Γ(1− ǫ)Γ(1 + ǫ) =
[
ǫ2
] sinπǫ
πǫ
= −π
2
6
.
⋆
EXAMPLE 11. The value of η(2) can be derived number of ways. We are going to use the fact that
the odd and even part of a hypergeometric function can be written in terms of hypergeometric functions,
specifically:
pFq
(
a1 . . . ap
c1 . . . cq
;x
)
= 2pF2q+1
(
a1
2
a1+1
2 . . .
ap
2
ap+1
2
c1
2
c1+1
2 . . .
cq
2
cq+1
2
1
2
; 4p−q−1x2
)
(4.9)
+
a1 · · · ap
c1 · · · cq x 2pF2q+1
(
a1+1
2
a1+2
2 . . .
ap+1
2
ap+2
2
c1+1
2
c1+2
2 . . .
cq+1
2
cq+2
2
3
2
; 4p−q−1x2
)
.
Applying on ζ(2) we get
3F2
(
1 1 1
2 2
; 1
)
= 3F2
(
1 12
1
2
3
2
3
2
; 1
)
+
1
4
3F2
(
1 1 1
2 2
; 1
)
,
20 PETR BLASCHKE
discovering that
3F2
(
1 12
1
2
3
2
3
2
; 1
)
=
3
4
3F2
(
1 1 1
2 2
; 1
)
=
3
4
ζ(2) =
π2
8
.
And
3F2
(
1 1 1
2 2
;−1
)
= 3F2
(
1 12
1
2
3
2
3
2
; 1
)
− 1
4
3F2
(
1 1 1
2 2
; 1
)
,
thus
η(2) = 3F2
(
1 1 1
2 2
;−1
)
=
π2
8
− π
2
24
=
π2
12
.
⋆
REMARK 3. The same trick as in the previous example can be used to establish that Catalan’s constant
G (3.21) is
G = Re
(
3F2
(
1 1 1
2 2
; i
))
= Im
([
ǫ2
]
2F1
(
ǫ ǫ
1
; i
))
.
Allowing ourselves to differentiate with respect to a parameter, we can now prove Theorem 2.
Proof. By per partes:∫
1
x
f (xα) dx = lnxf (xα)− α[ǫ]
∫
xα−1+ǫf ′ (xα) dx
(1.1)
= lnxf (xα)− [ǫ]α x
α+ǫ
α+ ǫ
f ′
(
1 + ǫ
α
2 + ǫ
α
∣∣∣∣ xα
)
= lnxf (xα)− xα
(
lnx− 1
α
)
f ′
(
1
2
∣∣∣∣ xα
)
− x
α
α
[ǫ] f ′
(
1 + ǫ
2 + ǫ
∣∣∣∣xα
)
.
The theorem now follows from the fact that
f ′
(
1
2
∣∣∣∣ xα
)
(2.9)
=
f (xα)− f(0)
xα
.

EXAMPLE 12. As an application of this let us verify the well known fact about Catalan’s constant:
G = 3F2
(
1 12
1
2
3
2
3
2
;−1
)
=
1
8
(
ψ′
(
1
4
)
− π2
)
.
Proof:
3F2
(
1 12
1
2
3
2
3
2
;−1
)
=
1∫
0
2F1
(
1 12
3
2
;−x2
)
dx =
1∫
0
arctan(x)
x
dx
We are going to use Theorem 2 with data α = 1 and
f(x) := arctan(x), f ′(x) =
1
1 + x2
, f ′
(
a
b
∣∣∣∣x
)
(2.1)
= 3F2
(
1 a2
a+1
2
b
2
b+1
2
;−x2
)
.
Hence ∫
arctan(x)
x
dx = arctan(x) − x [ǫ] 2F1
(
1 1+ǫ2
3+ǫ
2
;−x2
)
.
Thus
1∫
0
arctan(x)
x
dx =
π
4
− [ǫ] 2F1
(
1 1+ǫ2
3+ǫ
2
;−1
)
.
Using the summation formula [25, 15.4.27]:
2F1
(
1 a
a+ 1
;−1
)
=
a
2
(
ψ
(
a+ 1
2
)
− ψ
(a
2
))
,
we get
[ǫ]2F1
(
1 1+ǫ2
3+ǫ
2
;−1
)
= [ǫ]
1 + ǫ
4
(
ψ
(
3 + ǫ
4
)
− ψ
(
1 + ǫ
4
))
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=
1
4
(
ψ
(
3
4
)
− ψ
(
1
4
))
+
1
16
(
ψ′
(
3
4
)
− ψ′
(
1
4
))
.
The rest follows from reflection formulas for ψ, ψ′ function:
ψ(1 − x)− ψ(x) = πcot(πx), ψ′(1− x) + ψ′(x) =
( π
sinπx
)2
.
⋆
4.1. General rules. We are now going to prove Proposition 3:
Proof. Using the Pfaff transform (3.17) twice and the Leibniz rule we obtain
[ǫ] 2F1
(
a+ ǫ b+ ǫ
a+ b
;x
)
(3.17)2
= [ǫ] (1− x)−2ǫ2F1
(
a− ǫ b− ǫ
a+ b
;x
)
= 2 ln
1
1− x2F1
(
a b
a+ b
;x
)
− [ǫ] 2F1
(
a+ ǫ b+ ǫ
a+ b
;x
)
.
Collecting like terms gives us the result:
[ǫ] 2F1
(
a+ ǫ b+ ǫ
a+ b
;x
)
= ln
1
1− x 2F1
(
a b
a+ b
;x
)
.

EXAMPLE 13. Proposition 3 act only on hypergeometric function of the form
2F1
(
a b
a+ b
;x
)
,
i.e. on those function whose sum of upper parameters is equal to the lower parameter. Notable members
of this class are
arctanx = x2F1
(
1 12
3
2
;−x2
)
,
and
K(x) =
π
2
2F1
(
1
2
1
2
1
;x2
)
,
i.e. the complete elliptic integral of the first kind, which is perhaps the most “hypergeometric” function
there is, because its special parameters makes it eligible for more quadratic transforms then any other
hypergeometric function (to the author’s best knowledge).
Proposition 3 applied on these functions gives us the following representations:
ln
1
1 + x2
arctanx = [ǫ]x2F1
(
1 + ǫ 12 + ǫ
3
2
;−x2
)
,
and
ln
1
1− xK(x) = [ǫ]
π
2
2F1
(
1
2 + ǫ
1
2 + ǫ
1
;x2
)
,
which allows us easily to compute multiple integrals. First, for 0 < α < 12 :
∞∫
0
arctanx
x2α+1
ln
1
1 + x2
dx =
∞∫
0
x−2α [ǫ] 2F1
(
1 + ǫ 12 + ǫ
3
2
;−x2
)
dx
(1.1)
=
[
x−2α+1
1− 2α [ǫ] 3F2
(
1 + ǫ 12 + ǫ
1
2 − α
3
2
3
2 − α
;−x2
)]∞
0
(3.5)
=
1
1− 2α
Γ
(
1
2 + ǫ + α
)
Γ (ǫ+ α) Γ
(
3
2
)
Γ
(
3
2 − α
)
Γ (1 + ǫ) Γ
(
1
2 + ǫ
)
Γ (1 + α) Γ (1)
=
π
4α cos(πα)
(
ψ
(
1
2
+ α
)
+ ψ(α)− ψ(1)− ψ
(
1
2
))
.
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Second:
1∫
0
x ln
1
1− x2K(x)dx =
1∫
0
x [ǫ]
π
2
2F1
(
1
2 + ǫ
1
2 + ǫ
1
;x2
)
dx
(1.1)
=
[
π
2
[ǫ]
x2
2
3F2
(
1
2 + ǫ
1
2 + ǫ 1
1 2
;x2
)]1
0
=
π
4
[ǫ] 2F1
(
1
2 + ǫ
1
2 + ǫ
2
; 1
)
(3.15)
=
π
4
[ǫ]
Γ(2)Γ(1− 2ǫ)
Γ
(
3
2 − ǫ
)
Γ
(
3
2 − ǫ
)
= 2ψ
(
3
2
)
− 2ψ(1) = 4(1− ln 2).
And third:
1∫
0
x ln
1
1 + x2
K(ix)dx =
1∫
0
x
π
2
[ǫ] 2F1
(
1
2 + ǫ
1
2 + ǫ
1
;−x2
)
dx
(1.1)
=
[
π
2
[ǫ]
x2
2
3F2
(
1
2 + ǫ
1
2 + ǫ 1
1 2
;−x2
)]1
0
=
π
4
[ǫ] 2F1
(
1
2 + ǫ
1
2 + ǫ
2
;−1
)
.
There is no summation formula readily available for this case. But differentiating the transform [26,
15.8.24] with respect to z at z = −1 gives us
ab
1 + a− b 2F1
(
a+ 1 b+ 1
2 + a− b ;−1
)
=
a
2a+1
Γ(a− b+ 1)Γ ( 12)
Γ
(
a+1
2
)
Γ
(
a
2 − b+ 1
) + 1
2a+1
Γ(a− b+ 1)Γ (− 12)
Γ
(
a
2
)
Γ
(
a
2 − b+ 12
) .
Dividing by the factor ab1+a−b and substituting b = a = − 12 + ǫ we obtain
2F1
(
1
2 + ǫ
1
2 + ǫ
2
;−1
)
=
√
π(
ǫ− 12
)2
2
1
2
+ǫ
(
ǫ − 12
Γ
(
1
4 +
ǫ
2
)
Γ
(
5
4 − ǫ2
) − 2
Γ
(− 14 + ǫ2)Γ ( 34 − ǫ2)
)
.
Differentiating with respect to ǫ at ǫ = 0, multiplying by π4 and invoking reflection formula for Γ function
several times gives us the final result:
1∫
0
x ln
1
1 + x2
K(ix)dx =
1
4
√
2π
(
(2− ln 2)Γ2
(
1
4
)
+ 4(ln 2− 4)Γ2
(
3
4
))
.
⋆
5. The integral Iα
We now attempt to compute the integral
Iα :=
∞∫
0
1
(1 + x2)
3
2
(
ϕ(x) +
√
ϕ(x)
)−α
dx, ϕ(x) := 1 +
4
3
x2
(1 + x2)2
.
Making the change of variable:
x√
1 + x2
= t, ϕ(x) = 1 +
4
3
t2(1− t2), (1 + x2)− 32dx = dt,
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we obtain
(5.1) Iα =
1∫
0
(
√
ϕ+ ϕ)
−α
dt =
1∫
0
ϕ−
α
2 (1 +
√
ϕ)
−α
dt.
Using (3.14) we arrive at the form
Iα = 2
−α
1∫
0
(
1 +
4
3
t2(1− t2)
)−α
2
2F1
(
α
2
α+1
2
α+ 1
;−4
3
t2(1− t2)
)
dt,(5.2)
= 2−α
1∫
0
(
1 +
4
3
t2(1− t2)
)−α−1
2
2F1
(
1 + α2
α+1
2
α+ 1
;−4
3
t2(1− t2)
)
dt,(5.3)
where the equality stems from applying Pfaff transform (3.17) twice.
The integrand is a product of two hypergeometric functions, which cannot (in general) be represented
as a single hypergeometric function. Proposition 1 tells us that the antiderivative is a single variable
hypergeometric function if and only if the integrand is.
Hence we can describe the result only in terms of a multi-variable function. Specifically, the F˜1
function:
Applying Proposition 11 together with the definition of F˜1 (2.8) we get:
Iα = 2
−αF˜1
(
1 12
3
4
5
4
;
α
2
α+1
2
α+ 1
α
2
− ;−
1
3
,−1
3
)
= 2−αF˜1
(
1 12
3
4
5
4
;
1 + α2
α+1
2
α+ 1
α−1
2
− ;−
1
3
,−1
3
)
.(5.4)
More illuminating approach is perhaps to use hypergeometrization: For
fα(x) := (1− x)−α2 2F1
(
α
2
α+1
2
α+ 1
;x
)
= (1− x)−α−12 2F1
(
1 + α2
α+1
2
α+ 1
;x
)
,
we have
Iα = 2
−αfα
(
1 12
3
4
5
4
∣∣∣∣− 13
)
.
We now prove Proposition 6.
Proof. Case α = 0. Obviously I0 = 1.
Case α = 1: We can immediately see that
f1(x) = 2F1
(
3
2 1
2
;x
)
,
thus
I1 =
1
2
4F3
(
1 12
3
2 1
2 34
5
4
;−1
3
)
= −3
8
[ǫ] 3F2
(
ǫ − 12 12
− 14 14
;−1
3
)
.
Case α = −1: Similarly
fα(x) = (1− x)−α2 2F1
(
α
2
α+1
2
α+ 1
;x
)
(2.9)
= (1− x)−α2
(
1 +
α
4
x3F2
(
α+2
2
α+3
2 1
α+ 2 2
;x
))
,
hence
f−1(x) = (1− x) 12
(
1− x
4
2F1
(
1 12
2
;x
))
(2.9)
=
(1− x) 12 + 1− x
2
,
and thus we have
I−1 = 3F2
(
1 12 − 12
3
4
5
4
;−1
3
)
+
53
45
.
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Case α = −n: In fact, all I−n for n ∈ N can reduced to a linear combination of hypergeometric
functions:
I−n =
n∑
k=0
(
n
k
)
3F2
( −n+k2 1 12
3
4
5
4
;−1
3
)
.
This follows immediately by expanding the term (1 +
√
ϕ)n in the integral (5.1).
Case α = 2:
f2(x) = (1− x)−12F1
(
1 32
3
;x
)
.
Presence of the parameters
1
3
in the 2F1 function suggests that it can be understood as a Taylor
reminder of a simpler function. And, indeed, that is the case:
−x
2
8
2F1
(
1 32
3
;x
)
(2.9)
= (1 − x) 12 − 1 + x
2
.
Thus
−x
2
8
(1−x)−12F1
(
1 32
3
;x
)
= (1−x)− 12−
(
1− x
2
)
(1−x)−1 (2.9)= x
2
2
+
x2
2
(x−2)(1−x)−1+3x
2
8
2F1
(
5
2 1
3
;x
)
,
hence we arrive at the following representation:
f2(x) = (1 − x)−12F1
(
1 32
3
;x
)
= −4− 4(x− 2)1F0
(
1
− ;x
)
− 32F1
(
5
2 1
3
;x
)
.
Making hypergeometrization and dividing by 4 we get
I2 = −1 + 23F2
(
1 1 12
3
4
5
4
;−1
3
)
+
8
45
3F2
(
1 2 32
7
4
9
4
;−1
3
)
− 3
4
4F3
(
1 1 12
5
2
3
4
5
4 3
;−1
3
)
.
With the aid of formula:
(5.5) 3F2
(
1 a2
a+1
2
c
2
c+1
2
;−x2
)
= Re
(
2F1
(
1 a
c
; ix
))
,
which stems from (4.9) we can simplify first two terms:
I2 = −1 + Re
(
22F1
(
1 1
3
2
;
i√
3
)
+
8
45
2F1
(
1 3
7
2
;
i√
3
))
− 3
4
4F3
(
1 1 12
5
2
3
4
5
4 3
;−1
3
)
.
Since for z = x+ iy it holds:
Re
(
2F1
(
1 1
3
2
;
z2
z2 + 1
))
(3.17)
= Re
(
1 + z2
z
arctan z
)
=
|z|2 − 1
|z|2
(
y
4
ln
1− 2y + |z|2
1 + 2y + |z|2 +
x
2
arctan
2x
1− |z|2
)
,
we get
Re
(
2F1
(
1 1
3
2
;
i√
3
))
=
1
8
√
2
(
6 arctan
√
2−
√
3 ln
(
5− 2
√
6
))
.
Similarly
2F1
(
1 3
7
2
;
z2
z2 + 1
)
(3.17)
= (1 + z2)32F1
(
5
2 3
7
2
;−z2
)
(1.1)
=
(1 + z2)35
z5
∫
z4
(1 + z2)3
dz
=
15
8
(1 + z2)3
z5
arctan z − 5
32
(3 + 5z2)(1 + z2).
Thus
Re
(
2F1
(
1 3
7
2
;
i√
3
))
=
45
8
− 135
√
2
64
arctan
√
2− 45
128
√
6 ln
(
5 + 2
√
6
)
.
Combining these two formulas gives as the desired result.
HYPERGEOMETRIC FORM OF FUNDAMENTAL THEOREM OF CALCULUS 25
Case [α]:
fα(x) = (1−x)−α22F1
(
α
2
α+1
2
α+ 1
;x
)
(2.9)
=
(
1 + α
1
2
ln
1
1− x +O(α
2)
)(
1 +
α
4
x3F2
(
α
2 + 1
α+3
2 1
α+ 2 2
;x
))
,
thus
[α] fα(x) =
1
2
ln
1
1− x +
x
4
3F2
(
1 32 1
2 2
;x
)
.
Since
[α] Iα = − ln 2I0 + [α] fα
(
1 12
3
4
5
4
∣∣∣∣− 13
)
,
we arrive
[α] Iα = ln
1
2
− 4
45
3F2
(
1 1 32
7
4
9
4
;−1
3
)
− 2
45
4F3
(
1 1 32
3
2
2 74
9
4
;−1
3
)
.
Similarly as in the previous case, the first term can be simplified, noting that
3F2
(
1 1 32
7
4
9
4
;−1
3
)
= Re
(
2F1
(
1 2
7
2
;
i√
3
))
.
Since
2F1
(
1 2
7
2
;
z2
z2 + 1
)
(3.17)
= (1 + z2)22F1
(
5
2 2
7
2
;−z2
)
(1.1)
=
(1 + z2)25
z5
∫
z4
(1 + z2)2
dz
=
5(1 + z2)2
z5
(
z +
1
2
z
1 + z2
− 3
2
arctan z
)
.
Thus
Re
(
2F1
(
1 2
7
2
;
i√
3
))
= −45
2
+
45
√
2
8
arctan
√
2 +
45
16
√
6 ln
(
5 + 2
√
6
)
.
Substituting this into gives us the desired result.

Now Proposition 4 and 5.
Proof. Unfortunately, we are unable to similarly reduce the function
f 1
2
(x) = (1− x)− 14 2F1
(
1
4
3
4
3
2
;x
)
,
for the original integral I 1
2
. An obvious idea is to eliminate troublesome term (1−x)− 14 by Euler transform,
but the power is not right.
If instead of 14 there was
1
2 then we would have single hypergeometric function
ftrue(x) := (1− x)− 14 f 1
2
(x) = 2F1
(
5
4
3
4
3
2
;x
)
.
Multiplying f 1
2
by (1− x)− 14 is the same as multiplying the integrand in I 1
2
by ϕ−
1
4 hence we are dealing
with the integral Itrue.
For this case we have
Itrue =
1√
2
ftrue
(
1 12
3
4
5
4
∣∣∣∣− 13
)
=
1√
2
4F3
(
1 12
5
4
3
4
3
4
5
4
3
2
;−1
3
)
=
1√
2
2F1
(
1 12
3
2
;−1
3
)
=
1√
2
arctan 1√
3
1√
3
=
1√
2
π
6
1√
3
=
π
2
√
6
,
thus proving Proposition 4.
Proof of Proposition 5 requires only to realize that
Iα,true =
1√
2
ftrue
(
1 12
3
4
5
4
∣∣∣∣− α2
)
.

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