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Abstract
A Baker-type linear independence measure is obtained for the values of general-
ized Heine series at non-zero points of an imaginary quadratic number field. This
kind of estimate depends on the individual coefficients of the linear form, not only
on the maximum of their absolute values.
In the present paper we are interested in a certain type linear independence measures
for the values of generalized Heine series. For this purpose we define these functions
precisely first. LetK denote the field of the rational numbers Q or an imaginary quadratic
number field I, and ZK its ring of integers. Let q =
a
b
∈ K (a, b ∈ ZK) be such that
|q| > 1. The generalized Heine series are defined by the equation
ϕ(z) = 1 +
∞∑
n=1
q−sn(n−1)/2
P (1)P (q−1) · · ·P (q−(n−1))z
n, (1)
where s ∈ Z+, P (z) is a polynomial in K[z], degP (z) ≤ s, P (0) 6= 0 and P (q−k) 6= 0 for
all k = 0, 1, 2, . . .. There are two interesting special cases of (1), the Tschakaloff function
(s = 1, P (z) ≡ q)
Tq(z) =
∞∑
n=0
q−n(n+1)/2zn (2)
and the q-exponential function (s = 1, P (z) = q − z)
Eq(z) =
∞∑
n=0
zn
(q − 1) · · · (qn − 1) =
∞∏
n=1
(1 +
zn
qn
). (3)
∗The author was supported by Finnish Academy of Science and Letters, Väisälä Foundation, and by
the Academy of Finland, grant 138522.
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The arithmetical properties of (2) and (3) have been studied in numerous works. There
are two excellent surveys, [4] and [17], concerning these results. Furthermore, the arith-
metical properties of the generalized Heine series (1) have been studied in several papers.
For example, Stihl [13] considered the linear independence of the values of (1) in the case
P (z) = (1− q−β1z)(1− q−β2z) · · · (1− q−βNz)(1− aN+1z)(1− aN+2z) · · · (1− atz)
with βi ∈ Z+, ai ∈ Q and 0 < N < t < s. Stihl’s result have been generalized in [7] and
[10], but in all these works it has been assumed that t < s. Bézivin [3] considered also
the case t = s, but his linear independence result was not quantitative. The first linear
independence measure for the values of generalized Heine series (1) was presented in [16]
by Väänänen.
Typically linear independence measures are given in the terms of maximum of the
coefficients of the linear form. For example, the estimates in [7], [10], [13] and [16] are in
this form. Baker, in 1956, introduced in [2] a different type linear independence measure,
where the measure depends on individual coefficients. He proved this kind of measure for
the values of exponential function.
There are several later Baker-type linear independence results, see eg.[5], [6], [8], [12],
[15] and [19]. Matala-aho [9] has very recently made an axiomatic approach to Baker-type
estimates.
The first Baker-type measure for q-series was obtained by Väänänen and Zudilin [18].
They studied the values of (1) in the case where q ∈ ZK . We are going to generalize this
result for all q ∈ K which are nearly integers (see condition (4)). We shall follow the
construction idea of [18] with some refinements to our case. More precisely, we prove the
following result.
Theorem 1. Suppose that α1, . . . , αm are non-zero elements of K satisfying conditions
αi 6= αjq l, l ∈ Z, for all i 6= j and either degP (z) < s or degP (z) = s and αi 6= Psqn
(i = 1, . . . , m, n ∈ Z+), where Ps is the leading coefficient of P (z). Suppose that
γ :=
log |b|
log |a| < Γ(m, s), (4)
where Γ(m, s) is defined below in (6). Then for any given ε > 0, there exists a positive
constant C = C(ε) such that for all (l0, l1, . . . , lm) ∈ Zm+1K \ {0¯} we have
|l0 + l1ϕ(α1) + · · ·+ lmϕ(αm)| > CH−µ−ε, (5)
where
H =
m∏
i=1
Hi, Hi = max{1, |li|}
2
and
µ = µ(m, s, γ) =
4sρ20 + 4(s+ 2)ρ0 + (s+ 17)
4ρ0 − 13m− γ(4msρ20 + 4(ms+ 2m+ 1)ρ0 +ms + 4m+ 2)
with
ρ0 =ρ0(m, s, γ) =
13m
4
+
γ
2(1− γ)
+
√(
13m
4
+
γ
2(1− γ)
)2
+
13m(s+ 2) + s+ 17
4s
+
(s+ 2)γ
2s(1− γ) .
Define that
f(γ) =
4ρ0 − 13m
4smρ20 + 4(2m+ms+ 1)ρ0 + 4m+ms + 2
− γ.
The upper bound in the condition (4) is
Γ(m, s) = min{τ | f(τ) = 0, 0 < τ < 1}. (6)
When γ = 0 (or q ∈ ZK), our result is exactly the same as in [18]. Our general result
can be also obtained by using Matala-aho’s axiomatic approach [9], which gives us the
error term ε more accurately:
ε =
A√
logH
,
where the constant A can be computed explicitly. We will also give an alternative proof
to our result, where we apply Matala-aho’s method.
1 A Difference Equation
We shall consider analytic solutions of the Poincaré-type q-difference equation
αzsf(z) = P (z)f(qz) +Q(z), (7)
where α ∈ K is non-zero, s ∈ Z+, P (z) and Q(z) are polynomials in K[z], t = degP (z) ≤
s, P (0) 6= 0 and Q(z) 6≡ 0. Amou, Katsurada and Väänänen introduced the connection
between the equation (7) and the function ϕ(z) already in [1]. We show similarly as they
did in [1] that (7) has a unique solution in the set of formal power series C[[z]], which
converges in a neighbourhood of the origin. After that we will reveal the connection
between the solution and ϕ(z).
Let
f(z) =
∞∑
ν=0
fνz
ν ∈ C[[z]]
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be a solution of (7). Let us denote P (z) =
∑t
i=0 Piz
i, Q(z) =
∑u
i=0Qiz
i. Then using
(7) we obtain
αfν−s =
t∑
i=0
Piq
ν−ifν−i +Qν ,
where fν = 0 for all ν < 0 and Qν = 0 for all ν > u. Hence we get a recursion formula
P0q
νfν = αfν−s −
t∑
i=1
Piq
ν−ifν−i −Qν , (8)
which defines the coefficients fν uniquely. From (8) with |q| > 1 it follows that
|fν | ≤ C1max{1, |f0|, . . . , |fν−1|},
where C1 (as C2, C3, . . . later) is a positive constant depending only on s, q, α, P (z) and
Q(z). This implies that
|fν | ≤ Cν+11 (9)
and consequently f(z) converges in a neighbourhood of the origin. We denote by D the
disk in C, where f(z) converges. Next we show that by using (7) repeatedly f(z) can be
continued meromorphically beyond D, to whole C. Let P be the set defined by
P = {qkβ|P (β) = 0, k ≥ 1}.
Using (7) we get
f(z) =
(
k∏
i=1
α(q−iz)s
P (q−iz)
)
f(q−kz)−
k∑
i=1
(
i−1∏
j=1
α(q−jz)s
P (q−jz)
)
Q(q−iz)
P (q−iz)
for any z ∈ (C \ P) ∩D. Since the first product tends to zero as k →∞, we get
f(z) = −
∞∑
i=1
q−si(i−1)/2Q(zq−i)
P (zq−1) · · ·P (zq−i)(αz
s)i−1. (10)
If we choose Q(z) = −P (z), we get f(q) = ϕ(α). Thus we can consider the linear
independence of ϕ(α1), . . . , ϕ(αm) by considering a system of difference equations of type
(7).
In the next section we use Thue-Siegel lemma to get Padé-type approximations of
the second kind for the functions fi(z). We need equations with integer coefficients and
therefore we define
Fν = P
ν+1
0 q
ν(ν+1)/2fν . (11)
From the recurrence formula (8) and the definition (11) we see that
Fν ∈ Z[α, P0, . . . , Pt, Q0, . . . , Qu, q],
degα Fν ≤ ν, degP0,...,Pt,Q0,...,Qu Fν ≤ ν + 1, degq Fν ≤ ν(ν + 1)/2.
(12)
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In the third section we construct more Padé-type approximations by an iteration
process. In that process we need the following lemma, which was already presented in
[18, (11)].
Lemma 1.1. The iteration equation
(αzs)kqukf(zq−k) = Xk(z, q)f(z) + Yk(z, q),
where
Xk(z, q) = q
sk(k+1)/2+uk
k∏
j=1
P (zq−j)
(is independent of α and Q(z)) and
Yk(z, q) =
k∑
j=1
(αzs)j−1qs(k(k+1)/2−j(j−1)/2)+ukQ(zq−j)
k∏
l=j+1
P (zq−l)
holds.
Lemma 1.1 is a direct corollary of the difference equation (7). Further it gives us the
upper bound
|Xk(z, q)| ≤ Ck2 |q|sk(k+1)/2 max{1, |z|}C3k. (13)
2 Padé-type Approximations
Let α1, . . . , αm ∈ K \ {0} and consider a system of difference equations
αiz
sfi(z) = P (z)fi(qz) +Qi(z), i = 1, . . . , m. (14)
Let
fi(z) =
∞∑
ν=0
fiνz
ν , i = 1, . . . , m,
be the analytic solution of (14). We shall construct Padé-type approximations of the
second kind for these functions similarly as in [18].
Let n1, . . . , nm be positive integers and N = n1 + . . . + nm. Let us choose such δ,
which satisfies 0 < δ < 1/m and
ni ≥ δN, i = 1, . . . , m. (15)
We are looking for a polynomial
A(z) =
N∑
µ=0
aµ
qµ(µ−1)/2
zµ 6≡ 0 (16)
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with integer coefficients aµ ∈ ZK such that for all i = 1, . . . , m the expansion
A(z)fi(z) =
∞∑
k=0
bikz
k
satisfies the conditions bik = 0 for k = N + 1, N + 2, . . . , N + ni − [δN ]− 1. We have
A(z)fi(z) =
∞∑
k=0
k∑
ν=0
ν≥k−N
fiνak−ν
q(k−ν)(k−ν−1)/2
zk
=
∞∑
k=0
k∑
ν=0
ν≥k−N
Fiνak−ν
P ν+10 q
k(k−1)/2+ν(ν−k+1)
zk,
where analogously to (11) Fiν = P
ν+1
0 q
ν(ν+1)/2fiν . Thus the condition bik = 0 for k > N
is equivalent to
k∑
ν=k−N
P k−ν0 q
(ν+1)(k−ν)Fiνak−ν = 0. (17)
We choose now natural numbers A and B to be such that Aαi ∈ ZK and BP (z),
BQi(z) ∈ ZK [z]. Due to (12) we get a linear equation in aµ which has integer coefficients
from K, if we multiply the equation (17) by (AB2)kbk(k+1)/2. Using (9) and (11) we see
that the integer coefficients of this equation satisfy the condition
|coeff | ≤ Ck4 |b|k(k+1)/2 max
k−N≤ν≤k
{|q|(ν+1)(k−ν)+ν(ν+1)/2} ≤ Ck4 |bq|k(k+1)/2,
which can be written in the form
|coeff | ≤ Ck5 |a|k
2/2.
We need the condition bik = 0 for k = N + 1, N + 2, . . . , N + ni − [δN ]− 1 and for these
k we have
k ≤ N + ni − δN = N + (N − n1 − · · · − ni−1 − ni+1 − · · · − nm)− δN
≤ 2N −mδN.
Thus the absolute values of coefficients are bounded by
CN6 |a|(2N−mδN)
2/2.
In order to get the Padé-type approximations we need to use Thue-Siegel lemma,
which is presented below and proved in [11, Chapter 3, Lemma 13].
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Lemma 2.1 (Thue-Siegel lemma). Let B,M ∈ Z satisfy the condition B > M > 0.
Furthermore, let aij ∈ ZK , 1 ≤ i ≤ M, 1 ≤ j ≤ B satisfy the condition |aij| ≤ U with
U ∈ R+. Then there exists a non-trivial x1, . . . , xB ∈ ZK such that
B∑
j=1
aijxj = 0, i = 1, . . . ,M,
and
|xj | ≤ cK(cKBU)
M
B−M , j = 1, . . . , B,
where cK is a constant depending only on K.
The number of the linear equations bik = 0 is equal to
m∑
i=1
(ni − [δN ]− 1) = N −m([δN ] + 1)
and the number of indeterminates aµ is N + 1. Hence Thue-Siegel lemma yields the
existence of integers aµ ∈ ZK , not all zero, such that
|aµ| ≤ CN7 |a|γ1N
2
, γ1 =
(2−mδ)2(1−mδ)
2mδ
. (18)
Let us define Bi(z) =
∑N
k=0 bikz
k and Ri(z) =
∑∞
k=N+ni−[δN ]
bikz
k. If k ≤ N , then
bik =
k∑
ν=0
Fiνak−ν
P ν+10 q
k(k−1)/2+ν(ν−k+1)
=
1
qk(k+1)/2
k∑
ν=0
Fiνak−νq
(ν+1)(k−ν)
P ν+10
.
It follows that polynomials
aN(N+1)/2(AB2P0)
N+1Bi(z)
have integer coefficients in K. By (9) and (18), for all k > N , the following estimates
hold
|bik| =
∣∣∣∣∣
k∑
ν=k−N
fiνak−ν
q(k−ν)(k−ν−1)/2
∣∣∣∣∣ ≤ Ck+11 CN7 |a|γ1N2
k∑
ν=k−N
1
|q|(k−ν)(k−ν−1)/2
≤ Ck8 |a|γ1N
2
.
We obtain for all |z| < (2C8)−1 that
|Ri(z)| ≤ |
∞∑
k=Ni
bikz
k| ≤ |a|γ1N2
∞∑
k=Ni
(C8|z|)k ≤ CN9 |a|γ1N
2|z|Ni , (19)
where Ni = N + ni − [δN ]. We have thus proved the following lemma.
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Lemma 2.2. There exists a polynomial
A(z) =
N∑
µ=0
aµ
qµ(µ−1)/2
zµ
with aµ ∈ ZK satisfying
|aµ| ≤ CN7 |a|γ1N
2
, γ1 =
(2−mδ)2(1−mδ)
2mδ
and polynomials
Bi(z) =
N∑
k=0
bikz
k
such that
A(z)fi(z)−Bi(z) = Ri(z),
where the forms Ri(z) satisfy the conditions ord z=0Ri(z) ≥ N + ni − [δN ] and
|Ri(z)| ≤ CN9 |a|γ1N
2|z|Ni
for all |z| < (2C8)−1. Further the polynomials
aN(N−1)/2A(z), aN(N+1)/2(AB2P0)
N+1Bi(z)
have integer coefficients.
3 Iteration Process
Let us denote now
A0(z) = A(z), B0i(z) = Bi(z), R0i(z) = Ri(z).
Due to Lemma 2.2 we have the equation
A0(z)fi(z)− B0i(z) = R0i(z).
If we operate this equation by the q-sift operator Jz (where Jzf(z) = f(qz)) and after
that apply the q-difference equation (14), we get the equality
A0(qz)(αiz
sfi(z)−Qi(z))− P (z)B0i(qz) = P (z)R0i(qz),
which implies immediately
zsA0(qz)fi(z)− α−1i (A0(qz)Qi(z) + P (z)B0i(qz)) = α−1i P (z)R0i(qz).
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Starting from A0(z) and B0i(z) we build further Padé-type approximations by iterat-
ing the above process (similarly as in [18]). We can define
Aj(z) = z
sAj−1(qz),
Bji(z) = α
−1
i (Aj−1(qz)Qi(z) + P (z)Bj−1,i(qz)),
(20)
where i = 1, . . . , m, j = 1, 2, . . . . Then the equation
Aj(z)fi(z)− Bji(z) = Rji(z) (21)
holds for all i = 1, . . . , m, j = 0, 1, . . ., where
Rji(z) = α
−1
i P (z)Rj−1,i(qz). (22)
Next we will consider the determinant
∆(z) = det


A0(z) B01(z) · · · B0m(z)
A1(z) B11(z) · · · B1m(z)
· · · · · · · · · · · ·
Am(z) Bm1(z) · · · Bmm(z)


= (−1)m det


A0(z) R01(z) · · · R0m(z)
A1(z) R11(z) · · · R1m(z)
· · · · · · · · · · · ·
Am(z) Rm1(z) · · · Rmm(z)

 .
(23)
Lemma 3.1. Suppose that none of the functions fi(z) is a polynomial and αi 6= αjql for
all i 6= j and l ∈ Z. Then ∆(z) 6≡ 0 (see [16, Lemma 3]).
Proof. If z0 is an element at which fi(z) does not have a limit, then fi(z) does not have
a limit at points z = qkz0 too, since fi(z) can be expressed in the form (10). This implies
that fi(z) has either none or infinitely many poles. Hence if fi(z) is a rational function
it has to be a polynomial.
Because we assumed that fi(z) is not a polynomial, it is neither a rational function
and hence R0i(z) 6≡ 0 (i = 1, ..., m). Let
azk, riz
ki (ar1 · · · rm 6= 0)
denote the lowest degree terms of A(z) and R0i(z). We also know that P (0) = P0 6= 0.
From the expression of ∆(z) in (23) and the recursive formulae (20) and (22) it follows
that
ord∆(z) ≥ k + k1 + . . .+ km.
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By using the determinant of the coefficients of these lowest degree terms∣∣∣∣∣∣∣∣∣
a r1 · · · rm
0 α1
−1P0r1q
k1 · · · αm−1P0rmqkm
· · ·
0 α1
−mPm0 r1q
mk1 · · · αm−mPm0 rmqmkm
∣∣∣∣∣∣∣∣∣
= aP
m(m+1)/2
0
m∏
i=1
(α−1i riq
ki)
∣∣∣∣∣∣∣∣∣
1 · · · 1
α−11 q
k1 · · · α−1m qkm
· · ·
(α−11 q
k1)m−1 · · · (α−1m qkm)m−1
∣∣∣∣∣∣∣∣∣
= aP
m(m+1)/2
0
m∏
i=1
(α−1i riq
ki)
∏
1≤i<j≤m
(α−1j q
kj − α−1i qki)
we see that the coefficient of zk+k1+...+km in ∆(z) is non-zero, since αi/αj 6= ql, l ∈ Z.
This proves our lemma.
Since by Lemma 2.2, (20), (22) and (23) we have
ord∆(z) ≥ N1 + . . .+Nm =
m∑
i=1
(N + ni − [δN ]) ≥ (m+ 1)N −mδN
and
deg∆(z) ≤ (m+ 1)N + Sm(m+ 1)
2
,
where S = max{s, degQi(z)}, we deduce that ∆(z) has at most
deg∆(z)− ord∆(z) ≤ mδN + Sm(m+ 1)
2
non-zero zero-points. If we take any α ∈ K \ {0}, then for each ρ > mδ there exists an
integer k satisfying
(ρ−mδ)N − Sm(m+ 1)
2
− 1 < k ≤ ρN (24)
and
∆(αq−k) 6= 0. (25)
Let α ∈ K \ {0} be an element which satisfies the condition P (αq−k) 6= 0 for k =
1, 2, .... Then fi(αq
−k) is defined for all i = 1, ..., m and k = 0, 1, . . .. Let us denote
u = max1≤i≤m{degQi(z)} and define
rˆjik = (αiα
s)kqukRji(αq
−k). (26)
By using (21) and Lemma 1.1 we obtain
rˆjik = (αiα
s)kquk
(
Aj(αq
−k)fi(αq
−k)−Bji(αq−k)
)
= Aj(αq
−k) (Xk(α, q)fi(α) + Yik(α, q))− (αiαs)kqukBji(αq−k)
= pˆjkfi(α)− qˆjik,
(27)
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where
pˆjk = Aj(αq
−k)Xk(α, q) (28)
and
qˆjik = (αiα
s)kqukBji(αq
−k)− Aj(αq−k)Yik(α, q). (29)
Next we try to find such Dk ∈ ZK that Dkpˆjk and Dkqˆjik are integers in K.
From the recursion formulae (20) we get
Aj(z) = q
sj(j−1)/2zjsA0(q
jz) (30)
and
Bji(z) =
(
j−1∏
l=0
α−1i P (q
lz)
)
B0i(q
jz)
+
j∑
l=1
(
l−2∏
n=0
P (qnz)
)
α−li Qi(q
l−1z)Aj−l(q
lz).
Due to Lemma 2.2 polynomials aN(N−1)/2A0(z) and a
N(N+1)/2(AB2P0)
N+1B0i(z) have
integer coefficients and degA0(z), degB0i(z) ≤ N . Let A1 be a non-zero rational integer
such that A1α
−1
i is an integer in K, and S = max{s, u}. Hence, if we choose
D = aN(N+1)/2bSm(m−1)/2+mN (AB2P0)
N+1(A1B)
m, (31)
then polynomials DAj(z) and DBji(z) have integer coefficients in K for all j = 0, . . . , m.
Let A2 be a such non-zero rational integer that A2α is an integer in K. If we choose now
Dˆk = D(a
kA2)
mS+N , (32)
then the numbers
DˆkAj(αq
−k), DˆkBji(αq
−k)
are integers in K for all j = 0, . . . , m and k = 0, 1 . . .. In addition Lemma 1.1 implies
that
bsk(k+1)/2+uk(ABAS2 )
k (Xk(α, q), Yik(α, q)) ∈ Z2K .
Hence we obtain the following lemma.
Lemma 3.2. If we choose
Dk = b
sk(k+1)/2+uk(ABAS2 )
kDˆk
and define
rjik = Dkrˆjik
then
rjik = pjkfi(α)− qjik,
where pjk and qjik are integers in K.
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Lemma 3.3. Assume that k satisfies the conditions (24) and (25). We have
∆k := det


p0k q01k · · · q0mk
p1k q11k · · · q1mk
· · ·
pmk qm1k · · · qmmk

 6= 0. (33)
Proof. Due to Lemma 3.2 we have rjik = pjkfi(α)− qjik, where rjik = Dkrˆjik and pjk =
Dkpˆjk. Hence we get
∆k = (−1)mDm+1k det


pˆ0k rˆ01k · · · rˆ0mk
pˆ1k rˆ11k · · · rˆ1mk
· · ·
pˆmk rˆm1k · · · rˆmmk

 .
Further by (26) and (28) we obtain that
∆k = (−1)mDm+1k Xk(α, q)
m∏
i=1
(αiα
squ)k
· det


A0(αq
−k) R01(αq
−k) · · · R0m(αq−k)
A1(αq
−k) R11(αq
−k) · · · R1m(αq−k)
· · ·
Am(αq
−k) Rm1(αq
−k) · · · Rmm(αq−k)

 .
Due to (23)
∆k = D
m+1
k Xk(α, q)(q
uαs)mk∆(αq−k)
m∏
i=1
αki ,
which is non-zero.
Finally we approximate the values of |pjk| and |rjik|. By the equality (30) and Lemma
2.2 we get an upper bound
|Aj(αq−k)| ≤ |q|sm(m−1)/2 max{1, |α|}mS|A0(qj−kα)|
≤ |q|sm(m−1)/2+mN max{1, |α|}mS+N(N + 1)CN7 |a|γ1N
2
≤ CN10|a|γ1N
2
(34)
for all k = 0, 1, . . . and j = 0, . . . , m. Furthermore by the equation (22) and Lemma 2.2
we get an upper bound for reminder terms
|Rji(αq−k)| ≤ |α−ji P (αq−k)P (αq−k+1) · · ·P (αq−k+j−1)||R0i(αqj−k)|
≤ |α−ji P (αq−k)P (αq−k+1) · · ·P (αq−k+j−1)|CN9 |a|γ1N
2 |αqj−k|Ni
≤ CN11|a|γ1N
2|q|−kNi
(35)
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for all k = 0, 1, . . ., i = 1, . . . , m and j = 0, . . . , m, if 2C8|α||q|m < |q|k.
Let us define
γ :=
log |b|
log |a| . (36)
Because |q| = |a|
|b|
> 1 and a, b ∈ ZK , we have 0 ≤ γ < 1.
Lemma 3.4. Assume that k satisfies the conditions (24) and (25) and γ satisfies the
condition
γ <
ρ−mδ
ρ
. (37)
Then we have
|pjk| ≤ CN12|a|γ2N
2
(38)
and if N ≥ C14
|rjik| ≤ CN13|a|γ4N
2−γ5Nni, (39)
where γ2, γ4 and γ5 are positive constants defined in (40), (42) and (43).
Proof. Due to Lemma 3.2 we have rjik = pjkfi(α)−qjik, where rjik = Dkrˆjik, pjk = Dkpˆjk
and
|Dk| ≤ Ck15|b|sk(k+1)/2|Dˆk|.
Further by using (31) and (32) we get
|Dk| ≤ Ck+N16 |a|N
2/2+kN |b|sk(k+1)/2.
Due to the equation (28) we have pˆjk = Aj(αq
−k)Xk(α, q), hence by using (13), (34) and
(24) we get
|pjk| ≤ Ck+N16 |a|N
2/2+kN |b|sk(k+1)/2Ck2 |q|sk(k+1)/2max{1, |α|}C3kCN10|a|γ1N
2
≤ CN12|a|(1/2+ρ+γ1+sρ
2/2)N2
= CN12|a|γ2N
2
,
where
γ2 = γ2(δ, ρ) = γ1(δ) + ρ+
1
2
(sρ2 + 1). (40)
We have defined in (26) that rˆijk = (αiα
s)kqukRji(αq
−k). Hence by using (35) and
(24) we get
|rjik| ≤ Ck+N17 |a|N
2/2+kN |b|sk(k+1)/2CN11|a|γ1N
2 |q|−kNi
≤ Ck+N18 |a|(1/2+γ1)N
2−k(Ni−N)|b|sk2/2+kNi
≤ CN13|a|(1/2+γ1+δ(ρ−mδ))N
2−(ρ−mδ)Nni |b|(sρ/2+1−δ)ρN2+ρNni
= CN13|a|γ3N
2−(ρ−mδ)Nni |b|(sρ/2+1−δ)ρN2+ρNni
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if N > C14, where
γ3 = γ3(δ, ρ) = γ1(δ) +
1
2
+ δ(ρ−mδ). (41)
Now |b| = |a|γ and we can write the upper bound in the form
|rjik| ≤ CN13|a|γ4N
2−γ5Nni,
where
γ4 = γ4(δ, ρ) = γ3(δ, ρ) + γρ(sρ/2 + 1− δ), (42)
γ5 = γ5(δ, ρ) = ρ−mδ − γρ. (43)
Constants γ2, γ3 and γ4 are clearly positive, γ5 is positive because of (37).
In order to get the linear independence measure for numbers 1, f1(α), . . . , fm(α), it is
essential to have a condition
γ5 −mγ4 > 0 (44)
The condition (44) will be satisfied if we set
ρ >
m(γ1 +
1
2
)
1−mδ +mδ (45)
and
γ <
ρ−mδ −mγ3
ρ+mρ( sρ
2
+ 1− δ) . (46)
Namely, the inequality (45) implies that
ρ−mδ > m(γ1 + 1
2
+ δ(ρ−mδ)) = mγ3
and further
ρ−mδ −mγ3 > 0.
Hence the condition (46) seems to be relevantly stated and it implies the condition (44)
immediately.
4 A Linear Independence Measure
We use the notation
L := l0 + l1f1(α) + . . .+ lmfm(α), (l0, l1, . . . , lm) ∈ Zm+1K \ {0¯}
for the linear form to be estimated and denote the linear forms introduced in the previous
section in Lemma 3.2 shortly
ri = p fi(α)− qi.
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Now we get
pL = p l0 + l1p f1(α) + . . .+ lmp fm(α)
= p l0 + l1(r1 + q1) + . . .+ lm(rm + qm)
= G+R,
(47)
where
G = p l0 + l1q1 + . . .+ lmqm (48)
and
R = l1r1 + . . .+ lmrm. (49)
By Lemma 3.2 we know that G ∈ ZK . If G 6= 0, we get
1 ≤ |G| = |pL− R| ≤ |p||L|+ |R|.
Next we shall show that the parameters j, k and n¯ = (n1, . . . , nm) can be chosen so that
G 6= 0 and
|R| < 1
2
. (50)
Then we obtain a linear independence measure
|L| > (2|p|)−1. (51)
Suppose that k satisfies the conditions (24) and (25) and γ5 − mγ4 > 0. Take an
arbitrary number ε > 0 satisfying
ε <
γ5 −mγ4
2m
,
so that we have γ5 −m(γ4 + 2ε) > 0. Define
S0 = max{ε−1 log|a| C12, ε−1 log|a| C13, ε−1 log|a| 2m,C14,
γ5
2ε
, ε−1(m+ 1)γ5 + 1}.
Then according the Lemma 3.4 and the choice of S0, for every N ≥ S0, we have
|pjk| ≤ CN12|a|γ2N
2 ≤ |a|(ε+γ2)N2 , (52)
|rjik| ≤ CN13|a|γ4N
2−γ5Nni ≤ |a|(γ4+ε)N2−γ5Nni , (53)
2m ≤ |a|εN , (54)
2εN ≥ γ5, (55)
(m+ 1)γ5 ≤ ε(N − 1). (56)
Let us estimate a linear form
L = l0 + l1f1(α) + . . .+ lmfm(α) (57)
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with integer coefficients li ∈ K satisfying the condition
H = H1H2 · · ·Hm > H0,
where Hi = max{1, |li|} and H0 = |a|(S0+m)2(γ5−m(γ4+2ε)). We obtained earlier that pL =
G+R, where G and R are defined in (48) and (49). We prove first the condition (50) for
R.
Lemma 4.1. Positive integers n1, . . . , nm and N = n1 + . . .+ nm can be chosen so that
inequalities
Hiri <
1
2m
hold for every i = 1, . . . , m.
Proof. By (53) and (54) we know that for all N ≥ S0 we have
|ri| ≤ |a|(γ4+ε)N2−γ5niN
and 2m ≤ |a|εN . Hence we need to show that the inequalities
|a|−(γ5niN−(γ4+2ε)N2) < H−1i ,
or
γ5niN − (γ4 + 2ε)N2 > log|a|Hi,
hold. First we solve the equation
γ5siS − (γ4 + 2ε)S2 = log|a|Hi, (58)
where S =
∑m
i=1 si. By summing the equation when i = 1, . . . , m, we get
(γ5 −m(γ4 + 2ε))S2 = log|a|H
and
S =
√
log|a|H
γ5 −m(γ4 + 2ε) > S0 +m
(thanks to the definition of H0). Further from (58) we get
si =
log|a|Hi + S
2(γ4 + 2ε)
Sγ5
.
Put now
ni = ⌊si⌋, i = 1, . . . , m.
Since
m∑
i=1
si = S,
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we deduce that
S0 < S −m < N = n1 + . . .+ nm ≤ S.
In addition
ni > si − 1 =
log|a|Hi + S
2(γ4 + 2ε)
Sγ5
− 1
≥ S(γ4 + 2ε)− γ5
γ5
.
By (55) and the choice of N we get now
ni ≥ γ4
γ5
N =
γ3 + γρ(sρ/2 + 1− δ)
ρ−mδ − γρ N
≥ γ3
ρ−mδN =
γ1 +
1
2
+ δ(ρ−mδ)
ρ−mδ N > δN
as required. Because N > S −m > S0, we get from (53) that
|ri| ≤ |a|(γ4+ε)N2−γ5niN < |a|(γ4+ε)S2−γ5ni(S−m)
and from (58) that
Hi = |a|γ5siS−(γ4+2ε)S2 < |a|γ5(ni+1)S−(γ4+2ε)S2 .
Hence by combining these approximations we get
Hi|ri| < |a|−εS2+γ5S+γ5mni < |a|−εS2+γ5S(1+m)
= |a|S(−εS+γ5(1+m)).
Now by using (54) and (56) we get the wanted result
Hi|ri| < |a|−εS ≤ 1
2m
.
By (49) and Lemma 4.1 we obtain now
|R| ≤
m∑
i=1
|li||ri| ≤
m∑
i=1
Hi|ri| < 1
2
.
By Lemma 3.3 for any given linear form L there exists an index j ∈ {0, 1, . . . , m} such
that
Gjk = l0pjk + l1qj1k + . . .+ lmqjmk 6= 0.
Since by Lemma 3.2 G = Gjk is an integer in K, we have
|G| ≥ 1. (59)
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Hence we have the linear independence measure (51) and by (52) we get
|L| > (2|p|)−1 ≥ 1
2
|a|−(γ2+ε)N2 .
Further we get
|L| > 1
2
|a|−(γ2+ε)S2 ≥ 1
2
H−(γ2+ǫ)/(γ5−m(γ4+2ε))
for all H > H0.
We set now δ0 = mδ and ρ0 = ρ−mδ. Since ε > 0 is arbitrary, we can state the final
result in the following form.
Theorem 2. Suppose that none of the functions f1(z), . . . , fm(z) is a polynomial and
αi 6= αjql for all i 6= j and l ∈ Z. Let α be a non-zero element of K satisfying P (αq−k) 6=
0, k = 1, 2, . . .. Let
γ1 =
(2− δ0)2(1− δ0)
2δ0
, γ2 = γ1 + ρ0 + δ0 +
1
2
(1 + s(ρ0 + δ0)
2),
γ3 = γ1 +
1
2
+
δ0ρ0
m
, γ4 = γ3 + γ(ρ0 + δ0)(1− δ0
m
+ s
ρ0 + δ0
2
),
γ5 = ρ0 − γ(ρ0 + δ0)
be positive constants, where 0 < δ0 < 1 and
ρ0 >
m(γ1 +
1
2
)
1− δ0 > 0. (60)
Let γ = log |b|
log |a|
satisfy the condition
γ <
ρ0 −mγ3
(ρ0 + δ0)(1 +
sm(ρ0+δ0)
2
+m− δ0)
. (61)
Then for any ε0 > 0 there exist a positive constant C0 = C0(ε0) such that for any
(l0, l1, . . . , lm) ∈ Zm+1K \ {0¯} there holds the inequality
|l0 + l1f1(α) + · · ·+ lmfm(α)| > C0(H1H2 · · ·Hm)−γ2/(γ5−mγ4)−ε0,
where Hi = max{1, |li|} for i = 1, . . . , m.
5 An Alternative Proof
In this section we obtain a Baker-type linear independence measure for the numbers
1, f1(α), . . . , fm(α), where α ∈ K\{0} and P (αq−k) 6= 0, by using Matala-aho’s axiomatic
Baker-type results [9]. First we denote
n¯ = (n1, . . . , nm)
T , N = N(n¯) = n1 + . . .+ nm
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and modify the upper bounds obtained in Lemma 3.4 in the form
|pjk| ≤ eU(N), (62)
|rjik| ≤ e−Vi(n¯), (63)
where
U(N) = log |a|(γ2N2 +N log|a| C12) := γ6N2 + γ7N
and
Vi(n¯) = log |a|(γ5Nni − γ4N2 −N log|a|C13) := γ8Nni − γ9N2 − γ10N.
These upper bounds hold for every N ≥ C14 and if we assume that (45) and (46) hold,
we have γ6, γ7, γ8, γ9, γ10 ∈ R+ and γ8 −mγ9 > 0. Furthermore, we suppose that all the
assumptions of Theorem 2 hold. Now Theorem and 3.1 and 3.6 in [9] imply that for all
(l0, l1, . . . , lm) ∈ Zm+1K \ {0¯} we have
|l0 + l1f1(α) + . . .+ lmfm(α)| > F1
(
m∏
i=1
(2mHi)
)− γ6
γ8−mγ9
− A√
logH
, (64)
where
H =
m∏
i=1
(2mHi) ≥ F2, Hi = max{1, |li|},
F2 = e
C214(γ8−mγ9)−C14(m
2γ9+mγ10)−m2γ10 ,
A =
1√
γ8 −mγ9
(
γ6(m
2γ9 +mγ10)
γ8 −mγ9 + 2mγ6 + γ7
)
and F1 =
1
2
e−B with
B =
(
γ6(m
2γ9 +mγ10)
γ8 −mγ9 + 2mγ6 + γ7
)(
m2γ9 +mγ10
γ8 −mγ9) +m
√
γ10
γ8 −mγ9
)
+
m2γ6γ10
γ8 −mγ9 +m
2γ6 +mγ7.
Theorem 2.is a corollary of the above result.
6 Proof of Theorem 1
We prove now Theorem 1 by using Theorem 2, where we have a linear independence
measure for the numbers 1, f1(α), . . . , fm(α). We choose Qi(z) = −P (z) (i = 1, . . . , m),
which implies that
fi(q) = φ(αi)
as we proved in Section 1.
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We assume that either degP (z) < s or degP (z) = s and αi 6= Psqn (i = 1, . . . , m,
n ∈ Z+), where Ps is the leading coefficient of P (z). These assumptions imply that none
of corresponding fi(z) is not a polynomial in K[z] (see details in [1]). Thus Theorem 2
implies the linear independence measure for the numbers 1, φ(α1), . . . , φ(αm) expressed
in Theorem 1, where instead of µ(m, s) is γ2
γ5−mγ4
, which equals
4− 7δ0(1− δ0)− δ30 + 2δ0ρ0 + sδ0(ρ0 + δ0)2
2δ0(1− δ0)ρ0 −m(4− 7δ0 + 5δ20 − δ30)− γ(δ0 + ρ0)δ0(2 + 2m− 2δ0 + sm(δ0 + ρ0))
.
We choose now δ0 = 1/2, then
γ2
γ5 −mγ4 =
4sρ20 + 4(s+ 2)ρ0 + (s+ 17)
4ρ0 − 13m− γ(4smρ20 + 4(2m+ms + 1)ρ0 + (4m+ms + 2))
and
ρ0(m, s, γ) =
13m
4
+
γ
2(1− γ)
+
√(
13m
4
+
γ
2(1− γ)
)2
+
13m(s+ 2) + s+ 17
4s
+
(s+ 2)γ
2s(1− γ)
admits the minimum value for the above expression (in the case δ0 = 1/2). The essential
conditions (60) and (61) for ρ0 and γ become in this case in the form
ρ0 >
13m
4
(65)
and
γ <
4ρ0 − 13m
4msρ20 + 4(2m+ms+ 1)ρ0 + 4m+ms+ 2
. (66)
The condition (65) is clearly satisfied. For the latter one we define a function f : [0, 1[→ R,
f(τ) =
4ρ0(m, s, τ)− 13m
4msρ20(m, s, τ) + 4(2m+ms+ 1)ρ0(m, s, τ) + 4m+ms+ 2
− τ.
Since ρ0(m, s, 0) >
13m
4
, we see that f(0) is positive. On the other hand
lim
τ→1−
ρ0(m, s, τ) =∞,
hence limτ→1− f(τ) = −1. Because f is continuous it has at least one zero-point in the
interval ]0, 1[. We define
Γ(m, s) = min{τ |f(τ) = 0, 0 < τ < 1}.
If we choose
0 ≤ γ < Γ(m, s)
the condition (66) will be satisfied. This proves the Theorem 1.
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