For capillary-gravity water waves with vorticity we prove that all streamlines beneath the surface are real analytic.
Introduction
The theory of nonlinear periodic travelling water waves, which has at the centre of hydrodynamics for centuries, has historically been largely confined to the case of irrotational flow [11] . An important classical example of such nonlinear irrotational flow is the Stokes wave, and even in this much studied case many important results have been obtained only in the last few decades [22] . For flows which incorporate vorticity, even less is known or has been rigorously established [17, 19] . Probably the main reason for the dearth of results concerning rotational flow is simply that vorticity complicates matters a great deal. However, physically, rotational flows are commonplace and are incredibly important. For instance, vorticity is vital for describing flows with underlying currents, among other important features [17, 19] . Recently there has been a breakthrough in obtaining analytical results for rotational flow, beginning with the appearance of [8] where the authors established the existence of small and large amplitude gravity water waves displaying a general vorticity. Some other useful results concerning the stability and symmetry of such flows were established around the same time [3, 5, 6, 9] . The existence results in [8] were extended to small amplitude capillary-gravity waves in [24] , and have recently been extended and expanded in [23] to show existence for small and large amplitude capillary-gravity waves in flows which also include stratification. The current paper establishes results on streamlines for rotational capillary-gravity waves, where both gravity and surface tension play a role as restoring forces on the fluid.
In the following paper we establish the analyticity of the streamlines for two dimensional periodic travelling capillary-gravity waves in the presence of vorticity. Analysis of the streamlines of a fluid are of great importance in our understanding of nonlinear wave motion-for example, in the recent works [2, 7, 10, 14, 15, 16] , monotonicity results on derivatives of the stream function along streamlines were fundamental to establishing exact qualitative results concerning the pressure distribution function and particle trajectories throughout the fluid domain.
Results concerning the real analyticity of the streamlines, including the wave profile itself, in the case of gravity water waves with vorticity, were recently obtained in [4] . The results in [4] require a C 1 vorticity (see [21] for continuous vorticity) and admit the case of zero vorticity, in which case the author's proofs simplify some famous results obtained previously in the irrotational setting, such as [18] . The current paper will derive analogous results concerning the analyticity of the streamlines for capillary gravity waves with vorticity, where the effect of surface tension acts as a significant complicating factor [20, 23] . These results include the case of irrotational flow, where the vorticity equals zero throughout the fluid.
Governing equations
In the following we work with two dimensional periodic travelling capillarygravity water waves. Many common examples of water waves, such as waves trains propagating across the ocean, can be regarded as two dimensional waves, that is, waves which are identical along the wave crest line. For such waves we can then restrict our analysis to a cross section of the flow in a frame which is perpendicular to the wave crest line. In this frame we will use Cartesian (x, y)-coordinates, where x is in the horizontal direction and y is in the vertical direction. If the undisturbed mass of water has a depth d > 0 and we take y = 0 to represent the location of the undisturbed water surface, then the flat bed is located at y = −d. Suppose the wave has period 2L, then basic physical considerations coupled with periodicity imply that
where η(x, t) is the wave surface profile. If we denote the constant speed of the travelling waves by c > 0, then the velocity field takes the form (u(x − ct, y), v(x−ct, y)) and the wave surface profile is given by η(x−ct). The wave profile η is a free surface since it is a priori undetermined and thus represents an unknown in the problem.
Dealing with travelling waves enables us to move to a new reference frame travelling alongside the wave, with constant speed c > 0, by using the change of coordinates (x − ct, y) → (x, y). In this frame the flow is steady-we are now working with a time independent problem.
We denote the closure of the fluid domain by
. The governing equations of motion then take the following form. The assumption of incompressibility of the fluid leads to the equation of mass conservation,
and the equations of motion for the fluid are given by Euler's equation
which hold throughout the domain D η . The free boundary of the fluid domain always consists of the same particles, a condition which is prescribed by the kinematic surface condition
Here P = P (x, y) is the pressure distribution function. At the surface, the dynamic boundary condition which decouples the motion of the air from that of the free surface particles is given by
where P 0 is the constant atmospheric pressure, the parameter σ(> 0) is the coefficient of surface tension, and 1/R is the mean curvature in the x−direction given in Cartesian coordinates by
On the flat bed we have the kinematic boundary condition
which tells us that the rigid bed is impenetrable. The governing equations for the gravity-capillary water wave problem are embodied by the nonlinear free boundary problem (1)- (5), [17, 19] , along with the equation which describes vorticity
We now make the assumption throughout the fluid that u < c.
Physically, it is known that the assumption (7) is valid for flows which are not near breaking, a claim which is supported by field evidence [19] . These flows do not contain any build-up or stagnation points, and the individual fluid particles move with a horizontal velocity which is less than the speed with which the surface wave propagates.
We define the stream function ψ up to a constant by
and we fix the constant by setting ψ = 0 on y = η(x). Relations (3) and (5) tell us that ψ is constant on both boundaries of D η , and so it follows from integrating (8) and using (7) that ψ = m on y = −d, where
The expression in the square brackets above is usually referred to as the relative mass flux. From writing
we can see that ψ is also periodic, with period 2L. We can deduce from (8) that the level sets of the stream function ψ(x, y) are the streamlines of the fluid motion. For suppose (x(t), y(t)), t ≥ 0, describes the path of a fluid particle over time, with time derivatives x ′ (t) = u − c and y ′ (t) = v, and that initially ψ(x(0), y(0)) = β for β ∈ [0, m]. Then the particle will remain on the same level set of ψ for all time since
Mathematically, the assumption (7) is vital for a number of reasons, primarily in as far as we are concerned because it enables us to apply the hodograph change of variables which we introduce in Section 2.1 below. It is also crucial in showing that the vorticity can be expressed as a function of the streamline,
with the vorticity function γ ∈ C 1+α (R) if ω ∈ C 1+α (D η )-see Remark 2.1 for details.
In the following we consider solutions (u, v, P, η) of (1)- (6) in the class
per (R) of Hölder continuously differentiable functions, with Hölder exponent α ∈ (0, 1), and where the per subscript indicates that our solutions are 2π−periodic. Applying scaling arguments will then allow us to recover solutions of any general period 2L. Furthermore, our solutions will have a single crest located at x = 0 and troughs located at x = ±π, and the wave profile is strictly monotone from trough to crest. The functions u, η will be symmetric and v antisymmetric around the crestline x = 0, and the condition (7) on u and c will hold. Recently, it was proven in [23] , for more general fluid motions which allow for stratification or nonconstant fluid density, that for any γ ∈ C 1+α (R) which appears as the vorticity function in (9) there exist such solutions, and waves of both small and large amplitude are represented by these solutions.
We can see by direct calculation, using (6) and (8), that ∆ψ = −ω Upon integrating (2) and using various other manipulations we derive Bernoulli's law which states that the expression
is constant throughout the fluid domain D η . We can reformulate the governing equations in the moving frame in terms of the stream function as follows.
The hodograph transform
We now introduce an extremely useful hodograph transformation, using the fact that the stream function ψ is constant on both boundaries of the fluid domain ( (3), (5)), and it is also a strictly decreasing function of y ( (7), (8)). We make the following change of variables
The hodograph transformation (14) 
The change of variables (14) transforms the system of equations (10)- (13) on an unknown domain into the following system for the function h(q, p) in the fixed rectangular domain D = {(q, p) : q ∈ R, p ∈ [−m, 0]}:
In the following, given γ ∈ C 1+α (R), by a Hölder continuously differentiable solution of the governing equations we mean h ∈ C 3+α per (D) which satisfies (16)- (18), with h an even function in the q variable Furthermore, we require that inf
where we use the third relation in (15) to re-express (7) in terms of h. The equivalency of the systems of governing equations (1)- (6) and (16)- (18) follows from arguments presented in [8, 23] .
Remark 2.1 We now show that (9) holds. If we take the curl of the Euler equations (2) we get the relation
But this relation is simply ω q = 0, which we can see by direct computation using the relations (15) . Therefore the vorticity depends on p alone, from which (9) follows.
Main Results
Theorem 3.1 Consider a Hölder continuously differentiable solution of the governing equations, representing a periodic travelling capillary-gravity water wave in a flow with a Hölder continuously differentiable vorticity function and such that the wave speed exceeds the horizontal fluid velocity throughout the flow. Then each streamline beneath the wave profile is a real analytic curve.
Our proof of the above theorem consists of the following. Suppose that for a given γ ∈ C 1+α (R) the function h ∈ C 3+α per (D) is the corresponding solution to (16)- (18) which also satisfies (19) . Since the level sets ψ = p 0 represent the streamlines for the fluid motion, we will have proven our result if we can show that q → h(q, p 0 ) (20) is an analytic mapping for each fixed p 0 ∈ [−m, 0). To set up the proof of Theorem 3.1 let us define the following spaces and operators. Bearing in mind the boundary condition (18) let the Banach space
and let the open subset of O ⊂ X be
which is compatible with the condition (19) .
where
We note that the operator F is a real analytic operator from the space O to the space Y × Z. For convenience, we will denote such an operator's real analytic dependence on the input variables by writing
We see, from comparing (16)- (17) and (21)- (22), that h 0 represents a solution to the water wave problem if and only if F(h 0 ) = 0. Furthermore, the Fréchet derivative of F at h 0 is given by
where condition (19) ensures that L is a uniformly elliptic operator, taking the form
and T is given by
We can see that DF(h 0 ) is not an isomorphism, if h 
, by the linearity of DF(h 0 ), and so
We note that the presence of surface tension in the capillary-gravity water wave problem is responsible for the appearance of second order tangential derivatives in the boundary condition (25), a situation which hugely complicates the analysis of the problem, as is evidenced for instance in the case of proving existence of small and large amplitude water waves [23] .
Translation
We follow the example of [4] and let τ a denote translation of the q−variable by the amount ap, so
Then, for any h ∈ O and a ∈ R with |a| small enough to ensure that τ a h ∈ O, we have
where the operator K = (K 1 , K 2 ) is given by
It is evident that the operator K is a real analytic operator from the space O × R to the space Y × Z, and so we can write
Proof of Theorem 3.1 We consider now the operator Φ :
where we will prescribe the condition (33) on λ below. It follows immediately from (23) and (27) that
If h 0 is a solution to (16)-(18) for a given γ ∈ C 1+α (R) then
Furthermore, using (26) and (15) we have
The key to the rest of the proof is the application of the implicit function theorem for real analytic maps [1] to Φ(h, a) = 0 in a neighbourhood of (h 0 , 0). In order to do this, we must show that the partial Fréchet derivative
Now, if we make the restriction
then from (19) and (25) we have that T + λ∂ p is a non-degenerate, uniformly oblique Venttsel-type boundary operation [20, 23] . It follows directly from the results of Section 5 in [23] that D 1 Φ(h 0 , 0) is a Fredholm operator of index zero. So we will have shown that D 1 Φ(h 0 , 0) is an isomorphism once we show that it is also injective.
We prove this by contradiction using maximum principles for the uniformly elliptic operator L. Let us assume otherwise, that D 1 Φ(h 0 , 0)h = (L, T + λ∂ p )h = 0 for some non-zero h ∈ X, and suppose that h has a positive maximum value (if not, we would simply consider −h). By the weak maximum principle [13] , and the fact that h = 0 along the boundary p = −m, we must conclude that h attains its maximum value on the other boundary p = 0, at the point (q 0 , 0) say, and so h(q 0 , 0) > 0. Since this is a maximum value for h along the line p = 0, it must follow that h q (q 0 , 0) = 0, h≤ (q 0 , 0). Applying Hopf's maximum principle [12] at the point we must have h p (q 0 , 0) > 0. Using the above relations together with (33), evaluating (T + λ∂ p )h at (q 0 , 0) we get Applying the implicit function theorem for real analytic maps [1] we conclude that there exists an ǫ > 0 and a unique real analytic function φ : (−ǫ, ǫ) → O such that for a sufficiently small neighbourhood of (h 0 , 0) the solutions of Φ(h, a) = 0 are given by (h, a) = (φ(a), a) for a ∈ (−ǫ, ǫ). But (30) and the uniqueness property of ψ imply that τ a h 0 = φ(a) for a ∈ (−ǫ, ǫ). Thus for any (q, p) ∈ R × [−m, 0) the mapping a → τ a h 0 (q, p) = h 0 (q + ap, p)
is real analytic, implying that in fact h 0 (·, p) is real analytic in the first variable for all p ∈ [−m, 0). This demonstrates (20) and concludes our proof.
