Abstract: The Dispersion-Focalization Theory (DFT) attempts to predict vowel systems by using the competition between two perceptual costs: (i) dispersion based on inter-vowel distances, (ii) local focalization based on intra-vowel spectral salience related to formants proximity. The first cost is related to the global structure of the system and the second to the internal structure of each vowel element. The competition takes place in an auditory (formant-based) space, and it is controlled by two parameters, namely which sets the respective weight of F 1 and higher formants in auditory distances, and which sets the respective weights of the dispersion and focalization costs. We describe a new methodology for testing the DFT predictions: for a given number of vowels, the so-called ''phase spaces'' allow us to determine the DFT winner in the (, ) space. We present a refined analysis of the UPSID database inventory of vowel systems. From the comparison between experimental phase spaces and UPSID data we not only derive a (, ) region for which DFT predictions fit quite well with the phonological inventories and are compatible with preferred 3-to-7 vowels systems, but also what the possible variants in the systems are and in which order they can appear.
INTRODUCTION
Our title -which is a paraphrase of Chiba and Kajiyama's work [1] , The Vowel: Its Nature and Structure -is obviously in a direct scientific legacy and reflects important progress relative to the knowledge and modeling of the sound structures of the world's languages. This breakthrough, presented here, sixty years after the issue of the founding book on the acoustics of the vowel, was made possible thanks to strong hypotheses, which place production and perception constraints at the core of the emergence of sound structures, and, to the accumulation of knowledge on the description and phonological typologies of languages, which allows a genuine evaluation of theoretical hypotheses.
In the present state of the art, it is now possible to predict, for a given number of vowels, not only which vowel system is the most frequent in the world's languages, but also what the possible variants in that system are and in which order they can appear. During almost half a century, from Saussure to Chomsky, the dominant theories in the field of language science (structuralism and generativism) imposed an ''inescapable hypothesis'', in which the study of speech (Parole) was relegated to a position of secondary importance, subordinate to the study of the language system (Langue). Only at the beginning of the 1970s did a new approach [2, 3] arise, which placed speech at the origin of the structuring of the phonological systems of the world's languages -at least their major trends -and which suggested a first modeling in this domain. We shall demonstrate that ''substance'', that is the speech production and perception processes, ''informs'' the phonological systems of the world's languages. These processes are at the origin of the formatting of these structures, other (biological, sociological) processes being of course likely to intervene as well.
STRONG STRUCTURAL CONSTRAINTS
The first typologies of the phonological systems of the world's languages revealed that languages operate relatively limited choices among all the possibilities determined by a simple combinatory rule. Since Trubetzkoy and his Principles [4] , taxonomy has not only been an approach of historical linguistics: associated to research on synchronic trends, it constitutes today a main stage in linguistic theories. Institutionalized in 1961, under the aegis of the Social Science Research Council during the New York Conference on Language Universals, this research field aims at finding common basic structures in languages -in TUTORIAL diachrony as well as in synchrony. The Language Universals Project (1967 Project ( -1976 led to the building up of the Stanford Phonology Archives [5] with which important studies dealing with typological classification and phonological trends, were achieved [6, 7] . But all those studies present variegated contents: data are constantly enriched, questions on the materials vary from one author to the other. A database designed to give more reliable and more readily available answers to questions concerning the distribution of phonological segments in the world's languages was created as part of the research program of the UCLA Phonetics Laboratory. The UPSID [8, 9] , (UCLA Phonological Segment Inventory Database) (which contained 317 then 451 languages, and now 566) gathers phonological systems of languages from throughout the world, sampling more or less uniformly all linguistic families. Databases UPSID 317 , and then UPSID 451 were chosen to approximate a properly constructed quota sample on a genetic sample based of the world's existing languages. UPSID databases were implemented at ICP several years ago [10] .
These reliable databases of phonological systems allow the study of realistic, almost exhaustive, inventories of the phonological possibilities of the world's languages: 920 possible phonemes, including 167 vowels and 654 consonants. The vowels can analyzed in 38 basic vowel qualities described by aperture, the front-back tongue position and the rounding-spreading lip position. These basic vowel quality can be combined with one or more secondary features (quantity, nasality, pharyngeality, and devoicing etc.). The most detailed typologies currently available [10, 11] show that the languages have 3 to 28 vowels and that 90% of the languages build their system with 3 to 7 vowel qualities selected from among the 38 basic vowel qualities. Five-vowel systems are the most frequent with a dominant system of /i "e" a "o" u/, and observed variants of this system are rare. If the vowels were arbitrarily chosen by the systems, one would observe, among the currently described languages, a large variety of systems: for instance, the number of possible combinations of 5 vowels among 38 corresponds to more than 500,000 possibilities. Thus, strong constraints limit this combinatory possibility. Since these tendencies are independent from linguistic families and groups (e.g. Indo-European family, romance language group), their origin must be found in the similarity of the production and perception mechanisms specific to humankind.
THE DISPERSION-FOCALIZATION THEORY (DFT)
To predict phonological systems, substance-based theories propose a deductive approach, which looks at the primary language-specific facts from an external point of view by considering articulatory, acoustic, and perceptual constraints on possible speech sounds. In 1972, the arguments were introduced about the nature of listenerspeaker interaction and its role in shaping phonological systems, namely Dispersion Theory [2] (DT) and Quantal Theory [3] (QT). The principle of our DispersionFocalization Theory [12, 13] (DFT) is to associate a structural dispersion cost based on inter-vowel perceptual distances and a local focalization cost based on intra-vowel perceptual salience. The DFT assumes that for a given number of vowels, the preferred system (i.e. the most frequent in phonological databases) is obtained by minimizing a global cost composed of two components, namely a structural dispersion cost and a local focalization cost, both applied on acoustic parameters characterizing each vowel located in the Maximal Vowel Space (MVS) [19] . Vowels are described by frequencies of first four formants (F Hz ), and all values are expressed in bark [20] : four formants, and all values are expressed in bark:
The energy function of a given system with n vowels is given by:
where E D is a dispersion cost (more related to vowel structure) and E F is a focalization cost (more related to the nature of each vowel). E D is defined, as in the DT, by:
where d ij is the perceptual distance between vowels V i and V j . To compute this distance, we use a Euclidean distance in the (F 1 , F 2 0 ) space, where the second perceptual formant F 2 0 is evaluated from F 2 , F 3 , and F 4 on the basis of a model developed at the ICP [14] . In order to deal with the excessive number of high non-peripheral vowels in the DT predictions, we introduce, as Lindblom [15] , a stretching of the acoustic space in the F 1 dimension by using an (F 1 , F 2 0 ) weighted Euclidean distance, namely:
where can be chosen at any value lower than 1, assuming that higher formants play a minor role in vowel phonetic quality compared to lower ones. The DFT differs from the DT by the introduction of a second energy term, called focalization cost, diminishing the energy of configurations having vowels with F 1 close to F 2 , F 2 to F 3 , or F 3 to F 4 . The focal vowels are produced by articulatory maneuvers changing the formant-to-cavity affiliations [16] and hence making such configurations more stable. This is a quite specific way to produce a spectral concentration of energy which favors integration by the auditory system. For each vowel of each system, this cost of focalization is thus defined by:
where is a second free parameter. We thus obtain an energy function combining two terms respectively depending on the parameter, which sets the weighting between F 1 and F 2 0 , and the parameter, which determines the weighting of the additional focalization cost. It is important to note that, as expressed, E F does not take into account the articulatory-acoustic part of the concept of focalization (formant-to-cavity affiliations).
The choice of prototype to compare the energy of different systems is important. We decided to use 33 prototypes, a number close to the 38 vowel symbols describing all possibilities in vowel quality derived from the description of the UPSID databases. We attempted to choose positions as ''regular'' as possible, in terms of distances in the F 1 F 2 0 space. This resulted in the set presented in Table 1 . Two ''prototypes'' /V1/ and /V2/ were added between unrounded and rounded back vowels. The F 2 distance between these two series is relatively large, and it is suggested that the area between both series could be left empty in oral vowel systems in order to be exploited for a possible target for nasal vowels [21, 22] .
Previous results [17] have allowed us to define a region for the two DFT parameters for which theoretical predictions are consistent with typological data from the UPSID 317 database. This leads to the determination of what we call ''the phase space'', a well-known procedure in thermodynamics used to predict the states of a substance (such as the states of water: steam, liquid and ice), as a function of pressure and temperature. The phase space methodology, dealing with optimal systems, combined with the stability criterion, dealing with sub-optimal systems, lead us to the (, ) region.
Considering that peripheral systems are generally preferred in languages with from 3 to 7 vowels and that the /i y u/ series of high vowels exists in a significant amount of cases in the database (about 5% of the cases in the whole database, and 13% of the cases for systems with 7 vowels or more), we showed that setting the value around 0.2-0.3 and the value around 0.3-0.4 led to quite acceptable predictions.
The DFT provides some kind of generalization of the DT. Our simulations clearly show that must be much lower than 1 in order to solve the problem of peripheral vowels and higher than 0 in order to solve the problem of front rounded vowels. This second point is crucial. It confirms that the focalization term is necessary for understanding the /i y u/ structure for high vowels, which is not negligible in the UPSID 451 database, since it represents 4.5% of the whole database and more than 25% of the structures with three high vowels (namely two peripheral and one non-peripheral). Therefore the DFT provides a good basis for understanding vowel systems in detail. It is important to note that in this approach the acoustic limits are directly specified by the MVS limit. Table 1 Table of Formants frequencies F 1 F 2 F 3 (in Hz) and F 1 and F 2 0 (in bark) the second perpectual formant (evaluated from F 2 , F 3 and F 4 ; F 4 has been fixed at 3,560 Hz). Furthermore we added two ''prototypes'' in the ''hole'' between unrounded and rounded back vowels, namely /V1/ and /V2/. 
EXPLOITING PHASE SPACES
For a given number of vowels, from 3 to 9 (beyond this limit, it has been shown [10] that vowel systems introduce a new dimension, mainly nasality and less often quantity), we can predict, in the DFT framework, different vowel systems in the (, ) space. The general trend is that, for a given number of vowels in a system, decreasing favours peripheral systems, while increasing it favours systems with one and then two high non-peripheral vowels; and increasing favours focal vowels, and particularly stabilizes /y/ within an /i y u/ high series, while this series is unstable when is set to 0.
Previous work [10] allowed us to verify that these predictions were more or less compatible with the observed preferred phonological vowel systems in the UPSID 317 database.
Then, we tried to go one step further: we attempted to determine where in the phase spaces one could find the different systems, preferred or not, existing in UPSID 451 , and what kinds of ''superstructures'' could be derived from this analysis [18] .
Prototypical Structures in Phase Spaces
Our previous simulations led to ''prototypical systems.'' These are winning n-vowels systems in the DFT framework, in the sense that they have a minimal global Dispersion-Focalization (DF) energy, according to the values of the two free parameters and .
We have focused our study on values of n from 3 to 7 because they allow us to capture the most significant phonological tendencies of the UPSID 451 database. We present DFT simulation results in Figs. 1-5 for n ¼ 3{7. For each value of n, the phase space determines regions in the (, ) space in which a given system S wins (with its vowel qualities displayed as black points on a prototypical grid). There are two prototypical systems P for n ¼ 3, which we call S 3 P 1 and S 3 P 2 . There are four prototypical systems for n ¼ 4; 5; 6, and five prototypical systems for n ¼ 7; let us call them S n P i , with n from 3 to 7, and i from 1 to 5. The global trend is that increasing n increases the dispersion cost of peripheral systems, hence it decreases the boundary necessary for making these systems optimal. Hence peripheral systems are favoured with small values of . When is too small, the vowel space is completely vertically stretched (since higher formants play a minimal part in the determination of vowel phonetic quality); this favours asymmetrical peripheral configurations because of the interactions between front and back peripheral vowels in the systems. Non-peripheral configurations, that is systems with more than two high vowels, appear with large values, and when increases, focal vowels (especially /i/ with close F 3 and F 4 , other front unrounded vowels together with /y/ all with close F 2 and F 3 , and back rounded vowels with close F 1 and F 2 ) are favoured. Decreasing leads to replacement of the high rounded vowel /y/ with a high vowel acoustically more central, namely /1/ or /W/.
Reverse Prototypical Structures
We hypothesized that two structures having the same number of peripheral vowels, but systematically replacing front unrounded vowels by back rounded ones with the same height, and vice-versa, are equivalent structures in the sense of DFT, that is to say that they have roughly the same DF energy for a given value of n and for the (, ) pair. This was systematically verified by comparing the energy of the S n P i prototypical systems with reverse systems that we called S n P i Ã . For example, for n ¼ 4 we compared S 4 P 1 ¼ /i o E a/ with S 4 P 1 Ã ¼ /u e O a/, and S 4 P 2 ¼ /i "e" a u/ with S 4 P 2 Ã ¼ /i "o" a u/, S 4 P 3 ¼ /i y u a/, and S 4 P 4 ¼ /i 1 u a/ having no reverse counterpart. Indeed, we confirmed that S n P i Ã structures have a DF energy quite close to the S n P i ones whatever the region of the phase space, that is to say whatever the and values. Pushing the analogy with physics one step further, this reminds us of the ''polymorphism'' of a number of solids (e.g., metals, or crystals). In this situation, while fusion produces a homogeneous liquid phase, solidification leads to mixtures of two or more variants of the solid phase, all stable and more or less with the same energy. This is exactly what happens here with the two variants within a given phase. Hence we will consider in our typologies of phase spaces, ''superstructures'' grouping prototypical structures and reverse ones (displayed with white points instead of black ones in Figures) . The relevance of these superstructures for describing the UPSID 451 database will now be discussed in the next section.
Comparing UPSID Data with DFT Simulations
In order to test our hypotheses, we reanalyzed the UPSID 451 database of vowel systems, using a two-step methodology.
First, from raw data, that is to say without any typological equivalencies, we obtain 252 types of phonological structures from 3 to 17 vowel qualities; what we call vowel qualities corresponds to ''basic segments''. For instance /i/, / Ä i/, /i:/, / / and /i¨/ are five different phonemes but have the same vowel quality corresponding to the basic segment /i/. We also consider that vowel differing with only one degree of aperture are equivalent: for example /e/ and /"e"/, or /"e"/ and /E/. We note that more than 96% of the languages have from 3 to 10 basic vowel qualities, and if we focus our study on systems with 3 to 7 qualities, we obtain 77% of the 451 languages (348 systems). This is due to the fact that there are in many cases more vowels than
Figs. 1-5 Phase spaces for 3-to-7 vowel systems. The winning vowels systems are predicted in the 0:2 0:3 and 0:3 0:4 region. They correspond to the most frequent systems observed in the UPSID database. The other systems are predicted and observed, but are far less frequent. S n P i structures have their vowel qualities displayed as black dots on a prototypical grid. S n P i Ã vowels are displayed as white dots replacing the corresponding black ones. The number in the oval is the total number of UPSID languages with the S n P i and S n P i Ã .
L.-J. BOË et al.: THE NATURE OF VOWEL STRUCTURES vowel qualities in a given system, for instance /i e a o u/ is the phonological structure of four UPSID 451 languages of which three have more than 5 vowels: Chipewyan with 14 vowels /i e a o u i: a: u: ã ũ : ã: ũ:/, Siriono (12) /i e a o u ẽ ã õ ũ i¨ ¨/, and Tamang (10) /i e a o u
In the case of systems with nasal, laryngeal, pharyngeal, or retroflexed vowels sharing no vowel qualities with a basic segment as in Chipewyan, we have decided to discard them from the follow-up analyses. This results in eliminating less than 3% of UPSID's languages and 3.4% of languages having from 3 to 7 vowels from our next analyses. This is equivalent to seven languages with 6 vowels qualities and five languages with 7 qualities, for instance the Cherokee system /i "e" "@ @" a "o" u/, or the Tarascan system /i 1$ E a o u/. At this stage we retain 336 systems of the database.
Second, we take into account the so-called ''transparency rule'' [18] . This rule states that schwa should be conceived as a separate class, considering that it does not seem to interfere with the other vowels in a system: indeed, schwa added or removed from a system does not disrupt the structural organisation of a system. The ''transparency rule'' concerns 64 languages with from 4 to 8 vowel qualities. For instance we have classed the Ivatan structure /i "@" a u/ as S 3 P 2 , Achumawi /i "e" "@" a "o" u/ as S 5 P 2 , Ndut /i e E @ a O u/ as S 6 P 1 , and Fur /i e E "@" a O o u/ as S 7 P 2 . The ''transparency rule'' results in slightly increasing the number of systems in the analysis, due to six 8-vowel systems becoming 7-vowels ones. Hence at this last stage we stay with 342 systems (75.8% of the database).
Distribution of UPSID Data within Phase Spaces
We now have at our disposal both a series of predictions organized around the typology S n P i /S n P i Ã defined previously, and an inventory of 342 systems (three-fourths of UPSID 451 ) with 3 to 7 vowel qualities. The final goal of this work was to try to associate most of these 342 systems with a region in the phase space where they would be optimal (i.e., viable in the sense of the DFT). This is displayed in Figs. 1 to 5 , where we have plotted within each region of the phase spaces the number of systems fitting with the corresponding structure. Let us now discuss the obtained results in more detail.
First, it appears that 303 of the 342 3-to-7 vowel systems (88.6%, or 67.2% of the whole UPSID 451 database) fit with one of the S n P i or S n P i Ã types. The 39 rejected systems (fitting with no prototypical or reverse type) correspond to one system in S 3 , 5 in S 4 , 9 in S 5 , 10 in S 6 , and 14 in S 7 ; hence their number increases with n, which is logical since the complexity of the distribution of vowel qualities increases.
Second, the most widespread types are those corresponding to S n P 2 (and sometimes to S n P 2 Ã ). This provides a first confirmation on UPSID 451 of our results on UPSID 317 [15] , namely that the (, ) region defined by 0:2 0:3 and 0 0:4 is compatible with preferred 3-to-7 vowels systems.
But the data provide some new confirmation of this result. Indeed, it appears that systems corresponding to types associated to large or values are quite few. On the contrary, most systems are located at low values. Indeed, apart from the ''best'' S n P 2 structures, other structures generally occupy nearby regions (mostly of types S n P 1 or S n P 1 Ã ) and if we define a broad acceptable region such as 0:1 0:3 and 0 0:4, we obtain a total of 293 systems, that is 85.6% of the 342 systems of our inventory, which is quite important. Altogether, this confirms with a strong reliability the need to ''stretch'' the acoustic space along the F 1 dimension in auditory spectral distances, which indicates the dominant role played by the lower formant F 1 in vowel phonetic quality.
The next observation deals with the symmetry between front and back peripheral vowels. Globally, the data confirm the well-known fact that vowel systems ''prefer'' both peripheral vowels and front-back symmetry. In the asymmetrical cases, when the numbers of front and back vowels are different, the (classical) trend is that there are more front than back ones, for example, 9 S 4 P 1 /i o E a/ vs. 0 S 4 P 1 Ã /u e O a/ structures, 8 S 4 P 2 /i u "e" a/ vs. 4 S 4 P 2 Ã /i u "o" a/ structures, and 14 S 6 P 1 /i u e "o" E a/ vs. 10 S 6 P 1 Ã /i u o "e" O a/ structures. When the number of front and back vowels are the same, the (less classical) trend is that front vowels often have a more open degree than back ones; though this is not true for 3-vowels systems (3 S 3 P 1 /i "o" a/ vs. 0 S 3 P 1 Ã /u "e" a/ structures), it is clearly the case for 5-vowel systems (4 S 5 P 1 vs. 16 S 5 P 1 Ã ) and for 7-vowel systems (0 S 7 P 1 vs. 2 S 7 P 1 Ã ). As for focalization, its role is more important for stabilizing the vowel structures of larger systems, particularly those containing /y/: this vowel appears in only 2% of UPSID's languages from 3 to 7 vowel qualities, but almost 7% of all languages; notice that more than half of them are Indo-European and Uralo-Altaic languages. In our simulations, /y/ is only present in the S 6 P 3 /i y u "o" E a/ structure (3 examples, i.e., only 1% of our reduced database).
CONCLUSION
A whole collection of data gathered during the course of the second half of the 20th century has progressively rendered untenable the principle of strict independence of form and substance. Languages do not construct their sound systems from ''amorphous'' materials, to quote a Saussurian expression. Entirely on the contrary, typological analyses carried out on phonological data that have been collected, standardized, and organized, indicate according to current evidence that languages, from whatever linguistic family, do not exploit the possibilities of the vocal tract, or auditory and visual systems arbitrarily to organize their phonological structures (whether this be the sign of a feature, the choice of that feature, the recruitment of phonemes, or the nature and organization of syllables). Models that take production and perception constraints into account permit the prediction of broad tendencies and variants for vowel systems.
The phonological typologies and universal tendencies that have been observed are unrelated to the linguistic families which served as the basis for the UPSID sample, currently the most representative database of sound structures. It is even more noticeable that certain features (rounding, length, nasality) are associated with certain families or rather with certain geographical areas. This can only confirm that typological classifications of sound structures and genetic classifications according to linguistic family are far from being identical, and that typology exhibits geographical tendencies. It is likely that statistical properties over the course of time, within a predetermined zone of the linguistic space, reflect the same constraints as the current general distribution, more or less, and that, as regards certain features, fluctuations of systems in neighboring zones are produced more or less in phase. One of the interesting inferences that can be drawn from this lack of correlation is that the general tendencies of linguistic systems could depend on the material nature of the sound structures of language, reinforcing the hypothesis that there might exist ''phonetic properties of Homo Sapiens.'' Substance-based linguistics is an old dream for phoneticians, and Chiba and Kajiyama first contributed to the elaboration of this theory. Vowel system prediction undoubtedly provides the most obvious success in this program. It is now possible to use a theory based on local and global perceptual (namely ''non-linguistic'') arguments, a computational framework, and a quantitative methodology.
Speech is by nature an interdisciplinary object of research, lying at the crossroads of several sensorimotor systems involved in the production and perception of biological communication signals and of a major human competence, the faculty of language. Around this particular object of research groupings of several disciplines have arisen (ranging from acoustics, even fluid mechanics, to phonology and phonetics, while traversing biology, psychology, and information processing), placing speech at the centre of research that is as much fundamental as it is applied. The association of Chiba, professor of phonetics, and Kajiyama, professor of physics, showed, as early as 1941, one of the lines of modern ''multi-disciplinary'' collaboration in the field of speech sciences.
