We consider the variable coefficient Poisson equation with Dirichlet boundary conditions on irregular domains. We present numerical evidence for the accuracy of the solution and its gradients for different treatments at the interface using the Ghost Fluid Method for Poisson problems of Gibou et al. (J. Comput. Phys. 176:205-227, 2002; 202:577-601, 2005). This paper is therefore intended as a guide for those interested in using the GFM for Poisson-type problems (and by consequence diffusion-like problems and Stefan-type problems) by providing the pros and cons of the different choices for defining the ghost values and locating the interface. We found that in order to obtain second-order-accurate gradients, both a quadratic (or higher order) extrapolation for defining the ghost values and a quadratic (or higher order) interpolation for finding the interface location are required. In the case where the ghost values are defined by a linear extrapolation, the gradients of the solution converge slowly (at most first order in average) and the convergence rate oscillates, even when the interface location is defined by a quadratic interpolation. The same conclusions hold true for the combination of a quadratic extrapolation for the ghost cells and a linear interpolation. The solution is second-order accurate in all cases. Defining the ghost values with quadratic extrapolations leads to a non-symmetric linear system with a worse conditioning than that of the linear extrapolation case, for which the linear system is symmetric and better conditioned. We conclude that for problems where only the solution matters, the method described by Gibou, F., Fedkiw, R., Cheng, L.-T. and Kang, M. in (J. Comput. Phys. 176:205-227, 2002) is advantageous since the linear system that needs to be inverted is symmetric. In problems where the solution gradient is needed, such as in Stefan-type problems,
Equations and Numerical Methods

Poisson Equation
Consider a Cartesian computational domain, ∈ R n , with exterior boundary, ∂ and a lower dimensional interface that divides the computational domain into disjoint pieces, − and + . The variable coefficient Poisson equation is given by
where x = (x, y, z) is the vector of spatial coordinates and ∇ = ( ∂ ∂x , ∂ ∂y , ∂ ∂z ) is the gradient operator. The variable coefficient β( x) is assumed to be continuous on each disjoint subdomain, − and + , but may be discontinuous across the interface . β( x) is further assumed to be positive and bounded below by some > 0. On ∂ , either Dirichlet boundary conditions of u( x) = g ( x) or Neumann boundary conditions of u n ( x) = h( x) are specified. Here u n = ∇u · n is the normal derivative of u and n is the outward normal to the interface. A Dirichlet boundary condition of u = u I is imposed on .
In order to separate the different subdomains, we introduce a level set function φ defined as the signed distance function:
where d is the distance to the interface. The level set is used to identify the location of the interface as well as the interior and exterior regions.
Discretization of the Poisson Equation on Irregular Domains
In this section, we recall the discretization of the Poisson equation on irregular domains, as described in Gibou et al. [6, 8] . The discretization of the Poisson equation, including the special treatments needed at the interface, is performed in a dimension by dimension fashion. Therefore, without loss of generality, we only describe the discretization in one spatial dimension for the (βu x ) x term. In multiple spatial dimensions, the (βu y ) y and (βu z ) z terms are each independently discretized in the same manner as (βu x ) x . Consider the variable coefficient Poisson equation in one spatial dimension
with Dirichlet boundary conditions of u = u I on the interface where φ = 0. The computational domain is discretized into cells of size x with the grid nodes x i located at the cell centers. The cell edges are referred to as fluxes so that the two fluxes bounding the grid node x i are located at x i± 1 2 . The solution of the Poisson equation is computed at the grid nodes and is written as u i = u(x i ). We consider the standard second-order discretization for (2) given by
where (βu) x is discretized at the flux locations. In order to avoid differentiating the fluxes across the interface where the solution presents a kink, a ghost value is used: Referring to Fig. 1 , let x I be an interface point between grid points x i and x i+1 with a Dirichlet boundary condition of u = u I applied at x I . We define a ghost value u G i+1 at x i+1 across the interface, and rewrite (3) as
The ghost value u G i+1 is defined by first constructing an interpolantũ(x) of u(x) on the left of the interface, such thatũ(0) = u i , and then defining u G i+1 =ũ( x). Figure 1 illustrates the definition of the ghost cells in the case of the linear extrapolation. In this work, we consider linear and quadratic extrapolations defined by:
Linear extrapolation: Takeũ(x) = ax + b with:
Quadratic extrapolation:
Takeũ(x) = ax 2 + bx + c with:
where θ ∈ [0, 1] refers to the cell fraction occupied by the subdomain − .
Location of the Interface
Referring to Fig. 1 , we compute the location of the interface between x i and x i+1 by finding the zero crossing of the quadratic interpolant φ = φ(
We note that the quadratic interpolant in φ is convex with a positive second order derivative.
The location of the interface along the x-direction is calculated as:
where is a small positive number to avoid division by zero. φ x (x i ) and φ xx (x i ) are approximated at x i using second-order accurate central difference schemes.
Computation of the Gradients
The solution gradients are computed at each node of the grid: Once we know the location of the interface as described in Sect. 2.3, the Dirichlet boundary value u I is either given analytically or calculated by quadratic interpolation using neighboring nodal values. Then central-type difference schemes using the value at the interface are used to approximate the component of ∇u = (u x , u y , u z ) T . For example, we define u x as
We note that in the case where x i−1 is outside the domain, we recourse to a first-order formula. Likewise, if θ is too small, we set u i = u I to remove the large errors that could occur from dividing by small numbers. In practice we set the threshold to be θ = x.
Remarks
• The GFM for the Poisson equation produces second-order accurate solutions even in the case where the interface cuts two adjacent segments (in a least square fit sense). • The accuracy of the gradient is also second order in the case where the interface and the extrapolation are second-order accurate. Same conclusions are reached in the approach of Chern and Shu [2] .
Examples
In each example, we consider a domain = [−2, 2] 2 and u = f on . The level set function φ decomposes the domain into separate regions, with φ = 0 defining the interface . The interior region − is defined by φ ≤ 0 while the exterior region + is defined by φ > 0. We impose Dirichlet boundary conditions on both the exterior boundary ∂ and the interface . We use the BiCGSTAB algorithm with an incomplete LU preconditioner to solve the linear systems, although one would choose more efficient solvers in practice (for example PCG in the case of symmetric linear systems, GMRES or multigrid methods in the case of non symmetric linear systems). In the examples below, we show the results with different combinations for the definition of the ghost cells and the interpolation to locate the interface. In addition, we present those results in the case where the interface may or may not be smooth, as well as in the case of perturbation of the interface on the grid.
Numerical Results for a Disk-Shaped Irregular Domain
In this example, the interface is a circle. We use an exact solution of u(x, y) = e φ . We define φ as φ(x, y) = (x − px) 2 + (y − py) 2 − 1, where px and py are randomly chosen perturbations. We consider the case with px = 0 and py = 0 where the circle is centered at the origin, and also the case with px = 0.691 and py = 0.357 so that the center of the circle does not fall exactly on a grid point. Figure 2 depicts the grids used and the exact solution.
The L ∞ errors in the solution and gradient are presented in Tables 1 through 8 . 
Numerical Results for a Star-Shaped Irregular Domain
In this example, the interface is a star, hence considering the case where the irregular domain has a more complex shape. We use an exact solution of u(x, y) = sin(x) sin(y)
for (x − px) 2 + (y − py) 2 ≥ 10 −4 and φ(x, y) = −1 otherwise, where px and py are randomly chosen perturbations. We consider the case with px = 0 and py = 0 where the star is centered at the origin, and also the case with px = 0.691 and py = 0.357 so that the center of the star does not fall exactly on a grid point. Figure 3 depicts the grids used and the exact solution. The L ∞ errors in the solution and gradient are presented in Tables 9 through 16 . 
Numerical Results for a Tilted Square Irregular Domain
In this example, the interface is a tilted square, hence considering the case where the interface has a kink. We use an exact solution of u(x, y) = e −x 2 −y 2 . We define φ as φ(
wherex(x, y) = x cos(πθ ) − y sin(πθ ) andŷ(x, y) = x sin(πθ ) + y cos(πθ ). θ , px, and py are randomly chosen perturbations. We consider the case with θ = 0.313, px = 0 and py = 0 where the tilted square is centered at the origin, and also the case with θ = 0.313, px = 0.691 and py = 0.357 so that the center of the tilted square does not fall exactly on a grid point. θ is chosen such that the tilted square is not symmetric in the x and y directions. Figure 4 depicts the grids used and the exact solution. The L ∞ errors in the solution and gradient are presented in Tables 17 through 24.
Numerical Results for a Sphere-Shaped Irregular Domain in Three Dimensions
In this example, the interface is defined by a sphere in three dimensions. We use an exact solution of u(x, y, z) = e φ . We define φ as φ(x, y, z)
where px, py and pz are randomly chosen perturbations. We consider the case where the sphere is centered at the (0, 0, 0), and also the case where the sphere is centered at (0.249, 0.187, 0.356) so that the center of the sphere does not fall exactly on a grid point. The L ∞ errors in the solution and gradient are presented in Tables 25 through 32 . The highest resolution presented is 256 3 due to memory limitations for the simulation.
Synthesis of the Results
In this section, we analyze the order of accuracy and the error distribution of the solution gradients produced by the combination of (1) defining the ghost values with a linear or a quadratic extrapolation and (2) by finding the interface location with a linear or a quadratic interpolant. We also analyze the error distribution and the condition number of the asso- ciated linear systems. In all cases, the solution is second-order accurate as demonstrated in [1, 6, 8] . We note that second-order accuracy is the maximum one can reach with the central difference scheme used.
Accuracy of Gradients
First, we look at the combination of a linear extrapolation for defining the ghost value and a linear interpolation to find the location of the interface. In this case we find that the gradients converge slowly (i.e. at most first order accurate) and their convergence rate oscillate as illustrated in Tables 1, 5 , 9, 13, 17, 21, 25 , and 29. We reach the same conclusion in the case where we use a quadratic interpolation to find the interface location, while still using a linear extrapolation in the definition of the ghost cell value as detailed in Tables 2, 6, 10, 14, 18, 22, 26, and 30. Second, we consider defining the ghost value with a quadratic extrapolation. In this case the gradients are second-order accurate only if the location of the interface is found with an interpolant that is at least quadratic as demonstrated in Tables 4, 8, 12, 16, 20, 24, 28, and 32 . The accuracy drops to first order at best (in average-also the convergence rates are oscillatory) in the case where the interface location is found with only a linear interpolant as shown in Tables 3, 7, 11, 15, 19, 23, 27, and 31. We conclude that second-order accurate gradients can only be found by defining the ghost cell values with at least a quadratic extrapolation and finding the interface location with at least a quadratic interpolant.
Distribution of Error for the Solution and its Gradients
In general, the error of the gradient is largest close to the interface regardless of the order of interpolation for the interface location and extrapolation for the ghost values as illustrated in Fig. 5 . Linear extrapolation for the ghost value produces larger errors in the solution close to the interface, while the error in the solution is smooth across all regions for quadratic extrapolation of the ghost value as depicted in Fig. 6 . Defining the ghost values with a linear extrapolation, the gradient converge slowly (at most first-order accurate in average) even if we disregard the large errors contributed by the points within a small band near the interface as demonstrated for the case of the perturbed circle from Example 3.1 in Tables 33  through 36 . This is characteristic of an Elliptic operator, for which errors propagate with infinite speed, and further supports our conclusion that a quadratic extrapolation for the ghost value is required for obtaining second-order accurate gradients. 
Condition Number and Symmetry of the Linear Systems
Defining the ghost cell value with a linear extrapolation has one advantage over the quadratic extrapolation case: The linear system is symmetric, which allows the use of fast (and straightforward to implement) linear solvers like the preconditioned conjugate gradient [9, 16] . Indeed, the ghost value u G i+1 is given by 
for linear and quadratic extrapolation respectively. Substituting u G i+1 from (6) into (4) with β = 1 yields the symmetric discretization of
while substituting (7) with β = 1 yields the non-symmetric discretization of 2u I θ 2 +θ − 2 θ u i + 2 θ+1 u i−1 ( x) 2 = f i .
Also, observe that for linear extrapolation, the coefficient of u i , which corresponds to the diagonal element of the matrix, is increased from 2 to (1 + 1 θ ) > 2 since θ ∈ [0, 1]. This increase in the diagonal element is beneficial for iterative methods to converge faster. In the case of a quadratic extrapolation, the diagonal element is increased by a factor of 1 θ but the off-diagonal elements are also increased from 1 to 2 θ+1 . In both cases the linear systems are diagonally dominant. Defining the ghost values with quadratic extrapolations produces consistently larger condition numbers in the matrices than in the case of a linear extrapolation, as demonstrated in Fig. 7 for the case of the centered circle from Example 3.1. Not surprisingly, the order of interpolation for finding the interface location has a negligible effect on the condition number.
Conclusions
We have presented numerical evidence for the order of accuracy that can be achieved by the Ghost-Fluid Method for Poisson equations on irregular domains with Dirichlet boundary conditions introduced by Gibou et al. [6, 8] . This paper can therefore serve as a guide on how to define ghost values and on how to define the interface location for those interested in the solution of Poisson problems on irregular domains. The same guide can be used for diffusion problems as well as Stefan-type problems. We have shown that a quadratic extrapolation for defining the ghost values and a quadratic interpolation for finding the interface location are necessary to obtain second-order accurate gradients, which in turn may be of interest when considering diffusion dominated moving boundary problems where the interface velocity is defined by the solution gradients. When linear approximation is used for either or both the extrapolation and the interpolation, the gradients converge slowly (at most first-order accurate in average and the convergence rate is oscillatory) across the entire domain, including at locations far away from the interface. In both cases the solution is second-order accurate. We also demonstrated that the symmetric discretization matrix produced by a linear extrapolation for the ghost value is significantly better conditioned relative to the non-symmetric discretization matrix produced by a quadratic extrapolation.
