We propose an embedded discontinuous Galerkin (EDG) method to approximate the solution of a distributed control problem governed by convection diffusion PDEs, and obtain optimal a priori error estimates for the state, dual state, their fluxes, and the control. Moreover, we prove the optimize-then-discretize (OD) and discrtize-then-optimize (DO) approaches coincide. Numerical results confirm our theoretical results.
Introduction
We study the following distributed optimal control problem:
subject to −∆y + β · ∇y = f + u in Ω,
where Ω ⊂ R d (d ≥ 2) is a Lipschitz polyhedral domain with boundary Γ = ∂Ω, f ∈ L 2 (Ω), g ∈ C 0 (∂Ω), and the vector field β satisfies
Optimal control problems for convection diffusion equations have been extensively studied using many different finite element methods, such as standard finite elements [11] [12] [13] , mixed finite elements [13, 35, 39] , discontinuous Galerkin (DG) methods [16, 21, 33, 34, 36, 40, 41] and hybrid discontinuous Galerkin (HDG) methods [17, 18] . HDG methods were first introduced by Cockburn et al. in [4] for second order elliptic problem, and then they have been applied to many other problems [2, 3, 5, 7, 8, [23] [24] [25] [26] 32] . HDG methods keep the advantages of DG methods, but have a lower number of globally coupled degrees of freedom compared to mixed methods and DG methods. However, the degrees of freedom for HDG methods is still larger compared to standard finite element methods. Embedded discontinuous Galerkin (EDG) methods were first proposed in [15] , and then analyzed in [6] . EDG methods are obtained from the HDG methods by forcing the numerical trace space to be continuous. This simple change significantly reduce the number of degrees of freedom and make EDG methods competitive for flow problems [27] and many other applications [9, 10, 19, 27, 29] .
In [38] , we utilized an EDG method for a distributed optimal control problems for the Poisson equation. We obtained optimal convergence rates for the state, dual state and the control, but suboptimal convergence rates for their fluxes. This suboptimal flux convergence rate for the Poisson equation is a limitation of the EDG method with equal order polynomial degrees for all variables [6] . However, Zhang, Xie, and Zhang recently proposed a new EDG method and proved optimal convergence rates for all variables for the Poisson equation [37] . This EDG new method is obtained by simply using a lower degree finite element space for the flux. In this work, we use this new EDG method to approximate the solution of the above convection diffusion distributed optimal control problem, and in Section 3 we prove optimal convergence rates for all variables.
There are two main approaches to compute the numerical solution of PDE constrained optimal control problems: the optimize-then-discretize (OD) and discretize-then-optimize (DO) approaches. In the OD approach, one first derives the first-order necessary optimality conditions, then discretizes the optimality system, and then solves the resulting discrete system by utilizing efficient iterative solvers [31] . In the DO approach, one first discretizes the PDE optimization problem to obtain a finite dimensional optimization problem, which is then solved by existing optimization algorithms, such as [1, 28] . The discretization methods for which these two approaches coincide are called commutative. Intuitively, the DO approach is more straightforward in practice; however, not all discretization schemes are commutative. In the non-commutative case, the DO approach may result in badly behaved numerical results; see, e.g., [20, 22] . Therefore, devising commutative numerical methods is very important. In Section 2, we prove the EDG method studied here is commutative for the convection diffusion distributed control problem. Moreover, we provide numerical examples to confirm our theoretical results in Section 4.
2 EDG scheme for the optimal control problem 2.1 Notation the d − 1 Lebesgue measure of e is non-zero. For two elements K + and K − of the collection T h , let e = ∂K + ∩ ∂K − denote the interior face between K + and K − if the d − 1 Lebesgue measure of e is non-zero. Let ε o h and ε ∂ h denote the set of interior and boundary faces, respectively. We denote by ε h the union of ε o h and ε ∂ h . We finally introduce
Let P k (D) denote the set of polynomials of degree at most k ≥ 0 on a domain D. We introduce the discontinuous finite element spaces
Define M h (o) and M h (∂) in the same way as M h , but with ε o h and ε ∂ h replacing ε h . Note that M h consists of functions which are continuous inside the faces (or edges) e ∈ ε h and discontinuous at their borders. In addition, for any function w ∈ W h we use ∇w to denote the piecewise gradient on each element K ∈ T h . A similar convention applies to the divergence ∇ · r for all r ∈ V h .
For EDG methods, we only change the space of numerical traces M h , which is discontinuous, into a continuous space M h as follows:
The spaces M h (o) and M h (∂) are defined in the same way as M h (o) and M h (∂).
Recall we assume the Dirichlet boundary data g is continuous. Let I h be a interpolation operator, so that I h g is a continuous interpolation of g on ε ∂ h . Again, in most of the EDG works in the literature the polynomial degree is equal for the three spaces V h , W h , and M h . We lower the polynomial degree for the flux space V h as in the recent work [37] .
Optimize-then-Discretize
First, we consider the optimize-then-discretize (OD) approach: we use the EDG method to discretize the optimality system for the convection diffusion control problem.
It is well known that the optimal control problem (1)- (2) is equivalent to the optimality system
For q = −∇y and p = −∇z, the mixed weak form of the optimality system (8a)-(8e) is given by
To approximate the solution of this system, the EDG method seeks approximate fluxes
for all (r 1 ,
for all µ 1 , µ 2 ∈ M h (o), and the optimality condition
for all w 3 ∈ W h . The numerical traces on ∂T h are defined as
where τ 1 and τ 2 are positive stabilization functions defined on ∂T h . We show below that the OD and DO approaches coincide if τ 2 = τ 1 − β · n. The implementation of the OD approach is very similar to the HDG method in [18] , and hence is omitted here.
Discretize-then-Optimize
Now we derive the optimality conditions for the discretize-then-optimize (DO) approach when the optimal control problem is discretized by the EDG method. Therefore, we solve
subject to the discrete state equations
for any (r 1 ,
The discretized Lagrangian functional is defined by
Since the constraint PDE is linear and the cost functional is convex, the necessary and sufficient optimality conditions can be obtained by setting the partial Fréchet-derivatives of (15) with respect to the flux q h , state y h , numerical trace y o h and control u h equal to zero. Thus, we obtain the system consisting of the discrete adjoint equations
Furthermore, we obtain the same optimality condition (10h) as in the OD approach:
In the OD approach, if the stabilization functions τ 1 and τ 2 satisfy
then by comparing the above discrete adjoint equations with (10) we obtain identical discrete systems; therefore, the two approaches coincide in this case, i.e., OD = DO.
Implementation of DO
In the DO approach, we need to deal with a large optimization problem (11) and (12)- (14) since the EDG method generates three variables: the flux q h , the scalar variable y h , and the numerical trace y h . Fortunately, we can reduce the large scale problem into a smaller problem using the local solver for the EDG method.
Matrix equations
, and
. Then
Substitute (17) into (11)- (14) to give the following finite dimensional optimization problem:
where α, β, γ, ζ are the coefficient vectors for q h , y h , y o h , u h , respectively, and
Due to the discontinuous nature of the approximation spaces V h and W h , the first two equations of (18b) can be used to eliminate both α and β in an element-by-element fashion. As a consequence, we can write system (18b) as
We provide details on the element-by-element construction of the coefficient matrices G 1 , . . . , G 6 and H 1 , H 2 , H 3 in the appendix.
Substituting (19) into (18) gives the reduced optimization problem
subject to
where
Remark 1. In the DO approach, we need to solve the optimization problem (20) ; there are many existing optimization algorithms [14] that can efficiently solve this problem.
Error Analysis
Next, we provide a convergence analysis of the above EDG method for the optimal control problem. Throughout this section, we assume β ∈ [W 1,∞ (Ω)] d , Ω is a bounded convex polyhedral domain, the solution is smooth enough, and h ≤ 1.
Main result
For our theoretical results, we require the stabilization functions τ 1 and τ 2 are chosen to satisfy
We note that (A1) and (A2) imply
Furthermore, (A1) implies the OD and DO approaches yield equivalent results; therefore, all of our convergence analysis is for the OD approach.
Preliminary material
Next, we introduce the standard L 2 -orthogonal projection operators Π V and Π W as follows:
We use the following well-known bounds:
where I h is the continuous interpolation operator introduced earlier.
We define the following EDG operators B 1 and B 2 .
By the definition of B 1 and B 2 , we can rewrite the EDG formulation of the optimality system (10) as follows:
for all (r 1 , r 2 , w 1 , w 2 , w 3 ,
Next, we present two fundamental properties of the operators B 1 and B 2 , and show the EDG equations (26) have a unique solution. The proofs of these results are similar to proofs in [17, 18] and are omitted. We note that condition (A1) is used in the proof of Lemma 2, which is fundamental to the error analysis in this work.
Lemma 2. The EDG operators satisfy
There exists a unique solution of the EDG equations (26).
Proof of Main Result
To prove the convergence result, we split the proof into six steps. We first consider the following auxiliary problem: find
for all (r 1 , r 2 , w 1 ,
In Steps 1-3, we focus on the primary variables, i.e., the state y and the flux q, and we use the following notation:
where y h (u) = y o h (u) on ε o h and y h (u) = I h g on ε ∂ h , which implies ε y h = 0 on ε ∂ h .
Step 1: The error equation for part 1 of the auxiliary problem (27a).
Lemma 3. We have the following error equation
Proof. By definition of the operator B 1 in (24), we have
Using properties of the L 2 -orthogonal projection operators (22) gives
Note that the exact solution q and y satisfies
. Therefore, we have
Finally, subtracting (27a) from the above equation completes the proof.
3.3.2
Step 2: Estimate for ε q h by an energy argument. First, we give an auxiliary result that is very similar to a result from [30] . The proof is also very similar, and is omitted.
Lemma 4. We have
Lemma 5. We have
Proof. Taking (r 1 , w 1 , (29) in Lemma 3 gives
where we used ε y h = 0 on ε ∂ h . We estimate T i , for i = 1, 2, 3, 4, as follows. First,
where we used trace and inverse inequalities. For the second term T 2 , by Lemma 4, we have
For the third term T 3 , we have
For the last term T 4 ,
Sum all the estimates for
).
3.3.3
Step 3: Estimate for ε y h by a duality argument. Next, we introduce the dual problem for any given Θ in L 2 (Ω):
Since the domain Ω is convex, we have the following regularity estimate
We use the following notation below:
Lemma 6. We have
Proof. First we take (r 1 , w 1 , (29) to get
Moreover, we have
Together with the dual problem (32), using Θ = −ε y h , we have
Here, we used that ε (29),
Comparing the two equations above, we have
We estimate each terms separately. For the first term
For the second term,
For the third term T 3 ,
For T 5 ,
For T 6 , T 7 , and T 9 , following the same idea for T 5 , we have
And by Lemma 4, we have
Therefore, summing the estimates and using the bounds (23) and Lemma 5 gives the result.
The triangle inequality yields optimal convergence rates for q − q h (u) T h and y − y h (u) T h :
3.3.7
Step 7: Estimates for u − u h T h , y − y h T h , and z − z h T h .
Next, we bound the error between the solutions of the auxiliary problem and the EDG discretization of the optimality system (26) . We use these error bounds and the error bounds in Lemma 7 and Lemma 13 to obtain the main result. The proofs in Steps 7 and 8 are similar to proofs in our earlier work [18] ; we include the proofs here to make the final steps self-contained.
For the remaining steps, we denote
Subtracting the auxiliary problem and the EDG problem gives the following error equations
Lemma 14. We have
Proof. First, we have
Next, Lemma 2 gives
On the other hand, using the definition of B 1 and B 2 gives
Comparing the above two equalities gives
This completes the proof.
Theorem 2. We have
Proof. Recalling the continuous and discretized optimality conditions (8e) and (26c) gives
By Lemma 13, we have
Then, by the triangle inequality and Lemma 7 we obtain
Finally, since z = γu and z h = γu h we have
3.3.8
Step 8: Estimate for q − q h T h and p − p h T h .
Lemma 15. We have
Proof. By Lemma 1, the error equation (48a), and the estimate (51) we have
Similarly, by Lemma 1, the error equation (48b), Lemma 13, and Theorem 2 we have
The above lemma along with the triangle inequality, Lemma 7, and Lemma 13 complete the proof of the main result:
Numerical Experiments
In this section, we present two numerical examples to confirm our theoretical results. We consider the problems on a square domain
For the two examples, we take γ = 1,
and the exact state y(x 1 , x 2 ) = sin(πx 1 ). We used the optimize-then-discretize (OD) approach in Example 1 and the discretize-then-optimize (DO) approach in Example 2. In these examples, the data f , g, and y d is generated from the optimality system (8) after we specified the exact dual state z(x 1 , x 2 ) = sin(πx 1 ) sin(πx 2 ). Numerical results for k = 0 and k = 1 for the two approaches are shown in Table 1-Table 4 . The observed convergence rates and numerical results exactly match the theoretical results. Example 1. For the OD approach, we set the stabilization parameter τ 2 using (A1); hence, conditions (A1)-(A2) are satisfied. We obtain optimal convergence rates for all variables for k = 0 and k = 1 in Table 1 and Table 2 , respectively. This matches our theoretical results.
Example 2. For the DO approach, we used the same data as in Example 1. From the tables we can see that the numerical results are exactly the same with the OD approach, which confirms our theoretical results. Table 4 : Example 2: Errors for the state y, adjoint state z, and the fluxes q and p when k = 1 with the DO approach.
Conclusions
We considered a recently proposed EDG method to approximate the solution of an optimal distributed control problems for an elliptic convection diffusion equation. We showed the optimizethen-discretize and discretize-then-optimize approaches coincide, and proved optimal a priori error estimates for the control, state, dual state, and their fluxes. EDG methods are known to be competitive for convection dominated problems; therefore, this new EDG method has potential for optimal control problems involving such PDEs.
such a matrix is another matrix of the same type, and the inverse is easily computed by inverting each small block. Furthermore, the inverse of each small block can be computed in parallel. It can be checked that A 1 is a SSPD block diagonal matrix, and therefore A −1 1 is easily computed and is also a SSPD block diagonal matrix. Therefore, G 1 , G 2 , G 3 , G 4 , H 1 , and H 2 are easily computed since A 4 + A T 2 A −1 1 A 2 is also a SSPD block diagonal matrix. Also, once these quantities are computed, G 5 , G 6 , and H 3 in (19) are also easy to compute using (18b).
