Extremograms and extremal dependence for time series. by Fung, Yu Hin. & Chinese University of Hong Kong Graduate School. Division of Risk Management Science.
Extremograms and Extremal Dependence for Time Series 
FUNG, Yu Hin 
A Thesis Submitted in Partial Fulfillment 
of the Requirements for the Degree of 
Master of Philosophy 
in 
Risk Management Science 
The Chinese University of Hong Kong 
September 2011 
‘ - � 
〜广Z 二 ― 〜 ‘ 
/ • • -� ” \ 
f 叫 2 3 JaE'； r^^u � 
� � ： ― — ——； 
\ ‘ X 一 、 
. � … � 
、 义 一 . , 
Thesis / Assessment Commit tee 
Professor YAU, Chun Yip (Chair) 
Professor CHAN, Ngai Hang (Thesis Supervisor) 
Professor WONG, Hoi Ying (Committee Member) 
Professor David S. Stoffer (External Examiner) 
Abstract 
Extremogram is proposed by Davis and Mikoscli (2009) as an alternative to 
correlogram, which was often used in traditional time series analysis. This the-
sis studies how extremogram offers a better idea about extremal dependence 
that cannot be captured by correlogram. These two methods are applied to 
various time series models, such as AR, MA, GARCH, Stochastic volatility 
(SV) models. It is demonstrated that GARCH exhibits extreme dependence 
whereas SV does not for using extremogram. Finally, extremogram is applied 
to market data to test extremal dependences in the financial market. 
摘要 
相關圖(Correlogram)在傳統時序分析早已獲廣泛應用。 




G A R C H � S t o c h a s t i c TOlatility(SV)模型。最後，我們會 
應用Extremogram到金融數據當中。 
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In classical time series analysis, which mostly deals with second order structures of sta-
tionary processes, the ACF is regarded as a common tool for analyzing dependence for 
Gaussian time series and linear models. However, the ACF is sometimes over-rated as 
a tool for measuring dependence, especially if one considers nonlinear and non-Gaussian 
time series. Unfortunately, most of the cases in financial time series, such as the stock 
return data, are non-Gaussian. 
Numerous studies show that financial data are heavy-tailed and non-Gaussian. Back 
in 1960s, Mandelbrot (1963) pointed out that the normal distribution is inadequate to 
model the marginal distribution of asset returns and their corresponding heavy-tails. Since 
then, the heavy-tailedness has been addressed both in theoretical and empirical finance. 
In particular, the heavy-tailedness is normally characterized by excess kurtosis. Several 
studies have shown that the kurtosis of asset returns are greater than 3, which is the 
kurtosis of a normal distribution. 
Moreover, ACF has limited application in high frequency financial return data. Under 
a shorter time scale, the distribution of financial return deviates much more from normal-
ity. Cont (2001) showed the financial return data exhibit aggregational normality. That 
is, if one extends the time interval over which the returns are calculated, the correspond-
ing distribution will resemble a normal distribution. On the contrary, for a shorter time 
frame，the marginal distribution of asset return will be much deviated from a Gaussian 
one. Further limitations of ACF on heavy-tailed nonlinear time series are discussed in 
Davis and Mikosch (1998). To capture the extremal dependencies, Davis and Mikosch 
(2009) proposed the extremogram as an alternative to ACF. 
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1. INTRODUCTION 
In this thesis, we focus on applying extermograms. In Chapter 2, we will discuss the 
extremogram and the criteria to use it. In Chapter 3, the extremogram of several time 
series models will be discussed. In Chapter 4, we will apply the extremogram on several 




Two assumptions, namely Strictly Stationary and Regularly Varying are imposed to make 
extremogram works. 
2.1 Strictly Stationary 
Definition 2.1. A time series Xt is said to be strictly stationary if for all k, all T, all 
tl, • • • , tk 
Fx(Xt,+r, . . . , Xtf^+r) = Fx[Xt”. .. ,Xt 丄 
where = denotes equality in distribution. 
2.2 Regularly Varying: A time series { X J 
In what follows, we consider a t^-dimensional process (X^) and define Yh ：= (Xi,...，X^). 
Definition 2.2. The process (Xt) is said to be regularly varying with tail index a if: 
P ( | | Y , | | > x ) """"(.)， H � . (2-1) 
for some non-null Radon measure fi^ on the Borel a-field 迅(1^’ ofW二 = \{0} (i.e. 
extended hd-dimensional real number bounded away from zero) with the property: 
MiC) = t>Q for any Borel set C c 显二 . （ 2 . 2 ) 
3 
2. EXTREMOGRAM 
/n expression (2.1), ||.|| is any norm in and A refers to vague convergence on 頁力， 
and X eR. 
For further details about vague convergence, we refer to Daley and Vere-Jones (2007), 
Kallenberg (1983)，and Resnick (2007). We have an equivalent definition of Definition 2.2 
as follows: 
Definition 2.3. If the process (X^) is regularly varying, then there exists a sequence 
CLn —> oo such that: 
n n a - ' Y , e .) A 作(.)， (2.3) 
where Vh is another measure. Moreover, Uh and fih only differed by a non-zero proportional 
constant, Ch say (i.e. Uh == Chiih, Ch > 0). 
For further details about the proof, we refer to Davis and Mikosch (2009). There are 
several examples which are regularly varying as discussed in Davis and Mikosch (2009), 
such as: 
1. Infinite variance stable process; 
2. ARMA processes with i.i.d. regularly varying noise; 
3. GARCH processes with i.i.d. noise and infinite support (including normally and 
Student-distributed noise)； 
4. Stochastic volatility models with i.i.d. regularly varying noise; 
where classes 2, 3, 4 will be discussed in later sections. 
4 
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2.3 (Upper) tail dependence 
Before introducing the extremogram, we first define the (upper) tail dependent coefficients: 
Definition 2.4. The (upper) tail dependent coefficients is defined for a two-dimensional 
random variable (Xo,Xh) as the limit (provided it exists) of 
A" = lim P ( X " � x | X o � a ; ) , h> 1, (2.4) 
x—^oo 一 \ 乂 
where Xu and Xq are one-dimensional strictly stationary time series. 
Obviously, we can rearrange Equation (2.4) into the following expressions: 
A" � iH^i 妒(叉"e (a;,oo)|Xo G (x,oo)), /i > 1, (2.5) 
or 
Xh = e (1’ oo)|x-^Xo G (1, oo)), h>l, (2.6) 
given the limit exists. 
In particular, if A" = 0, then there is no upper tail dependence. Farther discussion can 
be found in Ledford and Tawn (2003) and Beirlant (2004). One of the most important 
findings is that there exists a sufficient condition, which is easier to check, to ensure that 
the limit \h exists. 
Theorem 2.5. {Xt) is Regular Varying implies (upper) tail dependent coefficients Xh 
exists 
Proof: Prom Equation (2.5), we have 
Xh = j im € (x, oo)|Xo e (X’ oo)), h > 1 
二 lim e {x,oo),Xo e 
一 P(Xo G (x, oo), e M, . . . , Xh-i G R) 
= l i m (工—1(义0，…X�e (1, oo) X 脱“-1 X (1, oo)) 
— … F ( x - i ( X o , . . . Xh-^i) e (1, oo) X R ^ - i ) . 
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Since the process is regularly varying, we can apply Definition 2.3 with � = x . The 
property of regular variation also ensures that the limit of the denominator and the 
numerator both exist. Therefore, 
^ = /x/,+i((l,oo) x M " X (l，oo)) 
2.4 Extremogram 
Using the notion of Upper Tail Dependence, Davis and Mikosch (2009) further developed 
it from (1，00) in (2.6) to a general Borel sets, and from an one-dimentional vector Xt in 
(2.6) to a d-dimensional vector Xt. 
Definition 2.6. The extremogram is defined as: 
PabW = e Bla-'Xo e A), h>l (2.7) 
— e 或 g-^X, G B) 
一 P(tt-iXo G A) ， （2.8) 
—ere A and B are Borel sets, a^ is a sequence — oo such that P(|X| > a ^ ) � n ] . 
The extermogram is estimated by 
rT^Zfh) - ”^{an'XteA,a- 'Xt+keB} . _ . …、 PAB(n) — ^ n J- 2 = 0 ,1 , . . . (2.9) l^t^l ^{an^XteA} 
Please refer Davis and Mikosch (2009) for the proof of this result. 
To illustrate use of extremogram, consider the following setting: 
CLn = 97 percentile, 
A = B = {l,oo). (2.10) 
Recall the denominator of (2.9) is: 
n n 
t = l f = l 
n 
二 y^J{Xte(an,oon, (2.11) 
t = l 
6 
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which counts the total number of realizations of the random variables {Xt} whose values 
are greater than a几.In other words, it represents the total number of Xt which have values 
greater than 97 percentile, where we regard as an extreme value. 
On the other hand, the numerator of (2.9) is: 
n - h n - h 
t = l t = l 
n—h 
二 y ] hXte{an,oo),Xt4-he(an,oo)} ； (2.12) 
t = l 
which counts the total number of pairs (Xt,Xt+k) when both values are greater than a几. 
It represents the total number of pairs of extreme values which are k-hg apart. 
By (2.11) and (2.12), an interpretation of extremogram can be given as: 
"^TrN no. of pairs of extremes which are h lags apart 
触 � � total number of extremes ’ “ •，1，.. ^^-IS) 
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follow the above setting and apply it to the time series shown in Figure 2.1, then 
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111 this chapter, several models are simulated and the differences between the ACF and the 
extremogram are compared. These include the Autoregressive (AR) process, the Moving 
Average (MA) process, the GARCH process, and the SV process. Moreover, several white 
^oise processes (i.e. a sequence of independent variable) from different distributions, 
namely normal, student-t, Pareto, are examined. In what follows, we will apply the same 
setting as we did in equation (2.10). ( i . e . �二 97 percentile, A = B = {1, oo)). 
3.1 Autoregressive (AR) Process 
Definition 3.1. ^ pth-order autoregressive process {Zt} satisfies the equation: 
^t = hZt—i + (hZt—2 + … + (j)pZt-p + et, (3.1) 
—ere et are white noise process, that is, a sequence of uncorrelated, identically distributed 
random variables. 
3.1.1 The simulation 
Various classes of distributions with different tail heaviness are simulated. In particular, 
we simulate an AR(1) model with four different noises, namely normal,力-distribution 
(with degree of freedom 1 and 2), and pareto distribution. We simulate four time series 
of AR(1) model with length equal to 1,000 (i.e. t = 1,…,1000 in equation (3.1). Then 
we examine the four time series with their ACF and extremograms as shown in Figure 
3.1. 
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The ACF showed no significant difference for all the noises in Figure 3.1. On the 
other hand, the Extremograms showed a significant drop in lag-1 for Gaussian noises. As 
for the t[2) and 力 ( 1 ) ， t h e y showed a slower decay. Noises with the Pareto distribution, 
whose tails are the heaviest among the four distributions, exhibited the slowest decay. In 
particular, we use the following parameterization for the (symmetric) Pareto distribution: 
八）{ 0, otherwise. (3.2) 
Another result with negative autocorrelation coefficient 小 二 一0.5 was shown in Figure 
3.2. Again, it showed that the extremogram could differentiate a heavier tail by the 
speed of decay in the extremogram. The main difference is that the coefficients of even 
lags are very close to zero. This is because 小 is negative and hence the time series is 
alternating between positive and negative values. Meanwhile, the Extremogram only 
measures dependence of positive extreme. To capture both positive and negative extreme 
values, we can take the absolute values of the entire time series (i.e. \xt\) and then apply 
the extremogram. The corresponding result of taking absolute value of AR(1) model 
(with (j) = —0.5) is shown in Figure 3.3. 
Next, we repeat the simulation of the AR(1) model, but this time with different values 
of 0 (i.e. 0 = 0.9,0.7,0.5,0.3 ,0.1). We also simulate different noises, namely normal (with 
a = 1 and (7 = 5), t(l), t(2), t(3), and Pareto (a = 2). For each value of 小 and each 
type of noise, we simulate 500 AR(1) time series with length 1,000. Therefore, for each 
^ and each type of noise, 500 lag-1 coefficients in ACF and extremograms are calculated. 
The corresponding mean and standard deviation of the lag-1 coefficients are reported in 
Tables 3.1 and 3.2. 
We also repeat the same procedure with time series having length 10,000. The size of 
10,000 is justifiable since it is normally the size of high frequency data in finance. The 
corresponding results are reported in Tables 3.3 and 3.4. Several observations are found. 
First, in Tables 3.1 and 3.3, the lag-1 coefficients are more or less the same across 
different noises. Therefore, ACF is inadequate to differentiate whether the AR(1) process 
are having heavy tails. On the other hand, in Tables 3.2 and 3.4, for each value of (j), 
the lag-1 coefficients of Gaussian noises (column (a) and (b)) are the smallest. As for 
the other noises, the lag-1 coefficients are larger when their tails are heavier. As a result, 
extremogram could differentiate the tail heaviness of AR(1) models. 
10 
3.1 Autoregressive (AR) Process 
The power of differentiating the tail heaviness is strongest for cj) = 0.9, as the difference 
of the lag-1 coefficients between different noises are the largest in both Table 3.2 and 
Table 3.4. The power diminishes as 小 decreases. For cj) = 0.1, the extremogram showed 
no significant differences between the lag-1 coefficients of Normal (column (a) and (b)) 
and t(3) (column (c)) in both Table 3.2 and Table 3.4. 
In column (a) and (b) of Table 3.2 and Table 3.4, we compare the difference between 
two normal distributions, one with a = 1 and the other with o" 二 5. There are no 
significant differences in 1-lag extremogram across different values of This indicates 
the extremograms depend on the tail heaviness, but not the variance of the distribution. 
Finally, Table 3.4 reports a smaller standard deviation across all values of (j) and across 
all distributions. This indicates the extremogram gives a more significant result when data 
size increases. It is therefore possible to study the extremal dependence in high frequency 
data, whose sizes are normally larger than 10,000, with the extremogram. 
As a conclusion, under an AR(1) model, ACF is unable to differentiate the distribution 
of the noises. On the other hand, by observing the speed of decay in extremograms, we can 
distinguish whether the noises are heavy-tailed. Nevertheless, ACF is still a useful tool 
for estimating the autoregressive coefficient 小 by observing the lag-1 coefficients. Then 
we can apply extremogram as a supplement to determine if the model should possess 
heavy-tailed white noise. 
3.1.2 Theoretical findings 
Davis and Mikosch (2009) showed that for an AR(1) process, 
B W — t m a x(0, 凌 e ( —1,0). ( 3 . 3 ) 
As equation (3.3) shows, for fixed lag h and (/>，the value of the extremogram depends 
on a, which is the index defined in Definition 2.3. In other words, the distribution of 
the process makes a difference. For a distribution with heavier tails, that is smaller a, it 
exhibits a slower decay in the extremogram. 
On the other hand, the autocorrelation function of a AR(1) process is: 
P { h ) = 
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Since the autocorrelation function only captures the behaviour of second moments, it loses 
some of the characteristics of the process, such as higher moments and the heaviness of 
the tails. 
As shown in Section 3.1.1，the decay behaviour in extremogram is consistent with 
equation (3.3). We also showed that the speed of decay in extremogram is crucial to 
determine if one should use a heavy-tailed distribution as strict white noise process for 
AR(1) processes. 
3.2 Moving Average (MA) Process 
Definition 3.2. A qth-order moving average process {Zt} satisfies the equation: 
Zt == et + Oiet-i + . . . + OqCt-g, (3.4) 
切"ere et are white noise process, that is, a sequence of uncorrelated, identically distributed 
random variables. 
3.2.1 The simulation 
Similar to the previous section, four different noises are simulated, namely normal, t-
distribution (with degree of freedom 1 and 2), and pareto distribution. We simulate four 
time series of MA(1) model with length equal to 1,000 (i.e.力二 1 , . . . , 1000 in equation 
(3.4). Then we examine the four time series with their ACF and extremograms as shown 
in Figure 3.4. 
The ACF showed no significant difference for all the noises in Figure 3.4. On the 
other hand, the Extremograms showed a significant drop in lag-1 for Gaussian noises. As 
for the t{2) and t{l), they showed a larger lag-1 coefficients. The lag-1 coefficient is the 
largest for the case of Pareto distribution. 
Another result with negative autocorrelation coefficient 0 = - 0 . 5 was shown in Figure 
3.5, in which the both ACF and extremogram showed no significant differences among 
different noises. To utilize the extremogram for differentiating the noises, we can take the 
absolute values of the entire time series (i.e. |xt|) before applying the extremogram. The 
corresponding result of taking absolute value of MA(1) model (with 6 = -0 .5) is shown 
in Figure 3.6. 
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Figure 3.1: AR(1): Differences between ACF and extremogram - with 小 二 0.5. 
13 
3. SIMULATED MODELS 
ACF- Norma I Extremogram - Norma I 
1 ： ： 1 • ： ： n 
0.5 0.75 • 
0 j T " ‘ … ： “ • o j … … … 
-0.5 ..Jl 0.25 I 
- 1 ‘ ‘ 0 • ~ ~ • 一 l i • 一 一 — • • 丄 一 — 一 • • 幽 
0 5 10 15 5 10 15 
Lag Lag 
ACF - b(2) Extremogram -1(2) 
： — . 1 . ： : n 
0.5 0.75 I 
� 丄 ,‘…. I i • • , 0 1 
-0.5 0.25 I 
-1 ‘ 1 0 •—•一 一 — — 一 二 一 丄 
0 5 10 15 5 10 15 
Lag Lag 
ACF-b(1) Extremogram-t(1) 
I ： 1 g ： 1 n 
。-5 • … , 0 . 7 5 ! 
0 丨 T “ — • � " • • • _ 0.5 I -0.5 - i 0.25 
-1 ！ i 0 I ~ — L. 
0 5 10 15 5 10 15 
Lag Lag 
ACF - Pareto(alpha = 2) Extremogram - Pareto(alpha=2) 
1 ： i 1 H 1 q 
0.5 0.75 • 
。 I T ‘ • — • 丨 • — 0.5 • … 
- i 0.25 • … 漏 
-1 i i 0 • • 丄 圓 — — _ 
0 5 10 15 5 10 15 
Lag Lag 
Figure 3.2: AR(1): Differences between ACF and extremogram - with • = —0.5. 
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Figure 3.3: AR(1): Extremogram of \xt\ - with 小=—0.5. 
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ACF 
� （b) (c) (d) (e) (f) 
小 N(a•二 1) N(a 二 5) t{3) t{2)力(1) Pareto (a 二 2) 
0.9 .894 ^ ^ ^ ^ ^ 
(•014) (.014) (.015) (.013) (.011) (.015) 
0.7 .696 .697 .696 .696 .696 .702 
(•022) (.023) (.023) (.022) (.017) (.014) 
0.5 .497 .496 .495 .495 .498 .497 
(•027) (.027) (.028) (.025) (.019) (.041) 
0.3 .299 .299 .297 .298 .296 .301 
(.030) (.030) (.029) (.026) (.037) (.010) 
0.1 .099 .100 .099 .098 .099 .101 
(.031) (.030) (.031) (.028) (.014) (.016) 
Table 3.1: ACF Lag-1 coefficients of AR(1) model (Length of t ime series = 
1,000). 
Extremogram 
(a) (b) (c) (d) (e) (f) 一 
小 N((7 = 1) N(a = 5) t(3) t(2) t(l) Pareto (a = 2) 
0.9 .567 ^ J b l / m ~ J u M 5 
(.095) (.093) (.095) (.095) (.063) (.041) 
0.7 .338 .330 .421 .500 .673 .809 
(•085) (.082) (.090) (.088) (.083) (.065) 
0-5 .186 .193 .242 .301 .496 .695 
(.067) (.066) (.070) (.081) (.084) (.081) 
0.3 .100 .103 .118 .158 .316 .557 
(.053) (.051) (.054) (.066) (.082) (.085) 
0.1 .046 .047 .043 .052 .127 .345 
(•036) (.035) (.037) (.038) (.060) (.084) 
Table 3.2: Extremogram Lag-1 coefficients of AR(1) model (Length of t ime 
series = 1, 000). 
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ACT — 
� （b) � ―（ d ) (e) (f) 
^ N((7 = 1) N(a = 5) t(3) t(2) t(l) Pareto (a = 2) 
0.9 .894 ^ ^ ^ ^ ^ 
(.004) (.004) (.004) (.004) (.006) (.007) 
0.7 .696 .697 .696 .696 .696 .702 
(•007) (.006) (.007) (.006) (.006) (.010) 
0.5 .497 .496 .495 .495 .498 .497 
(•008) (.008) (.008) (.008) (.006) (.008) 
0.3 .299 .299 .297 .298 .296 .301 
(.009) (.009) (.009) (.011) (.004) (.008) 
0.1 .099 .100 .099 .098 .099 .101 
(.009) (.010) (.009) (.009) (.005) (.010) 
Table 3.3: ACF Lag-1 coefficients of AR(1) model (Length of time series 二 
1 0 , 0 0 0 ) . 
Extremogram 
� （b) (c) (d) (e) (f) 
小 N((7 = 1) N((j 二 5) t{3) t{2) t{l) Pareto {a = 2) 
0.9 .567 ^ ^ 7 m J u ^ 
(.001) (.030) (.031) (.030) (.029) (.019) 
0.7 .338 .330 .421 .500 .673 .809 
(.001) (.026) (.025) (.025) (.029) (.027) 
0.5 .186 .193 .242 .301 .496 .695 
(•003) (.022) (.021) (.022) (.023) (.029) 
0.3 .100 .103 .118 .158 .316 .557 
(•002) (.016) (.016) (.017) (.019) (.026) 
0.1 .046 .047 .043 .052 .127 .345 
(.001) (.012) (.012) (.012) (.013) (.019) 
Table 3.4: Extremogram Lag-1 coefficients of AR(1) model (Length of t ime 
series = 10,000). 
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Figure 3.4: MA(1): Differences between ACF and extremogram - with 9 = 0.5. 
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Figure 3.5: MA(1): Differences between ACF and extremogram - with 9 二 一0.5. 
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Figure 3.6: MA(1): Extremogram of \xt\ - with 6 = —0.5. 
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Next, we repeat the simulation of the MA(1) model, but this time with different values 
of e (i.e. 6 = 0.9,0.7,0.5,0.3, 0.1). We also simulate different noises, namely normal (with 
(J 二 1 and = 5), t(l), t(2), t(3), and Pareto (a = 2). For each value of (9 and each 
type of noise, we simulate 500 MA(1) time series with length 1,000. Therefore, for each 
and each type of noise, 500 lag-1 coefficients in ACF and extremograms are calculated. 
The corresponding mean and standard deviation of the lag-1 coefficients are reported in 
Tables 3.5 and 3.6. 
We also repeat the same procedure with time series having length 10,000. The corre-
sponding results are reported in Tables 3.7 and 3.8. Several observations are found. 
First, in Tables 3.5 and 3.7, the lag-1 coefficients are more or less the same across 
different noises. Therefore, ACF is inadequate to differentiate whether the MA(1) process 
are having heavy tails. On the other hand, in Tables 3.6 and 3.8，for each value of (9, 
the lag-1 coefficients of Gaussian noises (column (a) and (b)) are the smallest. As for 
the other noises, the lag-1 coefficients are larger when their tails are heavier. As a result, 
extremogram could differentiate the tail heaviness of MA(1) models. 
The power of differentiating the tail heaviness is strongest for 6> = 0.9, as the difference 
of the lag-1 coefficients between different noises are the largest in both Table 3.6 and 
Table 3.8. The power diminishes as Q decreases. For 0 = 0.1, the extremogram showed no 
significant differences between the lag-1 coefficients of Normal (column (a) and (b)) and 
t(3) (column (c)) in both Table 3.6 and Table 3.8. 
In column (a) and (b) of Table 3.6 and Table 3.8，we compare the difference between 
two normal distributions, one with cj 二 1 and the other with a = 5. There are no 
significant differences in 1-lag extremogram across different values of 6. This indicates 
the extremograms depend on the tail heaviness, but not the variance of the distribution. 
Finally, Table 3.8 reports a smaller standard deviation across all values of 0 and across 
all distributions. This indicates the extremogram gives a more significant result when data 
size increases. It is therefore possible to study the extremal dependence in high frequency 
data, whose sizes are normally larger than 10,000, with the extremogram. 
As a conclusion, under an MA(1) model, ACF is unable to differentiate the distribution 
of the noises. On the other hand, by observing the speed of decay in extremograms, we can 
distinguish whether the noises are heavy-tailed. Nevertheless, ACF is still a useful tool 
for estimating the autoregressive coefficient 0 by observing the lag-1 coefficients. Then 
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we can apply extremogram as a supplement to determine if the model should possess 
heavy-tailed white noise. 
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AOT “ 
� （b) (c) (d) (e) (f) — 
4> N((7 二 1) N(a•二 5) t{3) t{2) t(l) Pareto (a = 2)~ 
0.9 0.495 0.495 0.495 0.496 0.495 0.499 
(0.022) (0.022) (0.020) (0.019) (0.025) (0.011) 
0.7 0.467 0.467 0.468 0.467 0.468 0.469 
(0.022) (0.022) (0.022) (0.024) (0.019) (0.026) 
0.5 0.398 0.398 0.397 0.399 0.398 0.399 
(0.026) (0.024) (0.023) (0.024) (0.014) (0.026) 
0.3 0.273 0.273 0.272 0.272 0.274 0.277 
(0.027) (0.029) (0.027) (0.026) (0.023) (0.022) 
0.1 0.096 0.097 0.096 0.097 0.099 0.099 
(0-031) (0.030) (0.029) (0.031) (0.018) (0.028) 
Table 3.5: ACF Lag-1 coefficients of MA(1) model (Length of t ime series 二 
1 , 0 0 0 ) . 
Extremogram 
(a) (b) (c) (d) (e) (f) — 
小 NQj 二 1) N{a = 5) t( l) t(2) t{3) Pareto (a = 2) 
0.9 0.567 O ^ “ ~ 
(0.095) (0.093) (0.095) (0.095) (0.063) (0.041) 
0.7 0.338 0.330 0.421 0.500 0.673 0.809 
(0.085) (0.082) (0.090) (0.088) (0.083) (0.065) 
0.5 0.186 0.193 0.242 0.301 0.496 0.695 
(0.067) (0.066) (0.070) (0.081) (0.084) (0.081) 
0.3 0.100 0.103 0.118 0.158 0.316 0.557 
(0.053) (0.051) (0.054) (0.066) (0.082) (0.085) 
0.1 0.046 0.047 0.043 0.052 0.127 0.345 
(0.036) (0.035) (0.037) (0.038) (0.060) (0.084) 
Table 3.6: Extremogram Lag-1 coefficients of MA(1) model (Length of t ime 
series = 1,000). 
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AOT — — 
� （b) (c) (d) (e) (f) 
小 N(a•二 1) N(a 二 5) tjS) t{2) t � Pareto (a = 2) 
0.9 0.497 0.497 0.497 0.497 0.498 0.497 
(0.006) (0.007) (0.006) (0.006) (0.009) (0.001) 
0.7 0.470 0.470 0.469 0.470 0.470 0.470 
(0.007) (0.007) (0.007) (0.006) (0.003) (0.001) 
0.5 0.399 0.400 0.400 0.399 0.400 0.400 
(0.007) (0.007) (0.007) (0.007) (0.006) (0.006) 
0.3 0.275 0.276 0.275 0.276 0.276 0.275 
(0.008) (0.008) (0.009) (0.008) (0.014) (0.003) 
0.1 0.099 0.099 0.098 0.099 0.099 0.099 
(0.010) (0.010) (0.010) (0.009) (0.003) (O.OQQ) 
Table 3.7: ACF Lag-1 coefficients of MA(1) model (Length of t ime series = 
1 0 , 0 0 0 ) . 
Extremogram 
� （b) (c) (d) (e) (f) 
於 N(a 二 1) N((7 二 5) t ( l ) t(2) t � Pareto (a 二 2) 
0.9 0.567 
(0.001) (0.030) (0.031) (0.030) (0.029) (0.019) 
0.7 0.338 0.330 0.421 0.500 0.673 0.809 
(0.001) (0.026) (0.025) (0.025) (0.029) (0.027) 
0.5 0.186 0.193 0.242 0.301 0.496 0.695 
(0.003) (0.022) (0.021) (0.022) (0.023) (0.029) 
0.3 0 . 1 0 0 0 . 1 0 3 0 . 1 1 8 0.158 0.316 0.557 
(0.002) (0.016) (0.016) (0.017) (0.019) (0.026) 
0.1 0.046 0.047 0.043 0.052 0.127 0.345 
(0-001) (0.012) (0.012) (0.012) (0.013) (0.019) 
Table 3.8: Extremogram Lag-1 coefficients of MA(1) model (Length of t ime 
series == 10,000). 
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3.3 GARCH and SV 
In financial time series, volatility is of critical concern as it is regarded as fluctuation 
of assets' return and hence the corresponding risks. Since it is generally believed that 
volatility is time-varying as well as random, the generalized autoregressive conditional 
heteroscedastic (GARCH) process and the stochastic volatility (SV) process, which were 
proposed by Bollerslev (1986) and Taylor (1982) respectively, were developed. 
Definition 3.3. A GARCH model is given by: 
Zt 二 (JtWt, 
g p 
=询 + X ] (^kZt-k + Pkotk, (3.5) 
where Wt are white noise having unit variance. 
All the coefficients (a；,,/?/,) must be non-negative to ensure positive variances and 
satisfy 
g p 
询 + 彻 < 1 
fc=i k = i 
to ensure stability. 
Definition 3.4. A SV model is given by: 
Zt = exp(ht/2)wt, 
ht = a^ Pht-i + a而, (3.6) 
where Wt and et are white noise process having unit variance. 
One of the important differences between stochastic volatility and ARCH (as well 
as GARCH) model is that stochastic volatility models specify the volatility as a latent 
process or unobservable process, (Madsen et al. (2002)). 
There 
is another difference shown by Basrak et al. (1999), which is critical to our 
study: a GARCH model is regularly varying and exhibits extreme clustering whereas a 
stochastic volatility model does not. To illustrate this, we simulate both the GARCH(1,1) 
and the SV models. The model parameters follow the ones in Pederzoli (2006), in which 
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lie estimated FTSEIOO index with GARCH(1,1) and SV models. In addition, the length 
of our simulated time series is 1, 0 0 0 for both models (i.e.力二 1，...，1000 in equations 
(3.5) and (3.6). Then we take squared values of the time series (i.e. Z^) and apply the 
ACF and extremogram. The results are shown as Figures 3.7 and 3.8, in which GARCH 
model exhibits slow decays for both of the ACF and extremogram whereas SV models 
does not. 
We also repeat the simulation for 1,000 times. Boxplot of the estimates of the lag 
coefficients are shown in Figure 3.9 (GARCH) and Figure 3.10 (SV). The result shows that 
the slow decays in ACF and extremogram for GARCH model is consistent across samples. 
The slow decay in extremogram also illustrates the extreme clustering in GARCH model. 
As a result, extremogram is an useful alternative to ACF in judging one should use 
GARCH or SV models by observing the decay behaviours in extremogram. 
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Applications to Market Data 
As pointed out in Chapter 1, there are several stylized facts that support the use of heavy-
tailed distribution to model the return data. On top of the tail-heaviness, the financial 
return data may exhibit extremal dependence. Therefore, in this chapter, extremogram 
is applied to see if there is such a dependence in financial data. We will first examine the 
extremal dependence of the end of date (EOD) asset return data during the 2011 Japan 
Earthquake. Then we will study the extremal dependence under different time frames by 
using minute data. 
4.1 Case study: 2011 Japan Earthquake EOD data 
The magnitude 9.0 Great East Japan Earthquake struck off the northeast coast on 11 
March 2011，followed by strong aftershocks, tsunami waves, and radioactive leakage. This 
earthquake was not only a natural disaster which caused death toll more than 1 5 , 0 0 0 丄， 
but also led to a huge market slump and intense volatilities on the following trading days. 
We would like to investigate whether the earthquake triggered any extremal dependence. 
4.1.1 Data description 
The return series used in this thesis is the return of stocks listed in Tokyo Stock Exchange 
and Hong Kong Stock Exchange. The data of the four stocks are provided by Bloomberg 
Terminal over the period 2-Jan-2009 through ll-Apr-2011. To investigate of the effect of 
lAs of 20-May-2011. Source: National Police Agency, Japan 
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extremal behavior in stock market during the earthquake, we partition this period into 
two sub-periods, l-Jan-2009 through ll-Mar-2011 (sub-period A) and l-Feb-2009 through 
ll-Apr-2011 (sub-period B). Sub-period A represents the market behaviours before the 
crisis whereas sub-period B represents the one after the crisis. 
We selected three Japanese stocks and one Hong Kong stock as our candidates: 
T h e Tokyo Electric Power Co., Inc. ( T Y O : 9501) It is also known as TEPCO, 
an electric utility serving the Eastern Japan Region. Its Fakushima Daiichi was the site 
of continuing nuclear disaster after the earthquake. In light of this serious business dis-
ruption, its stock price dropped more than 80% in 2 months. We would like to investigate 
whether this huge price changes and volatilities lead to any extremal dependence. 
Chubu Electric Power Co., Inc. (TYO: 9502) It is another power utilities company 
serving the central region of Japan. It is also a component of the Nikkei Index. The 
earthquake did not cause any major damages to its power facilities. The stock price 
therefore did not experience dramatic moves as TEPCO did. We would like to compare 
the extremal dependence with TEPCO 
Nissan Motor Co., Ltd. (TYO: 7201) It is a car manufacturer and headquartered 
in Japan. After the earthquake, Nissan suspended the operations of several factories in 
Japan because of the radiation leakage. We would like to compare it with TEPCO and 
Chubu, both of which are utilities stocks. 
HSBC Holdings (0005.HK) It is one of the largest finance stocks in Hong Kong and 
a main component of the HSI index. Since it is listed in Hong Kong and has a diversified 
businesses, its stock price did not exhibit large fluctuation after the earthquake. We would 
like to see if the extremal dependence will be different from the above Japanese entities. 
4.1.2 Results 
We presented the time series of price as well as the log return of the four stocks in Figure 
4.1. TEPCO recorded a log return ranging approximately from 5% to —5% before the 
earthquake. During the crisis, the magnitude of the return increased to more than 20%. 
On the other hand, Chubu did not experience such a large fluctuation. However, the 
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magnitude of log return fluctuated to 10%. Nissan, being not a utility stock, experienced 
larger fluctuations in normal circumstances than TEPCO and Chubu did. However, the 
earthquake did not bring any extra fluctuation as TEPCO and Chubu did. As for HSBC, 
although it experienced a huge magnitude of 20% in log return owing to the financial 
crisis in 2008-09, the fluctuation stayed at normal level during Japan earthquake. 
For both of the sub-period A and sub-period B, we analyzed the return data of the 
foil]： stocks with the extremogram as shown in Figure 4.2.i TEPCO exhibited a slower 
decay in sub-period B than in sub-period A. This slow decay implies the return data had 
extremal dependence during the crisis. As for Chubu Electric Power, it showed larger 
lag-1 and lag-2 coefficients of extremograms in sub-period B than those in sub-period A. 
It showed a mild extremal dependence during the crisis but the dependence was not as 
significant as TEPCO. Nissian exhibited a fast decay in the extremograms and showed 
almost the same coefficient for both of the sub-periods across all lags. The similarity of 
the patterns in both of the extremograms of Nissan implies the earthquake did not change 
the extremal dependence much. HSBC, which suffered a large return fluctuation in 2009 
as shown in Figure 4.1, did not showed any difference in both of the sub-periods. This 
is mainly because the extreme returns happened in 2009, which were included in both of 
the sub-periods. 
We therefore conclude that TEPCO experienced not only extreme fluctuations during 
the crisis, but these fluctuations are also dependent. 
4.2 Case study: TEPCO multi-timeframe analysis 
We showed TEPCO exhibited extremal dependence in the end-of-date data. In this 
section，we will continue our study of the extremal dependence of TEPCO under different 
timeframes by analyzing its 60-minute, 5-minute, 1-minute return data. 
4.2.1 Data description 
The data are provided by Bloomberg Terminal over the period 15-Nov-2010 through 11-
Apr-2011. Similar as Section 4.1, we partition this period into two subperiods, 15-Nov-
iWe took absolute values of the log return to apply extremogram since we are interested in the 
extremal dependence in both positive and negative values. 
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Timeframe Data size Sample kurtosis 
Sub-period A Sub-period B Sub-period A Sub-period B 
60-minute 394 394 8.74 30.60 
5-minute 4296 4251 21.91 332.14 
l-minute 21286 20593 32.07 1545.86 
Table 4.1: Data size and sample kurtosis across different t imeframe 
2010 through ll-Mar-2011 (sample A) and 8-Dec-2010 through ll-Apr-2011 (sample B). 
Sample A represents the market behavious before the crisis whereas sample B represents 
the one after the crisis. The data size and sample kurtosis are reported in Table 4.1. 
4.2.2 Results 
Owing to aggregate normality (please refer to Chapter 1), the sample kurtosis is larger for 
a shorter timeframe. Besides, for a fixed timeframe, sub-period B showed a larger sample 
kurtosis than sub-period A. This showed there are extreme returns during the earthquake. 
We apply extremogram to see if there exists any extremal dependence. 
We apply the extremogram to the return series under different timeframes as shown 
in Figure 4.3. Across all the timeframes, the extremograms in sub-period B showed larger 
coefficients than those in sub-period A. This showed the extremal dependence of the log 
return exists not only in end-of-date data, but also in data with higher frequency. 
To conclude, the Japan earthquake triggered intense volatilities, extreme returns, as 
well as extreme dependence for TEPCO. Moreover, extremogram showed that this ex-
tremal dependence is consistent across different timeframes (i.e. 60-minute, 5-minute, 
and 1-minute). 
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Figure 4.1: Stock price and log return of the four companies. - from 2-Jaii-2009 
to ll-Apr-2011. 
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Figure 4.2: Extremograms of the four companies. - Left: Before Crisis. Right: After 
Crisis. 
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4.2 Case study: TEPCO multi-timeframe analysis 
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Figure 4.3: Extremogram of TEPCO under different t ime frames - Left: Before 
Crisis. Right: After Crisis. 
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In this thesis, we have shown that extremogram can be an effective tool to differentiate 
if the AR(1) model and MA(1) model have heavy-tailed white noises, which cannot be 
determined by ACF alone. Besides, we have also shown that extremogram can be an 
alternative to ACF to differentiate if one should use the GARCH or the SV model to 
model volatility clustering. In applying the extremogram to the financial data, we have 
found that catastrophe in financial market not only triggered extreme returns, but the 
returns themselves are also dependent. In addition, this dependence is also consistent 
under different timeframes. We concluded that extremogram is an effective supplement 
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