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Abstract
Throughout the last few years, the world is witnessing the so-called age of social media, as there is a complete
dependence on these sites for following up on events and activities. The problem is that the misinformation or fake
news is always released at the appropriate time, so this false news spreads quickly and takes a very wide resonance.
Although several studies are performed to determine English fake news, the identiﬁcation of Arabic misinformation
remains underdeveloped. This study aims to build an improved learning model for detecting fake news in the Arabic
language. Unlike previous studies that depended on analyzing the content of the tweet only, this study focuses on the
text, user features, and text features.
Regarding the content of the tweet, the TF-IDF method was used to convert the words into features and then determine the features that have a high rank. In contrast, a fuzzy model was used to determine the relevant features for the
user. Finally, the random forest algorithm has been adapted and improved, and its results are better as compared to other
machine learning methods. The accuracy of Improved Random Forest is (0.895), whereas the accuracy of Naive Bayesian
and SVM techniques are found to be (0.809) and (0.848), respectively.
Keywords: Arabic fake news, User-based features, Content-based features, Fuzzy model, Improved random forest
algorithm

1. Introduction

O

ne of the most important means of exchanging
information between people or users nowadays is social media. A commonly used social media
platform is Twitter, which is adopted by millions of
users [1]. It is even estimated that the number of
users who visit it daily reaches three million visitors.
The reason behind the tendency of online users to
this platform is that it provides a channel that allows
users to easily create, publish and share information
[2]. Tweets on Twitter often represent users' opinions, or they may also include news on a speciﬁc
topic or ﬁeld [3].
Not everything that is said on these platforms is
true, as many people try to mislead others through
their posts for their own purposes [4]. They usually
spread misleading news at the right time, so it is

often seen that it takes a very wide resonance and
spreads rather quickly [5].
Fake news or misinformation can be described as
the untrue comments or posts that are launched on
social media platforms by some people. On the other
hand, Fake News Detection “FND” is the prediction
of the probability that an article, tweet, or story is
intentionally deceptive [6]. Detecting fake news
manually is slow, tedious, and impractical, so researchers in recent years have turned towards
building models using machine learning techniques
to discover this type of news [7]. Some other terms
have a meaning similar to or close to FND such as
rumor detection, rumor classiﬁcation, stance classiﬁcation of articles, claim veriﬁcation, and misleading
information detection [8]. All these terms have
received wide attention from researchers to reveal
the facts and not mislead users [9].
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All of the foregoing aspects are considered the
main motives behind paying attention to this work
and reducing the problems of false news. Therefore,
this work aims to build improved models for predicting Arab fake news with as high accuracy as
possible. The main contribution is the use of fuzzy
logic to build a model for determining the most
important user-based features. The Random Forest
model is also modiﬁed to improve the predictions.
1.1. Outline of paper
The related works are explained in Section 2. In
Section 3, a review is presented of the theoretical
background. The methodology of this work is
illustrated in Section 4. Section 5 shows the results
and discussion. Finally, Section 6 states the conclusions of this work.

2. Related work
Since fake news is one of the main issues faced at
present, many researchers have contributed to
developing models based on machine learning to
detect this kind of news. However, through the review of previous works, it has been found that there
is no sufﬁcient number of researches conducted to
identify Arabic fake news in particular. The reason
for this can be traced back to several challenges and
problems related to the Arabic language itself, such
as 1) there is no big dataset that can be adopted to
build prediction models; 2) most writers and people
speak slang language, and 3) there is a lack of resources and not all libraries support the Arabic
language.
In [1], the authors utilized Machine Learning (ML)
to identify misinformation or unreliable tweets in
Arabic based on a supervised classiﬁcation model.
This study is sufﬁcient in that it included both the
characteristics of the tweet (text features) and the
characteristics of the user (user features), but the
accuracy of the models used was not at a sufﬁcient
level. As for the work in [4], the authors introduced a
technique to automatically generate Arabic manipulated news articles. They rely on real articles only
to build a dataset consisting of true information and
misinformation. Finally, ML algorithms have been
applied to identify articles that have been manipulated using their method that generates false articles. In [5], the AraNews dataset was used by the
authors to train the models. In their study, the TFIDF technique was used to extract features. Next,
three machine learning techniques were applied to
predict fake news: Random Forest Classiﬁer, Naive

Bayes, and Logistic Regression. The results showed
that the accuracy of the random forest model achieved the best accuracy. The authors in [7] utilized
natural language processing and machine learning
techniques to identify Arabic fake news. In this
study, the dataset contains 1862 tweets which are
collected from the Twitter platform. They relied on
text features, user features, and tweets to make the
prediction. The strong point is that the study was
comprehensive in terms of its adoption of user and
text features, but the accuracy of the results was not
promising. Finally in [9], the textual content was
analyzed through natural language processing. The
study focused on the use of traditional methods of
feature extraction and machine learning models on
an English dataset. The research methodology and
results were promising, however it is generally
stated that the analysis of text written in English is
less challenging and difﬁcult than text written in
Arabic.

3. Theoretical background
3.1. Dataset
Tweets are posts or messages that are published
by individuals on the Twitter platform to exchange
information with each other all over the world [10].
Usually, a set of markups are attached with each
tweet that adds additional understanding and can
thus be used by researchers. The most important of
these are the hashtags (#) that add some basic
phrases to the tweet, and the mention (@) followed
by the user's name, which indicates that the tweet is
a response to the user [1].
Twitter API enables users to access and download
tweets, as well as download a set of user-speciﬁc
features (the writer of the tweet) and other features
of the tweet itself [5]. In this work, the dataset used
in [1] has been expanded from 1862 tweets to 3000
tweets with the same attributes that the researcher
used, as illustrated in Tables 1 and 2. After that, the
tweets are labelled manually with the help of

Table 1. Content-based attributes.
has mention

mentions count

URL shorten

retweets num
retweeted
length chars
has hashtag
# unique chars
# symbols
pos score

is retweet
day of week
has URL
hashtags count
Has-?
has pos sent
neg score

is reply
# words
URLs count
# unique words
has-? #
has neg sent
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3.3. Feature extraction

Table 2. User-based attributes.
avg retweet

followers count

tweet time spacing

avg hashtags
focused topic1
listed count
desc len
friends to follower

avg URLs
default image
status count
username len.
is veriﬁed

followers to friends
has desc
retweet fraction
avg tweet len.
registration diff.

experts. The number of not-fake and fake articles in
these datasets is summarized in Fig. (1).
3.2. Text classiﬁcation
Text classiﬁcation, also known as text categorization, is the process or the task that classiﬁes documents, articles, or tweets into predeﬁned categories
(target classes) [11]. Text content analysis is performed through the concept of natural language
processing to extract features, after which the text is
classiﬁed [12]. Fig. 2 shows the process of classifying
any type of text, whether it is an article, a tweet, or a
story [13].

Feature extraction is the task of converting a
particular text (or word) into feature vectors [14]. In
other words, feature extraction methods are used to
extract features because text data is not accepted or
comprehended by machine learning techniques
[15].
One of the most common techniques is “TF-IDF”.
This technique takes into account the number of
times the word (token) appears during all articles or
tweets in the dataset [16]. At ﬁrst, the Term Frequency “TF” for each word is computed, after which
the Inverse Document Frequency is calculated.
Once the TF and IDF values are obtained, it is
possible to calculate the score of TF-IDF [17].
3.4. Feature selection
The main objective of feature selection is to select
or determine the best features (a relevant subset of
features) among all the features [18]. This in turn
reduces time complexity (reducing dimensionality)
and improves classiﬁers by excluding irrelevant attributes [19]. In general, there are three common
approaches for feature selection:
3.4.1. Filter methods
These methods identify attributes based on the
importance of features for the target class, and they
are always applied before the prediction algorithm,
as shown in Fig. 3 [20]. There are many techniques
under the concept of ﬁlter methods such as the
correlation method, the Gain ratio method, the Relief method, and others. All of these methods assign
a rank to each feature based on its relevance to the
target class [21].

Fig. 1. Description of dataset.

3.4.2. Embedded methods
These methods are a special type of feature selection as they are implemented during the prediction phase [22]. Embedded methods are not
implemented in all machine learning algorithms.

Fig. 2. A text Classiﬁcation framework.
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Fig. 3. Filter method framework.

They are only implemented by decision trees, where
the nodes or attributes are pruned during the
training process [23]. Fig. 4 explains the framework
of embedded methods:
3.4.3. Wrapper methods
These methods differ from the two methods
mentioned above, as they identify the best subset of
attributes by their performance in the prediction
algorithm [24]. Wrapper methods evaluate each
subset of features, and the best subset is created
based on a search strategy [25]. Fig. 5 explains the
framework of wrapper methods:

4. Methodology
The proposed model illustrated in Fig. 6 can be
explained as follows:
1 For tweets content, data preprocessing is performed to remove the noise.
2 For user features and content features, a fuzzy
model is suggested for identifying relevant user
features and removing irrelevant features.
3 The TF-IDF technique is used to extract the
features (vector for each word) from the text and
then identify the features that have a higher
weight.
4 The outputs from steps 1 and 2 are concatenated.
5 Finally, the random forest algorithm is improved
by controlling the selection of features in each
tree.

4.1. Data preprocessing
One of the challenges that are faced is the noisy
nature of Twitter content. Therefore, tweets that are
downloaded from the Twitter API are preprocessed
and then labeled manually. The labeling process was
conducted by an expert. This process is veriﬁed by
looking for the correctness or incorrectness of most of
the tweets, so the labeling process was accurate.
Regarding the content of the tweets or texts, a set of
steps were performed to clean the text from the noise:
Removing
symbols,
removing
punctuations,
removing numbers, removing non-Arabic letters,
removing URL, removing any tweet with less than 5
words, removing stop words, and Arabic stemming.
Finally, the TF-IDF technique is applied to convert
each word into a vector (feature). Depending on the
score assigned to each word (feature) by TF-IDF, a total
of 2000 features were selected as the most important
ones, and the remainder of the features were excluded.
4.2. Fuzzy model
In order to identify the relevant user features and
text features, a fuzzy model is proposed in this work.
This model depends on the feature selection techniques: ﬁlter, embedded, and wrapper. For ﬁltering
techniques, the Correlation Method is used as it gives a
weight to each attribute based on the correlation of this
attribute with the target class. In the embedding
methods, the Mean Decrease in Gini-index method is

Fig. 4. Embedded method framework.
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proposed for evaluating features based on the random
forest algorithm. This method monitors the feature in
each tree and calculates its contribution in reducing of
Gini-Index criteria. It then calculates the average for
the contributions of the feature in all trees as a weight
of this feature. In addition, the Drop-Feature Importance is suggested to represent the wrapper approach.
This method evaluates features based on their contribution to increased accuracy. In this method, ﬁrst, the
accuracy of the model is calculated for all attributes.
Then the ﬁrst feature is removed and a re-evaluation of
the model is performed. The difference between accuracy with all attributes and accuracy after removing
the ﬁrst attribute is the weight of that attribute. The
same goes for all the other features.
Each of the above methods removes features that
have zero importance to the target class. Therefore, a
Majority Voting Method is conducted in this work.
Through this method, any attribute that is omitted by
two of the techniques is discarded. In other words, a
feature is relied upon in the next stage if it is important
in the view of two or more feature selection methods.
This method reduced the features from (46) to (33).
The fuzzy logic is deployed in this work because
each of these (33) features has three different
weights from the feature selection methods
described above: Correlation Method, Mean
Decrease in Gini-Index, and Drop-Feature Importance. In fuzziﬁcation, the Membership Function is
calculated for each value (each weight) through the
Triangle Membership Function, as shown in Fig. 7.
The Triangle Membership Function is calculated
according to Equation (1) [26].
MF ðx; a; bÞ ¼

xa
ba
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All of the above steps and procedures can be
summarized through Algorithm 1:

ð1Þ

where: MF is Membership Function, x is the Value
(weight), a is the minimum value, and b is the
maximum value.
In defuzziﬁcation, the Center of Gravity method
(COG) has been applied to assign one weight for
each feature. Through this method, the ﬁnal rank is
obtained by relying on three weights and three
values of the Membership Function for each feature,
as in Equation (2) [27].
Pn
i¼1 mðxi Þ*xi
m0 ¼ P
ð2Þ
n
i¼1 mðxi Þ
Finally, the relevant attributes are selected according to a predeﬁned threshold. The number of
features is further reduced from 33 to 10, whereby
any attribute whose importance or weight is less
than 0.25 is removed. The top 10 features are listed
in Table 3.

4.3. Improved random forest
Random Forest is an ensemble algorithm according to the decision tree technique, whereby the
features in the original dataset are randomly
selected in each sample to build a decision tree
model [16]. In this study, both user- and tweetspeciﬁc features have been used which were eventually reduced through the fuzzy model to 10 features. In addition, text-speciﬁc features have been
used that represent unique words generated by the
TF-IDF technique. Since these features are very
large, max-features are determined in the TF-IDF
model to be 2000. Next, the random forest algorithm
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Fig. 5. Wrapper method framework.

is used to control the selection process for features
in each sample, which implies that the selection
process is not random. The number of trees in the
random forest model is set to 100, and for each tree,
20 features are selected. Finally, the algorithm
chooses all the user's features and text features (the
10 features selected by the fuzzy model) in each tree
and randomly chooses the other 10 features resulting from the TF-IDF technique. The Improved
Random Forest is summarized in Algorithm 2:

5. Results and discussion
This work aims to improve the predictions of fake
news by identifying important features of the writer
as well as analyzing the text itself. Initially, user
features and text features are evaluated in three
ways: Correlation Method, Mean Decrease of Gini
Index, and Drop-Feature Importance. Each method
reﬁnes an attribute that has zero signiﬁcance.
Because the outputs are different for each method,
the Majority Voting Method has been applied,
which reduced the features from (46) to (33) features. These features have been reduced to 10 only
through the fuzzy model, as shown in Table 3.
In the process of analyzing the tweet, data-preprocessing is performed to remove noise from the
text. Then the TF-IDF method is used to convert the
words into vector features. The features resulting
from this method represent the unique words in the
dataset. Because the number of features generated is
very large and some of them are considered less
important, there are 2000 features taken into account which have a high score. Finally, the userspeciﬁc features are combined with the features
generated by the TF-IDF method into a single
dataset.
In order to build a reliable model on this dataset,
the random forest model is improved by controlling
the process of selecting features in each tree instead
of random selection. A random selection is made for
TF-IDF features only, meanwhile the 10 user features were required to be present in all trees. In
other words, each tree of the random forest model is
constructed from 10 user-speciﬁc features and 10
randomly selected features from the outputs of the
TF-IDF technique.
The quality of the proposed model was evaluated
using accuracy measures. The results showed that
the accuracy of the Improved Random Forest model
is better as compared with the work presented in [1],
which used the same dataset. Then, the dataset used
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Fig. 6. Proposed methodology.

Fig. 7. Triangle membership function.

483

484

T.A. Wotaiﬁ, B.N. Dhannoon / Karbala International Journal of Modern Science 8 (2022) 477e485

Table 3. Feature and the rank.
The Best Features

COG (the rank)

Has user mention
Count of retweets
Has hashtags
Count of hashtags
Count of unique words
Has hashtag
Has URL
Count of friends
Retweeted
Has default image
Registration age

0.391
0.339
0.329
0.326
0.323
0.320
0.277
0.273
0.266
0.258
0.256

Table 4. The results of a models.
The Model

The Accuracy

Improved Random Forest Model
SVM Model
Naïve Bayesian Model

0.895
0.848
0.809

ﬁnancial purposes. Given the serious problems that
fake news causes to societies, it is necessary to
establish reliable models that are based on the
principle of machine learning to discover this type
of news. In order to improve prediction accuracy,
different aspects of the tweet are taken into account,
including the analysis of the text itself as well as the
features of the writer of this text. In this study, the
main focus is on identifying important user features
and text features by building a fuzzy model. Next,
the random forest algorithm was improved by
controlling the process of selecting features in each
tree. The results showed that the model proposed in
this work is better than the other models in terms of
prediction accuracy. There are some challenges
faced that have a signiﬁcant impact on the prediction models, which is the lack of a large and
comprehensive dataset for Arabic news. Therefore,
it is aimed to contribute to the creation of a large
dataset in the near future. It is also aimed that this
study is complementary to the rest of the research in
providing a contribution to solving the problem of
fake news.

Conﬂict of interest
There is no conﬂict of interest.
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