Past research has established that listeners can accommodate a wide range of talkers in understanding language. How this adjustment operates, however, is a matter of debate. Here, listeners were exposed to spoken words from a speaker of an American English dialect in which the vowel // is raised before /g/, but not before /k/. Results from two experiments showed that listeners' identification of /k/-final words like back (which are unaffected by the dialect) was facilitated by prior exposure to their dialect-affected /g/-final counterparts, e.g., bag. This facilitation occurred because the competition between interpretations, e.g., bag or back, while hearing the initial portion of the input [b], was mitigated by the reduced probability for the input to correspond to bag as produced by this talker. Thus, adaptation to an accent is not just a matter of adjusting the speech signal as it is being heard; adaptation involves dynamic adjustment of the representations stored in the lexicon, according to the characteristics of the speaker or the context.
Introduction
Speech is a complex and highly ambiguous signal. A major source of ambiguity is the impact that contextual factors, such as the speaker's characteristics, have on the acoustic realization of words. Nonetheless, human listeners, even very young ones, have the capacity to recognize familiar words from the speech of any speaker of their language, with no prior exposure to this speaker (Hallé & de Boysson-Bardies, 1994; Swingley, 2005) . Furthermore, a large body of research has documented listeners' remarkable plasticity in accommodating speaker-specific, sometimes peculiar, pronunciations (e.g., Clarke & Garrett, 2004; Eisner & McQueen, 2005; Kraljic & Samuel, 2006; Maye, Aslin, & Tanenhaus, 2008; Norris, McQueen, & Cutler, 2003) . For the most part, this research has examined what people learn that may allow them to generalize their experience with specific tokens to new instances. An aspect of perceptual learning that has received relatively less attention is how talker adaptation is achieved.
The traditional approach to cross-speaker variability assumes that word recognition operates on speaker-normalized input. A number of normalization algorithms have been proposed, in which information extracted from the speech input is transformed either to neutralize the influence of speaker variability, in effect treating it as noise, or to model talker-specific variation and factor out its influence. The modeling of the effects of vocal-tract length on vowels' formant frequencies is an example of the latter (see Johnson, 2005 , and references therein). On normalization accounts, then, the acoustic signal is warped to match lexical knowledge that is stored in an abstract, speakerindependent, and immutable form. Talker adaptation, according to this view, consists of learning a new way to normalize the speech signal.
Another mechanism to talker adaptation, however, assumes that the representations that listeners evaluate when processing speech are dynamically altered or assembled to reflect the current context, including the identity of
