A Petri net controlled grammar is a Petri net with respect to a context-free grammar where the successful derivations of the grammar can be simulated using the occurrence sequences of the net. In this paper, we introduce a new variant of Petri net controlled grammars, called a place-labeled Petri net controlled grammar, which is a context-free grammar equipped with a Petri net and a function which maps places of the net to productions of the grammar. The language consists of all terminal strings that can be obtained by parallelly applying multisets of the rules which are the images of the sets of the input places of transitions in a successful occurrence sequence of the Petri net. We study the effect of the different labeling strategies to the computational power and establish lower and upper bounds for the generative capacity of placelabeled Petri net controlled grammars.
INTRODUCTION
Petri nets are "dynamic" bipartite directed graphs with two sets of nodes, called places and transitions [1] , which provide an elegant and powerful mathematical formalism for modeling concurrent systems and their behavior. Since Petri nets successfully describe and analyze the flow of information and the control of action in such systems, they can be suitable tools for studying the properties of formal languages. Petri nets have been widely used as language generating/accepting tools (for instance, see [2, 3] ), and as regulation mechanisms for grammar systems [4] , automata [5] , and grammars [6, 7] .
A Petri net controlled grammar is, in general, a context-free grammar equipped with a (place/transition) Petri net and a function which maps transitions of the net to productions of the grammar. The language generated consists of all terminal strings that can be obtained by applying the sequence of productions which is the image of an occurrence sequence of the Petri net under the function. Several variants of Petri net controlled grammars have been introduced and investigated.
For instance, the papers [8, 9] introduced k-Petri net controlled grammars, and studied their properties including generative power, closure properties, infinite hierarchies. A generalization of regularly controlled grammars was considered in [10, 11] : instead of a finite automaton, a Petri net is associated with a context-free grammar and it is required that the sequence of applied rules corresponds to an occurrence sequence of the Petri net, i.e., to sequences of transitions which can be fired in succession. Grammars controlled by the structural subclasses of Petri nets, namely state machines, marked graphs, causal nets, free-choice nets, asymmetric choice nets and ordinary nets were investigated in [12, 13] . It was proven that the family of languages generated by (arbitrary) Petri net controlled grammars coincide with the family of languages generated by grammars controlled by free-choice nets. Papers [14, 15] studied grammars controlled by (context-free, extended or arbitrary) Petri nets with place capacities. A Petri net with place capacity regulates the defining grammar by permitting only those derivations where the number of each nonterminal in each sentential form is bounded by its capacity. It was shown that several families of languages generated by grammars controlled by extended context-free Petri nets with place capacities coincide with the family of matrix languages of finite index.
In all above-mentioned variants of Petri net controlled grammars, the production rules of a core grammar are associated only with transitions of a Petri net. Thus, it is also interesting to consider the place-labeling strategies with Petri net controlled grammars. Theoretically, it would complete the node labeling cases, i.e., we study the cases where the production rules are associated with places of a Petri net, not only with its transitions. Moreover, the place labeling enables us to consider parallel application of production rules in Petri net controlled grammars, which allows the development of formal language based models for synchronized/parallel discrete event systems.
Informally, a place-labeled Petri net controlled grammar (a pPN controlled grammar for short) is a context-free grammar with a Petri net and a function which maps places of the net to productions of the grammar. The language consists of all terminal strings that can be obtained by parallelly applying the rules of multisets which are the images of the sets of the input places of transitions in a successful occurrence sequence of the Petri net. In this paper, we mainly study the effect of the place labeling strategies to the computational power, and establish the lower and upper bounds for the families of languages generated by pPN controlled grammars.
This paper is organized as follows: the first section gives necessary definitions and results from the theories of formal languages and Petri nets that are used in the sequel. The second section defines place-labeled Petri net controlled grammars and illustrates the concept in examples. In the third section, the lower and upper bounds for the families of languages generated by pPN controlled grammars are established. The effect of labelling strategies to the computational power of pPN controlled grammars is presented in the fourth section. The fifth section discusses the obtained results, open problems and possible topics for future research.
PRELIMINARIES
We assume that the reader is familiar with basic concepts of formal language theory and Petri nets. For details, the reader is referred to [2, 4, 7, 12, 13, 14, 16, 17] . In this section we only recall some notions, notations and results directly related to the current work.
Throughout the paper we use the following general notation. The symbol ∈ denotes the membership of an element to a set while the negation of set membership is denoted by ∉. The inclusion is denoted by ⊆ and the strict (proper) inclusion is denoted by .
⊂ The empty set is denoted by .
∅ The cardinality of a set X is denoted by .
X

Grammars
Let Σ be an alphabet. A string over Σ is a sequence of symbols from the alphabet. The empty string is denoted by λ and is of length 0. The set of all strings over the alphabet Σ is denoted by The language generated by G is defined by
where , , V S Σ are defined as for a context-free grammar, M is a finite set of matrices which are finite strings over a set of context-free rules (or finite sequences of context-free rules). The language generated by G is The families of languages generated by matrix grammars without erasing rules and by matrix grammars with erasing rules are denoted by MAT and £ MAT , respectively.
Theorem 1 [13] CF MAT CS and MAT MAT RE
where CF, CS and RE denote the families of context-free, context-sensitive and recursively enumerable languages, respectively.
Petri Nets
where P and T are disjoint finite sets of places and transitions, M If M is understood from the context, we say that ν is a successful occurrence sequence.
DEFINITIONS
In this section, we introduce a new variant of Petri net controlled grammar known as place-labeled Petri net controlled grammar, and present some examples to illustrate their power. = where
for some t T ∈ enabled at a marking ( , ) . 
is a finite set. 
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LOWER AND UPPER BOUNDS
In this section, we establish lower and upper bounds for the generative capacity of pPN controlled grammars. The following inclusions are obvious. 
Remark: By definition of the Petri net ,
N it is not difficult to see that ( , ) N ι R is a finite set. Indeed, in the occurrence of any transition , t T ∈ only one place p P ∈ has a token, and the other places have no tokens. Thus, 
can also be shown by backtracking the arguments above. Hence,
Further, we discuss the upper bound for the families of languages generated by pPN controlled grammars. 
040015-6
This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to IP: We associate the following sequences of rules with each transition :
: , , ,
and define the matrix , , 
THE EFFECT OF LABELING STRATEGIES
The following lemma follows immediately from the definition of the labeling functions.
We now prove that the reverse inclusions also hold. Using the sets and function defined above, we construct an ( ) The initial marking : P ι′ ′→ § is defined as:
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