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ABSTRACT 
Let G = GL,(F) be the group of all n X n invertible matrices over a field F, 
where IFI > 4 and n > 3. Let Ji, Js be two prescribed cyclic elements of G in 
Jordan canonical form, and assume that all the eigenvalues of Ji or Jz lie in F. It is 
shown that any nonscalar matrix in G can be written as a product of two matrices 
having the prescribed Jordan canonical forms Ii, 1s subject only to the obvious 
determinant condition. As a corollary we show that if IFI > 4, the group PSL,(F) has 
a conjugacy class C such that C 2 = PSL n (F). Another corollary states that every 
nonscalar matrix in G can be written as a product of two cyclic unipotent matrices. 
I. INTRODUCTION 
Let GL, = GL,(F)be th e rou o a invertible n X n matrices over a g p f 11 
field F. In this paper we deal with the factorization of nonscalar matrices in 
GL,(F) as the product of two cyclic matrices having prescribed Jordan 
canonical forms (recall that a matrix T is cyclic if there is a vector x such that 
the vectors x, TX, . . . , T"- lx are linearly independent). 
The following matrix factorization theorem was proved by A. R. Sourour 
in [13]. 
*The content of this paper corresponds to a part of the author’s Ph.D. thesis research 
carried out in Tel-Aviv University under the supervision of Professor Marcel Herzog. 
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THEOREM 1 (Sourour). Let A be a nonscalar invertible n X n matrix 
over a field F, and let pj and yj (1 <j Q n> be elements of F such that 
n,.= 1 pjrj = det A. Then there exist n X n matrices B and C with eigen- 
values &, . . . , /LZ,, and yl,. . . , y, respectively, such that A = BC. Further- 
more, B and C can be chosen so that B is lower triangulartzable and C is 
simultaneously upper triangularizable. 
Fix two cyclic matrices Jr, JZ E GL,(F) in Jordan canonical form. The 
above theorem shows that if all the eigenvalues of Jr, JZ are distinct and are 
all in F, then every nonscalar matrix A E GL,( F), where det A = det Jr 
det Je, can be written as a product A = BC, where B, C are similar to Jr, J2 
respectively. However, if Jr or Jz has an eigenvalue of multiplicity greater 
than 1, the matrices B, C in the above factorization need not lie in the 
prescribed similarity classes. We prove the following 
THEOREM 2. Let A, B E GL,,(F) b e c c ic matrices, where 1 F 1 > 4 and y 1 
n > 3. Assume further that all the eigenvalues of A (or B) lie in F. Then for 
every nonscalar matrix M E GL,,( F), where det A det B = det M, there are 
matrices A,, B, E GL .( F) which are similar to A, B respectively, such that 
A, B, = M. The same conclusion holds for n = 2 if and only if either the 
eigenvalues of A (respectively B) are distinct, or all the eigenvalues of A and 
B lie in F. 
Two n X n matrices are said to be SL,-conjugate if they are similar 
under a matrix of determinant 1. We pay special attention to the case where 
the matrices A,, B, in Theorem 2 are SL,-conjugate to A, B respectively. 
As shown in [12], Theorem 2 does not necessarily hold if we replace similarity 
by SL,-conjugacy. Theorem 3 below may be applied to problems of this 
sort (see [12]>. We will say that a matrix A E GL,(F) is simple if there is 
S E CL,(F) such that S-‘AS is diagonal. 
THEOREM 3. Let A, B E GL ,,( F) be cyclic matrices where n > 3, and 
assume that all the eigenvalues of A (or B) lie in F. Let A be the set of all 
nonscalar and noncyclic matrices in GL ,,( F) for which the following hold: 
(1) det M = det A det B for every M E&. 
(2) For eve y M E A, either M has at least two distinct eigenvalues or M 
has a cyclic invariant subspace of dimension at least 3. 
(3) Zf M EJ has exactly two distinct eigenvalues h,, h, , then h,, A, E F 
and M is not simple. 
Then for every M EL there are matrices A,, B, E GL,(F) which are 
SL,-conjugate to A, B respectively, such that A, B, is similar to M. Further- 
more, if A (or B) has at least two distinct eigenvalues, the same conclusion 
holds for the set A1 of all cyclic matrices in CL,,(F) for which (1) holds. 
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We present now some applications of Theorem 2. Given subsets C,, C, of 
a group G, denote C,C, = {tics ] ci E C,, cs E C,], C2 = CC. It was shown 
by J. L. Brenner in [3] that the group PSL,(F) has a conjugacy class such that 
c2 = PSL,(F), p rovided that F is sufficiently large. 
THEOREM 4 (Brenner). Zf n = 2 or 3 and (n, IFI) # (2,2), (2,3), then 
the group G = PSL,(F) h as a class C such that C2 = G. Zf n > 3, the same 
conclusion holds whenever IF I is odd and IF I > n + 1, or IF I is even and 
(Fj > n. 
As noted by Brenner, the above theorem holds for infinite fields also. The 
following corollary of Theorem 2 extends Brenner’s result. 
THEOREM 5. Let G be the group PSL,(F), where IFI > 4. Then G has a 
conjugay class C such that C2 = G. 
Theorem 5 results from Theorem 2 by choosing appropriate cyclic 
matrices in SL,(F) whose similarity classes and SL,-conjugacy classes coin- 
cide. The problem of covering the group PSL,(F) with the square of other 
conjugacy classes is discussed in [I2]. 
A square matrix is unipotent if it is of the form Z + N, where N is 
nilpotent. As shown by A. R. Sourour in [13] (see also [7]), every square 
matrix A with determinant 1 is the product of three unipotent matrices, and 
if A is nonscalar, it is the product of two unipotent matrices. Applying 
Theorem 2, and assuming that IFI 2 4, we can add the restriction that the 
matrices in the above factorization lie in the (unique) similarity class of 
unipotent cyclic matrices. The result is the following. 
THEOREM 6. Let A E SL,(F), where IFI 2 4. Then A is a product of 
three cyclic unipotent matrices. Zf A is nonscalar, then it is a product of two 
cyclic unipotent matrices. 
II. PRELIMINARIES 
Throughout the rest of this paper, F denotes a fKed field. Given an 
integer s and (Y E F, denote by Is(o) the s X s Jordan block 
_ls(cf) = 
o! 1 
CY 1 0 
0 . cx’ 1 
CY 
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The Jordan canonical form of a matrix A will be denoted by Jr. The matrix 
A is cyclic if and only if its Jordan canonical form contains only one Jordan 
block for every eigenvalue (see [lo, Chapter 71). The eigenvalues of A 
will always be given in the order they appear on the diagonal of some JA 
(multiplicities counted). 
Given a permutation o on the letters {1,2, , . . , n), let P, be the 
corresponding permutation matrix, i.e., (F’,jij = 1 if a(i) =j, and (P,llj = 
0 otherwise. We assume that u acts on {l, 2,. . . , n} on the right, but 
we denote the image of i under o by a(i). In particular, if aI, cr, are 
permutations of 11,2, . . . , n}, then a,~~,(i) = cra,(a,(i)). The mapping (T + P, 
is an injective homomorphism from the symmetric group to GL,(F). We will 
also denote the matrix P, by cr if no confusion may occur. 
Given an n X n matrix A and distinct integers 1 Q i,, i,, . . . , ik Q n, we 
denote by A(i,, i,, . . . , ik) the submatrix consisting of the intersections of 
rows and columns ii, i,, . . . , i,. Similarly, denote by 
the submatrix consisting of the intersections of rows 
j,,j,,...> j,. Note that in this notation, i,, . . . , i, 
necessarily given in increasing order. 
Let p(h) = a, + a,A + a** +a,_+-1 + h”. 
matrix of p(A) by _ 
* * 
zi, aa,. . . , ik and columns 
and j,, j, ,...,j, are not 
Denote the companion 
Let p,, be the n x n permutation matrix 
P” = 
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If no confusion may occur, we shall denote p, by p. Then 
C(P(A)) = P( 7” I:_,). 
where x = C-a,,..., --a,_,). 
The following well-known result will be used later (see Proposition 1 in 
ml>: 
PROPOSITION 1. Let A, B be square matrices of orders r, s, respectively, 
and let C be the matrix C = diag{ A, B}. Denote n = r + s, and suppose that 
A, B have no eigenvalue in common. Then for any r X s matrix M, C is 
%,-conjugate to the matrix 
PROPOSITION 2. Let A be an n X n matrix: 
where 0 # u E F, a is a row vector of length n - 1, and R E GL,_ ,(F). 
Let x be any row vector of length n - 1, and define 
b = a + x(R - CXZ,_~). 
Then A is SL,-conjugate to the matrix 
Proof. See Proposition 2 in [ 111. n 
A matrix A is cyclic if and only if A is similar to the companion matrix of 
its characteristic polynomial. The following four lemmas, on cyclic matrices, 
will be used in the sequel. 
LEMMA 1. Let A E GL .( F) be a cyclic matrix with the characteristic 
polynomial p(h) = a, + a,h + ... +an_lhn-l + h”, and let fi, fs,. . . , fn 
be elements of F such that II:==, fj = 1. Then there are a;, . . . , a’,,_ 1 E F 
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such that A is similar to the matrix 
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A’ = 
Furthermore, there is 0 # t E F such that for euey 1 < i < n, there are 
a;,...,a;_, such that A is SL,-conjugate to the matrix 
g” 
where for 1 < i < n - 1, g. =fj if j # i, i + 1 (1 <j Q n) and gi = t-‘fi, 
gi+l = %+I> and if i = n, then gj =fj forj z 1, n and g, = t-‘f”, g, = tfI. . 
Proof. The result follows by conjugating A with an appropriate diagonal 
matrix. See the proofs of Lemma 3’ and Lemma 3 in [ll]. W 
Note that the second assertion of Lemma 1 holds if we replace SL,- 
conjugacy by similarity under a matrix of f=ed determinant, i.e., given 
0 # y E F, there is 0 # t E F such that A is similar to A: under a matrix of 
determinant 7. The proof is similar to that of Lemma 3 in [ll]. 
LEMMA 2. Let A, U’, q” be the matrices defined in Lemma 1. Let B,, B, 
be upper triangular matrices of order r, n - r respectively, 1 < r < n - 1, 
where the diagonal entries of B, are the first r diagonal entries of U’, and the 
diagonal entries of B, are the last n - r diagonal entries of U’. Then there is 
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an r X (n - r) matrix C such that A is similar to the matrix 
under an upper triangular matrix. Furthermore, if the diagonal entries of B, 
are the first r diagonal entries of UF, and the diagonal entries of B, are the 
last n - r diagonal entries of V,“, then an r x (n - r) matrix C exists such 
that A is SL,-conjugate to B under an upper triangular unipotent matrix. 
Proof. The result is a consequence of Lemma 4’ and Lemma 4 in [ll]. 
n 
Let A be a cyclic matrix, where all the eigenvalues of A lie in F. We may 
write the Jordan canonical form of A, IA, as follows: 
Pl El 
\ 
Pz 52 0 
I* = 
0 Pi 6,-l 
Pn ) 
where PI,..., p, are the eigenvalues of A, and e, E {O, 1). Then the 
following holds: 
LEMMA 3. Let A, JA be the matrices defined above, and let B be any 
n x n upper triangular matrix Bii = p,, and B,, i+ 1 # 0 if ei f 0 (1 Q i < 
n - 1). Then the following hold: 
(1) A is similar to B under an upper triangular matrix. 
(2) Zf B’ is any upper triangular n X n matrix with BIi = Bii for 
1 < i < n, and Bi i+l = Bi, i + 1 whenever l i # 0 (1 < i < n - l), then B ’ is 
SL,-conjugate to i3 under an upper triangular unipotent matrix. 
(3) There is 0 # t E F and a matrix B” which is SL,-conjugate to A, 
such that Bi_, n = tB,_l,“, and Bh = Bij otherwise, and there is 0 # t’ E F 
and a matrix b”’ which is SL,-conjugate to A, such that Bzz = t’B,,, and 
B; = Bij otherwise. 
Proof. The first assertion of the lemma follows directly from the proof of 
Proposition 7 in [ll]. As for (2) one can see from the proof of Proposition 7 
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in [ll] that B and B ’ are similar under an upper triangular unipotent matrix. 
To prove (31, if T-lAT = B, with det T = l/t, conjugate B by the matrix 
diag{l, . . . , 1, t} or by diag{t, 1, . . . , 1) respectively, and use (2). n 
LEMMA 4. For n > 3 and 0 # a E F, let N E GL,,( F) be a nonscalar 
matrix which has an eigenvalue CY. Assume that (Y is not the only eigenvalue 
of N, and that if (Y, p E F are the only eigenvalues of N, then N is not simple. 
Let A, B E CL”(F) by cyclic matrices such that det A det B = det N. Then 
there are matrices A’, B’, which are SL,-conjugate to A, B respectively, such 
that A’B ’ = N. 
Proof See Lemma 5 in [ll]. n 
III. PRODUCTS OF CYCLIC SIMILARITY CLASSES 
LEMMA 5. Let A, B, M E GL,,(F) be cyclic matrices, where I FI > 
3 and n > 3. Assume further that all the eigenvalues of A (or B) lie in F, 
and that det A det B = det M. Then there are A,, B, E GL,,( F) which are 
similar to A, B respectively, such that A, B, = M. Furthermore, if A (respec- 
tively B) has at least two distinct eigenvalues, then there are A,, B, E GL,( F) 
which are SL,-conjugate to A, B respectively, such that A, B, is similar 
to M. 
Proof. Note, first, that it is enough to prove the lemma in case that all 
the eigenvalues of B lie in F. For Ai Bi (i E {l, 2)) is similar to M if and 
only if BiAi = AF1(AiBi)Ai is similar to M. 
We prove now the first assertion of the lemma. Without loss of generality, 
we may assume that 
where x = (pi,. . . , p,_i), and A” - c~,-iX*-i - .** -pih - Fo is the 
characteristic polynomial of M. Let &, . . . , & be the eigendues of B (in 
he or&r they appear on the diagonal of some Jordan canonical form of RX 
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and let C be the following (n - 1) X (n - 1) matrix: 
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c= 
0 P*-1 1 
Pn 
Given any elements b,, . . . , b, of F, with b, # 0, we have by Lemma 3 that 
B is similar to the matrix 
B; = 
where z = (b,, . . . , b,). Since det A det B = det M, we have by Lemma 2 
that there are a,, . . . , a, E F such that a, & = p,, and A is similar to the 
matrix 
where y = (a,, . . . , a,,). 
Assume first that a2 p2 # pl. Then there are b,, . . . , b, E F, with b, f 0, 
such that A’,B; = M, and the lemma follows in this case. Hence we may 
assume a2 & = pl. Since 1 FI > 3, we may choose 0 # t E F such that 
pi1/3i1 + tPil # 0. For i E {n - 1, n), let X&t) be the i X i matrix having 
l’s on its main diagonal, t in its (1,2) entry, and 0 in all its other entries. 
Denote ai = a,t + a2, A, = X;‘(t)A\X,(t). Since 
i 
1 0 
X?WP = P 0 X”_,( _t) > 
i 
we have 
A, = 
where yr = (Us, as,. . . , a,,) and CL1 = X,_,(--t)C-‘. Since a2 & = pr, 
we have that ai & # pr. Hence there is 0 # b, E F such that ai & + 
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a,b, = pi. Let 
ARIEH LEV 
B, = 
Then there are b,, . . . , b, E F and 0 # b, E F, such that A, B, = M. Since 
fl,$;’ + t/3; ’ # 0, we have (C;l),, Z 0. Hence (C,),, Z 0, and B, is 
similar to B by Lemma 3. This completes the proof of the first assertion of 
the lemma. 
Assume now that B has at least two eigenvalues. Without loss of general- 
ity we may assume that pi is an eigenvalue of B of least multiplicity, k, say. 
Then k Q n - 2. By (3) of Le mma 3, there is b, E F and an (n - 1) X 
(n - 1) upper triangular matrix E,, with (E,)ii = pi for 2 < i < n, such 
that for every b,, . . . , b,, B is SL,-conjugate to the matrix 
B; = 
where z = (b,, . . . , b,). 
By Lemma 1 and Lemma 2, there are a,, . . . , a, E F and an upper 
triangular (n - 1) X ( n - 1) matrix E,, with (El)ii = 1 for 1 < i < n - 2, 
such that D = E,E, is a diagonal matrix, and such that A is SL,-conjugate 
to the matrix 
where y = (us.....u,). 
By Lemma 1, there are &, . . . , pL._ 1 E F, such that M is similar to the 
matrix 
M’=p t lx’ ’ ( ID 
where x’ = (pi,..., p’,_ i). Note that a, pi = & since det A det B = 
det M. 
As before, if u,b, + u2 pz = pi, we may choose b,, . . . , b, E F, such 
that A\ Bk = M’, as required. If k = 1 the lemma also holds, by Lemma 3 
(note that ei = 0 now in Lemma 3). Hence we may assume qb, + u2 & # 
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pi, and 2 < k Q n - 2 (and in particular n > 4). Choose 0 # t E F such 
that (art + az)& + a,b, = &. For i E {n - 1, n), let Yi(t> be the i X i 
matrix having l’s on its main diagonal, t in its (j, j + 1) entries for 1 < j < 
k - 1, and 0 elsewhere. Let A, = Yi’(t)A’,Y,(t). Then since 
i 
1 0 
y,_‘(tb = P 0 y,_,(-t) > 
1 
we have (A&+r = (A’,), i+l for 2 Q i < n - 1, i # k. Hence there is 
B, E GL,(F), with (&Iii = (Bijii for 1 < i < 72, (Bz)jj+l = (B’). 2 J,J+l for 
l<j<n-l,j# k, such that A, B, = M’. Since B, is SL,-conjugate to 
B; by Lemma 3 (note that l k = 0 now in Lemma 3), the proof is complete. 
W 
LEMMA 6. Let n be an integer, and let 1 <k, <k, < *** <k, = n 
(t > 2) be integers. Let p, r, u be the following permutations: 
p = (1,2,...,n), 
7=(kl,kl--1 ,..., 2,1) if t=2, 
7 = (k,_, + 1, k,_, + 1,. . . , k, + 1, k,, k, - 1,. . . ,2,1) if t>3, 
(+= (k,,k, + l,...,k,) if t=2, 
(+= (k, ,..., k,)(k, + l,..., k3)...(kt_l + l,..., k,) if ta3. 
Then pr = CT. 
Proof. By direct computation. n 
Let B E GL,( F) be a cyclic matrix with eigenvalues /3r, . . . , /3,, E F, in 
the order they appear on the diagonal of some Jordan canonical form of B. 
By Lemma 3, for any 0 # x E F, B is similar to the matrix 
B’ = 
f% 1 
P2 1 0 
L.2 1 
0 6-r x 
P, 
‘d = 
I- 
‘4 1 
I-‘q 0 --. 0 
. . . 
. . . 
. . ‘c 
z40 “.I 
I4 0 a** 0 0 
= Ja 
ATI H3IW 9PZ 
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Let 8 = {e,, . . . , el} be the standard basis of F’. Then B; acts on 8 
cyclically, i.e., Bjei = ei+l for 1 Q i Q 1 - 1. Let 9 = {d,,. . . , d,) be a 
basis of F’ with the following property: for 1 < i < 1, the 1 - i + Ith entry 
of di is nonzero, and (di)j = 0 for j < 1 - i + 1. Choose such a basis, 9, so 
that B, acts cyclically on g. The transition matrix P, which~ takes 9 onto 8 
is of the form P = VI, where U is an upper triangular matrix, and 
l\ 
J= “.:, . 
,1 I 
In particular, PB,P-’ = Bi. 
There is an upper triangular matrix V E GL,_ ,(F) such that VB,V-1 = 
B;. Let xc,,.... xl E F, and let C’ be any I X (n - Z) matrix whose first 
column is (xi, x2,. . . , x,)~ for some xi E F. Then there is (Y E F such that 
for any xi z (Y, there exists an 1 X (n - 1) matrix C,, with (C,)[,, # 0, such 
that PC,T1 = C’. Let 
. 
Then B”’ is similar to B by Lemma 3. Let 
P 0 
p, = 0 I,_1 ’ i 1 
v, = 4 0 
i i 0 v’ 
and let Q = Vi Pi. Then 
QB’“Q-’ = .,,,( “d ;#+7;’ = (; ;;) = B”_ 
Hence, B” is similar to B, as required. Furthermore, as in the proof of 
Lemma 3, one can see that if Z < n - 1, there is z E F such that M and 
B are SL,-conjugate (to see this, conjugate B’ with diag{l, . . . , 1, tl for an 
appropriate t E F). n 
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Note that if x2 = xs = a** = x1 = 0 in Lemma 7, then (Y = 0. 
COROLLARY 7.1. 
<Uijj = 0 if i zj 
bet ui (1 < i d 1) be column vectors of length 1, where 
and (uiji # 0. For 1 < i < 1, let C: be any 1 X (n - I?> 
matrix whose first column is ui. Using the notation of Lemma 7, let 
Then B and By are similar. 
Proof. As noted after the proof of Lemma 7, B is similar to By. Let 
T = diag{B;, Z,_l}. Then, conjugating B’; by T-‘+’ yields the required 
result. n 
Note that if B is similar to B” (or By, 1 Q i < 1) under a matrix of 
determinant y, and if we change columns 2,. . . , n - 1 of C’ (Cf, respec- 
tively), or replace the block Bb by any upper triangular matrix B,“, where 
(Bijii = (BLjij and (Bg)i,i+l = (Bh)i,i+l, then B is still similar to B” (or 
Br, respectively) under a matrix of determinant 7. The above follows by the 
proof of Lemma 7 and by conjugating B” with diag(4, U}, where U E GL, _1 
is an upper triangular unipotent matrix such that U-‘BLU = Bi. The existence 
of such U follows by Lemma 3. 
COROLLARY 7.2. Using the notation of Lemma 7, assume that 1 = n - 1. 
Let Xl,..., x,-r be any elements of F, and let 0 # y E F. Then for any 
1 < j < n - 1, there is aj E F such that the matrix 
is similar to B under a matrix of determinant y, where b = B,,, uj is a 
column vector of length n - 1 with (ujji = xi if 1 Q i < n - 1, i #j, and 
<Ujlj = cYj. 
Proof. Assume first that j = 1. As in the proof of Lemma 7, there is 
P E GL,_,(F) such that Z’B,P-1 = B;. Denote: yr = det P. Then, using 
the considerations used in the proof of Lemma 7, we have that for any 
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XL,. . . , x;-1 E F, there is o( E F such that the matrix 
249 
is similar to B under a matrix of determinant yl, where <v’,>~ = xi if 2 < 
i < n - 1, and (v;)r = a;. One can choose appropriate XL,. . . , x’,_ 1 E F 
such that B’; is similar to A4 under the matrix diag{l, . . . , 1, y/yl}, and the 
result follows. 
If j > 1, the result holds by the above and by the considerations used in 
the proof of Corollary 7.1. n 
COROLLARY 7.3. Let D, E CL,(F) be scalar matrix (1 2 l), and let 
D, E GL,_,( F) be the follokng cy& matrix: 
4 4 ... d,_, 
1 0 
0 *. 
1 
assume that all the eigenvalues of D, lie in F. Then for every 1 < i Q n - 1 
and any elements xjk of F, 1 <j < I, 1 < k Q n - 1, there is an 1 X (n - 1) 
matrix Ci, where (Cijjk = xjk whenever k # i, such that the matrices 
E= 
and 
are SL,-conjugate. 
Proof. Denote Do = aZl, 0 # (Y E F. We may assume that o is an 
eigenvalue of D,, for otherwise, the lemma follows by Proposition 1. By 
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Lemma 3, D, is similar to the matrix 
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D; = 
61 1 
62 1 0 
* 0 s,_,:, 1
&I-l 
where S,, S,, . . . , a,,_, are the eigenvalues of D, (in the order they appear 
on the diagonal of some Jordan canonical form of Dl>. Furthermore, we may 
assume that 6, = 6, = *** = 6, = (Y for some 1 < r < n - 1, and 8, f LY 
for t- < s < n - 2. As in the proof of Lemma 7, there are bases g = 
Id r, . . ., d,_J and 9 = (d;, . . ., d’,_,} of F”-‘, where (dijj = (di)j = 0 for 
j < n - 1 - i + 1, such that D, and 0; act cyclically on 9 and 8’ 
respectively. The transition matrix P which takes 9 onto 9’ is lower 
triangular, and we have P-lD;P = D,. 
Assume first that i = 1. Using Proposition 2, one can show that for any 
2 x (n - I> matrix C ’ whose first column is zero, E and 
are similar. Let V = diag{4, P}. One can choose C’ such that 
E. = V-lE’V = 
I 
where (C,Ijk = x$ for 1 <j < 1, 2 < k < n - 1. Since D, is a nontrivial 
scalar matrix, the similarity class and SL,-conjugacy class of E coincide, and 
E is SL,-conjugate to E,, as required. 
Assume now that 2 Q i Q n - 1, and denote: D, = diag{Z,, Dl}. Then 
the result follows by conjugating E, with Dk- ‘. n 
LEMMA 8. Let A, B E CL,(F), where 
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Let M = diag{ A, B}, and let 
where 
z=(: )(z t$ 
with x, y, z, w E F. Then the following hold: 
(1) Assume that A is not similar to B. Then for every x, z, w E F there is 
y E F such that M, is SL,-conjugate to M, and for every x, y, w E F there 
is z E F such that M, is SL,-conjugate to M. 
(2) For every x, z E F, there are w, y E F such that M, is SL,-conjugate 
to M. 
(3) Assume that A = B. If 
Plb 
i 
-p2a - ab ’ 
where a, b are any elements of F, then M and M, are SL,-conjugate. 
(4) of M’ = diag{a, B) E GL,(F) (0 Z a E F), then for evey x E F 
there is y E F such that M’ is SL,-conjugate to 
where z = (x, y). 
Proof. To prove (0, conjugate M by 
47 x 
Xl = 0 1, ’ 
i i 
where 
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with a, b, c E F. Then 
x;Q/q = * Y’ ( 1 0 B’ 
where 
plb+(a-PP)c 
-S6,a-pb+p2c 
Since A and B are not similar, then either det A # det B or (Y # j3. If 
det A # det B, there are a, b, c E F such that Y,, = x, Yzr = z, and Yzz = 
w, and if (Y # p, there are a, b, c E F such that Y,, = x, Y,, = y, and 
Y,, = z. On the other hand, if X is the matrix 
then 
Then, if det A = det B and CY # p, there are a, b, c E F such that Y,, = x, 
Yar = z, and Y,, = w, and if det A # det B, there are a, b, c E F such that 
Y,, = r, Y,, = y, YZl = z, and (1) is proved. 
To prove (2), take 
and compute X;‘MX,. As for (31, let 
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Since 
the result follows. To prove (4), let X = (x/a, 0). The result follows, since 
aX - XZ3 = (x, -x&/a). n 
LEMMA 9. Let M E GL”(F) b e a nonscalar and noncyclic matrix 
(n 2 3). Let A, B E GL.(F) b e c c ic matrices such that all the eigenvalues y 1 
of A (or B) are in F, and assume that det A det B = det M. Then there are 
matrices H, 9’ which are %,-conjugate to A, B respectively, such that &g 
is similar to M, provided that one of the following holds: 
(1) M has a cyclic invariant subspace of dimension at least 3. 
(2) M is not similar to N = diag{ N,, N,, . . . , N,), where q > 1, No = Z.LZ, 
for some 1 > 0 and some 0 # Z.J E F, and N,, . . . , Nq are similar 2 X 2 
matrices. 
(3) M is similar to the matrix N in (2) M has an eigenvalue p E F which 
is not the only eigenvalue of M, and M is not simple if it has exactly two 
distinct eigenvalues. 
Furthermore, if IFI > 4 (and without requiring (l)-(3)), there are 
matrices dl, .G’l which are similar to A, B respectively, such that &19’1 = M. 
Proof. As noted in the proof of Lemma 5, it is enough to assume that all 
the eigenvalues of A lie in F. Since M is not scalar, we may assume that 
there is t z 2 such that 
M = diag(M,,, M,,..., M,-l}, 
where M, is a scalar matrix, and for 1 Q i < t - 1, M, is the companion 
matrix of some polynomial degree at least 2. Since M is not cyclic, M has at 
least two nontrivial blocks in the above representation. For 0 Q i Q t - 1, 
denote by Zi the size of Mi, let k, = I, + 1, and for 2 Q i Q t let ki = I, + 
1, + ... +Zi_ r. Without loss of generality, we may assume that 1, < I, < 
e-1 < Z,_ r. Let (T be the permutation 
u= (k,,k, + l,...,k,) if t=2, 
u = (k,, . . . ) k,)( k, + 1,. . . ) k3) ... (k,_, + 1,. . . ) k,) if t>3, 
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and denote the corresponding n X n permutation matrix also by (+. 
Then there is an upper triangular matrix U such that M = aU. Further- 
more, U = diag(U,, U,, . . . , Ut_lJ, where U,=M, and for l<i<t-1, 
p2,Ui = Mj, where pl, is the permutation matrix which corresponds to the 
permutation (1,2,. . . , Zi). 
Let o1,. . . , an be the eigenvahres of A (in the order they appear in some 
Jordan canonical form of A), and let s = I, + t - 1 (note that s < n). Let 
q(h) = fi(A - q) = A” - us_lAs-l - 0-0 -a,h - a,, 
and let 
A, = 
i=l 
0 0 *** 0 a, 
1 *. 0 a1 
1’ *. 
0 *: 0 us_2 
1 as-1 
‘1 a1 
1 0 62 
= P8-l 
0 1 as-1 
a0 
where p, is the permutation matrix which corresponds to the permutation 
(1,2,. . . , s). If no confusion may occur, the n X n matrix diag{ p,, I,_,} will 
be also denoted by p,. Let 
/ 
as+1 
\ 
a s+2 
* 
A, = 
0 * q-1 
ffn 
where (A,),, i+ 1 # 0 for 1 < i < s - 1. Let A’ be the following matrix: 
where C is an s x (n - s) matrix whose column is (0, cr, 0, . . . , 0)r for some 
0 # o E F. Then by Corollary 7.1, A’ is similar to A. Furthermore, we can 
choose A',_ 1. n (if s < n - 1) or (Y (ifs = n - l), so that A’ is SL,-conjugate 
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to A (conjugate A’ by diag(Z,_ i, S] for appropriate 0 # S E F, and use the 
conclusions in the note after Corollary 7.1). 
If t > 3, let T be a permutation on (1,. . . , n} which fKes i if 
ie{k,+1,k,+2 ,...) s-1,s) 
u{kz + l,k, + l,..., k,_, + l,k,_1 + I}, 
and such that ~(j + I,) = kj + 1 for 2 <j Q t - 1 and m(kt_l + 1) = 
I, + 2. If t = 2, let m be the identity. Denote the n X n permutation matrix 
which corresponds to rr by rr also. Then TT-‘~L’T = r, where r corresponds 
to 
T= (k,,k, - l,..., 2,1) if t=2, 
and to 
T = (k,_, + 1, k,_, + 1, . . ., k, + 1, k,, k, - 1, . . . ,2,1) if t>3. 
Note that by Lemma 6, pa = o, where p = (1,2,. . . , n). Let A” = r-lA’7~. 
Assume first that t > 3 and that M has a cyclic block of size at least 3 
(hence the size of M,_ 1 is at least 3). Choose the entries of the matrix A’ in 
thefollowingway.Fork,_,+2~j~n-1andyk,_,+2,...,yn_1EFlet 
(A’), j = yj. For 1 <j < n - 2 and zi,. . . , .z,_s E F, let (A’)j, = zj. All 
the remaining entries of columns 2,. . . , n - s - 1 of the submatrix C will be 
zero [i.e., Cij = 0 for 1 Q i < s, 2 d j Q n - s - 1, (i, j) # (1, k,_, + 
2 -s>,...,(l, n - 1 - s)], and the remaining entries of A’ will not be 
changed. With the above choice, for any yk,_ , f2, . . . , yn _ 1 E F, A’ is still 
similar to A by Lemma 7 and Corollary 7.1. Since rr(s) = k,_ 1 + 1, we have 
by Lemma 7 (see also the note after the proof of Corollary 7.1), that if one 
changes A:, j for k,_ 1 + 2 < j < n - 1, or A’& for 1 < j < n - 2, A” is still 
similar to A, and the determinant of the matrix conjugating A and A” is 
not changed. 
For 1 <i (n, let ji = r(i). Then A”(j,, . .., j,) = A,, and A” 
(js+l,...,jn) is similar to A, under a permutation matrix P E GL, _s, i.e., 
there is a permutation matrix P E CL,_, such that P-lA”(j,+ i, . . . , j,)P is 
upper triangular. Furthermore, P may be chosen such that P futes the indices 
k t_l + 2 -s,..., n - s. Define P, E GL,(F) as follows: Pi(j,, . . . , j,) = I,, 
P,(j,+,,...,j,> = P, and all other entries of P, are 0. Denote: A”’ = 
P~‘A”P,. Since the permutation matrix P, fixes the indices 1, j,, . . . , 
j,-l,k,-, + I,..., n, the entries (1, r> of A”, for k,_, + 1 < r < n, are not 
affected by the conjugation with P,, and furthermore, the submatrix 











