This review covers permanence, oscillation, local and global stability of solutions for Nicholson's blowflies differential equation. Some generalizations, including the most recent results for equations with a distributed delay and models with periodic coefficients, are considered.
Introduction
In biological applications [1] a recruitment-delayed model:
is frequently used, where xðtÞ is a population size, the birth function B involves maturation delay s, and the death rate D depends on the current population level only. Eq. (1) is considered for given positive initial conditions:
xðsÞ ¼ uðsÞ for s 2 Às; 0
½ ;
where u is a continuous nonnegative function:
Here xðtÞ is an adult population size and s > 0 is the maturation period.
The birth and the death rates satisfy the following assumptions:
(A 1 ) Bð0Þ ¼ Dð0Þ ¼ 0; BðxÞ > DðxÞ for positive x small enough. (A 2 ) there exists K > 0 such that BðKÞ ¼ DðKÞ.
(A 3 ) ðz À KÞ½BðzÞ À DðzÞ < 0 for z 2 ð0; 1Þ; z -K.
Note that ðA 1 Þ represents the fact that the population increases at low densities; ðA 2 Þ guarantees the existence of a positive carrying capacity of the environment; ðA 3 Þ indicates that this carrying capacity is unique and that in the absence of delay ðs ¼ 0Þ there is a positive net growth below the carrying capacity, and a negative growth above it.
For example, the Ricker's type function:
or the Beverton-Holt function
where m is a positive integer, together with the linear mortality term DðxÞ ¼ dx; P > d > 0 or p=q > d > 0, respectively, satisfy all conditions ðA 1 Þ À ðA 3 Þ and are widely used in fisheries [2] .
Note that function B 1 was also used in [3] to model Chargas disease. In this paper we consider Eq. (1) with BðxÞ ¼ Pxe Àax and DðxÞ ¼ dx, which leads to the following model:
Here P > 0 is the maximum per capita daily egg production rate, 1 a > 0 is the size at which the population reproduces at its maximum rate, d > 0 is per capita daily adult mortality rate and s is the generation time, or the time taken from birth to maturity. This equation was introduced by Nicholson [4] to model laboratory fly population. Its dynamics was later studied in [5] and [6] , where this model was referred to as the Nicholson's blowflies equation [5] . Over a period of nearly two years Nicholson recorded the population of flies and observed a regular basic periodic oscillation of about 35-40 days. Nicholson concluded that the basic cause of the oscillations was the time lag between stimulus and reaction of the density-related responses. Application of a classical logistic Hutchinson's equation:
leads to some discrepancy in estimating the delay value. Eq. (3) was first studied in 1935 in the economic theory of the stability of business cycles. 
For a single species population with two-stage structure the following modification of Eq. (4) can be used:
where c is the juvenile through-stage mortality rate.
The theory of the Nicholson's blowflies equation has made a remarkable progress in the past forty years with main results scattered in numerous research papers, see, for example, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . This paper presents, in a unified way, an overview of the results on the classical Nicholson's model and some generalizations (in particular, to variable coefficients and delays). Emphasis is placed on the most important qualitative properties of the model such as existence of positive solutions, persistence, permanence, oscillation and stability. In any survey the authors must apologize for omissions; this case is no exception.
The paper is organized as follows. In Section 2 we present the results for the autonomous Eq. (4) in historical order from the earliest to the most recent and compare them. In Section 3 we consider several generalizations of Eq. (4): nonautonomous Nicholson's equation with several delays, Nicholson's equation with a distributed delay and Nicholson's integro-differential equation. Theorem 3.6 of Section 3 on boundedness of solutions of the generalized Nicholson equation is a new result. Note that most of the results in this section were obtained by the authors of the present paper and have been published recently, see, for example, [24] [25] [26] and [27] . Finally, in Section 4 we formulate some relevant open problems and conjectures.
The autonomous model

Stability
In this section we study asymptotic properties, such as persistence, permanence and stability of solutions of Eq. (4). We consider delay differential Eq. (4) for t P t 0 with the initial condition:
The continuously differentiable function NðtÞ; t P 0 is a solution of (4) if it is a solution of (4), (6) for some t 0 P 0. The initial value problem (4), (6) has a unique global solution on ½t 0 ; 1Þ (see [8] ).
We note that the solution of (4), (6) Note that N Ã ðtÞ is either the trivial equilibrium N 0 ¼ 0 of (4) or the nontrivial positive equilibrium:
We will use the same definition for the solution of nonautonomous equations with an equilibrium, if exists, and for a solution when there is a positive periodic solution rather than a constant equilibrium.
The following results were obtained in paper [8] :
Theorem 2.1 [8] . For all solutions of Eq. (4) (i) NðtÞ P 0 for t P 0 provided uðsÞ P 0 for all Às 6 s 6 0;
(ii) NðtÞ > 0 for t P s provided 0 6 u X 0. 
The criteria of local asymptotical stability (LAS) (for the definition of local stability see [28] ) of the nontrivial equilibrium N Ã can be obtained by the direct computation of the roots of the characteristic equation:
associated with a linearized about the steady state solution of Eq. (4). For example, a delay-independent local stability condition was obtained in the following theorem:
Theorem 2.6 [29] . Assume that:
then a nontrivial steady state solution N Ã is locally asymptotically stable.
Later we will prove that the same result is valid for some generalizations of Eq. (4), for example, for the equation with a variable delay.
Let c ¼ ln
In [14] the following result was obtained.
Moreover, there is a nonconstant periodic solution if
More general results on bifurcations of (4) can be found in [19] .
Theorem 2.8 [19] . For Eq. (4), the following statements hold. 
for k ¼ 0; 1; 2; . . . :
In paper [9] for the global attractivity or global asymptotic stability (see Definition 2.1) of the positive equilibrium, the set of all solutions of (4) was divided into those that oscillate about N Ã and those that do not, and then the asymptotic behavior of each class was studied separately.
Theorem 2.9 [9] . If P > d and
then N Ã is a global attractor.
The meaning of condition (11) is that a ''small" delay s implies nice dynamics for Eq. (4), that is, the global attractivity of positive equilibrium N Ã . So, in this case as we see, global attractivity can be controlled by this parameter. Condition (11) was updated to the case of the nonstrict inequality in [29] :
Inequality (12) was improved in paper [8] , where condition:
guarantees GAS of the positive equilibrium. Some modifications of conditions (11) and (13) were presented in [23] and [30] . It was proved in [23] that each of the following conditions is sufficient for GAS of the positive equilibrium of Eq. (4):
It was demonstrated in [30] that inequalities dse < Ps < minfexpð1 þ dsÞ; e 2 g imply GAS of (4). Smith [30] (see also [18] ) proposed the following Conjecture: the positive equilibrium in Eq. (4) attracts all positive solutions for all values of the parameters for which it is locally asymptotically stable (LAS). To obtain new conditions of global stability of the solutions derived from its local stability, the theory of one-dimensional maps with negative Schwarzian derivative was used in [31] . In particular, it was proven that each of the following two conditions implies global exponential stability:
where q ¼ expðÀdsÞ. Clearly, the estimate (14) implies that inequalities (11)-(13) and 1 < P d < e 2 are sufficient for GAS. In [32] more attempts were made to obtain new conditions for GAS in view of the Smith's conjecture. The authors observed that they obtained ''the surprising closeness between the regions of local and global asymptotic stability". (4) is a global attractor if either:
Note that the first condition of Theorem 2.10 is a delay-independent condition. For convenience we summarize global stability results for Eq. (4) in Table 1 . where c ¼ ln
Let us compare the results in Table 1 .
Remark 2.1. It can be proven analytically that the GT2 stability result in Table 1 is an improvement over the previous ones.
For example, let us prove that GT1 is weaker than GT2. Firstly, both conditions of GT1 and GT2 can be reformulated as c < 1
In terms of function f the LTT condition has the form f ðcÞ < q. Assume q 2 ð0; 1Þ and compare two functions y ¼ q and y ¼ gðqÞ. Fig. 1 , left, demonstrates that gðqÞ < q for q ) 0. Asymptotic expansion of function g around q ¼ 0 yields gðqÞ ¼ q À aq 2 with a > 0, thus in the neighborhood of zero gðqÞ < q (see Fig. 1 , right). Hence f ðcÞ < gðqÞ < q, so f ðcÞ < q, and the second condition of GT2 implies LTT condition. Summing up, we conclude that the last result in Table 1 is the best one.
Oscillation
In [16] (see also [12] , Theorem 2.5.1) the following oscillation criterion was obtained. 
then there exists a nonoscillatory about N Ã solution of (4). Definition 2.4. We say that a nonzero solution NðtÞ of Eq. (4) is rapidly oscillatory about N Ã , if there exist sequences ft n g and ft 0 n g such that t n ; t 0 n ! 1 and
Otherwise we will say that NðtÞ is slowly oscillatory about N Ã .
In [13] the following general result was obtained:
Theorem 2.12 [13] . (ii) Eq. (4) has an infinite set of positive solutions which are rapidly oscillating about N Ã .
B. If P d
¼ e then all solutions of (4) different from N Ã do not oscillate about N Ã .
Nonautonomous models and generalizations
The main purpose of this section is to study some generalizations of Nicholson's Eq. (4) in variable environments.
Existence, positiveness and permanence of solutions
We introduce the following models: (22) conditions (a1)-(a2) imply (a3).
We will also consider Eq. (22) with variable coefficients dðtÞ and PðtÞ. (21), (6) (as well as (22), (6) and (23), (6)) if it satisfies these equations for almost all t 2 ½t 0 ; 1Þ and the initial condition (6) for t 6 t 0 .
Theorem 3.1. [24, 25] There exists a unique positive global solution of the problem (21), (6) (as well as (22), (6) and (23), (6)) for t P t 0 . Definition 3.2. Positive solution NðtÞ of an equation is permanent if there exist t 0 P 0; A and B; B > A > 0 such that A 6 NðtÞ 6 B for t P t 0 .
Theorem 3.2 [25] . Suppose P > d. Then the solution of the problem (21), (6) (as well as (22), (6) and (23), (6)) is permanent.
Note that explicit solution estimates depend on the initial function both for Nicholson's blowflies model in [25] , and for a more general class of the equations in [26] . In Section 3.2 we obtain estimates for lim inf and lim sup for all solutions of Eq. (21) which do not depend on initial functions and are also delay-independent. For autonomous equation (4) the solution estimates and attracting sets were studied in [33, 34] .
Stability and asymptotic estimates
We assume that P > d, so for all Eqs. (21)- (23) 
Eq. (26) has the zero equilibrium. Linearization of (26) yields the following equation:
To obtain the following statement we apply to Eq. (27) the recent stability result [27] (Corollary 1.5). (25) and at least one of the following conditions holds:
(1)
Then the positive equilibrium of Eq. (24) is LAS.
Multiple stability results for autonomous models are well-known, however there are only a few results for the global stability of nonautonomous equations. Delay-independent stability conditions of the positive equilibrium were obtained in [25] for 1 < p=d 0 < e, and for 1 < p=d 0 < e 2 in [26] (28) is GAS.
Delay-dependent stability condition was presented in [26] .
Theorem 3.5 [26] . Suppose (25) holds and
Then Eq. (28) is GAS.
For autonomous Eq. (4) the latter result gives a sharper estimate than estimate (11) (here we can refer to the case P=d > e, since otherwise we have GAS independently of the delay).
In fact, inequality (29) for (4) gives the following bound for ds:
while (11) defines the bound (below we apply the fact that P > de and lnðxÞ < x À 1 for x > 1)
as far as
. Since the latter fraction is less than e, then inequality (29) yields a sharper than (11) estimate for autonomous Eq. (4).
Nevertheless (29) is weaker than the corresponding results in [32] . In order to find the uniform estimates for the solutions, we introduce a reproduction function:
Clearly, x ¼ N Ã is a fixed point of this function:
The following theorem extends and improves the result obtained in Theorem 2.4 for the autonomous Nicholson Eq. (4).
Theorem 3.6. All solutions of Eq. (21) (as well as (22), (23)) have the following uniform estimates:
NðtÞ ¼ lim sup
Proof. It is sufficient to prove the theorem for Eq. (21). In part 1) the lower and the upper bounds coincide with the global attractor N Ã since Eq. (21) is GAS.
Consider now the upper bound in part 2) which is the global maximum of function f. Let NðtÞ be a solution of Eq. (21), then we have:
since 1=e ¼ max x P 0 xe Àx . Hence 0 < NðtÞ 6 c expðÀdtÞ þ
which implies the upper bound estimation. Moreover, M is not only the bound of the upper limit but is also the eventual bound of the solution. In fact, if NðtÞ > M for any t then: _ NðtÞ 6 dðÀM þ f ðMÞÞ < 0; which leads to the contradiction lim t!1 NðtÞ ¼ À1. Thus there exists t Ã such that Nðt Ã Þ 6 M. Since _ NðtÞ 6 0 for any NðtÞ P M, then NðtÞ 6 M for any t P t Ã . Further we will assume without loss of generality that NðtÞ 6 M; t P 0. To obtain the lower bound in part (2), we assume again that NðtÞ is a solution of Eq. (21) . Firstly, we will prove that there exists a segment ½s 0 ; s 1 & ½0; 1Þ such that NðtÞ P m for any t 2 ½s 0 ; s 1 and hðtÞ P s 0 for any t P s 1 . By condition ða2Þ there exists t 1 P 0 such that hðtÞ P 0 for t P t 1 . Denote s 0 ¼ min t2½0;t1 NðtÞ. Since any solution is positive then s 0 > 0. We assume s 0 < m, otherwise ½s 0 ; s 1 ¼ ½0; t 1 . Since f ðxÞ > x for 0 < x 6 1, then If s 1 ¼ m, this confirms the lower bound. Indeed, either NðtÞ is always less than s 1 or there exists a point t Ã P t 1 such that Nðt Ã Þ P s 1 . In the former case the solution is monotone increasing and has a limit d 6 m. Since for some e > 0 we have max x2½dÀe;d f ðxÞ > d, then N 0 ðtÞ exceeds a certain positive number, which leads to a contradiction. In the latter case N 0 ðtÞ P 0 for any NðtÞ 6 m, thus NðtÞ P m for any t P t Ã . If s 1 < m, then the same argument proves that there exists t Ã such that NðtÞ > s 1 for t P t Ã . We continue the process until for any t P s 1 such that NðtÞ 6 m and NðfÞ P m in ½hðtÞ; t, then NðtÞ P m for any t P s 0 , which completes the proof. It is interesting to note that for m ¼ 1 oscillation and nonoscillation conditions in Theorem 3.9 coincide with the similar conditions obtained in [12, 16] Previously the definition of rapidly oscillating solutions was introduced for autonomous equations; below we adapt it to nonautonomous equations. (21)- (23) is called slowly oscillating if for any t 0 > 0 there exist two points t 1 ; t 2 ; t 2 > t 1 > t 0 , such that hðtÞ > t 1 ; t P t 2 , and the difference NðtÞ À N Ã preserves its sign in ½t 1 ; t 2 Þ and vanishes at the point t 2 .
Otherwise, the solution is rapidly oscillating.
The solution is rapidly oscillating if eventually the distance between adjacent zeros of the function does not exceed the delay.
Theorem 3.11. [25] .
(1) If d < P < de, then Eq. (21) has no slowly oscillating about N Ã solutions.
(2) If P ¼ de, then (21) has no oscillating about N Ã solutions, other than identically equal to N Ã for all t P t 0 .
Remark 3.4. Theorem 3.11 claims that for d < P 6 de there are nonoscillatory about N Ã solutions: in fact, any solution with a nonoscillating initial function does not oscillate.
Periodic solutions
The main method used in [21, 23, [35] [36] [37] [38] [39] [40] is the upper-lower solution method where the existence of at least one positive periodic solution is obtained by constructing a pair of upper and lower solutions and application of a fixed point theorem in cones.
In [38] 
