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The main results apply to a linear homogeneous system of delay differential 
equations 
et) = w, 4, (“1 
where L maps R x Q = R x C([--7, 01, R”) -f R”, with 7 > 0 and x~(s) = 
x(t + s) for - 7 < s < 0. Assume L to be continuous, with L(t, a) linear on %? 
and, for (t, 4) E R x V, 
I Ut, $11 < K sup-,<a<~ I WI, where Kre < 1. 
The inequality K7e < 1 can be considered a smallness condition on 7. 
Then, for each # E V, the solution x of (*) on [0, co) with initial condition 
x(t) = 4(t) for --7 Q t < 0 is asymptotic to some member of an n-parameter 
family of “special solutions.” More specifically, there exists a “special matrix 
solution” Y of (*) on R such that 
x(t) = wuw + o(l)1 as t+tO, 
where 1 is a vector-valued function on ‘i?. The proof uses only “advanced- 
calculus” methods and ideas. (The special solutions and special matrix solution 
were introduced by Rjabov and Uvarov.) Each component of 1 is a nontrivial 
linear functional on Q. So each component of Z(4) is different from zero except 
when 4 lies in a subspace of Q of codimension one. Thus for “practically all” 
4 we have an asymptotic representation for x. 
As a specific example, consider the second-order scalar equation (studied 
by Minorsky for a control problem) 
z”(t) + b.%‘(t) + qz’(t - 7) + hz(t) = 0, 
where b, Q, K, and r are given positive constants. Transforming this into an 
equivalent first-order system and assuming (kil* + b + q)Te < 1, we fmd from 
the general theory that 
(a) the trivial solution is asymptotically stable, 
(b) if (b + q)2 > 4K(l - qT), then solutions z “practically never” 
oscillate, and 
(c) if (b + q)2 < 4k[l - (e - l)qT], then solutions “practically always” 
oscillate. 
* This work was partially supported by a summer research grant from the Uni- 
versity of Rhode Island. 
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Consider a system of delay differential equations 
x’(t) = F(t, Xt), (1) 
where F is given functional mapping [0, oo) x 5~7 -+ R”, with V = 
C([-T, 01, R”), r 3 0 a constant. 
Adopting the usual conventions, if x is a function on some set which 
includes [t - 7, t], the new function xt on [-7,0] is defined by 
Xt(S) = x(t + s> for -7 < s < 0. 
If j ’ / is any norm on Rn, a norm on V is defined by 
and thus, V becomes a Banach space. 
Together with system (l), it is customary to specify an initial condition of 
the form 
x(t) = W) 
where 4 E % is given. 
for -7<t<0, (2) 
If F is continuous and locally Lipschitzian it is well known that (1) and (2) 
have a unique solution on [-7, co). That is, a unique continuous function 
x: [-T, co) -+ Rn exists such that x satisfies (2) on [-T, 0] and satisfies (1) 
on [0, co), with the understanding that x’(0) is the right-hand derivative. See 
[3] for example. 
The question is this: If 7 is a “small” positive constant, does Eq. (1) behave 
in some sense like an ordinary differential system ? 
Before beginning to answer this question let us describe an example which 
will be used to motivate, test, and justify the theorems developed. 
MOTIVATING EXAMPLE. In 1939 and 1940 Minorsky [lo] and others 
conducted experiments on a system for stabilizing ships at sea. As a crude first 
model for the rolling of a ship, let us assume that the angle of deviation from 
the upright position satisfies the equation 
z”(t) + bz’(t) + kz(t) = 0, 
where b and K are positive constants. Then solutions are oscillatory or not 
depending on the size of b2 - 4k. 
Suppose b2 < 4k, so that z oscillates. Then we would like to somehow 
increase the value of b to get the nonoscillatory case of critical damping or 
overdamping. One idea was to build water tanks into the hull of the ship and 
provide an automatically controlled pump to push the water ballast from one 
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side to the other as needed. Supposedly, the system was designed to provide a 
counter-force proportional to z’(t). Then the new equation of motion should be 
where 
z”(t) + h’(t) + qz’(t) + k(t) = 0 
(b + q)2 > 4K. 
But experimentally it was found that the “controlled” system sometimes 
exhibited oscillations which had not been present without the pumping 
system. The trouble, it seems, was that the control force essentially acted with 
a time delay, so that the equation of motion was more like 
z”(t) + h’(t) + qz’(t - T) + h(t) = 0 (3) 
where 7 > 0. Intuitively it is clear that the “damping force” +z’(t - T), if 
sufficiently delayed, might be so far “out of phase” as to actually compound 
the oscillations or even lead to instability. 
If we convert Eq. (3) into a first-order system by introducing x1(t) = z(t), 
us = x’(t)/k112, and x(t) = col(xr(t), xa(t)), we get a special case of system 
Uh 
x’(t) = [-;,2 y;] x(t) + [; JJ x(t - 4. (4 
So specifically we will ask: If (b + q)a > 4K, is there a sufficient smallness 
condition for 7 which guarantees that solutions of (4), or equivalently of (3), 
do not oscillate ? 
For autonomous linear systems, the results obtained in this paper are 
(qualitatively) special cases of results of Wright [14], Krasovskii [9], Hale 
[7, 81, and others. However, even in the autonomous case, the specific estim- 
ates contained in the elementary “advanced-calculus” proofs given here are 
not readily obtained from the above-mentioned works. 
The elementary methods which will be applied are based on ideas of de 
Bruijn [I, 21, Rjabov [12], Zverkin [15], Uvarov [13], and others [4, 5, 61. 
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It is interesting that strong results can be obtained for a linear Eq. (1) with 
“small” delay without use of the adjoint equation, semigroup theory, spectral 
theory, Laplace transform theory, or even the Riesz representation theorem. 
Theorem 4, one of the main results, can be extracted from Uvarov’s paper 
for the special case of a system with a finite number of delays. The present 
paper generalizes Uvarov’s results, simplifies the proofs, and illustrates the 
usefulness of the theorems. 
SPECIAL SOLUTIONS 
A key tool in the analysis of system (1) with small delay is a class of “special 
solutions” determined by an “initial condition” at a single point to. For this 
it is convenient to extend the definition of F continuously to R x %. (In case 
system (1) is autonomous, i.e., F(t, 4) = F(#), the natural extension of F is 
obvious.) 
We shall assume throughout that 
(a) F: R x ‘3 -+ Rn is continuous, 
(b) ] F(t, O)] ,< Heltl/T for all t < 0, 
(4 IF@,+) -F(G? OW-$11 
whenever (t, $), (t, $) E R x %, a global Lipschitz condition, 
(d) Kre < 1, the smallness condition on 7. 
Hypotheses (a) and (c) are more than enough to assure the existence of a 
unique solution of Eqs. (1) and (2) on [--7, co). But we are first going to 
consider a different type of “initial value problem”-one involving data 
at a single point to . 
THEOREM 1. For each t,, E R and x0 E Rn, Eq. (1) has a unique solution, y, 
on R, subject to 
YOO) = x0 (5) 
and 
I WI 81’ bounded for t < 0. (6) 
Such a solution is called a special solution. We will sometimes write y(t, to , x0) 
instead of y(t). 
Proof. Let 
S = {X E C((-co, to], Rn): 1 x(t)] eti7 is bounded}. 
152 R. D. DRIVER 
For x, 2 E S define 
4x3 2) = T& I x(t) - a(t)I e* 
Then (S, d) is a complete metric space. 
It is not difficult to show that for each x E S, xs depends continuously on s. 
Define 
(TX)(~) = xo - ttoW, xs> ds s 
for t < to. 
Then TX is continuous on (-co, to], and for some Hi >, H, 
I( G I xo I + jtto l%-8/T + K II xs III ds 
< 1 x0 1 + f,” [Hle-SI+ + Kd(x, 0) el-S/T] ds. 
so 
I( et” < 1 x0 1 et’T + [HI + Kd(x, O)e] ~[l - eCtPtO)“], 
which is bounded for t < to. Thus, T maps S---f S. 
Moreover, T is a contraction mapping. For if x, x E S and t < to, 
I(Tx)(t) - GWWI = 1 (” FIs, xs) - W, %)I ds /
I 
to 
< K II xa - 2s II ds t 
I 
to 
< Kd(x, 2) cl-s/T ds 
t 
It follows that 
‘< Kred(X, 2) ectir. 
d(Tx, Tf) < Kwf (x, 9, 
and of course Kre < 1. 
Hence, there exists a unique solution x E S of TX = x. This gives a solution 
of (1) on (-co, to] satisfying conditions (5) and (6). 
The solution can now be uniquely extended to all R by the usual existence 
theory for Eq. (1). 
COROLLARY 1. Ift,,t,, andtERandx,,ER”, then 
Y(k t1 I r(t1 , t, , x0)) = y(t, to 7 x0). (7) 
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Proof. Both sides of (7) represent special solutions, and at t = t, both 
take the value y(tr , to, x,,). 
COROLLARY 2. The totality of all special solutions of (1) is only an n-param- 
eter family. 
Proof. There is a one-to-one correspondence between the special solu- 
tions and their values at t = 0. 
Some of our future theorems will make use of the special solutions of 
Eq. (8) below. 
EXAMPLE 1. For the scalar equation 
x’(t) = -Kx(t - T) (8) 
with 0 < KTe < 1, we shall find that the special solution with y(t,) = 
x0 E R is given by 
y(t) = xOe”(t-to), (9) 
where A is the unique solution of the “characteristic equation,” 
h = -&-AT, (10) 
which satisfies h E (--I/T, 0). 
Equation (8) is a scalar version of (1) with F(t, $I) = -K#(-T), and this 
clearly satisfies conditions (a)-(d). 
It is an easy exercise to show that Eq. (10) has a unique solution h > -I/r, 
and in fact, h < 0. Then the function y defined by (9) satisfies Eq. (S), con- 
dition (6), and y(t,) = x0. By the uniqueness assertion of Theorem 1, y 
must be the desired special solution. 
Incidentally, it also follows from the uniqueness asserted in Theorem 1 
that Eq. (10) can have no other (complex) roots with Re h > -l/~. 
EXAMPLE 2. Let us attempt to find special solutions for system (4). The 
functional F in this case is given by 
W, #> = A+(O) + B#‘(--7) 
for # E %? = c&-T, 01, R2), where 
A = [ and 
Let us, henceforth, use the one-norm in R2, 1 [ 1 = 1 5, / + j &I for 5 E R2. 
Then F satisfies conditions (a), (b), and (c) with H = 0 and K = 1 A 1 + 1 B I, 
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using the induced matrix norm associated with the one norm in R2. Specifi- 
cally K = PI2 + b + q. So, in order to satisfy condition (d), we shall assume 
(k112 +b+q)Te < 1. (11) 
Let us seek solutions of system (4) of the form eAtf where 5 E RR2 (5 # 0). 
This leads to the characteristic equation, 
or 
det(A + Be-AT - hf) = 0, 
A2 + bA + qhe-AT + k = 0. 
On the circle / h / = I/T, we have 
j 6X + qhe-AT + k I < b/7 + (q/7) e + k 
< (1 /T”)( 1 - W27e + KT~) 
< Ih21. 
(12) 
So, by RouchC’s theorem, Eq. (12) has exactly two roots (counting multi- 
plicity) within the circle considered. Furthermore, these roots have negative 
real parts. For it is clear that Eq. (12) h as no nonnegative real roots; and if 
X = p + iw with 0 < p < l/~ and 0 < [ w 1 < l/7, then since 6 > 0, 
Im(h2 + bX + qhe-I\T + k)/w 
= 2~ + 6 + qe-“T(cos WT - prl sin UT) 
> 2~ - qe-U7pr(sin wr)/wr > 2~ - qp 3 0. 
Let h, and X2 (assumed distinct) be the two roots of Eq. (12) each having 
1 h 1 < l/r and Re X < 0. Then either A1 and h, are both real or they are 
complex conjugates. In either case they give rise to a two-parameter family 
of solutions of system (4). 
y(t) = cleAlt (13) 
Thanks to the linear independence of col(k112, Xi) and col(k1/2, h,), we can 
choose constants c, and c2 so that (13) matches any initial condition of the 
formr(tJ = x,, . And, for all choices of cr and c2 in (13), 1 r(f)1 etfT is bounded 
for t < 0. Thus (13) represents all special solutions of system (4). 
The remaining possibility is that Eq. (12) has one double root X E (- 1 /r, 0). 
In this case one obtains the two-parameter family of solutions. 
y(t) = cleAt r] + c2eAt [,“;i”fJ. 
And one argues as before that (14) represents ail special solutions of (4). 
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Whether the two roots discussed here are distinct or identical, the uni- 
queness assertion of Theorem 1 guarantees that the characteristic equation 
(12) can have no other roots with Re A > -l/r. 
Examples 5 and 7 will continue the study of Eq. (4) under condition (11). 
And we will eventually find that the further condition (b + p)” > 4K is 
indeed sufficient to guarantee that “practically all” solutions of Eqs. 
(4) or (3) are nonoscillatory. 
The next two examples, both involving linear difference differential equa- 
tions with constant coefficients, show that one cannot omit the hypothesis 
KTe < 1 from Theorem 1. For, with KTe > 1, either uniqueness or existence 
may fail. However, the condition can be relaxed. For example, one could 
replace conditions (c) and (d) with the assumption that for each t E R there 
exists a nonnegative, nondecreasing function V( .; t) on [-T, 0] such that 
whenever (t, #) and (t, 6) E Ii x V, and 
e-s/r dv(s; t) < r < 1 for all t E R. 
This resembles a condition used for scalar equations in [5]. 
Using (c’) and (d’), condition (11) can be relaxed to 
(W2 + b + qe)T < 1. (11’) 
EXAMPLE 3. The scalar equation 
x’(t) = -(Tr/2) x(t - 1) 
has a two-parameter family of solutions on R given by 
x(t) = cr cos(d/2) + c2 sin(7rt/2). 
So the uniqueness assertion of Theorem 1 would not hold for this case. 
EXAMPLE 4 [l I]. Let x be a continuous function which satisfies the system 
-q’(t) = 2x,(t), 
%v) = -$(4 + Xl(t - I), (15) 
x2’(t) = 2x,(t - I), 
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for t 2 0. Then, for t > 1, one finds successively 
q’(t - 1) - X3’@) = 0, 
x1(t - 1) - q(t) = Cl, 
x2(t) = c2 + Cl4 
q(t) = c3 + 2c,t + c1t2, 
where c1 , c2 , and c3 are arbitrary constants. Thus, for 5 2 2 
%(O = c3 - 2c, + 2(c, - Cl) t + c1t2, 
and so, for t > 2, 
q(t) - 2x,(t) - x3(t) = 0. 
Since system (15) is autonomous, it is clear that there cannot be any solution 
on (- 00, t,,] with x(&J = x0 if 
x01 - 2X0, - x03 # 0. 
A delay differential system (1) is said to be pointwise degenerate if some 
points in Rn are unattainable by solutions which have run a certain interval 
of time (2 units in the case of Example 4). Examples like 4 were discovered 
independently by Popov [l l] and Zverkin [16]. 
COROLLARY 3. System (1) cannot be pointwise degenerate if it satisjes 
conditions (a)-(d). 
THEOREM 2. Let to E R and x0 and Z. E Rn. Then the corresponding special 
soZutions of Eq. (1) satisfy 
I y(4 to, x0> - y(C to , no)1 < I x0 - Z. I eA(t--20) for t < to , 
where h is the unique solution of Eq. (10) in (--l/r, 0). 
Proof. Consider the construction of the special solutions, 
Y = Y(‘? to 9 x0> and 7 = Y(‘, to , go), 
by successive approximations on (-co, to]. This is the method implied in the 
proof of Theorem 1. For t < to take 
y(O)(t) = x0 and j@‘(t) = ito . 
ThenforK=O,l,...andt<t,,define 
y@+‘)(l) = x0 - :OF(s, yl”‘) ds, 
s 
and similarly for J(L+l). 
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We shall show by induction that each 
1 y(K)(t) - j+‘(t)I < 1 x0 - do 1 eA(-) (16) 
for t < t, . Clearly (16) holds for k = 0. And its validity for some k gives 
1 y(*+l)(t) - y’l”+‘)(t)l < [ x0 - fo I + s,‘” K Il(Y(kc) - r”‘“‘)s 11 ds 
< 1 x0 - f, 1 + (’ K 1 x0 - Z. 1 eh(s--r-to) ds 
= 1 X0 - $ [ eA(t-fo) 
for t < to . Thus (16) is confirmed. 
Now let k -+ a0 in (16) to complete the proof. 
Henceforth, in addition to conditions (a)-(d), we shall assume that Eq. (1) 
is linear, i.e., 
(e) F(t, #) = L(t, +) +f(t), where f E V, W, and 
w, cd + c& = +v, 9) + WV, $1 
foralltER,#and$E%‘,c,andc,ER. 
Linearity holds in particular, with f(t) = 0, for Eqs. (4), (8), and (15). 
Since F satisfies conditions (a)-(e), it follows that L satisfies (a), (c), (d) and 
L(t, 0) E 0 while I,f(t)l < HeltilT for t < 0. 
Theorems 3 and 4 below will actually apply only to the linear homogeneous 
system 
x’(t) = L(c Xt), (17) 
associated with (1). Example 8 will finally illustrate the use of the results for 
a nonhomogeneous ystem. 
THEOREM 3. There is a unique n x n-matrix-valued function Y dejined on 
R x R such that fw each Jixed to E R, 
(i) each column of Y( *, to) satis$es (17) on R, 
(ii) Y(to , to) = I, and 
(iii) 1 Y(t, to)1 e(t-to)lT is bounded for t < to , the matrix norm being that 
induced by the norm 1 . I used in Rn. 
This function Y, called the special matrix solution of (17), has the followz’ng 
properties. The special solution qf (17) in Theorem 1 is given by 
y(t, to , x0) = Y(c 43) x0 , 
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and for any s, t, u E R, 
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Y(4 4 Y(s, 4 = Y(t, 4, 
[Y(t, s)]-1 = Y(s, t). 
Moreover, 
1 Y(t, s)I < e”‘t-s) when t <s, 
where h is the unique solution of h = ---Ke-“l in (-I/T, 0). 
Proof. Let e(i) be the ith column of the n x n identity matrix I, and let t, 
t, E R. Then in order to satisfy conditions (i), (ii)* and (iii), the ith column 
of Y(t, to) must be y(t, t, , eci)). 
The asserted properties of Y now follow readily with the aid of Theorem 1, 
identity (7), and Theorem 2 with 5 = 0. 
EXAMPLE 5. Assume (Hz + b + q) re < 1. Then the special matrix 
solution for system (4), found by applying the initial conditions y(&) = e(l) 
and y(t,) = e@) in (13) or (14), is 
-k1/2 
--x2 1 (18) 
in case X, # h, , or 
Y(t, to) = eACtMto) 
[ -&k~&(t~)to) 
k’i2(t - to) 
1 + A(t - to) I (19) 
in case h, = h, = h. 
ASYMPTOTIC BEHAVIOR OF ARBITRARY SOLUTIONS 
The reason for interest in the special solutions will now become clear. We 
are going to show that the n-parameter family of special solutions of (17) 
characterizes the asymptotic behavior of all solutions of (17) as t -+ co. 
THEOREM 4. Assume conditions (a)-(e). Let + E V and let x be the unique 
solution on [ -7, CO) of (17) and (2). Then 
x(t) = w ww + o(l)1 as t-co, 
where l(d) is some vector in Rn determined by C/J. 
Proof. Define, for t > -7, 
z(t) = Y(0, t) x(t). 
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Then 
and for t 3 0, 
x(t) = Y(t, 0) z(t), 
x’(t) = [(d/dt) Y(t, O)] x(t) + Y(t, 0) z’(t). 
Letting Ye)(t) = r(t, 0, e(Q), the ith column of Y(t, 0), the above gives 
Y(2,O) z’(t) = qt, xt) - i qt, y?‘) q(t) 
i=l 
= L(t, Y(*, O)tz, - Y(., 0)&t)). 
Now the key step, due to Uvarov [13], is the introduction of 
t?(t) = Y(t, 0) z’(t) for t > 0. 
(This is not needed for the scalar case.) Then 
I WI < K sup I Y@ + s, O)[z(t + s) - z(t)]l. (20) 
--7ssso 
Using the properties of Y from Theorem 3, we find for t > T, 
1 e(t){ < K sup 
-TS8SO 
) Y(t + s, 0) r,:, w4 4 O(u) da j 
= K sup 
IS 
t Y(t + s, u) d(u) do 
-4sso t+s 
6 K sup 
s 
t eA(t+s-“)l e(u)/ da, 
-r&SO t+s 
where A is the solution of X = -KeeAT in (-l/7,0). From this, 
eeAt ) d(t)] < -A I,:, edA” 1 S(u)/ du for t > 7. (21) 
L 
Now let 
M = ;i;, e+ 1 e(t)l. 
\\ 
Then it follows that eVAt 1 e(t)1 < M f or all t > 0. For, if not, we would have 
e-at ) e(t)] -=c M + E for 0 < t < t, , and e-Atl ( e(t,)\ = M + E for some 
E > 0 and some t, > 7. Then (21) would give 
M+c<--Xfl (M+c)du<M+e, 
t1-5 
505/21/r-II 
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a contradiction. Now the fact that e-“$ 1 0(t)[ < M for all t > 0 implies, by a 
simple induction on (21) that 
e-+ 1 e(t)1 < M(---~T)~ for t 3 ir, 
i = 0, 1, 2 ).... Thus, for t >, 0, 
I -+>I = I WA t) qt)l 
Using the fact that ln(--XT) < --I - AT, we find for 0 < t, < t, , 
1 Z(t2) - z(t,)l < MI” e(t’T-l)(-l-Ar) dt
t1 
From this, the Cauchy convergence criterion assures the existence of 
completing the proof. 
Theorem 4 gives an asymptotic characterization of the solution of (17) and 
(2) provided I(#) # 0. If (17) is a scalar autonomous equation it is a simple 
matter to calculate I(+), explicitly, and thus determine whether it is nonzero. 
See [.5] or [6]. 
EXAMPLE 6. Let $ E V = C([ -7, 01, R) and let x be the unique solution 
on [-7, 00) of Eq. (8) with x(t) = 4(t) for -T < t < 0. Then Y(t, 0) = eAt 
where h is the unique solution of Eq. (10) with -l/~ < h < 0. Letting 
z(t) = Y(0, t) x(t) = e-%(t), we find 
Thus, for t > 0, 
x’(t) = -AZ(t) + qt - T). 
x(t) = --X i:, 4s) ds + [MN + h /:T e-“‘?(s) ds]. 
Since Theorem 4 assures the existence of I(+) = lim x(t), we can let t --f co 
in the above and obtain 
ii& [eeAtx(t)] = Z(4) = (1 + AT)-~ [4(O) + X /:- e+ b(s) ds]. 
In this example we can see that I is a nontrivial linear functional on the 
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Banach space V. Hence, Z(4) # 0 except on a subspace of V of codimension 
one. In such cases we shall say I(+) is practically never zero. 
Even though we cannot easily compute it in the general case, the next 
theorem again implies that Z(4) is practically never zero. In fact each com- 
ponent of I($) is practically never zero. 
THEOREM 5. Assume conditions (a)-(e) and adopt the notation of Theorem 4. 
Then each component of 1 is a nontrivial linear functional on V. Thus, each 
li($) # 0 except for those $ in a subspace of % of codimension one. Moreover, 1 
is continuous. 
Proof. For each t 3 0, x(t) considered as a function of #J is linear on V. 
Hence, so is 
z(t) = Y(0, t) x(t). 
Now let t + co to conclude that each Zi is a linear functional on G?. 
To show that &($) is not identically zero, we need only consider 4 
as obtained from an appropriate special solution. Letting 4(s) = y(s, 0, eu)) 
for --7 < s < 0, one has x(t) = y(t, 0, eu)) = Y(t, 0) efi), so that 
Z(d) = ti+n~ Y(0, t) x(t) = eci). 
The bound for I is derived from inequalities (20) and (22) as follows. With 
the aid of the well-known estimate 
I +)I G II d II eKt for t 3 0 
(see [3] for example), (20) gives 
I @)I < K sup I X(t + s) - Y(t + s, q x(t)1 
-7S'sSO 
< Kll$lleKt(l + e+), 
where A is the solution of h = -Ke-“7 in (-l/~, 0). Thus, 
Now set t, = 0 in (22) and let t, + co. This gives 
I 4$) - d(W G eKTU + X7)-V + e--r\T)ll 4 II, 
from which 
I 49)l -=c [(I + e-V + X7)-l eKT + I]ll+ II. 
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EXAMPLE 7. Let us return once more to system (4) with 
(W + b + q) 7e < 1. 
Given 4 E C([-T, 01, Rs), let x on [-7, co) be the unique solution of (4) 
and (2). Then, by Theorem 4, there is a vector Z(4) such that 
w = VP ww + 4)l as t-+03, (23) 
where Y(t, 0) is as obtained in Example 5. Recall that Y involves either 
distinct roots A, and A, or a double root X of Eq. (12). 
Since A, , A, , and X have negative real parts, this establishes the uniform 
asymptotic stability of the trivial solution of (4). 
Now, in addition to the smallness condition on 7, let us assume 
VJ + d2 > 4k(l - 4’), 
and examine the continuous function defined by 
(24) 
d(h) = A2 + bh + qhe-h7 + k. 
It is a straightforward exercise to verify that d(0) > 0 and Q-117) > 0, 
while 
4-p + PI/(2 - 3779) < - f(b + q)2/(l - a4 + k < 0. 
Hence, Eq. (12) has real roots A, and A, such that 
-l/T < A, < - (b + q)/(2 - 2q7) < A, < 0. 
With this information in (18) Eq. (23) yields 
x(t) = e”lt ( Z,(4) - @2P2) 4(d) w2 
4 - A2 
[ h, ] + o(l))9 
where Z2 - (A,/@/“) I1 is another nontrivial (continuous) linear functional on %?. 
We can now answer the original question about oscillations, posed for 
Eq. (3) or system (4). Under conditions (11) and(24), solutions of (3)practically 
never oscillate. Note that if the delay 7 is small enough to satisfy (1 l), then the 
nonoscillation condition, (b + a)” > 4k, is actually somewhat relaxed in 
(24). In other words, the presence of a small delay in Eq. (3) can actually 
help to eliminate oscillations as compared to the case 7 = 0. 
In the terminology of [5], when (b + q)2 > 4k, any delay 
7 < ev1(kli2 + b + q)-l 
can be considered “harmless,” since it does not change the character of the 
solutions as compared to the case T = 0. 
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On the other hand, if, instead of (24) we assume 
(b + d2 < 4Nl - (e - 1) 4~1, 
then h, and h, in (18) must be complex. For if -l/~ < h < 0, then 
e&T < 1 + (e - I)( -XT), 
and so 
44 2 [l - (e - 1) 471 A2 + (b + 4) X + k 
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(25) 
which remains positive by (25). Thus, the two roots of Eq. (12) with real 
part > --l/T must be a pair of complex conjugates 
A, = p + iw and A, = p - iw, 
where -l/~ < p < 0 and 0 < w < l/~. Then Eq. (23) becomes 
x(t) =cut &( c Zl(+)(w cos wt - p sin it) + Z,(4) Pi2 sin wt -Z1(fJ)(p” + w2)k--1/2 sin wt + Z2($)(w cos wt + p sin wt) I 
+ o(l)) as t-co. (26) 
This asymptotic representation is meaningful unless both 1r(+) = 0 and 
1,($) = 0, which can only happen on the intersection of two sets of codi- 
mension one. Thus, it follows from (26) that the solutions of (4) and (2) now 
“practically always” oscillate. 
Remark. For a linear but nonhomogeneous Eq. (l), 
x’(t) = L(4 %> + f(t), 
it may be possible to find a particular solution, X(P). This is most likely to be 
practical when L is autonomous, L(t, XJ = L(x,), and f is simple. If a parti- 
cular solution can be found, then x - x(p) must satisfy Eq. (17) and one can 
apply Theorems 4 and 5. 
EXAMPLE 8. Consider Eq. (3) with a sinusoidal forcing function added, 
Z”(t) + bz’(t) + qz’(t - T) + kz(t) = cos wt, (27) 
where b, q, k, 7, and w are positive constants. As in the case of ordinary 
differential equations we can seek a particular solution in the form 
z(p)(t) = A cos wt + I3 sin wt. 
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Substituting this into (27) we find 
,&p)(t) = j -09 + 22~ + itObeciWTq + k 1-l cos (wt + a) 
for some constant CL. Now the analysis of (27) can be reduced to that of (3) 
since z - z(“) must satisfy (3). 
Examining z(P) itself, one sees that, for certain choices of b, Q, K, 7, and W, 
unbounded solutions are possible, e.g., if b = Q = 7 = 1, w = x, K = 9. 
However, as we know from the analysis of Eq. (12), this cannot occur under 
the small-delay condition (11). 
DISCUSSION 
The special solutions used in this paper were introduced by Rjabov, in [12] 
and other papers. Rjabov (and Driver [4]) h s owed that the special solutions 
characterize the asymptotic behavior of all solutions, in case of sufficiently 
small delay, in the following sense. If ~KT < 1 and x is any solution of 
Eq. (17), then there exists some x,, E Rn such that 
Apart from the stricter requirement for smallness of 7, this result may be 
weaker or stronger than that of Theorem 4. Rjabov’s result is stronger in the 
case of growing solutions. But, in the case of decaying solutions such as those 
of Example 7, Theorem 4 is stronger; in fact, (28) would not enable one to 
decide whether or not solutions oscillate. 
In a different form, Theorem 4 is contained in Uvarov’s paper [13] for the 
case of a system with a finite number of delays. Uvarov expressed his 
hypotheses in terms of a comparison delay differential system, and he did 
not discuss the nature of Z(#) nor now his results could be used. 
Theorem 4 extends Uvarov’s results to the case of infinitely many delays. 
And Theorem 5 on the nature of Z(4) lets one draw specific conclusions about 
the asymptotic behavior of arbitrary solutions, as in Example 7. 
In connection with Theorems 4 and 5, a natural question arises: Since these 
theorems give information only about the asymptotic behavior of solutions 
as t + 00, why should we have been concerned about defining “special 
solutions” back to --co? Indeed, if we are interested in the behavior of 
solutions of (1) and (2) for large t, what difference can it possibly make 
whether system (1) is even defined for t < 0 ? 
The answer is, of course, that the solutions of (1) and (2) on C-T, CO) are 
certainly not affected by the nature of system (1) for t < 0. In fact, we could 
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change L(t, #) and f(t) arbitrarily for t < 0 without having any effect on the 
solution x on [ -7, co) of (1) and (2). 
What is really needed is the existence of some Y on [-T, co) x [-T, cc) 
with properties as described in Theorem 3. It just appears easier to handle 
these matters on R x R. So the thing to do is to imagine L(t, I+) to be defined 
for t < 0 in some convenient manner. 
In the case of constant coefficients and constant delays, it is convenient to 
preserve the same equation for t < 0 as was given for t 3 0. For then, as 
illustrated in the examples, we may be able to find Y(t, to) quite explicitly. 
Another natural alternative would be to set L(t, #) = 0 for t < 0. (This 
might make L(t, #) discontinuous at t = 0, but that is not serious.) Then one 
can easily see that the special solutions would be given by 
x(t, to ,x0) = x0 forall t, t,E(-03,0] and x0 E R”. 
From this we could, in principle, go on to find x(t, to , x0) for all values of t 
and to . But, at least in the case of constant coefficients and delays, this does 
not lead to simple solutions in “closed form.” 
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