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Abstract
We propose inference procedures for general nonparametric factorial survival designs with
possibly right-censored data. Similar to additive Aalen models, null hypotheses are formulated
in terms of cumulative hazards. Thereby, deviations are measured in terms of quadratic forms in
Nelson–Aalen-type integrals. Different to existing approaches this allows to work without restrictive
model assumptions as proportional hazards. In particular, crossing survival or hazard curves can
be detected without a significant loss of power. For a distribution-free application of the method,
a permutation strategy is suggested. The resulting procedures’ asymptotic validity as well as their
consistency are proven and their small sample performances are analyzed in extensive simulations.
Their applicability is finally illustrated by analyzing an oncology data set.
Keywords: Right censoring; additive Aalen model; local alternatives; factorial designs; oncology.
1 Introduction
Kristiansen (2012) reviewed 175 studies with time to event endpoints published in five renowned jour-
nals. In 47% of these studies crossing survival curves were present. The alarming observation of his
review was: “Among studies with survival curve crossings, Cox regression was performed in 66% and
log-rank-test in 70% of the studies.” Under the assumption of proportional hazards the log-rank test
and the Cox regression are indeed very powerful tools. Otherwise, however, log-rank tests signifi-
cantly loose power and Cox regressions cannot be interpreted appropriately, in particular, when the
survival curves cross. Thus, as stated by Bouliotis and Billingham (2011): “There is a need in the
clinical community to clarify methods that are appropriate when survival curves cross.” This espe-
cially holds in oncology, where crossing survival curves are frequently observed (Gahrton et al., 2013;
Weeda et al., 2013; Smith et al., 2014) due to a potentially delayed treatment effect of immunotherapy
(Mick and Chen, 2015).
In the two-sample setting, various inferences methods have been designed to detect nonproportional
hazard alternatives and, in particular, crossing curves. We refer to Li et al. (2015) for a detailed review
and to Liu et al. (2020) for a recent proposal. Thereof, a tempting approach are extensions of so-called
weighted log-rank tests (Tarone and Ware, 1977; Gill, 1980; Andersen et al., 1993; Bathke et al., 2009),
for which the power is optimized for certain nonproportional hazard alternatives by adding a corre-
sponding weight function. For example, the weights of Harrington and Fleming (1982) can be used
for late treatment effects, as also recalled by Fine (2007) and Su and Zhu (2018). Such weights prob-
ably would have helped Jacobs et al. (2016) to confirm their initial assumption in an ovarian cancer
screening trail. Instead they used the log-rank test and stated: “The main limitation of this trial
was our failure to anticipate the late effect of screening in our statistical design. Had we done so, the
weighted log-rank test could have been planned in line with many other large cancer screening trials.”
This quote illustrates the problem of the log-rank test and its weighted versions: they are designed
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for specific alternatives and prior knowledge is needed to choose the optimal weight. To overcome this
selection problem, Brendel et al. (2014) introduced a combination approach of several weights leading
to procedures with broader power functions. Recently, their approach was revisited and simplified lead-
ing to computationally more efficient test versions (Ditzhaus and Pauly, 2019; Ditzhaus and Friedrich,
2020).
It is the aim of the present paper to extend their idea to multiple samples and more general fac-
torial designs. This way we not only address the k-sample problem with crossing survival curves for
which only a handful of relevant methods exist (Bathke et al., 2009; Liu and Yin, 2017; Chen et al.,
2016; Gorfine et al., 2020) but also develop methods that fully exploit the structure of factorial sur-
vival designs. Such methods shall not only allow the detection of main factor effects (e.g. treatment
or gender) but also infer potential interaction effects (The International Study Group GISSI-2, 1990;
Cassidy et al., 2008; Green, 2012; Kurz et al., 2015) as, e.g., also stated by Lubsen and Pocock (1994):
“it is desirable for reports of factorial trials to include estimates of the interaction between the treat-
ments”. In contrast to Cox, Aalen, or Cox-Aalen regression models (Cox, 1972; Scheike and Zhang,
2002, 2003), there is no need to introduce multiple dummy variable for nominal factors (e.g. dif-
ferent treatments) in the factorial design set-up, which is even favorable in uncensored situations
(Green et al., 2002; Green, 2012). In the context of survival data, there are just a few nonparamet-
ric methods accounting for factorial designs: the approaches of Akritas and Brunner (1997), which
require a strong assumption on the underlying censoring distribution that is often too strict from a
practical point of view, and the procedure of Dobler and Pauly (2020). However, the latter formulates
null hypotheses in terms of certain concordance effects that restricts their analysis to a pre-specified
time range [0, τ ]. Moreover, both approaches are not flexibly adoptable to detect certain crossing
structures and have not yet been fully implemented into statistical software.
In contrast, we follow the spirit of the additive model of Aalen (1980) and formulate our null hy-
potheses by means of cumulative hazard functions. Inspired by Neuhaus (1993) and Janssen and Mayer
(2001), we derive critical values by means of a permutation procedure. Under exchangeable data, e.g.,
when the survival and the censoring distributions are the same over all groups, respectively, the permu-
tation strategy leads to a finitely exact test under the null hypothesis. Moreover, for non exchangeable
situations, this exactness can be preserved at least asymptotically by following the idea of permuting
studentized statistics. This desirable property of studentized permutation tests was mainly explored
for testing means and other functionals in the two-sample case (Janssen, 1997; Janssen and Pauls,
2003; Pauly, 2011). It was later extended to one-way layouts by Chung and Romano (2013) and fi-
nally reached its full potential under general factorial designs (Pauly et al., 2015; Friedrich et al., 2017;
Smaga, 2017; Harrar et al., 2019; Ditzhaus et al., 2019). In our more complex survival setting, the
weighted combination approach paired with the permutation strategy leads to a test
(a) without any restrictive assumption on the censoring distribution or the time range,
(b) with reasonable power under proportional hazards as well as for crossing survival curve scenarios,
(c) for general factorial designs allowing the study of main and interaction effects,
(d) being asymptotically valid with satisfactory small sample size performance.
In Section 2, we introduce the survival model and the null hypotheses formulated in terms of
cumulative hazard rate functions. To test for certain main or interaction effects, we propose respective
Wald-type statistics based on weighted Nelson–Aalen-type integrals, see Section 3. We prove their
asymptotic validity and derive their power behavior under local alternatives. Motivated by the latter,
we suggest to combine different weight functions into a joint Wald-type statistic to obtain a powerful
method for various alternatives simultaneously, e.g. proportional hazards and crossing survival curves.
Respective permutation versions of them, promising a better finite sample performance, are shown
to be asymptotic exact in Section 4. A simulation study presented in Section 5 reveal an actual
improvement when using the permutation approach and show that the combination strategy actually
result in a powerful test for proportional hazards as well as crossing curves alternatives. Finally, the
tests’ applicability are illustrated by analyzing an oncology data set in Section 6.
2
2 The set-up
Our general survival model is given by mutually independent positive random variables
Tji ∼ Fj , Cji ∼ Gj (j = 1, . . . , k; i = 1, . . . , nj), (1)
where Tji is the actual survival time with continuous distribution function Fj and Cji denotes the
corresponding right-censoring time with continuous distribution function Gj . This set-up allows the
consideration of simple one-way but also of higher-way layouts. For illustration, let us consider a
two-way design with factors B (having b levels) and C (possessing c levels). In this scenario, we set
k = b · c and split up the group index j into j = (jB , jC) for jB = 1, . . . , b and jC = 1, . . . , c. More
complex designs, e.g. hierarchical designs with nested factors, can be incorporated into this framework
as well. We refer to Dobler and Pauly (2020) for more details.
Based on the observation time Xji = min(Tji, Cji) and its censoring status δji = I{Xji = Tji},
where I(·) denotes the indicator function, we like to infer hypotheses formulated in terms of the
cumulative hazard rate functions Aj(t) =
∫ t
0 (1− Fj)
−1Fj (t ≥ 0):
H0 :HA = 0d, A = (A1, . . . , Ak)
T, (2)
whereH ∈ Rd×k is a contrast matrix, i.e. H1k = 0d, and 0d as well as 1d are vectors in R
d consisting
of 0’s and 1’s only. Here and subsequently, we use the following standard matrix notation: BT is the
transpose and B+ is the Moore–Penrose inverse of a matrix B. The contrast matrix in (2) is chosen
in regard to the underlying question of interest. For example in a one-way layout, the null hypothesis
H0 : {A1 = . . . = Ak} = {P kA = 0k}
of no group effect can be expressed in terms of the contrast matrix P k = Ik − (Jk/k), where Ik is
the k × k-dimensional unity matrix and Jk = 1k
T1k ∈ R
k×k consists of 1 only.
Switching to a two-way layout (k = bc) with the factors B (having b levels) and C (possessing c
levels), the relevant contrast matrices areHB = P b⊗(J c/c), HC = (J b/b)⊗P c andHBC = P b⊗P c,
where ⊗ is the Kronecker product. They can be used to check the null hypotheses
• No main effect B: {HBA = 0k} = {A¯1· = . . . = A¯b·}
• No main effect C: {HCA = 0k} = {A¯·1 = . . . = A¯·c}
• No interaction effect: {HBCA = 0k} = {A¯·· − A¯·jC − A¯jB· +AjBjC = 0}
Here, A¯jB ·, A¯·jC and A¯·· are the means over the dotted indices. In case of existing hazard rates
αj(t) = dAj(t)/dt (t ≥ 0) and having the additive Aalen model in mind, we can rewrite these null
hypotheses in a more lucid way by decomposing the hazard rate αj = αjBjC into
αjBjC (t) = α0(t) + βjB (t) + γjC (t) + (βγ)jBjC (t)
with side conditions
∑
jB
βjB =
∑
jC
γjC =
∑
jB
(βγ)jBjC =
∑
jC
(βγ)jBjC = 0. Then we can rewrite
{HCA = 0k} = {γjC = 0 for all jC} or
{HBCA = 0k} = {(βγ)jBjC = 0 for all jB , jC}
for the interaction hypothesis. For higher-way layouts and more complex designs, such as nested
settings, we refer the reader to Pauly et al. (2015) and Dobler and Pauly (2020).
As in analysis-of-variance settings (Brunner et al., 1997; Pauly et al., 2015; Smaga, 2017), it is
preferable to work with the projection matrix T = HT(HHT)+H over H itself. Beside from being
unique, T is symmetric and idempotent, and describes the same null hypothesis as H does. We
will therefore work with T when formulating our testing procedure. In addition, we need the usual
counting process notation. Thus, let Nj(t) =
∑nj
i=1 I{Xji ≤ t, δji = 1} be the number of observed
events within group j until time t and introduce Yj(t) =
∑nj
i=1 I{Xji ≥ t}, the number of individuals
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being at risk just before t in the same group. These processes allow us to define the Nelson–Aalen
estimator for Aj given by
Âj(t) =
∫ t
0
I{Yj(s) > 0}
Yj(s)
dNj(s) (j = 1, 2; t ≥ 0).
For our purposes, the Kaplan–Meier estimator is only required for all n =
∑k
j=1 nj observations
without distinguishing between the groups. This so-called pooled Kaplan–Meier estimator F̂ can be
expressed in terms of the pooled counting processes N =
∑k
j=1Nj and Y =
∑k
j=1 Yj by
1− F̂ (t) =
∏
(j,i):Xji≤t
(
1−
δji
Y (Xji)
)
=
∏
(j,i):Xji≤t
(
1−
∆N(Xji)
Y (Xji)
)
(t ≥ 0),
where ∆N(t) = N(t)−N(t−) denotes the increment of the counting process N at time t. In the same
way, Â(t) =
∫ t
0 I{Y > 0}/Y dN (t ≥ 0) denotes the pooled Nelson–Aalen estimator.
3 Asymptotic results
3.1 Wald-type test
Throughout, we assume non-vanishing groups nj/n → κj ∈ (0, 1) as min(nj : j = 1, . . . , k) → 0.
Moreover, we exclude the trivial case of purely censored observations in any of the groups by assuming
that Fj(t) > 0 and Gj(t) < 1 for all j = 1, . . . , k and some t > 0.
Weighted log-rank statistics (Fleming et al., 1987; Andersen et al., 1993) of the form( n
n1n2
)1/2 ∫ ∞
0
w˜{F̂n(t−)}
Y1(t)Y2(t)
Y (t)
{
dÂ1(t)− dÂ2(t)
}
,
will later build the fundament of our new test statistics. Here, t 7→ F̂n(t−) is the left continuous
version of F̂n and w˜ is a weight function taken from the spaceW consisting of all continuous functions
w˜ : [0, 1] → R of bounded variations with w˜(t) 6= 0 for some t ∈ [0, 1]. Fleming and Harrington
(1991) considered a subclass of these weights having the shape w˜(t) = tr(1 − t)g (r, g ∈ N0), see their
Definition 7.2.1. Setting r = g = 0 we obtain the log-rank test (Mantel, 1966; Peto and Peto, 1972)
and the choice (r, g) = (1, 0) leads to the Prentice–Wilcoxon test. In general, these weights can be used
to prioritize (mid-)late, (mid-)early or central times by choosing r, g appropriately. For our purposes,
weights, e.g. w˜(t) = 1 − 2t, intersecting the x-axis are of special interest because they are designed
for crossing hazard alternatives. Having all this weights at hand, the question arises: which weight
should be chosen? We address this question in detail in the next two sections, but first we introduce
the relevant components of the newly developed test statistic. For the sake of a clear and simple
presentation, we restrict here to polynomial weights w˜ covering the main relevant cases. However,
more general weight functions can be treated analogously as discussed in the supplementary material.
Assumption 1. Let w˜ ∈ W be a nontrivial polynomial.
First, we extend the weighted log-rank integrand to the present situation of multiple subgroups
wn(t) = w˜{F̂n(t−)}
Y1(t) . . . Yk(t)
nY (t)k−1
(t ≥ 0) (3)
and then define the Nelson–Aalen-type integral over these new integrands
Znj(wn) = n
1/2
∫ ∞
0
wn(t) dÂj(t).
Using the standard martingale approach (Gill, 1980; Andersen et al., 1993) we can show asymptotic
normality for a centred version of this integral
Z˜nj(wn) = n
1/2
∫ ∞
0
wn(t)
{
dÂj(t)− dAj(t)
}
.
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Theorem 1. Under Assumption 1, Z˜nj(wn) converges in distribution to N{0, σ
2
j (w)} for σ
2
j (w) > 0
as n→∞, where σ2j (w) can be consistently estimated by
σ̂2j (wn) = n
∫ ∞
0
wn(t)
2
Yj(t)
dÂj(t).
Now, we are able to formulate a Wald-type statistic for testing H0 : TA = 0k given by
Sn(wn) = [TZ(wn)]
T(T Σ̂(wn)T )
+TZ(wn), Σ̂(wn) = diag{σ̂
2
1(wn), . . . , σ
2
1(wn)} (4)
and conclude from Theorem 9.2.2 of Rao and Mitra (1971) and Theorem 1:
Corollary 1. Under Assumption 1 and H0 : TA = 0k, Sn(wn) converges in distribution to a χ
2
f -
distribution with f = rank(T ) degrees of freedom as n→∞.
To motivate the combination approach of several weights, we study the asymptotic power behavior
of Sn(wn) under local alternatives.
3.2 Local alternatives
To this end, we start with a fixed null setting given by a vector A = (A1, . . . , Ak)
T with TA = 0k
and corresponding hazard rates αj(t) = dAj(t)/dt (t ≥ 0). Disturbing them as follows, we get a local
alternative (A1n, . . . , Ank) tending with a rate of n
−1/2 to the null setting A:
αnj(t)
αj(t)
= 1 + n−1/2γj(t) (j = 1, . . . , k; t ≥ 0), (5)
where the right hand side is non-negative and
∫ t
0 γj(u)αj(u) du ∈ R for all t ≥ 0 fulfilling Fj(t) < 1.
To simplify the situation, we may restrict to perturbations in the same direction but with possibly
different strengths
γj(t) = θjγ{F0(t)}. (6)
Here, F0 is the limit function of the pooled-Kaplan–Meier estimator, see the supplement for its concrete
shape. Moreover, we introduce yj = κj(1−Gj)(1 − Fj) (j = 1, . . . , k), which is the limit of n
−1Yj.
Theorem 2. Under Assumption 1 and (5), Sn(wn) converges to a non-central χ
2
f (δ)-distribution with
f = rank(T ) and δ = (Tµ)T(TΣT )+Tµ, where µ = (µ1, . . . , µk)
T and
µj =
∫ ∞
0
w˜{F0(t)}
y1(t) . . . yk(t)
y(t)k−1
γj(t) dAj(t), y =
k∑
j=1
yj.
The effect of the weight function on the power under certain local alternatives can be illustrated
best for the k-sample setting under (6). In this case the non-centrality parameter simplifies to
δ =
[∫ ∞
0
w˜{F0(t)}γ{F0(t)}
y1(t) . . . yk(t)
y(t)k−1
dA1(t)
]2
(Tθ)T(TΣT )+Tθ,
where θ = (θ1, . . . , θk)
T and Σ = diag{σ21(w˜), . . . , σ
2(w˜)}. Consequently, choosing w˜ as a multitude
of γ leads to the highest value for δ and, consequently, to the highest power of Sn(w). However, the
direction γ of the departure from the null hypothesis is unknown and again the question arises: how
to choose w˜? The task of finding the optimal w˜ is impossible. The most popular choice is the log-rank
test (w˜ ≡ 1) which, however, lacks to detect crossing hazard departures. To compensate for that,
we follow Ditzhaus and Friedrich (2020) and suggest to combine the log-rank weight and a weight for
crossing hazard alternatives, e.g. w˜(x) = 1 − 2x (0 ≤ x ≤ 1), into a joint Wald-type statistic. In
general, the new approach is not restricted to these two weights and even more than two weights can
be combined.
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3.3 Combination of different weights
Let us start with an arbitrary number of pre-chosen weights w˜1, . . . , w˜m corresponding to alternatives
of interest, e.g. proportional, late, early or crossing hazards. Moreover, let wn1, . . . , wnk be the corre-
sponding integrands of the form (3) for the Nelson–Aalen-type integrals. To exclude redundant cases,
as too similar weights or even w˜r = w˜r′ for r 6= r
′, we follow the suggestion of Ditzhaus and Friedrich
(2020) and Ditzhaus and Pauly (2019) and restrict to weights fulfilling
Assumption 2. Let w˜1, . . . , w˜m ∈ W be linearly independent, nontrivial polynomials.
The basic idea is now to combine Zn(wn1), . . . ,Zn(wnm) into one joint Wald-type statistic. For this
purpose, we introduce the block diagonal matrix T (m) = diag(T , . . . ,T ) ∈ Rkm×km. Since Znj(wnr)
and Znj(wnr′) are highly dependent, the vectors Zn(wnr) and Zn(wnr′) are so as well. Thus, the
covariance matrix estimator required for the joint Wald-type statistic is not a simple diagonal matrix
as in (4). In fact, the updated estimator has a block matrix representation Σ̂ = (Σ̂
(rr′)
)r,r′=1,...,m,
where each submatrix Σ̂
(rr′)
= diag(σ̂
2,(rr′)
1 , . . . , σ̂
2,(rr′)
k ) is a diagonal matrix with entires
σ̂
2,(rr′)
j = n
∫ ∞
0
wnr(t)wnr′(t)
Yj(t)
dÂj(t).
To sum up, we obtain the following updated Wald-type statistic:
Sn = (T
(m)Zn)
T(T (m)Σ̂T (m))+T (m)Zn, Zn = {Zn(wn1)
T, . . . ,Zn(wnk)
T}T. (7)
Theorem 3. Under Assumption 2 and H0 : TA = 0k, Sn tends to a χ
2
f -distribution with f =
m · rank(T ) degrees of freedom as n→∞.
By Theorem 3, an asymptotically exact test φn = I{Sn > χ
2
f,α}, i.e., EH0(φn) → α as n → ∞,
is derived by comparing the joint Wald-type statistic Sn with the (1 − α)-quantile χ
2
f,α of the χ
2
f -
distribution. However, simulation results from Section 5 reveal a very conservative behavior of φn
under small sample sizes. To tackle this problem, we suggest a permutation strategy leading to a
better finite sample performance as can be seen in Section 5.
4 Permutation test
Resampling methods and, in particular, permutation procedures are well accepted tools to improve
the finite sample performance of asymptotic tests. The advantage of permuting over other resampling
methods, e.g., bootstrap procedures, is the finite sample exactness of the test under exchangeable
data, i.e. under the restrictive null hypothesis H˜0 : A1 = . . . = Ak, G1 = . . . = Gk in our scenario. At
the same time, the asymptotic exactness of the test beyond exchangeability can often be transferred
to its permutation counterpart when working with studentized statistics, as the present joint Wald-
type statistic. That is why we promote the following permutation strategy for our setting: To obtain
a permutation sample {(Xpiji, δ
pi
ji) : j = 1, . . . , k; i = 1, . . . , nj}, we randomly interchange the group
memberships of the observation pairs (Xji, δji). With this we calculate the permutation version of the
joint Wald-type statistic Spin = Sn((X
pi
ji, δ
pi
ji)j,i).
Theorem 4. Under Assumption 2, the permutation counterpart Spin of Sn always asymptotically mim-
ics its null distribution, i.e. under H0 as well as under fixed and local alternatives (5) we have as
n→∞
sup
t∈[0,∞)
|P{Spin ≤ t | (Xji, δji)ji} − χ
2
m·rank(T )(−∞, x]|
p
−→ 0.
The theorem allows to compare the joint Wald-type statistic Sn with the (1 − α)-quantile c
pi
n,α of
t 7→ P{Spin ≤ t | (Xji, δji)ji} (instead of the asymptotic χ
2
f -quantile). This results in the permutation
test φpin = I{Sn > c
pi
n,α}, which has the same asymptotic power and type-1 error behavior under H0 as
well as under fixed and local alternatives (Janssen and Pauls, 2003, Lemma 1).
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Figure 1: Crossing curve alternatives
5 Simulations
In addition to the asymptotic findings, we conduct a simulation study to examine the small sample
performance of the tests. In regard to our data example, we consider a 2× 3-design leading to k = 6
subgroups and perform the tests for no main effect H0 : {HBA = 0k} and for no interaction effect
H0 : {HBCA = 0k}. Some additional simulation results for the one-way layout with k = 6 are
deferred to the supplement. For all these testing problems, we combine the classical log-rank weight
w1(t) = 1 and a weight w2(t) = 1− 2t (0 ≤ t ≤ 1) for crossing survival curve alternatives. Under the
null hypotheses, the survival times are simulated according to the same distribution in each group,
where we consider the standard exponential distribution Exp(1), a Weibull distribution Weibull(1.5, 5)
with parameters (λshape, λscale) = (1.5, 5) and a standard log-normal distribution LogN(0, 1). To
obtain relevant alternatives, we disturb these null settings by choosing a crossing curve alternative
in case of the exponential and lognormal distribution, see Figure 1, and a proportional hazard al-
ternative Weibull(1.5, 5(2.5)−2/3) with hazard ratio equal to 2.5 for the Weibull distribution. The
observations of the first subgroup, (jB , jC) = (1, 1), for testing of no interaction effect and of the
first two subgroups (jB , jC) = (1, 1), (1, 2) for testing of no main effect B are generated according to
these alternative distributions while the remaining observations follow the respective null distribution.
The censoring times are simulated by uniform distributions Unif[0, Uj ]. The upper limit Uj of the
interval in group j is determined by a Monte-Carlo simulation such that the average censoring rate
P (Tj1 > Cj1) =
∫∞
0 min{x/Uj , 1}dFj(x) equals a pre-chosen rate censj. To cover low, medium
and high censoring rates, we consider three different scenarios: cens = (7%, 6%, 0%, 6%, 7%, 0%)
(low), cens = (20%, 30%, 25%, 35%, 30%, 20%) (med) and cens = (20%, 50%, 50%, 20%, 50%, 20%)
(high). Thus, the censoring distributions are different implying that the pooled observation pairs
(Xji, δji)j,i are non exchangeable. In fact, simulating exchangeable situations would be of less interest
as the permutation tests would already be exact testing procedures. In addition, we discuss bal-
anced sample size settings n1 = (n11, . . . , n23) = (8, . . . , 8) and 2 · n1 as well as unbalanced scenarios
n2 = (n11, . . . , n23) = (15, 9, 5, 9, 7, 6) and 2·n2, respectively. The simulations are conducted by means
of the computing environment R (R Core Team, 2020), version 3.6.2. For each setting, Nsim = 5000
simulation runs and Nperm = 1999 permutation iterations were generated.
Table 1 displays the resulting type-1 error rates. It is apparent that the asymptotic tests lead
to conservative decisions with values around 3% for testing of no main effect and even around 2%
for testing of no interaction effect for both small sample size settings n1 and n2. The type-1 error
rates improve when the sample sizes are doubled, but still stay in a rather conservative range. At the
same time, the permutation tests exhibit a satisfactory type-1 error control over all different settings.
Only in 4 out of 72 scenarios their type-1 error rates are outside the 95% binomial confidence interval
[4.4%, 5.6%]. The results for the one-way layout in the supplement show a different picture: while
the permutation tests still control the type-1 error rate accurately, the asymptotic test become very
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Table 1: Type-1 error rates in % (nominal level α = 5%) for testing of no main and no interaction effect
in the 2× 3-layout, respectively, using the joint Wald-type test based on the χ2f -approximation (Asy)
and the permutation approach (Per). Values inside the 95% binomial interval [4.4, 5.6] are printed
bold
low cens. med. cens. high cens.
Effect Distr n Asy Per Asy Per Asy Per
Main Weib n(1) 3.3 4.3 3.5 5.4 2.7 4.3
2n(1) 5.0 5.2 4.1 4.9 4.1 4.9
n2 3.4 4.9 2.8 4.9 2.4 4.5
2n2 4.6 5.1 4.3 5.2 4.5 5.5
Exp n(1) 3.4 4.7 3.9 5.1 3.2 4.6
2n(1) 4.4 4.8 4.4 5.2 4.9 5.3
n2 3.3 4.9 3.0 4.8 2.6 4.7
2n2 4.3 5.0 4.1 4.9 3.5 4.7
logN n(1) 3.5 4.5 3.7 5.1 3.3 5.3
2n(1) 4.7 4.6 4.3 4.7 4.2 4.8
n2 3.0 4.7 3.0 4.5 2.8 4.7
2n2 4.3 5.1 4.1 4.9 3.9 4.7
Interaction Weib n(1) 2.0 4.9 1.6 5.0 1.1 4.9
2n(1) 3.4 4.7 3.0 4.6 2.3 4.3
n2 1.6 4.3 1.8 5.0 1.5 5.3
2n2 3.4 4.8 3.0 5.0 2.5 4.5
Exp n(1) 1.9 5.3 1.7 5.0 1.6 5.5
2n(1) 3.3 5.1 3.3 5.0 3.0 5.1
n2 1.7 4.4 1.8 5.0 1.7 5.5
2n2 3.2 4.9 2.9 4.8 3.3 5.1
logN n(1) 1.8 4.8 1.5 4.8 1.2 4.7
2n(1) 3.7 5.0 3.4 5.2 2.8 5.2
n2 1.9 4.8 1.5 4.8 1.8 5.2
2n2 3.3 5.1 3.4 5.0 2.9 5.1
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Table 2: Power values in % (nominal level α = 5%) for testing of no main and no interaction effect under
crossing (Cross) and proportional (Prop) hazard alternatives, respectively, using the joint Wald-type
test based on the χ2f -approximation (Asy), the permutation approach (Perm) and the singly-weighted
permutation tests based on w1 (LR) and w2 (Cross), respectively
2n(1) (bal.) 2n(2) (unbal.)
Effect Distr Altern cens Asy Per LR Cross Asy Per LR Cross
Main Exp Cross low 54.2 55.8 4.7 36.9 55.6 58.1 4.8 36.0
med 47.6 49.3 4.3 31.6 48.9 51.9 5.5 31.6
high 41.0 43.5 7.4 28.6 43.5 46.9 8.6 31.2
LogN Cross low 55.3 56.4 15.8 64.7 46.9 49.0 15.7 55.9
med 48.9 51.0 25.6 59.2 41.6 44.5 26.1 50.1
high 44.6 48.0 37.5 55.0 37.2 40.3 36.8 45.9
Weib Prop low 65.1 66.6 77.1 42.2 70.9 73.2 81.4 30.0
med 49.9 52.5 64.4 42.0 56.6 60.4 70.0 37.5
high 36.0 39.4 51.4 39.2 43.3 48.0 58.4 41.8
Interaction Exp Cross low 17.9 23.8 4.9 15.5 24.1 30.6 4.4 19.1
med 13.6 19.1 4.6 12.5 20.0 26.3 4.6 15.8
high 12.1 18.1 5.7 11.9 19.1 24.8 6.6 16.8
LogN Cross low 18.2 23.8 9.2 28.9 19.2 25.2 10.6 29.7
med 15.5 21.7 13.3 26.1 15.2 21.5 14.1 24.7
high 12.7 18.3 16.9 23.1 14.4 20.2 20.0 23.9
Weib Prop low 19.5 26.0 38.8 18.4 37.0 44.2 55.3 16.3
med 14.7 20.7 30.7 19.0 28.4 36.1 44.1 20.2
high 9.5 15.1 23.4 18.5 20.8 27.2 35.1 27.0
liberal with observed type-1 error rates up to 25.9%.
In Table 2, we compare the joint Wald-type statistic Sn, its permutation counterpart S
pi
n and
the singly-weighted permutation tests Spin(w1) (log-rank weight), S
pi
n(w2) (crossing weight) in terms
of power. From the simulation results we can draw the following two main conclusions: (1) The
conservative type-1 error performance of the asymptotic tests negatively affects their power behavior.
Here, the differences between the asymptotic and permutation tests’ power values are most pronounced
for testing of no interaction effect in the unbalanced settings. (2) The joint Wald-type statistic has
a reasonable power behavior for both, proportional and crossing curve alternatives, while choosing
the wrong singly-weighted test may lead to a significant power loss. For the exponential distribution
settings, the joint Wald-type test even outperforms both singly-weighted tests. This observation
can be explained by interpreting the Wald-type statistic Sn as a certain projection as explained in
Brendel et al. (2014) for the two sample case. The take-home message from this fact is that combining
the weights w1 and w2 as well as combining w1 and w3 = w2+λw1 for some λ ∈ R results in the same
statistic Sn. While w2 is designed for crossings near to the center, the hazard rates in the exponential
setting actually cross at a mid-early time and, thus, another crossing weight, e.g. w3 = w2−0.25, would
be more appropriate. But, as said before, for the combination approach it does not matter whether we
choose w2 or w3, the final result is the same. To sum up, the advantages of the combination approach
are that we neither need to choose in advance between proportional and crossing hazard alternatives
nor between different crossing points.
Consequently, we recommend to combine different weights, especially the classical log-rank weight
and a crossing weight, rather than blindly guessing in advance which kind of alternative is underlying.
Moreover, we prefer the permutation test over the asymptotic test for small sample size scenarios
due to the unstable type-1 error rate behavior of the latter with too conservative decisions in the
2× 3-layout and too liberal decisions in the one-way layout.
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Figure 2: Kaplan–Meier curves for the lung-cancer trial
6 Illustrative data analysis
For illustration purposes, we re-analyzed the lung cancer study from Prentice (1978), which is freely
available in the R package survival. It includes the survival times of male lung cancer patients getting
either an experimental or a standard treatment. As statistically verified by Kalbfleisch and Prentice
(1980), the tumor type has an effect on the patients’ survival. Thus, Ditzhaus and Pauly (2019)
restricted to the smallcell tumor type to illustrate their two-sample combination approach. The
general factorial design set-up allows us to inspect, now, several tumor types simultaneously. In
detail, we consider a 2 × 3-layout with the factors treatment, having the two levels experimen-
tal and standard, and tumor type with the three different levels: smallcell, adeno and large. For
the experimental treatment, the group-specific sample size nj and the censoring rates censj are
(nj , censj) = (18, 6%), (18, 6%), (12, 0%) and, for the standard treatment, we have (nj, censj) =
(30, 7%), (9, 0%), (15, 6%), respectively, where the first values correspond to the tumor type small-
cell, the second to adeno and the last to large. This situation is comparable with the unbalanced
sample size scenario 2n2 combined with the low censoring setting. In Figure 2, the survival curves
of the two treatments are displayed for all the three tumor types. It appears that the experimental
treatment has a beneficial effect on the patients’ survival time. This was already statistically verified
by Ditzhaus and Pauly (2019) for the smallcell tumor type and can be confirmed when considering
all three tumor types simultaneously by the joint Wald-type test and the singly-weighted test based
on w1, see Table 3. For comparison, an Aalen- and a Cox-regression including the different tumor
types as dummy variables result in a slightly non-significant p-value of 7.8% and a significant p-value
of 1.9% for the treatment effect, respectively. Contrary to all these results, the singly-weighted test
based on w2 has a very high p-value not supporting a rejection. These diverse decisions reaffirm
our recommendation from the simulation section, namely to combine the weights rather than blindly
choosing one weight in advance.
Table 3: P -values in % for the lung cancer data example of the joint Wald-type test (Comb) as well
as the singly-weighted tests based on w1 (LR) and w2 (Cross)
Asymptotic Permutation
Comb LR Cross Comb LR Cross
Treatment 1.3 2.6 79.1 1.0 2.8 79.1
celltype 0.2 < 0.1 1.5 0.02 < 0.1 1.4
interaction 72.7 99.0 68.4 75.0 99.2 69.1
7 Outlook
The proofs for the asymptotic test versions, i.e., Theorems 1 & 3, rely on the fact thatN = (N1, . . . , Nk)
fulfills the multiplicative intensity model of Aalen (1978). More complex filtering mechanisms, e.g.,
truncation or certain interval censorings, can be endowed in the same methodology (Andersen et al.,
1993, Chapter III) and an extension of the proofs of Theorems 1-3 is straightforward. For such more
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Table 4: Type-1 error rate in % (α = 5%) for testing of no group effect in the one-way layout (k = 6)
using the joint Wald-type test based on the χ2f -approximation (Asy) and the permutation approach
(Per). The superscript ∗ highlights values inside the 95% binomial interval [4.4, 5.6].
low cens. med. cens. high cens.
Distr n Asy Per Asy Per Asy Per
Exp n1 11.1 4.7
∗ 13.5 5.3∗ 12.7 5.0∗
2n1 6.6 5.0
∗ 8.3 5.5∗ 10.8 4.9∗
n2 17.4 4.7
∗ 23.7 4.7∗ 25.8 4.9∗
2n2 8.8 4.5
∗ 10.9 4.8∗ 17.2 6.4
LogN n1 10.8 4.8
∗ 13.2 4.8∗ 11.6 5.4∗
2n1 7.1 5.4
∗ 7.5 4.6∗ 11.1 5.3∗
n2 18.6 4.8
∗ 23.0 4.5∗ 25.9 5.8
2n2 8.7 4.7
∗ 11.2 4.9∗ 17.4 6.4
Weib n1 12.0 5.5
∗ 13.4 5.2∗ 9.1 4.7∗
2n1 6.7 5.1
∗ 8.8 5.2∗ 11.4 5.1∗
n2 17.4 4.2 24.8 4.5
∗ 23.5 5.2∗
2n2 8.8 4.7
∗ 12.0 5.5∗ 18.5 6.4
general survival settings, however, it is unclear whether the permutation technique is still valid. That
is why multiplier resampling as investigated in Lin (1997); Beyersmann et al. (2013); Dobler et al.
(2017, 2019) and Bluhmki et al. (2018, 2019) would be our first choice to approximate the asymptotic
χ2f -quantile in the cases beyond (pure) right-censoring.
To bring the presented procedures into statistical practice, the authors currently work on two fields:
(1) an implementation of the combination test into the R-package GFDsurv, which will be available
on CRAN soon. The corresponding R-function is coined CASANOVA abbreviating the presented
cumulative Aalen survival analysis-of-variance approach, and (2) on convincing medical doctors and
epidemiologists to apply the methods in bio-statistical co-operations.
A Additional simulations
We run additional simulations for a one-layout comparing k = 6 groups under the settings from
Section 5. For the power comparison, we follow the strategy for testing no main effects, i.e. the
observations from the first two groups are generated by proportional or crossing hazard alternatives
while the remaining observations follow the respective null setting. Table 4 displays the results under
the null hypothesis H0 : {P kA = 0k}. While the permutation test controls again the type-1 error rate
accurately, the decisions of the asymptotic test are now very liberal with values around 12% for the
balanced setting n1 and even around 20% for the unbalanced scenario n2. Doubling the sample size
improves the type-1 error rates and they come closer to the 5%-benchmark but are still in a rather
liberal range with values up to 18.5% in the unbalanced case 2n2. Consequently, a comparison of
the asymptotic and permutation test in terms of power is unfair. Nevertheless, the power values of
both tests as well as of the singly-weighted permutation approaches Spin(w1) and S
pi
n(w2) are displayed
in Table 5. Ignoring the blown-up power values of the asymptotic test, the results support the
recommendation from Section 5 that the joint Wald-type test combines the strength of both singly-
weighted tests and that the crossing point do not need to be chosen in advance.
B Preliminaries
The uniform convergence of the processes Yj, Nj as well as of the pooled Kaplan–Meier estimator
are well known. Since the proofs are short, we present them here for completeness reasons. Define
τj = inf{x ≥ 0 : [1− Fj(x)][1 −Gj(t)] = 0} ∈ R ∪ {∞} (j = 1, . . . , k) and τ = min(τj : j = 1, . . . , k).
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Table 5: Power values in % (α = 5%) for testing of no group effect in the one-way layout (k = 6) under
crossing (Cross) and proportional (Prop) hazard alternatives, respectively, using the joint Wald-type
test based on the χ2f -approximation (Asy), the permutation approach (Per) and the singly-weighted
permutation tests based on w1 (LR) and w2 (Cross), respectively
2n1 (bal.) 2n2 (unbal.)
Distr Altern cens Asy Per LR Cross Asy Per LR Cross
Exp Cross low 67.4 61.7 5.2 24.3 77.2 62.9 4.4 35.2
med 56.4 44.8 4.5 16.8 67.8 44.5 6.6 24.6
high 46.3 28.6 6.4 14.0 61.6 29.6 8.5 20.5
LogN Cross low 81.3 76.3 19.3 86.9 76.3 59.6 20.3 74.6
med 81.7 72.1 31.6 80.7 77.0 43.0 33.4 57.4
high 83.8 61.4 48.6 72.3 74.5 19.2 47.2 31.9
Weib Cross low 47.1 40.5 64.8 31.0 75.4 59.6 83.3 29.5
med 40.2 29.5 47.6 25.6 65.0 40.5 66.5 29.5
high 37.2 21.1 33.0 21.3 60.1 29.9 47.9 27.2
Lemma 1. Define νj(t) = κj
∫ t
0 [1−Gj(s)] dFj(s) (j = 1, . . . , k), ν =
∑k
j=1 νj and
F0(t) = 1− exp
{
−
k∑
j=1
∫ t
0
1
y(s)
dνj(s)
}
.
Then for every τ0 ∈ (0, τ) we have in probability under the local alternatives (5) of Section 3.2
sup
t∈[0,τ0]
|F̂n(t)− F0(t)|+ sup
t∈[0,∞)
|Yj(t)/n − yj(t)|+ sup
t∈[0,∞)
∣∣∣Nj(t)/n − νj(t)∣∣∣→ 0.
of Lemma 1. Let Fnj (j = 1, . . . , k) be the distribution function belonging to Anj , i.e., 1 − Fnj(t) =
exp{−Anj(t)} (t ≥ 0). By straight forward calculations Fnj(t) → Fj(t) for all t ∈ R. Combining this
and Chebyshev’s inequality we obtain n−1Yj(t)→ yj(t) and Nj(t)→ νj(t), both in probability. Since
all functions are non-decreasing and the limits are continuous it is well known that both convergences
hold even uniformly, which proves the convergence statements corresponding to Yj/n and Nj/n. From
this and
− log{1 − F̂n(t)} =
∫ t
0
log
{(
1− n−1
n
Y (s)
)n}
d
N
n
(s) (8)
we obtain, finally, uniform convergence of the pooled Kaplan–Meier estimator to F0. In the two-sample
situation, Neuhaus (1993), see p.1773, already used the representation in (8) to prove convergence of
F̂n to F0.
C Proofs of Section 3
To avoid unnecessary repetitions, we simultaneously prove Theorems 1–3. For this purpose, we directly
consider local alternatives (5) from Section 3.2, where the null hypothesis is covered by setting γj ≡ 0
for all j = 1, . . . , k. In the main paper, we restricted to polynomial w˜r ∈ W but the proofs are valid
for general weights w˜r ∈ W fulfilling the following weaker assumption:
Assumption 3. There is a number L such that the functions w˜1, . . . , w˜m are linearly independent on
any subset of (0, τ) with at least L different elements.
Obviously, Assumption 2 implies Assumption 3. Recall the definition of the centred Nelson–Aalen-
type integrals
Z˜nj(wnr) = n
1/2
∫ ∞
0
wnr(t) d(Âj −Aj)(t), Zn(wnr) = {Zn1(wnr), . . . , Zn1(wnr)}
T.
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Subsequently, we prove a central limit theorem for Z˜n = {Z˜n(wn1)
T, . . . , Z˜n(wnm)
T}T as well as the
consistency of the covariance matrix estimator Σ̂ introduced in Section 3.3.
Theorem 5. The statistic Z˜n converges in distribution to a multivariate normal distribution N(µ,Σ)
with expectation (row) vector µ = (µ11, . . . , µ1k, µ21, . . . , µmk)
T ∈ Rmk defined by
µrj =
∫ ∞
0
wr(t)γj(t) dAj(t), wr(t) = w˜r{F0(t)}
y1(t) . . . yk(t)
y(t)k−1
,
and with regular covariance (block-)matrix Σ = (Σ(rr
′))r,r′=1,...,m ∈ R
km×km, where each submatrix
Σ(rr
′) = diag(σ
2,(rr′)
1 , . . . , σ
2,(rr′)
k ) is a diagonal matrix with entries
σ
2,(rr′)
j =
∫ ∞
0
wr(t)wr′(t)
yj(t)
dAj(t) (j = 1, . . . , k). (9)
Lemma 2. The estimator Σ̂ is consistent for Σ, i.e., σ̂
2,(rr′)
j → σ
2,(rr′)
j in probability.
All results mentioned in Section 3 follow from Theorem 5 and Lemma 2. In particular, the conver-
gence statements of the Wald-type statistics Sn(wn) and Sn in Theorems 2 & 3, respectively, follow
from Theorem 5, Lemma 2, the continuous mapping theorem and Theorem 9.2.2 of Rao and Mitra
(1971).
C.1 Proof of Theorem 5 and Lemma 2
For the proof, we combine martingale theory and the counting process approach. We refer the reader to
Andersen et al. (1993) for a detailed introduction to both. For our purposes, their Chapters II.5.1 and
III.3 are mainly relevant. For a certain filtration, which we do not want to specific here, the processes
t 7→ wnr(t) are predictable and (N1, . . . , Nk)
T fulfills the multiplicity intensity model (Andersen et al.,
1993) with intensity process (λn1, . . . , λnk)
T,
λnj = Yjαnj (j = 1, . . . , k).
In particular, M˜nj(t) = Nj(t)−
∫ t
0 Yj dAnj and, thus,
t 7→ [Mnrj(t)]r=1,...,m;j=1,...,k =
[∫ t
0
n1/2wnr(s)
1
Yj(s)
dM˜nj(s)
]
r=1,...,m;j=1,...,k
(10)
are (multivariate) local square integrable martingales. Let Kr = sup{|w˜r(t)| : t ∈ R} (r = 1, . . . ,m)
and K = max{Kr : r = 1, . . . ,m}. Then |wnr/(Yj/n)| is uniformly bounded by K and, thus, the
integrand in (10) is bounded by n−1/2K. Consequently, the Lindeberg condition is always fulfilled for
Mnrj . By Rebolledo’s Theorem it remains to discuss the predictable covariation processes (only at
the end point t =∞)
〈Mnrj ,Mnr′j〉 = n
∫ ∞
0
wnr(t)wnr′(t)
1
Y 2j (t)
αnj(t) dt
=
∫ ∞
0
wnr(t)wnr′(t)
n−2Yj(t)2
Yj(t)
n
αj(t) dt+ n
−1/2
∫ ∞
0
wnr(t)wnr′(t)
n−2Yj(t)2
Yj(t)
n
γj(t)αj(t) dt. (11)
Due to the underlying independence between the groups we have 〈Mnrj ,Mnr′j′〉 = 0 for j 6= j
′. In the
following, we will show∫ ∞
0
wnr(t)wnr′(t)
n−2Yj(t)2
Yj(t)
n
αj(t) dt→
∫ ∞
0
wr(t)wr′(t)
1
yj(t)
αj(t) dt (12)
in probability. Denote by Inrr′j and Irr′j the integrands on the left and right hand side, respectively.
Note that the weighting functions cause Inrr′j(t) = 0 = Irr′j(t) for all t ∈ [τ,∞), when τ < ∞. By
Lemma 1 Inrr′j converges pointwisely to Irr′j . Thus, by a result of Gill (Andersen et al., 1993, Prop.
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II.5.3), it is sufficient for (12) to show that
∫∞
0 |Irr′j(t)|dt <∞ and that there is an integrable function
gλ for every λ > 1 such that
P
(
|Inrr′j(t)| ≤ gλ(t) for all t
)
≥ 1−
e
λ
. (13)
Since αj = fj/(1− Fj) we obtain∫ ∞
0
|Irr′j(t)|dt ≤ K
2
∫ ∞
0
yj(t)αj(t) dt = K
2
∫ ∞
0
{1−Gj(t)}dFj(t) <∞. (14)
Moreover, we obtain from Remark 1(i) of Wellner (1978) that for all λ ≥ 1
P
(
sup
t∈[0,τ)
∣∣∣ n−1j Yj(t)
{1−Gj(t)}{1 − Fj(t)}
∣∣∣ ≤ λ) ≥ 1− e
λ
.
Since nj/n ≤ 2κj for sufficiently large n, we can deduce that (13) is fulfilled for the integrable function
gλ = 1[0,τ)2K
2λyjαj, the integrability follows from the calculation in (14). Analogously, we can deduce
that the second summand in (11) converges to 0. Finally,
〈Mnrj ,Mnr′j〉 →
∫ ∞
0
wr(t)wr′(t)
yj(t)
αj(t) dt = σ
2,(rr′)
j .
in probability. The aforementioned Theorem of Rebolledo implies distributional convergence of (Mnrj(∞))r=1,...,m;j=1,...,k
to a centred multivariate normal distribution with covariance matrix Σ and also convergence of the
optional covariation process to Σ, i.e.,
n
∫ ∞
0
wnr(t)wnr′(t)
1
Y 2j (t)
dNj(t) = [Mnrj,Mnr′j ]→ σ
2,(rr′)
j
in probability. The latter implies Lemma 2.
In the general situation of local alternatives, we have
Z˜nj(wnr) =Mnrj(∞) +
∫ ∞
0
wnr(t)γj(t)αj(t) dt.
Using the same strategy as for (12), we can prove that the second integrand converges in probability
to µrj. Consequently, the convergence of Z˜n follows from Slutzky’s Lemma.
It remains to prove the regularity of Σ. Therefor, let β = (β11, . . . , β1k, β21, . . . , βkm)
T ∈ Rkm such
that βTΣβ = 0. Then
0 = βTΣβ =
k∑
j=1
m∑
r=1
m∑
r′=1
βrjβr′j
∫ ∞
0
wr(t)wr′(t)
yj(t)
dAj(t)
=
k∑
j=1
κj
∫ τ
0
[ m∑
r=1
βrjw˜r{F0(t)}
]2 y1(t) . . . yk(t)
y(t)yj(t)2
{1−Gj(t)}dFj(t). (15)
Since Fj(t) > Fj(s) always implies F0(t) > F0(s), we can deduce for every j = 1, . . . , k from Fj(τ) > 0
and (15) that
∑m
r=1 βrjw˜r{F0(t)} = 0 for infinitely many different t. Hence, βrj = 0 follows from
Assumption 3, which proves the regularity of Σ.
D Proof of Theorem 4
Let X(1) < . . . < X(n) be the order statistics of the pooled observations. Denote by δ(i) the corre-
sponding censoring status and c(i) the group membership, i.e., c(i) = j iff X(i) belongs to group j. By
Lemma 1 we have in probability
sup
t∈[0,∞)
∣∣∣Y (t)
n
− y(t)
∣∣∣+ sup
t∈[0,∞)
∣∣∣N(t)
n
− ν(t)
∣∣∣→ 0. (16)
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By restricting to appropriate subsequence, we can suppose that (16) holds with probability one, even
when we consider local alternatives. Without loss of generality, we work along such subsequences for
the remaining proof. From now on, let the observations be fixed. The permutation approach affects
just the group membership c(i) of X(i) and not the censoring status δ(i). That is why we can treat N ,
Y and F̂n as fixed functions. We can assume without loss of generality that (16) holds and, thus, by
(8) we have supt∈[0,τ0] |F̂n(t) − F0(t)| → 0 for all τ0 with y(τ0) > 0, where F0 is specified in Lemma 1.
We add the superscript pi to the quantities actually depending on the permuted data, i.e., we write
Zpin, Y
pi
j , c
pi
(i), N
pi
j etc.
For the proof, we write all relevant quantities as sums and use discrete martingale techniques to
derive the asymptotic distribution. Similarly to the proof for the asymptotic test, we do not derive a
central limit theorem for Zpin itself but for Z¯
pi
n = [Z¯1(w
pi
n1), . . . , Z¯k(w
pi
n1), Z¯1(w
pi
n2), . . . , Z¯k(w
pi
nm)]
T ∈ Rkm,
a centred version of it, with elements
Z¯j(w
pi
nr) = n
1/2
∫ τ
0
wpinr(t) d(Âj − Â)(t)
=
n∑
i=1
n1/2wpinr(X(i))
(∆Npij (X(i))
Y pij (X(i))
−
∆N(X(i))
Y (X(i))
)
. (17)
It is easy to see that T (m)Zpin = T
(m)Z¯
pi
n. Now, introduce the filtration
Fn,i = σ(c
pi
(1), . . . , c
pi
(i)).
Clearly, wpin(X(i)) and Y
pi
j (X(i)) are predictable under this filtration. Moreover,
E
(
∆Npij (X(i)) | Fn,i−1
)
= δ(i)E
(
I{cpi(i) = j} | Fn,i−1
)
= δ(i)
Y pij (X(i))
Y (X(i))
and, thus, the summands in (17) form indeed a martingale difference scheme. Since the summands in
(17) are uniformly bounded by n−1/2K, where K is defined as in the previous proof, the Lindeberg
condition is always fulfilled. Again, it just remains to discuss the predictable covariation process given
by
C
(rr′)
njj′ =n
n∑
i=1
E
[
wpinr(X(i))w
pi
nr′(X(i))
{∆Npij (X(i))
Y pij (X(i))
−
∆N(X(i))
Y (X(i))
}
·
{∆Npij′(X(i))
Y pij′ (X(i))
−
∆N(X(i))
Y (X(i))
}
| Fn,i−1
]
=n
n∑
i=1
wpinr(X(i))w
pi
nr′(X(i))∆N(X(i))
{ I{j = j′}
Y pij (X(i))Y (X(i))
−
1
Y (X(i))2
}
=
∫ ∞
0
wpinr(t)w
pi
ns(t)
{ I{j = j′}
n−2Y pij (t)Y (t)
−
1
n−2Y (t)2
}
d
N
n
(t).
Fix τ0 ∈ (0,∞) such that y(τ0) > 0. Then Neuhaus (1993) showed, see his Equation (6.1), that
sup
t∈[0,τ0]
∣∣∣Y pij (t)
Y (t)
− ηj
∣∣∣ P−→ 0.
Combining this with the uniform convergence of F̂n, N/n and Y/n we can deduce that∫ τ0
0
wpinr(t)w
pi
ns(t)
{ I{j = j′}
n−2Y pij (t)Y (t)
−
1
n−2Y (t)2
}
d
N
n
(t)
→
∫ τ0
0
wpir (t)w
pi
r′(t)
1
y(t)2
{I{j = j′}
ηj
− 1
}
dν(t)
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in probability, where wpir (t) = w˜r{F0(t)}(
∏k
j=1 κj)y(t). Moreover,
∣∣∣∫ ∞
τ0
wpinr(t)w
pi
ns(t)
{ I{j = j′}
n−2Y pij (t)Y (t)
−
1
n−2Y (t)2
}
d
N
n
(t)
∣∣∣
≤
∫ ∞
τ0
∣∣∣ wpinr(t)wpins(t)
n−2Y pij (t)Y (t)
{
I{j = j′} −
Y pij (t)
Y (t)
}∣∣∣dN
n
(t)
≤ K2
∫ ∞
τ0
N
n
(t)→ K2
∫ ∞
τ0
ν(t) = K2
k∑
j=1
κj
∫ ∞
τ0
{1−Gj(s)}dFj(s).
Letting τ0 ր inf{t ∈ R : y(t) = 0} gives us
C
(rr′)
njj′ →
∫ ∞
0
wpir (t)w
pi
r′(t)
1
y(t)2
{I{j = j′}
ηj
− 1
}
dν(t) =: Σ¯
pi,(rr′)
jj′ (18)
in probability. Thus, Z¯
pi
n converges in distribution to a centred multivariate normal distribution with
covariance (block-)matrix Σ¯
pi
= (Σ¯
pi,(rr′)
)r,r′=1,...,k, where the submatrices are given by the right hand
side of (18). Similarly to the argumentation for (18), we can deduce the convergence of the permutation
counterpart of the covariance estimator:
σ̂
2,pi,(rr′)
j = I{j = j
′}
∫ ∞
0
wpinr(t)w
pi
nr′(t)
n2
Y pij (t)
2
d
Npij
n
(t)
→ I{j = j′}η−1j
∫ ∞
0
wpir (t)w
pi
r′(t)
1
y(t)2
dν(t) =: σ̂
2,pi,(rr′)
j .
Thus, the permutation counterpart Σ̂pi of the covariance matrix estimator converges in probability to
the (block-)matrix Σpi = (Σpi,(rr
′))r,r′ , where each submatrix Σ
pi,(rr′) = diag(σ̂
2,pi,(rr′)
1 , . . . , σ̂
2,pi,(rr′)
k ) is
a diagonal matrix. The matrix Σpi does not coincide with the limiting matrix Σ¯
pi
of the permutation
statistic. But the submatrices can be rewritten as
Σpi,(rr
′) = ψrr′D, Σ¯
pi,(rr′)
= ψrr′(D − 1k1k
T), D = diag(η−11 , . . . , η
−1
k ),
where ψrr′ =
∫∞
0 w
pi
r (t)w
pi
r′(t)/y(t)
2 dν(t). Thus, it is easy to check TΣpi,(rr
′) = T Σ¯
pi,(rr′)
and, conse-
quently, T (m)Σpi = (TΣpi,(rr
′))r,r′=1,...,m = T
(m)Σ¯
pi
follows, which is sufficient for convergence of the
joint permutation Wald-type statisticf Spin . Using the same arguments as in the proof of Theorem 5, we
can show the regularity of Σpi. Hence, (T Σ̂piT )+ converges in probability to (TΣpiT )+ = (T Σ¯
pi
T )+.
Finally, Theorem 4 follows from the continuous mapping theorem.
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