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A b s t r a c t
Set compression allows the compression a set o f s im ila r (corre lated) images m ore 
e ffic ien tly  th a n  compressing the same images independently. C urren tly , set com­
pression is perform ed w ith  different inter-im age predictive models, th a t forecast the 
com m on image properties from  a few reference images. W ith  suffic ient in ter-im age 
co rre la tion , one can p red ic t any database image from  a few tem plates, hence avoid­
in g  in ter-im age redundancy and achieving much improved compression ra tios. T h is  
research focused on tw o m a jo r aspects o f th is  technique: the  p rac tica l lim its  o f the 
p red ic tive  set compression, and the  theore tica l estimates o f the  compression efficiency. 
T h is  includes a review  o f the  previous w ork in  set compression area, a discussion o f 
the  m ore im p o rta n t s ta tis tica l and in fo rm ationa l aspects involved in  p red ic tive  set 
compression, p rac tica l observations and measurements for m edical (C T  and M R ) 
data, and theore tica l analysis o f lossless s im ila r image compression. T h is  research 
proposes new and more re liab le  approaches for lossless set compression, as w e ll as 
th e ir  extensions to  more general lossy set compression.
VI
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I n t r o d u c t i o n : T h e  S i m i l a r  I m a g e  
C o m p r e s s i o n  P r o b l e m
In  modern science and technology, the amount o f in fo rm a tio n  produced, ana­
lyzed and stored is increasing and has created a constant quest fo r im prov ing  data 
compression techniques. D a ta  compression means s toring  and tra n s m ittin g  in fo r­
m ation  in  its most com pact fo rm , achievable through rem oval o f da ta  redundancies. 
A l l  compression techniques can be subd iv ided in to  two groups: lossy (irreversib le) 
and lossless (reversible) compression,depending on the re ve rs ib ility  o f th is  removal. 
Lossy compression can achieve h igh  compression ra tios (the  ra t io  o f the  o rig ina l 
to  the compressed in fo rm a tion  size), usua lly  sacrificing the  least im p o rta n t details. 
Lossy compression is com m only used to  compress images and sounds, usua lly  w ith  
compression ra tios va ry ing  fro m  3 to  m ore than 100 depending on the  level o f deta il 
preserved. In  contrast, lossless compression does not sacrifice any in fo rm a tion . Th is  
perm its a complete recovery o f th e  o rig in a l data from  its compressed form , b u t yields 
more moderate compression ra tios  o f 1.5-2. Lossless compression is requ ired  when 
in fo rm ation  cannot be lost no r a ltered; e.g., compression o f te x t o r m edical images.
H istorica lly , b o th  lossy and lossless techniques were developed to  compress single 
data item s like single images, signals, data files, etc. However, m any m odern data- 
producing applications such as m edica l imaging create large sets o f very s im ilar, 
ra the r than  independent, data. For instance, in a set o f com puter tom ography (C T ) 
bra in image scans V  =  { v i ,  . . . , V n }   ̂ , the average inter-im age co rre la tion  'p{vi ,Vj) 
typ ica lly  exceeds 0.75, which is accom panied by s im ila r image pa tte rns  in  shape and
 ̂W here  Vi  represents an im age  s to re d  as a  sequence o f p ix e l in te n s itie s .
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intensity. T h is  appearance o f common image structures across a ll database images 
demonstrates the  presence o f inter-im age redundancy, leading to  the  idea o f the 
compression. Set compression^ e ither lossy o r lossless, assumes th a t a set o f s im ila r 
data  item s can be compressed more e ffic ien tly  than  compressing each ite m  separately, 
i f  the  in te r-ite m  redundancy is exploited. Careful removal o f repea ting  pa tte rns firom 
a set o f s im ila r en tities  can lead to  substantia l in fo rm a tion  reduction  which, followed 
by tra d itio n a l single e n tity  compression, produces higher compression ra tio s  than  
compressing a ll the  s im ila r entities independently.
A  p rim a ry  goal o f  th is  research was to  investigate the  re la tion  between in te r­
image s im ila rities  and resu lting  set compression efficiency. M a jo r p rev ious ly  used 
techniques such as inter-firame pred ic tion  were stud ied firs t, and th e ir  lim ita tio n s  
in  s im ila r database compression were dem onstrated. Then the  s im ila rities  between 
images and image-compressing transform s are investigated, w hich lead to  the  a lte r­
native  “common transfo rm ” approach to  s im ila r da ta  compression. W e illu s tra te  
th is  approach w ith  common autoregressive (C A R ) compression fo r C T  (com puter 
tom ography) and M R  (m agnetic resonance) image databases, which in  th is  research 
im proved the  lossless compression ra tio  from  2:1 fo r a single image to  more than  3:1 
for a database. N ext, an in form ation  theory for integer correlated sources is p ro ­
posed. In fo rm a tio n  redundancy between integer correlated sources is analyzed as a 
function  o f the ir corre lation. F ina lly , some more general extensions to  lossless set 
compression are discussed, and conclusions are given.
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I m a g e  I n f o r m a t io n  a n d  S i m i l a r i t y
Im age E ntropy
T he  lossy image compression ra tio  has v ir tu a lly  no upper bound: the  choice o f 
the  am ount o f in fo rm ation  one wants to  sacrifice is always subjective and depends 
on the  p a rticu la r application. Conversely, the  entropy H  (in fo rm a tiona l content) o f 
the  in fo rm a tion  source v puts a lower boundary on the  losslessly compressed source 
size. I f  u is a sequence o f numbers from  the set { n i , n 2 , . . . ,nk} ,  and the  p ro b a b ility  
o f each num ber n j  to  appear in  v is p j  =  P{ r i j ) ,  then Shannon entropy [ l ]  o f v  is
k
H { v )  =  ~ ^ P j  loga (P i). ( 1)
i = i
B y  defin ition , H { v )  measures the  am ount o f in fo rm ation  provided by an obser­
va tion  o f V  [2]. I t  is also o ften in terpreted as an averaged unce rta in ty  about u, the 
“randomness” o f u, o r the average num ber o f b its  necessary to  code u as a memoryless 
M arkov source (the  average num ber o f b its  in  Huffm an code table^ fo r v).
As  a function  o f probab ilities pj ,  H ( v )  is continuous, positive  and a concave 
m apping from  [0,1]*^ € Rf  ̂ in to  [0,1] (see F igure 1 for fc =  2 and 3). Since fo r any 
p  €  [0,1], (—p lo g 2(p)) e  [0,1] as welF , the only case when H { v )  =  0 is when a ll 
Pj except one are equal to  zero. We lis t below a few other useful and less obvious 
entropy properties th a t can be found w ith  the ir proofs in  [3] and [4] :
“ H u ffm a n  com press ion encodes each num ber n , rep la c in g  i t  w ith  a u n iq u e  cod ew ord  c; o f  le n g th
|^log2 , w h ich  resu lts  in  th e  average (expected ) code le n g th  equa l to  H { v )  =  Y l j = \  P jle n g th (c i) .
W ith  H u ffm a n  encod ing , com pression is ach ieved because th e  m ost p ro b a b le  nu m be rs  rii  (i.e ., n , 
w i th  h igh es t pi)  w i l l  be rep laced w ith  th e  sho rte s t codew ords c,.
^lirn p logjp  =  0.










0.2 0.4 0.6 0.8 1.00.0 0.2 0.4 0.6 0.8
F igure  1: E ntropy function  in 2D and 3D.
For any random  variables:
1. H (u \ v )  ^  H ( u )  (where u\v  is a cond itiona l p ro b a b ility  d is tr ib u tio n  fo r u  given 
v)  - add itio n a l in fo rm a tion  never increases average uncerta inty.
n
2 . H { u i U 2 ,... Un) ^  ■ the entropy o f an event consisting o f several
t= i
random  events Wj never exceeds the  sum o f th e ir entropies. The  equa lity  holds on ly 
i f  a ll events Ui are independent.
For p ro b a b ility  d is tribu tions:
1. H { j p \ , P 2 , ■■■,Pn)  ^  . . .^) =  log2(n ) - entropy is m axim ized by  un ifo rm
d is trib u tio n .
2. H{pi ,P2,P3.. . ,Pn) =  H { p i  +P2,p-A...,pn) +  (Pl +  P2 ) H  ^  / / ( p j  +  
P2 ,p-i...,Pn) - recurs iv ity . C om bin ing  any tw o cases in to  one decreases the entropy.
In  d ig ita l signal processing, a ll images are represented and analyzed as num erical 
sequences o f th e ir  in ten s ity  values [5]. In  particu la r, i f  an image v  has a ll intensities 
v[ i]  equal to  the  same value, then A: =  1 and pi  =  1. T h is  yie lds H { v )  — 0 in  (1) and 
can be in terpre ted  as no in fo rm a tion  contained in image v. Inversely, i f  v  contains
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m u ltip le  intensities, its  entropy becomes positive, p roducing  rich  in form ation . The 
higher H { v ) ,  the more in fo rm a tion  v  has, and the  more d ifficu lt i t  is to  compress. 
Lossless compression techniques such as H uffm an compression o r a rith m e tic  coding 
produce compression ra tios close to  the  source entropy; therefore we w il l use “ in ­
fo rm a tion ” and “entropy” interchangeably, and w il l also refer to  the entropy as the  
measure o f the  compressed image size.
In tu itive  D efin ition  o f  Im age S im ilarity
In  our research we p rim a rily  used test sets o f s im ila r com puter tom ography (C T ) 
and m agnetic resonance (M R ) images, some o f  which are shown on F igure  2.
One can see th a t in  general a ll images o f the  same class look very s im ila r. M ore­
over, i t  is possible by seeing on ly  a few images to  fo rm  a general “ C T  image p a tte rn ” 
o r “M R  image pa tte rn ” and to  recognize i f  any o the r image belongs to  th is  class o r 
not. O n the  other side, a ll test images shown on F igure 2 have been taken from  
diffe rent people and hence conta in  m any in d iv id u a l details, resu lting  in  the  presence 
o f loca l inter-im age d issim ilarities. Therefore we in tu it iv e ly  define s im i la r  images as 
images:
1. D isp lay ing the same object o f specific shape (e.g., hum an bra in  scan, Boeing 
707, etc.).
2. Produced on the same device o r w ith  the same technology (e.g., same com puter 
tom ography scanner).
T h is  de fin ition  corresponds to  the  in tu it iv e  hum an perception o f s im ila r ity  and 
explains the presence o f redundant pa tte rns  to  be removed w ith  set compression. For
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Figure 2: S im ilar images.
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instance, the presence of the same shape creates shape redundancy: a ll C T  bra in 
images are s im ila r because they are oval w ith  tw o concave areas on top . I t  also 
filte rs  o u t objects w ith  no predefined shape, such as clouds or water. T he  second 
requirem ent guarantees th a t common image patterns w ill not look d iffe ren t because 
o f d iffe ren t p ic tu r in g  techniques: C T  image o f a hum an b ra in  is d iffe ren t from  an 
M R  image o f the same brain, and there is a lm ost no in tens ity  co rre la tion  between an 
apple as we see i t  and the same apple displayed in  in fra red ligh t.
Inform ational D éfin ition  o f S im ilar Im ages
T he  m ain goal o f image compression is to  express the  m axim um  in fo rm a tion  in  
the  shortest possible form. In  pa rticu la r, lossless image compression a ttem p ts  to  
replace an orig ina l image v w ith  another image v'  such tha t:
1. E n tro p y  H { v ' )  <  H{v ) .
2. There is a well-defined reversible function  (known as compressing transfo rm ) 
=  f{y<).
T h is  allows the  form ula tion  o f image s im ila r ity  in to  more general and accurate 
“ image compression language” :
D efin ition  1. Images u  and v are s im ila r i f  there exists a reversible transfo rm  /  
such th a t:
1. u  =  f { v ) .
2. H { f )  <  m in { H {u ) ,  H{v ) ) .
T h is  de fin ition  w il l be used for the rem ainder o f our study, b u t we include the 
fo llow ing  comments. F irs t, the reve rs ib ility  o f / ( )  im plies the sym m etry  o f s im ila r ity
7
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property : i f  u  is s im ila r to  v, then v is s im ila r to  u. Second, the transfo rm  /  entropy 
H { f )  is the  entropy o f the  symbolic expression for / .  For instance, i f  f { v )  =  v + r  (d if­
ference compression described la ter), then H { f )  =  H { { ' + ' , r } ) .  W ith  th is  de fin ition , 
the  m a in  problem  o f s im ila r image compression is f in d in g  a reversible fo  :
H ( f o )  =  , min H ( f ) .
f :  u = f ( v )
For p rac tica l purposes, the efficiency o f com puting  fo  also becomes very im po r­
tan t. Therefore m any set compression techniques axe based on linear transform s / ( ) ,  
which guarantee bo th  revers ib ility  and s im plic ity . M oreover, the  theory  o f linear data 
transfo rm ations has been developed in  s ta tis tica l ana lysis w ith  linear regression. The 
la tte r finds fo such tha t:
cr(u -  fo{v))  =  m in  cr{u — f { v ) ) ,
linear / :  u = f { v )
where a  stands fo r the variance operator. Th is  l in k  between in fo rm a tiona l H { )  
and variance aÇ) measures produce the question o f how  in fo rm a tion  redundancy in  
a s im ila r image set depends upon the ir common s ta tis tic a l properties. O u r research 
focused on various aspects of th is  re la tion  and s ta rted  w ith  analysis o f the previously 
used set compression approaches, given in  the  fo llow ing  section.
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P r e v i o u s  R e s u l t s
T h is  section covers m a jo r s im ila r compression techniques cu rren tly  in  use [18], 
[33], [31]. I t  also demonstrates how these techniques can be applied to  our test 
C T  and M R  data. F ina lly , th is  overview  is used to  develop the  c rite ria  th a t any 
s im ila r image compression technique m ust satisfy, and to  s tudy the range o f th e ir  
app licab ility .
Inter-Im age P red iction
Inter-im age p red ic tion  [9], [32], [33], [28] assumes th a t h igh  image co rre la tion  
alone im plies image s im ila rity . Consequently, h igh corre lation among several images 
means th a t the images are almost lin e a rly  dependent, i.e., some p a rt o f the m  can be 
e ffic ien tly  predicted w ith  linear com binations o f the  others. I f  y  =  , ug, ..,U n} is a
set o f s im ila r images Uj, each Vi is h ig h ly  correlated w ith  the o the r images in  the  set 
represented as =  V \{u ^ }  and Vi can be expressed as
+  rW  =  r ( ') , (2)
where the constant vector =  {Pi ,  ^ 2  ̂■■■> P i + i r P n ) -  E quation  (2) is a 
s im ple linear regression model where each image represented as a vector o f its  p ixe l 
in tensities, and is the error (residual) te rm  [36]. Residual r( ')  is viewed as the  
image u, decorrelated w ith  respect to  the  o ther s im ila r images. W ith  h igh  in te r­
image corre lation p, p =  p{vi,V^^^) —>■ 1, the residual r^ )  becomes small: | jr^ )  11 =  
(1 — p)  ||ui|| — 0. I f  r( ') is sm all and can be neglected, one can store o n ly  a few
9
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pred ic ting  param eters instead o f an image Vi, and app rox im a te ly  recover the 
compressed u, as a linear com bination o f other images: V{ =
Th is  v iew  fits  the lossy compression paradigm  w ith  rem arkable compression re­
sults, b u t i t  always leads to  losing the most dependent p a rt o f the  data. In  lossless 
compression, none o f the  data  can be sacrificed, which makes m any lossy techniques 
e ither unsu itab le  o r im practica l. The best a ttem p t to  m o d ify  th is  approach fo r loss­
less s im ila r images compression is to  rew rite  regression equation (2) as
Vi -
j = n
-j- ^(t) _ -h r ( ')  =  0» -h r(*) (3)E  A - '
where [-J stands fo r integer trunca tion . In  th is  case becomes an integer vec­
to r as a ll Vi, and can be compressed w ith  tra d itio n a l image compression techniques. 
Then, to  make th is  compression lossless, one has to  store b o th  coefficients and 
compressed residua l to  com pletely recover Vi using (3). W ith  5-10 p red ic ting  
images in  the  overhead to  store 5-10 constant num bers is négligeable w ith  
respect to  the  typ ica l 0.5-2 Megabyte image Vi. However, revers ib ly  rep lacing Vi by 
w ith  low variance r ^ ,  =  (1 — p) ||ui|| ||u{|| , i t  was expected
tha t any compression a lgo rithm  applied to  w ill give b e tte r results than  the  same 
compression applied to  Vi. I f  true, storing residuals instead o f images w ou ld  lead to  
im proved set compression when compared to  compressing the  same images indepen­
dently.
The sim plest m od ifica tion  o f th is  approach w ith  n  — 1, = 1  w ou ld  be p red ic ting
one s im ila r image from  the o ther one as
10
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
V,i  =  V j  +  =  V j  +  d i j  (4)
known as difference compression. A no the r m od ifica tion  is centroid compression 
which predicts an image Vi as an average o f the other (n  — 1) images in  (i.e.,
A  ^  ï ï ^ ) -
Vi = +  = V i  +  r ^̂ .̂ (5)
W e tested (3) on 50 C T  images; p red ic ting  the  firs t image Vi from  five sets =  
{^ 2 }  (chosen as the  most correlated to  Wj), =  {% } (chosen as the  least correlated
to  Vi ),  =  { 1)2 f s } ,  =  {v 2 , . . . ,Vio}  and =  { ^ 2 , ...,f5o}- The  o rig ina l
image, predicted images w ith  the ir corre la tion p to  n i, and the  residual images 
w ith  th e ir variances a  are shown on the  Figures 3 and 4. The  entropy H  is also 
given fo r each image.
As one can observe, inter-image prediction on these data seems to  provide quick 
and sim ple set compression: the entropy o f residual images in  th is  example is 
sm aller than th a t o f the o rig ina l uj by 10 — 18%. This means th a t i f  we had a choice 
between Huffm an compression o f Vi before regression (3) and after, the  second choice 
would have a 10 — 18% higher compression ra tio . However, the  real a p p lica b ility  o f 
th is  approach is severely lim ite d  by several problems:
1. The predicted image on the Figures 3 and 4 is b lu rred  and looks more 
like several p red ic ting  images overlapped ra the r than a good approxim ation  to  the 
o rig ina l. I t  does not capture any local details in  v i . However, a ll sharp details from  V\
11
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v i ,  H  =  6.00




# ŵ \ ' 'W
v ^ \  P =  0.85, H  =  4.54 r '^ \  a =  9.24, H  =  4.92
1̂ I p =  0.74, = 4 .9 3 a =  33.03, H  =  5.49
F igure 3: In te r-im age  p red ic tion  from  a single image.
12
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\,^J ,a.A.
cr =  23.64, Jf =  5.11W \  o =  0.88, H  =  5.53
y f \  f  =  0.88, E  =  5.53
  # # # # # # # #
ri , a  —  23.31, H  =  5.10
p = O . Q O ,  H  =  5.55 dT =  21.55, Jf =  5.06
F igure  4; Inter-im age p red ic tion  from  several images.
13
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and its  p redictors tend  to  accum ulate in  its residual m ak ing  i t  very in form ative  
and d iffic u lt to  compress.
2. T he  choice o f p red ic to rs  becomes very im p o rta n t: even though a ll p red icto r 
sets except include Ug, p red ic ting  Vi from  ug alone provides a much b e tte r result. 
Therefore, increasing the  num ber o f predictors can decrease the  efficiency o f compres­
sion, w h ich  means th a t predictors must somehow be clustered and ca re fu lly  chosen 
fo r each image. For some images there may n o t even exist a p red ic tive  set which 
w ould  reduce the  image entropy (we w ill give an example la te r in  th is  subsection). 
Inc lud ing  a real tim e  database clustering in to  image compression and m a in ta in in g  all 
“p red ic to r-p red ic ted ”  re la tions  is no t a t r iv ia l task.
3. C orre la tion  between s im ila r images can easily be destroyed i f  we trans la te  or 
ro ta te  one image w ith  respect to  the others (we w il l  discuss th is  in  m ore d e ta il la te r). 
For instance, a 45-degree ro ta ted  C T  image is correlated to  its  o rig ina l (0 -ro ta ted) 
copy w ith  p as sm a ll as 0.4. T h is  is too  small to  be used fo r in ter-im age pred iction , 
b u t ro ta tio n  does n o t make the  images less s im ila r ! Therefore before app ly ing  (3), 
a ll the images m ust be a ligned o r registered, w h ich  is also a com p u ta tion a lly  intensive 
and error-prone problem , o ften  performed m anually. I f  one develops a s im ila r image 
compressing a lgo rithm , i t  m ust be insensitive to  a ll transform s which do n o t destroy 
the image s im ila rity .
4. F ina lly , i t  is easy to  prove th a t even for h ig h ly  correlated and v isua lly  s im ila r 
images, p red ic tive  compression (3) m ay result in  increased [28], ra the r than  decreased, 
database entropy. Below, we demonstrate th is  bo th  theore tica lly  and num erically. 
The  theore tica l p ro o f o f in ter-im age prediction ineffic iency lies in  the fo llow ing  lemma.
14
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L e m m a  1. For any sm all 5, 0 <  5 <  1, and large M  there exist tw o  images v i , V2  
such tha t:
1. p =  p{'i!i,V2) > 1  — 6.
2. difference entropy H { v i  — ng) =  H ( d i 2 ) >  M .
P roof.
Consider an image V\ w ith  in tensity  average TJi =  0 and variance <y{vi,Vi) =  
v f v i  =  We choose difference image d i2 =  n j — U2 as a norm a l noise w ith  0 mean 
and variance a : d i 2 ~  N { 0 , a ) ,  therefore V2 is defined as Vi — d i 2 - Then:
1. cr{vi ,V2 ) =  v ' [v 2 =  v f  (yi — d n )  =  ( f i  and d i2 are n o t correlated).
2. a{v2,V2) =  v^V2 =  i y i - d n Y i v i - d n )  =  { v f  ~ d i2 ) (.'‘̂ 1 - ^ 12) =  f f n i+ d ^ d i2  =
+  0-2.
3. p{vi ,V2)  =  a{v i ,V2) /y / ( r (v i , v i ) a {v2 ,V2)  =  •
4. The entropy o f the norm al source d%2 is known to  be H { d \ 2 ) =  \  +  h \ { y / ^ c r )  =
M .
Given M  and <5, one can always choose cr >  to  satisfy H { v \  — V2 ) =
H ( d \ 2 ) >  M ,  and then ^  to  satisfy ^ ( ^ 1,^ 2) > 1  — 6, w hich proves the
lemma. ■
T h is  lemma demonstrates th a t the  difference entropy in  its  absolute value can 
be a rb itra r ily  la ige  even for h igh ly  correlated images'* . N o te  th a t w ith  lossless 
compression, the  entropy o f an image gives the lower bound for the  compressed 
image size. Therefore the lemma proves th a t w ith  choice o f 6 —> 0, tw o  images uj
‘'T h is  does no t say a n y th in g  a b o u t th e  re la t iv e  e n tro p y  H { v i  — V2)/ H ( v i ) , and  th is  qu es tio n  w i l l  
be addressed la te r.
15
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and V2 can be made as corre la ted as possible, and yet the difference d i2 between 
them  may have an a rb itra r ily  h igh  entropy. In  particu la r, the difference (as well 
as residual) entropy can g rea tly  exceed the  entropy o f image Ui, even though the 
difference variance ||d i2 || =  (1 — p{v \ ,V 2 )) HugH —>■ 0. Moreover, rep lac ing  in  the  p roo f 
V2 w ith  Ui, the same conclusion follows fo r the general pred ictive  set compression 
given by (3). In  th is  case the  general inter-im age predictive m ethod  (3) w il l  fa il 
to  produce any im provem ent and in  fact m ay even substantia lly  increase the  to ta l 
database entropy.
F igure  5: O rig in a l and noisy C T  images.
F igure 5 illus tra tes th is  resu lt num erically. We used a C T  image as v^, and 
in troduced norm al noise d i 2 to  produce V2 — V i + d i 2 - The amount o f noise (variance a) 
was chosen such th a t the difference entropy H { d \ 2 ) s ligh tly  exceeds / / ( u i ) .  Therefore 
p red ic ting  U] as Uj =  i >2 — dyi  increases the to ta l entropy: H ( v 2 ) +  H { d ^ 2 ) >  H [ v 2 ) +  
H { v i ) .  However, in  th is  exam ple p{v i ,V 2 ) =  0.98, and both  images s t i l l  look very
16
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s im ila r. Thus, i t  is enough to  tra n sm it an image th rough  a noisy channel o r reproduce 
i t  on a d iffe ren t device to  cause pred ic tive  set compression fa ilure.
• I ' l
3»
Ui| H  =  6.35 U2i .ff =  6.85 di2 =  tc-2 — ui, H  =  6.91
F igure  6: Bad M R  set compression.
I f  one argues th a t  th is  illu s tra tio n  is too  simulated, one m ay fin d  the  same example 
in  an ac tua l M R  database. T he  corre lation between tw o  M R  images Ui and U2  on 
F igu re  6 is p ( u i , U 2 ) =  0.83. However, we tested th a t su b tra c tin g  o r regressing one 
image w ith  the  o th e r produces difference and residual images like  the  one on the  r ig h t 
w ith  entropies h ighe r than  those o f the  orig inal images. I f  we had on ly  these tw o  M R  
images Ui and U2  in  a database, any a ttem p t to  use p red ic tive  set compression w ould 
increase th e  database entropy.
M u lt ip le  experim ents, conducted w ith  more com plicated and nonlinear p red ictors 
(log istic , p o lyn o m ia l up to  10-th  degree, ra tiona l, neura l-netw ork based and predic­
tors w ith  log ic operators), d id  no t resu lt in any crucia l im provem ent. W e found no 
evidence th a t these problems, w h ich  are related to  the  na tu re  o f  the m e thod  and not 
to  the  choice o f th e  images, can be avoided w ith  any in ter-im age p red ic tion  m o d ifi­
ca tion  T h is  again proves th a t visible s imi lari ty of  two images does not  guarantee the 
success o f  predict ive inter-i rnage set compression.
17
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P r in c ip a l  C o m p o n e n t P r e d ic t io n
P rin c ip a l components [16] P  =  { p i , p2 > • • • i  P n  } for a set o f n  vectors V  =  {w j, t »2,.., } 
are defined as
n
Pi =  GiV — y ^ e jV k  
k—1
where vector ej =  (e l, e f , e]") is the  z-th eigenvector o f the  n  x n  covariance 
m a tr ix  A  =  {^kTn)k,m=i w ith  Akm =  I f  a ll eigenvalues Ai o f A  are in  de­
creasing order, A j ^  A2 ^  ^  A „, the firs t k, k ^  n, p rin c ip a l components =
{P j,P 2 j •••,Pk} fo rm  the  best A;-vector p red ic to r set fo r the  n  vectors in  V  in  term s 
o f preserved variance. T h is  means th a t p red ic ting  a ll vectors in  V  =  {v i ,V 2 , ..,Vn} 
from  a reduced set =  { p i ,P 2 , •■■,Pk} w il l produce the  least variance loss, w hich 
has been proven [16] to  be
n
Ck+\ =  'y ] Aj. (6)
i=fc+l
Because o f th is  property, p rin c ip a l components are o ften  used fo r dimension reduc­
t ion  - reducing  num ber o f variables th rough removal o f the  most linearly  dependent 
o f them . T h is  is d ire c tly  re la ted to  image set compression, and previous a ttem pts to  
app ly  p rin c ip a l components to  image analysis exist [23], [8], [7], [11], [10].
We applied p rin c ip a l components analysis to  a set o f  50 similar" C T  images. F igure 
7 represents the ra tios cy jc i  and Afc/cj, and as one can observe, m ost o f the variance 
for th is  set can be expressed w ith  the firs t few p rinc ipa l components. Prom these 50 
images, the  firs t C T  image v\  was chosen to  be predicted from  4 sets =  { p i} ,
18







F igure 7: P rinc ipa l component analysis fo r C T  database.
=  {p i ,P 2 ,- - ,P 5 } ,  =  {p i ,p 2 , - - ,P io }  and P^^s) =  {p i,p a ,- ,P 2 5 } -  The images
on Figures 8 and 9 show the orig ina l image n i, fou r respective predicted images
w ith  th e ir corre lation p to  the corresponding p red ic ting  set, and the  
residual (e rro r) images r [ ^ \  and w ith  th e ir  variances a. Entropies H
are also ind icated fo r each image.
Several im p o rta n t observations made from  th is  num erica l p rin c ip a l component 
analysis are:
1. P rin c ip a l components can be used for lossy pred iction : 25 components are 
adequate to  make the lost residual vector v ir tu a lly  inv is ib le  (F igure 9). Suc­
cessful results have been reported in  th is  area, as well as successful use o f p rinc ipa l 
components to  underline the differences between s im ila r images® .
2. P rin c ip a l components are not convenient for lossless p red iction . F irs t, there 
is no conceptual difference between p rinc ipa l component p red ic tion  and inter-im age
regression studied in  the previous subsection, plus a ll problems th a t we ou tlined  be-
®The f ir s t  p r in c ip a l com ponent is ty p ic a lly  th e  average o f  a l l im ages, w h ile  th e  re m a in in g  com ­
ponen ts  serve as c o n tra s t vecto rs am ong several s im ila r  sub c lu s te rs  in  th e  o r ig in a l im age set.
19
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v i , H  =  6.00
p =  0.88, H  = 5 .4 3  r ^ \  o’ =  22.94, i f  =  5.18
#  T  \  S É
Pif  \  p =  0.95, H  =  5.62 r ^ \  a  =  15.92, J f= 4 .7 3
F igure  8: P rin c ip a l Com ponent images for and
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fore a p p ly  to  the  p rin c ip a l component case. In  p a rticu la r, i t  is s till possible for an 
increase to  occur in  the  to ta l database entropy w ith  th is  p red ic tive  model. Second, 
w ith  p rin c ip a l components one has to  store b o th  residual images and p rin c ip a l com­
ponents instead o f o rig in a l set o f images, and recom pute a ll p rin c ip a l components i f  
at least one image was changed. T h is  is ineffic ient, doubles the  num ber o f images 
and in e v ita b ly  increases the  size o f the  database. T he  decreasing variance o f p r in ­
cipal com ponent cr(pi) =  does not resu lt in  less entropy: in  fact, images like  p25 
conta in  m uch d e ta il and are as d ifficu lt to  compress as Vi (tend  to  have the  same 
entropy). Thus, fo r lossless compression, these problem s make p rinc ipa l component 
compression even less p rac tica l than simple in ter-im age p red ic tion .
K -  T  .'
_____________________ V .  _
p =  0.98. H =5,37 <x =  8.10, H  =  3.78 Pio
' ' i ,
0 ^ ) ,  P =0.998, 7 ^5 .1 6  a =  3.06, H  =  2.62
F igu re  9: P rin c ip a l Component images fo r p P ” ) and
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2D  and 3 D  A utoregressive (A R ) M odels
T h is  technique, also known as d iffe ren tia l pulse code m odula tion  (D P C M ) [24], 
[6], [27], [29], [12], [19], includes image shifts in  the  pred ictive  m odel (3) [34], [31], 
[29], [21], [22]. T h is  is ju s tifie d  by  the fact th a t in  any image, neighboring  pixels 
tend  to  have close, i.e., correlated, in tensity  values. Therefore, one m ay forecast a 
p ixe l in te n s ity  from  the  in tensities o f its  su rround ing pixels. For exam ple, the typ ica l 
second-order A R  m odel for the  2D image u [ i , j ]  is
where L  and B  are le ft and b o tto m  sh ift operators respectively. The residual 
r [ i , j ]  =  u \ i , j ]  — represents the  part th a t cannot be predicted. T h e  A R  m odel
o f  the  k-th. order is
^ P ^ u [ i  -  a r n j  -  bm]
m=l
4- r  =
m=l
- t - r  =  l /3 u ^ [ i , j ] \  + r ,  
(8)
where üm and bm are o p tim a lly  chosen constants {a-m and bm are integers). 
W e use the  no ta tion  for a ll le ft L  and b o tto m  B  shifts o f the image u  used in  a 
p a rticu la r model, since any A R  m odel predicts an image from  its  own translations. 
To b u ild  an A R  m odel one m ust choose am and bm, and use a linear regression s im ila r 
to  (2) to  determ ine an op tim a l /?.
The  compression ra tio  H { u ) / H { r )  produced by th is  model increases w ith  the  
m odel order. U n fo rtuna te ly , com puting  op tim a l model coefficients P fo r large model
22
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orders k  becomes a com puta tiona lly  intensive task and p roh ib its  the  use in  any 
compression. Besides, 2D A R  models do not consider any inter-im age s im ila rities.
For certain data, 2D models can be extended to  3D models which include in te r­
image relations. 3D A R  models are com binations o f (3) and (8), i.e., p red ic tion  o f an 
image from  its  own trans la tions and o the r s im ila r images. T h is  approach proved to  be 
efficient for 3D vo lum etric  data, when L  and B  operators correspond to  transla tions 
in  the  (x ,y )  plane, and when the  pred iction  from  o ther s im ila r images is viewed as 
p red ic tion  from  trans la tions in  z plane:
u =
_ j  m=l
+  r ,  (9)
where Vj are images s im ila r to  u. W hen a ll Vj represent some close slices o f the 
same 3D object, th is  m odel e ffic ien tly  decorrelates the data.
However, fo r ou r test data in ter-im age pred iction  does not y ie ld  any valuable 
compression improvement, due to  the lack o f positiona l corre lation and consistency 
in  the  z direction. Therefore, for general sets o f s im ila r images, 3D A R  models may 
perform  worse than  separate 2D models® .
Inter-Im age P red iction  w ith  R egion  M atching
I t  was soon understood th a t image s im ila rity  does not im p ly  s im ila r images must 
a lm ost coincide i f  p rope rly  overlapped. The com plexity o f m apping w hich matches 
one s im ila r image to  another can be overwhelm ing, and alm ost never resu lts in  simple 
transform s such as r ig id -b o dy  trans la tions and ro tations. Therefore some techniques
®The same is tru e  fo r  em e rg in g  3D  w ave le t tra n s fo rm s , e ff ic ie n tly  com pressing 3 D  m e d ica l da ta , 
b u t  p ro v id in g  very  p o o r pe rfo rm a n ce  fo r  u n co rre la ted  2 D  images.
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emerged try in g  to  im prove the inter-im age pred iction  accuracy destroying  the in ­
te g rity  o f the  image to  be predicted [13], [14], A  ty p ic a l exam ple can be found in  
[17], when each p ixe l u [x ,y \  in  image u  is not predicted from  the s im ila r overlapped 
region o f the  image v, b u t from the region in  v  which has the  closest in tens ity  m atch 
to  some neighborhood o f u[x,y].
T h is  approach does not require reg istra tion  because i t  becomes a pa rt o f the 
compression procedure. T h is  allows more accurate image m atch ing  and an improved 
compression ra tio , b u t a high price must be paid:
1. The process o f searching for the best p redictive  reg ion in  the  p red ic to r image 
is extrem ely com pu ta tiona lly  expensive.
2. S toring  in fo rm a tio n  about regional correspondences adversely affects the  com­
pression ra tio .
To s tudy how fa r one can go w ith  th is  type  o f compression, we conducted a 
num erical experim ent illus tra ted  on the F igure 10. T w o  256 x  256 x  8 C T  images, 
u  and u, were chosen as the most correlated from  the 50-image C T  database (we 
used these images as C T O l and CT02  on F igure 2 ). Im age u  was scanned p ixe l 
by p ixe l. As shown on F igure 10, for each p ixe l u [x ,y ]  a p ixe l v\p, q] in  the v image 
was found such th a t 8-p ixel neighborhoods o f these m in im ize  the m atching error 
|oo — Ui| 4- ... 4- |/i() — /i-i I , and the value o f u[x, y] was forecast from  image v as v\p, g]. 
In  case o f a tie , u [x ,y ]  was predicted as the average o f a ll v\p,q] w ith  the same 
m in im a l error.
The residual image r  (bo ttom  Figure 10), r [ x ,y ]  =  u [x ,y ]  — v \p {x ,y ) ,q {x ,y ) ] ,  
resu lting  from  th is  pred iction  had entropy H { r )  — 3.75. Th is is a considerable
24
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do Û0 u [x ,  ÿ]
fo % &o
ho 90 eo
best match l i i Û1 v\p,q]
f i Cl h
h i @1
Figure 10: O p tim a l regional m atching.
25
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
im provem ent over the H  — 4.92 entropy obta ined a fte r simple regression o f u  on v. 
However, th e  simple regression took about 8 m inutes on an A lpha  4 /233  w orksta tion , 
and to  com pute the complete best region m atch search took 2 days. Accelerating 
th is  approach is a compromise between the q u a lity  o f p red iction  (reg is tra tion  in  th is  
case) and compression speed, and does not im prove the  cumbersome natu re  o f the  
m ethod. T h is  type  o f image reg is tra tion  seems to  be p roh ib itive  when included in  
any database compression technique, unless some very special cases exist. In  general, 
th is  approach must be abandoned because i t  is inefficient.
C om bining Several C om pression  Techniques
I t  is possible to  compress s im ila r images w ith  several d ifferent compressing trans­
forms, app ly in g  them  one a fte r another. T h is  m ay lead to  compression ra t io  im prove­
ment, ty p ic a lly  w ith in  5%. The  discussion o f th is  approach can be found in  [20] and 
is beyond th e  scope o f o u r research. W e are p rim a rily  interested in  single transfo rm  
methods.
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I m a g e  S i m i l a r i t y  a n d  I m a g e  C o m p r e s s i o n :
P r e l i m i n a r y  R e s u l t s
C orrelation vs. Inform ation
The question o f how e ffic ien tly  s im ila r images can be compressed cannot be an­
swered w ith o u t a study o f the  num erica l s im ila rity  measures and th e ir effect on 
image compressibility. In  image compression, the num erical s im i la r i ty  between tw o  
images u  and v  was usua lly  assessed from  pixel-to-pbcel correspondences in  several 
d iffe rent ways. Absolute difference ||rdif|| (where r j i f  =  u  — v),  o ften  used in  in te r- 
fram e compression, is app licab le  o n ly  i f  the intensities in  u  and v  are on the  same 
scale. Correlation p =  p {u ,v )  accounts fo r a ll linear transfo rm ations in  the  in ten­
s ity  domain. M axim iz ing  the  co rre la tion  means m in im iz ing  the  mean squared e rro r 
(7  ̂ =  \\u — !3q — !3]V\\^, a common e rro r measure for the  lossy compression. The  
corresponding residual r  =  u  — P q — PiV  generalizes raif w ith  ||r || <  ||^dif||- F ina lly , 
residual entropy H { r )  is p ro p o rtio n a l to  the lower bound o f the  compressed file  size. 
Since most lossless compression techniques result in  p roducing and s toring  decorre­
la ted  image residuals, we stud ied  the  behavior o f residual en tropy H { r )  w ith  respect 
to  in ter-fram e image corre la tion  p.
Elxperimenting w ith  C T  and M R  images, we found th a t inter-im age pred ic tion  
m ethods may not even resu lt in  decreased database entropy. We have aheady seen 
examples when H { r )  increases when inter-im age corre la tion p — \ / l  — is being 
m axim ized or residual dev ia tion  a  =  ||r|| is being m inim ized. The  problem  is th a t 
m in im a l H { r )  requires a ll residual intensities r \ x ,y \  be com pactly  d is tribu ted  near 
some constant value; e.g., have as m any r [x ,y ]  =  0 as possible. T he  compactness, 
ra the r than the variance, o f the  residual d is trib u tio n  reduces the entropy. The  least
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squares difference, r  — u —Pq—0^v , m inim izes r [ x ,  y] on average, so tha t a ll r [x ,  y\ can 
be sm all b u t s t i l l  almost un ifo rm ly  d is tribu ted  around 0. Since for a given range o f 
residual values, a un ifo rm  d is tr ib u tio n  maxim izes the  entropy, a least squares residual 
r  m ay have h igher entropy than the images u  and v, and be harder to  compress than  
the o rig in a l images. Fortunately, there is s t il l a connection between small H { r )  and 
sm all  ||r||. In  compression the residuals are rounded to  integer values, and for discrete 
integers r [ x , y ]  ,a ^  =  | |r | p =  -^ r ‘̂ [x, y] -»■ 0, w il l  in e v ita b ly  make as m any r  [x, y]
equal to  0 as possible, which w ill cause H { r )  to  decrease. However, th is  decrease 
becomes apparen t on ly  after the variance a  =  ||r || fa lls below  some threshold, and 
we estim ated  the  corresponding inter-im age co rre la tion  threshold  from  theoretica l 
and p rac tica l models.
N orm a l E s tim a te  o f E n tropy Behavior in  P red ic tive  M odel
For p re lim in a ry  theore tica l analysis we assumed th a t h ig h ly  correlated least squares 
predictors re su lt in  the  almost no rm a lly  d is tr ib u te d  residual in tens ity  values r [x ,  y] ~  
iV (0, a) ( i t  was also observed in  practice  ̂ ).
L em m a 2 . I
1.rt ~  A/^(0, cr), and r  ~  iV(0, •) are independent random  variables,
2. C o rre la tion  p{u  — r , r )  — p
Then
H ( r )  _  _ log ^27 reo -2 (^  -  1)
H R {p )  = ----- !---------------  . (10)
H  {u) log  1 / 2 Trecr
''W e used S A S ®  D a ta  A n a lys is  too ls  to  ana lyze ty p ic a l re s id u a l d is tr ib u tio n s  fo r  C T  a n d  MR. 
im ages, w h ic h  w e re  fo u n d  to  be  no rm a l a t a  5%  con fidence  level.
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Proof.
I f  cr(r) =  6^, then from  I .  and 2. 
p {u  — r , r )  =  p =  — —, =
Ç2 _  ^2 M
^yc{u-r)a{r) y/(a^+S^)a'^
Then the  entropy o f the  normal® [26] r
, and from here
62 =  o J ( 4 r - l )
H { r )  =  lo g  > /2 7 re c r(r) =  lo g  y'^27recr2 ( ^  — 1 ), 
w h ic h  proves th e  le m m a . ■
I f  one considers image v =  ^ { u  — r )  as p-correlated pred ic to r fo r image u, then  
ra tio  (10) gives the norm alized en tropy  o f the  residual image r  w ith  respect to  the  
o rig ina l image u. The entropy ra tio  fu n c t io n  H R {p )  is also p ropo rtiona l to  the  inverse 









1.000.88 0.904 0.928 0.952 0.978
Figure 11: H R (p) fo r  the  norm al d is tr ib u tio n  model.
® N o rm a l d is tr ib u t io n  has th e  m a x im u m  e n tro p y  over a l l d is tr ib u tio n s  w ith  th e  sam e va riance . 
T h u s , o u r e s tim a te  fo r th e  res idu a l e n tro p y  is in  fac t th e  worst-case m odel.
29
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We observed th a t the  typ ica l variance cr  ̂ for our tes t C T  and M R  images always 
lies between 500 and 2000. F igu re  11 shows the behavior o f H R {p )  for cr̂  G {500, 
1200, 2000} (sm aller a  correspond to  lower curves). F rom  th is theore tica l m odel, a 




w hich fo r E [500, 2000] belongs to  [0.995, 0.997]. F rom  (10) one can f in d  the 
behavior o f p as a function  o f compression ra tio  C  =  and variance a. Solving
log - ^ 2x 60-2 ( ^  -  1) I
log \ /2 Trecr ̂
for p y ie lds
27recr2






Figure 12: C orre la tion  vs. compression ra tio .
F igure  12 demonstrates p (C )  sufficient to  ensure a given compression ra t io  C
fo r E {500, 1200, 2000} (the  three curves almost coincide).Note how fast p {C )
30
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increases in  a ll three cases: for C  >  1, when compression starts being practica l, a 
sm all increase in compression ra tio  can be achieved on ly  w ith  substantia l increase 
in  in ter-im age corre lation p, and C  >  2 becomes possible on ly  for v ir tu a lly  identica l 
images (p becomes very close to  1).
T he  fo llow ing  theore tica l resu lt provides an upper boundary fo r the entropy re­
duction  fun c tio n  H R {p )  (see F igure  11) :
L em m a 3. For any tw o images u  and v  func tion  H R { p )  =  satisfies
w ith  equa lity  possible on ly fo r independent u  and v.
P roof.
n
For any random  variables Ui entropy H { u i U 2 ,... Un) ^  , and equa lity
1 = 1
holds i f f  a ll Ui are independent^ . In  the case o f tw o random  variables H { u ,v )  ^  
H (u )  +  H (v ) .  Consider random  variable r  =  u  — v. I t  has p ro b a b ility  d is trib u tio n  
=  { P ’’ ( r  — ro )} , where
P X r  =  r o ) =  ^  p W ( ( « , u )  =  (%^o,'Uo)),
UQ~VQ=rQ
w hich means th a t 7^’’ values are obtained as sums o f p robab ilities  in the d is tr ib ­
u tion  'pC '") o f the image pa ir (u ,v ) .  Also, m erging p robab ilities  cannot increase the 
entropy:
R { P l , p 2 , P : i - - - , P n )  >  H { p i  +  P2 , P: i - - - , Pn) -
®See th e  p ro p e rtie s  o f  th e  e n tro py  fu n c tio n  lis te d  in  th e  in tro d u c tio n .
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Since is obta ined  merging (adding) some o f  ̂we conclude H { r )  ^  H { u , v )  
and consequently H { r )  <  H {u )  +  H { d). The entropy ra tio  function  is defined as 
H R {p )  =  H { r ) / H { u ) ,  therefore
■
C orollary 1. Compression ra tio  C{p) obta ined replacing image u  hy  r  =  u  — v  
satisfies
Proof.
Follows d ire c tly  firom the previous lemma because C {p) — l / H R { p ) .
■
C orollary 2. I f  image u  is chosen such th a t H {u )  ^  H (v ) ,  then H R { p )  ^  2, and 
C {p)  ^  0.5.
A ny  compression is p ractica l on ly i f  the ra tio  C  >  1; we have already dem on­
s tra ted  th a t  rep lac ing  one image w ith  its  difference from  another lower en tropy image 
cannot increase the  entropy more than 100%. In  other words, i f  one applies the  d if ­
ference m odel to  compress the more in form ation  rich  o f the two images, the  entropy 
reduction  fu n c tio n  cannot be a rb itra r ily  high.
A  N um erica l E stim a te  o f the  E ntropy Behavior in P red ictive  M odels
The theo re tica l estim ate was made w ith  the  assum ption o f a norm a l continuous 
in tens ity  d is tr ib u tio n  in  the images and residuals. Th is  is a lm ost always tru e  for
32
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residuals, b u t on ly  approxim ate ly true  fo r typ ica l C T  or M R  in tens ity  d is tributions. 
M oreover, in  images the  in tens ity  range is always lim ite d , w hich was not considered 
w ith  th e  no rm a l model. To investigate rea lis tic  problems using b ra in  images (where 
r [ x , y ]  is discrete, integer and lim ited  to  a certain in tens ity  range) we considered a 
set of 50 2 5 6 x2 5 6 x8  C T  images . A l l  50 p rinc ipa l components Pk , /e =  1 ,.., 50, of 
th is  set were com puted and the consecutive subsets =  { p i ,  ...,Pk} o f firs t k =  1, 
2 ,..., 50 p rin c ip a l components were used to  pred ic t the  same ra n d o m ly  chosen image 
u \ .  A fte r  app ly in g  each o f these 50 models, the residua l values r [ x , y \  were almost 
n o rm a lly  d is tr ib u te d  on the  (—127, 128) in terval, and the res idua l entropy H R {p )  
decreased as shown on F igure 13. Except fo r some sm all deviations, one can observe 
th e  rem arkable  s im ila r ity  between the theore tica l and num erica l estimates o f H R {p ).  
Prom  th e  num erica l estimate, a good image pred ictor m ust corre la te  w ith  the  image 
in  at least the  0.95 — 0.99 range, and 50% compression im provem ent, H R {p )  — 0.5, 





0 .2 0 -
0.00
1.000.83 0,904 0.928 0.952 0.978
F igure 13: H R (p) from  50-image C T  database.
Im ages w ere  ta k e n  fro m  d iffe re n t p a tie n ts , b u t  reg is tered b y  a ra d io lo g is t .  Im ages o f  th e  same 
-scene can  be  e ff ic ie n tly  reg is te re d  [25].
33
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
T h is  h ig ii co rre la tion  level is impossible between tw o d ifferent C T  o r M R  images, 
when 0.7 ^  p ^  0.8. Therefore both  theore tica l and num erica l estim ates demonstrate 
th a t a sim ple p re d ic tio n  o f one image from  the others in  a correlated image database, 
may not p rovide  b e tte r compression and in  practice m ay even increase in size a fter 
the data  is “compressed” . Th is  phenomenon can be observed on the  F igure 13: 
H R { p  ~  0.88) >  1, w h ich  is an increase in residual entropy compared to  the  o rig ina l 
image e n tropy “  . W e started p lo tt in g  w ith  the  f irs t p rin c ip a l com ponent, which 
corresponds to  the  averaged bra in  image, which dem onstrated th a t com puting  the 
residual as the  difference between an image and the average (cen tro id ) c o f several 
database images can increase the entropy. W e illu s tra te  th is  same conclusion w ith  
the  f irs t 10 images Ui in  Table 1. T he  average entropy fo r th is  10-image database is 
eo =  5.975. I f  we a pp ly  a simple difference model s to ring  { u i , U 2 — U i, ...,U iq — U i}  
instead o f the  o rig in a l image set, it  results in  increasing the  database entropy by 4%. 
For the  centroid model, we have to  compute the  centro id image c and store a ll eleven 
images (c, Uj — c , ..., Uio — c}, which increases the  database entropy by  12%.
The o rig in  o f th is  problem  is insufficient in ter-im age corre la tion , which causes 
fa ilu re  in  sim ple difference-based predictors. As one can observe from  the  Table 
1, difference and residual images can have higher entropies than the o rig ina l images. 
Therefore, the  need fo r a more reliable and effic ient lossless s im ila r im age compression 
m ethod is apparent, and th is model can be b u ilt  on ly th rough  the  be tte r corre la tion 
o f s im ila r images.
W h ile  th e  re s id u a l va rian ce  cr is m uch sm a lle r com p are d  to  th a t  o f  th e  im age; u  Ri (1 — 
0 .8 8 )i;a r( 'u ).
34
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Table 1: Inter-frame prediction
Image U i U 2 U s '1 /4 n s U q U y U s U q 'U l o average
O r ig in a l en tropy 6.00 5.59 5.84 6.11 6.26 5.90 6.05 5.86 5.81 6.37 5.975 (100% )
u f-u 2  en tropy , i > l 6.00 5.69 6.13 6.22 6.56 6,27 6.42 6.31 6.04 6.45 6.209 (104% )
u j - c  en tropy 5.99 6.01 6.00 5.88 6.21 5.98 6.14 6.03 6.03 5.99 6.693 (112% )
C o rre la tio n  to 1.00 .84 .77 .78 .74 .77 .75 .74 .75 .78 .77
“Intra-im age” vs. “Inter-im age” Correlation
The  previous discussion dem onstrated th a t the  co rre la tion  p betureen images 
( “ in ter-im age” corre la tion) can be used for efficient compression o n ly  i f  i t  exceeded 
~  0.95, which is im probable fo r both C T  and M R  images. However, the corre la tion  
among several neighboring pixels in  the same bra in image ( “ in tra -im age” corre la tion) 
is typ ic a lly  m ore tha n  0.95, w hich makes i t  a good choice for res idua l entropy reduc­
tion . Does th is  also mean th a t inter-image corre la tion is valueless? As an answer to 
th is  question, we w il l  prove th a t there is essentially no difference between these two 
corre la tion  types, and a re la tive ly  low inter-image corre la tion  p  can s t il l guarantee 
the  presence o f a h igh  in tra-im age correlation q  in  a ll s im ila r images. T h is  result 
leads to  the proposal o f a new approach for correlated data compression.
We use the subscript s to  ind icate the  sh ift operator: Ua[i] ~  u [ i  — 1], W e also
assume th a t fo r any tw o s im ila r images u  and v ||u|| — HuaH — 14
^ " In c lu d in g  th e  c e n tro id  im age c w ith  e n tro py  6.67 (no te  th e  increase in  c e n tro id  e n tro p y ), 
exc luded
n a tu ra l a s s u m p tio n  fo r  s im ila r  images, w h ich  have v e ry  close s ta t is t ic a l cha ra c te ris tics . We 
m ay a lso  assume w ith o u t  any loss o f  ge ne ra lity  th a t  a ll im ages a re  centered: 11 =  v =  û^  =  Va = 0 .
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
L e m m a  4. L inear regression models are defined as (see F igure  14): 
u =  aUs +  r  (a  ^  0 is the  intra-im age corre lation for image u),
V — jSvg +  g (l3 is the in tra-im age corre la tion  fo r image v ) ,
V =  pu  +  6 (p ^  0 is th e  inter-im age corre la tion  between images u  and v),
S =  4- e (p ^  0 is the  in tra-im age corre la tion for the sh ifte d  res idua l).
T hen  the  lower bound fo r the corre lation between v and is:
P =  p(v,Vs) ^  p^a -  ^ \/l -  a  -  p 2 {a -  p| 4- \ / l  - p  4. -  p2)
M f.(p ,a ,p ) ,
and the  average estim ate is 
P -  p{v,Vs) % p ^ m - |-p ( l -  p^) =  M A {p ,a ,p ) .
à'— V-pU
p =  Alt’
P roof.
F igure  14: C orre la tion  Lemma.
S h iftin g  V =  pu +  6 we ob ta in  — pu^ +  6^, and v =  pu +  6 =  pau^ +  p r  +  S. 
Then:
36
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
v j v  =  {p u ^ +  6'^){paUs +  p r +  6) =  p '^ a u ju s + p '^ u j r  +  p u jô  +  paô^u^ +  p ô^ r  +  ô jô .  
Prom the o rthogona lity  o f linear regression estim ators u j r  — =  0, yie ld ing;
vJV =  p^au^Us  +  p u ^ 6 4- pd^r  +
From  linear regression equations:
1. pu^6  4- p<5j’r  =  p{u^6 +  8 ^ r)  =  p { ^ { u ^  — r^ )5  4- =  p (-^ r^< 5  4- r^6s)
-  p r ^ ( —i<5 4- =  p r^ { - ^ { jp 5 s  4- e) 4- 6.) =  p ( ( l  -
and
|prt^5 4-pd%^r| ^  - p | l - f l
>  ( - P  | i  -  ^1 IH I "
T h is  is the  lower bound for pu^S 4- p6^r. O n average,
\pu^6 +  p6^r \  =  |p (—ir^ (5  4 -r^5 a )|
<  (p | l  -  1̂ V I  -  a;2^1 -  p2 4- -  a ^ \ / l  -  p ^ \ / l  ~  P^) ||w||^ ■
Therefore we chose the m idd le  in te rva l value 0 to  estimate^® pu^^  4- p 6 ^ r w  0 
2- ||<^I<5|| =  | | p 6 %  + 6^611 =  l|p(5j<5a|| =p||<5^1| = p ( l - p 2 ) | | w l | 2 .
Because ||u|| =  ||u||,
jp ;^  > p^a-p|l -  f  I Vl -  Q^y/l -  p2 -  |V l  -  « V l  -  p V I -
4 -p (l -  p^),
^ « p ^ a  +  p ( l - / )  ■
One can consider a function  /Z^(p, o ,p ) =  M i{ p ,a , p ) / p ,  which gives the lower 
bound o f the ra tio  /3/p. S im ilarly, R ^ ( p ,a ,p )  =  M/^(p, o ;,p )/p  estimates the ra tio
/3 /p  on average. W e found num erica lly  for C T  and M R  images p %: 0.75, a  % 0.95,
‘■®The v a l id i ty  o f th is  e s tim a te  was v e r ifie d  n u m e ric a lly  w ith  C T  and  M R  im ages. A n a ly t ic a lly ,  
we neg lected th e  te rm  o f  th e  lowest o rd e r fo r  o  —» 1.
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and p PU a. F igure  15 le ft shows the worst, and F igure 15 r ig h t - the average behavior 
o f the  contours ,6/p =  1 for choices o f A =  p / a  =  {0 .8 ,1 .0 ,1 .2 }. Thus, for each 
choice o f A, the  corresponding curve shows the  worst-case, i.e., lowest (F igure  15 
le ft) and average (F igu re  15 righ t) in tra -im age corre la tion  a  =  a {p )  in  at least one 
database image u, suffic ient to  guarantee th a t for any o the r image v, p {u ,v )  =  p, the  
in tra -im age corre la tion  P in v w il l exceed the  in ter-im age corre la tion  p. T he  region 
above each curve corresponds to  /3/p >  1, when the  presence o f on ly  one h igh ly  in tra ­
correlated image u  ensures th a t given p, a ll o ther s im ila r images v, p {u ,v )  =  p, w il l 
have in tra-im age corre la tion  P greater than  p. F igure 15 has C T  and M R  clusters to  
show th a t th is  cond ition  is satisfied.
i fMR and
0.88
0.96 0.9  •
0 .94
0.8







F igure 15; W orst and average-case in tra -im age corre la tion a.
C o r o l la r y  3. For Vp ^  0.5, V inter-irnage corre la tion  p 3 a  =  a{p),  0 <  a  <  1 such 
th a t i f  a t le a s t o n e  image u  has in tra-im age corre la tion  a,  a ll images p-corre lated 
to  u  w ill have in tra -im age corre lation P >  p. For Vp, i f  p —*• 1, then P a.
The co ro lla ry  proves an in tu itiv e ly  clear idea th a t h igh  in tra-im age corre la tion  
w il l  propagate in to  a ll in ter-corre la ted images.
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Proof.
For any p and p, 0 ^  p ,p  <  1, B i { p ,  a ,p )  increases as a fun c tio n  o f a,  therefore i t  
is sufficient to  prove the  resu lt fo r 0  =  1. R l {p , 1 ,p ) =  R a {p , l , p )  =  P + ^(1 >  1
yie lds + p ( l  — p^) >  P-, o r [p — l ) { p  — - ^ )  >  0. Since p <  1 leads to  p <  I f  
p  >  0.5, >  1 and fo r any p <  1, p <  is always true . ■
C T  and M R  images satisfy th is  cond ition  w ith  the ir ty p ic a l p % 0.75, a  «  0.95, 
p  »  o. I f  p  is less tha n  0.5, the coro lla ry w il l s t i l l  be true  fo r Vp <
W e can transpose th is  conclusion by defin ing the (æ, y) pixel-set as the  set o f a ll 
p ixels from  th e  image database corresponding to  the { x ,y )  image coordinate. The 
images are assumed to  be o f the same size, so we have as m any pixel-sets as pixels in  
each image, and the  num ber o f pixels in  the pixel-sets is the  num ber n  o f  images in  the 
database. In  a m a tr ix  V  w ith  each image Vi as a column, each p ixe l-set corresponds 
to  a row. I f  we transpose th is  m a trix , each image becomes a row, each pixel-set 
becomes a co lum n. One can repeat th is  reasoning trea ting  pixel-sets as new images 
and images as new pixel-sets. A fte r transposing the V  m a tr ix  the  in tra -co rre la tion  
w il l become an in ter-corre la tion , and vice versa, or
C orollary 4. For Vp ^ 0.5, V in tra -co rre la tion  a  3 p =  p(o:), 0 <  p < 1 such 
th a t i f  at lea st one ( x ,y )  pixel-set has inter-im age co rre la tion  p, a ll images w ith  
in tra -co rre la tion  a  have inter-im age corre lation p* >  a. For Vp, i f  a  —» 1, then
p *  p.
In  other words, h igh inter-im age corre lation w ill also propagate for a ll p ixe l coor­
d inates given h igh  in tra -im age correlation.
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T h is  demonstrates th a t high in tra-im age correlation and in te r-im age  corre lation 
ra re ly  occur separately, i.e., i f  one is large in at least one s im ila r image, the  o ther w ill 
also be large. Since b o th  co rre la tion  types are related, we m ay expect th a t removing 
one o f them  m ay essentia lly resu lt in  removing both. However, th is  conclusion is 
more general than  its  in tu it iv e  im p lica tion . Note, in  our proofs, we d id  no t use any 
specific pixel-based image in te rp re ta tion , i.e., the same reasoning w il l be true  if  we 
represent the images as vectors o f th e ir Fourier or D C T  coefficients, as nonlinear 
transform ed images, etc. I t  is the  generality o f th is resu lt th a t  leads to  the  s im ila r 
data compression technique described in  the next subsection.
Functional A pproach to  S im ilar Im age C om pression
W hen p —> 1, /? —>■ q ; or, f o r  any image representation, a fu n c tio n  rem oving a  
intra-im age corre la tion  fro m  one o f the  several h igh ly  corre la ted  images w il l result 
in  in tra-im age co rre la tion  reduc tion  in  a ll o f them. Th is  a llows th e  in tro d u c tio n  of 
the concept o f func tiona l decorre la tion for the  redundant im age da ta  set, which is 
expressed in the fo llow ing:
1. Given a set o f s im ila r images Vi, choose any representative Vq and construct 
some transform  /o () w h ich  removes the intra-im age corre la tion  a  fro m  vq. T h is  w ill 
decrease the entropy o f Vq, i.e., p rov ide  improved compression fo r Vo-
2. Then app ly  the same trans fo rm  /q() to  any other Uj. W ith  a h igh inter-im age 
corre lation p, an in tra -im age co rre la tion  (3 fo r any Vi w il l tend  to  be close to  a. 
Therefore, i f  /o () was chosen as o p tim a l for rem oving a,  i t  should be nearly  optim al 
for rem oving P  as well. I t  w il l become optim a l for a ll images as p —>■ 1.
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Thus, any decorrelating transfo rm , e ffic ien tly  decreasing the  entropy o f at least 
one image, w il l tend to  decrease the  entropy o f a ll s im ila r images. I f  we define a 
compression-similar set as the set o f s im ila r vectors (images) e ffic ien tly  compressed by 
the same a lgorithm , then we prove th a t highly correlated images fo r m  a compression- 
s im ila r set. Moreover, the existence o f th is  common compression func tion  fo r several 
correlated images can be generalized in  the  fo llow ing way: a fte r app ly ing  the  same 
transfo rm  to  each image in  a corre la ted set, the  transform  param eters are also ex­
pected to  be corre lated fo r the images (fo r instance, Fourier transfo rm s o f each o f  the 
correlated images, as the “ in tra -im age” p red ic ting  model, are also corre lated fo r the 
images). T h is  is im p o rta n t fo r s im ila r images like C T  or M R  scans, when the  p ixe l- 
based corre la tion  p fa ils to  guarantee suffic ient compression q u a lity : the in ter-image  
correlation between transform parameters, shown in the nex t section, can be higher 
and more fau lt- to le ran t than in ter- im age p ixe l correlation.
The func tiona l approach to  compressing sets o f s im ila r d a ta  is very benefic ia l in  
large data sets, when we do no t have the lu x u ry  o f find ing  an o p tim a l compressing 
transform  fo r each element in  th e  set. In  th is  case, nearly o p tim a l set compression 
can be achieved by fin d ing  the  o p tim a l compressing transfo rm  fo r a single element 
(image) and using th is  transfo rm  to  compress the entire set.
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F u n c t i o n a l  A p p r o a c h  U s in g  C o m m o n  A u t o r e g r e s s iv e
M o d e l s  (C A R s)
In trod u ction
Previously, s im ila r image compression approaches tend to  equate image s im ila rity  
w ith  h igh  corre la tion , and remove inter-image redundancy somehow p red ic ting  pa rt o f 
the  images from  the  others [9],[32],[33]. However, we dem onstra ted th a t for certain 
classes o f s im ila r images th is  m ay not lead to  any compression. A no the r problem 
w ith  th is  approach is its  sens itiv ity ; fo r instance, the  co rre la tion  between two images 
can be substan tia lly  decreased, and the mismatch increased, i f  one image is shifted or 
ro ta te d  w ith  respect to  the  o ther, which does not reduce the  v isua l s im ila rity  o f these 
images. A tte m p ts  to  solve th is  problem  w ith  image re g is tra tion  (proper alignm ent) 
genera lly lead to  com plicated nonlinear algorithm s, which are a burden to  any data 
set compression.
W e propose in  th is  research using image resemblance in  functiona l, ra ther than 
corre lated, context: a set o f images is s im ilar i f  a compression transform  op tim a lly  
chosen fo r one w il l be o p tim a l or nearly optim al fo r any o th e r one in  the set. The 
degree o f th is  “ near o p tim a lity ” also becomes a re liab le  s im ila r ity  measure. Hence, 
a class o f similar- images has on ly  one common compression transfo rm , which should 
e ffic ien tly  compress any image from  th is  class and perfo rm  p oo rly  for any image 
outside the  class. In  th is  research we choose autoregressive (A R ) models to  illus tra te  
the  existence and properties o f common autoregressive (C A R ) m odel for compressing 
a set o f s im ila r images.
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C o m m o n  A R  M o d el A p p lica tio n s
P ra c tica l Tests
W e illu s tra te  our results num erica lly  w ith  com puter tom ography (C T ) scans o f 
hum an bra ins and an A R  compressing model. For C T  images, intra-im age correla­
t io n  between neighboring pixels is ty p ic a lly  as h igh  as 0.95, which is greater tha n  
th e ir  average 0.75 inter-im age corre la tion  and suggests the  use o f A R  compressing 
transfo rm s [27],[34],[31]. For example, the typ ica l second-order A R  model for the 2D 
image u [ i ,y ]  isu [z , j ]  =  1, j ]  j  -  1] - f- r  =  ( /J jS  4 -^ 2 ^ )^  +  ’’ =  / ( « )  +  r ,
where L  and B  are le ft and b o tto m  sh ift operators respective ly [27],[30],[34],[29]. 
T he  residua l r  =  u  — f { u )  represents the part th a t  cannot be predicted w ith  / ( ) .  
Least-squares A R  models o f increasing order can e ffic ien tly  compress sm ooth images. 
However, b u ild in g  them  fo r each image is extrem ely tim e  consuming, which makes 
large image-dependent predictors unpopu la r for image compression.
W e are no t re in troducing  the A R  models for s ingu la r image compression. Instead, 
we are proposing A R  model corre la tion  as a much b e tte r m ethod to  compress s im ila r 
images th a n  the  tra d itio n a l p ixe l-to -p ixe l or reg ion-to -reg ion  correlation. W ith  ou r 
proposal, the  tim e  and memory costs for image-dependent A R  predictors can be 
d ra m a tica lly  reduced for a set o f s im ila r images. These results are illus tra ted  in  
Table  2 fo r the order autoregressive model^® u [ i , j ]  =  (P iB  +  +  P-^BL 4-
P ^ B “̂ +  P ^L^)u  +  r  =  f { u )  +  r  app lied to  10 s im ila r C T  b ra in  scans (compare these 
results to  Table 1 on page 35). T h e  average database entropy is eo =  5.975 is
F o u n d  to  be  su ffic ie n t to  o u tp e rfo rm  p re v io u s  com press ion  techn iques  based on im age co rre la ­
t io n ,  in c lu d in g  im age-independen t A R  m odels.
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p ro p o rtio n a l to  the  Huffman-compressed database size. We chose the  C A R  m odel 
as the  o p tim a l 5^^ order autoregressive transform  /|®() fo r the firs t image Uj,  w ith  
/?i =  0.968950, =  0.764156, =  -0 .471855, =  -0 .169767, P^ =  -0 .097293
(these coefficients d iffer from  image-independent A R  models [27]). T h is  C A R  was 
app lied to  each Ui, y ie ld ing  an average entropy 6 % =  2.644 =  0.4425co. F ina lly , we 
compressed (decorrelated) each image w ith  its  own o p tim a l 5^'' order autoregression 
/]®(), y ie ld ing  an average entropy 62 =  2.624 =  0.4392eo =  0.9925ci, w hich is 
rem arkab ly  close to  the C A R  entropy C j.
Table 2: C A R  m odel w ith  least squares.
I m .g . U i U 2 Us U 4 U5 U g U r Us Uq ^ 1 0 average
O r ig in a l e n tro p y 6.00 5.69 5.84 6.11 6.26 5.90 6.05 5.86 5.81 5.81 5.975 (100% )
E n tro p y  a fte r  ^ J ^ C ) 2.81 2.74 2.72 2.74 2.74 2.40 2.67 2.46 2.59 2.57 2.644 (44 .2% )
E n tro p y  a fte r  () 2.81 2.73 2.72 2.73 2.72 2.36 2.63 2.42 2.59 2.54 2.624 (43 .9% )
C o rre la tio n  ( 'Ü j  , 1. .84 .77 .78 .74 .77 .75 .74 .75 .78 .77
C o rre la tio n  ( ) 1. .999 .998 .999 .999 .998 .994 .997 .998 .999 .998
T hus,us ing  o n ly  a u j—based decorrelating A R  model, we achieved an almost op­
t im a l 56% compression improvement^® w ith  no a dd itiona l tim e  o r m em ory require­
m ent. Technically, only one o p tim a l 5*'  ̂ order compressing autoregressive transfo rm  
was determ ined instead o f 10, and we stored on ly  5 /^-coefficients for the  entire da ta ­
base. Since a ll 10 test images were random ly selected from  a larger C T  database, the  
exc lud ed
te rm s  o f  com pressed f ile  size be ing  p ro p o r t io n a l to  êq. In  te rm s  o f th e  o r ig in a l 8 -b it  g ra y  leve l 
im age  size we ach ieved — ^  =  3. 0257 com pression  ra tio .
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same im provem ent w ould be expected i f  the f \^{ )  transform  is applied to  any num ber 
o f the s im ila r C T  images.
C A R  m odel database compression has several o ther advantages. F irs t, since o n ly  
neighboring pixels are involved in  th is  p red iction , the model w il l no t be affected by 
any transform s such as sh ifts and ro ta tions (transform s th a t often make b ra in  im ­
ages less correlated), and can be equa lly  useful for registered or non-registered sets o f 
images. T h is  can save a large am ount o f tim e, because image reg is tra tion  is challeng­
ing, com puta tiona lly  expensive, and a bottleneck fo r previous p red ic tive  approaches. 
Furtherm ore, s im ila r in te rna l properties o f the  images, such as alm ost th e  same in tra ­
image corre la tion, enable the  construction  o f  f l^Q- l ike  transform s w h ich  are more s im ­
ila r than  th e  images themselves. T h e  tw o last rows in  Table 2 compare the  in ter-im age 
p ixe l corre la tion  {u \ ,U i)  w ith  th e  in te r-func tion  corre lation (/l® (),/î® ()) (com puted 
for the corre la tion  between the o p tim a l o rder /3—coefficients derived from  each im ­
age) . One can observe w hy “com m on-function” compression outperform s in ter-im age 
predictive models. I t  is because the  in te r-func tion  average corre la tion  is as h igh  as
0.998, and so we can essentially use the same compressing function. T h is  is w hy /J®() 
e ffic iently compresses a ll s im ila r images. Thus, instead of re ly ing  on re la tive ly  low  
and error-sensitive p ixe l-to -p ixe l image corre la tion, the  functiona l na tu re  o f image 
s im ila rity  takes advantage o f the  s im ila rities  in  the images o f the same type.
Moreover, images can be added or removed from  the database w ith o u t recom put­
ing the compressing function , centro id  images, in te r-fiam e predictive coefficients o r 
any image clusters. A fte r  a C A R  compressing transform  is b u ilt  from  one database 
representative, each image is compressed independently, which makes th is  technique
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very su itab le  fo r para lle l architectures. Essentially, the  C A R  p red ic ting  m odel for 
b ra in  images can pred ic t any b ra in  image o f approx im ate ly  the  same size and orien­
ta tio n , o r a C A R  p red ic ting  m odel fo r a knee can be applied to  any knee scan o f the 
same n a tu re  to  achieve an im proved compression ra tio , etc.
F ina lly , i t  was in teresting to  observe th a t a fte r / i ( )  is used to  e ffic ien tly  remove 
a ll in tra -im age  corre lation, the inter-im age corre la tion  am ong the residuals decreases 
to  alm ost zero (in  our experim ent as low  as 0.003). T h is  again shows th a t the 
in tra -im age  corre la tion  was ac tua lly  induced by the  in ter-im age corre la tion, and vice 
versa. R em oving one essentially removes bo th , and the database becomes essentially 
com plete ly uncorrelated.
The fo llow ing  subsections provide the theore tica l support for the  C A R  m ethod.
A ssum ptions
W e based ou r studies on C T , M R  and aerial surveillance images. For each class 
o f  images, a ll representatives d isp lay objects o f the  same nature (e.g., hum an bra in) 
and look very s im ilar, b u t th e ir  s im ila rities  are more structure-based than  region- 
based. In  pa rticu la r, un like M P E G  compression, these images do not have any closely 
co inc id ing  regions even after m apping them  onto each other. For ou r study, we only 
assumed image smoothness (positive  corre la tion  between neighboring pixels) and 
s im ila rly  a smoothness o f image differences. The la tte r means th a t i f  we sub trac t one 
sm ooth s im ila r image from  any linear com binations o f o ther smooth s im ila r images, 
the  res idua l w il l rem ain smooth (positive ly autocorre la ted). Th is last assum ption is 
in tu it iv e ly  clear and can be supported w ith  our num erical results.
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Simple S tudy
In  the  previous chapter we studied how in tra  image co rre la tion  (3 in  any s im ila r 
database image v  depends upon average in ter-im age co rre la tion  p =  p {u ,v )  and 
in tra -im age  co rre la tion  a  in  some chosen “reference” image u. One can perform  
very s im ila r derivations to  analyze how the  p ro x im ity  between a  and f3 affects the 
autoregressive compression q ua lity  o f these images as opposed to  compressing the 
same set o f  images w ith  inter-image predictors. We use the  fo llow ing  notations: u 
and V fo r  vectors (images), r  fo r the p red ictive  residual in  regression v =  pu  +  r,  
a  and (3 fo r  in tra -im age autocorrelation coefficients, and the  subscript s fo r image 
sh ifts in  the  coord ina te  domain. Thus we can express the  firs t o rder autoregressive 
(A R ) m odel fo r th e  u  image as u =  j3us -f- r ,  where /3 is a constant and s corresponds 
to  1-p ixe l sh ift in  th e  “past”  d irection: =  u \ i  — 1 ] [30], [34]. A  s im ila r model for
the  V image is v =  av^ d - 1 . W ith o u t any loss o f genera lity  we can assume th a t a ll 
images are centered and normalized: ü  = v  — 0  (averages) and ||u|| =  ||u|| =  1 (least 
square norm s). In  th is  case, a,  (3 and p are corre la tion coefficients between images 
and th e ir  p red ic to rs  in the respective models.
Rem ark: q =  v — the residual a fte r app ly ing  the  u-m odel to  v. Then
||q ||2 =  (a  _  ^ ) 2  1 _  q,2
Proof.
||q|P =  q^q =  (u ^  -  0 v j ) { v  — Pv^} =  v'^v  — Pv ’̂ v^ — P v j v  -f- P'^vjv^
=  1 — Pa — Pa 4- P'̂  = {a — Pp +  1 — oP.
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In  pa rticu la r, i f  p is the  in te r-fram e corre lation, p =  and r  is the  in te r-fram e  
p red ic tion  residual, r  =  v — pu, compressing a ll database images w ith  the  same A R  
m odel (C A R ) w il l be more effic ien t when compared to  the  in te r-fram e p red ic to rs  i f  
||g|| <  l|r | | o r {a — /3)^ -h 1 — <  1 — or
A  =  | a  —  /3 |  <  ^ o ; 2  —  p 2 ^  o j .
a  — y / ol'̂  — p"̂  <  /? <  1
E x a m p le :  W e observed th a t  fo r the  registered C T  images p ra re ly  exceeds 0.8, 
the average a  is o ften above 0.95. Thus fo r any other C T  image w ith  in tra -fra m e  
( “auto ” ) corre la tion j3 >  0.95 — \/0.95^ — 0.8^ =  0.44. T h is  means i t  w i l l  be m ore 
e ffic ien tly  compressed w ith  the  same A R  model, ra ther than  in te r-fram e p red ic to r.
Since in  practice as a,  is m uch h igher than  0.44, C A R  compression fo r C T  images
works b e tte r than  tra d itio n a l in te r-fram e  prediction.
Considering In te r-fram e  C orre la tion
The  previous s im p lified  resu lt does no t consider th a t a, (3 and p depend on each 
other: p is the corre la tion between images w ith  a  and /3 in tra-im age corre la tions. In  
p a rticu la r, i f  p and a  become large, j3 cannot be small, and A  =  a  — j3 depends on 
p as:
A  =  a  — P =  v j v  — u j u  =  v'^v — ^ ( u j  — r^ ) ^ (u  — r )
=  -  r l ) { v  -  r )  =  u ^ u ( l -  ^ )  +  - ^ v j r  +  j ^ r j v  -  j ^ r j r
=  « ( 1  - j ^ )  +  j r i ^^Tr  +  r J v  -  r f r ) .
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where \v'^r  +  r'^v\ ^  2 - \ / l  — and |r ^ r |  ^  1 — The te rm  J r  +  rJ t ;  — r J r  can 
be estim ated as follows:
n j r  +  r j i»  — r f r  =  — 1] +  r [ i ] v [ i  +  1] — r [ i] r [z  — l ] )
i
= -  1] + + 1]) -  r [ i ] r [ i  -  1]),
i
and since we know  th a t
v [ i  +  1] =  av[ i ]  +  t [ i ] ,
in tro d u c in g  a s im ila r A R  model fo r r  as
r [ i  +  1] =  7 r[z] +  i5[z],
we ob ta in
u j r  +  r '^v  — r j r  =  — 1] +  v [ i  +  1]) — r [ i ] r [ i  —  1])
i
= -  4* -  1])} -  r [ i ] { 'y r [ i ]  + 5[z]))
i
=  E ([û ^  +  i ]  - 1 ]) -
i
W e observed th a t the  in ter-fram e residual r  and A R  residual t  in  practice appear 
to  be alm ost uncorrelated, and so we can assume^® E  =  E ^ H 4 ^  — 1] 0.
i i
Then
u j ’r  +  r '^v — r j r  «  [a  +  r[z]u[z] — 'yr'^[i]) =  [a  - f  — 7 r ^ r
i
=  [ck +  ~ ] r ^ { p u  +  r )  — 7 r ^ r  — [a  4- =  (o; +  ^  — ' y ) r ^ r
= (a +  i  - t )(1 -P^)-
F ina lly ,
=  a -  [3 =  ol{1 -  j r )  +  - f  r j u  -  r j r )
^  0̂ (1 -  ^ )  +  è -  7)(1 -  P̂ ) =  ( i  “  7)(1 -  P̂ )
'■®One can a lso  neg lect th is  te rm  as h a v in g  th e  low est o rd e r o f  m a g n itu d e  w ith  respect to  th e  
o thers .
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For re la tive ly  sm ooth  ( intra-corre lated) images like C T  o r M R , the residual r  
th a t results a fte r rem oving one s im ila r image jfrom the o ther, inhe rits  th is  in tra ­
image co rre la tion , i.e., 7  >  0 (our assumption o f residual smoothness). In  fact, we 
experim ented w ith  C T  and M R  images and discovered th a t 0  <  7  <  a , o ften w ith  
7  —»■ a . Therefore
A «  -  o:)(l -  p^) ,
so the  cond ition  fo r the C A R  model to  provide b e tte r decorre la tion th a n  the 
in te r-fram e p red ic to r becomes
( i  -  a )( l -  / )  < y j a ^ - p ^ .
I f  the  im age in tra -co rre la tion  a  increases, i.e., a  —> 1, then  ^  — o; —> 0, and the 
above co nd itio n  w il l always be satisfied f o r  any p>0.  The  co nd ition  a  ^  1 can be 
m et w ith  h igher order C A R  models: 10-th order models fo r our test images accounted 
for 0.995 o f  in tra -im age  correlation. Therefore,
C orollary 5. For a set o f s im ila r [p >  0) images w ith  h igh in tra -im age corre la tion, 
Q! —> 1 for a t least one im age v, the A R  model derived from  th is  image w ill 
decorrelate any o ther s im ila r image be tte r than  the  in ter-fram e decorrelation.
Residual Smoothness
One m ay argue th a t  the assumption 7 - ^ 0 ; (in ter-fram e residua l au tocorre la tion  
approaches image autocorre la tion) is too  strong to  always be true. In  general, i t  is 
always tru e  th a t, 0 ^  7  <  a. Therefore, we can in troduce a param eter A =  and
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0 ^  A ^  1. The  cond ition  for the A R  m odel to  ou tperfo rm  in te r-fram e  compression 
becomes:
( i  -  q;A)(1 -  p2) <  ^ < ^ 2  _ p 2 
We choose five values o f A, {0.2, 0.4, 0.6, 0.8, 1.0}, and p lo tte d  curves for —





0.6 0.7 0.8 0.9
F igure  16: In tra  (a ) vs in te r (p) image corre la tion.
The lowest curve corresponds to  A =  1 ( 7  —»• a ), the  highest curve to  A =  0.2. 
Each curve shows how the intra-im age autoregressive corre la tion  a. increases w ith  
increasing in ter-im age corre lation p, and the  region above the curve th a t corresponds 
to  — q A ) ( 1  — p^) <  — p^, is the case when a one-image A R  outperform s an
in ter-fram e decorrelation. T w o  im p o rta n t observations can be made:
1 . A R  in tra -im age  correlation a increases faster than  the in te r-fram e  corre lation 
p, bo th  in  term s o f values and functions-" .
2. A l l  o f the C T , sate llite  and M R  images studied, w ith  (o , p) ss (0.95,0.80), 
fa ll in  the “ above the  curve” region even fo r small values o f A. T h is  resu lt indicates
20 a (p )  increases a p p ro x im a te ly  h y p e rb o lic a lly  fo r  p <  1, a n d  is a lm os t l in e a r  o n ly  w hen p  —» 1.
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th a t a C A R  m odel w ill compress the  s im ila r database much be tte r than  in te r-fram e  
corre lation.
Therefore, the residual r  smoothness assum ption can be relaxed to  7  =  c o r r ( r ,  Vg) >  
0  w ith o u t changing the v a lid ity  o f ou r results.
T he E x isten ce  o f  C om m on A R  M od els
Do A R  models perform  well s im p ly  because the y  compress any image e fBciently 
o r because the y  rea lly  correspond to  some underly ing  image s im ila rities  ? T o  dem on­
stra te  the  connection between s im ila r image A R  transform s and provide an answer to  
th is  question, we used 21 test images: 10 C T , 10 M R  and Lena, 256x256x8 b its  each. 
The images were p lo tted  in  2D using o p tim a l p rin c ip a l component m apping. One 
can observe on F igure 17 th a t these images fa ll in to  3 d is tin c t clusters: M R  images 







MR cluster CT Cluster
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+
-2 o -10 o 
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20
Figure 17: S im ila r image classes in 2D.
Then we com puted A R  models o f  orders 2 th rough  10 for each image and o p ti­
m a lly  mapped the model coefficients [3 in to  2D. The models o f order 2 and 3 do no t 
d iffe ren tia te  between C T  and M R  clusters (F igure 18, le ft), bu t a lready o u tla y  the
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Lena image. As the  order increases to  10 (F igure 18, r ig h t), the  d is tin c tion  between 
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F igure  18: 3'"'  ̂ ( le ft) and (righ t) order A R  models.
C onclud ing  th a t A R  models do correspond to  s im ila r image classes, we also cross­
va lida ted  the  efficiency o f each A R  m odel w ith in  each class. F igu re  19 represents our 
results visually. AU 21 A R  models have been applied to  compress a ll 21 images, 
and aU 21 x  21 variances o f compressed (decorrelated) images have been determ ined. 
F igure  19 represents th is  variance m a trix , where the  n - th  ro w  corresponds to  the  
A R  m odel derived and therefore is op tim a l fo r the n - th  test image, and fc-th co lum n 
corresponds to  the  k - th  image. The images (models) from  1 to  10 are C T  images 
(m odels), the  images (models) from  11 to  20 are M R , and # 2 1  corresponds to  Lena. 
For each (n, k)  cell the  in tens ity  o f the cell is p ropo rtiona l to  the  residual variance 
a fter app ly in g  the  model extracted from  the n -th  image to  the  A:-th image (ligh te r 
shade means a higher error).
T he  three dark diagonal clusters correspond to  compressing C T  images w ith  C T  
A R  models, M R  images w ith  M R  A R  models, and Lena image w ith  Lena A R  model. 
In  th is  case, the compression ra tio  is high. The lig h t areas below and above the
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Figure 19: A R  m odel crossvalidation.
m a in  d iagonal show th a t A R  models from  one class applied to  images from  the  o ther 
s im ila r image class perform  poor: in  th is  experim ent, app ly ing  A R  models to  images 
from  d iffe ren t sim ileir classes yielded a 20-50% residual variance increase. T h is  image 
nature-sensitive m odel performance plus the  model coefficient c lustering po in ts to  a 
conclusion th a t A R  models in  fact capture s im ila rities in  the nature o f the  images. 
Therefore, i t  appears to  be valid to  ta lk  about a general A R  model for C T  images, 
which is d iffe ren t from  an A R  model fo r M R  images and so on^^ .
A R  models fo r s im ila r images tend to  be more correlated than  the  images them ­
selves and are able to  reproduce image s im ila rities  in  a very concise form. T h is  leads 
to  a proposal fo r  model-based compression fo r large data  sets o f s im ila r images as 
follows:
course, a ssu m p tio n  o f im age s im u la r ity  inc lud es  an a ssu m p tio n  th a t  im ages a re  ta k e n  us ing 
th e  sam e m o d a lity ,  sam e ty p e  o f  im a g in g  dev ice  etc.
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1. G iven a large database o f s im ila r images, choose one (typ ica l) representative 
and construct its  op tim a l n -th  order A R  model.
2. Use th is  same model to  achieve nearly  op tim a l compression fo r any o the r image 
fro m  the  same database.
A R  models are b u ilt  from  local image properties (p ixe l neighborhoods) and there­
fore do not require images to  be registered, coincide over some regions, etc. I n  next 
section we w il l examine how the s im ila rities  between A R  models can be affected by 
image transform s.
A R  M od el Tolerance
T heore tica l Estim ate
M any s im ila r image database compressing techniques are very sensitive to  image 
trans la tions and ro ta tions, and therefore require  a ll images to  be accurate ly m atched 
(registered) before compression. The process o f image reg istra tion  is com puta tion ­
a lly  expensive in  large image databases. Therefore, there has always been a need 
fo r transform -insensitive  compression approaches. Common A R  models provide  an 
e ffic ient and transfo rm -to le ran t m ethod to  compress s im ilar images. The 5 -th  order 
A R  m odel was used to  derive an A R  m odel tolerance estimate w ith  respect to  image 
trans la tions and ro tations. W ith  the operators B  and L  representing 1-pixel b o tto m  
and le ft image sh ifts respectively, the 5 -th  order A R  model can be represented as:
u  — (/3 jL  4- ^ 2 ^  d" P 3 L1B  4- 4- PqB‘̂ )u +  r, (11)
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where U ^ B ^ u [ i , j ]  =  u [ i  — m , j  — n]. O p tim a l values for /3 =  
are found  w ith  tra d itio n a l least squares regression as:
B  =  [v '^v)~^{v^u),  
where m a tr ix  v  has five columns, and a ll are shifts o f the  vec to r u:
V  =  {Lu ,  B u ,  L B u ,  L '^ u , B ^ u ) .
I t  follows fro m  the  de fin ition  o f an A R  model th a t image tra n s la tio n  T^n,{u) =  
L ^ B ‘' u , app lied  to  the entire  image, does not have any effect on  th e  m odel coefficients 
(3 (a t least fo r yb, u «Csize u).  Therefore, on ly  ro tations must be analyzed. A  ro ta tio n  
by  p  degrees Rp w il l trans fo rm  the  m odel ( 1 1 ) in to
u  =  { p , L  +  p 2 -B +  t^zLB  +  +  l3^B^)Rp{u) +  q, (12)
where ( L ^ B ^ R p ) u [ i ,  j ]  =  u [ i  — m cos(p) +  n s m { p ) , j  — m s in (p )  — ncos(p )]. To 
fin d  how coefficients ^  o f the  ro ta ted  image model depend on ro ta t io n  angle p,  i t  was 
assumed th a t ( 1 2 ) m ust be satisfied by a ll po lynom ia l functions o f o rder less than  
three. Thus, su b s titu tin g  in to  (12) U \ [ i , j ]  — 1, U2 [ i , j ]  =  i, u ^ [ i , j ]  — j ,  U4 [ i , j ]  =  i j ,  
and UQ[i,j\ =  p ,  and s im p lify ing  the expression i t  was found th a t:
A /) =  y ,
56






— cosp  s inp  — cosp +  s in p  —2 cosp 2 s inp
— s in p  —cosp — s in p — cosp — 2  s in p  — 2  cosp
■ |s in2p  — i s i n 2p  cos2p 2 sin 2p  — 2 s in 2p
— sin 2p +  1 4 cos^ p  4 sin^ pcos^ p  sin^ p
V sin^ p  cos^ p sin 2p +  1 4 sin^ p  4 cos^ p  ^
y  =  [1 , 0 , 0 , 0 , 0 , o r ,  and ^  =  [ A , A , / ) 3 ,/^4 , A F .
The overdefined system A/3 =  V, which has more equations than  variables, was 
solved w ith  least squares to  produce:
2  cos^ps inp  +  2 cos^p — cosp s in p  — 2 cos^p +  |
!3  — /5 ( p )  —  2œs-»p-2cos-2p+7
—2 cos^ps inp  +  2  cos'* p  4 - cosp s in p  — 2  cos^p +  -  
— 2 cos^p — 1 +  2 cos*^p 
— cos^ps inp  +  I  cosp s in p  — 1 
cos'* p s inp  — 1  cosp s in p  — 1 
Therefore, the  co rre la tion  between orig ina l and ro ta ted  models was:
corr{p)  =  can'{f3{0), P{p)) =
and re la tive  m odel e rror
16 cos'* p — 16 cos^ p  +  33
3 \ / l2 1  +  113 cos'*p — 109 cos^p +  4 cos®p — 8  cos® p
j(p ) -
\ \ V - A P { p ) \ \
| | y  — A /)(0 )|| Y 2cos'*p — 2 cos^p +  7
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F igure 20: Functions corr{p)  and e(p).
S olv ing fo r corr{p)  and e(p) extrema, one can prove th a t fo r any p, 0 ^  p ^  
(see F igure  20)
<  corr(p)  <  1 , and 1 <  e(p) ^
T h is  means th a t the decrease in  model corre la tion w il l  not exceed 0.4%, and the 
e rro r in troduced  by m odel ro ta tio n  w ill no t increase by more than  4%. In  practice, as 
w il l  be shown in  the  next section, these changes w il l be more visible; however, th is  s t ill 
dem onstrates the po ten tia l o f the  A R  models and th e ir in se ns itiv ity  to  translations 
and ro ta tio n s  o f an image.
N um erica l E stim ate  o f Tolerance
C T  and M R  images may not be p roperly  registered, i.e., may be shifted and ro ­
ta ted  w ith  respect to  each other. Even a re la tive ly  sm all change in  image o rien ta tion  
affects tra d itio n a l set compression techniques based on p ixe l or region correlation.
We measured how these o rien ta tion  changes can affect A R  models in practice and 
discovered th a t A R  models are much more fau lt to le ran t than the  images themselves. 
For instance, the le ft graph on F igure 21 shows tw o corre la tion curves: corre lation
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Pimagei‘̂ '̂i> Ra{c^2 )) between 2 C T  images cti  and ctg, as the  second image ctg was 
ro ta ted  from  0 to  90 degrees (the  decreasing curve), and the  co rre la tion  between 
the  8 - th  order A R  models , ^fiaCctj)} o f the o rig in a l and ro ta te d  image.
One can observe th a t A R  models exh ib it, in  general, more s im ila ritie s  than  the 













Figure 21: R o ta tio n a l tolerance for corre la tion (le ft) and error.
S im ilarly , the h igher curve in  the righ t graph on F igure 21 shows how mean 
squared e rro r MSEimage{(^ii , Ra{c t 2 )) between images increases w ith  ro ta tio n . Th is  
curve grows almost exponen tia lly  even for small ro ta tio n  angles show ing th a t p ixel- 
based in te rp re ta tion  o f image s im ila r ity  is unstable in  term s o f image transforms. 
However, i f  we continuously app ly  the  firs t image A R  m odel rncti to  the second ro ta ted  
image, the  lower curve on the  r ig h t graph demonstrates very stable decorre la tion and 
s ign ifican tly  outperform s pixel-based decorrelation.
W e conducted a s im ila r experim ent for image trans la tion . Instead o f ro ta tion , 
one C T  image ctg was sh ifted  in 2D {x  and y  d irections) w ith  respect to  the  other
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one"- . F igure 22, le ft, shows th a t A R  m odel corre la tion  (fla t surface) Pmodeii'^cti, 
expected, does no t have any noticeable changes. U n like  A R  corre­
la tion , p ixe l corre la tion  P i p a g e Tdx,dy{ct-2 )) is n o t very stable and is tra ns la tio n  
dependent. Consequently, the  p ixe l reg is tra tion  e rror MSEimage{cti , Tdx,dy{ct2 ))  in ­
creases on F igure  22, righ t, (the  to p  surface). However, M SE corresponding to  the  
app lica tion  o f the  same 8 - th  o rder A R  m odel derived from  cU to  ro ta te d  ctg (the  
o ther surface), remains almost insensitive to  any transla tions and dem onstrates the  
efficiency o f s im ila r image decorrelation.
error
.Figure 22: T ransla tiona l tolerance fo r co rre la tion  (le ft) and error. 
C o n c lu s io n
The study o f C A R  models can be sum m arized as follows:
a. C A R  models corresponding to  s im ila r images are h igh ly  corre la ted fo r images 
o f the same na tu re  and m odality, and are d is tin c t fo r d iss im ilar images.
b. A  C A R  m odel derived from  one image w il l  e ffic iently compress a ll s im ila r 
images, and in  general w il l pe rfo rm  poo rly  fo r any d iss im ilar image.
c. C A R  models are very insensitive to  g loba l image transforms.
'" "T ra n s la tio n s  va rie d  from  -50%  to  50%  o f th e  im age  size.
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d. As F igu re  19 suggests, C A R  models can be also used for image classification, 
since they  are capable o f d is tingu ish ing the  images taken from  d ifferent s im ila r ity  
classes.
Because C A R  models are very efficient in  tim e , m em ory and also fa u lt to le ran t, 
one can conclude th a t they provide an efficient approach to  s im ila r image database 
compression.
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A n  I n t r o d u c t i o n  t o  I n f o r m a t i o n  T h e o r y  
F O R  C o r r e l a t e d  S o u r c e s
We used corre la tion  between images o r transform  coefficients as a p rinc ipa l mea­
sure o f the ir respective s im ila rity . However, when i t  comes to  pred ic tive  set compres­
sion, i t  is the entropy o f the difference image, ra ther than  corre la tion  o r variance, 
which is p ro po rtio n a l to  compression ra tio . Some p re lim ina ry  estimates for th is  re la­
t io n  between en tropy (as an in fo rm ationa l measure) and corre la tion  (as the  measure 
o f fitness fo r linear transform s) were already given, pages 27-34. N ow  we w il l  develop 
a m ore complete and general theory  re la ting  these s ta tis tica l and in form ationa l s im i­
la r ity  measures, w h ich  can be applied to  any integer data  (d ig itized  images, quantized 
transfo rm  coefficients, etc.)
For any linear regression model, p red ic ting  Vi from  a set o f s im ila r Vj
V i =
3=n
-i-rW  = u \4 - r W ,  (13)E ^
bV=i.i=i
the model residual rW  can be viewed as the  difference
=  V i  ~ V i
between the o rig in a l image Uj and its predictor t \ .  Using th is  view, we w ill lim it  
ou r discussion to  the  basic difference compression models, when image is replaced 
by rh ) w ith  compression ra tio
H{v j )  H {v j )
(rW) Ff(uj -  %) '
In fo rm a tion  theo ry  w il l be used to  develop results w hich a llow  conclusions about 
C  based on irnage-to-predictor corre lation p =  p[vi, Vi). Th is  w il l  be done step by step
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in  the  several sections, and the  difference model w ith  more com plicated extensions 
w il l be used as a basis to  s tud y  in form ation  dependency o f tw o  corre lated sources. 
T h is  theo re tica l approach w il l be illus tra ted  and supported w ith  various num erical 
results.
R ela tiv ity  o f  C orrelation
In  general, the presence o f corre lation between tw o in fo rm a tion  sources does not 
un ique ly  define th e ir entropies nor the  entropy o f th e ir difference. For instance, 
consider tw o  pa ir o f sources (vectors)
u i  =  (0 ,1 ,2 ), v i  =  (0 ,2 ,1 ), and =  (0 ,1 ,3 ), V2 =  (0 ,3 ,1 ).
A l l  these vectors possess the  same p robab ility  d is tr ib u tio n  o f th e ir  components 
(un ifo rm ), and the same entropies. The difference vectors =  « j — v», i  =  1 ,2 , also 
have the  same un ifo rm  d is trib u tio n s  and same entropies (logg 3). Therefore, en tropy 
coding o f these tw o pairs and the  differences w ith in  each pa ir w il l  be identica l. How ­
ever, rep lacing  sym bol 2 in  the  p a ir (u i, wi) by 3 to  form  («2 ,^ 2 ) d id  affect the  vector 
corre la tion : p {u \ , v \ )  =  0.5, and p (% ,^ 2) =  0.14. Since image en tropy and coding 
deals p r im a r ily  w ith  the  d is tribu tions  o f different image intensities, igno ring  the  in ­
tens ity  values, and corre la tion  is computed based on the in tens ity  values, using image 
corre la tion  to  judge the  in ter-im age in form ation  s im ila rity  w ou ld  be ambiguous.
To e lim ina te  th is  am bigu ity"^ , we chose the same signal a lphabet w hich assumes 
th a t a ll image intensities m ust be integer and d is tribu ted  w ith in  the  same range o f
n  integer values, from  1 to  some integer n  ^  2 .
Since s h if t in g  (inc reas ing  b y  th e  same value) a ll in te n s ity  values n e ith e r  e ffec ts  e n tro p y  no r 
c o rre la t io n , no  assu m p tio ns  are needed ab ou t m in im u m  or m a x im u m  in te ns ities .
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Due to  the  im age-related na tu re  o f th is  research, we w il l use th e  concepts o f
“ image” and “ discrete in teger source” interchangeably.
C ontinuity o f  E ntropy as a  F u nction  o f Inter-Im age C orrelation
W hen p {u ,u )  — 1, u  and u  are identica l, and en tropy  H { r )  =  H ( u  — u) =  0. 
However, in  practice p {u ,u )  <  1, and we prefer to  know  how increasing p {u ,u )  
affects H { r ) .  In  the  fo llow ing  tw o  subsections, a theo ry  re la ting  difference entropy 
H { r )  =  H { u  — u)  and corre la tion  p ( u ,u )  w il l be developed.
L em m a 5. For any discrete in teger source u  w ith  variance cr(u) and a constant
num ber o f states n  cr(u) 0  im p lies H ( u )  —>■ 0 .
Proof.
L e t’s assume u  has n  d iffe ren t in tens ity  levels (states): u [i] E {1 ,2 , . . . ,n } .  The
n
p ro ba b ility  o f  the f —th  in tens ity  is pi,  and the average in ten s ity  is tt =  ^ i p i  E [1, n].
t= i
We choose integer k as the  closest integer in tens ity  level to  the  average in tens ity : 
k =  [ü - t - 'IJ , A: E [1, n]. I f  a ll p robab ilities  except p^ are zero, b o th  cr(u) =  0 and
n
H ( u )  =  0, and the  lem m a is proved. O therw ise the image variance a^(u)  =  —
i=l
È  ( i - ü y p z >  è  =  î  è  Pi, and c t ( u ) 0  im p lies p,
i=l,iÿi^k 2= 1, 2=1,2̂ /:
0 and Pi —>■ 0 for any i  k. Since l im ( —p logg(p)) =  0, and n  is constant, also requires
p—*0
n n  n
(—P ilo g 2(P i)) 0. O n the  o the r side X ]P i =  1, therefore X^ pi —* 0 leads
2=1,2?̂ A: i=l,i^A:
n
to  Pk l ,  and —Pfclog2 (pfc) 0. Therefore the  entropy H { u )  — X ) ( —Pi log2 (P i)) =
i=l
n
E  (-P i log2(Pi)) -  Pk log2(pA,) ^  0. ■
i=l,i^A
The requirem ent o f discreteness is essential. A n  obvious counterexam ple is the 
continuous norm al d is tr ib u tio n  w ith  entropy H {N {0 ,c r ) )  — logg y/ —/ —oo as
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(7 - ^ 0 . The o the r “h idden” use o f the  discreteness is th a t the  num ber o f image 
intensities n  does no t increase as cr{u) —»■ 0  (otherw ise one could consider a discrete 
b inom ia l d is tr ib u tio n , w hich converges to  a norm al d is tr ib u tio n  as n  ^  oo, and th is  
w ill also con trad ic t H {u )  —»• 0 ).
L e m m a  6 . For tw o  images u  and v  w ith  equal variances cr(u) =  a(v )  and a constant 
num ber o f in tensities n
p{u,  u) —> 1 im plies H { r )  — H { u  — u) —* 0.
Proof.
The  difference r  =  u  — v  can have a t most n' =  2n — l  in tens ity  levels. I ts  variance 
a ^ ( r )  =  a^{u  — u) =  cr^(u) +  o’^(u) — 2 cov(u ,v)  =  2 a^(u)  — 2 p {u ,v )a ^ {u )  =  
2(T^('u) ( 1  — p(u, v ))  —» 0  as p(u,  v) —>■ 1 , and apply the  previous lemma. ■
A ssum ption  cr(u) =  cr(v) is no t so restric tive  as i t  seems because we can always 
m u lt ip ly  a ll in tensities in  v  by  to  satisfy th is . I t  s im p ly  means th a t difference 
compression m odel makes sense on ly  i f  the  images are on the  same scale. A  coun­
terexam ple is t i =  (—1,1), V  =  (—2, 2) : p{u, v) =  1, b u t r  =  u  — v =  (1, —1) =  —u, 
and H ( r )  =  H { u )  =  1 . Moreover, the  assumption o f equal variances is very na tu ra l 
for s im ila r image databases, where images are inclined to  have very close s ta tis tica l 
properties. Therefore, we accepted th is  assumption fo r ou r s tudy o f difference model 
compression performance.
For the difference model, u  — v -\-r, we re introduce the  entropy ra tio  function  as
H R ( u , v , p ( u , v ) . n )  .  =  C ( „ .  < « )
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where cr(u) =  cr(v); n  is the  m axim um  num ber o f in tens ity  levels in u and v, 
and C { u , v , p { u , v ) , n )  is the  compression ra tio  th a t we achieve replacing image u  
by its  n —difference r  =  u — v. B o th  H {u )  and therefore H R { u , v , p { u , v ) , n )  and 
C{u,  V,  p(u,  v ) ,n )  are positive continuous functions o f p robab ilitie s  w ith  image in ten­
s ity  d is trib u tio n s , and we a lready proved th a t given any image Uq, ctq =  o-(u), and 
integer n
l im  H R { u , v , p { u , v ) , n )  =  0 ,
p(u,v)^l
over a ll v w ith  a t most n  in tens ity  levels and cr{v) =  ctq. However, it  is s t il l 
unclear how  th is  convergence to  0  may be affected by th e  choice o f  u; for instance, 
w ha t happens i f  i ï ( î / )  —> 0 ? In  o ther words, is there a f in ite  lower (worst-case) 
bound on compression ra tio  C { u ,v ,  p { u , v ) ,n )  (upper bound on H R { u , v ,  p { u , v ) ,n ) )  
fo r tw o  p —correlated images w ith  n  in tensity  levels, w h ich  on ly  depend on inter-im age 
co rre la tion  p ?
These questions w il l  be answered in  the fo llow ing  sections. Before addressing 
them , notice  th a t H R { u , v , p { u , v ) , n )  is a function  o f the  in ter-im age b ivaria te  prob­
a b ility  d is tr ib u tio n  V  =  {P i j  =  P { u  =  i  k, v =  between in tens ity  levels in
images u  and v because a ll o the r parameters in  (14) can be expressed in  terms o f P
as:
1. D is tr ib u tio n  o f u  in tensities =  P ( u  =  is a m arg inal
d is tr ib u tio n  o f P  w ith  P “  =  ^  Pij;  s im ila rly  fo r the image v, P'^ =  {PV =  P { v  =
1=1
w ith  PJ =  f ^ P i j .
t=l
n n
2. Average in tens ity  n =  ^  ^  iP i j  (s im ila rly  for v).
1=1 t l= i
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3. Variance a ‘̂ (u) =  — u ^ P i  =  ^  ^  i P i jY P i j  (s im ila rly  for v) .
j = \  j , j = i  i j = l
n
4. Covariance cov(u ,v )  =  J2 — n ) (j  — v)Pi j .
i , j = i
5. C orre la tion  p {u ,v )  =  c o v {u , v ) / a ‘̂ {u) (since a{u)  =  cr(v)).
6 . E n tropy  H { u )  ^  ~ Y ^  -P“ log 2
1=1
7. Difference d is tr ib u tio n  fo r r  =  u  — u is 'P’' =  =  P { r  =  fc )-n+ i^A :«n -i},
where F% ^  Y,  % -
i —j = k
8 . D ifference entropy H { u  — v) =  — ^  P^ logg P^.
k = - l + n
Thus:
H R { u , v , p { u , v ) , n )  =  H R { V , n ) .  (15)
Therefore the worst and the  best case in form ation  reduction  over a ll p-corre la ted  
images w ith  n  in tens ity  levels, obta ined a fte r subtracting  one image fro m  th e  other, 
are respectively
i7 P ""P (n ,p ) =  sup H R { V , n ) ,  (16)
V :  crCP“ )=£r(P ''), p {u ,v )= p
H R ^ \ n , p )  =  in f  H R { V , n ) ,  (17)
V : a (r '^ )= < T (V '^ ), p {u ,v )= :p  ^ ^
and the corresponding worst-case/best-case compression ra tios are
=  H ^ y  ( 1»)
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T he  problem  w ith  defin itions (16) and (18) is th a t we do no t know  i f  p)
is f in ite , o r how large i t  can be '̂* . The next section w il l  c la r ify  the  concept o f 
p) { H { n ,  p))  and C'^^{n,p) (C^"P(n, p)) and illu s tra te  how these func­
tions can be in troduced and computed fo r n  =  2. Then we w il l  consider the general 
case fo r variable n.
T he  no ta tion  HR^^^ {n ,p)  w il l be used to  refer to  any o f  HR^' '^{n,  p) o r H R " ^ { n ,  p), 
as w e ll as C ^^ {n ,  p) for any one o f p) o r C^"P(n, p ).
- ‘'W e  p ro v e d  e a rlie r th a t  HR ^' ‘^{n,p)  <  2 i f  i t  is assum ed th a t  H { u )  ^  H { v ) ,  b u t  here w e d o  n o t 
use th is  a ssu m p tio n .
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B i n a r y  I m a g e s : C o m p l e t e  
E n t r o p y - C o r r e l a t i o n  S t u d y
A  pow erfu l entropy-corre la tion  the o ry  can be developed fo r the  images u  and v 
w ith  on ly  n  =  2 in te n s ity  values: { 1 ,2 } “® . In  th is  case the  in ter-im age b ivaria te  
in tens ity  p ro b a b ility  has =  A values:
V  =  { P { u  =  z and u =  =  { p i ,P 2 ,P3 ,P i } ,
where
P i =  P { u  =  1 and r; =  1), p2 =  P { u  =  2 and v  =  1), pa =  P ( u  =  1 and v  — 2),
P4 =  P { u  — 2 and v =  2).
The  m arg ina l d is tr ib u tio n  fo r the  image u  is =  { P { u  =  1) =  p% - f  pa, P { u  =
2) =  P2 + P 4 } ,  for image v, V "  =  { P { v  =  1) =  p i -t-pa, P { v  =  2) =  P3 + P 4 } ,  and fo r the
difference r  =  u  — v ,V '^  =  { P { r  =  —1) =  pa, P ( r  =  0) =  p i -t- p 4 , P { r  =  1) =  P2 }^® •
W e impose the fo llow ing  constraints on p* :
4
1. P robab ilities , Pi ^  0 and ^ P i  =  1, and
i=l
2. Variance s im ila r ity : a'^{u) =  a^(v).
W e can determ ine the  functions H R ^ * ’{n, p) and C^^*'{n,p) fo r n  =  2, using the 
above constra ints fo r the  p ro ba b ility  values, and substitu te  these in to  (16), (17), (19) 
and (18). Prom l , p 4 =  1 - p i  - P 2 -P a . T h e n H  =  l(p i-b p s )+ 2 (p 2 -H p 4 ) =  2 - p i - p a ,  
and V — l ( p i  + P 2) +  2(pa + P 4) =  2 — p% — pg. We also f in d  a ‘̂ {u) and cr^(u) using 
results from  the previous section, and substitu te  these in to  2:
“ ®One can use any  tw o  in tegers w ith o u t a ffe c tin g  th e  re su lts  th a t  fo llo w . 
-® The d iffe rence  o f  b in a ry  im ages is n o t a  b in a ry  im age !
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a ‘̂ (u ) =  P i -  Pi -  2piP3 +  P3 -  P3 =  =  P i -  P i -  2piP2 +  P2 -  p i,
which, when solved for ps, yields:
a) P3 = P 2 , or
b) P3 — - P 2 -  2p i +  1 .
W e w il l consider in  deta il a) since i t  w il l lead to  num erica l values for HR^* ' {2 ,  p) 
and C ^^ {2 ,p ) .  T he  second case, p3 =  —p2 — 2pi +  1, was evaluated exactly the  same 
way w ith  p 3 =  p 2 , b u t i t  d id  not result in  any im proved values fo r HR^^*'{2,p) when 
compared to  those num erica lly  determ ined for ps =  p 2 in  the  nex t section.
C ase P3 =  P2
In  th is  case in ter-im age corre la tion can be expressed as
p ( u , v ) =
Pi +  P2 -  Pi -  2pipz -  p i
Solv ing  th is  fo r p 2 =  P2 ( p i , p) yields^^ :
- p  +  2ppi -  2pi +  v^p2 +  4pp i -  4pi
P2 — 2 ( l - p )
Now
and
- p  +  2ppi -  2pi +  y/p"^ +  4ppi -  4pi
= --------------------- 2 i r = r t ------------------------------
— 1 +  ppi — Pi +  \ /  (p  ̂+  4ppi — 4pi )
P4 =  1 -  Pi -  P2 -  P3 =  --------------------------- ^ -------------------------- ;
p -  1
27P2 has tw o  ro o ts , b u t  o n ly  one is pos itive .
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com plete ly expressing the  in ter-im age d is tr ib u tio n  V  in  terms o f and p{u ,v ) .  
These p ro bab ilitie s  are substitu ted  in to  (14), p roducing
21n2-21n(p-2ppi +2pi - -^(p^+4ppi-4pi ))+31ii(p-l)-ln(2ppi-2pi-l + y'(p^+4ppi-4yi )) 
21n2-ln(p--y/(p2+4ppi -4pi )j+2 ln(p-l)-ln(p+-y/(p2+4ppi-4pi )-2j
and p) from  (16) is
i7i?®“ P(2,p) =  s u p i7 iî (p i,p ,  2 ),
Pi
w ith  constra in t m in (p i,p 2 ,P3 ,P4 ) ^  0. S im ila rly
H R ' ^ ^ { 2 , p ) = m f H R { p i , p , 2 ) ,
Pi















Figure 23: Functions HR^* ' {2 ,  p) and C “ ‘ (2,p).
The  a na ly tica l com plexity o f H R { p i ,  p ,2 )  does n o t perm it an exact so lu tion  for 
its  extrem a. Therefore the o p tim iza tion  was perform ed num erica lly and presented
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on F igu re  23 for HR^* ' {2 ,p )  =  {H R^"^ {2 ,p ) ,  as functions o f  in ter-im age
corre la tion  p.
Table 3: HR^^^ [2 ,p )  and H R " ^ \2 ,p ) .
p
HJ^suv
P HR'^^ H R bmv P
^ ^ s u p
.00 1.5000 2 .0 000 .36 1.2243 1.3731 .70 0.6879 0.7649
.02 1.4897 1.9636 .38 1.2031 1.3384 .72 0.6467 0.7269
.04 1.4788 1.9298 .40 1.1812 1.3036 .74 0.6056 0.6884
.06 1.4674 1.8929 .42 1.1587 1.2688 .76 0.5639 0.6495
.08 1.4553 1.8578 .44 1.1354 1.2338 .78 0.5218 0.6099
.10 1.4427 1.8229 .46 1.1114 1.1988 .80 0.4792 0.5689
.12 1.4295 1.7881 .48 1.0867 1.1637 .82 0.4361 0.5264
.14 1.4158 1.7534 .50 1.0612 1.1284 .84 0.3925 0.4821
.16 1.4013 1.7187 .52 1.0350 1.0930 .86 0.3482 0.4359
.18 1.3865 1.6841 .54 1.0056 1.0574 .88 0.3032 0.3874
.20 1.3709 1.6496 .56 0.9667 1.0217 .90 0.2573 0.3363
.22 1.3547 1.6150 .58 0.9276 0.9857 .92 0.2104 0.2822
.24 1.3380 1.5805 .60 0.8883 0.9496 .94 0.1622 0.2243
.26 1.3206 1.5460 .62 0.8488 0.9132 .96 0.1123 0.1614
.28 1.3026 1.5115 .64 0.8090 0.8766 .98 0.0597 0.0907
.30 1.2840 1.4769 .66 0.7689 0.8397 1.0 0 .0 0 0 0 0 .0 0 0 0
.32 1.2648 1.4424 .68 0.7286 0.8025
.34 1.2449 1.4078
Values o f HR^^*'{2, p) =  {HR^'^^{2,p) ,  HR' '^^{2,p)}  are also presented in  the  Table 
3. Since p2 =  Pa, images u  and v have identica l p ro b a b ility  d is tr ib u tio n s  (h istogram s) 
and H { u )  =  H { v ) .  Therefore H R { p )  ^  2, w ith  equa lity  on ly  fo r independent (uncor­
re la ted ) u  and V.
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A p p lic a tio n s  o f  =  2 , p )
T he  values o f p) and H R ' ^ { 2 ,  p) can be used fo r many in teresting  con­
clusions abou t compressing binary, and more general n-ary, images w ith  p red ictive  
models. F irs t, HR?^^(n,  p) is an inverse to  the  compression ra tio ; the  w orst (lowest) 
compression ra t io  one can achieve w ith  p —corre lated n —in tens ity  level images is
linf
p) ■
Prom  our num erical results, fo r example, we determ ined th a t HR^'^^{n =  2, p =
0.83) =  HR}'^^{n =  2, p =  0.79) =  0.5. Therefore, to  guarantee a 50% compression 
ra t io  C { n  =  2, p) =  2 needs to  occur f o r  any two binary images based on the  d if­
ference m ethod, the  in ter-im age corre la tion  m ust be a t least p^], =  0.83. To achieve 
th is  compression for some carefully chosen pairs o f b ina ry  images, the  corre la tion  p 
between them  must not be below 0.79. Since any higher num ber o f  image intensities 
n  includes the  case n  =  2, the  lower bound on the  m in im a l corre la tion  p fo r the  same 
compression ra tio  w il l increase w ith  n. So, to guarantee a 50% compression f o r  any 
two images wi th  n  ^  2 in tensi ty levels, the correlat ion between them must  be at least 
0.83.
A no th e r app lica tion  o f HR^"^^(2, p) is to  p red ic ting  the worst-case and best-case 
compression ra tios for a correlated database. I f  one has a database o f correlated 
images where the  corre la tion  between any tw o images varies from  p j to  pg, the  average 
worst-case compression ra tio  for the database can be estim ated as
C - ' ( n .  [p ., p J ) =  ^
P=Pl
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One can com pute from  th is  form ula th a t compressing an a rb itra ry  database of 
b inary  images w ith  correlations in  the range [0.7,0.9] w il l  always yield an average 
compression rat io at least 1.88. S im ilarly, from
p=pi
w ith  the  best-case scenario we compute C'®"p(2, [0.7,0.9]) =  2.27 and conclude tha t 
i t  is impossible to compress a database o f  binary images wi th correlations uni formly  
distr ibuted in  the [0.7,0.9] range wi th an average rat io above 2.27. Increasing the 
num ber o f in ten s ity  levels n  increases the num ber o f degrees o f freedom (independent 
variables) in  H R { V , n ) ,  therefore
i7i7®“P(ni,/9) ^  /7iî®"P(n2,p) i f  Mi ^  Mg-
T h is  means th a t compressing a database o f n —ary images w ith  correlations in  the 
range [0.7,0.9] produces an overall compression ra tio  less than  1.88.
A d d it io n a l examples using //i?®"P(2 ,p ) w il l be given later.
E xam ples o f  th e  W orst-C ase B inary Inter-Im age D istr ibu tion s
O f in terest is w hich b inary d is tribu tions m in im ize and m axim ize compression ra tio  
between tw o  b in a ry  images for the given inter-image corre la tion  p. We determined 
these ex trem al p ro b a b ility  values num erically and show some o f them  in the Table 4 
(due to  the  sym m etry  o f the problem  we have in  fact tw o  extrem al d is tribu tions for 
each value o f p : the  second one is obtained swapping p i  and p^) :
74
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Table 4: W orst-case distributions for = and = 1H ■













































































Tabu la ted  values fo r H {2, p)  and corresponding d is trib u tio n s  have many prac­
tic a l in terpreta tions. For example, i t  follows from  the tab le  th a t fo r correlated b in a ry
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images, difference compression makes sense on ly  when p ^  0 .6  (i.e., compression ra­
t io  C  >  1). Since increasing the  number o f in tensity  levels n  decreases C { n ,p ) ,  the 
difference compression in  general should never be applied to  images w ith  p <  0 .6 . 
A no th e r less s tra igh tfo rw a rd  example is answering a question like “H ow  much com­
pression can one achieve a fte r subtracting  tw o  b inary  images, given th a t overlapping 
these images results in  91% p ixe l value m atch ?” . Questions like th is  often occur in  
image reg is tra tion . P rom  the  above Table 4 100% — 91% =  9% p ixe l va lue m ism atch 
corresponds t o  p — 0.7: the  p ro b a b ility  o f a m ism atch in  th is  case is 2 *  .0453 fa 9%. 
T h is  resu lts  in  a C  =  1.31 (compression ra tio ), always guaranteed in  th is  case. 
A sy m p to tic  B ehavior o f  H R ( 2 ,p )
Before do ing  the general case o f HR^^*'{n,p),  i t  was en ligh ten ing to  observe the 
behavior o f  entropies invo lved in  the  defin ition  (16) o f p). In  the  b in a ry  case
they  can be easily visualized w ith  tw o variables: p\  and p. Figures 24, 25 and 26, are 
graphs fo r H { u ) ,  H { r )  and H R  =  H ( r ) / H { u )  fo r the b in a ry  case as functions o f pi  
and p.
I f  we were interested in  the question: W h a t happens to  H R { u ,  v) =  i f
H { u )  0 ? One can observe from  these p lots, in  the b in a ry  case, th is  does not lead 
to  any in fin ite  values; moreover, fo r any pos itive ly  correlated b ina ry  images u  and v, 
H R { u ,  v) ^  2. T h is  also means th a t subtracting  one b ina ry  image fro m  another never 
results in m ore tha n  a 100% entropy increase. The  value H R { u ,  v )  — 2 corresponds 
to  tw o  uncorrela ted {p =  0 ) b ina ry  images.
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Figure  25: H { u  — v) =  H { r ) .
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F igure  26: H R  =  H { r ) / H { u ) .
T h is  conclusion is n o t t r iv ia l because even in  th is  b in a ry  case increasing the 
num ber o f pixels and de libera te ly  decreasing H { u )  to  0 could produce an a rb itra r ily  
h igh HR(u,v )- ,  however, th is  does not happen. T h is  is the  m ain reason th a t perm its 
the in tro du c tio n  and s tudy  o f  the  functions H R ^* ' ( n ,  p) fo r the  b in a ry  {n  =  2 ) case. 
A p p ly in g  B inary M od el to  n-ary Im ages
For general n  ^  2, the  func tion  (15) contains variables (b iva ria te  p robab ilities 
Pi j )  w ith  on ly  2 constra ints {Y ^P i j  =  1 and cr(u) =  cr(v)). T h is  means the functions 
H R ^ ’’{n, p) in  (16) and (17) m ust be determ ined as extrem al values over the  space 
o f — 2 independent variables. For an image w ith  n  =  256 in tens ity  levels, th is 
causes an extrem a search over 256^ — 2 — 65534 independent variables, challenging 
any curren t computer.
One way to  approach th is  problem  is to  extend ou r b ina ry  s tudy  to  certa in  classes 
o f n -a ry  images. M any images can be considered approx im ate ly  b inary, i f  they have
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at m ost tw o  d is tin c t in ten s ity  clusters. T yp ica lly  these are images w ith  a sharp dis­
t in c tio n  between background and foreground intensities, th is  is tru e  for most medical 
images conta in ing  lig h t foreground deta il on dark (b lack) f ilm  background. T h is  is 
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121 161 20141
F igure  27; C T  and M R  histograms.
One can observe on F igure  27 th a t bo th  C T  and M R  image in ten s ity  levels are 
clustered in to  e ither background (in tensity  values below 1 0 -2 0 ) o r foreground (in ten­
s ity  values from  60 to  1 0 0 ) regions, which are also spa tia lly  d is tin c t on the  images 
w ith  foreground in tensities concentrated in  the centra l p a rt o f an image. T h is  d is tinc­
tio n  allows the use o f  many b ina ry  model results and, in  p a rticu la r, the worst-case 
compression ra tio  estimates fo r the n-a ry  images w ith  tw o  d is tin c t in tens ity  levels.
W e w il l no t pursue the  b ina ry  approach any fu rthe r; instead, we w il l  develop 
some general HR^^^{n ,p)  theory  and less com plicated extrem a models for com puting  
H p )  values.
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A s y m p t o t i c  B e h a v i o r  o f  F u n c t i o n s  H R ^ " ^ ^ {n ,p )
Consider the  genera l case o f any integer n  ^  2. The  question we w ould  o rig ina lly  
like  to  answer is w he the r i t  is possible fo r a given compression ra tio  C, to  find  a 
corre la tion  thresho ld  p =  p{C),  such th a t fo r any tw o  images u  and v  w ith  discrete 
in tensities from  { 1 , 2, th e ir corre la tion p{u ,v )  >  p {C )  im p lies H { u  — v ) / H ( u )  <
1 /C .  T h a t is, i f  s u b tra c tin g  these images produces a compression ra tio  greater than  
C.  In  the  previous section, th is  question was answered p os itive ly  fo r n  =  2 when 
we found num erica lly  tw o  functions p) and H R “^^{2,p),  y ie ld ing  the upper
and lower bounds on 1 /C ,  and used these to  make p red ic tions  about the  eflBciency 
o f difference compression. In  th is  subsection, we w il l prove th a t th is  same result 
is possible for any num ber o f image intensities n,  and determ ine some functiona l 
estimates fo r HR^'^^(n,  p) and H R " ^ { n ,  p).
L e m m a  7. For an im age u  w ith  integer intensities from  {1 , 2, n  ^  2, d is tr ib ­
u ted w ith  p ro bab ilitie s  { p i , P 2 , ■ ■ , P n }  and variance a  =  cr{u) <  ■\J\{n — 1), there is 
a t least one in tens ity  k,  1 ^  k  ^  n,  such th a t
cr^
2(7r-l)2"
P ro o f .
The  lemma w il l be proven by contradiction: assume th a t  fo r 6 =  and for
any in tens ity  i  e ithe r pi  <  6 or p i  >  1 — 6.
F irs t, 6 =  < { n -  i e . <5 <  ^  ^
Since ' ^ P i  =  1, and 6  <  ^, there is at most one in ten s ity  level k  such th a t
t = l
Pk >  1 — è (otherw ise we have two probab ilities pk above |  -|- |  =  1). Consider firs t
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the case when such k  exists. The average in tens ity  is
n n




1 . t L - k =  Y.  ip i  +  k(jpk -  I )  <  n  Y  P i - \ - k ( j p k ~ l )
i=l, i^k i=l , i^k
=  n ( l  -  Pk) +  k{pk -  1) =  {n -  k ) { l  -  pk) <  (n  -  1 ) ( 1  -  pk),
2. k - u  =  k { l - p k ) -  Y  iPi <  -  Pk) -  Y  Pi
i=l, i^k i=l, i^k
=  k ( l  — Pk) — (1 — Pk) =  (A: — 1)(1 — Pk) <  (n  — 1)(1 — Pk). 
T hus  (k  — u)"  ̂ <  (n — 1)^(1 — Pk)^- Then the  variance 
=  Y ( ^ ~  "^ fP i  =  Z ) (* “  +  { k -  u)'^Pk
i=l
<  (ft -  1 )^ Y  P i - \ ' { n - \ ) ‘̂ { l - p k ) ‘̂ Pk
i=\,i^k
=  (n  -  1 )2 (1  -  Pk) +  (n  -  1 )2 (1  -  pk)'^Pk 
=  -  1)^(1 -P fc ) ( l  +  (1 -Pk )Pk)  < { n -  1)2(1 - p f c ) ( l  +  1)
<  2 (n  — 1)2(5 =  (t2 , o r  (t2 <  0-2  ̂ w hich is a contrad iction.
I f  k  does not exist, then a ll pi <  6, and
n
Y P i  1 ) which is a con trad ic tion  as well.
1=1
L e m m a  8 . For an image u  w ith  integer intensities from  { l , 2 , . . . , n }  and variance 
a  =  a {u )  <  — 1 ) the entropy is
^  \  { i Ç : -  1 )2  2 (n“ ^ i p )  2 { n - i y -  c rO  '
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P ro o f.
c r^l 1/-\Tirc? -f-no T-vrox n/~\n o lommc»» r«r\Tioi/H<aT* k* cin/̂ n _____
2 ( n - l )T h is  follows from  the previous lemma: consider k such th a t ^  Pk ^
^ 2(n-iy^ ■ Then
H { u )  =  E p i lo g 2 (T )  ^  p k lo g ^ i j ^ )  
1=1
m ax { 2 ( é w  I0 S2 (1  -  I0 S2 2( % & ^ )  
2 ( 2(n-d)^ logs +  (1  -  2 (n h ÿ )  ^Ogg 2( S f ^ )  '
The im p lica tion  o f th is  resu lt is, besides the image entropy H { u ) ,  the  image 
variance a (tt) is also a measure o f image randomness. Therefore i f  cr{u) >  0, then 
H { u )  cannot be a rb itra r ily  low. W e w il l now prove a s im ila r resu lt fo r the  converse, 
when cr{u) becomes small, i t  corresponds to  a decrease o f image randomness, and 
H { u )  cannot be a rb itra r ily  high. Since for any image w ith  n  in tensities H { u )  ^  logg n, 
we w il l improve th is  upper bound and prove tha t i t  must vanish as cr{u) 0 .
L e m m a  9. For an image u  w ith  integer intensities from  {1 ,2 , ..., n }  and variance 
(7 =  cr(tt) <  -| entropy
4cr‘̂
i = l
P ro o f .
L e t’s choose an integer k  as the  closest to  the average in tens ity  u : k  =  ['U +  .
Then for any other i  ^  k vie have [2 — n| ^  and
(7̂  =  ^  ^  ( i  _  ( 2 0 )
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Consider the  numbers Sj =  |z — u| . A t  most one is less tha n  ^  (th is  corresponds 
to  i  =  k),  therefore a t least one is greater than ^ (for z =  A: +  1), and a t least one is 
greater than  1 (fo r i  =  k  — 1), etc. Therefore, we can renum ber o u r p robab ilities  pi  
as p i^  such th a t \im — w| ^  y ,  m  =  Inequa lity  (20) im p lies cr  ̂ ^  (z — ü ) V i i
therefore
^  (zm -  u f  ^  7 ^ ’
where index im includes a ll values from  1 to  n  except k,  as does m . The  largest 
o f these numbers is ^  * is  2 > therefore a ll are inc luded  in  the  region
where the  function  x  *  logg ^  increases and
^  , 1 ^  ^  z2
Then  pk =  1 — ^  p i  1 — ^  % - > !  — ^ ^  =  1 — 4 (7  ̂(1 +  Ÿh j r ) -  We
1 = 1 , t=l  i—2
can estim ate
V -  <  =  V  f — -  1 - -■—  z(z — 1 ) V z — 1 i  J n
Hence >  1 — 4cr^(l +  1 — ■̂ ) >  1 — 8 (7  ̂ >  ^  (because cr <  4), and in  th is  region 
r lo g g  g decreases, leading to
Pk logg —  < (1 -  So-'-̂ ) logg -— - 
Pk 1 —'  '  -8 (7 2
The entropy H { u )  =  f ^  P, logg ^  <  E  ^  logg ^  +  (1 -  8(7^) logg
i =l  t=l
W e also need the p roo f o f  the  follow ing:
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L em m a 1 0 . For any constants ai,bi,Ci,di >  0
E  “i® logs i  +  E (1 -  c&z) logg E  «i
 ̂  lirri  ̂  ̂ ^
X™ %] logg ^  +  E (1 -  dmX) logg E
j  m i
P roof.
F irs t,  fo r  x  —  ̂0
(1 -  cx) logg =  (1 -  cx)(cx +  0 (a;2))
T hen
E  logg ^  + E ((l -  c&z) logg 
=  -  E  a»a;(logg Oi +  logg æ) +  ^ ( ( 1  -  Ckx){ckX  +  0 ( x ^ ) )
i  k
=  - x Y ^  a i  logg a i -  X  logg æ ^  +  æ E ( ( l  “  Ofcx)cfc +  O (æ ^ ) ^ ( 1  -  Cfcx),
i  i k
and
L  =
- X  Y  “i logs Oi -  3; logg æ Ç  Oi +  X  ^ ( ( 1  -  Ckx)ck  +  O(x^) ^ ( ( 1  -  Ckx)
  l im  -___________________ -____________________________ -_-__________
E o  - X  Y  bj  logg bj -  X  logg x Y b j  x Y { ' ^  -  d m x ) d m  +  0 (a ;2 )  X ^ ( l  -  d ^ x )
j  j  m  m
E  “ i logs “ i  -  E  û i +  E ( ( l  -  ^kX)Ck +  ^ 0 { x )  Ç ( ( l  -  CkX)  
-  -  i i ?  E  bj logg bj - Y b j  +  E (1 -  dmX)dm +  ^ 0 {x) E (1 -  drnX)




These lemmas lead to  the  fo llow ing statem ent:
T h e o re m  1. For any integer n ^  2 the fun c tio n  H R { V , n )  defined in  (15) has a 
f in ite  uppe r bound over a ll n  X n  d is tribu tions V .
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P r o o f .
B y de fin ition , H R ( V ,  n)  =  G iven n , subd iv ide  a ll V  in to  2 regions:
Region A : cr  ̂ =  a { V ^ )  ^  cro(n) =  m in  \J%{n  — 1)^ , and com plem entary
Region B: =  cr{V^) <  cTo{n).
Region A  is — 2 dim ensional compact w ith  respect to  b iva ria te  p ro b a b ili­
ties  V  =  { P i j } .  O n th is  region H { V ^ , n )  is a continuous func tion  such th a t always 
H { V ' ^ , n )  >  0. Therefo re  there is a positive constant H q >  0 such th a t over A , 
H { 'P ^ , n )  ^  H q. In  th is  case H R { V , n )  =  is also a continuous function  on A ,
there fo re  i t  is lim ite d  and there exist tw o pos itive  constants 0 <  H R q <  H R \  such 
th a t  H R q <  H R { V , n )  <  H R i .
On region B, based on the  previous lemmas:
Ç  ^  (1 -  log,
^  i  ^  H- (1  -  ^ )  log , ‘
T he  righ t-hand  side estim ate M { 'P ,n )  is continuous, positive  and f in ite  fo r any 
o~u =  cr(’P “ ) >  0. For the  region B  boundary, cr^ —> 0, substitu te  the  expression fo r 
th e  residua l variance cr  ̂ =  2 cr^(l — p) in to  M { V , n )  and consider lim  M { V , n ) .  Prom
(t2 -.0
th e  last lemma.
n 4*2(l-p)
5 3  -J n
l im  M { V , n )  =  ^ — j =  32(1 -  p) {n  -  1)^ ^  <  64(1 -  p ) { n -  1 )^.
Thus H R { V ,  n)  is lim ite d  over the region B  as well.
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The theorem  states th a t fo r any number o f in tens ity  levels n  there is a lower 
bound on compression ra tio  achieved by subtracting  from  u  any image p —correlated 
to  u. T h is  conclusion is fa r from  tr iv ia l because as H { u )  0, one m igh t expect 
th a t can become anyth ing. However, the theorem proves th a t the presence o f
corre lation between u  and v  prevents th is  ra tio  from  diverging.
Corollary 6. lim H R Ç V ,n )  =  0
p->i
Proof. The  p ro o f follows d ire c tly  from  0 ^  H R { V , n )  <  64(1 — p ) (n  — 1)^ ■
Th is  resu lt dem onstrates th a t the ra tio  o f residual entropy to  the  o rig ina l image 
entropy H R { 'P , n )  =  wiH un ifo rm ly  vanish for co rre la tion  p{u ,v )  —»■ 1 no
m a tte r how the  in tensities in  î i or u are d is tribu ted  or how sm all H { u )  is.
Corollary 7. p) and HR''^{n,p) are continuous on p ^  0 w ith
1 . lim  //H « “P (n ,p ) =  0
2 . l in i HR"^^{n,p )  =  lirn  HR^'^^{n,p)
Proof.
C o n tinu ity  follows from  the  previous theorem. By de fin ition  (16)
HR^'^^{n, p) =  sup H R { V , n )
V :  o'CP“ )=<r('P” ), p {u ,v )= p
^  sup 64(1 — p )(n  — 1 )^ —> 0 as p ^  1 . Since p) ^  0, it
'P: a { V ' ‘ ) —cr(V' ‘ ), p { u , v ) ~ p  
proves 1 .
Since by de fin ition  0 ^  HR"^^{n,p)  <  i / i î ‘™P(n,p), and lim  HR^'^'^{n, p) =  0, then
p - ^ i
lim  H R ' ^ \ n , p )  =  0  =  lim  HR^"^ {n,p) .
p —t i  p - > i
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M o n o t o n i c i t y  o f  H R ^ " ^ { n , p )
We have proved th a t lirn  HR^'^^{n,p) =  0. T h is  result dem onstrates th a t increas­
ing corre la tion  between tw o  integer sources w ill in e v ita b ly  resu lt in  an a rb itra r ily  
high worst-case compression ra tio  C '°^(n ,p ) =  p)- However, th is  behavior is
asym ptotic and occurs o n ly  when p —̂  1 , which m ay be hard  to  achieve in  prac­
tice. For the p rac tica l app lications, one would ra the r know  w hether increasing p  w il l 
always resu lt in  increased worst-case compression ra tio  C'°^ {n ,p)  o r not, no m a tte r 
what integer sources are being compressed. T h is  is the  question o f p rov ing  th a t for 
any given n  the  func tion  HR^'^^(n, p) =  is a non-increasing func tion  o f p.
This hypothesis has a lready been supported w ith  our num erica l results (F igu re  23, 
Tables 3 and 4), and w il l be proven in  th is  section.
We w il l prove the  stronger resu lt o f the m onoton ic ity  o f
H R ^ ^ ^ { n , p ) =  sup ^ . (2 2 )
V. a { v ) = a { u ) ,  p { u , v ) = p  [ U j
Since
U
given a non-increasing H R ^ ^ { n , p ) ,  HR^'^^{n, p) m ust be non-decreasing as well. 
Since n  is considered to  be a constant, we w il l use no ta tions p) and
H R ^ ^ { p )  as equivalent.
L e m m a  11. Difference m odel residual r  — u —v has un ifo rm  p ro b a b ility  d is tr ib u tio n  
T"" =  ( r  =  ro) — R }  i f  and on ly  i f  correlation p{u, v) ^  0.
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P ro o f.
W e are s t i l l  using the assumption ( j {u)  =  (j(u ) =  cr, and in  th is  case the  covariance
cav{u,v)  =  p { u , v ) a ‘̂  =  ^  i j P i j ,
where Pij  is the  b iva ria te  p ro b a b ility  P { u  =  i  and v =  j ) .  W ith o u t loss o f gen­
e ra lity  we assume th a t images u  and v  have in tensities in  the  range [—n, n ], w hich 
can be always achieved w ith  an in te n s ity  range trans la tion . Since the  largest value 
of i j  fo r  —n  ^  ^  n  IS achieved on the  boundary m a x (|i| , | j | )  = n  and is equal to
n {n  — \i — j \ )  =  n { n  — |ro|), then
p { u , v ) a ^ =  Y ,  E  ( E
- n ^ i , i < n  - 2 n ^ r o = i - j ^ 2 n  \ i - j = r o ,  - n ^ i j ^ n  J
< E  ( E
- 2n<ro=t-i<2n \ i - j = r o ,  - n ^ i j ^ n  J
=  n  E  ko|) E  j
- 2 n ^ r o = i - i ^ 2 n  y  i - j = r o ,  J
=  n  { { n - \ r o \ ) P { r  =  ro))
- 2 n ^ r o ^ 2 n
=  n  ^  ( (n  -  lro |)i? ) =  n i?  ( ^ -  |ro|)
- 2 n ^ r o ^ 2 n  - 2 n < r o ^ 2 n
=  2 n R  ( 2  ^  (n  — |ro|) — n  j =  2 n R  f 2 ^  A: — n |  =  —2n?R <  0,
\  0^ro^2n /  y  -n$fc=n-ro$n J
w hich  means p{u,  v) <  0. ■
T h e o re m  2. For any integer image u  func tion  H R ^ ^ { p )  is a decreasing func tion  o f
p >  0.
P roof.
L e t V  — { P { u  — i  and v =  j )  — P i j }  be the b ivaria te  p ro ba b ility  d is tr ib u tio n  for 
the pairs o f in tensities (u ,v ) .  The p ro o f w il l be to  find  some d iffe ren tia l transfo rm  
VL{a,V) : V  Va  w ith  param eter a  such th a t fo r any o, 0  <  a  <  Oq,
8 8
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1 .C o rre la tion  p { a )  —  p { V a )  decreases w ith  a ,
2 .E n tro p y  H{o.)  =  H (V a )  increases w ith  a,
3 . Q { 0 , P ) ^ T .
T he  existence o f Q,{a,'P) w il l dem onstrate th a t at least fo r some specific sub­
set o f in ter-im age b iva ria te  probab ilities Va  (param eterized w ith  a)  decreasing cor­
re la tion  to  the given u  leads to  increasing entropy H { u  — v)  (and consequently 
Since H R ^ ^ { p { a ) )  by defin ition  (22) must be a t least as large as 
and H { a )  ^  f7 (0 ), then  H R ^ ^ { p { a ) )  ^  H R ^ ^ { p { 0 ) )  fo r  p{a )  <  p{0),  w h ich  means 
decreasing m ono ton ic ity  o f H R ^ ^ ( p ) .
The transfo rm  Q,(a,v)  can be constructed in  the  fo llow ing  way:
P a c  — CK +  P a c
P b d  — CK +  P b d
P a d  — > O ; P a d  ■ ( 2 3 )
P b c  — >■ Ct +  jP ftc
Ç ï {a ,b ,c ,d ,a ,V )  =  <
Pi j  —> Pi j  otherwise
T h is  transfo rm  (23) modifies on ly four p robab ilities  in  V ,  re d is tr ib u tin g  th e ir
values. I f  Va  =  f l(a , 6 , c, d, o , P ), the to ta l p ro b a b ility  (equal to  1), images u  and u,
and therefore entropies H {  u ), H (  v) and variances a { u ) , a ( v )  w il l rem ain unchanged
a fte r app ly ing  Q.{a,b,c,d,a ,- )  to  V.  However f l { a , b , c , d , a , - )  w il l affect p { u , v )  and
H { u  — v) as follows:
1 - ^  — ^  ^  S  ^ jP i j  ) — — Gc — bd +  ad +  be =  {a — b){d -  a), w h ich  is
y  - n ^ i j ^ n  J
negative i f  6  >  a and d >  c,
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=  £  E  n ( a . b , c , d , a , V )
- 2 n ^ r o = i —j ^ 2 n
~  '^ ( “ (■̂ ac ■ 0 :) log2{Rac ~  Cx) — “  0 ') log2{Rbd ~
—  { R a d  +  Ol)  lo g 2 (i? a rf  +  Q:) — { R b c  +  Oi) l o g 2 { R b c  +  O i ) ) ,
where Rxy stands fo r residual p ro b a b ility  V ^ {x  — y) — ^  Pij.  A fte r
- n ^ i j ^ n ,  i - j = x - y
d iffe ren tia ting  w ith  respect to  a
=  logg {Rac — O i)  +  logg {Rbd — Oi) —  logg {Rad +  O') — logg {Rbc +  a )  =
_  Iqp (fiac-a)(fibd-g)
(A.d+a)(Rk+a)-
T h is  expression becomes positive  when
{Rac — a) {Rbd -  g) ,
{Rad +  Oi) {Rbc +  Qî)
or {Rac — a ) {Rbd — Oi) >  {Rad +  Oi) {Rbc +  Oi) . Consider only a  >  0, then  a ll 
residual p robab ilities  Rxy are non-negative and inequa lity  (24) due to  its  co n tin u ity  
w il l be tru e  fo r some a , 0  <  a  <  ao, i f
>  1. (25)
^ a d - ^ b c
However, one can always satisfy (25) choosing Rac and Rbd as the  largest residual
p robab ilities  (from  the previous lemma, a ll residual p robab ilities  cannot be equal
when p >  0, therefore the  s tr ic t ly  largest probab ilities exist). W ith  th is  choice we 
have a sm all positive param eter q such tha t:
1 - £ < 0
2 ^  n
da ^  ^
9 0
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w hich means w ith  respect to  th is  param eter a  (a long a one-dimensional tangent 
spanned by a)  <  0 , i.e., HRy,{p{a))  is a decreasing function . H
T he  theorem  proves th a t an increase in  inter-im age corre lation w il l  always resu lt 
in  a decrease in  the  worst-case entropy o f the  difference between the images. In  o ther 
words, the  worst-case compression ra tio  produced by the  difference compression w ill 
decrease w ith  the  increasing inter-im age correlation.
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E s t i m a t i n g  H R ^ \ n , p )
D iscrete  M ax-E ntropy D istributions
In  th is  section we w il l derive the  discrete (2n  — l) -s ta te  d is tr ib u tio n  which, for 
given variance a,  has m ax im a l entropy. We assume th a t d is tr ib u tio n  states correspond 
to  (2n  — 1 ) integer num bers from  —n  +  1 to  n  — 1 , each w ith  p ro b a b ility  P i , i  =  —n -f- 
1 , .., n  — 1. N ote  th a t ne ither entropy nor variance depend on the  d is tr ib u tio n  mean
n —1 n —1
^  ipi ,  therefore we can also assume w ith o u t loss o f genera lity  th a t ^  ip i  =  0
n +1  i = —n * f l
71— 1
(otherw ise we can sh ift a ll state values by ^  ip i ) .
i = - n + l
In  th is  m axim ize the  entropy
n -1
H  =  -  ^  Pilog2 Pi,
i=~n+l
subject to  constra in ts
n -1  n —1
Pi =  I  and
i = —n +1 i = —n +1
To do so, fo rm  the  Lagrangian:
n -1  /  n -1  \  /  n - 1  \
$(P i,o ;,/3 ) =  -  P iio g 2 P i + < ^ (  j  + / 5 1 ^ I »
i = —n + l  \ t = —n -f l  /  \ i = —n +1 /
and solve fo r
a ,P )  =  -  log jP i -  logg e +  0 2  ̂ +  /3 =  0 .
Th is  yields pi — 12“ '^+^, where the constants a  and f3 m ust be determ ined to  
sa tisfy the constra in ts
^ 2  -  e and ^  2^2 ° ''+ ^  =
i = —n + l  i = ~ n + l
92
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n— 1 2
R o m  the f irs t constra in t P =  logg e — logg ^  2 "̂ ' , w h ich  a fte r su b s titu tio n
i = - n + l
in to  the  second constra in t results in:
Tt—1
 . (26)
E  2 '
i = —n + l
n -1  n -1
Then the  en tropy o f the image H  =  — E  PifoggP: =  ~  E  P i(— logge +
i = —n + l  i ——n + l
+  /3) =
T l— 1 71— 1 71— 1
=  logg e E  Pi -  a  E  ~ E  Pi =  logg e -  ao -2 -  /3
i = —n + l  i = —71+1 t = —71+1
IC n-1
=  logg e -  o : - + r r r — ;------(logg e -  logg E  2 “ * ).




7/ =  log3 E  2“   . (27)
i = - n + l  ^  2 “ *̂
i = —n + l
T h is  is the m axim um  entropy an image w ith  (2n — 1) in ten s ity  levels and  known 
variance cr can have, where the  param eter a  is found from  (26). F igure  28 shows the 
dependency a^{a )  fo r values o f n  =  2, 3 and 4 (one can prove 0 ^  cr^(a) ^  (n  — 1)^). 
Since equation (26) cannot be resolved fo r a  ana lytica lly, b u t s t i l l  provides a one-to- 
one continuous and monotone correspondence between cr and a,  we w il l  use a  ra ther 
than cr as a variance characteristic o f th is  d is tribu tion .
M odeling  HR^'^^(n,p) B ehavior w ith  Extrem al Entropy D istr ib u tio n s
As mentioned, com puting  the  exact H R ^ ^ { n ,  p) values involves o p tim iza tio n  over 
— 2  independent variables, w hich is p ro h ib itive ly  com plicated even fo r sm all n.
93




Figure 28: a ‘̂ {a).
One way to  avoid th is  d iffic u lty  is to  develop some approx im ate  estimates fo r these 
functions instead o f com puting  the  exact values. In  th is  section, we wiU construct an 
accurate upper bound on HR^'^^{n,p),  wh ich is also exact for n  =  2.
Consider any n-a ry  image u, n  2. I ts  entropy H { u )  is assumed to  always be 
positive, i.e., the  image has a t least tw o d is tin c t intensities m  and j ,  w ith  p robab ilities  
Pm  and p j  respectively. Since entropy grows w ith  an increasing num ber o f d ifferent 
states, H { u )  w il l  be m in im ized  i f  we assume th a t u  has exactly tw o  intensities. Then, 
i f  the p ro b a b ility  o f in tens ity  level m  is p  =  pm, P j  =  1 —p, and H ( u )  =  —p  logg p — (1 — 
p) logg (l —p). T he  variance o f th is  b ina ry  image is a^(u) =  (m — j ) ^ p ( l - p ) ;  therefore 
the  variance o f  the  residual r  =  u  — v is cr^(r) =  2a ‘̂ (u ) ( l  — p) — 2{m — j ) ^ p { l  — 
p ) ( l  — p), provided th a t corre la tion  p {u ,v )  =  p. G iven th is  know n residual variance 
(r(r) , and know n num ber o f residual intensities 2n — 1, the  residual entropy H { r )  w ill 
be m axim ized by the “discrete norm al” d is tr ib u tio n  found in the  previous section
n  — 1 2
n -1
and in  th is  case H { r )  — logg 2 ™ — a  *  , where a  can be uniquely
t=-n,+l g  2“*̂
t = - n + 1
determ ined fo r each a { r )  from  (26). F ina lly , H { r )  w il l increase i f  a { r )  increases.
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w hich occurs w ith  m  and j ,  1 ^  m , j  ^  n , chosen as fa r apa rt as possible, i.e., 
|m  — j \  =  n  — 1. In  th is  case fo r the  image u,  variance cr^('u) — — {n — l ) ^ p ( l  —p),
(l -  ̂ (l -
H { u )  =    — --------------- lo g s ---------------- ^
( l  +  ( l  +  ^ 1  -
  ^  2--------------
,-29-=*_E ( '2°
where cr  ̂ =  cr^(u) =  2( i-p ')'^ ^ (^ )  — 2( i-p j Thus, using th is  argument,
i= —n + l
we m in im ize H { u )  and m axim ize  H { r )  a t the same tim e  w ith  the  p roper choice of 
in tens ity  d is tribu tions, w h ich  leads to:
n  — 1
n - 1  ,  E  i*2 “ ‘
log2 E  2 - -
i = - n + l  Y,
i = —n +l
;2
izVî S lo g , log ,
=  M { n , p , a ) ,  (28)
w ith
n — 1
i = —n + l
Then
HR"^^{n,p)  ^  HR^'"^(n,p)  ^  sup M { n , p ,  a) .  (30)
Q
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M { n , p , a )  m ust be on ly  maxim ized w ith  respect to  one independent variable a. 
Th is m ax im iza tion  can be carried out w ith  great precision i f  one observes the behavior 
o f M ( n , p , a ) ,  shown on Figures 29 and 30 fo r two respective values o f n  =  2 and 
n  =  200. Fo r each n , the  p lo t on the rig h t represents a m agnified region o f the  le ft 
p lo t fo r 0.9 <  p <  1.
local extremum







Figure 30: M (n , p, a)  fo r n  =  200.
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One can observe th a t in  general M { n , p , a )  tends to  reach its  m axim ized values 
as a  —> — oo. The on ly exception to  th is  is when n  is sm all and p is large; then 
M { n ,  p, a )  has a local wavy extrem um  shown on the le ft p lo t on F igure  29. Th is 
extrem um  becomes neg lig ib ly  sm all as n  increases (F igure 30). T h is  leads to  the 
conclusion th a t for large n  and p <  1 approxim ate ly
sup M (n , p , q ) «  l im  M { n , p , a ) .
a  a - > - o o
T h e  exact value o f lim  M { n ,  p, a ) can be determ ined as follows;
a —> —oo
L em m a 12. l im  M { n ,  p, a) =  2(n  — 1)^(1 — p)
P roof.
2“ *" =  1 +  2 ^  2°^' =  1 +  2^+“  +  Here ^  <
i = —n + l  i= l  i—2 i=2
oo
Y ) , w hich vanishes as o; —»• —oo. In  o ther words, vanishing ta ils  in
1=2
n -1  ^ n -1  2
^  and ^  i^ 2 “ * can be trunca ted  because the  lower o rder term s dom inate
t = —n + l  i = —n + l
as a  —>• —oo or n  —> oo. Therefore, trunca ting  all ta ils  to  n  =  2, and app ly in g  some 
w ell-know n lim its .
n- 1  , E
H { r ) = i o g ^  E  2 - '  -  o  ^  lo g 2 (l +  2^+") -  2^+" -  rr2"
i = - n + l  53 2
t =  —n + l
=  (2  — o;}2 “  = —* —q 2 “  as a  —)• —oo, and
o^^(r) =  ' C V — ; " 2“ . Then, since a ‘̂ {u) =  0,
22 2“ *
2 2 ~   ̂ (n-l)2 : 2 ( n - l ) 2  >
resu lting  in
H i u )  =  - H E S l i o g ,
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lo fe  & - ( l -  log , ( l  -
“  log, ( f c f ^  - *  - 2( i - r t ( „ - i ) i  log ; ,( i_ p )(L -:|' ■ F ina lly ,
=  . - i ï ï . p O - r t c ï - D ’ ) ^  2 (1  -  p )(n  -  1 ):.
T h is  leads to  the  fo llow ing  asym pto tic  estim ate fo r large n  :
HR^'^P(n,p) «  2 (1  - p ) ( n -  1)^ =
However, th is  estim ate w il l fa il as p —»• 1, when the  local extrem um  o f M ( n ,  p, a)  
becomes im portan t. In  th is  case, we can im prove the estim ate considerably w ith  
the  fo llow ing argument. One can observe on Figures 29 and 30, th e  loca l extrem um  
fo r M { n , p , a )  occurs for a  <  0 and, as shown in  the  lemma, a ll sums involved in  
M { n ,  p, a )  can be truncated fo r negative a  w ith o u t noticeable loss o f  accuracy. In  
o ther words, i f  Mk{n ,  p ,a )  is M ( n , p , a )  w ith  aU sum m ation series trunca ted  to  some 
constant k, then fo r large n  sup M (n , p, a)  «  sup Mk{n,  p, a ), w ith  th e  equa lity  made
a  a
a rb itra r ily  accurate w ith  appropria te  choice o f k. The advantage o f using truncated 
Mk{n,  p ,a )  is tha t, unlike M { n ,  p ,a ) ,  Mk{n,  p ,a )  is a function  o f the  p roduct 2(1 — 
p )(n  — 1)^, ra the r than o f p and n  separately (see formulas (28) and (29)). Th is 
im m edia te ly leads to  Mk{n,P j^ ,a )  — M t ( 2 ,pg, a ) for any n,  p „ and pg connected by 
2(1 - p „ ) ( n -  1)^ =  2(1 - p g ) (2 -  1)2, or Pa =  1 -  (1  -  p „ ) (n  -  1 )^. Thus, M k { n , p , a )  
=  M /:(2 , 1 — (1  -  p )(n  — 1 )2 , a ) and
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HR^'^^{n,p)  <  snp M k {n ,p ,  a)  =  sup M k ( 2 , l  -  {1 -  p ) ( n - i f ,  a )
ct OC
sup M { 2 , 1 — (1 — p) {n  -  l) ^ ,a ) .
a
F ina lly , M { n ,  p, a )  assumes a b in a ry  d is tr ib u tio n  for the  image w; there fore  fo r 
n  =  2  its o p tim iza tion  m ust produce exactly  the  same result as obta ined ea rlie r fo r 
th e  b in a ry  image model:
s u p M { 2 , p , a )  =  HW'^^{2,p) .
Ct
T h is  leads to
HR^'^^{n,p) <  1 -  (1  -  p )(n  -  I ) * )  =  E^'^^{n,p).
W e exam ined and tabu la ted  the  func tion  HW'^^{2,  p) before; ob ta in in g  estim ates 
fo r p) is equivalent to  changing variables in  HR?'^^(2, p). F igure  31 shows the
behavior o f b o th  linear p) =  2 ( 1 —p )(n —1 )^ and p) =  i7 /î® "P (2 ,1 —(1  —
p ) {n  — 1 )^) estim ates for HR^'^^{n,p).  As n  increases, they become ind istingu ishab le . 
C orrelation  T hreshold  for D ifference and R egression-B ased C om p ression
One o f the tasks in  th is  research was to  estim ate the  corre la tion  pQ between tw o  
n -a ry  images, sufficient to  reach the given compression ra tio  C. As one can see from  
the  previous section, HR^'^^{n,p)  =  ^  2 (1  — p )(n  — 1 )^, which yie lds a worst-case
estim ate p^  «  2C(n-i)^ - T h is  value ra p id ly  approaches 1 as n  increases, m a k in g  th is
resu lt qu ite  pessim istic, fo r exam ple, using th is  estimate, (7 =  2 compression ra t io  can 
be guaranteed fo r any two 8 -b it  (n  =  256) images on ly  i f  the in ter-im age co rre la tion
99
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F igure 31: p) estimates for n  =  2 and n  =  256.
approaches 1 — 2*2*(256- ï )  ̂ ~  ' 999996. T h is  high corre la tion is t ru ly  im possible in  
p ractice ; however, we know  th a t the  difference model works fo r ce rta in  classes o f 
images. On the  o ther hand, the  best-case estimate for fo r n  >  2 m ust lie  below 
th a t fo r  the b ina ry  case, determ ined earlier to  be Pc=2 =  0.79. The n -a ry  images 
w ith  tw o  d is tinc t in tens ity  clusters (background-foreground) w il l behave closer to  
the  b in a ry  model, p roducing low  corre la tion  thresholds fo r the  given compression 
ratios.
W h a t happens i f  the  difference m odel based on compressing r  =  u — v is replaced 
by a m ore general linear regression r  =  u  — f3v 7 I t  follows from  the  linear regression 
the o ry  tha t fo r the j3 o p tim a lly  determ ined w ith  least squares to  m in im ize  ||r || , 
the  residual variance (T^(r) =  (1  — p^)cr^(u) (fo r the difference m odel a ‘̂ { r )  =  2 (1  — 
p)a^{u )) .  Therefore one can o b ta in  s im ila r estimates for regression-based compression 
s im p ly  replacing 2(1 — p) by the  smaller'® (1 — p^) in  a ll previous derivations. In  
p a rticu la r, HR^l^g{n,p) w  (1  -  p ^ )(n  — 1 )^, and p^  «  ^ 1  -  T h is  expression
28 S in ce  we consider c o rre la t io n  p  : 0  ^  p  ^  1.
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yie lds (fo r C  — 2 worst-case) pg — 2 7 (2 5g-i)^ ~  999996, which is s t il l very
m uch the  same as the differenee m odel (difference and regression compression models 
converge as p —* 1 ).
F ina lly , the  same reasoning w ith  extrem al p robab ility  d is tribu tions can estim ate 
p), which w ill resu lt in  p) >  for the  difference model. T h is
estim ate  w il l ra p id ly  vanish fo r increasing n,  proving th a t carefu lly chosen n -a ry  
images can be compressed w ith  rem arkably h igh compression ratios. A t  th is  po in t, 
a d d itio n a l s tudy o f HR"^^{n, p) and HR^'^^in,  p) is no t o f in terest since these functions 
converge to  th e ir  t r iv ia l boundaries 0 and oo respectively. W e w il l l im it  ou r discussion 
to  th e  more specific and p rac tica l models o f database compression, va lid  fo r ce rta in  
com m on classes o f images (such as m edical images), ra the r than  fo r general n -a ry  
images.
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F o u r -C l u s t e r  M o d e l  
V isualiz ing  Im age Sim ilarity: From C orrelation P lo ts  To P rob ab ility  Surfaces
O ur previous discussion shows tha t the  corre la tion  p  between tw o  signals, u  =  
and v =  m ay not be sufficient to  determ ine useful boundaries for a
compression ra tio  C  obta ined by replacing u  w ith  r  =  u  —  v ,  o r  the m ore general 
expression r  =  u  —  / 3 v .  In  particu la r, more in form ation  about the  in ter-im age d is tr i­
b u tio n  V { x , y )  =  P { u  =  X  and v  =  y )  is needed since C  is a func tion  o f  V .
T ra d itio na lly , co rre la tion  p lo ts were used to  provide m ore deta ils  about the  image- 
to -p red ic to r corre la tion. A  correlation p lo t for images u  and v  presents corre la tion  
p { u , v )  as a set o f po in ts w ith  coordinates { x i , y i )  =  (-u[z], Image s im ila r ity
means encountering a u [i] r j  u[z], producing a co rre la tion  p lo t concentrated along 
the  lin e  y  =  x .  F igure  32 shows corre lation plots between tw o C T  and tw o  M R  8 -b it 
images; one can observe th a t the m a jo rity  o f points lie  w ith in  the  y  =  x  v ic in ity , 
w h ich  can be viewed as an ind ication  o f image s im ila rity .
However, co rre la tion  p lo ts  have even more in fo rm a tion  than  is expressed w ith  
a corre la tion  p lo t. T he  p ro ba b ility  o f  a po in t ( x i , y i )  being on th is  p lo t m atters 
much more tha n  its  presence. We visualized th is  m issing in fo rm a tion  by adding a 
th ird  p robab ilis tic  dim ension P  =  P  { ( ’u [i],w [i]) =  { x i , y i ) }  =  P { u  =  X i  and v  =  %), 
w h ich  shows the p ro b a b ility  o f each po in t (x j, y j .  T h is  transform s a co rre la tion  p lo t 
in to  a three-dim ensional p lo t o f the surface V { x , y ) ,  because a corre la tion  p lo t is 
an { x , y )  pro jec tion  o f the set { { x , y , V { x , y ) )  : P { x , y )  >  0 } . T h is  three-d im ensional 
in ter-im age p ro b a b ility  p lo t for the two C T  images used fo r F igure  32 is shown
102
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256 1
Figure 32: C T  and M R  corre la tion  plots.
F igu re  33 w ith  tw o d ifferent scales fo r the  P  axis, and th is  leads to  several im p o rta n t 
observations.
F irs t, as one can observe, th a t these do not show a “s tra ight line  p a tte rn ” corre­
la tio n . Conversely, the  s im ila r ity  between u = C T l and u = C T 2  is a ju x ta p o s it io n  o f 
the  fou r clusters in  V { x , y )  w h ich  are:
1. The  (1,1) c luster ( C T l background, CT2 background) plus its  v ic in ity  accounts 
fo r 50% o f the to ta l in ter-im age p robab ility . We w il l refer to  i t  as the  b-b  c luster.
2. The (8 8 ,8 8 ) cluster ( C T l foreground, CT2 foreground), corresponding to  the  
regions where the C T l foreground w ith  an average in tens ity  close to  8 8  overlaps w ith  
th a t fo r CT2 (hereafter referred as f- f  cluster). The f - f  cluster and the  b-b c luster 
b o th  contribu te  to  a higher in ter-im age corre la tion and bette r compression ra tio .
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F igure 33: T { x , y )  surface for tw o s im ila r C T  images.
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3. T h e ( l,8 8 ) (b -f) and the  smaller (88,1) (f-b) clusters correspond to  the background- 
foreground overlapping o f the  tw o  images. These tw o clusters are responsible for a 
lower in ter-im age corre la tion  and a lower compression ra tio .
T he  b o tto m  graph on F igure 33 shows the same inter-im age p ro b a b ility  surface 
w ith  5x m agnifica tion  along the ve rtica l axis. One can see th a t the co n tribu tio n  o f a ll 
o the r areas (v is ib le  on the  corre lation p lo t on F igure 32 ) is négligeable w ith  respect 
to  these fou r p rinc ipa l clusters. F igu re  34 represents in ter-im age p ro b a b ility  p lo ts 
(o rig ina l and m agnified) fo r tw o  s im ila r M R  images (M R l and M R 2) used fo r F igure  
32. In  th is  case, f-f, b - f  and f-b  clusters are more spread o u t and therefore lower, b u t 
s t i l l  con tribu te  most o f in ter-im age b ivaria te  p robab ility .
W e also visualized sim ple autoregressive corre la tion  between each p ixe l and its  
le ft neighbor w ith  the  results presented on F igure 35. One can observe th a t m any 
visua lly-appea ling  features o f corre la tion plots, e.g., s tra igh t-line  c lustering  o r an 
e llip tic a l area on the C T  p lo t have very l it t le  effect on corre la tion  and become alm ost 
inv is ib le  on the  p ro b a b ility  surfaces. However, the  same 4-cluster m odel s t i l l  applies 
w ith  vanishing b - f and f-b  clusters. Since b -f and f-b  clusters are responsible fo r image 
d iss im ila rities , the  use o f autoregressive predictive  models on F igure 35 provides much 
b e tte r p re d ic ta b ility  than  the  inter-im age predictors used fo r Figures 33 and 34.
T h is  four-c luster in te rp re ta tion  captures v ir tu a lly  a ll inter-im age in te rac tion  and 
can be a va lid  model fo r s tudy ing  compression ra tios obta ined w ith  p red ic tive  models. 
F rom  th is  m odel, m arg inal image d is tribu tions should have tw o in tens ity  clusters, 
w hich explains the  presence o f tw o  d is tin c t background and foreground clusters in  the 
C T  and M R  image histograms shown earlier. Using th is  approach we w il l in troduce
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Figure 34: V { x , y )  surface for tw o s im ila r M R  images.
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F igure 35: V isua liz ing  autocorrelation.
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and develop the  sim plified four-c luster m odel shown on F igure  36. F ig u re  36 presents 
the  c lusters w ith  four rectangular p ro b a b ility  regions p i ,  p 2 , Ps and p 4 , th a t assume 
the  background  intensities in  each image lie  between 1 and a, and the  foreground 
in tens ities  between b and n. The p robab ilities  pi  can be viewed as th e  average cluster 
p ro b a b ilit ie s  over the  respective rectangular pro jections as shown on F igu re  36. Th is  
m odel is also an extension to  the  b ina ry  m odel examined earlier.
F igure 36: Four-c luster model.
F ou r-C lu ster M odel D erivation
In  th is  section the  details for the  estimates o f p) are g iven  assuming the
fou r-c lu s te r model. The  derivation  is s im ila r to  the b in a ry  case exam ined earlier. 
F igu re  36 com plete ly defines the b iva ria te  p ro b a b ility  fo r any integers x , y  :
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Pi, l ^ x , y  ^ a ,
P2, b ^  X  ^ n , l  ^ y  ^  a,
V { x , y )  =  < P3, 1 ^  X  ^ a , b  ^  y  ^ n ,
P a , b ^ x , y ^ n ,
0 o th e r w is e .
We impose tw o  constraints:
=  1 =  PiO  ̂+  a{ jp2+P3){n  -  6 +  1 ) +  PA^n
=  cr^(v).
The p ro b a b ility  d is trib u tio n  o f  image u  intensities:
api +  { n - b  +  l ) p 3 , 1 ^  a; <  a,




=  ID  +  { n - b  +  l ) p 3 ) +  X) t^(op2 +  {n — b +  1 )^ 4)
1=1 1=6
-  ( ID  +  { r i - b  +  l ) p 3) +  Y l  *(ap2 +  { n - b  +  1 )^4 )
\ i= l 1=6
The expression fo r cr^(f) is obta ined from  C7^(u) swapping p2 and p,i :
(T̂ (%;) =  5D +  (n -  6 +  1 )P2) +  ID + (n — 6 4- 1)P4)
1=1 1=6 ^
-  +  (n  -  6 +  l ) p 2) +  è  +  (n  -  6 +  l ) p 4} ')  •
1 = 6
Then
a ‘̂ {u) -  a^{v)  =  (n  -  6 +  l ) ( p 3 -  pg) +  o(p2 -  P3) ID^^
1 = 1  1 = 6
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-  ( (n  -  6 +  1)(P3 -  P2) è  î  +  û(p2 -  Ps) è  M  
\  i=i i= b  J
*  ( ï(2ap i +  (n  — 6 +  1)(P2 + P 3 )) +  12 *(^(P 2 +  Ps) +  2 (n  — 6 +  1 )^ 4) )
\ i= l  £=6 /
=  0 3 3 - P 2 ) [ ( « - & + i ) è * ^ - û E * ^ -
i=l t=6  \  t = l  i = b  J
*  f 12%(2opi + { n - b +  1)(P2 +P3)) +  12*(“ (P2 +P3) +  2(n  -  6 +  1)P4) )] =  0
\ i= l  i=b J
T h is  quadra tic po lynom ia l equation (w ith  respect to  p i )  w il l  have tw o rea l roots
th a t satisfy: 
l  p 3 =  P2 , or
2 . (n  -  6  +  1) 1 2  — a 1 2  — ("(n — 6 +  1 ) 1 2  i  — a 1 2
1=1 i = b  \  £—1 i = b  J
n
*  I 12 *(2api +  (n  — 6 +  l ) ( p 2 + P 3 )) +  12*(“ 0^2 +  Ps) +  2 (n  — 6 +  1 )^ 4 ) ) — 0
\ i = l  1=6 /
One can dem onstrate th a t case 2 is unacceptable. Case 2 results in  a linear 
equation in  (jp2  +P3), however, the f irs t imposed cond ition  (31) is a linear equation 
w ith  respect to  (P2 + P 3) as well. These tw o  linear equations are different and they w il l 
lead to  contrad ic tion  unless add itiona l assumptions are made about the  rem ain ing  
variables, which we are n o t w illin g  to  do w hile  considering the  general case. Thus, 
sa tis fy ing  (31) and (32) leads to  a unique possible so lu tion on ly  when pa =  p 2 in  (32). 
N ote  th a t when ps =  p 2 the  images u  and v have the  same p ro b a b ility  d is trib u tio n s  
(histogram s), which is a very na tu ra l resu lt for tw o  sim ila r images. Then the  system
P3 — P2
pia^ +  {p2 +  P3)a{n — b +  I )  +  p4{n  -  6 +  1 )^ =  1 
solved for p 2 and pa yie lds
1 o^pi +  2pin — 2pinb  +  p^v}  +  p46^ — 2p^b +  p4
=  “ 2 --------------------------- - a ( n - - b — )----------------------------■ (33)
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A ll  p robab ilities  are expressed as functions o f a ,b ,n ,p i  and p4 . I t  is s tra ig h tfo r­
w ard  to  express image variances a^(u)  and cr^(v), co rre la tion  p {u ,v ) ,  entropies H { u )  
and H ( u  — v),  and the  entropy reduction function  H R { n , p )  =  H { u  — v ) / H { u )  =  
1 /C { n ,p )  as functions o f these variables. The deriva tion  o f these expressions was 
s im ila r to  our b inary  case. The fina l form ula fo r H R { n ,  p) was determ ined w ith  
M a p le ®  and requires about three pages to  present. T h is  is believed to  not con­
tr ib u te  to  the  c la r ity  o f results i f  reproduced. The resu lt (33) was used p r im a rily  to  
ru n  num erica l H R { n , p )  m in im iza tions to  find:
HR^^^{n ,p )  =  — i —— =  sup H R { n , p ) ,
^  V ' ' i P )  a ,b ,n ,p i,p 4 ,p = p (u ,v )
Figure  37 presents the  results o f th is  num erical o p tim iza tio n  carried ou t for n  =  
2 ,4 ,8 ,16 ,32 ,64  and 128.
A d d itio n a l observations about th is  four-cluster model:
1. Images u  and v  have the same in tens ity  d is tribu tions , which leads to  H { u )  =  
H { v )  and HR^'^^{n, p) ^  2 (as proved earlier). Then HR^'^^(n, p) =  2 corresponds to  
independent, i.e., uncorrelated images u  and v.
2. W hen n  increases, HR"'^^{n,p)  approxim ate ly converges to  1.4 for p >  0.7, 
and ra p id ly  vanishes to  0 only when p becomes very close to  1. T h is  means th a t 
i f  we consider M R  or C T  images having a typ ica l 0.7 ^  p ^  0.85, and accept the 
four-c luste r model as a good approxim ation for the in ter-im age b ivaria te  p robab ility .
111











P0 0.0 0.3 0.5 0.8 1.0
Figure 37: and HR^'^^{n,p) fo r fou r-c lus te r modal.
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the app lica tio n  o f difference compression to  these images can resu lt in  a 40% increase 
in  entropy. C learly, difference models do not guarantee compression.
3. p) curves for d ifferent values o f n  and p >  0.5 converge to  the stra ight
line H R ^ ^ { n , p )  =  2 (1  — p) wh ich improves our earlier estim ate HR^°^{n,  p) >
I t  is in te res ting  to  observe th a t as n  increases, the  highest (best-case) value o f 
H R " ^ { n , 0 )  decreases tow ard 1. F igure 37 suggests fo r large n  :
1 0 ^  p <  0.5
2(1 - p )  0.5 <  f  <  1
w ith  o n ly  8 % error fo r n  >  128. Th is  means th a t fo r large n  and any corre lation 
Po ^  0  there ex ist a t least tw o  images u  and v  w ith  iden tica l h istogram s such th a t 
a) p {u ,v )  =  po) and b) H { u  — v)  =  H { u )  ( =  H {v ) ) .  For large n  and fo r the best- 
case images, difference models are guaranteed to  not increase the  entropy fo r any 
in ter-im age corre la tion.
T he  4 -c lus te r model also perm its  the behavior o f the  corre la tion  threshold  p(n, C) 
to  be analyzed. T h is  function  provides a worst and best case estim ate on inter-im age 
corre la tion  p between tw o n -a ry  images sufficient to  ensure a compression ra tio  C  for 
difference compression. T h is  can be determ ined from  the  same da ta  used for Figure 
37, w ith  the  results shown on F igure  38.
Curves on the  le ft p lo t on F igure  38 show best-case estimates fo r inter-im age cor­
re la tion  p p rov id ing  the respective compression ratios: C  — 1 (p ractica l threshold), 2 
(typ ica l lossless) and 3 (good lossless). They remain a lm ost constant since the best- 
case compression ra tio  function  /7 i? ‘“^ (n ,p ) behaves as a s tra igh t line  fo r p ^  0 .5
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F igure  38: Curves p"^{n,  C)  (le ft) and C)  fo r ( 7 = 1 , 2  and 3.
(F igu re  37). Note: since /)'"^(n ,3) >  0.85, a 1:3 difference compression is impossible 
fo r C T  and M R  images w ith  average 0.7 ^  p ^  0.85.
Worst-case estim ates p®“p (ti,(7 ) on the  r ig h t p lo t e xh ib it very fast convergence to  
1 as n  increases. T h is  corresponds to  the  fast decay to  0 for HR^'^^(n,p)  on F igure 
37.
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G e n e r a l  P r e d i c t i v e  M o d e l s
In  the  previous sections we p rim a rily  studied difference models, achieving set 
compression rep lacing s im ila r images by th e ir  differences. We determ ined num erical 
estim ates fo r the  compression ra tio  function  H R { p )  (inverse to  compression ra tio  
C {p ) )  and found th a t compressing r  =  u  — v  instead o f tt or u can be beneficial on ly 
when co rre la tion  p  =  p{u, v)  is very close to  1 .
However, one m ay t r y  to  improve these estimates in troduc ing  more general linear 
regression-based set compression when r  is determ ined by
r  =  u  — (a  +  jdv) , (34)
and th e  constants a  and /? are chosen to  m in im ize  ||r|| =  v r ^ r .  N ote  th a t a  
w il l  sh ift a ll image intensities by a constant value w h ich  has no effect on the  entropy 
H { r ) .  Therefore, in  term s o f compression model (34) w il l  perform  as effic ien tly  as
r  =  u — Pv. (35)
T he  value o f p  can be determ ined w ith  the  fo llo w in g  lemma 
L e m m a  13. ||r||^ =  r ^ r  in  (35) is m in im ized by /? =  ^ ^ p { u , v ) .
P ro o f .
| |r| |^ =  r ^ r  =  {u — Pv)'^{u — Pv) =  vFu  — P{vFv  4- v ’̂ u)  +  P'^v^v,
where*^ u ^ u  =  a^{u),  v ^ v  =  cr'^(v) and u^v  =  v ^ u  — pa{u)a(y) .  Then op tim a l
be  m o re  accu ra te , we s h o u ld  use u  — u  in s tead  o f  u,  a n d  s im ila r  centered vec to rs  in s te ad  
o f  V  a n d  r .  H ow ever, as s ta te d  ea rlie r, s h ifts  in  in te n s ity  d o m a in  do no t a ffec t the  en tro p ies , and 
th e re fo re  need no t to  be  considered.
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^ u^v +  v^u aiu) , .
2 v r v  - q ; ; ) " ' " ' " ) '
In  particu la r, the  assum ption o f a (u )  =  a(v )  yields ^  =  p{u ,v ) .  Since f3v is no t 
an integer vector any more, instead o f (35) one uses
r  =  u  — \_pv\ (36)
w ith  LJ representing integer trunca tion .
Replacing difference m odel r  =  u  — v  hy  the  more general r  =  u — \_pv\ in troduces 
m any changes in to  behavior o f the  H R { p )  and C{p)  functions. F irs t, note th a t 
fo r p =  0 equation (36) becomes r  =  u,  w hich means th a t H R (0)  =  — 1
and C'(O) =  =  1. W hen  p 1, m odel (36) converges to  difference m odel
r  =  u  — v examined earlier, w ith  H R { 1 )  =  0 and C ( l )  =  + o c . F ina lly, ou r num erical 
experim ents indicate^® th a t there always are positively-corre lated images u , v  w ith  
H R  >  1. T h is  means th a t functions HR^'^^{n,p)  and HR"^^{n,p)  must have loca l 
m axim a (local m in im a fo r C^' '^(n,p)  and C'*“ *^(n,p)) and are n o t monotone as they 
were fo r difference predictors.
The  presence o f integer tru n ca tio n  in  (36) makes i t  impossible to  analyze an­
a ly tica lly , bu t a ll derivations from  the  previous section rem ain va lid  a llow ing for
convenient num erical study. Therefore, we performed num erical op tim iza tion  fo r the
^°See fo r exam ple  th e  tw o  M R  im ages used in  th e  in tro d u c tio n . A n o th e r  n u m e ric a l e xa m p le  is 
u  =  [0 ,2 ,2 ], V  =  [2 ,2 ,0 ]. E n tro p ie s  H { u )  =  H { v )  =  1  logg 3 +  ^  logg ^  =  0.918296. C o rre la tio n  
p{u ,v )  =  0.5 a n d  r  — u  — [p n j =  [—1 ,1 ,2 ] w i th  H { r )  — lo g2 2 -- 1 .58496. T hen H R { p  =  0 .5 ) =  
=  1.72598 > 1 .
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4-cluster m odel w ith  regression pred ictor (36). The re su lting  p lo ts fo r p)







0.0 0.25 0.5 0.75
F igure  39: Regression p) and HR^'^^{n, p) fo r four-cluster model.
These results look very different from  the difference models on F igure  37. Th is  
is due to  the presence o f integer trunca tion  function  in  HR'^^{n,  p) wh ich becomes 0 
alm ost everywhere except one compact m axim um  at p =  0.875. I t  is w o rth  m ention­
ing  th a t, w ith in  our acceptable num erical error, d iffe ren t values o f in tens ity  levels 
n  in  HR"^^{n,  p) have the  same extrem al p. T h is  p corresponds to  the  best-case
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regression-based compression producing the worst results. P lo ts fo r p) are
also influenced by trunca tion , especially fo r sm a ll values o f n. As n  increases however 
these plots become more stable and smooth, w ith  local m axim um  a t p =  0.75.
These results suggest th a t regression models (includ ing b o th  autoregressive and 
in ter-im age predictors) perfo rm  be tte r than  difference models: fo r exam ple, a ll p lots 
HR^'^^{n,p)  fo r d iffe rent n  on F igure 39 stay below 1.4, w h ile  same p lo ts  on Figure 
37 approach to  2. However, as p increases, b o th  regressive and difference models con­
verge and have very s im ila r compression. The  local extrem a in  regressive predictors 
ind ica te  th a t values o f 0.75 <  p <  0.87 are the  worst for en tropy reduction , since 
th e y  m axim ize functions HR^'^^{n,p)  and HR"^^{n,  p) (m in im ize compression ratios 
C^'^^{n,p) and C “ ^(n, p)).  Note th a t in ter-im age correlation between C T  o r M R  im ­
ages falls in  th is  range, which means th a t inter-im age predictors fo r these s im ila r 
image classes w il l pe rfo rm  w ith  th e ir lowest efficiency.
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Av e r a g e  Case St u d y  W it h  4 -C l u s t e r  M o d el  
A nd  M o del  Va l id a t io n
The  w orst and the best-case estimated for p) and obtained
w ith  the  4 -c luster b iva ria te  p ro ba b ility  model, are be tte r and more applicable com­
pared to  the  m ost general case when no assumptions were made about the  b ivaria te  
p ro b a b ility  d is trib u tio n . However, the difference between the  worst HR^'^^{n, p) and 
the best HR}'^^(n,p) increases w ith  n,  leaving a w ide r range fo r guessing about the 
most ty p ic a l values o f H R ( p )  between these tw o  extrem e cases. Therefore we used 
the same 4 -c luster model to  perform  a num erical average-case s tudy  and determ ine 
the values o f
=  ^avg\n 'p) ^  o.veragea,b,pup,HR{n,p),
assum ing th a t variables a ,b ,p i  and are d is trib u te d  u n ifo rm ly  w ith in  th e ir 
respective ranges. The  resu lting  values for HR°' '^^{n,p)  are shown on th e  F igure 
40. T he  values o f n  =  2 ,4 ,6 ,8 ,10 ,16,32,64,128 and 256 were used for the  d iffe r­
ence p lo t, and n  =  4 ,6,8,10,16,  32,64,128 and 256 fo r the  regressive
HR^^^{n ,p) .
These average-case curves lie closer to  the worst-case estimates and e xh ib it the 
same ra te  o f  decay as p —> 1. Since a ll H R { p )  curves were obta ined from  the  theo­
re tica l 4 -c lus te r model, and the 4-cluster model was b u ilt  from  s tudy ing  the  shape of 
b ivaria te  p ro b a b ility  surface for C T  and M R  images, i t  is in teresting  to  observe how \ 
actual C T  and M R  data f it  between these num erical curves. T w o sets o f these images 
w ith  n  =  256 in tensity  levels were used to  fin d  H R  values. F igure  41, top , shows
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Figure 40: p) fo r the difference (top) and regression.
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three curves, HR^'^^{256,p),  i f / î “ "®(256, p) and HR"^^{256,p),  and 200 po in ts w ith  
coordinates {p {u ,v ) ,  H R [ u ,  v))  com puted for C T  and M R  images. H R  values on th is  
p lo t were determ ined assuming difference compression: H R { u , v )  =  , where
images u  and v were taken e ither from  the  same s im ila r class (C T  o r M R ) fo r in te r­
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Figure 41: 4-cluster model validation.
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Observe th a t
1. T he  average case function HR°'^^(2hQ, p) lies closer to  the  worst case i/ iî® “P(256, 
p ), tha n  to  the  best-case HR'^^{256, p). Th is  means th a t on average, p redictive  com­
pression m ay perform  almost as bad as the w orst case.
2. Im age data  is well localized w ith  respect to  these curves, w ith  points never 
exceeding ifi2®"P(256, p) nor fa lling  below H R “^ {̂256, p ). T h is  supports the v a lid ity  
o f the  4-cluster model and a ll performance pred ictions based on it .
3. N o te  th a t for the  inter-im age predictors, th e  H R  coordinate in  the image data  
{p {u ,v ) ,  H R {u ,v ) )  stays typ ica lly  above, b u t ve ry  close to  1. T h is  demonstrates 
again th a t  in ter-im age pred iction  increases image entropy and cannot be used for 
e ffic ient set compression.
F igu re  41, bo ttom , is s im ila r to  the  top  p lo t, b u t shows the same results fo r the  
regression-based predictors w ith  H R {u ,v )  =  N ote  how close image data
is clustered w ith  respect to  the i / i î “ ^®(256, p) curve, once again p rov ing  the v a lid ity  
o f ou r theo re tica l approach.
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N e a r l y - L o s s l e s s  E x t e n s i o n s  T o  
L o s s l e s s  C A R  C o m p r e s s i o n
In tr o d u ctio n
D u rin g  the  last decade, several compression m ethods have emerged as a compro­
mise between tra d itio n a l lossless (re la tive ly  low  compression ra tios) and lossy (in fo r­
m a tion  loss) compression techniques. Almost-lossless compression is a p robab ilis tic  
approach th a t guarantees th a t most o f the  image pixels (fo r instance, 95% ) w il l re ta in  
th e ir  intensities, as defined by K array  [37]. Perceptually-lossless compression in tro ­
duces new in fo rm a tion  measures, explained by Karunasekera, S .A  and N .G .K ingsbu ry
[44], based on subjective human sens itiv ity  to  d ifferent im age details, ensuring th a t 
ce rta in  losses in  image in form ation  w il l rem ain unperceived by  the  hum an eye [42], 
[40], [41], [43]. F ina lly , nearly-lossless (N L ) compression, as presented by Chen [38] 
and K e  and MarceUin [39], allows compression o f an image assum ing th a t every p ixe l 
value can be changed by some sm all e ( lossless compression corresponds to  £ =  0 ). 
Sm all values o f e can substantia lly  im prove the  image compression ra tio  w ith o u t any 
v is ib le  changes in  the  image [40]. S tra igh tforw ard  N L  compression for an image w ith  
N  in tens ity  levels is often perform ed by reducing th is  num ber to  N /{2 s  4- 1) quan ti­
za tion  levels [45], and o p tim a lly  replacing each o rig ina l p ixe l in tens ity  by some value 
from  the  reduced (quantized) in tensity  range. Theore tica lly , th is  decreases the  image 
entropy by log2 { 2 e +  l ) .  However, each p ixe l is deemed to  lose a certa in  in tensity, and 
the image to  lose m ost o f its  colors. T h is  may produce v is ib le  a rtifac ts  even fo r sm all 
£. In  th is  research, instead o f reducing the image entropy th rough  in tens ity  range 
reduction, we propose to  improve the image compressing properties for the  speci-
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fied  compressing transform s. Autoregressive (A R ) m odel compression was chosen as 
an example. O ur Nearly-Lossless Autoregressive (N L A R ) compression preserves the 
image in ten s ity  range and on ly  red istributes some p ixe l in tensities w ith in  ±e: e rro r 
in te rva l to  o p tim a lly  decrease the  entropy o f the AR-compressed image. Since pixels 
are no t forced to  a reduced in tens ity  scale, compression im provem ent becomes more 
m oderate, b u t the  fide lity , accuracy and perceptual q u a lity  increase. M oreover, th is  
technique is co m pu ta tiona lly  sim ple and can be used to  im plem ent m any previous 
varia tions o f  nearly  and perceptua lly  lossless compression.
N L A R  A lgorith m  D erivation
As an example, the  5 -th  order A R  model was used to  derive and test ou r tech­
nique; in general, one can use any A R  model, o f any size, image-dependent o r image- 
independent. W ith  th e  operators B  and L  representing 1-p ixel b o tto m  and le ft image 
sh ifts  respectively, the  5 -th  order A R  model can be represented as:
u  =  4- 4- P ^LB  4- 4- P ^B ^)u  +  r,
where U ^ B '^ u [ i, j ]  =  u [ i—m , j  — n]. O p tim a l values fo r P  =  \P\, P 21 Ps, Pa, P 5 V  
found w ith  tra d itio n a l least squares regression as P =  {y ^v )~ ^ {v^u ), where m a tr ix  v 
has five colum ns, a ll are shifts o f the vector u:
V =  {L u , B u , L B u , Li^u, B ^u).
Increasing the [x, y\ p ixe l in tens ity  by e in tens ity  un its  is equivalent to  add ing  to  
u  the  image where:
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T h is  leads to  the  follow ing:
0 , i f  [ i , j ]  7^1^,y] 
1 i f  [ i J ]  =  [x ,y ]
u  — 4- /0 2 -® 4” 4" P ^B ^)u  +  r
{u  +  =  0 i L  +  \ B  +  P s L B  +  p^L'^ +  P^B '^){u  +  eA l''« l) (37)
+ ( r  +  e<5l“ ’"l)
where is the  change in  image residua l caused by a lte ring  one p ixe l value in  
the  image u  by one in tens ity  u n it. Theore tica lly , every sm all change in  u  w il l produce 
a sm a ll change in  the  corresponding o p tim a l A R  model, i.e., P p. Th is  makes the  
system  (37) nonlinear. To overcome th is  problem , we solve (37) w ith  the fo llow ing  
tw o ite ra tive  steps:
S te p  1 . Assume P ^  P  and solve
u  — i,P \L  4" P 2 B  4" P ^L B  +  P^L “̂ 4" P ^B ‘̂ )u  +  r
(u  +  e A l''« l) =  (P iL  +  p^B  +  P ^L B  +  P^L"^ +  P^B~^){u +  eAl^'^l) (38)
+ r  +  e6 '=*l
S te p  2. U pdate  the op tim a l P as the o p tim a l A R  model for u  =  u  +  eA^^’^h 
W e w il l consider each step separately and dem onstrate how i t  reduces the  residual 
variance. Since a sm all e w il l no t affect the  range o f the residual d is tr ib u tio n , variance 
m in im iza tion  in e v itab ly  results in  reduced entropy.
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Step 1 : Residual Variance M inimization in sup Norm.
For step 1 , using equation (38) and linear property o f recurrent equations:
+  (3^LB  +
Since b o th  and the m odel coefficients are known, fo r the  5 -th  o rder A R
we determ ine
1 at [x ,y ]i
- A a t
- A a t [%,y + 1],
a t [a; 4 -1 ,y 4-1],
- P i a t k 4 - 2 ,y ] ,
- P . a t [a :,y 4- 2 ].
0 otherw ise.
(39)
A lte r in g  the  [x ,y ]  p ixe l o f the u  image by some e w il l resu lt in  changing the 
residua l r  by T h is  residual change is used to  m in im ize  th e  residual
variance. Since o n ly  six residual pixels w il l be affected by (39), we consider on ly 
th e ir  co n trib u tio n  in  the  residual variance, th a t is:
(jl*.î/l(g) (r[a ;,y] +  e f  4- { r [ x  +  l , y \ -  ePPp +  { r [ x , y  +  1] -  e p ^ f  
4 -(r[æ 4 -1,2/4- 1] -  ep.^p 4- { r [x  4- 2 ,y ] -  e P ^ f  
4 - ( r [x ,2/ 4- 2 ] -e p r j"^ .
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So, the  op tim a l choice fo r e to m in im ize  is :
C m in  =  { . - r { x , y \  +  { r [ x + l , y \ p ^ ^ - r [ x , y  +  l] l32 +  r [ x  +  l , y  +  l](3^
+ r [x  +  2,y]f3^ +  r [ x ,  y  4- 2\P^) /{1  +  /3i +  /?2 +  ^ 3  +  ^ 4  +  0 i ) -
Since e =  0 corresponds to  the o ld  variance, and (e) is a quadra tic  p o lynom ia l 
in  e, any e G [0 ,6^*»] w ill decrease the  residua l variance (entropy). T h is  leads to  the 
fo llow ing  nearly-lossless residual variance reduction  a lgo rithm :
1. Choose £ >  0 and in itia lize  a “ los t”  image du  as a 0-in tens ity  image. The  du  im ­
age w i l l  keep the  part o f u  we are going to  sacrifice, w ith  constra in t sup \ij\ \du\i, j \  | ^  
£ .
2. For each p ixe l [ i , j ]  in  u  do:
2.1 Com pute Smin , / *  optim al e rro r fo r  residual variance reduction * /
2.2 F in d  highest fc, fc <  1, such th a t \ du[ i , j ]  +  kemin\ ^  s
2.3 I f  fc >  0 then: / *  residual variance fo r  [ i , j \  can be m in im ized * /
a.compute e =  kemin / *  acceptable image e rro r * /  
b update:
d u [ i , j ]  -»• d u [ i , j ]  +  e; 
r [ i j ]  r [ i , j ]  4- e; 
r [ i  +  l , j ]  r [ i  +  l , j ]  -  e(3-̂ \
j  +  1] r [ i , j  +  1 ] -  e/?2 ;
r [ i  +  1 , ;  +  1 ] ^  r [ i  +  1 , j  +  1 ] -  eff^\ 
r [ i  +  2 , j ]  - ^ r [ i  +  2, j ]  -
r [ i , j  4- 2] r [ i , j  +  2] -  e/?s;
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2.4 E n d if
3. Enddo
T h e  loop 2, m in im iz in g  the to ta l residual variance for the  5 -po in t v ic in ity  o f 
each may be repeated u n til no more pixels are updated (we found one o r tw o
ite ra tions sufficient to  closely reach convergence). O n ly  i f  necessary, i t  w il l change 
the  u [ i , j ]  in tens ity  ensuring th a t the cum ulative change in  i t  does n o t exceed e. T h is  
w il l produce the  “ los t”  image du such tha t:
1 . sup \du\ ^  e
2. image u  =  u  +  du, fo r the given A R  m odel w ith  coefficients /?, has sm aller 
residual variance th a n  u.
Replacing u  w ith  2 , du  is lost, bu t image autocorre la tion  properties are im proved, 
w h ich  leads to  b e tte r image compression.
Step 2 : O p tim iz in g  M ode l Parameters
Step tw o is on ly  needed when image-dependent A R  models are considered. In  th is  
case, op tim a l values o f P  coefficients are always determ ined. In  the  previous section 
we replaced :
u  — {P^L  4- P 2 B  +  P-^LB +  P^L"^ - f  P^BP)u  4- r, (41)
by
u  4- du =  u  =  (/?] A 4- P2 B  4- P'^LB  4- 4- 4- v ', (42)
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such th a t sup \du\ =  sup |u — 2| ^  e. N ote th a t the /3 coefficients th a t were 
o p tim a l for the u  image in  (41) do not have to  rem ain o p tim a l for u  in  (42). So we 
can fu rthe r reduce the  residua l r '  variance by replacing suboptim a l values o f (5 w ith  
th e ir  o p tim a l values. Then in  step 2 the  A R  m odel for u  is updated as:
u =  Q ^ L  +  +  P ^LB  +  ~p^L‘̂  +  P ,B ^ )u  +  r ,
by recom puting the  o p tim a l coefficient vector P as P =  {v ^v )~ ^ {v^u ), where the  
m a tr ix  v  has columns v  =  {L u , B u , L B u , L^u, B ^u ), and residual
r  =  u - ( p ^ L  +  p ^ B +  P^LB +  p^L"  ̂+  P^B'^)u.
For the op tim a l P, we always have ||r|| <  ||r '| | (equa lity  w ith in  chosen to le r­
ance means convergence o f  the  ite ra tive  process). T h a t is, the  second ite ra tive  step 
(upda ting  P) w il l also always resu lt in  reduced residual variance.
C om bin ing tw o ite ra tive  steps in  one, yie lds the fo llow ing  nearly-lossless image 
compression a lgorithm :
1. Choose nearly-lossless compression erro r e >  0
2. In itia lize  du as a. n il image
3. D o
3.1 Com pute u  =  u  -\- du  and its  o p tim a l /^-coefficients o r  choose an image- 
independent A R  model
3.2 Scan image û  as in  the  previous section, reducing residual variance p ixe l
by p ixe l
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w h ile  (the decrease in residual variance does not reach th e  convergence thresh­
o ld )
4. Replace u h y u  =  u -\- du and compress it.
N u m erica l R esu lts
Trends
O ur N L A R  technique was applied to  ten  C T  images and the  Lena image (2 5 6x2 5 6x8 ) 
(F igures 42 and 43). The  correlation between residua l entropy and variance was found 
as h igh  as 0.9994 on average, which demonstrates th a t fixed-range residual variance 
reduc tion  is equivalent to  the entropy reduction. Table 5 summarizes N L A R  com­
pression o f th e  Lena image for different values o f the  erro r e (F ig . 1-3).
Table 5: N L A R  Lena compression.
£ Te entropy Tc variance rc intensity range Lena^ intensity range
0 4.77 116.61 200 188
1 4.36 101.99 193 190
2 4.09 90.48 185 192
3 3.87 80.71 184 194
4 3.68 72.67 178 194
5 3.54 65.42 176 194
One can observe th a t increased e reduces the  entropy, variance and in te n s ity  range 
o f the  A R  residua l r ,  used to  encode and store the Lena image (o rig ina l en tropy  7.28). 
However, i t  does not reduce the in tensity  range o f the Lena image. F igure  44 shows 
how the  entropy o f the NLAR-compressed Lena image changes w ith  respect to  e. We
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also compared the  performance o f our technique to  lossy JPEG  compression. The 
am ount o f loss in  JP EG  was chosen to  produce sm a ll values o f e, and the  Lena image 
was compressed w ith  N L A R  and JPEG . The resu lts  are summarized in  the  Table 6 . 
One can observe th a t fo r sm all e, when nearly-lossless compression is needed, N L A R  
compression g re a tly  outperform s JPEG .
Table 6 : N L A R  vs. JP EG .
e N LAR entropy JPEG entropy N L A R  improvement
1 4.36 5.20 2 0  %
2 4.09 4.53 11 %
3 3.87 4.05 5 %
4 3.68 3.65 -1  %
Speed o f Convergence
T he  num ber o f itera tions needed fo r convergence o f the N L A R  image refinem ent 
a lgo rithm  was determ ined. T h is  determ ination  used values o f e =  1, 3 and 9, and 
C T  images o f hum an brains. The  results are shown on F igure 45. One can see th a t 
for sm all e on ly  2-3 ite ra tive  steps are required to  reach convergence. M oreover, our 
proposed technique only prepares the image o f in te res t fo r more efficient lossless A R  
compression, i.e., the image has to  be m odified o n ly  once to  im prove its  compression 
properties.
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Original Lena image Lena image after NLAR, 8  = 1
Lost Lena image, s  = 1 Lost image magnified, s  =  1
Figure 42; N L A R  compression, £ =  1 .
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Onginal Lena image Lena image after NLAR, S =4
Lost Lena image, s  =4 Lost image magmned, s  =4
Figure 43: N L A R  compression, e — 4.
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F igure 44: Nearly-lossless Lena compression.
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F igure 45: Convergence o f N L A R .
C onclusion
T h e  p rinc ipa l advantages o f the  proposed nearly-lossless compression technique 
are :
1. Preserving the  o rig ina l in tens ity  range o f the image. Instead o f decreasing the 
image entropy, in  general i t  makes the  image more “compressible” w ith  respect to  
the  chosen compression transform .
2. M ore accurate contro l on lost in form ation. For re la tive ly  sm all e, i t  ensures 
th a t th e  changes made in  the  image cannot be perceived.
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3. F lex ib le  con tro l on lost in form ation . The  param eter e can easily be made region 
or in ten s ity  dependent as s =  j ] .  s may equal 0  fo r th e  most im portan t regions
o f the  image where n o th in g  can be lost, and be greater th a n  0  for less im p o rta n t 
regions, e.g., background.
Thus, the  augmented accuracy and f le x ib ility  o f th is  technique makes i t  superior 
w ith  respect to  tra d it io n a l nearly lossless compression. F ina lly , th is  a lg o rith m  can 
be extended to  v ir tu a lly  any image compressing trans fo rm  such as F F T , D C T  and 
wavelet-based.
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H y b r id  W a v e l e t  Se t  C o m p r e s s io n
Scaling (resizing) images can influence set compression strategies. In  particu la r, 
u n ifo rm  image scaling to  smaller sizes w il l typ ic a lly  resu lt in  b o th  increased in te r­
im age and decreased in tra -im age sim ilarities. T h is  is illu s tra te d  in  Figures 46 and 
47, w ith  C T  and M R  images at d ifferent scales from  th e  o rig in a l (256 x  256) pixels 







192 256 0 64 128
MR image size
192 256
F igure 46: Changes in  p for d ifferent im age sizes.
One can observe th a t resizing the  images to  sm aller u n ifo rm  scales leads to  the 
in ter-im age s im ila rity  becom ing dom inate. The reduction  to  sm aller sizes, especially 
w ith  the  in te rpo la tion  sm oothing o f in tensity  reduces th e  noise and local details, 
w h ich  are responsible for low  inter-im age corre lation and h igh  image difference en­
tropy. Smaller scaled images preserve on ly the most general features o f the s im ila r 
image set and the in ter-im age s im ila rity  increases.
F igu re  47 shows how the  inter-im age s im ila rity  becomes more im p o rta n t than  
in tra -im age  s im ila rity  for C T  images s ta rting  from  app rox im a te ly  32 X 32, and for
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F igure 47: Changes in  H R  for d ifferent image sizes.
4 x 4  M R  images. T h is  im plies th a t w ith  sm all images in ter-im age p red ic tion  provides 
b e tte r compression when compared to  common A R  models. Conversely, there  are 
m u lti-reso lu tion  compression techniques (e.g., wavelet compression) w hich use copies 
o f the  o rig ina l image on reduced scales. In  particu la r, fo r an image u, one pass o f 
a 2 -d im ensional wavelet transfo rm  w il l produce four images {uu,U ih,Uhi,Uhh}, each 
h a lf o f the o rig ina l size o f u, where uu is obta ined from  u  w ith  low-frequency filte rs  in  
the  X  and y, Uih - w ith  low-frequency in  x  and h igh frequency in  y  d irections, etc. For 
exam ple, using the sim plest 2-dimensional Haar wavelet to  reversib ly decompose^ ̂ 
u  yields:
D e sp ite  in te ge r t ru n c a t io n , u  can  s t i l l  be  u n iq u e ly  recovered fro m
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u
u i i [ x , y ]  =  I  [ u [ 2 x ,  2 y ]  +  u [ 2 x ,  2 y  +  l ] +  u [ 2 x  +  1, 2 t / ]  +  u [ 2 x  +  1, 2 y  +  l]J
u i h [ x ,  y ] = ^  \ u [ 2 x ,  2 y ]  +  u [ 2 x ,  2 y  +  1]J -  [ u [ 2 x  +  1, 2y] +  u [ 2 x  +  1,2y + 1]J
U h i [ x ,  y ] = \  \ u [ 2 x ,  2 y ]  +  u [ 2 x  4-1,2 y ] \  -  |  [ u [ 2 x ,  2 y  + l ]  + u [ 2 x  +  1,2y +  l]J





F igure 48: Increasing s im ila rity  in  wavelet transfo rm .
Subimages M//i, W/,/ and represent image-specific edges a long the  y, x  and x  =  y 
axes respectively. These images are very hard to  forecast or compress w ith  any in te r­
image p red ic tive  model. Conversely, Ua is the “sm oothed” u  on a reduced scale, and
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contains the most general features o f u. As  F igure 46 shows, th is sm oothed scale 
reduction  w ill tend to  make s im ila r images even more s im ila r, i.e., p(uu, Vu) >  p {u , v) 
(F igure  48). On the  o the r hand, in tra-im age corre la tion in  Uu w il l be sm a lle r when 
compared to  u, m aking Uu o ften  harder to  compress w ith  wavelet com pression^'
(43). Therefore, i t  becomes n a tu ra l to  in troduce  difference set compression in to  low -
frequency, low-scale passes o f the  wavelet compression. Such hybrid  compression
a lgo rithm  for p red ictive  wavelet set compression (P W S C ) for tw o s im ila r images u  
and V  can be ou tlined  as follows:
1. A p p ly  one pass o f wavelet trans fo rm  W [)  to  each s im ila r image.
2. C om p u te  entropies H {u  — v )  and H {{u u ,u ih , u ^ ,  Uhh})
3. I f  — v) ,H{ {u i i , u i h ,Uh i ,Uhh) ) )  >  H { u )  T h e n  S to p
4. I f  ( H { u - v )  <  H {{u ii,u ih ,U h i,U h h }))
a.T h en  u  =  u  — v\ / *  difference compression * /
b.E lse u =  u ii\ V =  vii\ / *  wavelet compression * /
5. G o to  1.
A t each step, th is  adaptive a lg o rith m  (line  4.) w il l choose between wavelet and 
difference compression which one provides the smallest compressed im age entropy. 
Then (line 5) i t  w il l ite ra tive ly  reapp ly  th is  procedure u n t il the cond ition  in  lin e  3 is 
satisfied. Th is  cond ition  occurs when ne ither wavelet nor difference compression can 
produce fu rthe r entropy reduction. Before th is  cond ition  is met, the a lg o rith m  w il l
^^N o te  th a t  (43) is e sse n tia lly  an in tra - im a g e  (au to reg ress ive ) p re d ic to r , s ince i t  a t te m p ts  to  
a p p ro x im a te  each p ix e l va lu e  w i th  th e  va lues o f  its  th re e  ne ighbors.
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continue to  reduce each s im ila r (sub)image in to  four, try in g  to  im prove wavelet com­
pression o f the  low-frequency (sub) images w ith  difference inter-im age compression.
W e tested th is  technique w ith  C T  images. S im ple difference compression does 
n o t w ork fo r th is  da ta  and increases the to ta l set entropy. T h is  proposed hyb rid  
approach im proved the  wavelet compression ra tio  fo r a pa ir o f s im ila r images by 5 %, 
w h ich  is a good resu lt for the  d iffic u lt to  compress C T  data  (Table 7).
Table 7: PW SC compression.
E n tropy u = C T l u = C T 2 T ota l en tropy
O rig in a l images 5.94 5.52 11.46
A fte r  wavelet compression 3.98 3.81 7.79 (100%)
A fte r  PW SC 3.78 3.66 7.44 (95%)
To store a s im ila r database in  PW SC compressed form , one have to:
1 . Store a few low-scale p red ic to r (reference) images.
2. Store the low-scale copy o f any other s im ila r image as its  p red ic ted  (fro m  the 
reference set) residual.
3. Store high-frequency {u ih,Uhi,Uhh} images for each image u.
To restore an image u, its  low-frequency component Uu is recovered fro m  the 
residual and the reference images firs t. Then the fu ll u  is recovered w ith  inverse 
wavelet trans fo rm  from  Since th is  is lossless in  b o th  wavelet and
set difference parts, the resu lting  compression scheme is lossless.
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C o n c l u s io n s
The lossless predictive  set compression was analyzed num erica lly and theo re ti­
cally. The num erical analysis was based on two classes o f s im ila r images; M R  and 
C T  hum an bra in  scans. These images are d ifficu lt to  compress w ith  any o f the  p rev i­
ously suggested approaches. The orig ins o f th is  d ifficu lty  were determ ined, and th is  
lead to  a be tte r and more re liab le  C A R  set compression.
The  theore tica l analysis o f the  predictive set compression lead to  the  s tudy o f 
the  b ina ry  and 4-cluster models. These models were in troduced as good approx­
im ations to  the  observed in ter-im age b ivaria te  in tens ity  d is tribu tions , and lead to  
m athem atica lly  accurate best, worst and average case estimates for th e  set compres­
sion ra tio  C (p ) as a func tion  o f inter-im age corre lation p. These estim ates can be 
used to  evaluate any ex is ting  set compression technique o r a lgo rithm , as w ell as for 
fu rth e r theore tica l analysis.
F ina lly , some extensions to  the  lossless compression were in troduced. N L A R  
models a llow  im provem ent in  image and set compression properties fo r the  given A R  
model. PW SC compression extends the  predictive compression to  the  sets where 
o rig in a lly  i t  d id  not w ork well, and n a tu ra lly  links i t  w ith  the wavelet compression. 
B o th  techniques become beneficia l for the  sets o f images where the  h igh  level o f 
noise or local details p ro h ib it the stra ightfo rw ard  application o f the p red ic tive  set 
compression.
D etailed conclusive rem arks were also given in the  end of each chapter.
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