Introduction
Singular Spectrum Analysis (SSA) is an innovative and reliable technique for time series analysis in many scientific research fields. Since firstly proposed by Broomhead and King (1986a) ; Broomhead and King (1986b) and Broomhead et al. (1987) in the publication, this method has attracted extensive attention in different areas, such as climatology, meteorology and geophysical analysis (Ghil and Vautard, 1991; Vautard and Ghil, 1989; Yiou et al., 1996) .
There have been many research studies on forecasting and simulation in individual interested fields with statistical methods and hydrological model Gholami et al., 2015; Nourani et al., 2008; Sun and Kim, 2016; Taormina and Chau, 2015; Wang et al., 2015; Wu et al., 2009) . Much research has been devoted to the methodological aspects and application of the SSA technique, which prove that SSA is a useful tool in various applied areas with analysis of diverse unitary and multivariate time series. Vautard et al., (1992) showed that SSA provided an unrefined but powerful approximation which worked well for short and noisy time series in applications to geophysical data. Allen and Smith (1996) illustrated the basic format of SSA with an investigation on regulation oscillations through exploring WINDOW LENGTH SELECTION OF SINGULAR SPECTRUM ANALYSIS AND APPLICATION TO PRECIPITATION TIME SERIES 307 some variations on the Monte Carlo SSA algorithm, and considered that SSA was suitable for multivariate series.
Using multi-scale concept from wavelet analysis, Yiou et al. (2000) extended the SSA method to non-stationary time series including intermittent variance divergence. In astrophysical applications, Varadi et al. (1999) Alonso et al. (2005) showed that SSA had some unique advantages in biomechanical analysis, as a digital filtering method to remove the noise.
Based on the general structure of the algorithm underlying SSA, there are two basic and important parameters, i.e., the window length L and the number of eigentriples r in the whole procedure of the SSA technique. Appropriate choice of L and r can result in an effective decomposition of time series. Obviously, the selection of parameters L and r mainly depends on the data to be analyzed. Besides, some worthy work and several techniques can be used to select appropriate values of parameters. Elsner and Tsonis (1996) gave some discussion and remark about choosing parameters of SSA with common practice. Hassani et al. (2011) analyzed the theory of separability between the modulated signal and the noise component, and determined the optimal value of window length in SSA. Golyandina (2010) compared the related and particular characteristics of SSA with subspace-based methods and gave some recommendations on the selection of parameters.
Considering theoretical extrapolation, window length L should be large enough but less than half of time series length (Golyandina et al., (2001 
Methodology and Data
The SSA method is particularly significant to extracting the essential characteristics of time series. Based on the component time series and considering the effect of SSA, Linear Recurrent Formula (LRF) is applied to forecast the component time series.
Singular Spectrum Analysis
The primary purpose of SSA is to decompose the original 
Decomposition
Step 1 
The trajectory matrix Y has equal elements on the diagonals (i+j=constant). Thus, the trajectory matrix is corresponding to the time series when N and L are fixed.
Step 2 Obviously, the contribution of the first matrices to the norm of Y is much higher than that of the last matrices.
Reconstruction
Step 3: Grouping The grouping step corresponds to splitting the elementary matrices Xi into several groups and summing the matrices within each group.
Separate the set of indices {1, …, d} into r disjoint subsets I1, …, Ir, and let I={i1, ..., ip}. Then, the resultant matrix YI corresponding to the group I can be defined as YI=Xi1+…+Xip. These matrices are computed for I=I1, …, Ir, and finally achieve the decomposition of Y=XI1+...+XIr. By the way, the procedure of choosing the sets I1, ..., Ir is called as eigentriple grouping.
Step 4: Diagonal averaging
In the last step, each elementary matrix of the grouped decomposition is transformed into a new principal component series with a length of N. Let eij be any element of the elementary matrices Xi with L×K 
The above expression corresponds to the average of matrix elements over the 'diagonals' i+j=k+1. Besides, it is necessary to point out that the application of the SSA algorithm needs to select the values of two parameters: the window length L and the number r.
Separability
The main feature of SSA is that it can well separate a time series into different components. So, the original series 
If the absolute value of the w-correlation in reconstructed components is small, then the two corresponding component series are considered to be separable; otherwise the components should probably be grouped together. This trend is similar to that in SSA.
Periodogram Analysis
Periodogram is a nonparametric estimate of the power spectral density (PSD) during a wide-sense stationary random process. The phrase of PSD was specially proposed for representation of a variable quantity which corresponded to the spectrum (Schuster, 1989) . 
where P is the estimation of spectral density and f is the embedded frequency of series. 
Linear Recurrent Formula (LRF)
The theory of LRF and the related characteristic polynomials are well known and widely used. The details can be found in Golyandina et al. (2001) .
According to its definition, a nonzero series XN = (x1, x2 ...,
xN) is governed by LRF with dimension not exceeding
where a1, ... , and ad satisfy ad ≠ 0, and 0 ≤ i ≤ N−d+1.
LRF can be used in both theoretical and empirical analysis.
It can turn a series data into a broad various model depend on different lagged variables.
Data Description
The data in the present study are the average monthly 
Results and Discussion

Analysis
Florida monthly precipitation data for 30 years All of these reconstructed components will be used to assess its forecasts by the LRF. Hence, these leading components can properly describe the general tendency of the series. 
