We introduce some new functions spaces to investigate some problems at or beyond endpoint. First, we prove that Bochner-Riesz means B 
≤ λ < ∞, 0 < p ≤ 1 and −n < α < n(p−1). From these we obtain the L p |x| α -norm convergent property of B λ R for these λ, p, and α. Second, let n ≥ 3, we prove that the maximal spherical means are bounded from some subspaces of L p |x| α to L p |x| α for 0 < p ≤ n n−1 and −n(1− p 2 ) < α < n(p−1)−n. We also obtain a L p |x| α -norm convergent property of the spherical means for such p and α. Finally, we prove that some new types of |x| α -weighted estimates hold at or beyond endpoint for many operators, such as Hardy-Littlewood maximal operator, some maximal and truncated singular integral operators, the maximal Carleson operator, etc. 
Introduction
It is well-known that the Lebesgue spaces L p = L p (R n ) play an important role in harmonic analysis. A lot of problems are solvable on L p , but usually only for p in certain subinterval (A, A ′ ) of (0, ∞), not outside of (A, A ′ ) (i.e. not at or beyond endpoint). For example, L p -inequalities hold for Carleson operator for p in E = (1, ∞), Bochner-Riesz means in E = ( ), the maximal spherical means in E = ( n n−1 , ∞), Hardy-Littlewood maximal operator in E = (1, ∞), etc, but do not for p in R \ E (see [59] ). The boundedness properties of these operators are related to the corresponding convergence problems, respectively (see [60, 61] ).
Generally, A and A ′ are called endpoints. When p is at or beyond endpoint, many operators are unbounded on L p , so L p are too large to be the domains of these operators, yet too small to be the range since the target spaces of such operators exceed L p . Therefore, one generally looks for some larger spaces than L p as the range spaces of these operators. The weak-L p are suitable substitutes for L p for some operators, for example, weak-L 1 for L 1 for HardyLittlewood maximal function Mf which is of weak-type (L 1 , L 1 ). On the other hand, it is also natural to look for some subspaces of L p from which the operator considered is bounded. A famous example of such subspaces is the classical Hardy spaces H p with 0 < p ≤ 1 which are some subspaces of L p . They are suitable substitutes for L p for many questions when 0 < p ≤ 1, for example, for the boundedness estimates of certain singular integral operators. These operators are of type (H p , L p ) when 0 < p ≤ 1 (see [59] ).
But, H p , 0 < p ≤ 1, are still not suitable for a lot of problems in harmonic analysis, such as the convergent of Fourier series and Bochner-Riesz means at the critical index, the boundedness property of Hardy-Littlewood maximal operator, etc. At the same time, H p = L p when p > 1, naturally, H p are not suitable for the problems beyond endpoint which is larger than 1, such as the convergent of Bochner-Riesz mean when the index λ is less than the critical index n−1 2
, the spherical means when 1 < p ≤ n n−1 , etc. In fact, when p is at or beyond endpoint, both weak-L p and H p are not suitable for a lot of problems such as boundedness properties of the maximal Bochner-Riesz mean, the maximal spherical means and the Carleson operators, since the maximal BochnerRiesz mean as 0 < p ≤ p ′ λ (see [62, 66] ), the maximal spherical means as 0 < p ≤ n n−1 (see [59] ) and Carleson operators as 0 < p ≤ 1 (see [34] ) fail to be of both weak-type (L p , L p ) and type (H p , L p ). A natural question is then how to extend the known solutions of these problems to the cases of at or beyond endpoints.
Surprisingly to me, we see here that a lot of problems are solvable at or beyond endpoints if we consider the weighted Lebesgue spaces L p |x| α , i.e. the problems are solvable on some subspaces of L p |x| α . L p |x| α may be more suitable functions spaces to study certain problems beyond endpoint than the non-weighted ones.
In this paper we will study some problems at or beyond endpoint such as bounded-ness properties of Bochner-Riesz means, the maximal spherical means and many other operators arising in harmonic analysis, and norm convergent.
To this end, we will introduce some new functions spaces BL p,s |x| α (in fact, they were first introduced by the author himself in [39] ). One maybe initially want to use these spaces as some subspaces of L p , liking Hardy spaces H p (which are subspaces of L p , as we know) and the block spaces B s introduced in [69] (which are subspaces of L 1 ), since they are analogous to the atom-H p and B s . However, we see here that these spaces are subspaces of L p |x| α for certain ranges of p, α and s, and are very useful when they are used as subspaces of L p |x| α . The estimates of Carleson operators and a.e. convergent problems will be considered in our next paper.
I am greatly indebted to J.Wang and D.S.Fan for helpful discussions and constant support, and to X.C.Li for useful discussions and suggestions when I visited him in 2006.
Bochner-Riesz means
The Bochner-Riesz means in R n are defined as A great deal has been already known about (1.1). Bochner [3] proved that (1.2) holds for λ > (n − 1)/2 and 1 ≤ p ≤ ∞. For 0 < λ ≤ (n − 1)/2, Herz [28] showed that, if (1.1) holds, then
Since then, a famous conjecture states that Bochner-Riesz conjecture For 0 < λ ≤ (n − 1)/2, (1.1) holds under condition (1.2).
This conjecture was completely proved in R 2 by Carleson and Sjölin [10] , see also [21] , [16] and [31] . In the higher dimensions, it is still open, but there are several results. Stein [63] showed that, for 0 < λ ≤ (n − 1)/2, if 2(n−1) n−1+2λ < p < 2(n−1) n−1−2λ
, then (1.1) holds, and this includes that the conjecture is true for λ = n−1 2
. The argument of Fefferman and Stein [22] and the restriction theorem of Tomas and Stein [76] imply the case of n−1 2(n+1) < λ, and Lee [35] extended this to the case of n−2 2(n+2) < λ. See also [4] , [5] , [78] , [73] , [74] and [75] for some specific progress in R 3 . A natural endpoint version of the Bochner-Riesz conjecture is the statement that Endpoint Bochner-Riesz conjecture For 0 < λ ≤ (n − 1)/2 and p by Chist [11, 12] and for λ = n−1 2(n+1)
by Tao [71] in the higher dimensions.
And Tao [72] showed that the weak-type endpoint Bochner- . In fact, by a result of Stein [62] (see also [50] for the weighted case), there exists a function f ∈ H 1 such that lim sup
This implies that the convergene of B 
The question above has also been studied for the radial functions and p > 1 in [1] , and a weighted inequality has been obtained for B [29] 
and n(
. Carbery, Rubio, and Vega [9] proved that the maximal Bochner-Riesz mean B
and 1 < p < ∞ Shi and Sun [57] proved that B
Naturally, it is conjectured that: let 0
Our first aim of this paper is to prove that an extension of this conjecture holds also to the case of at of beyond endpoint p ′ λ , i.e. to 0 < p ≤ p ′ λ . That is let 0 < R < ∞, and let
In fact, we have more: let
3) and let 0 < R < ∞, and let
for all 0 < R < ∞, and
, these results above hold for the maximal Bochner-Riesz operators. Noticing that n(
, we will prove that:
and (1.5) holds. And when λ > n−1 2 , these results above, i.e. (1.6), (1.7) and (1.5) hold also.
Spherical means
For a locally integrable function f on R n we define the spherical means
for t ∈ E ⊆ (0, ∞), where dσ is the normalized Lebesgue measure on the unit sphere S n−1 . Stein [64] showed that lim t→0,t∈E
and n ≥ 3. Bourgain [6] extended this result to the case of n = 2. Unfortunately, (1.8) fails for p ≤ n/(n − 1), see [59] .
This caused a type of problems: what happens at or beyond the endpoint, i.e. p ≤ n/(n − 1)?
It is showed that for certain subset E of (0, ∞), (1.8) holds for 1 < p < ∞, furthermore, similar results are also proved for the endpoint p = 1. In fact, when E = {2 k : k ∈ Z}, i.e. for the lacunary spherical means, (1.8) was proved by Calderón [8] and Coifman and Weiss [15] for f in L p with 1 < p < ∞, by Christ [11] for f in Hardy space H 1 , and by Seeger, Tao and Wright [52] and [53] for f locally in L log log L. When E satisfies some regularity conditions, (1.8) was proved for f in L p with 1 < p ≤ n/(n − 1) by Seeger, Tao and Wright in [54] , and Seeger, Wainger and Wright in [55] and [56] , etc.
According to a theorem by Stein [60] , pointwise convergence (1.8) for f ∈ L p is equivalent with a weak type (p, p) boundedness properties of the maximal function
At the same time, the boundedness properties of M = M (0,∞) on L p |x| α were obtained in [18] , that is, if n ≥ 2, n/(n − 1)
for 1 − n < α < n(p − 1) − p and (1.9) does not hold for α < 1 − n. While for general M E this was considered in [19] . In this paper, the second work is to extend (1.9) to p ≤ n/(n − 1), as follows: let n ≥ 3, 0 < p ≤ n/(n − 1) and 10) and let n ≥ 3, 0 < p ≤ n/(n − 1) and
It is worth to point out that at the endpoint M is a bounded operator from L n/(n−1),1
to L n/(n−1),∞ if n ≥ 3, where L p,q is the usual Lorentz space, and this was proved by Bourgain [7] . For general set E, these types of estimates can be found in [54] and [55] .
Some sublinear operators
For A natural question is then what happens for these operators when p is in the remain ranges.
In this paper, our third aim is to consider the boundedness properties of some operators mentioned above when p is in the remain ranges. We will show that some new types of estimates hold when p is in the remain ranges of (0, 1] for many of these operators, such as Hardy-Littlewood maximal operator, some singular integral operators as well as the corresponding maximal operators and truncated operators, Carleson operator, the maximal Bochner-Riesz means at the critical index, Calderón-Zygmund operator as well as the corresponding maximal operators and truncated operators, the strongly singular integral operator, some oscillatory singular integrals operators, etc.. That is, we shall prove that they are of
, and 
In fact, we will prove that (1.12) and (1.13) hold for the sublinear operator H which satisfies the size condition Throughout this paper, we define B(x 0 , r) = {x ∈ R n : |x − x 0 | ≤ r}, and de-
here, the "convergence" means a.e. convergence. Moreover, we define a quasinorm on BL p,s We will use these two definitions in this paper simultaneously, even in the proof of a theorem.
Comments BL p,s |x| α are similar to the classical Hardy spaces H p , the weighted Hardy spaces H p |x| α , and the block spaces B s (I), I = (−1/2, 1/2), but there are some differences between them.
(1) As we see, BL [24] for details). We see that the size condition and cancelation condition of H p |x| α atom in [24] are different from (p, s, α) -blocks.
The weighted Hardy space H p |x| α shares an alternative atomic decomposition (see [68] for details). Its atom has the cancellation properties but (p, s, α) -block has not.
(3) BL p,s |x| α is an extension of the block space B s (I) with 1 < s ≤ ∞ and I = (−1/2, 1/2) introduced by Taibleson and Weiss in the study of the convergence of the Fourier series in [69] . The norm of the function f in B s (I) is defined as
where the infimum is taken over all the decompositions of f in B s (I). This is different from that of BL p,s |x| α . Some basic properties of B s (I) and its applications to harmonic analysis have been studied by many authors (see [69] , [41] , etc), and B s (I) was used as a subspace of L 1 there. B |x| α (see [69] for details). B φ s (S n−1 ) is useful in the study of boundedness of some generalized singular integrals with rough kernels (see, for example, [41] ) .
Remarks (1) The space BL p,s |x| 0 for 0 < p < s ≤ ∞ and α = 0 was introduced in [38] and the space BL 1,s |x| α for 1 ≤ s < ∞ and −n < α in [2] . They are h p,s in [38] and B s,α+n in [2] , respectively.
(2) BL
|x| 0 for 0 < p ≤ 1 and 0 < p < s ≤ ∞ (see Corollary 2.2 below), and because of this we use the notes BL p,s |x| α .
Properties
Next, let us give a number of properties of BL p,s |x| α . Among these properties, Theorem 2.1 will be used many times in the estimates of operators, but the others will seldom or even never be used in the following sections. However, in order to help us better understand the spaces BL p,s |x| α , we show all these properties and prove them. We also proved in [39] that the dual of BL p,s |x| α are the classical Morrey spaces M
Proof Let b be a (p, s, α)-block with supp b ⊂ Q. When 0 < s < +∞, using Hölder inequality for the index p/s, and noticing α ≤ 0 and −n(1 − p/s) < α, we have
where Q denotes the balls obtained by translation of Q and centered at 0. When s = +∞, we have
Proof We use the definition of cube-BL p,s |x| α which equals to ball-BL p,s
We first consider the simple functions f = j c j χ Q j , where {Q j } is an at most countable set of cubes whose interiors are mutually disjoint. Then
1) where Q j denotes the cubes obtained by translation of Q j and centered at 0. Thus f ∈ BL p,s |x| α . Next, let S be the set of all cube-type simple functions with cube's sides which are parallel to the axes. We claim that:
where E j are bounded closed sets which are mutually disjoint and |c j | ≤ M. It is easy to see that the set of all these type functions is dense in L p |x| α . And there exist open sets O j ⊃ E j , and O j are mutually disjoint. At the same time, for any ε > 0, since
are cubes whose interiors are mutually disjoint and whose sides are parallel to the axes (see [61] ), and
Thus, the cube type simple function
It is easy to see that any cube whose sidelength may not be equal can be expressed as a union of at most countable cubes with equal sidelength. Then, a difference of the two functions in S is a linear combination of the characteristic functions of at most countable cubes, whose interiors are mutually disjoint. So
. By (2.1), we have
follows. Remark 2.1 For α = 0 Theorem 2.2 is known, the case p = 1 can be found in [59] , and 0 < p ≤ 1 in [38] .
Theorems 2.1 and 2.2 give Corollary 2.1 Let 0 < p ≤ 1 and p < s ≤ ∞. We have
, where each a j is a (p, s, α)-block with supp a j ⊆ Q j (ball or cube), and
When 0 < r ≤ 1, and r ≤ s, by Hölder inequality, we have
For n(p − 1) ≤ α ≤ 0, take r = np α+n , then 0 < p ≤ r ≤ 1, and r ≤ s. We then have
where
We see that all b k are (p, s, α)− blocks, and
Noticing that α pn
, and replace (2.2) with
And the remain statement is the same as the case of 1 ≤ s < ∞. Then we can obtain C) from A) and B). Thus, we finish the proof of Theorem 2.3.
Proof This can be seen easily from the atom decomposition theory of Hardy space H np n+α (see for example [14] It is easy to check that
Completeness
Let 0 < s ≤ ∞, 0 < p ≤ ∞ and −∞ < α < ∞. It is easy to see that, (i) if
are positive homogeneous, and (iii) · BL p,s |x| α is subadditive. Now we prove (iii). Let f, g ∈ BL p,s |x| α . For any ε > 0, there exist the block -decompositions of f and g: f = m k b k and g = n j c j such that
Since ε is arbitrary, (iii) follows.
|x| α are normed-spaces for 0 < s ≤ ∞, 0 < p < s and −n(1 − p/s) < α ≤ 0, and they are also quasi-normed spaces in the sense of (i)∼ (iii) for 0 < s ≤ ∞, 0 < p ≤ ∞ and −∞ < α < ∞. Theorem 2.6 Let 0 < s ≤ ∞, 0 < p < s and −n(1 − p/s) < α ≤ 0. Then, BL p,s |x| α are complete. Proof Let {u n } be a Cauchy sequence in BL p,s |x| α . For any ε > 0, there exists a subsequence {u n j } of {u n } such that
.ū can be represented as a linear combination of (p, s, α)− blocks since u n j+1 − u n j ∈ BL p,s |x| α . And, by Theorem 2.1, we see that
|x| α , and
for n > n 1 . Thus, we finish the proof for the homogeneous case. And the proof for the non-homogeneous case is similar.
Density
We denote by C m , 0 ≤ m ≤ ∞, the set of m-times continuously differentiable functions on R n , by C m c the set of all functions in C m having a compact support, and by S Schwartz spaces. Let
Then for any ε > 0, we can find an i 0 such that
and suppg
Thus, by (2.4) and (2.5),
By (2.3) and (2.6), and the subadditive of · BL p,s |x| α , we have
And for any ε > 0 and t small enough, max x∈R n |u t (x)−u(x)| < ε, we have
For any ε > 0, by Theorem 2.10 above, we can find a v(x) ∈ C 0 c such that
For t small enough, using Theorem 2.8 and (2.7), and the boundedness of M on BL p,s |x| α (Theorem 4.4 below), we have
where M is Hardy-Littlewood maximal operator. Theorem 2.9 implies that Theorem 2.10 Let 0 < p ≤ 1, 1 < s < ∞ and −n(1 − p/s) < α < n(p − 1), or let 1 < p < s < ∞ and −n(1 − p/s) < α ≤ 0. Then C ∞ is dense in BL p,s |x| α . In fact, we have Theorem 2.11 Let 0 < p < ∞, 1 ≤ s < ∞ and −n < α < ∞.
Proof Since C ∞ c ⊂ S, 1) implies 2). We just need to prove 1). For f ∈ BL p,s |x| α and any ε > 0, by Theorem 2.7 above, we can find a g ∈ C 0 c such that
As t is small enough, by Theorem 2.8, we have
Theorem 2.12 Let 0 < p < +∞, 1 ≤ s < ∞ and −n < α < ∞. Then S ⊂ BL p,s
, then (2.8) holds, and
The discuss above also applies to χ B 1 (x)f (x). Therefore, We obtain that f ∈ BL p,s |x| α .
A molecular theorem
The molecular theory for Hardy spaces H p was established by Coifman [13] , Coifman and Weiss [14] , and Taibleson and Weiss [70] . The weighted case can be found in [36] . In this section, we will prove a molecular theorem for BL p,s |x| α . Next, from Section 4 to Section 7 we will make use of this theorem to obtain some estimates beyond endpoint for some operators.
First, let us introduce a definition. 
Then,
(3.1) Thus, using (3.1), for k = 1, 2, ..., we have
when b > 0; and
Hence, for k = 0, 1, 2, ... , we have
where C is an absolute constant. Let
and each a k is a (α, p, s)-block centered at 0 with suppa k ⊂ B k 0 +k (0), and
Thus, we finish the proof of Theorem 3.1.
Hardy-Littlewood maximal operator
In this section, we hope to get some estimates of Hardy-Littlewood maximal operator M on BL p,s |x| α . In fact, we prove that some sublinear operators satisfying (1.14) and (1.15) are bounded on BL p,s |x| α . Theorem 4.1 Let 1 < s < ∞, 0 < p ≤ s and −n(1 − p/s) ≤ α < n(p − 1). Suppose that a sublinear operator H satisfies (1.14) and is bounded on L s . Then
for every (p, s, α)−block h, where constant C is independent of h. Proof It suffices to check that Hh is a (p, s, α, ε)-molecular for every (p, s, α)−block h centered at any point and ℜ(Hh) ≤ C, where C is independent of h.
Since 1 − 1/p − α/np > 0 and 1 − 1/s > 0, we can choose ε such that
For J 1 , noticing that b > 0, and by L s boundedness of H, we have
For J 2 , by (1.14) and Hölder inequality, and noticing that b + 1/s − 1 = −ε < 0, we have
Thus,
And by the boundedness of H on L s ,
Then, noticing a/b > 0 and 1 − a/b ≤ 0, we have
Thus, we finish the proof of Theorem 4.1. From Theorem 4.1 and the subadditivity of norm, it is easy to get the following theorem. loc . Then M satisfies the size conditions (1.14). In fact, let suppf ⊂ B k (x 0 ) and x ∈ (B k+1 (x 0 )) c . For any y ∈ B k (x 0 ) = B(x 0 , 2 k ) and x ∈ (B k+1 (x 0 )) c for k ∈ Z, we have |x − y| ≥ |x − x 0 |/2. Then, the diameter of the ball B, which includes x and intersects with B k (x 0 ), is not less than |x − x 0 |/2, and it follows that |B| ≥ C|x − x 0 | n . So
By Minkowski inequality, it is easy to see that M satisfies (1.15). It is known that
M is a bounded operator on L s with 1 < s < ∞, so we have 
See [40] for a proof of Claim. Thus, we finish the proof of Theorem 4.5. The conditions in Theorem 4.1 ∼ Theorem 4.3 are also satisfied by Littlewood-Paley functions. Suppose that ψ is integrable on R n and
γ , all y ∈ R n , for some γ > 0. Let ψ t (x) = t −n ψ(x/t) with t > 0. The Littlewood-Paley g-function of f is defined by
The Lusin area function of f is defined by
, where B 0 is the unit ball of R n and Γ a (x) = {(y, t) ∈ R n+1 + : |x − y| < at}.
The Littlewood-Paley g * λ -function of f is defined by
As in [37] we can check that g ψ (f ), S ψ,a (f ) and g * ψ,λ (f ) satisfy the size conditions (1.14). By Minkowski inequality, it is easy to see that g ψ (f ), S ψ,a (f ) and g * ψ,λ (f ) satisfy (1.15) . By the boundedness of these operators on L s with 1 < s < ∞, we have Theorem 4.6 Let ψ satisfies (i),(ii) and (iii) above. For g ψ (f ), S ψ,a (f ) and g * ψ,λ (f ), the same conclusions hold as those stated in Theorem 4.4.
The conditions in Theorem 4.1 ∼ Theorem 4.3 are also satisfied by many other operators arising in harmonic analysis, and we will discuss this in section 7. 
Bochner-Riesz means
, andǧ denotes the inverse Fourier transform of g.
We will prove that Theorem 5.1 Let
Theorem 5.2 Let 0 < R < ∞, and let
and α ≤ 0. Then (1.4) holds. Since Theorem 2.5, we can extend this to p λ ≤ s < ∞. Corollary 5.1 Let 0 < R < ∞, and let It is known that the boundedness of B λ * on L p and the maximal principle (see Stein [64] ) imply that B λ R f converges to f almost everywhere as R tends to ∞, for f ∈ L p . Similarly, we can also get a µ α -a.e. convergence result for B Step 1, we prove that
for all (p, s, α)-blocks h of restrict II-type, where C is independent of h, and it follows that
for all (p, s, α)-blocks h of restrict II-type, since Theorem 4.4.
Step 2, we prove that (5.2) holds for all (p, s, α)-blocks h of restrict I-type. Thus, (5.2) holds for all (p, s, α)-blocks h.
Step 3, we prove that Proof of Theorem 5.1
Step 1. we consider the case of (p, s, α)-block of restrict II-type.
1 is bounded on L s , then (5.1) holds for all (p, s, α)-blocks h of restrict II-type. In fact, we can prove the following Proposition 5.2 Let 1 < s < ∞, 0 < p ≤ s, n( p s − 1) ≤ α < n(p − 1) and n+α p < δ ≤ n. Suppose that a sublinear operator K satisfies the size condition as following
for all (p, s, α)-blocks h of restrict II-type, where C is independent of h. We can check that the following size condition implies the condition (5.4):
for any integral function with compact support. In fact, assume that K satisfies (5.5).
It is known that . Then, we can choose A 0 and ε such that
Given a (p, s, α)−block h of restrict II-type with supp a ⊂ B(x 0 , r) ⊂ B k 0 (x 0 ), 2 k 0 −1 < r ≤ 2 k 0 , and k 0 ≤ 0, we see that
For J 1 , by the L s -boundedness of K, we have
For J 2 , by (5.4), noticing that (nb − δ)s + n = −nε < 0, δ ≤ n and k 0 ≤ 0, and using Hölder inequality, we have
And by the L s -boundedness of K, we have
Then, noticing a/b > 0 and 1
since k 0 ≤ 0. Thus, we finish the proof of Proposition 5.2.
Step 2.
We consider the case of (p, s, α)-block of restrict I-type.
, where B 2π = {x : |x| ≤ 2π}. It is easy to see that the first part can be controlled by Hardy-Littlewood maximal function Mf since K λ 1 is bounded. For the second part, we can use the asymptotic expansion of K
as |x| → ∞, for suitable constants α j and β j , and express it as a finite sum as follows, as Stein did in [59] . First there are finitely many terms, given by some constant multiples of T j± f (x) = |y|≥2π e ±2πi|y| f (x − y)|y| −(n+1)/2−λ−j dy with j ≥ 0. Next, there is an error term, corresponding to convolution with a kernel belonging to L 1 . In fact, the error term can be controlled by Mf , and this can be seen more clearly in the following Lemma 5.1 (see [42] ), and in [17] for λ > , there are real constants {c k,j } ∞ j=0 and c k such that, for every N ∈ Z + , the following holds:
where R k,N is controlled by
for every x ≥ 2π and some constants C k,N .
Thus, we need only to take N 0 in Lemma 5.1 such that (n+1)/2+λ+2N 0 +5/2 > n. Then we can write B
where Hf is controlled by Hardy-Littlewood maximal function Mf , and
for some constants c ± j , where
)± f are similar. > n. It is clear that we need only to consider
In fact, once we have proved that )± , j = 0, 1, 2, · · · , N 0 , also satisfy (5.7). Then, T follows.
Let us prove (5.7). By Theorem 3.1, it suffices to check that T 0+ h is a (p, s, α, ε)-molecular for every (p, s, α)−block h of restrict I-type centered at origin x 0 = 0 and
Then, we can choose A 0 and ε such that 0 < ε < n + 1 2n
As in [59] , we write
where ψ is a smooth function, supported in 1/2 ≤ |y| ≤ 2. Then
Given a (p, s, α)−block h with supp h ⊂ B(0, r) ⊂ B k 0 (0), 2 k 0 −1 < r ≤ 2 k 0 and k 0 > 0, by (5.8) and Minkowski inequality, we have
Let us estimate T k h(x)|x| nb L s . We see that
For J k 1 , by (34) in ( [59] , p394), we have
Noticing that
And by the L s boundedness of T 0+ , see [59] , we have Step 3.
We prove (5.3). From (5.3) the conclusion required can be proved easily. 
Next, let us prove (5.3). It is clear that we need only to prove (5.3) for T )± , j = 0, 1, 2, · · · , N 0 , are similar. As (5.8), we can write
Let us first consider T a j is a (p, s, α) -block of restrict II-type, by Hölder inequality, we have
When a j is a (p, s, α)-block of restrict I-type, by Hölder inequality, we have
since |B j | > 1 and
by Minkowski inequality and the two inequalities above, we have
It is clear that |F N (y)| ≤ |F (y)|. Then the Lebesgue dominated convergence theorem gives that lim N →∞ F N (y)dy = lim N →∞ F N (y)dy, and it follows that
We see also that
for all (p, s, α)-blocks with 1 < s < ∞, 0 < p ≤ s and n( p s −1) ≤ α < n(p−1). Noticing (5.10) and (5.9), we have
+ a j , the second "=" above holds since
these inequalities hold because of (5.11) and (n + 1)/2 + λ + 1/2 − n/s ′ > (n + 1)/2 + λ − n/s ′ > 0 which follows from s < p λ . Thus, we have proved that T is of type (BL 
and let g(x) = f (x/R), we have
Let f ∈ BL p,s |x| α and f = 0, then there exists a decomposition of f (x): a (p, s, α) -block. So we have
By Theorems 5.1 and 2.1, we see that
and α ≤ 0. Using these, we have
Thus, we finish the proof of Theorem 5.3. In particular, taking λ = n−1 2 in Theorem 5.1, we have Corollary 5.2 Let 0 < s < ∞, 0 < p ≤ s and n(
When p > 1, taking α = 0 in Theorem 5.2, we have for every (p, s, α)−block h, where the constant C is independent of h. Proof Let 0 < R < ∞ and 0 < λ < ∞. We know that
+λ is the Bessel function, and it has the asymptotic properties as follows: , see [59] . From (5.13) and (5.15), we see that the radial function K λ R (x) is right-continues at |x| = 0 for fixed 0 < R < ∞. From (5.13) and (5.14), we see that
Such two facts imply that
where C is independent of |Rx|. (5.16) shows that
and therefore
As before (i.e. as (5.5)), it is easy to check that B n−1 2 * satisfies (1.14). And it is known
is bounded on L s with 1 < s < ∞, see [66] . Then, by Theorem 4.1, (5.12) follows.
Proposition 5.7 Let 0 < λ < ∞, 0 < R < ∞, 1 < s < p λ , 0 < p ≤ s and −n(1 − p/s) ≤ α < n(p − 1). We have
and
|x| α , where each a j is a (p, s, α)−block and |λ j |p < ∞. Proof Fix 0 < R < ∞ and x ∈ R n . Let f = ∞ j=1 µ j a j where each a j is a (p, s, α)-block with supp a j ⊂ B j and a j L s ≤ |B j | a j is a (p, s, α) -block of restrict II-type, by (5.16) and Hölder inequality, we have
+ λ > 0. When a j is a (p, s, α)-block of restrict I-type, by Hölder inequality, we have
n , by Minkowski inequality and (5.19) ∼ (5.21), we have
It is clear that |F N (y)| ≤ |F (y)|. Then the Lebesgue dominated convergence theorem gives (5.17) .
And it follows that
for 0 < R < ∞. Thus we have (5.18). 
≤ C, and by Theorem 2.1 we have
where C is an absolutely constant.
) ε for all R > R 0 and j = 1, 2, · · · , N ε . Then, by Hölder inequality,
since αs/(s − p) + n ≤ 0, where C is an absolutely constant. Thus, (5.23) and (5.24) give that |B 
Spherical means
We prove the following Theorem 6.1Let n ≥ 3, 0 < p ≤ 2 and n(
From Theorems 2.1 and 6.1, we have Theorem 6.2 Let n ≥ 3, 0 < p < 2, n(
n−1 n p − 1) and α ≤ 0. Then (1.11) holds.
In particularly, we have Corollary 6.1 Let n ≥ 3, 0 < p ≤ n n−1 and n(
Theorem 6.3 Under the hypothesis of Theorem 6.2, we have
|x| α . As B λ R f , we can also get that A t f converges to f , µ α -a.e., as t tends to 0 by Theorem 6.1 for f ∈ḂL . We will use the following known facts in the proof of Theorem 6.1. Let M(f ) be the the spherical maximal function defined in section 1, we have then
is Hardy-Littlewood maximal function. See [26] .
Proof of Theorem 6.1 By Theorem 3.1, it suffices to show that
for any (p, 2, α)−block h, where constant C is independent of h. In fact, let f ∈ BL p,2 |x| α , then for any ε > 0, there exists f = λ i h i where each h i is a (p, 2, α)−block such that
, and it follows that
Then, once (6.4) is established, by the subadditivity of the norm, we have
Since ε is arbitrary, we have Mf BL
In order to obtain (6.4), Let us estimate M j h, j = 0, 1, 2, · · ·.
We check that M j h is a (p, 2, α, ε)-molecular for every (p, 2, α)−block h centered at any point and estimate ℜ(M j h).
By α < n( n−1 n p − 1), we have that
By (6.5) and noticing that 1 − 1/p − α/np > 0, we can choose ε such that
from (6.6). Given a (p, 2, α)−block h with supp h ⊂ B(x 0 , r) ⊂ B(x 0 , 2 k 0 ), and
For J 1 , by (6.3), we have
For J 2 , by (6.2), and noticing that Hardy-Littlewood maximal function M satisfies (1.14), and that b − 1 + 1/2 = −ε < 0, we have
And by (6.3),
Then, noticing a/b > 0 and 1 − a/b ≥ 0, we have
Thus, by Theorem 3.1, we have
.
By (6.1), it follows that
= C noticing (6.7) and b > 0. Thus, we finish the proof of Theorem 6.1. In order to prove Theorem 6.3, let us state a uniform boundedness principle related to BL p,s |x| α , which is similar to that related to L p . Lemma 6.1 (Uniform boundedness principle) Let 1 < s < ∞, 0 < p ≤ s and −n < α < n(p − 1). Let D be a dense subspace of BL p,s |x| α and suppose that T R is a sequence of linear operators such that
|x| α , it is a necessary and sufficient condition that we have the estimate
for all sufficiently large R, where the constants C are independent of R.
Proof By density, for f ∈ BL p,s |x| α and any ε > 0, there exists a g ∈ D such that f − g BL p,s |x| α ≤ ε. Noticing (6.9) and (6.10), we have
On the other hands, for f ∈ BL p,s
Thus, we finish the proof of Lemma 6.1.
Proof of Theorem 6.3 It is easy to see that
|x| α , we know that A t f converges to f pointwise (see [59] ), noticing that
< ∞ by Theorem 6.2, then the Lebesgue dominated convergence theorem gives that
|x| α . Then Theorem 6.3 follows from Lemma 6.1 and Theorem 6.2.
Some sublinear operators
In this section, we prove that a lot of sublinear operators in harmonic analysis are of some new estimate at or beyond endpoint, some of them, such as Hilbert transform, Riesz transforms and the regular singular integral operators, and the corresponding truncated operators and maximal operators are of (BL estimates, while others, such as Calderón-Zygmund operator, the strongly singular integral operator and some oscillatory singular integrals operators, admit respectively an extension which is bounded on BL p,s |x| α . Theorem 7.1 Let 1 < s < ∞, 0 < p ≤ s and −n(1 − p/s) ≤ α < n(p − 1). Suppose a sublinear operator T satisfies the size condition
for any integral function with compact support. Then, if T is bounded on L s , we have
for every (p, s, α)−block h, where C is independent of h. Proof As (5.5), it is easy to check that the condition (7.1) implies the conditions (1.14) and (1.16). Then, Theorem 7.1 follows from Theorem 4.1.
3) Proof Let us first consider T ε . We pick a smooth radial function ϕ with support inside the ball B(0, 2) which is equal to 1 on the closed unit ball B(0, 1). Let
It is clear that we can let 0 < ε < 2. As Proposition 5.5, we have
for all (p, s, α)-blocks with 1 < s < ∞, 0 < p ≤ s and n(
for all (p, s, α)-blocks. From (7.6) and (7.8) we see that
Then, from (7.4), (7.5) and (7.7), we have
From this and Theorem 7.1, it is easy to get that T ε is of type (BL T b is of type (L p , L p ) for 1 < p < ∞ (see [30, 77] ), then, T b satisfies the conditions of Theorem 7.1.
H. The oscillatory singular integrals operators
R n e λΦ(x,y) K(x, y)ϕ(x, y)f (y)dy, where K(x, y) is a Calderón-Zygmund kernel, ϕ ∈ C ∞ 0 (R n × R n ), λ ∈ R, and Φ(x, y) is real-valued.
T o is of type (L p , L p ), 1 < p < ∞, for the real bilinear form Φ(x, y) = (Bx, y), ϕ = 1 (see [47] ), for the polynomial Φ(x, y) = P (x, y), ϕ = 1 (see [48] ), and for the real analytic function Φ(x, y) (see [46] ). Then, in these cases, T o satisfies the conditions of Theorem 7.1.
From Theorem 7.1 we have Corollary 7.2 Let s, p and α as in Theorem 7.1. Then (7.2) holds for T C , T |x| α is complete for 0 < s ≤ ∞, 0 < p < s and −n(1 − p/s) < α ≤ 0 (Theorem 2.6), then we can extend these operators T to some bounded operators on BL p,s |x| α , so we have Theorem 7.5 Let 1 < s < ∞, 0 < p < s, −n(1 − p/s) < α < n(p − 1) and α ≤ 0. Then the operators T C , T ε C , T * C , T b and T o initially defined for f ∈ L s with compact support admit respectively an extension which is bounded on BL p,s |x| α . Here λ
Remarks
where µ α (Q k j ) = Q k j |x| α dx. Then we have
Next, let us show that each a and n ≥ 2 fail to be of type (L p , L p ), see [59] . And it follows that 
