ABSTRACT The Hausdorff distance (HD) between two point sets is widely used in similarity measures, but the high computational cost of HD algorithms restrict their practical use. In this paper, we analyze the time complexity to compute an accurate Hausdorff distance and find that reducing the iterations of the inner loop significantly contributes in reducing the average time cost. Based on the observation that the nearest neighbor (NN) of the breakpoint in the current inner loop suggests a higher probability to break the next inner loop, we present a novel and efficient approach for computing the accurate Hausdorff distance based on a diffusion search. The current breakpoint is recorded as the diffusion center of the next inner loop so that the efficiency of the HD computation can be significantly improved without scanning every point. According to the type of 3-D model (sparse and dense point sets), a novel HD computation framework consisting of two specific diffusion search methods is proposed. First, a Z-order-based HD algorithm (ZHD) for a sparse point sets is proposed. Second, to avoid the low efficiency of a diffusion search when computing the Hausdorff distance between dense point sets with the ZHD algorithm, an octree-based HD algorithm (OHD) is proposed. Evaluation results demonstrate that the ZHD algorithm and the OHD algorithm can greatly reduce the time complexity of HD computations for sparse and dense point sets, respectively. In addition, we conduct several comparative experiments against the most famous HD computation methods. Experimental results show that the proposed approach achieves performance as good as the most efficient available algorithm and exhibits better performance in dealing with spatial data that is highly overlapping.
I. INTRODUCTION
Recent development in computing techniques and 3D digital technology has led to a rapid increase in the number of 3D models. In this scenario, the question of how to generate 3D models has evolved to answering how to find existing models [1] . Therefore, one urgent problem is now how to help people accurately and efficiently find their desired 3D model from the shape databases. However, obtaining the desired model from a model library is quite challenging, and the similarity that indicates the degree of resemblance of 3D models is expected to be a hot topic [2] .
The Hausdorff distance (HD) is a frequently used distance metric in similarity measures [3] - [6] and has to date attracted considerable research attention in computer graphics, computational geometry, and geometric modeling. In some situations, the scales of point sets generated from 3D models are not identical, and the Hausdorff distance can quantify the similarity between two arbitrary point sets without the necessity of establishing the correspondence between points [7] . However, existing algorithms for HD computation have a strong disciplinary background, resulting in poor robustness in generalizations [8] . Meanwhile, due to the high computational cost of HD algorithms, it is restricted in practical applications.
Recently, some efficient algorithms for HD computation have been proposed, including the spatial indexing technique [9] , which utilizes hierarchical indexes based on an R-tree. The algorithm is susceptible to noise, which will significantly affect the results. The EB algorithm [8] achieves high efficiency in processing medical images (considered as voxel) but has a lower efficiency when calculating spatial objects that are highly overlapping. Furthermore, most of the representative HD algorithms have ignored the fact that the type of 3D model (sparse and dense point sets) has a profound influence on the performance.
In this paper, we present a diffusion search approach that can be used to accelerate the accurate HD computation between 3D models. Compared to prior methods, our contributions mainly include the following:
• A novel acceleration method based on a diffusion search.
To reduce the time cost for computing an accurate Hausdorff distance between two point sets, a diffusion search strategy (scanning the point sets from the diffusion center (Section IV-B) instead of visiting all the points) is proposed.
• Two sub-algorithms to handle different types of 3D models. Since the type of 3D model (sparse and dense point sets) has a significant influence on the efficiency of HD computations, we present a HD computation framework (Section V) consisting of two sub-algorithms: ZHD and OHD.
• The ZHD algorithm (Section VI-A) is suitable for sparse point sets. The OHD algorithm (Section VI-B) compensates for the ZHD algorithm in dealing with dense point sets. Moreover, the ZHD algorithm possesses the ability to handle spatial data of arbitrary dimensions.
• Implementation of our methods and comparison with existing methods demonstrate that the two complementary sub-algorithms can achieve a highly efficient and balanced result. This approach provides excellent performance, especially in dealing with spatial data that is highly overlapping.
II. RELATED WORK
The Hausdorff distance is a useful measure of the similarity between geometric objects. There are many applications that benefit from an efficient computation of the Hausdorff distance, including medical image processing [10] - [12] , pattern recognition [13] , [14] , shape matching and tracking [15] - [17] , encryption of CAD models [18] , mesh shape simplification [19] , reconstruction of curves and surfaces [20] - [23] , penetration depth [24] , [25] , etc. In this section, we briefly survey previous works that are directly relevant to ours. Broadly, the literature on Hausdorff distance algorithms can be grouped as follows.
A. CURVES AND SURFACES
Alt and Scharf [26] discussed the accurate Hausdorff distance between points and freeform planar parametric curves. They presented an algorithm for computing the Hausdorff distance based on a characterization of the possible points where the distance can be attained. Chen et al. [21] presented an algorithm for computing the Hausdorff distance between two B-spline curves, which improves [26] using a geometric pruning method to reduce the runtime complexity.
Belogay et al. [27] presented an approximation method for HD computation by discretizing the curves and dividing them into grids, which converts the problem of computing Hausdorff distance between curves into the problem of computing the European distance among the grids. Kim et al. [28] presented a real-time HD algorithm using a hardware buffer mechanism. This method is not implemented at the software level, and the application of the algorithm needs to be extended in the future.
Recently, Krishnamurthy et al. [29] and Hanniel et al. [30] developed a parallel GPU acceleration algorithm to compute the Hausdorff distance between NURBS surfaces. This method selectively culls pairs of bounding boxes by performing GPU traversal of bounding-box hierarchies that could not contribute to the Hausdorff distance.
B. POLYGONAL MODELS
For polygonal meshes in R 3 , Atallah [31] provided a lineartime algorithm that determines the Hausdorff distance by computing the distance between the vertices of convex polygons. The algorithm has the complexity of O(n + m), where m and n are the number of vertices. Alt et al. [15] presented a method based on an observation that the Hausdorff distance can only be realized at the points of intersection between the Voronoi boundary surfaces and the polygon edges, which requires a O((m+n)log(m+n) running time. Bartoň et al. [32] presented a O(n 4 logn) deterministic algorithm to compute the precise (up to floating point) Hausdorff distance between polygonal meshes. The algorithm can obtain the accurate Hausdorff distance between two triangular mesh models, but it is less efficient in dealing with larger grid models.
Due to the high time costs of computing an accurate Hausdorff distance, Tang et al. [24] implemented an approximate algorithm that is based on bounding volume hierarchy (BVH) that is preprocessed before the real-time computation. Their implementation is relatively very fast in practice, running at interactive speeds for complicated dynamics scene. More recently, this approach was extended by Guthe et al. [19] , who proposed an octree-based HD calculation algorithm between mesh surfaces. This algorithm makes use of the specific characteristics of meshes to avoid sampling all points in the compared surfaces.
C. POINT SETS
Although the HD algorithms mentioned above are highly efficient, most of them depend on the specific characteristics of meshes and thus lack generality.
Recently, some general HD computation algorithms have been proposed. Nutanong et al. [9] presented the DepthFirst Hausdorff distance algorithm (DF-HD) and Best-First Hausdorff distance algorithm (BF-HD). Both of these basic algorithms create one of the point sets as a spatial R-tree and utilize the hierarchical indexes and the branch-and-bound search principle to prune the nodes that do not contribute to the final HD computation. Based on DF-HD and BF-HD, Nutanong et al. [9] presented an incremental Hausdorff distance algorithm (INC-HD) that utilizes the hierarchical indexes above. To calculate the Hausdorff distance, the algorithm traverses the indexes of X and Y in an incremental manner and achieves high efficiency.
Taha and Hanbury [8] presented a more generalized HD algorithm by utilizing randomization and early breaking optimization algorithms to achieve an efficient, nearly-linear complexity. This optimization avoids scanning all voxel pairs by identifying and skipping unnecessary rounds. However, when the spatial data is highly overlapping, the efficiency of the algorithm is of poor. Zhang et al. [33] presented an efficient framework with two complementary sub-algorithms (Nonoverlap Hausdorff Distance (NOHD) and Overlap Hausdorff Distance (OHD)) to directly compute the precise HD for general 3D point sets.
The existing HD algorithms are mainly faced with the following problems: (1) Most of the precious HD algorithms have a strong disciplinary background and lack generalization. (2) A few current algorithms can be used for general models but have poor efficiency. (3) There are no algorithms that have considered how the type of 3D model (sparse and dense point sets) influences to the efficiency of HD computations.
III. PROBLEM FORMULATION A. THE HAUSDORFF DISTANCE
The Hausdorff distance is defined as the MAX-MIN distance between two geometric objects to measure their degree of resemblance. Given two nonempty point sets A = {a 1 , a 2 , . . . , a m } and B = {b 1 , b 2 , . . . , b n }, the Hausdorff distance between A and B is formulated as
where
where ., . is any norm distance metric, e.g. [8] , which is considered the state-of-the-art in 2015. In the inner loop of Algorithm 1, when a distance d is found that is below the current cmax, it is not necessary to scan the remaining points in B. Therefore, the inner loop breaks at that time which greatly reduces the time cost of HD computation. In addition, the EB algorithm has improved the probability of the occurrence of an early
break by disturbing the order of the points in sets A and B, thereby further improving the overall efficiency of the algorithm. However, the EB algorithm is faced with at least three problems:
• In its best-case, an early break occurs directly at the beginning of each iteration in the inner loop. This is when we always select a point with a distance below cmax, and the algorithm has a runtime of O(m), where m = |A| and n = |B|. However, in the general case, the time complexity far exceeds this and has a runtime of O(mn), which is simply untenable for models of highly overlapping geometry.
• When we directly apply the EB algorithm to general 3D models, the raw point set has to be fit into a grid of certain voxels, which is an approximate operation, the computed Hausdorff distance will be an approximate result.
• The EB algorithm, as with most of the existing HD algorithms, have ignored the influence of the types of 3D models on the performance.
IV. DIFFUSION SEARCH A. RUNTIME ANALYSIS
The EB algorithm has the best-case time complexity of O(m) and the worst-case time complexity of O(mn). In this paper, we mainly focus on reducing the average time complexity. Let P(e) = q, where e denotes the event that d > cmax, and P(e) denotes the probability of event e always occurs. Obviously, the probability of event e occurs is formulated as P(e) = p = 1 − q, where e denotes the distance d ≤ cmax (breakpoint).
We assume the inner loop has executed for k times before the inner loop breaks, thus the probability density function of k can be formulated as:
and the expected value of f (k) can be formulated as:
where E(f (k)) is a geometrical series with 0 < p < 1 that converges and has a sum. By multiplying Eq. (5) with q on the both sides, and subtracting the resulting equation from Eq. (5), we can get
then substituting p with 1 − q, a convenient formula can be obtained as follows:
From Eq. (7), it can be drawn that the execution times k of the inner loop is depending on p which denotes the probability of picking a point with distance below cmax. And the larger p is, the more likely that the inner loop will breaks after a less k times iterations and vice versa. Thus, we can get a conclusion that quickly find the point which makes the inner loop breaks (breakpoint) is the key to reduce the average time complexity.
B. MOTIVATION
Given two non-empty point sets, A = {a 1 , a 2 , . . . , a 8 } and Fig.1(a) , the indexes of the points in A and B are independent from their location. When traversing B, we can learn that b 5 (b 5 ∈ B) is the point that has the minimal distance to a 1 (a 1 ∈ A). Then, we traverse B a second time and learn that b 7 (b 7 ∈ B) is the point that has the minimal distance to a 6 . Of interest is that the points a 1 and a 6 are nearest neighbors (NNs) in A, while b 5 and b 7 are also NNs in B (we define this phenomenon as spatial adjacency).
Next, we sort A and B as two ordered point sets A and B , as shown in Fig. 1(b) . As before, we traverse B and find that b 5 (b 5 ∈ B ) is the point that has the minimal distance to a 4 (a 4 ∈ A ). However, when we try to find the point that has the minimal distance to a 5 (a 5 ∈ B ), which is the NN of a 4 , there is no need to visit all the points in B . A more efficient way is to traverse B is with b 5 as the starting point. Suppose the event that d > cmax occurs at point b x (here, b x is defined as a diffusion center) in the i-th outer loop for computing h (A, B) .
Then, in the (i+1)-th outer loop, the probability of the event d > cmax occurring nearby b x (diffusion center) is high. As a basis, we present a Hausdorff distance computation approach based on a diffusion search, where the inner loop will traverse the point set from the diffusion center instead of visiting all the points.
C. DATA PREPROCESSING
In general, the index of the point set does not accurately reflect the locations among the points. However, the diffusion search has the criterion that the points of A and B with adjacent indexes are NNs in 3D space. As a consequence, before carrying out the diffusion search, it is necessary to convert the unordered point sets into ordered point sets. For this task, we introduce two encoding methods (Morton Code and octree subdivision).
1) MORTON CODE
The Morton code, first introduced in 1966 by Guy Macdonald Morton [34] , is a function that maps multidimensional data to one dimension while preserving the locality of the data points. As shown in Table 1 , each dimension of the 3D coordinates is encoded with a k-bit binary, and therefore, there are 3k-bit binary in total. We sort the points in an increasing order by sorting their Morton codes. Thus, the points are in order along a Z-order curve, as shown in Fig. 2 . 
2) OCTREE SUBDIVISION
An octree is a regular hierarchical data structure to represent the spatial decomposition of 3D objects. This provides a robust representation applicable to a wide class of objects, and allows the fast computation of geometrical properties. In this paper, an octree is used to partition the 3D space by recursively subdividing it into eight octants.
We use the pcl octree library [35] to create the hierarchical data structure from the point cloud. This enables spatial division and search operations on the point set. Each node of the octree has either eight children or no children, while the root node describes a cubic bounding box that encapsulates all the points. At every tree level, this space becomes subdivided by a factor of 2, which results in an increased voxel resolution.
V. OVERALL FRAMEWORK
To calculate the accurate Hausdorff distance, the number of iterations of the outer loop in Algorithm 1 cannot be reduced. Therefore, the only solution to reduce the average time complexity is to reduce the number of the iterations in the inner loop. From this context, an interesting observation is that traversing the point set from the diffusion center can effectively reduce the number of the iterations of the inner loop.
Thus, we present a novel framework to compute the Hausdorff distance based on a diffusion search. Meanwhile, considering the influence of the type of 3D model on the diffusion efficiency, the 3D model is classified into sparse and dense point sets. The sparse point sets consist of point clouds, wireframe models, surface/curve models, boundary models, etc. The dense point sets mainly refer to the voxel data.
Moreover, we put forward two efficient HD algorithms, one based on the Z-order (ZHD) and the other based on an octree (OHD). The pseudo-code of our proposed approach is shown in Algorithm 2. The critical components can be described as follows:
• When B belongs to sparse point sets, the ZHD algorithm will be implemented. First, A and B are encoded with a Morton code to obtain A z and B z . Then, the computation of h(A z , B z ) will be accelerated by the diffusion search based on the Z-order.
• When B belongs to dense point sets, the OHD algorithm will be implemented. First, A is encoded with Morton code to get A z . Second, octree structure B o is created for B. Then, the computation of h(A z , B o ) will be accelerated by the diffusion search based on the octree.
VI. THE TWO SUB-ALGORITHMS
The proposed HD computation framework (Algorithm 2) is composed of two sub-algorithms: ZHD and OHD. In this section, we describe the two algorithms in detail.
A. FIRST SUB-ALGORITHM: ZHD
When B belongs to sparse point sets, we implement the HD computation algorithm based on the Z-order. There are two key points of the algorithm: (1) Converting the problem of HD computation between two unordered sets into the problem of HD computation between two ordered Z-order curves; (2) return h (A, B) ;
Performing the diffusion search based on the Z-order and accelerating the HD computation based on diffusion search.
1) HD COMPUTATION BASED ON Z-ORDER
Recall Eqs. (1 ∼ 3) and note that the Hausdorff distance is the maximum of the two directed Hausdorff distances along both directions. Thus, from here we will only concentrate on computing the directed Hausdorff distance h (A, B) . Meanwhile, we can infer that the HD between A z and B z is equivalent to the HD between A and B. Thus, the directed Hausdorff distance can be expressed by
From Eq. (8), computing h(A z , B z ) still requires two layers of nested loops. The inner loop traverses B z , and finds the point from A z that has the minimal distance to all the points of B z . The outer loop traverses A z , and finds the maximum of all the minimal distances.
Note that A z and B z are ordered structures, which are subject to the criterion of diffusion research. To implement the diffusion search, it is necessary to define one point as the diffusion center on the one-dimensional Z-order and define two directions as the diffusion directions. Moreover, the diffusion center of the i-th outer loop is the point where the inner loop breaks in the (i-1)-th outer loop, and the diffusion direction includes forward diffusion and backward diffusion. the diffusion search based on the diffusion center generated from the previous outer loop.
3) ALGORITHM IMPLEMENTATION
The pseudo-code for the ZHD algorithm that computes the h(A z , B z ) is shown in Algorithm 3. The main steps are summarized as follows:
• Initialize the variable cmax (accurate Hausdorff distance) and dc (diffusing center).
• The outer loop traverses A z and finds all the minimal (cmin) and maximum (cmax) values.
• The inner loop executes a diffusion search on B z with dc as the starting point. Both forward and backward diffusion are performed simultaneously on B z .
• If cmin ≤ cmax, the inner loop breaks, and dc is updated and recorded for the next outer loop.
Algorithm 3 ZHD Algorithm
cmax ← max{cmax, cmin} ; return cmax;
• Through the continuing implementation of traversing A z and updating cmin, the maximum cmax is found (i.e., h(A z , B z )).
B. SECOND SUB-ALGORITHM: OHD
When B belongs to the dense point set, we can still implement the ZHD algorithm to compute h(A z , B z ). However, encoding the dense point set with the Morton code lead to significant incorrect neighbor information for the one-dimension Z-order, and the ZHD algorithm cannot break the inner loop quickly. Therefore, we present another novel octree-based HD algorithm (OHD). As a consequence, the problem of computing the Hausdorff distance between A and B is converted into the problem of computing the Hausdorff distance between A z and B o . A new diffusion search approach based on the octree is developed to accelerate the computational efficiency.
1) HD COMPUTATION BASED ON OCTREE
Given a point a and a leaf node N of the octree B o , the minimal distance from a to N is defined as
where Dist(.,.) is the Euclidean distance and object is the element that belongs to leaf node N . Therefore, the directed Hausdorff distance between A z and B o can be defined as Note that both A z and B o are ordered structures, which are subject to the criterion of diffusion research. To implement the diffusion search based on octree, we define two neighborhoods: neighbor diffusion point and neighbor diffusion node. The points from the identical leaf node are defined as the neighbor diffusion points, and the child nodes from the identical parent node are defined as the neighbor diffusion nodes.
We assume N x (N x ∈ B o ) is the leaf node that has the minimal distance to a i (a i ∈ A z ). Based on the diffusion search, the leaf node that has the minimal distance to a i+1 (a i+1 ∈ A z ) is expected to be N x or around N x . As a consequence, there is no need to traverse B o from the root node or perform the nearest search, and it is sensible to perform the diffusion search from the node N x . Fig. 4 illustrates an example of the diffusion search based on the octree. In the 4th outer loop, b x is the neighbor diffusion point that has the minimal distance to a 4 and is recorded as the diffusion center for the 5th outer loop. In the 5th outer loop, the inner loop is not necessary to traverse B o from the root node but performs the diffusion search from the diffusion center (taking b x as the traverse center). Once there is an identified element that is the neighbor diffusion point of b x that breaks the inner loop, the element is recorded as a new diffusion center for the next outer loop. Otherwise, other neighbor diffusion nodes (such as: N 1 5 ) of the diffusion center (b x ) are visited. This process is executed until the last point a 7 , and the diffusion center is updated in each iteration. (A z , B o ) . The inner loop (while loop) performs the diffusion search. The main steps are summarized as follows.
2) DIFFUSION SEARCH BASED ON OCTREE

Algorithm 4 OHD Algorithm
• Initialize the variable cmax, the diffusion center key dc as 0, and a random leaf node of the octree (we use the variable key from the PCL library [35] to record the information of the leaf node).
• The diffusion search will be performed reversely from the leaf node to the root node, and the function GenParentNodeKey from the PCL library is employed to obtain the parent key of node key dc .
• When there is no breakpoint in node key dc and the neighbor diffusion node of key dc , the algorithm will visit the parent node of key dc reversely. Algorithm 5 describes the steps of traversing a certain node key of the octree. The main steps are summarized as follows.
• When the key is a leaf node, visit all the elements within the leaf node. If the event that d ≤ cmax occurs (while loop in Algorithm 4 will terminate), a new diffusion center will be recorded by key dc , and the next for loop in Algorithm 4 is executed. Otherwise, visit the remaining elements continuously.
• When the key is not a leaf node, all the neighbor nodes of the key will be searched recursively. In the event that d ≤ cmax occurs, a new diffusion center will be recorded by key dc , and the next for loop in Algorithm 4 is executed. Otherwise, visit the remaining neighbor nodes until a new diffusion center is recorded.
VII. EXPERIMENTS AND RESULTS
We have implemented the proposed algorithm in C++ on an Intel Core i7-6700 3.4 GHz CPU with a 16GB of main memory and a NVIDIA Geforce GTX 1080. The Morton code was parallelized using the NVIDIA CUDA programming language [36] . We used the codes from the PCL-1.8.0 (http://www.pointclouds.org/) [35] for building the octree. To demonstrate the generalization and efficiency of our approach, we have tested our algorithm with four different types of data. Namely, with random 3D Gaussian data, 3D points from the standard mathematical model, point cloud models and real brain tumor segmentation (MRI 3D volumes).
• In the first experiment (Section VII-A), random 3D
Gaussian data were used to test the effect of the octree resolution (λ) on the efficiency of the OHD algorithm.
• In the second experiment (Section VII-B), different 3D points were generated based on the standard mathematical model and were used to test the differences in performance between the ZHD and OHD algorithms.
• In the third experiment (Section VII-C), we used the point clouds to compare the proposed approach (ZHD) with the NAIVE algorithm [8] , the EB algorithm (PAMI 2015 [8] ) and the octree-based algorithm (ICAE 2017 [33] ).
• In the fourth experiment (Section VII-D), real brain tumor segmentations were tested against the EB algorithm (PAMI 2015 [8] ), octree-based algorithm (ICAE 2017 [33] ) and the proposed algorithm(OHD).
A. ANALYSIS OF IMPORTANT PARAMETERS
The proposed framework consists of two sub-algorithms, namely, ZHD and OHD algorithms. The ZHD algorithm does not require any empirical parameters; thus, in this section, we only analyze the empirical parameter of the OHD algorithm. We need to build an octree structure for B before executing the OHD algorithm. Moreover, the octree resolution (λ) (i.e., the length of the leaf node) is expected to be the most important parameter in such a process. In general, the time cost of building an octree is inversely proportional to its resolution. That is, a greater resolution usually leads to a greater depth of the octree, which results in a larger time cost. As a consequence, it can be concluded that an appropriate resolution has a significant influence on the performance of the HD algorithm.
Without loss of generality, the OHD algorithm was tested on the random Gaussian data (i.e., the point coordinates x, y and z are generated according to three different Gaussians each with a random m and a random s). We performed two experiments to test the OHD algorithm:
• In the first experiment, four pairs of random Gaussian data with the same standard deviation ( √ σ 2 = 256) and different scales were created, i.e., the length of the root node in the octree is equal to 2× √ σ 2 . The h(A, B) between each pairs are computed, and the results are shown in Fig. 5 (a) .
• In the second experiment, the algorithm was tested on another four pairs of random Gaussian data with different standard deviations (i.e., 64, 128, 256 and 512) and the same scale (i.e., 40k-40k). The h(A, B) between each pairs are computed, and the results are shown in Fig. 5 (b) . Figure 5 shows that the efficiency of the OHD algorithm is dependent on λ. When λ increases to (1/2) 4 × 2 × √ σ 2 or (1/2) 5 × 2 × √ σ 2 , the algorithm shows the best performance. In addition, the efficiency is decreased when λ is larger than (1/2) 4 ×
The result of this experiment can be explained by the following two facts:
• The number of leaf nodes is increasing due to the increasing of λ, which has a significant contribution to the efficiency of diffusion search. • A larger λ can also leads to a higher time cost when building an octree, which has bad influence on the performance of the OHD algorithm. According to our experimental research, this paper gives the recommendation as of λ = (1/2) 5 × 2 × √ σ 2 (i.e., the depth of the octree is equal to 5).
B. COMPARISON BETWEEN ZHD AND OHD
The main idea of the proposed method is to perform an efficient diffusion search and implement different diffusion search strategies that respond to the specific type of 3D model. As seen in Algorithm 2, given two arbitrary point sets A and B. When B belongs to the sparse point set, h(A, B) will be computed using the ZHD algorithm. When B is a dense point set, h(A, B) will be computed using the OHD algorithm. In this section, different 3D points are generated based on the standard mathematical model and were used to test the differences in the performance between the ZHD and OHD algorithms.
1) DATASET SETUP
Without loss of generality, we adopt the standard mathematical model to evaluate the accuracy of the proposed algorithm (ZHD and OHD). VOLUME 6, 2018 • First, twenty standard mathematical models (cuboids, cubes, cones, cylinders and spheres) were generated with different parameters.
• Second, each model was performed with a uniform surface sampling of 5 different resolutions. Note that the number of points in each model varied from 3 thousand to 0.3 million; thus, a set of sparse point sets was obtained, denoted as Model s .
• Third, each model was performed with a uniform internal sampling of 5 different resolutions, varying the number of points in each model varies from 3 thousand to 0.6 million. A set of dense point sets was obtained, denoted as Model d .
• Finally, Model s and Model d were integrated into a group of mixed point sets, denoted as Model m .
2) THE DIFFERENCE BETWEEN ZHD AND OHD
First, we randomly sampled 10 models from both Model m and Model s , and used the ZHD and OHD algorithms to compute h(Model m , Model s ). Fig. 6 (a) shows the experimental results. With the increasing number of point sets, the time cost of ZHD and OHD also increased. Moreover, the ZHD algorithm outperforms the OHD algorithm by a factor of approximately 9. The result of this experiment can be explained by the fact that the diffusion search based on the Z-order could significantly reduce the time complexity of the HD computation when the 3D model belongs to the sparse point sets. Then, we randomly sampled 10 models form both Model m and Model d , and used the ZHD and OHD algorithms to compute h(Model m , Model d ). Fig. 6 (b) shows the experimental results. With the increasing number of point sets, the time cost of ZHD and OHD also increased. However, comparing OHD with ZHD, it can be found that the OHD algorithm outperforms the ZHD algorithm. The result of this experiment can be explained by the fact that the diffusion search based on the octree could significantly reduce the time complexity of HD computation when the 3D model consists of dense point sets.
C. TESTING THE PERFORMANCE FOR POINT CLOUDS
In this section, the proposed algorithm (ZHD) is compared against the NAIVE algorithm [8] , the EB algorithm (PAMI 2015 [8] ) and the octree-based algorithm (ICAE 2017 [33] ) under the same conditions as the specification described in [33] . The test dataset is several famous point cloud models provided by the Stanford 3D Scanning Repository [37] , which are typical sparse point sets. As a consequence, the ZHD algorithm is expected to perform better on this dataset.
First, four different point cloud models with sizes of 10,755, 18,844, 49,132 and 72,072 were created, as illustrated in Fig. 7 . Then, each unique pair of models were matched, and the Hausdorff distance within these pairs were calculated using the NAIVE algorithm, EB algorithm, octree-based algorithm and our proposed ZHD algorithm. Table 2 demonstrates the experimental results with time units in seconds. From this table, it can be seen that the time cost of the ZHD algorithm is significantly below that of the NAIVE and EB algorithms and has achieved performance as good as the octree-based algorithm, which demonstrates the efficiency of our method.
D. TESTING THE PERFORMANCE OF THE REAL BRAIN TUMOR SEGMENTATIONS
In this experiment, we tested our algorithm using real brain tumor segmentation that included automatic brain tumor segmentations (MRI 3D volumes). The segmentations were generated by algorithms proposed in the BRATS2012 challenge [38] and the corresponding ground truth segmentation produced by human specialists. A real brain tumor is typically comprised of voxel data, which are dense point sets As a consequence, the OHD algorithm is expected to perform better on the dataset.
For the convenience of description, we denote the two contrast images from the automatic brain tumor segmentations and the relevant ground truth segmentations, respectively, as A and B in the experiments. Based on the fact that brain tumors exist in different places in the brain, we selected pairs of images from the two kinds of volumes. The H (A, B) between images from the automatic brain tumor segmentation and the relevant ground truth segmentation is calculated.
The proposed algorithm (OHD) was compared against the EB algorithm [8] and the octree-based algorithm [33] . The performance of our proposed algorithm, as compared with the existing algorithms, is illustrated in Fig. 8 . According to the comparison results, the time cost executed by the proposed algorithm in calculating the Hausdorff distance is significantly less than that executed by the EB algorithm and is distinctly less than that executed by the octree-based algorithm. This experiments also demonstrates that our algorithm achieves performance as good as that of the existing algorithm in dealing with the voxel model. 
VIII. CONCLUSION
Most of the current HD algorithms have overlooked the influence of the type of 3D points on their performance, resulting in a lack of robustness when dealing with different types of 3D point sets. This paper analyses the time complexity for computing the accurate Hausdorff distance and shows that the key to reducing the average time complexity is to cut down the number of iterations of the inner loop. Motivated by these observations, this paper presents an efficient HD computation framework based on a diffusion search (the algorithm scans the point set from the diffusion center and quickly finds the point to have the minimal distance to the other point set). For sparse point sets, a Z-order-based HD algorithm (ZHD) is proposed, and for dense point sets, an octree-based HD algorithm (OHD) is proposed. The ZHD algorithm uses a diffusion search based on the Z-order to avoid the high computational complexity when considering all the points in the set. The OHD algorithm achieves the diffusion search based on the octree to avoid the high computational complexity when traversing the octree from the root node. Multiple experimental results demonstrated that the proposed approach can effectively reduce the time complexity of Hausdorff distance computation, especially in dealing with spatial data that is highly overlapping.
In future work, we will extend the proposed ideas and approaches into related areas of CAD/Graphcis/image/video [39] - [41] . We also try to accelerate the proposed algorithm with parallel and collaborative techniques [42] - [44] . 
