We continue the study of nonlinear Maxwell equations for electromagnetism in the formalism of Coleman & Dill. We exploit here the assumption of Lorentz invariance. In particular, we show that nonlinearity forbids the convexity of the electromagnetic energy density. This justifies the study of rank-one convex and of polyconvex densities, begun in [7, 12] . We also show the alternative that either electrodynamics is linear, or dispersion is lost as the electromagnetic field becomes intense.
Introduction
In an ideal medium like vacuum, the Maxwell's equations of electromagnetism are obtained as the Euler-Lagrange equations of an action L over the space of closed 2-forms. It admits a natural energy density h(B, D), namely the Legendre-Fenchel transform of L with respect to the electric field E, at constant magnetic induction B. The classical theory of systems of conservation laws tells that if h is strongly convex, that is D 2 h is positive definite, then the system is hyperbolic and the Cauchy problem is locally well-posed in the Sobolev space H s (R 3 ) 6 with s > 5/2. It was proved actually in [12] that strong polyconvexity, when viewing (D, B) as a 3 × 2 matrix-valued field, is sufficient for hyperbolicity and local well-posedness. This was illustrated by Y. Brenier [7] with the Born-Infeld model. We specialize here to the vaccum case, having in mind that the Maxwell's equation must be compatible with special relativity. By this, we mean that the action is frame indifferent, or invariant under Lorentz transformations. In the next section, we characterize this invariance in terms of the energy density (Proposition 2.2). The result involves a Hamilton-Jacobi equation that we integrate in Section 3. The surprizing fact is that either the Maxwell's equations are linear (h quadratic), or h is not convex (Theorem 3.1). This justifies a posteriori the analysis of [12] and ruins the relevance of [5] . Section 4 is dedicated to the wave velocities. A natural requirement is that the system be hyperbolic and that its wave speeds be not larger than the fundamental velocity defined by the Minkowski metric, a property that we call sub-relativity 1 . We first show that the weaker condition that h be strongly rank-one convex implies hyperbolicity, although we do not know how to deduce local well-posedness from this result. Then we turn to sub-relativity of the wave propagation. We prove that it holds true in the Born-Infeld model, a fact that does not seem to have attracted attention in the literature. Next, we give a new proof that in every model, and for every background state (B, D) there exists at least one (and in general two) space directions in which the wave speed is relativistic; this result was previously established by Boillat in [2] . Finally, we find the amazing fact that if the model is sub-relativistic and not linear, then it behaves as a pure transport (with velocity P/|P | where P := D × B) when the field (D, B) is intense; at the leading order, the dispersion effect disappears. This suggests that the linearity or the nonlinearity of electrodynamics could be decided by an appropriate experiment.
Our work raises open questions:
• Which of the Lorentz invariant energies are (strongly) rank-one convex, or polyconvex ?
• Is it possible that a model be hyperbolic without h being rank-one convex ?
Relativistic nonlinear models of electromagnetism
We recall that the Maxwell equations of an electromagnetic field are obtained as the EulerLagrange equations of a Lagrangian, called the Action
where the argument ω runs over the closed 2-forms. See for instance M. Born's memoir [1] . The components of ω are denoted by E j and B k , with
The whole system writes
We warn the reader that the above system stands in vacuum. In other words, we do not consider interaction with other fields, like matter or gravitation.
In special relativity, we postulate that the physics is invariant under the linear transformations that preserve a distinguished Minkowski metric. These transformations are called Lorentz-, or Poincaré-, transformations in the literature. In suitable coordinates, the metric writes dt 2 − dx
, which means that all velocities will have to be compared with a fundamental one c = 1. For instance, kinematics postulates that particles may not travel at speed larger than c. It looks natural to postulate that any kind of information, including electromagnetic wave, may propagate only at speed lower than c.
Because electromagnetism is intimately related to special relativity, it is natural to assume that the density L be invariant under Lorentz transformations. As is well known, Lorentz invariance amounts to saying that
for some function L 0 of two real variables. See [1] , or go to Exercise 53 in [11] .
In the sequel, we shall always assume that E → L(B, E) is strictly convex. Somehow, it characterizes the orientation of the time arrow. Then we can make the Legendre transform
The Hamiltonian h is now convex with respect to D. The fields E and H are given by
The system (1) has thus the form proposed by Coleman & Dill 2 in [8] :
We recall that (3) is compatible (so long as B and D are Lipschitz continuous) with the Poynting identity, which plays the role of energy conservation, where h is the energy density and E × H the energy flux:
It has long been observed that Lorentz invariance (2) implies that
Actually, let us define
Our first observation is that the converse is true: Then the partial Legendre transform
is Lorentz invariant.
Proof
By construction, we have
Therefore the assumption (5) becomes a linear first-order differential system in L:
This system can be recast as R i L = 0 for 1 ≤ i ≤ 3, with
The Lie algebra spanned by R 1 , R 2 and R 3 is the vector space spanned by the R j 's and by
is a function of two elementary solutions only. Since σ and π are functionally independent away from the origin, we deduce that L is a function of σ and π, whence the claim.
We drop from now on the Lagrangian L and work only with the energy density h, assuming the properties 1 and 2. Thanks to Proposition 2.1, we say that h is Lorentz invariant if it satisfies
We point out that the identities
The identities (8) are thus consequences of (7), under the assumption that D 2 h is non-singular. This derivation was not noted by Born [1] , who sees (78) as the constraints for relativistic invariance.
What is interesting in (8) is that these are linear first-order PDEs in h. Since S 1 , S 2 and S 3 form a Lie algebra of dimension three, the solutions of (8) are arbitrary functions of 6 − 3 = 3 independent solutions, say of α := (β, γ, δ) with
Of course, the R j 's do not belong to the Lie algebra spanned by the S i 's and we still have to exploit (7) . Writing that there exists a function (β, γ, δ) → m(β, γ, δ) such that
we find ∂h Remark: The dependency of h upon (β, γ, δ) was already observed in [12] . The constraint (10) is new, up to our knowledge. Observe that if h is Lorentz-invariant, thenĥ(β, γ, δ) := h(δ, γ, β) is invariant too, a fact that was not visible on the formula (34) of [12] .
Let X ∈ R 3 be a unit vector orthogonal to B and D. Since h is convex with respect to D,
Using then (10), we deduce a seemingly new result. At least, it is not contained in the papers by Born & Infeld. Remark. Contrary to some authors, we do not make an assumption of self-duality. Selfduality has been motivated in the past by the apparent symmetry of the roles played by (B, E) on the one hand, and by (D, H) on the other hand.This symmetry was very strong in the classical Maxwell system. However we do not see any physical reason why this symmetry would hold true in general. This symmetry is actually contradicted by the fact that one has never observed any magnetic charge: even in presence of matter, one still have divB = 0, which is a part of dω = 0. On the contrary, divD does not vanish in presence of matter. In terms of differential forms, there is no way to build a closed form with (D, H) in presence of matter, and therefore one cannot exchange the roles of (B, E) and of (D, H).
3 Integration of (10) Since (10) is a Hamilton-Jacobi equation, it can be integrated by the method of characteristics. This gives us informations about the values of ∇m and D 2 m. We assume that h is a smooth function over R 6 . As a by-product, m is defined over the domain
and smooth in the interior. This domain can be identified with the cone of positive semi-definite 2 × 2 symmetric matrices by
As such, it is a convex subset of R 3 . Equation (10) can be written as ∇m T S∇m = 1, where
A characteristic curve is an integral curve of the vector field V := 1 2
(m δ , −2m γ , m β ) T = S∇m. In the identification above, V is positive definite because of Proposition 2.3.
Let us denote by d/ds the corresponding derivative V · ∇ α . Differentiating (10), we have
a property that writes also
Thus ∇m remains constant along a characteristics. This shows that characteristics are straight lines, of the form
The values of s under consideration are those of the maximal interval I(α 0 ), containing s = 0 and for which 4βδ −γ 2 remains non-negative. Since α 0 is positive semi-definite and V is positive definite, one has I(α 0 ) = [s + (α 0 ), +∞), where s + (α 0 ) is the larger root of the polynomial
An elementary differentiation gives
Proposition 3.1 Characteristic curves of Equation (10) are level sets of the relavistic invari-
We now write the ODE for D 2 m along a characteristics. Differenting once more (10), we have
The solution of this ODE is given by the formula
The fact that m is a smooth function on the whole domain 4βδ − γ 2 > 0 tells us that the matrix I 3 + sSD 2 m(α 0 ) is non-singular for every s interior to I(α 0 ). In other words, the spectrum of SD 2 m(α 0 ) must not meet the real subset
We shall prove in the next paragraph that m is a concave function. Thus D 2 m is negative semi-definite. Therefore the product SD 2 m has real eigenvalues. The condition above is thus that
, then the Hessian is given along the characteristic curve by
In particular, it remains of rank one. Likewise, if
As a consequence, we see that whatever the rank of D 2 m at α 0 , it remains constant along the caracteristic curve.
In formula (14), we shall see in Lemma 3.1 that w T Sw is negative. Since the formula makes sense for every s > s + (α 0 ) and in particular for every s > 0, we must have = −1. This proves D 2 m ≤ 0 3 in this special case. This is a part on the concavity result.
Convexity vs relativistic invariance
We now examine the spectrum of D 2 h when α = (|B| 2 /2, B · D, |D| 2 ) runs along the characteristic line Γ passing through a point α 0 . Our goal is to check whether or not h is a convex funcion of (B, D).
We have
where the subscripts denote derivatives, and
Let us assume that P :
, with E ⊥ = RP × RP and E spanned by
Both subspaces E ⊥, are invariant under D 2 h. Thus the spectrum of D 2 h is the union of the spectra of its restrictions to these subspaces. The restriction to E ⊥ has matrix M 0 in the obvious basis. From Proposition 2.3, it has two positive eigenvalues λ ± such that λ − λ + = 1 and
In the basis {f 1 , . . . , f 4 }, the matrix of the restriction of
We notice that since this basis is not orthonormal, the resulting matrix is not symmetric. Its eigenvalues are nevertheless real, since they are eigenvalues of D 2 h. We also warn the reader that the space E varies with (B, D).
Case rkD 2 m(α 0 ) = 2. We have
where we notice that V T S −1 V = 1 because of (10).
and w T Sw < 0.
Proof Just use (12) to get the formulae. The matrix D 2 m(α(s)) is equivalent to 1 s Σ, where Σ is symmetric, has the same kernel as D 2 m(α 0 ) and otherwise behaves like S −1 . To see that w T Sw is negative in the second case, we argue as follows. If w T Sw was non-negative, that is w β w δ − w 2 γ ≥ 0, the symmetric matrix
would be semi-definite. However, (11) tells that w·V = 0, which can be recast as Tr(W M 0 ) = 0. Since M 0 is positive definite, this would imply w = 0, which negates rkD 2 m = 1.
Corollary 3.1 As s → +∞, the matrix M 1 (α(s)) admits a limit M ∞ (α 0 ). In particular, the eigenvalues of D 2 h(B, D) admit limits, which are on the one hand those of M 0 , and on the other hand those of M ∞ (α 0 ).
Corollary 3.2 The Hessian matrix D
2 m is everywhere negative semi-definite. In other words, m is a concave function of α.
Proof
It is enough to examine the cases D 2 m(α 0 ) = 0 3 . The rank of sD 2 m(α(s)) does not change with s ∈ [s + (α 0 ), ∞). According to Lemma 3.1, its limit as s → +∞,
is obviously negative semi-definite of same rank. Since the signature of a symmetric matrix can change only when its rank changes, we conclude that this signature is constant, equal to that of the limit. Thus
Remark. The concavity of m is a consequence of the fact that m is a global smooth solution of (10) over the convex domain 4βδ − γ 2 > 0. We can restate Corollary 3.2 in the following way: Every C 2 solution of the Hamilton-Jacobi equation (10) over the convex cone
We now analyze the eigenvalues of M ∞ (α 0 ).
Case rkD 2 m(α 0 ) = 2. In this situation, M ∞ does not at all depend on the special form of D 2 m(α 0 ), but only on the first derivatives of m, that are constant along Γ:
where the 'sharp' means that the second line and row have been repeated once, so that the resulting matrix is 4 × 4. Simplifications occur when performing the product and the sum. At the end, we have
From (10), we have K 2 = −I 2 . Thus the eigenvalues of M ∞ (α 0 ) are ±1, each one with multiplicity two.
In particular, D 2 h(B, D) has two negative eigenvalues when α = α(s) and s is large enough.
Case rkD 2 m(α 0 ) = 1. We have here
with the same notations as above. This is a rank-one perturbation of M 0 ⊗ I 2 . Since the eigenvalues λ ± of the latter have multiplicity two, there follows that λ ± are still eigenvalues of M ∞ , though with multiplicity one only, in general. There remains to identify the two other eigenvalues µ ± . It is possible to prove that
but this will not be needed here. Instead, we calculate the determinant. Using the formula det(A + wz T ) = (det A)(1 + z T A −1 w) and the fact that det M 0 = 1, we obtain
With (10) and (11), there remains
We conclude that µ − µ + = −1: these eigenvalues have opposite signs. Again, D 2 h(B, D) has a negative eigenvalue when α = α(s) and s is large enough.
Since a negative eigenvalue of D 2 h is an indication that convexity fails, we see that h can be convex in (B, D) only if D 2 m(α 0 ) ≡ 0 3 . We thus obtain the following result:
Theorem 3.1 If h is Lorentz invariant and convex over R 6 , then h is quadratic, of the form
This important result justifies a posteriori the analysis of non-linear models of Maxwell's equations when the energy density is not convex, but only poly-convex in the sense of Ball. See [12] for a general context and [7] for the Born-Infeld model. We recall that the latter is defined, after [6] , by the energy density
Wave velocities
The system (1) is a first-order system of conservation laws. Its Cauchy problem is linearly well-posed if, and only if it is hyperbolic. This means that for every direction ξ ∈ R 3 , the symbol matrix A(ξ) of the linearized problem
has to have real eigenvalues and is diagonalizable. We recall (see [12] ) that this holds true at least when h is strictly polyconvex. Actually, the following stronger result is valid:
Proposition 4.1 Strict rank-one convexity of h, in the sense that X T D 2 hX is positive for every non-zero rank-one matrix X ∈ R 6 ∼ M 3×2 (R), is a sufficient condition for hyperbolicity.
Proof
Hyperbolicity is a property to be checked for planar waves. Without loss of generality, we consider waves in the direction of x 1 . The system thus reduces to
The symbol of the linearized system is the matrix A := J 1 D 2 h where we understand the derivatives with respect to B 2 , . . . , D 3 only, and
Strict rank-one convexity is the fact that the restriction of D 2 h over the cone defined by det X = 0 (rank-one 2 × 2 matrices) is positive. It is well-known that this is equivalent to the existence of a number a such that
is positive definite. This amounts to saying that the matrix D 2 h − aJ 1 is positive definite. Then the product with J 1 is diagonalizable with real eigenvalues (of same signs as those of J 1 ). Finally,
is diagonalizable with real eigenvalues.
The proof above suggests that the relevant symbol matrix must be 4×4 instead of 6×6. This is reminiscent to the constraints divB = divD = 0. For every ξ ∈ S 2 , A(ξ) has an invariant subspace Π(ξ) ⊂ R 6 of dimension four, namely the space ξ ⊥ × ξ ⊥ . What we really need is thus that the restriction of A(ξ) to Π(ξ) be diagonalizable with real eigenvalues. The latter will be denoted by For more general, non-linear models, we postulate that the wave velocities belong to the interval [−1, 1]: No information should travel faster than the speed defined by the fundamental Lorentz form. We say that such waves are sub-relativistic (Boillat says sub-luminal). This is the analogue of the relativistic limitation in kinematics, mentionned above. A fundamental problem is thus to describe as accurately as possible the Lorentz invariant energy densities that satisfy this postulate.
The Born-Infeld model
The Born-Infeld model is given by the Lorentz invariant energy
It has been studied in details by many authors. Brenier [7] found a way to embed it in a larger system of ten equations with ten unknowns, providing an easy calculation of the eigenvalues:
The first of these three numbers is irrelevant; it corresponds to eigenvectors that do not belong to Π(ξ). We thus have
We notice that these eigenvalues are not necessarily of opposite signs. This phenomenon arises every time a Lorentz-invariant model has wave velocities distinct from ±1, since then a Lorentz transformation can bring them to any subinterval of (−1, +1). The subrelativistic condition that −|ξ| ≤ λ 1 and λ 4 ≤ |ξ| is then equivalent to (17) |p| + Z ≤ |ξ|h.
We do not know whether the property (17) has ever been checked. At least it was not in Brenier's paper. We now prove it.
Proposition 4.2 In the Born-Infeld model, the wave velocities are bounded by that of the fundamental from. In other words, the wave propagation is subrelativistic: (17) is satisfied.
We shall see however from the proof that relativistic propagation (thus at unit speed) may occur. Proof We must verify inequality (17). It is equivalent to show that
Without loss of generality, we fix ξ = e 1 . The inequality to be proved simplifies into
Let us take = +1, meaning that we are dealing with λ 3,4 . The right-hand side of (18) is nothing but
The matrix S is given as
The matrix s is a direct similitude of homothety ratio (1 + D Of course this is the equality case for ξ = e 1 only. We thus see that for every ξ ∈ S 2 (unit vectors of R 3 ), the velocity λ 3,4 (ξ) equals one for every state (B, D) in a submanifold F(ξ) of codimension two in R 6 . For a general unit vector ξ, the condition (19) translates as
with R ξ (θ) the rotation of angle θ in the plane ξ ⊥ , θ being given by
Other models
For a general, Lorentz invariant model, with energy h = m(β, γ, δ), the matrix symbol is given by
The role of j(ξ) is to describe the product of vectors: j(ξ)v = ξ × v. Because of the special form of h, we split A(ξ) into two parts:
The following result is elementary:
Lemma 4.1 For every unit vector ξ ∈ S 2 , the spectrum of A 0 (ξ) consists in {−1, 0, 1}, each eigenvalue being semi-simple of multiplicity two. The eigenspace associated to +1 is the space of vectors
Lemma 4.1 tells us nothing but the fact that for a linear, Lorentz invariant model, the wave velocities equal one in every direction. We are now interested in the wave velocities for an arbitrary Lorentz invariant model. In general, these velocities are not identically equal to one (see for instance the Born-Infeld case). We have however the following result.
Theorem 4.1 Let h be Lorentz invariant. Then, for every given state (B, D), there exists two directions ξ ∈ S 2 (in some degenerate cases, they may coincide), such that one of the wave velocities in the direction ξ be equal to one.
To prove this result, we need the following lemma.
Lemma 4.2 Given (B, D) ∈ R
6 , there exists w, ξ ∈ S 2 such that
Proof This statement is invariant under isometries. We thus assume that B = b e 1 . If b = 0, just take ξ parallel to D and v orthogonal. Otherwise, b = 0 and we write
We wish to solve
Since this problem is homogeneous in w, we only need to find a solution with w = 0. For every w ∈ R 2 , we define
Let us assume first that
1 ≤ 0 and f (w) = b 2 |w| 4 |d| 2 ≥ 0 if w⊥d, and from the connectedness of S 1 , we deduce the existence of a non-zero w such that f (w) = 0. We build η ∈ R 2 in the following way: It is a vector orthogonal to w, with norm
There remains to fix the orientation of η. By construction, and because of f (w) = 0, we have
2 (notice that |η × w| = |η| |w| because of orthogonality). We thus choose η in such a way that
If D 1 = 0, we have f (d) < 0 and therefore w × d = 0. We may define
We then have
where we have used twice the property f (w) = 0. Thus v, ξ solve our problem.
There remains to investigate the special cases. Let us begin with d = 0, D 1 = 0. Then
There are two subcases, depending on the sign of |b| − |d|: |d| ≤ |b|. One sets w = d and define η by η⊥w with |η| = |d|/|b|(≤ 1). Then we take
|b| ≤ |d|. There exists a w ∈ S 2 such that w · d = b|w|. One then sets η⊥w with η ∈ S 1 , and
The final case where d = 0 is the simplest one. Just take η = 0, ξ 1 = ±1 and w = 0.
We remark that the equation f = 0 admits two independent solutions in general. In coordinates (x, y) := (w × d, w · d), it is a bi-quadratic equation
There are two roots for x 2 /y 2 , of opposite signs. Only the positive root may be used. But then there are two opposite values for the slope x/y. The only case where both solutions coincide is when D 1 = 0, meaning that B · D = 0. When d = 0 (meaning that B × D = 0), there is only one direction ξ B, for which the velocity one is of double multiplicity.
We now proceed to the proof of Theorem 4.1. Proof Let us define D := m γ B + m δ D. We apply Lemma 4.2 to the pair (B, D ). There exists v, ξ ∈ S 2 such that
After elementary manipulations, this is equivalent to
Let us define a vector in R 6 by
On the one hand, v · ξ = 0 tells us that A 0 (ξ)R = R. On the other hand, the other identities above tell us that
whence R belongs to the kernel of
Finally, we obtain A(ξ)R = R, as desired.
Remarks.
• Theorem 4.1 shows in particular that Proposition 4.2 is sharp: the union of the manifolds F(ξ) as ξ runs over S 2 covers R 6 .
• One finds in general two directions in which c j (ξ) = 1. They coincide when m γ B + m δ D is either parallel or orthogonal to B, that is if either D B or 2βm γ + γm δ = 0.
• These directions ξ and the corresponding eigenvectors R do not depend at all of the Hessian D 2 m.
The eigenform. Let ξ 0 ∈ S 2 be a direction as in Theorem 4.1, and R 0 the eigenvector: we have
Since R 0 belong to the range of J(ξ 0 ), the vector S 0 := J(ξ 0 )R 0 has the property that J(ξ 0 )S 0 = R 0 . In addition, we have
where the right-hand side belongs to ξ ⊥ × ξ ⊥ , that is to the range of J(ξ 0 ). Multiplying (21) by J(ξ 0 ), we thus obtain
In other words, we have A(ξ 0 ) T S 0 = S 0 . We deduce that the eigenform associated to the unit eigenvalue is nothing but
We point out that
is positive.
First-and second-order conditions
Let ξ 0 ∈ S 2 and R 0 be as above. We assume for the sake of simplicity that +1 is a simple eigenvalueat ξ 0 . Therefore the symbol A(ξ) admits a simple eigenvalue λ(ξ) for every ξ in some neighbourhood of ξ 0 , with the properties that ξ → λ(ξ) is analytic and λ(ξ 0 ) = 1. Likewise, there is an analytic eigenfield R(ξ) with R(ξ 0 ) = R 0 , and an analytic eigenform L(ξ) such that
Since we wish that the wave velocities remain in the interval [−1, 1] for every direction ξ ∈ S 2 , we ask whether the inequality λ(ξ) ≤ |ξ| remains valid. If so, then we must have the first-and second-order conditions and using the other one, yields classically
Proving (22) thus amounts to proving that L(ξ 0 )A(θ)R(ξ 0 ) = 0 for every θ⊥ξ 0 . For such directions θ, we have
where we have used that D 2 hR(ξ 0 ) = (M 0 ⊗ I 3 )R(ξ 0 ). We observe that the right-hand side belongs to ξ 0 × ξ 0 (recall that v⊥ξ 0 ), the kernel of
Since the first-order condition does not give any information, we have to content ourselves with the second-order one (23). We compute D 2 λ in two steps. We begin with dL(ξ 0 )θ, which is the solution of
This solution is unique up to the addition of κL(ξ 0 ). Then we have
where the right-hand side does not depend on the choice of the solution of (24), since we know that
Since LR is positive, our second-order condition (23) can be written
for every θ ∈ R 3 . Because both factors dL(ξ 0 )θ and (A(θ) − (ξ 0 · θ)I 6 )R(ξ 0 ) vanish when θ is colinear with ξ 0 , this is equivalent to
This property is presumably a restriction about D 2 m, because dL(ξ 0 ) must depend on it. Curiously, the dependence is almost certainly nonlinear.
Waves propagating along D × B
Let us assume that D × B = 0. We consider the propagation in the direction of D × B = P , namely we choose ξ = ±P/|P |. We recall that the relevant eigenvalues are those of the restriction of A(ξ) to the subspace Π(ξ) = ξ ⊥ × ξ ⊥ . In the present case, this space is what we denoted E in Paragraph 3.1. We thus can use the matrix M 1 (α). In the basis {f 1 , . . . , f 4 }, the restriction of A(ξ) is given by the 4 × 4 matrix
whereJ is the matrix of (X, X ) → (ξ × X , −ξ × X) in the same basis. A straightforward calculation givesJ
We deduce thatÃ depends only upon α:Ã = A 1 (α). We now move α = α(s) along a characteristic curve passing through α 0 . We recall that when s > s + (α 0 ), then P = 0. Thus the calculations made above apply. When s → +∞, M 1 (α(s)) admits a limit M ∞ (α 0 ). Since α(s) = α 0 + sV , the matrix J 1 (α(s)) admits a limit too, equal to
Therefore the matrixÃ admits a limit
It reveals the remarkable fact that for large fields, all the wave velocities in the direction of P tend to +1. This was obvious for the Born-Infeld model, according to Brenier's formula for the wave speeds.
If the model is sub-relativistic, then the spectrum of A 1 (α(s)) must belong to [−1, 1] . Expanding this matrix in terms of s −1 , we find the necessary condition that the spectrum of the coefficient of s −1 must be real and non-positive.
When rkD 2 m(α 0 ) = 1, we have
This is a rank-one perturbation of the matrix
which satisfies A 2 0 = I 2 . The eigenvalues of A 0 are ±1, which are semi-simple with multiplicity two. We deduce that A ∞ (α 0 ) still has the eigenvalues ±1, although their multiplicities might drop to one. Its spectrum has the form {−1, λ, µ, 1}. In order to find λ and µ, it is enough to compute the trace and the determinant of A ∞ (α 0 ). One has on the one hand
according to (16). On the other hand, there holds
Thanks to (10) , and because A 0 is traceless, this gives
Finally, we have λ + µ = 2 and λµ = 1, thus λ = µ = 1. The matrix A ∞ (α 0 ) has the eigenvalues −1 (simple) and +1 (triple).
We summarize these calculations in the following statement. In other words, the velocities tend to ±1. The number of those tending to +1 is 2 + rkD 2 m(α 0 ).
Remark. In the mildly nonlinear case rkD 2 m(α 0 ) = 1, we deduce that for large s, the symbol A(ξ) admits a simple eigenvalue for ξ = P/|P |. This situation is thus not suitable for the application of Boillat's Theorem in [3] . If we wish to have double eigenvalues for every state and every direction, the rank of D 2 m must be everywhere equal to either 0 or 2.
Asymptotic transport and vanishing dispersion
As metionned above, the relevant eigenvalues of the symbol A(ξ) are those associated to its restriction to the invariant subpace Π(ξ) = ξ ⊥ × ξ ⊥ . We denote Q B,D (X; ξ) the characteristic polynomial of this restriction. Since X 2 Q B,D (X; ξ) = det(XI 6 − A(ξ)), where the right-hand side is divisible by X 2 , we see that Q B,D is a polynomial in all its arguments X and ξ, homogeneous of degree 4.
If the model is hyperbolic and sub-relativistic, Q B,D (X, ξ) has the property that for every ξ, the roots X j (ξ) belong to [−|ξ|, |ξ|]. Let us decompose Q B,D (X, ξ) = X 4 − σ 1 (ξ)X 3 + σ 2 (ξ)X 2 − σ 3 (ξ)X + σ 4 (ξ).
The meaning of (30) is that at very high fields, the system is essentially a transport equation at velocity ξ 0 = P/|P |. Since the velocities X j are linear in ξ (X j (ξ) = ξ 0 · ξ), wave dispersion disappears in the high-field limit.
A potential application.
Theorem 4.2 and Paragraph 4.5 are interesting from a practical point of view. Non-linear models for electrodynamics are considered because the linear classical Maxwell model is inconsistent at a charged particle, say an electron. One could imagine a high-field experiment that computes the wave velocities.
In the direction normal to B and D, the velocities will separate into positive and negative ones, each one approximately equal to ±1. Let n ± be their respective numbers ; one has n − + n + = 4. Then |n + − n − |/2 equals the rank of D 2 m. For instance, the model has to be linear if, and only if, n − = n + = 2. It will be as nonlinear as possible when n − = 0 and n + = 4. This case is illiustrated by the Born-Infeld model for instance.
In this rank-2 non-linear case, the wave propagation ressembles a pure transport in the direction of D × B ; at the leading order, there is neither dispersion nor polarization because all the waves are transported with the same velocity.
In conclusion, the qualitative behaviour of the high-field wave propagation would be a way to detect non-linearity in electrodynamics.
Errata
We point out that Proposition 1, page 15 of [12] is incorrect. The system (1) is not always hyperbolic under the assumptions that h DD is positive definite and h is 'Lorentz invariant'.
