Value iteration is a fixed point iteration technique utilized to obtain the optimal value function and policy in a discounted reward Markov Decision Process (MDP). Here, a contraction operator is constructed and applied repeatedly to arrive at the optimal solution. Value iteration is a first order method and therefore it may take a large number of iterations to converge to the optimal solution. In this work, we propose a novel second order value iteration procedure based on the NewtonRaphson method. We first construct a modified contraction operator and then apply Newton-Raphson method to arrive at our algorithm. We prove the global convergence of our algorithm to the optimal solution asymptotically and show the second order convergence. Through experiments, we demonstrate the effectiveness of our proposed approach.
Introduction
In a discounted reward Markov Decision process [3] , the objective is to maximize the expected cumulative discounted reward. Reinforcement Learning (RL) deals with the algorithms for solving an MDP problem when the model information (probability transition matrix and reward function) is unknown. RL algorithms instead make use of state and reward samples and compute optimal value function and policy. Due to the success of deep learning [12] , RL algorithms in combination with deep neural networks have been successfully deployed to solve many real world problems and games [13, 16] . However, there is ongoing research for improving the sample-efficiency as well as convergence of RL algorithms [9, 11] .
Most of the RL algorithms can be viewed as stochastic approximation [5] variants of the Bellman equation [2] in MDP. For example, the popular Q-learning algorithm [17] is a stochastic fixed point iteration to solve the Q-Bellman equation. Therefore, we believe that in order to improve the performance of RL algorithms, a promising approach would be to propose faster algorithms for solving MDPs when the model information is known. In this work, we propose a second order value iteration method for computing the optimal value function and policy when the model information is known. We first propose a modified Q-Bellman equation and then apply the second order Newton-Raphson method to obtain our algorithm.
The issue with directly applying the Newton-Raphson method on standard Q-Bellman equation is that the equation has a max(.) operator in it, which is not differentiable. Therefore, we approximate the max operator by a smooth function g N , where N is a parameter. This approximation allows us to apply the second order method thereby ensuring faster rate of convergence.
Note that the solution obtained by our second order technique on the modified Q-Bellman equation may be different from the actual solution because of the approximation of the max operator by g N . However, we show that our proposed algorithm converges to the actual solution as N − → ∞.
We show through numerical experiments that given a finite number of iterations, our proposed algorithm computes a solution that is closer to the actual solution when compared with that obtained by regular value iteration. Therefore, we show that our proposed algorithm provides a better nearoptimal solution when compared with that provided by value iteration.
We now summarize the contributions of our paper:
• We construct a modified Q-Bellman equation through an approximation of the max operator and show that the contraction factor of this modified Q-Bellman operator is still the discount factor (as with the regular Q-Bellman Operator).
• We propose a second order Q-value iteration algorithm based on the Newton-Raphson method.
• We prove the global convergence of our Q-value iteration algorithm and show its the second order convergence.
• We derive an error bound between the value function obtained by our proposed method and the actual value function and show that the error vanishes asymptotically.
• Through experimental evaluation, we further confirm that our proposed technique provides a better near-optimal solution compared to that of the value iteration when ran for the same finite number of iterations.
Background and Preliminaries
A discounted reward Markov Decision Process (MDP) is characterized by a tuple (S, A, p, r, γ) where S := {1, 2, · · · , i, j, · · · , M } denotes the set of states, A = {a 1 , . . . , a k } denotes the set of actions, p is the transition probability rule i.e., p(j|i, a) denotes the probability of transition from state i to state j when action a is chosen. Also, r(i, a, j) denotes the single-stage reward obtained in state i when action a is chosen and the system transitions to state j. Finally, 0 ≤ γ < 1 denotes the discount factor. The objective in an MDP is to learn an optimal policy π : S − → A, where π(i) denotes the action to be taken in state i that maximizes the discounted reward objective given by:
In (1), s t is the state of the system at time t and E[.] is the expectation taken over the states obtained over time t = 1, . . . , ∞. Let V (.) be the value function with V (i) being the value of state i that represents the total discounted cost obtained starting from state i following the optimal policy π. The optimal value function can be obtained by solving for the solution of the Bellman equation [3] given by:
We assume here for simplicity that all actions are feasible in every state. Value Iteration is a popular scheme employed to obtain optimal policy and value function. It works as follows. An initial value function V 0 is selected and a sequence of V n , n ≥ 1 is generated in an iterative fashion as below:
Let ζ denote the set of all bounded functions from S to R. Note that equation (2) can be rewritten as:
where the operator T : ζ − → ζ is a function given by
. is the expected single-stage cost in state i when action a is chosen. It is easy to see that T is a contraction map with contraction factor γ, the discount factor. Therefore, from the contraction mapping theorem, it is clear that the value iteration scheme given by equation (3) converges to the optimal value function i.e.,
Let Q(i, a) with (i, a) ∈ S × A, be defined as
Here Q(i, a) is the optimal Q-value function associated with state i and action a. It denotes the total discounted reward obtained starting from state i upon taking action a and following the optimal policy in subsequent states. Then from (2), it is clear that
Therefore, the equation (6) can be re-written as follows:
This is known as the Q-Bellman equation. As with (3), the Q-value iteration procedure for finding optimal Q-values works as follows: For n ≥ 1,
with Q 0 being the initial Q-value function that can be arbitrarily chosen. We obtain the optimal policy by letting
The corresponding optimal value function is then given by
In this way, we obtain optimal value function and optimal policy using the Q-value iteration scheme. Note that the system of equations (9) is a non-linear system of equations. Q-value iteration is a first order method for solving this system of equations. In this work, our objective is to construct a modified Q-Bellman equation and apply the Newton-Raphson second order technique to solve for the optimal value function. Note that we cannot apply the second order method directly to the equation (9) as the max(.) operator on the RHS of this equation is not differentiable. Therefore, we construct an approximate Q-Bellman operator that is differentiable and apply the Newton's second order technique. Before we propose our algorithm, we briefly discuss the Newton's second order technique [14] for solving a non-linear system of equations.
Consider a function F :
Suppose we are interested in finding the root of F i.e., a point x such that F (x) = 0. The Newton-Raphson method can be applied to find a solution here. We select an initial point x 0 and then proceed as follows:
where J F (x) is the Jacobian of the function F evaluated at point x. Under suitable hypotheses it can be shown that the procedure (12) leads to quadratic convergence to the root of F .
In the next section, we construct a function F for our problem and apply the Newton-Raphson method to find the optimal value function and policy pair.
Proposed Algorithm
We construct our modified Q-Bellman operator as follows. We first approximate the max operator,
e N xi . Now the equation (9) can be rewritten as follows:
starting with an initial Q 0 (arbitrarily chosen in general). Therefore our modified Bellman operator U : R |S|×|A| − → R |S|×|A| is defined as follows:
Finally, our Second Order Value Iteration (SOVI) method is described in algorithm 1. while n <Iter do 3: compute |S||A| × |S||A| matrix J U (Q n ). The ((i, a), (k, c) ) th entry is given by 4:
return Q Iter Remark 1 Note that in our case, the function F in equation (12) corresponds to F (Q) = Q − U Q and J F (Q) = I − J U (Q) is a |S||A| × |S||A| dimensional matrix.
Remark 2 Note that directly computing
operation. This computation could be carried out by solving the system (I − J U (Q))Y = Q − U Q for Y to avoid numerical stability issues.
Convergence Analysis
In this section we study the convergence analysis of our algorithm. Note that the norm considered in the following analysis is max-norm i.e. x := max 1≤i≤d |x i |.
Note that the inequality follows from the definition of x i * = max{x 1 , x 2 , · · · , x d } and the fact that
Lemma 2 Let U : R |S|×|A| → R |S|×|A| be defined as follows.
Then U is a max-norm contraction.
Proof: For P, Q ∈ R |S|×|A| , we have
Hence U is a contraction with contraction factor γ. Here the second equality follows from an application of multivariate mean value theorem where ξ(j, .) lies on the line joining P (j, .), Q(j, .).
Lemma 3 Let Q, Q be fixed points of T and U respectively. Then Q − Q ≤ γ N (1−γ) log(|A|).
Proof: Since Q is the unique fixed point of T , we have
Similarly Q is the unique fixed point of U (unique by virtue of Lemma (2)), so
where the expectation above is taken w.r.t the law of the 'next' state Z, i.e., p(.|s, a). Now
Here the second equality follows from the choice of c = arg max b∈A Q (Z, b) i.e. Q (Z, c) = max b∈A Q (Z, b). This completes the proof. This lemma shows that the approximation error Q − Q → 0 as N → ∞.
We now invoke the following theorem from [14] to show the global convergence of our second order value iteration. 
is |S||A| × |S||A| dimensional matrix with 1 ≤ i, k ≤ |S| and 1 ≤ a, c ≤ |A|. Now observe that
• each entry in (i, a) th row is non-negative.
• the sum of the entries in (i, a) th row is
So J U (Q) = γΦ for a |S||A| × |S||A| dimensional transition probability matrix Φ. It is easy to see that (I − J U (Q)) −1 exists (see remark 3) with the power series expansion
Moreover, since each entry in Φ is non-negative, Φ ≥ 0. Hence I − J U (Q) −1 ≥ 0. It is clear from lemma 2 that the equation Q − U Q = 0 has a unique solution. This completes the proof.
Remark 3 I − J U (Q) = I − γΦ for a transition probability matrix Φ. If λ is an eigen-value of I − γΦ then 1 − γ < λ ≤ 1 + γ. Since 1 − γ > 0, 0 / ∈ σ(I − J U (Q)), the spectrum of I − J U (Q). Hence for any Q, I − J U (Q) −1 exists and the matrix norm of I − J U (Q) −1 is at most
Theorem 3 SOVI has second order convergence.
Proof: Suppose F (Q) = Q − U Q. Let Q * be the unique solution of F (Q) = 0 and {Q n } be the sequence of iterates generated by SOVI. Define e n = Q n − Q * and
It is enough to show that e n+1 ≤ ke 2 n for a constant k. We could show for our particular choice of F that
(by an application of the fundamental theorem of calculus).
Utilizing the above properties we have 
Experiments
In this section, we describe the experimental results of our SOVI algorithm. For this purpose, we use python MDP toolbox [8] for generating the MDP and computing value iteration. We generate 100 independent MDPs each with 10 states, 5 actions and we set the discount factor to be 0.9 in each case. We run both the standard value iteration and SOVI algorithm for 50 iterations. The initial Q-values of the algorithms are assigned random integers between 10 and 20 (which are far away from the optimal value function). We consider average error to be the criterion for comparison between SOVI and standard Value Iteration (VI) algorithm. Average error at iteration i, denoted E(i), is calculated as follows. For each of 100 runs, we collect the max-norm difference between the optimal value function and the value function at iteration i and then take the average over these runs. That is,
where V * k is the optimal value function of the MDP k and Q i k (., .) is the Q-value function of MDP k at iteration i. Recall that the SOVI with a fixed N gives a near-optimal value function. The advantage of using SOVI is that the Q-value iterates converge to the near-optimal Q-values rapidly. This can be observed in Figure 2 We now discuss the results obtained in Figure 2 . The average error decreases as the number of iterations increase for the standard value iteration but at a much slower rate. On the other hand, for SOVI algorithm the average error decreases quickly and then stays almost constant. In fact, we see that SOVI takes on average 3 iterations to converge. This is due to the second order convergence of the Newton's method. Moreover, N = 5 has the maximum average error and N = 35 has the least average error as it provides better approximation of the max(.) function. In Table 1 , we indicate the average error value at the end of 50 iterations for all the algorithms. We observe that, SOVI with N = 30 and N = 35 has low error at the end of 50 iterations compared to the standard VI. Therefore, we conclude by saying that SOVI converges rapidly to a near-optimal solution when run for finite number of iterations, respecting the error bounds derived in lemma 3 of section 4. Moreover, higher the value of N , the smaller the error between the SOVI value function and optimal value function.
Related Work
Value Iteration and Policy Iteration are two popular techniques employed for solving an MDP problem. Earlier works in the literature propose heuristic algorithms for solving an MDP efficiently and improving the convergence to the optimal solution [1, 4, 10] . We now discuss some of the works that propose variants of value iteration algorithm. Approximate Newton methods have been proposed in [7] for policy optimization in MDPs. They provide a detailed analysis of Hessian of the objective function and derive their algorithms. In [18] , several methods are proposed for reducing the number of backup operations (application of T operator) in value iteration. In [6] , topological value iteration algorithm is proposed that exploits the structure of the MDP problem and reduces the number of backup operations to be performed in the value iteration algorithm. Recently, randomized algorithms for solving MDPs approximately are proposed in [15] . Their algorithms are constructed by combining sampling methods for value iteration with variance reduction techniques.
Conclusion
In this work, we propose a second-order value iteration scheme based on Newton-Raphson method for faster convergence to near optimal value function in discounted reward MDP problems. The first step involves constructing a differentiable Bellman equation by approximation of max(.) operator. We then apply second order Newton method to arrive at the proposed algorithm. We prove the bounds on approximation error and show faster convergence to the optimal value function. In future, we would like to develop model-free, asynchronous variants of SOVI algorithm. This can be achieved by applying stochastic approximation techniques to our proposed second order value iteration.
