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Abstract
Markov inequalities on ordered linear spaces are tightened through the -unimodality of the corre-
sponding measures. Modality indices are studied for various induced measures, including the singular
values of a random matrix and the periodogram of a time series. These tools support a detailed study
of linear inference and the ordering of random matrices, to include ﬁxed and random designs and
probability bounds on their comparative efﬁciencies. Other applications include probability bounds
on quadratic forms and of order statistics on Rn, on periodograms in the analysis of time series, and
on run-length distributions in multivariate statistical process control. Connections to other topics in
applied probability and statistics are noted.
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1. Introduction
Let X ∈ R1 be random with mean  and variance 2. Chebyshev’s [1] inequality asserts
that P(|X −  | k)2/k2. If the distribution is also unimodal about , then the earlier
but less familiar inequality
P(|X −  | k) 4
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due to Gauss [7], effects a considerable tightening. In this study, we seek corresponding
results for Markov inequalities on linear topological spaces, to extend the ﬁndings of Jensen
and Foutz [12] and ofMarshall [15]. These ﬁndings are seen to apply in a variety of problems
in applied probability and statistics.
To be precise, consider a random element X() on a probability space (,B, P ) taking
values in a linear spaceX .Three issues arise: To give meaning to an ordering “xy” onX ,
to the notion of mathematical expectationE[X()] onX , and to the concept of unimodality
for probability measures on X . To meet the ﬁrst, we take (X ,) to be partially ordered,
such that the binary relation “” is reﬂexive and transitive. Clearly the operator E[X()]
is well-deﬁned on X if ﬁnite-dimensional, thus isomorphic to a Euclidean space. More
generally, E[X()] may exist as a Pettis or Bochner integral as in [23], via convexity as
in [12], or through axiomatics as in [15], to be adopted here. The matter of unimodality is
considered subsequently. An outline follows.
Section 2 gives supporting developments, to include notation, concepts of unimodality,
and basic Markov inequalities on (X ,). Section 3 develops the principal tools through
the unimodality of distributions on X and of induced measures. Section 4 then specializes
(X ,) in keeping with linear models under unimodality assumptions in ﬁxed and random
designs. Section 5 develops further applications, to include bounds on joint distributions of
order statistics, of quadratic forms and other random elements in Rn, on periodograms in
the analysis of time series, and on run-length distributions in multicharacteristic statistical
process control. Various applications are noted. Section 6 concludes with a brief summary.
2. Preliminaries
2.1. Notation
Spaces of note include the Euclidean n-space Rn, its positive orthant Rn+, the real (n×k)
matrices Fn×k, the symmetric (k × k) matrices Sk, and their positive deﬁnite varieties
S+k . Here (Sk, L) is ordered as in [13] such that A L B whenever A − B is positive
semideﬁnite, with A L B when A − B ∈ S+k . The transpose and inverse of A are A′ and
A−1. Special arrays are the (n × n) identity In, the unit vector 1n = [1, 1, . . . , 1]′ ∈ Rn,
and the block-diagonal matrix Diag(A1, . . . , Ak). The singular values of X ∈ Fn×k, and
the eigenvalues of A ∈ Sk, are designated as (X) and (A), respectively. Groups of note
include the real orthogonal group O(k) acting on Rk, and the positive integers are denoted
by N.
A set S ⊂ Rn is said to be star-shaped about 0 ∈ Rn if for every x ∈ S, the line
segment connecting 0 to x is in S. A function g : Rn → R1 is said to be star-contoured
about 0 ∈ Rn if its level sets S(r) = {x ∈ Rn : g(x) > r} are either star-shaped about
0 ∈ Rn or are empty. The distribution of Y ∈ Rn is denoted by L(Y), and E(Y) and
V(Y) are its expected vector and dispersion matrix when deﬁned. The acronym iid refers to
independent, identically distributed random elements, and cdf to a cumulative distribution
function. Distributions of note include the chi-squared distribution 2(, ) having  degrees
of freedom and noncentrality , and the geometric distribution having cdf G(·; ) with
parameter .
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Returning to ordered linear spaces of type (X , ), let G designate the order-preserving
functions {g : X → R1} such that if x  y in (X , ), then g(x)g(y). Further let
C(X) comprise the closed convex subsets of X . To support mathematical expectation in
X , we adopt as axioms the following as in [15]. Assume that, when it exists, E[X()] =∫
 X() dP () ∈ X , and that the following properties hold:
• A1. ∫[X() +Y()] dP () = ∫ X() dP () + ∫Y()] dP ();• A2. If A ∈ C(X) and P [X() ∈ A] = 1, then ∫ X() dP () ∈ A; and• A3. For all events E and c ∈ X , it follows that ∫
E
c dP () = cP(E).
2.2. Unimodality
Suppose for now that X is ﬁnite-dimensional. Then we may take X to be Rn for reasons
cited. Following Olshen and Savage [21], a distributionL(X) onRn is said to be -unimodal
about a mode m ∈ Rn if 	(t; g) ≡ tE[g(t (X−m))] is nondecreasing in t > 0 for every
bounded, nonnegative measurable function g : Rn → R1+, with modality index  > 0. In
particular, L(X − m) is -unimodal about 0 ∈ Rn, and is also 
-unimodal for every 
 > .
On R1,  = 1 corresponds to unimodality in the usual sense. On Rn the star-unimodal
distributions comprise the closed convex hull of measures uniform on sets in Rn that are
star-shaped about 0 ∈ Rn having nonempty interiors. These coincide with distributions
that are n-unimodal about 0 ∈ Rn, as shown in Theorem 2.1 of [5]; their densities are
star-contoured about 0 ∈ Rn.
A basic result, given as Theorem 3.10 of [5], is the following.
Lemma 1. Let L(X) be -unimodal about 0 ∈ R1. Then
P(|X | k)
[
s
s + 
]s/
E(|X |s)
ks
(2)
for every k > 0 and s > 0 such that E(|X |s) is well deﬁned.
Proof. See [5]. 
Next consider a randomprocessX() = {X(t); t ∈ } inR∞.Kolmogorov’sConsistency
Theorem asserts that a measure on (R∞,B(R∞), P ) is determined by the collection P =
{Pn; n ∈ N} comprising measures Pn for projections [X(ti1),X(ti2), . . . , X(tin)] of X()
onto Rn, with [ti1 , ti2 , . . . , tin ] as distinct elements in Rn.Accordingly, we may study the
modality index for a random process in terms of its ﬁnite-dimensional projections, as in the
following.
Deﬁnition 1. A random process X() = {X(t); t ∈ } in R∞ is said to be -unimodal
about {f (t) = 0; t ∈ }, if and only if the distributions P = {Pn; n ∈ N} are -unimodal
about 0 ∈ Rn for each n ∈ N.
Note for  = 1 thatX(t) is unimodal on R1 for each t ∈ , and thatPn is then n-unimodal
for each n ∈ N. We return to these matters subsequently.
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2.3. Markov inequalities
To continue, let G0 ∈ G comprise the order-preserving functions on (X ,) such that
E[g(X)] ∈ X is deﬁned for each g ∈ G0; and let G1 ⊂ G0 be the subclass of concave
functions. The following result is basic.
Lemma 2. Let X() ∈ (X , ) be random; let x ∈ X be ﬁxed; and consider the classes
G1 ⊂ G0 taking X → R1+. Then
(i) P [X()  x] inf
G0
E[g(X)]/g(x).
Moreover, if E[X()] = µ ∈ X , then
(ii) P [X()  x] inf
G1
E[g(X)]/g(x) inf
G1
g(µ)/g(x).
Proof. See [12],whereE[X()] = µ ∈ X is assuredusing axiomsA1–A3as inSection2.1.
Moreover, the second inequality of conclusion (ii) utilizes a version of Jensen’s inequality
on X as in [23]. 
3. Gauss inequalities on (X ,)
We seek tightened versions of Markov inequalities on (X , ) corresponding to those of
Gauss [7] as in expression (1). To these ends letX andZ be linear spaces; take g : X → R1+
as the composition g(X) = (◦	)(X) = [	(X)], where 	 : X → Z and  : Z → R1+; let
h : X → R1+ be homogeneous of degree r > 0, and designate as Gr0 ⊂ G0 and Gr1 ⊂ G1 the
corresponding subclasses of functions homogeneous of degree r > 0. A principal ﬁnding
follows.
Theorem 1. Suppose that Y() is random in (X , ); let X() be -unimodal in (X , )
and x ∈ X be ﬁxed; and consider the functions Gr1 ⊂ Gr0 homogeneous of degree r > 0
taking X → R1+. Then
(i) L[Y()] is -unimodal about 0 ∈ X if and only if L(Y) = L(U1/Z) such that U is
uniform on (0, 1), and Z() ∈ X is independent of U.
(ii) If g(·) is the composition g(X) = ( ◦	)(X), such that 	(·) and (·) are homogeneous
of degrees r and s, respectively, then L[g(X())] is (/rs)-unimodal. In particular,
L[h(X())] is (/r)-unimodal for each h(·) ∈ Gr0 .
(iii) P [X()  x]
[
r
r+
]r/
inf
Gr0
E[g(X)]/g(x).
Moreover, if E[X()] = µ ∈ X , then
(iv) P [X()  x]
[
r
r+
]r/
inf
Gr1
E[g(X)]/g(x)
[
r
r+
]r/
inf
Gr1
g(µ)/g(x).
Proof. Conclusion (i) is established in [21]; see alsoTheorem 3.5 of [5]. Conclusion (ii) fol-
lows from (i) and homogeneity, since L[g(X())] = L[g(U1/Z())] = L[Urs/g(Z())],
and g(x)=(◦	)(x) is clearly homogeneous of degree rs.To continue, the event {X()x}
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implies {g[X()]g(x)} by monotonicity, so that
P [X()  x]P [g(X())g(x)]E[g(X())]/g(x) (3)
using a scalar version ofMarkov’s inequality as in Lemma 2(i); see also [12,15]. Conclusion
(iii) now follows on applying Lemma 1 to the right-hand side of Lemma 2(i); on letting
s = 1 and replacing  by /r in Lemma 1; and on invoking the homogeneity of g ∈ Gr0
together with conclusion (ii) preceding. Conclusion (iv) follows similarly from Lemma
2(ii), to complete our proof. 
To ﬁx ideas, recall that quadratic forms are central to engineering and statistical practice.
In statistical inference, quadratic forms emerge as test statistics in small and large samples;
they support parametric and nonparametric conﬁdence regions in multiparameter estima-
tion; and they serve as Mahalanobis [14] metrics on Rk, as used in classiﬁcation and clus-
tering algorithms, for example. In engineering practice, quadratic forms support the study
of effectiveness of ballistics systems; the detection of signals from noise in communications
theory, under square-law envelope detectors; and the monitoring of multivariate production
processes in statistical quality control. Under multivariate Gaussian assumptions, their dis-
tributions emerge as gamma, chi-squared, and Rayleigh distributions. Further details are
provided in [18,10], for example. Speciﬁcally, let B ∈ S+n be ﬁxed, and take x  y on
(Rn, ) if and only if x′Bxy′By, using a Mahalanobis [14] norm ‖ x ‖B= (x′Bx)1/2.
Then we have the following.
Corollary 1. Let L[X()] be -unimodal on (Rn, ) having the mean µ ∈ Rn and dis-
persion matrix . Then
P [(X − )′B(X − )2]
[
2
2 + 
]2/ trB+ (µ − )′B(µ − )
2
(4)
for each ﬁxed  ∈ Rn and B ∈ S+n .
Proof. Observe that g(z) = z′Bz ∈ Gr0 with r = 2 by construction. Choose x ∈ Rn such
that g(x) = (x − )′B(x − ) = 2. Then P [X()  x] = P [(X − )′B(X − )2] is
bounded above as in Theorem 1(iii) with r = 2,whereE[g(X)] = tr B+(µ−)′B(µ−)
as shown in Theorem 1 of [10]. 
In retrospect, it is now clear that homogeneity is central to these studies. For if g(·)
were scale invariant, thus homogeneous of degree r = 0, then Theorem 1 would offer no
opportunity to tighten bounds through unimodality. Moreover, Theorem 1 is sufﬁciently
basic as to support numerous applications. Examples are developed in sections to follow, to
include the discovery of new inequalities aswell as tightened versions of known inequalities.
In each case we identify both elements of the pair (X , ) explicitly, choosing particular
functions in Gr0 and Gr1 for both their intuitive appeal and their tractability.
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4. Tightened bounds: linear inference
We develop unimodality concepts in connection with linear models of type Y = 
01n +
X + , together with issues concerning experimental design and efﬁciency. We treat two
essential cases, considering X ﬁrst as ﬁxed, then as a random design matrix. Here we have
Y ∈ Rn as the vector of observed responses; X ∈ Fn×k has rank k < n; 
0 ∈ R1 and  ∈ Rk
consist of unknown location parameters; and 2 is a scale parameter. Experimental design
and analysis are essential in industrial experimentation, and response surface methodology
assumes a central role in seeking optimal operating conditions.
4.1. Fixed design
For notational convenience write Y = X01 + , with X0 = [1n, X] and 1 = [
0, ′]′
as the model parameters. We invoke standard Gauss–Markov assumptions, namely, that
the errors  = [1, . . . , n]′ have zero means, are mutually uncorrelated, and have ho-
mogeneous variance 2. The conventional estimators are ̂1 = (X′0X0)−1X′0Y and ̂2 =
Y′(In − H)Y/(n − k − 1), where H = [hij ] = X0(X′0X0)−1X′0. Standard properties are
E(̂1) = 1; V(̂1) = 2, where  = (X′0X0)−1; and E(̂2) = 2. The matrix  gauges
efﬁciency of ̂1 = ̂1(X0), for if ̂1(Z0) is theGauss–Markov estimator from another design
Z0, having V[̂1(Z0)] = 2 such that  L , then ̂1(X0) is uniformly more efﬁcient
than ̂1(Z0) in terms of variances of all linear functions of ̂1; see [11]. Equivalently, such
comparisons may be made on utilizing X′0X0 and Z′0Z0, called the information matrices for
designs X0 and Z0.
In practice an ellipsoidal conﬁdence region for 1 is given by RM(1) = {1 ∈ Rk+1 :
(̂1−1)′M(̂1−1)2}.Clearly the choice M = Ik+1 yields a spherical region, whereas
the conventional choice is M = X′0X0. Moreover, the observed residuals comprise the
vector e = (In − H)Y; their dispersion matrix is V(e) = 2(In − H); and selections from
the standardized residuals {Ri = ei/
√
2(1 − hii); 1 in} are used as diagnostics for
possible outliers from the model at those points. When speciﬁc distributional assumptions
regarding Y are untenable, it is informative to examine properties of the estimators; to
seek distribution-free bounds on conﬁdence coefﬁcients for R(1) and 2; and to give a
probabilistic assessment for benchmarks to be used in detecting outliers. Essential features
are summarized in the following.
Theorem 2. Consider the linear model Y = X01 +  such that E() = 0, V() = 2In,
and L() is -unimodal about 0 ∈ Rn, and let  = (X′0X0)−1. Then
(i) L(̂1 − 1) is -unimodal about 0 ∈ Rk+1;
(ii) L(e) is -unimodal about 0 ∈ Rn of rank n − k − 1;
(iii) L(̂2) is (/2)-unimodal on R1+;
(iv) P [(̂1 − 1)′M(̂1 − 1)2] 
[
2
2+
]2/
2trM
2
, so that the conﬁdence ellipsoid
RM(1) holds with conﬁdence coefﬁcient at least 1 − [2/(2 + )]2/2trM/2;
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(v) if E(ei) = i and Ri = ei/
√
2(1 − hii), then
P(|Ri | i )[2/(2 + )]2/{1 + [2i /2(1 − hii)]}/2i , (5)
(vi) P (̂2c2)[2/(2 + )]2/2/c2.
Proof. Conclusions (i)–(iii) follow directly from conclusions (i) and (ii) of Theorem 1,
on invoking the representation L(Y) = L(U1/Z) in L(̂1) = L[U1/(X′0X0)−1X′0Z] and
L(e′e) = L[U2/Z′(In − H)Z]. Conclusion (iv) follows directly from Corollary 1. Conclu-
sions (v) and (vi) follow similarly, to complete our proof. 
Some authors advocate a distribution-free benchmark of i = 2 in using Ri as an outlier
diagnostic; see [19], for example, where observation Yi is declared to be an outlier whenever
|Ri |> 2. Suppose that  = 1. Then a distribution-free upper bound on the probability of
a false detection, when in fact i = 0, is given by ( 23 )2(1/4) = 1/9 from Theorem 2(v).
Apart from unimodality, this upper boundwould be 1/4, again emphasizing the considerable
tightening achieved through unimodal errors. Similarly, the conventional choice M = X′0X0
in Theorem 2(iv) gives 2trM/2 = (k + 1)2/2, and the case  = 1 again gives a
sharpening of the bound by the factor 4/9 as in expression (1), on taking into account the
unimodality of L(Y).
4.2. Random design
Wenext consider the case that (i)X = X() ∈ Fn×k is randomhaving full rank k < nwith
unit probability; (ii)L() satisﬁes Gauss–Markov assumptions independently of X; and (iii)
X is in centered formsuch thatX′0X0 = Diag(n,X′X), so that 
̂0 = Y¯ .Accordingly,we focus
on ̂(X) = (X′X)−1X′Y. Elementary properties carry over conditionally: E [̂(X) |X] = ,
so that ̂(X) is unbiased when its ﬁrst moments are deﬁned unconditionally. Moreover,
V[̂(X) |X] = 2W withW = (X′X)−1 and, if E(W) =  is deﬁned, then the unconditional
dispersion matrix isV[̂(X)] = 2. The latter follows on writingV[̂(X)] = EX{V[̂(X) |
X]} +VX{E [̂(X) |X]}, since the second term on the right vanishes identically.
In what follows, we ascribe unimodality to X ∈ Fn×k but not Y ∈ Rn. Since e =
[In − n−11n1′n − H]Y and H = X(X′X)−1X′ is homogeneous in X of degree r = 0,
it follows that neither e nor ̂2 = e′e/(n − k − 1) inherits a modality index from X.
Similarly, (X′X)1/2̂ is homogeneous in X of degree r = 0, so there can be no tight-
ening of conﬁdence bounds based on R() = { ∈ Rk : (̂ − )′X′X(̂ − )2} as in
Theorem 2(iv) under unimodal errors. The efﬁciency of a randomly generated design X, rel-
ative to a ﬁxed design T, may be compared on examining a possible ordering on (S+k , L)
between the information matrix A = T′T of T, and the conditional information matrix
S = X′X of X. We pursue such orderings subsequently.
To continue, consider (S+k , L); let Gr2 be the class of nonnegative, order-preserving
functions invariant under orthogonal congruence, i.e., g(QAQ′) = g(A) for every Q ∈
O(k), and homogeneous of degree r > 0; and let Gr3 ⊂ Gr2 be the subclass of concave
functions. Depending only on the eigenvalues of their arguments by invariance, functions
g(A) in Gr2 essentially are compositions g(A) = ( ◦ )(A) = [(A)] of functions on Rk+
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increasing in each argument. Examples of concave functions on Rk+ in the class G13 are the
Hölder–Minowski functions
 =
⎧⎨⎩r (t1, . . . , tk) =
[
k∑
i=1
i t
r
i
]1/r
; r1
⎫⎬⎭ (6)
such that ti0 and 1 + · · · + k = 1.
Further properties regarding linear inference under random designs may be assembled
as follows, where {g(·); ∈ } are mappings on (S+k , L) generated via composition as{g(S) = [(S)]; ∈ } through the Hölder–Minkowski functions.
Theorem 3. Consider the model Y = 
01n + X +  where E() = 0, V() = 2In,
and (X, ) are independent, such that L(X) is -unimodal on Fn×k having rank k < n
with unit probability; let S = X′X with E(S) = ; let A ∈ S+k be ﬁxed; and designate by
(S) = {s1 · · · sk}, () = {1 · · · k}, and (A) = {1 · · · k} the ordered
eigenvalues of S, , and A, respectively. Then
(i) The joint distribution L[(X)] of the singular values of X is -unimodal on Rk+;
(ii) L(S) is (/2)-unimodal on S+k ;
(iii) L[(S)] is (/2)-unimodal on Rk+;
(iv) P(S L A)
[
2r
2r+
]2r/
inf
Gr2
E[g(S)]/g(A)
[
2r
2r+
]2r/
inf
Gr3
[g()/g(A)];
(v) P [S L A]
[
2
2+
]2/
inf

E[g()]/g(A) 
[
2
2+
]2/ [| |1/k / |A |1/k];
(vi) P [S L A]
[
2
2+
]2/
inf

E[g()]/g(A) 
[
2
2+
]2/ [k/k]; and
(vii) P [S L A]
[
2
2+
]2/
inf

E[g()]/g(A) 
[
2
2+
]2/
k,
where k is the smallest root of the determinantal equation |− A |= 0.
Proof. Conclusion (i) follows directly from Theorem 1(i) since L[(X)] = L[(U1/Z)] =
L[U1/(Z)] from properties of singular values. Conclusions (ii) and (iii) follow similarly.
Conclusion (iv) follows from Theorem 1 by the inclusion relations Gr3 ⊂ Gr2 ⊂ Gr0 and the
concavity of functions in Gr3 . Conclusions (v) and (vi) follow from (iv) on noting that the
Hölder–Minkowski functions {g(·);  ∈ } are in G13 , then choosing g(·) successively
using 0(t) = [
∏k
i=1 t
i
i ] with {i = 1/k; 1 ik}, and −∞(t) = min{t1, . . . , tk}. Con-
clusion (vii) follows on replacing Gr0 in Theorem 1 by the subclass {ga(S) = a′Sa; a ∈ Rk}
of order-preserving functions on (S+k , L), so that
P(S L A) inf
a
E(a′Sa)/a′Aa = inf
a
(a′a)/a′Aa, (7)
then invoking variational properties of the Rayleigh quotient, to complete our proof. 
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The foregoing developments support a probabilistic assessment regarding the efﬁciency
of a randomly generated design X ∈ Fn×k, in comparison with a ﬁxed design T ∈ Fn×k.
To see this, we induce an invariant ordering on (Fn×k, ) on stipulating that X  T on
(Fn×k, ) if and only if X′X L T′T on (S+k , L). Recall for ﬁxed designs that ̂(X) is
at least as efﬁcient as ̂(T) if and only if their information matrices are ordered as X′X L
T′T on (S+k , L). If X ∈ Fn×k is now random and T ∈ Fn×k ﬁxed, then conclusions
(iv)–(vii) of Theorem 3 provide bounds on the probability P(X  T), since the latter is
equivalent to asserting that P(X′X L T′T) on (S+k , L).Accordingly, the probability that
a randomly-generated design X dominates in efﬁciency a ﬁxed design T, is bounded above
as in conclusions (iv)–(vii) of Theorem 3, where the factor [2/(2 + )]2/ quantiﬁes the
tightening afforded through -unimodality of the distribution L(X) on the design space.
5. Tightened bounds: case studies
Here a number of additional circumstances are examined where our basic tools apply
from Section 3. These case studies illustrate the generality of earlier ﬁndings in diverse
settings of interest in applied probability and statistics.
5.1. Bounds on Rn
We consider X() taking values in (Rn, ) under two different orderings.
(a) Coordinate-wise ordering: Take x  y on (Rn, ) if and only if {| xi |  | yi |; i =
1, 2, . . . , n}. The following represents the tightened version of a standard Chebyshev
inequality (see [25, p. 274]), corresponding to the Gauss [7] inequality of expression
(1).
Corollary 2. LetL[X()]be-unimodal on (Rn, )having themeanµ = [1, . . . , n]′ ∈
Rn and dispersion matrix  = [ij ]. Then
P [|X1 − 1 |  c1, . . . , |Xn − n |  cn] 
[
2
2 + 
]2/
(11 + · · · + nn)
(c21 + · · · + c2n)
(8)
for each ﬁxed positive {c1, . . . , cn}.
Proof. Identify (X , )with (Rn, ) and x ∈ Rn with c = [c1, . . . , cn]′ ∈ Rn; observe that
g(x) = (x21 +x22 +· · ·+x2n) ∈ Gr0 with r = 2; and computeE[g(X−µ)] = (11+· · ·+nn).
The corollary now follows from Theorem 1(iii). 
(b) Majorization: Order statistics assume a prominent role in statistical theory and prac-
tice. In engineering practice these statistics provide tractable solutions to problems of
estimating parameters of Weibull distributions, as used widely for modeling random
variation in engineering measurement data; see [2], for example.
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A vector y ∈ Rn is said to bemajorized weakly by x ∈ Rn if, after permuting the elements
such that {x1x2 · · · xn} and {y1y2 · · · yn},
{x1 + x2 + · · · + xky1 + y2 + · · · + yk; k = 1, 2, . . . , n}, (9)
in which case we write x  y as in [17].
To characterize G0 under this ordering, Fan [6] determined that x  y if and only if
(x)(y) for every function (·) in the class G comprising von Neumann’s [20] sym-
metric gauge functions, as in [24], for example. If now {g(·); ∈ G} designates the
functions on Rn that are monotonically increasing functions of the symmetric gauges, then
these essentially generate the classG0.Considered as compositions g(x) = (◦)(x), these
inherit the degree of homogeneity of (·) from Theorem 1(ii), since the symmetric gauges
{(·) ∈ G} are all homogeneous of degree r = 1. To continue, let [X1, X2, . . . , Xn] be an
observation from an n-dimensional distribution, and let {X(1)X(2) · · · X(n)} be the
corresponding order statistics. For a ﬁxed ordered vector x ∈ Rn, a bound on the probability
that the order statistics majorize x weakly is given in the following, where {g(·); ∈ rG}
comprise functions homogeneous of degree r > 0.
Corollary 3. Let X = [X(1), X(2), . . . , X(n)] be the vector of order statistics from an
-unimodal distribution on (Rn, ) having zero means and dispersion matrix . Then for
each ﬁxed ordered x ∈ Rn,
P (X  x)
[
r
r + 
]r/
inf
∈rG
E[g(X)]/g(x)
[
2
2 + 
]2/
tr()/
n∑
i=1
x2i , (10)
where x = [x1, . . . , xn]′.
Proof. The ﬁrst inequality follows from Theorem 1(iii) on taking as Gr0 the functions{g(·); ∈ rG}. The second follows on choosing g(·) as the squared Euclidean norm, the
norm itself being a symmetric gauge; noting that g(·) is homogeneous of degree r = 2;
and evaluating E[g(X)] = tr(). 
5.2. Reﬂected sets
On occasion it is informative to consider probability bounds for two-sided events such
as P(a |X | b). To these ends let E+ ∈ Rn be a closed convex set, and let E− = {x ∈
Rn : −x ∈ E+} be its reﬂection through 0 ∈ Rn. Then we have the following tightened
version of an inequality due to Marshall and Olkin [16].
Corollary 4. Let L[X()] be -unimodal about 0 ∈ Rn having zero means and dispersion
matrix . Then for any E = E+ ∪ E−, we have
P [X() ∈ E)
[
2
2 + 
]2/
inf
a∈A
a′a, (11)
where A = {a ∈ Rn : a′x1 for all x ∈ E+}.
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Proof. The proof proceeds as in [16], now taking into account homogeneity and
-unimodality as in Theorem 1. 
5.3. Time series analysis
Let X() = {X(t); t = 0,±1,±2,±3, . . .} be a random process on (,B, P ) having the
spectral density {f ();  ∈ [−, ]} in the frequency domain. Further let X be a projection
of X() taking values in X , the space of real sequences {x(t) = xt ; t = 1, 2, . . . , n};
let [r] be the largest integer not exceeding r; designate the Fourier frequencies as { =
2/n;  = −[(n − 1)/2], . . . , [n/2]}; and expand each x ∈ X uniquely in its Fourier
series
x(t) =
[n/2]∑
=−[(n−1)/2]
a(; x)eit ; t = 1, 2, . . . , n, (12)
with a(; x) as the Fourier coefﬁcients, where  ∈ [−, ].
The periodogram, deﬁned as {In(; x) = (1/2n) |∑nt=1 xte−it |2;  ∈ [−, ]}, is
central to the analysis of time series in the frequency domain. In particular, Paparoditis [22]
and Dette and Spreckelsen [3] used the periodogram for testing that the spectral density be-
longs to a parametric family {f (; );  ∈ } on deﬁning a suitable gauge of divergence
between In(; x) and f (; ) at the Fourier frequencies. Those studies examine asymp-
totic properties of the tests, the ﬁrst under local, the second under global alternatives. To
complement those studies, our tools support a distribution-free assessment regarding the
probabilistic behavior of In(;X). Let In(; x0) be the periodogram for the realization x0 of
X0 ∈ X from another random process X0() having the spectral density function f0(). To
continue, induce a partial order on (X , ) upon deﬁning x  y if and only if their Fourier
coefﬁcients satisfy {| a(; x) |2  | a(; y) |2;  ∈ B} for every  in a ﬁxed fre-
quency band B. Probability bounds on the periodogram, to be tightened under unimodality
as in Deﬁnition 1, are given in the following.
Corollary 5. Let X = {X(t); t = 1, 2, . . . , n} be projected from a weakly stationary
-unimodal random process X() having a differentiable spectral density function f (),
and let B be a ﬁxed band width. Then
(i) For each ﬁxed c > 0, we have
P
[
min
∈B
In(; X)c
]

[
2
2 + 
]2/ [
min
∈B
f ()/c + O(log n)/n)
]
. (13)
(ii) Given the realization x0 of X0 ∈ X from a random process X0() having the spectral
density function f0(), the conditional probability satisﬁes
P(X  X0 | X0 = x0) 
[
2
2 + 
]2/
×
[
min
∈B
f ()/ min
∈B
In(; x0) + O(log n)/n)
]
. (14)
996 D.R. Jensen / Journal of Multivariate Analysis 97 (2006) 985–998
Proof. Given that X() is -unimodal as in Deﬁnition 1, Theorem 1(i) asserts that X may
be represented as L(X) = L(U1/Z) such that L(U) is uniform on (0, 1) independently
of {Z(t); t = 1, 2, . . . , n}. Observe that In(; X) is homogeneous in X of degree r = 2
from properties of the Fourier coefﬁcients. Now replacing Gr0 in Theorem 1 by the class{g(y) = In(; y);−[(n−1)/2][n/2]} comprising n order-preserving functions, we
have from Theorem 1 that
P(X  x)
[
2
2 + 
]2/
min
∈B
{E[In(; Xn)]/In,(x)}. (15)
Conclusion (i) now follows on taking x ∈ X such that In(; x) = c for all  ∈ B, then
invoking the differentiability of f () to write E[In(; X)] = f () + O(log n/n), such
that O(log n/n) is independent of ; see [8, p. 513]. Conclusion (ii) follows similarly, to
complete our proof. 
It is of interest to note that if X() = {X(t); t = 0,±1,±2,±3, . . .} is unimodal as in
Deﬁnition 1, then itmay be represented asL[X()] = L[U1/Z()]withZ()= {Z(t); t =
0,±1,±2,±3, . . .} distributed independently of U on [0, 1]. If in addition the elements of
Z() are iid, then X() = {X(t); t = 0,±1,±2,±3, . . .} is not only -unimodal, but it is
also exchangeable as deﬁned in De Finetti [4].
5.4. Multivariate process control
Let Y ∈ Rk comprise k quality characteristics varying from item to item in the output of
a production process, having mean E(Y) = µ and dispersion matrix V(Y) = . The target
value for µ is  ∈ Rk, to be monitored through time. In a sequence {Y1, Y2, Y3, . . .} of suc-
cessive vector observations, Hotelling’s [9] T 2-charts utilize statistics
{T 2i = (Yi − )′−1(Yi − ); i = 1, 2, . . .}, to be plotted against time on the horizon-
tal axis. The threshold value c2 establishes an upper control limit, signaling that the process
is not in control whenever T 2i > c
2
 . For the case of k-dimensional Gaussian distributions,
c2 can be chosen at  = µ such that P [(Yi − µ)′−1(Yi − µ) > c2 ] =  on utilizing the
distribution 2(k, ) at  = (µ − )′−1(µ − ) = 0. However, Gaussian assumptions
often fail in practice, and it is informative to have distribution-free bounds on the required
probabilities.
For the case that {Y1,Y2,Y3, . . .} are iid, whatever their common joint distribution on
Rk, the run length N at which the chart signals has the geometric distribution G(·, )
with parameter  = P [(Yi − )′−1(Yi − ) > c2 ]. A universal bound on this run-length
distribution is given in the following, based on -unimodal observations Yi ∈ Rk.
Corollary 6. Let {Y1,Y2,Y3, . . .} be iid -unimodal observations Yi ∈ Rk, and let N des-
ignate the run length of Hotelling’s [9] T 2 chart with upper control limit c2 .
(i) The universal upper bound P(N t)G[t;(, , c2)] applies for every run-length
distribution, where (, , c2) = [2/(2 + )]2/(k + )/c2 < 1, with  = (µ −
)′−1(µ − ).
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(ii) In particular, when the process is in control, then P(N t)G[t;(, 0, c2)], with
(, 0, c2) = [2/(2 + )]2/(k/c2) < 1.
Proof. Corollary 1 asserts that P [(Yi − )′−1(Yi − )2]  [2/(2+ )]2/[(tr−1+
(µ−)′−1(µ−)]/2. Because the family {G(·, );  ∈ (0, 1)} is stochastically decreas-
ing in , the universal upper boundP(N t)G[t;(, , c2)] applies for every run-length
distribution, giving conclusion (i). Conclusion (ii) follows from (i) on setting  = µ, thus
 = 0, to complete our proof. 
6. Conclusions
Markov inequalities on ordered linear spaces are tightened through unimodality of the
supporting measures. Modality indices are found for measures induced through the compo-
sition g(·) = ( ◦ 	)(·) of mappings homogeneous of degrees r and s, to include functions
of the singular values and the eigenvalues of random matrices, and the periodogram of a
time series. These developments in turn support a detailed study of linear inference under
both ﬁxed and random designs, where modality indices are attributed ﬁrst to the error dis-
tribution, then to the random design matrix itself. Distribution-free probability bounds, to
include conﬁdence regions for the model parameters and the variance, and in the use of
outlier diagnostics, are all tightened through unimodality of errors. In the case of random
designs, distribution-free bounds assess the probability that a randomly generated design
will dominate a reference design in terms of its efﬁciency for estimating the model param-
eters.
Other applications onRn include probability bounds for quadratic forms, formajorization
properties of the order statistics, and for reﬂected sets in Rn. Our ﬁnal applications give
distribution-free bounds on the probabilistic behavior of periodograms in the analysis of
-unimodal time series, and tightened stochastic bounds on run-length distributions in the
use of Hotelling’s [9] T 2-charts for monitoring vector process means. Connections to other
topics in applied probability and engineering statistics are noted.
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