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Аннотация. Настоящая обзорная статья относится к классиче-
скому гармоническому анализу. В ней, в частности, приведен ряд
классических теорем с наиболее простыми, на наш взгляд доказа-
тельствами, см. также [1] и цитируемую там литературу. Ряд ре-
зультатов настоящей статьи является новыми и они публикуются
впервые.
Ключевые слова и фразы. Теоремы Бернштейна, Винера–Пэли,
Левитана, Котельникова–Шеннона, принцип неопределённости, те-
орема Титчмарша о свёртке, теорема Уитни, обобщённая форму-
ла Эйлера–Маклорена, алгебра Винера, положительная определён-
ность, функция Бесселя.
1. Тригонометрические полиномы и целые функции
экспоненциального типа. Пространство L2
Начнём с неравенства Бернштейна для производной целой фун-
кции экспоненциального типа и теоремы Винера–Пэли.
Целая функция называется целой функцией экспоненциального
типа (ц.ф.э.т) не выше   0, если для любого " > 0 существует R":
jzj > R" ) jf(z)j  e(+")jzj
Пример. f(z) =
+Z
 
g(x)eixzdx, где g 2 L1
 
[ ;+].
Для того чтобы целая функция имела тип не больше  необходимо
и достаточно, чтобы
lim
n!1

n!
f (n)(0) 1n  :
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Необходимость следует из формулы Коши для производной в цен-
тре z = 0 кругов растущих радиусов, а достаточность из оценки мо-
дуля суммы степенного ряда Тейлора–Маклорена по его коэффици-
ентам. Отсюда сразу следует, что и производная является ц.ф.э.т. не
выше .
Если, дополнительно, сужение функции на вещественную прямую
принадлежит Lp(R), то будем писать f 2 Wp;. При p = +1, когда
здесь и далее jjf jj1 – это существенная верхняя грань модуля фун-
кции, ограниченной почти всюду, пишут обычно B вместо W1;.
Теорема 1.1 (Неравенство Бернштейна)
Если f 2Wp;; p 2 [1;+1], то и f 0 2Wp;, а
jjf 0jjp  jjf jjp = 
Z
R
jf(x)jpdx
 1
p
:
Неравенство точное (неулучшаемое). Прямое доказательство при-
ведено ниже. Эта теорема следует и из классической теоремы Вине-
ра–Пэли, а из неравенства Бернштейна при p = 2 ниже выводится
теорема Винера–Пэли.
Теорема 1.2 (Винер–Пэли)
Если f 2W2;, то существует g 2 L2[ ;+], при которой
f(z) =
1p
2
+Z
 
g(x)eixzdx:
Теорема 1.3 Из теоремы 1.1 при p = 2 сразу следует теоре-
ма 1.2 и, наоборот, из теоремы 1.2 следует теорема 1.1.
Докажем теорему 1.3, а затем теорему 1.1.
Доказательство теоремы 1.3. В гильбертовом пространстве L2(R)
с нормой jjf jj2 оператор Фурье f ! bf , где
bf(y) = 1p
2
+1Z
 1
f(x)e ixydx;
является унитарным оператором (действует на всё пространство с
сохранением нормы и скалярного произведения). Кроме того,
f(x) =
1p
2
+1Z
 1
bf(x)eixydy:
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Интегралы по прямой можно понимать (по Планшерелю) как пре-
делы в L2 интегралов по [ n; n] при n ! 1 или равенством почти
всюду
bf(y) = 1p
2
 d
dy
+1Z
 1
f(x)
1  e ixy
ix
dx:
Из неравенства Бернштейна при p = 2, применённого r раз, следует:Z
R
y2r
 bf(y)2dy = f (r)2
2
 2rjjf jj22 = 2r
Z
R
 bf(y)2dy:
Оставляя в первом интеграле множество jyj   + "; " > 0, получаем + "

2r Z
jyj+"
 bf(y)2dy  jjf jj22
и после перехода к пределу при r ! 1 имеем
Z
jyj+"
 bf(y)2dy = 0.
Поэтому bf(y) = 0 почти всюду при jyj   и f(x) = 1p
2
+Z
 
bf(x)eixydy
при x 2 R. Но это две целые функции и равенство верно при x = z 2
C. См. также ниже теорему 1.7 (обобщение теоремы Винера–Пэли).
Если же f 2W2;, то в силу теоремы Винера–Пэли
f(x) =
1p
2
+Z
 
bf(y)eixydy
и, значит,
f 0(x) =
1p
2
+Z
 
iy bf(y)eixydy:
Но тогда используя унитарность оператора Фурье, получаем
jf 0j22 = 12
+Z
 
iy bf(y)2dy  2 1
2
+Z
 
jf(y)j2dy = 2jjf jj22:
А это и есть неравенство Бернштейна при p = 2.
Но из теоремы Винера–Пэли можно вывести неравенство Берн-
штейна при любом p  1: Дело в том, что можно считать, что ещё
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f 2 L2, заменяя f на f"(x) = f(x)sin "x
"x
с переходом в ответе к
пределу при "! 0. А для производной функции f 2W2; есть пред-
ставление, вытекающее из теоремы Винера–Пэли. В эту формулу вве-
дём функцию h(y) =    jyj на [ ; ] и h(y + 2) = h(y), которая
представима рядом Фурье, и это главное, с положительными коэф-
фициентами (положительно определённая функция):
h(y) =
+1X
k= 1
cke
iky
2 ;
X
k
jckj =
X
k
ck = h(0) = :
Получаем, что
f 0(x) =
ip
2
+Z
 
h(y   ) bf(y)eixydy = iX
k
cke
 ik 
2 f

x+
k
2

и, значит,
jf 0jp P
k
jckj  jjf jjp = jjf jjp:
Теорема 1.3 полностью доказана. 
Доказательство теоремы 1.1. Сначала при p =1.
По поводу применяемых общих теорем вещественного и компле-
ксного анализа см., напр., [2–4].
Убедимся в том, что в этом случае jf(z)j  jjf jj1ejImzj. Понадо-
бится следующий принцип Фрагмена–Линделёфа.
Лемма. Пусть при некотором  2 (0; 2) функция f аналитична
внутри угла раствора  с вершиной в нуле. Если еще f непрерывна
в замыкании этого угла, на сторонах угла jf(z)j M и внутри угла
jf(z)j = O ejzj при jzj ! 1 и некотором  < 1

, то jf(z)j  M и
внутри угла.
При  >
1

это не так, вообще говоря.
Доказательство. Не уменьшая общности, считаем, что для точек
угла j arg zj  
2
. При 1 2 (; 1=) и " > 0 полагаем, “сбивая” рост
функции, f"(z) = f(z)e "z
1 ; z1 = jzj1ei1 arg z: Тогда
jf"(z)j = jf(z)je "jzj1 cos (1 arg z); j1 arg zj  (1)
2
<

2
и 9 > 0 : cos(1 arg z)  . При jzj ! 1 равномерно внутри угла
jf"(z)j = O
 
ejzj
 "jzj1! 0;
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а на границе jf"(z)j  jf(z)j  M . 9R : jzj  R ) jf"(z)j  M . В
секторе jzj  R применяем принцип максимума модуля. При всех z
jf(z)je "jzj1 cos (1 arg z) = jf"(z)j M
и осталось устремить "! 0. Лемма доказана. 
Считая для определенности Imz > 0, введем при " 2 (0; 1) фун-
кцию f"(z) = f(z)ei(+")z; f" 2 B2+"; kf"k1 = kfk1:
9R = R" : jzj  R) jf(z)j  e(+")jzj, откуда при y = Imz  R
jf"(iy)j = jf(iy)je (+")y  1:
Функция f ограничена на R и мнимой полуоси y  0. Применяя
принцип Фрагмена–Линделефа отдельно к I и II четверти ( = 1=2;
 = 1+"), делаем вывод об ограниченности f" при Imz > 0. А приме-
няя теперь тот же принцип к верхней полуплоскости ( = 1;  = "),
получаем
e (+")Imzjf(z)j = jf"(z)j  kf"k1 = kfk1:
Осталось устремить "! 0.
Продолжим доказательство теоремы 1.1. Очевидно,что j sin zj 
 ejImzj и при любом  2

0;

2
i
и jRezj  
2
найдётся c() > 0
такое, что при jzj   j sin zj  c()ejImzj. Учитывая периодичность
синуса, можно теперь сделать вывод, что дробь
f(z)
sin z
 ограничена
при
z   k

  ; k 2 Z:
Докажем теперь, что для функций из B для всех z 2 C
f 0(z) = 
1X
k= 1
( 1)k+1
2(k   1=2)2 f

z + (k   1=2)


;
где ряд сходится равномерно в любой полосе jImzj  h.
Можно ограничиться случаем  = 1, а затем сделать замену z на
z: При z 6= m (m 2 Z) вычислим интеграл
1
2i
I
jj=(n+1=2)>jzj
f()
sin 
 d
(   z)2 ;
а затем перейдем к пределу при натуральном n!1.
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Поскольку j   kj  =2 при jkj  n, то модуль интеграла не
больше
1
2
 kfk1
c
 1 
(n+ 1=2)   jzj2  2(n+ 1=2) ! 0:
В силу интегральной теоремы Коши интеграл по большой окру-
жности равен сумме интегралов по малым окружностям (в том же на-
правлении против часовой стрелки), отделяющим точки k (jkj  n)
и z. Если f аналитична в окрестности точки k (k 2 Z), то при до-
статочно малом r > 0
1
2i
I
j kj=r
f()
sin 
d =
1
2i
I
jj=r
f( + k)
sin( + k)
d
=
( 1)k
2i
I
jj=r

sin 
 f( + k)

d = ( 1)kf(k)
(применена интегральная формула Коши в нуле).
Применяем формулу Коши для первой производной
1
2i
I
j zj=
f()
sin 
 d
(   z)2 =
d
dz

f(z)
sin z

;
откуда
1
2i
I
j kj=
f()
sin 
 d
(   z)2 = ( 1)
k f(k)
(k   z)2 :
Имеем
1X
k= 1
( 1)k+1 f(k)
(z   k)2 =
d
dz

f(z)
sin z

=
f 0(z)
sin z
  f(z) cos z
sin2 z
:
В частности, при f(z) = cos z
1
sin2 z
=
1X
k=1
1
(z   k)2 (z 6= m; m 2 Z):
При z = =2 получаем формулу для f 0(=2). Осталось эту фор-
мулу применить к F (w) = f(z   =2 + w) при w = =2.
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Отсюда для любой функции f 2 B1 получаем неравенство
sup
x2R
jf 0(x)j  sup
x2R
jf(x)j
1X
k= 1
1
2(k   1=2)2 = supx2R jf(x)j
1
sin2 2
= jjf jj1:
И неравенство точное (равенство при f(z) = eiz).
Теорема 1.1 доказана при p =1.
Пусть теперь f 2 W1;. Тогда любая первообразная f принадле-
жит B и в силу доказанного неравенства для производной W1; 
 B. А тогда и Wp;  B, т.к. при p 2 (1;1) jjgjjp  jjgjj
p 1
p1 jjgjj
1
p
1 :
Теперь можно применить к доказанному представлению производной
любой функции из B в виде интерполяционного ряда неравенство
Минковского. Получим искомое неравенство для производной любой
функции изWp; при любом p  1. Неулучшаемость неравенства лег-
ко проверить на функциях eiz
sin("z)
"z
2
при малых " > 0.
Пример. При Rek  0; 1  k  n; nX
k=1
kcke
kx

1
 max
k
jkj 
 nX
k=1
cke
kx

1
:
Теорема 1.4 (Б. М. Левитан) Для любой функции f 2 B =
= W1; найдётся последовательность тригонометрических поли-
номов растущих периодов, сходящихся к ней равномерно на любом
отрезке в R.
Доказательство. Для доказательства положим при h =

n
Tn(x) = Tn(f ;x) =
X
k2Z
f

x+
2k
h
 2 sin hx2
hx+ 2k
2
:
В силу ограниченности функции ряд сходится равномерно на [ a; a].
Tn(x) =
X
k
g(hx+ 2k); g(x) = f
x
h
2 sin x2
x
2 2 L1 \ L2(R):
Так как g – сужение целой функции типа не больше

h
+1 = n+1;
то по теореме Винера–Пэли bg(y) = 0 при jyj  n+ 1.
После вычисления коэффициентов Фурье (период равен 2h )
Tn(x) =
1
2
X
jkjn
bg(k)eikhx:
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В частности, при f(x)  1
X
k
 2 sin hx2
hx+ 2k
2
= 1
и, следовательно, jTn(x)j  jjf jj1:
Кроме того,
f(x)  Tn(x) = f(x)
h
1 
 2 sin hx2
hx+ 2k
2i X
k 6=0
f

x+
2k
h
 2 sin hx2
hx+ 2k
2
и
jf(x)  Tn(x)j  jjf jj1
n
1 
 2 sin hx2
hx+ 2k
2
+
X
k 6=0
 2 sin hx2
hx+ 2k
2o
 2jjf jj1
h
1 
 2 sin hx2
hx+ 2k
2i  2jjf jj1minn1;hx
2
2o
:
При n ! 1 правая часть стремится к нулю равномерно по x 2
[ a; a]. Легко проверить,что таким же образом T 0n(f ;x)! f 0(x).
Теорема доказана. 
Теорема 1.5 (Котельников–Шеннон). Если
f(x) =
1p
2
Z
 
g(u)eiuxdu;
то при z 2 C
f(z) =
1X
k= 1
f
k

 sin(z)
z   k :
Этой теореме в теории информации придают следующий смысл.
Для восстановления сообщения, описываемого функцией f при z = t
(время) с компактным спектром (в полосе частот jxj  ), достато-
чно передать по каналу связи лишь значения f
k


через равные
промежутки времени


:
Для доказательства можно применить следующую лемму к три-
гонометрической системе
n 1p
2
e
 iku

o1
k= 1
:
Лемма. Если f(x) =
1p
2
Z
 
g(u)eiuxdu;
Р. М. Тригуб 247
Z
 
g(u)  nX
k=0
ck'k(u)
2du! 0 (n!1);
'k(u) = 0 (juj  ; k  0); то f(z) =
1X
k=0
ck b'k( z) (z 2 C):
При этом сходимость в любой полосе jImzj  h равномерная.
Доказательство леммы. Очевидно, что в такой полосеf(z)  1p2
Z
 
nX
k=0
ck'k(u)e
iuzdu

=
 1p2
Z
 

g(u) 
nX
k=0
ck'k(u)

eiuzdu


r


 eh
0@ Z
 
g(u)  nX
k=0
ck'k(u)
2du
1A 12 :
Если ещё система f'kg10 ортонормированная, то
ck =
Z
 
g(u)'k(u)du =
1Z
 1
f(x)b'k( x)dx:
Теорема 1.6 (принцип неопределённости).
Для любой функции f 2 L2(R)
1
4
0@Z
R
jf(x)j2dx
1A2  Z
R
x2jf(x)j2dx
Z
R
x2
 bf(x)2dx:
Доказательство. Предполагаем сходимость обоих интегралов
справа, т.е. xf(x) и x bf(x) 2 L2(R): Тогда f совпадает почти всюду с
локально абсолютно непрерывной функцией с производной f 0 2 L2:
Интегрируя по частям, получаем
xf2(x) =
xZ
0
2tf(t)f 0(t) dt+
xZ
0
f2(t) dt:
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Значит, xf(x), f 0(x); и f(x) принадлежат L2(R); пределы функции
слева существуют как при x ! +1; так и при x !  1: И эти
пределы равны нулю, так как x2f2(x) 2 L1(R): Ещё раз интегрируя
по частям, получаем
1Z
 1
jf(x)j2dx =
1Z
 1
f(x) f(x) dx
=  
1Z
 1
x

f 0(x) f(x) + f(x) f 0(x)

dx  2
1Z
 1
jxf(x)j  f 0(x) dx
 2
0@ 1Z
 1
x2jf(x)j2dx
1A1=20@ 1Z
 1
f 0(x)2dx
1A1=2 :
В силу унитарности оператора Фурье в L2 последний интеграл
равен 0@ 1Z
 1
x2
 bf(x)2dx
1A1=2 :
Теорема доказана. 
Как видно из доказанного неравенства, если f 6= 0 почти всюду,
то f и bf не могут быть малыми одновременно. А при f = f1   f2;
видно, что не могут мало отличаться функции f1 и f2; и их преобра-
зования Фурье. Это одна из эквивалентных формулировок принципа
неопределённости в квантовой механике.
Очевидно, например, что если f 2 L1(R); f и f^ финитные, то
f(x) = 0 почти всюду.
Теперь сформулируем и докажем m–мерный аналог теоремы Ви-
нера–Пэли. В пространстве Rm элементы x = (x1; x2;   xm), а ска-
лярное произведение (x; y) =
mP
j=1
xjyj ; jxj =
p
(x; x). Если f : Rm ! C
принадлежит L1(Rm), то её преобразование Фурье равно
bf(y) = 1
(2)
m
2
Z
Rm
f(x)e i(x;y)dx:
Пусть K – выпуклый компакт в Rm. Тогда множество
K =
n
y 2 Rm : j(x; y)j  1; x 2 K
o
называют полярой K:
Р. М. Тригуб 249
Пример. Если K =
n
x :
mP
j=1
jxj jp  1
o
; то
K =
n
y :
mP
j=1
jyj jp0  1
o
; 1=p+ 1=p0 = 1:
ЕслиK произвольный компакт, то для любой функции g2L1(K)
имеем для функции
f(z) =
Z
K
g(u)e i(u;z)du
при  > 0, z = x+ iy; x; y 2 Rm ( z 2 Cm)
jf(z)j 
Z
K
jg(u)je(u;y)du  ekyk
Z
K
jg(u)j du;
где jjyjj = sup
x2K
j(x; y)j; и, значит, f – целая функция m комплексных
переменных.
Если K – выпуклый компакт в Rm, симметричный относительно
нуля и z = 0 является его внутренней точкой, то K (K) определя-
ет единичный шар по некоторой норме. Как известно, все нормы в
конечномерном пространстве эквивалентны.
Функция f : Cm 7! C называется ц.ф.э.т.   относительно K,
если она целая, т.е. может быть представлена абсолютно сходящимся
степенным рядом m переменных z1; : : : ; zm в Cm; и для любого " > 0
найдётся R = R" такое, что из того, что kzk = sup
x2K
 mP
j=1
zjxj
  R
следует, что jf(z)j  e(+)kzk :
Если, например, p = 2; когдаK = K – евклидов шар, то получаем
функцию сферического типа  .
Теорема 1.7. Если f – ц.ф.э.т.   относительно K и её
сужение на Rm принадлежит L2; то bf = 0 почти всюду вне K:
Доказательство. Начнём со случая, когда K – единичный куб
fx 2 Rm : jxj j  1; 1  j  mg: Тогда jf(z)j  e(+")
P jzj j для z
больших по норме и, значит, f – ц.ф.э.т.   по z1 при фиксированных
остальных переменных. По теореме Фубини из того, что f 2 L2(Rm)
следует, что f(x1; : : : ) 2 L2(R) по x1 для всех вещественных значений
других переменных:
1Z
 1
f 0x1(x1; : : : )2dx1  2
1Z
 1
f(x1; : : : )2dx1
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и после интегрирования по остальным переменным kf 0x1k2  kfk2;
(норма в L2(Rm):
Тем же приёмом, что и при доказательстве теоремы 1.3, получаем,
что f(x1;    ) = 0 почти всюду при jx1j  : Так же поступаем по
остальным переменным. Следовательно, bf = 0 почти всюду вне K.
Отсюда следует теорема для произвольного параллелепипеда K,
если учесть линейную замену в преобразовании Фурье (см. ниже по-
сле доказательства теоремы 2.6).
Возвращаясь к общему случаю, заметим, что равенство нулю по-
чти всюду — это локальное свойство и, значит, достаточно доказать,
что для некоторой окрестности произвольной точки x0 =2 K bf = 0
почти всюду. Для этого выбираем, используя выпуклость K, парал-
лелепипед K0 такой, что K  K0 и x0 =2 K0. Следовательно, любая
ц.ф.э.т.   относительно K, являясь ц.ф.э.т.   относительно K0 ,
удовлетворяет условию bf = 0 почти всюду вне K0:
Теорема доказана. Из неё, как и ранее при m = 1 (см. доказатель-
ство теоремы 1.3), получаем
Следствие. Если f — ц.ф.э.т.   относительно K и её суже-
ние на Rm принадлежит L2; а nj 2 N [ f0g; 1  j  m; то
 @
P
j
nj
@xn11    @xnmm
f(x)

2
 
P
j
nj
max
x2K
Y
jxj jnj jjf jj2:
2. Суммируемость рядов Фурье и преобразование
Фурье
Рассмотрим комплекснозначные функции на вещественной пря-
мой, имеющие период 2. Если f 2 L1(T), где T = [ ;+], то её ряд
Фурье будем писать в виде
f 
X
k
bfkek; bfk = 1
2
Z
T
f(t)e iktdt; ek = eikt; k 2 Z:
Частная сумма ряда Фурье (Dn – ядро Дирихле)
Sn(f ;x) =
nX
k= n
bfkeikx = 1

+Z
 
f(x  t)Dn(t)dt;
Dn(t) =
1
2
nX
k= n
eikt =
sin(n+ 12)t
2 sin t2
:
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Ряд Фурье может расходиться всюду (А. Н. Колмогоров), а если
f 2 Lp(T) и p 2 (1;1), то её ряд Фурье сходится в Lp(T) (М. Рисс)
и даже почти всюду (Карлесон, Хант). Описаны и все множества
нулевой лебеговой меры, на которых может расходиться ряд Фурье
непрерывной функции (Кацнельсон–Кахан).
Известно много разных примеров расходящихся рядов Фурье не-
прерывных функций ([5–8]). Приведём наглядный пример Шварца,
который используется ниже. Начнём с леммы Римана–Лебега.
Лемма. Если f 2 L1(R), то её преобразование Фурье непрерывно
и
lim
y2R; jyj!1
Z
R
f(x)eixydx = 0:
Докажем более общее утверждение: если g 2 L1[0;+1) (ограни-
чена почти всюду на полуоси), то для того чтобы для любой функ-
ции f 2 L1[0;+1) существовал предел lim
!+1
+1R
0
g(x)f(x)dx необхо-
димо и достаточно существование предела
g1 = lim
N!+1
1
N
NZ
0
g(x)dx:
При этом искомый предел равен g1
1R
0
f(x)dx.
Подобное утверждение имеет место и при ! +0.
Доказательство. При фиксированной функции g норма линей-
ного функционала в L1 при любом  не больше jjgjj1. Поэтому до-
статочно проверить сходимость на плотном в L1 множестве и найти
предел. В качестве такого множества возьмём финитные ступенча-
тые функции или просто функции hb; b > 0, равные единице на [0; b]
и нулю на (b;+1). Имеем
+1Z
0
g(x)hb(x)dx =
bZ
0
g(x)dx =
b
b
bZ
0
g(x)dx ! bg1 = g1
1Z
0
hb:
Это утверждение, а так как lim
N!1
1
N
NR
0
eixdx = 0, то и лемма Рима-
на–Лебега, доказано. Поэтому, напр.,
lim
n!1

Sn(f ;x)  1

+Z
 
f(x  t)sin(n+
1
2)t
t
dt

= 0:
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Отметим ещё, что при y 2 R n f0g

+1Z
 1
f(x)eixydx

=
1
2

+1Z
 1

f(x)  f

x+

y

eixydx
  12
+1Z
 1
f(x)  fx+ 
y
dx:
Теорема 2.1 (пример Шварца). Пусть n0 = 1, отношение
nk+1
nk
 3 и число нечётное, функция f1 чётная, 2–периодическая,
а на [0; ] определена равенствами: f1(0) = 0; f1(x) = am sinnmx
x 2
h 
nm
;

nm 1
i
; m  1

; где am > 0;
X
m
am <1;
lim
m!1amlog
nm
nm 1
=1: Тогда lim
k!1
Snk(f1; 0) =1:
Доказательство. Функция f1 непрерывна. В силу чётности
функции и леммы Римана–Лебега при k !1
Snk(f1; 0) =
1

Z
0
f1(t)
sinnkt
t
dt+ o(1)
=
1

X
m
am

nm 1Z

nm
sinnmt sinnkt
t
dt+ o(1) =
1

X
m
am(m; k) + o(1);
где (m; k) =
1
2

nm 1Z

nm
cos jnm   nkjt  cos(nm + nk)t
t
dt:
Учитывая, что при  > 0 и b > a  1
bZ
a
cost
t
dt =
bZ
1
cos t
t
dt 
aZ
1
cos t
t
dt = O(1);
получаем при k 6= m ограниченность (m; k); так как в этом случае
оба значения   jnm   nkj
nm
 2
3
. А (k; k) =
1
2

nk 1Z

nk
1
t
dt + O(1) =
= 12 ln
nk
nk 1 +O(1) и Snk(f1; 0) =
1
2
ak ln
nk
nk 1
+O(1)!1.
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Теорема доказана. 
Существование расходящегося по норме ряда Фурье функции из
C(T) или L1(T) объясняется в силу теоремы Банаха–Штейнгауза тем,
что нормы операторов Sn (константы Лебега) неограничены:
jjSnjjC!C = jjSnjjL1!L1 =
1

+Z
 
jDn(t)jdt = 4

lnn+O(1):
Такие же нормы функционалов Sn(f ;x0) в C(T).
Есть много разных признаков сходимости рядов Фурье (см., напр.,
[5–7]). Следующий признак Жордана далее используется.
Теорема 2.2. Если f 2 V (T) (ограниченной вариации), то её ряд
Фурье сходится всюду и
lim
n!1Sn(f ;x) = s(x) =
1
2
 
f(x+ 0) + f(x  0)
(полусумма односторонних пределов) и если ещё функция непрерыв-
на, то сходимость равномерная.
Доказательство. В силу чётности ядра Дирихле Dn
s(x)  Sn(f ;x) = 2

Z
0
h
s(x)  1
2
 
f(x+ t) + f(x  t)iDn(t)dt:
При n ! 1 интеграл по [; ]  (0; ] стремится к нулю в си-
лу леммы Римана–Лебега. После интегрирования по частям и отбра-
сывания в силу леммы Римана–Лебега интеграла по [; ] получаем
 
Z 
0
Z 
t
Dn(u)du  d
h
s(x)  1
2
 
f(x+ t) + f(x  t)idt:
Но интеграл от ядра Дирихле ограничен, так как график Dn –
затухающие колебания, а
Z
0
Dn =

2
и jDn(t)j  n+ 1
2
:
max
[0;]

xZ
0
Dn(t)dt
 = max1mn
(
2m
2n+1Z
0
Dn(t)dt
; 
2
)
= max
( 22n+1Z
0
Dn;

2
)
 :
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Осталось применить обычную оценку интеграла Римана–Стил-
тьеса и учесть, что lim
!+0
V 0

s(x)  1
2
 
f(x+ t) + f(x  t) = 0 в силу
непрерывности полной вариации в точках непрерывности функции.
Если функция f непрерывна всюду, то для доказательства равно-
мерной сходимости годится то же самое рассуждение. Теорема дока-
зана. 
Фейер изучил сходимость средних арифметических частных сумм
Фурье
n(f) =
1
n+ 1
nX
k=0
Sk(f) =
+nX
k= n

1  jkj
n+ 1
 bfkek
При этом, n(f ;x) =
1

+Z
 
f(x   t)n(t)dt; где ядро Фейера инте-
грального оператора оказалось положительным:
n(t) =
1
n+ 1
nX
k=0
Dk(t) =
1
2n+ 2
 
sin
 
(n+ 1) t2

sin( t2)
!2
 0:
Применяя неравенство Минковского и выбирая f(x)  1, из-за
положительности ядра получаем, что операторная норма
jjnjjLp!Lp = 1; p 2 [1;+1]:
А так как ещё n(ek) ! ek при любом k и значит, сходимость
есть на конечных суммах гармоник ek, которые образуют в силу ап-
проксимационной теоремы Вейерштрасса всюду плотное множество,
то средние n(f) сходятся при n ! 1 на всём пространстве Lp(T);
p 2 [1;1) и C(T).
Если mn ; m 2 N; – степень оператора n, то при m  2
f   mn (f) = f   m 1n (f)  n(f   m 1n (f))
и, значит,
f  
+nX
k= n

1  jkj
n+ 1
m bfkek


p
=
f   mn (f)p  mf   n(f)p;
p 2 [1;1] (нормы в Lp(T)): Поэтому, если '(0) = 1; '(1) = 0, а при
x 2 [0; 1] '(x) =
1X
=0
a(1  x) ;
1X
=1
ja j <1; то
f  
nX
k= n
'
 jkj
n+ 1
 bfkek


p
 f   n(f)p  1X
=1
ja j:
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Отсюда следует, напр., сходимость к f средних Рогозинского
1
2

Sn

f ;x+

2n+ 2

+ Sn

f ;x  
2n+ 2

; '(x) = cos
x
2
и средних Бернштейна
1
2

Sn(f ;x) + Sn

f ;x+

n+ 1

;
так как ещё jjf(+ h)jjp = jjf jjp.
Если f 2 L1(R), то преобразование Фурье равно, по определению,
bf(y) = 1p
2
+1Z
 1
f(x)e ixydx:
Теорема 2.3 (формула суммирования Пуассона).
Если f 2 L1 \ V (R), то при всех x 2 R
1X
k= 1
1
2
 
f(x+2k+0)+ f(x+2(k+1)  0) = 1p
2
1X
m= 1
bf(m)eimx:
Доказательство. Самое существенное здесь, а это верно и в кра-
тном случае, что тригонометрический ряд справа является рядом
Фурье левой части, которую обозначим через f. А чтобы получить
указанное равенство нужно применить к функции f признак Жор-
дана сходимости рядов Фурье, учитывая, что коэффициент Фурьеcfm = 1p
2
bf(m).
Лемма. Если f 2 V (R) и R
R
jf(x)jdx < 1; то ряд
1P
k= 1
f(x+
+2k) сходится на [0; 2] абсолютно и равномерно и его сумма f
(периодизация функции f) принадлежит V ([0; 2]).
Доказательство. Если
Fk(x) =
1
2
x+2(k+1)Z
x+2k
f(t)dt; jFk(x)j  1
2
x+2(k+1)Z
x+2k
jf(t)jdt;
то ряд
P
k
jFk(x)j сходится на [0; 2] равномерно, т.к.
R jf(x)jdx <1.
jf(x+ 2k)j =
Fk(x) +
1
2
x+2(k+1)Z
x+2k
 
f(x+ 2k)  f(t)dt

 jFk(x)j+ V x+2(k+1)x+2k (f)
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и ряд для f сходится абсолютно и равномерно на [0; 2], так как ещё
f 2 V (R). Кроме того, V 20 (f)  V1 1(f). Теорема 2.3 доказана. 
Теорема 2.4 (Обратное преобразование Фурье).
Для любой функции f 2 L1 \ V (R)
1
2
 
f(x+ 0) + f(x  0) = 1p
2
1Z
 1
bf(y)eixydy:
Доказательство. В силу формулы суммирования Пуассона,
применённой к функции f(x) = f(x)eix,  2 R, имеем
1X
k= 1
1
2
 
f(x+2k+0)+f(x+2k 0)ei2k= 1p
2
X
m2Z
bf(m )ei(m )x;
откуда следует, что интегральное среднее левой части равно
1
2
 
f(x+ 0) + f(x  0) = Z 1
0
X
m
bf(m  )ei(m )xd
=
1p
2
1Z
 1
bf()eixd:
Следствие. Если f 2 L1 и bf 2 L1, то почти всюду
f(x) =
1p
2
1Z
 1
bf(y)eiyxdy:
Действительно, применяем теорему к функции Стеклова fh(x) =
=
1
2h
hZ
 h
f(x+ t)dt (h > 0) и в равенстве
fh(x) =
1p
2
1Z
 1
bfh(y)eixydy = 1p
2
1Z
 1
sinhy
hy
bf(y)eixydy
переходим к пределу при h! 0.
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Функции, представимые в виде абсолютно сходящегося интегра-
ла Фурье, образуют винеровскую банахову алгебру (нормированное
кольцо c обычным умножением функций). Это
W0(R) =
(
f(x) =
1Z
 1
g(y)e iyxdy; jjf jjW0 = jjgjjL1 <1
)
:
Отметим простое необходимое условие: если f 2 W0, то f равно-
мерно непрерывна на прямой и при x 2 R сходится в смысле Коши
интеграл (не обязательно абсолютно)
1Z
 1
f(x+ y)  f(x  y)
y
dy
и два простейших достаточных условия: f 2 C \ L1(R) и bf 2 L1(R),
когда jjf jjW0 =
1p
2
jj bf jjL1(R) (cм. выше следствие) и f 2 ACloc\
L2(R); f 0 2 L2(R) (Титчмарш, Бёрлинг).
Разные свойства этой алгебры собраны в обзорной статье [9].
Для того чтобы линейные средние рядов Фурье, определяемые
функцией '; а именно,
P
k
'("k) bfkek сходились к f на C(T) или L1(T)
при "& 0 необходимо и достаточно, чтобы lim
x!0
'(x) = 1 и
sup
"2(0;1]
Z
T
X
k
'("k)eikt
dt <1:
Теорема 2.5 Для того чтобы тригонометрический ряд
P
k
ckek
был рядом Фурье функции необходимо и достаточно существование
функции ' 2 W0(R), для которой '(k) = ck; k 2 Z. А если это ряд
Фурье функции  2 L1(T), то
1
2
Z
T
j(t)jdt = min
'c
jj'cjjW0 ;
где 'c(k) = ck для всех k 2 Z.
При этом (t)  0 почти всюду в том и только в том случае,
когда существует положительно определённая функция 'c.
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Доказательство. Если это ряд Фурье, когда
'(k) =
1
2
Z
 
(t)e iktdt;
то полагая 'c0(x) =
1
2
Z
 
(t)e ixtdt; получаем, что при любом про-
должении min
'c
k'ckW0  k'c0kW0 =
1
2
Z
 
j(t)jdt: С другой стороны,
если 'c(x) =
1Z
 1
g(t)e itxdt; k'ckW0 = kgkL1(R) <1; то при k 2 Z
ck = 'c(k) =
1Z
 1
g(t)e iktdt =
1X
m= 1
(2m+1)Z
(2m 1)
g(t)e ik(t 2m)dt
=
X
m
Z
 
g(t+ 2m)e iktdt =
Z
 
gT (t)e
 iktdt;
где gT (t) =
1X
m= 1
g(t+ 2m); kgT kL1(T)  kgkL1(R):
Здесь применена теорема Беппо Леви. Ряд для gT сходится почти
всюду абсолютно. А так как еще gT 
1
2
X
k2Z
'(k)ek (ряд Фурье), то
при любом продолжении 'c
k'c0kW0 =
1
2
Z
T
j(t)j dt = kgT kL1(T)  kgkL1(R) = k'ckW0 :
Ещё нужно учесть, что (t)  0 почти всюду тогда и только тогда,
когда
Z
T
j(t)jdt =
Z
T
(t)dt, а '(x) =
+1R
 1
g(t)e itxdt; где g(t)  0
почти всюду тогда и только тогда, когда jj'jjW0 = '(0).
Теорема 2.5 доказана. 
В силу этой теоремы сходятся, напр., на всём пространстве C(T)
или L1(T) средние типа Гаусса–Вейерштрасса ('(x) = e jxj

;  > 0)
и средние Рисса ('(x) = (1  jxj)+;  > 0;  > 0):
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Ещё пример. Для того чтобы для любой функции f 2 C(T)
lim
n!1
h
1

Sn

f ; t+

n

+ Sn

f ; t+

n

  2Sn(f ; t)
i
= f(t)
необходимо и достаточно, чтобы в случае 1 =
1
4
было 2 =  1
2
и
cos + cos = 0, а в случае 1 6= 1
4
  Re1  3
8
; 2 = 21   1 и
cos = cos.
См. исследование сходимости общих средних типа Рогозинского–
Бернштейна рядов Фурье функций двух переменных в [8].
Теорема 2.6. Если f 2W0(R) \ L1(R); то преобразование Фурьеbf 2 L1 и, значит, jjf jjW0 = 1p
2
jj bf jj1.
Доказательство. Если g 2 L1, а преобразование Фурье
bg(y) = 1p
2
1Z
 1
g(x)e ixydx;
то g(y) = bg( y) — обратное преобразование Фурье. Если и bg 2 L1,
то почти всюду (см. выше следствие из теоремы 2.4) g = bg = bg:
Докажем, что если
F = cF1; F1 2 L1; F1 = F2; F2 2 L1;
то F = F2 почти всюду.
Если f и g 2 L1(R), то
R
R
fbg = R
R
bfg (формула умножения). Для до-
казательства этой формулы нужно подставить bg и поменять порядок
интегрирования на основании теоремы Фубини.
В силу формулы умножения, применённой дважды (считаем g иbg 2 L1), Z
R
Fg =
Z
R
F^1g =
Z
R
F1bg = Z
R
F2bg = Z
R
F2g:
Так что для всех таких функций gZ
R
(F   F2)g = 0;
где F 2 C(R), а F2 2 L1(R):
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Докажем, что F = F2 почти всюду на любом отрезке [a; b]. Для
этого достаточно доказать, что
bR
a
(F   F2) = 0, так как тогда из ра-
венства
xR
a
(F   F2) = 0 сразу следует, что производная F   F2 = 0
почти всюду.
Для аппроксимации функции g0, которая равна единице на [a; b]
и нулю вне [a; b], возьмём непрерывную функцию gn, которая равна
единице на [a+ 1n ; b  1n ]; gn(a) = gn(b) = 0 и линейная на [a; a+ 1n ] и
[b  1n ; b]: Очевидно, что gn и bgn 2 L1, поэтому bR
a
(F   F2)gn = 0:
Кроме того,

bZ
a
F  (g   gn)
  kFkC[a;b]
bZ
a
jg   gnj  2
n
kFkC[a;b] и

bZ
a
F2  (g   gn)
 
bZ
a
jF2j  jg   gnj
и учитывая ещё, что jg gnj  1, можно перейти к пределу при n!1
в силу теоремы Лебега о мажорируемой сходимости. Получаем, что
bR
a
(F   F2) = 0; и F = F2 почти всюду.
При условиях теоремы берём F = bf; f 2 L1: Тогда F1 = f 2
W0(R): Поэтому F1 = F2; F2 2 L1: По доказанному bf = F = F2 2 L1:
Теорема доказана. 
Подобные вопросы изучаются и для функций любого числа пере-
менных ([10, 8]). Рассмотрим, напр., преобразование Фурье радиаль-
ных функций m переменных.
Если
Z
Rm
jf(x)jdx <1; то преобразование Фурье равно
bf(y) = 1
(2)
m
2
Z
Rm
f(x)e i(x;y)dx:
Если A – матрица m  m с определителем detA 6= 0, то после
линейной замены переменных в интеграле
jdetAj\f(A)(y) = bf(By);
где B = (A0) 1, а A0 – транспонированная матрица. Поэтому пре-
образование Фурье радиальной функции f(x) = f0(jxj) – функция
радиальная, так как если A – вращение вокруг нуля, то jdetAj = 1.
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А именно, преобразование Фурье радиальной функции f(x) =
= f0(jxj) из L1(Rm) равно
bf(y) = jyj1 m2 1Z
0
f0(t)t
m
2 Jm
2
 1(tjyj)dt;
где при x 6= 0 и  >  12 функция Бесселя равна
J(x) =
x
2 (+ 12)
p

1Z
 1
(1  t2)  12 eitxdt:
(функция j(x) =
1Z
 1
(1 t2)  12 eitxdt – целая функция, коэффициенты
степенного ряда которой выражаются через  –функцию).
Для доказательства указанной формулы можно ограничиться фи-
нитной функцией f0, когда bf – целая функция от jzj. А коэффициен-
ты аналитической в окрестности нуля функции F0, когда F0(jxj2) =1P
k=0
ckjxj2k, можно найти по ней, используя оператор Лапласа с учётом
легко проверяемой формулы (x 6= 0; k 2 N)
kjxjn =
k 1Y
=0
(n  2)(n  2 +m  2)jxjn 2k:
и, значит, (jxj2F0(jx))x=0 = 2mc0; (F0(jxj)  c0)x=0 = 2mc1;
2(f0(jxj)  c0   c2jxj2)x=0 = 8m(m+ 2)c2 и так далее.
Теперь легко проверить искомую формулу в случае финитной
функции f0, сравнивая значения оператора Лапласа в нуле.
Теорема 2.7 (Бохнер). Для того чтобы средние Бохнера–РиссаX
k
(1  j"kj2)+ bfkek сходились к f при "& 0 на C(Tm) или на L1(Tm)
необходимо и достаточно:  >
m  1
2
.
В силу теорем 2.5 и 2.6 нужно доказать, что если '(x) = (1 
 jxj2)+, то b' 2 L1(Rm) в том и только в том случае, когда  > m 12 .
В силу предыдущего
'^(y) = jyj1 m2
1Z
0
(1  t2)tm2 Jm
2
 1(tjyj)dt
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и b'(y) = 2 (1 + ) 1jyjm2 + Jm2 +(jyj):
Совпадение этих функций можно проверить, напр., разложением
обеих формул в степенной ряд.
Для определения поведения гладкой функции ' около бесконе-
чности можно воспользоваться асимптотикой функции Бесселя: при
t!1
J(t) =
r
2
t
cos

t  
2
  
4

+O
 1
t
3
2

:
Следовательно, b' 2 L1(Rm) только при  > m 12 , что и требова-
лось доказать.
Более глубоким является вопрос о суммируемости рядов Фурье
почти всюду с указанием множества сходимости.
Ещё Лебег доказал, что для любой функции f 2 L1(T) почти
всюду, а именно в точках, в которых lim
jhj!0
1
h
hZ
0
f(x+ t)  f(x)dt = 0
(точки Лебега) предел n(f ;x) при n ! 1 равен f(x). Есть уже
критерий, т.е., необходимое и достаточное условие одновременно, в
терминах преобразования Фурье функции-множителя ' (см. [8]). А
из сходимости в точках Лебега следует сходимость по норме в C(T),
а значит, и в L1(T).
А здесь рассмотрим вопрос о сходимости сумм Фейера n в то-
чках дифференцируемости интеграла
xR
0
f(t)dt. Это множество более
широкое и, как оказалось, может быть и расходимость.
Теорема 2.8. Пусть f0 2 L1(T) и существует производная ин-
теграла
xZ
0
f0 в нуле и она равна нулю, т.е., limjtj!0
1
t
tZ
0
f0(u)du = 0:
Тогда при F0(t) =
1
t
tZ
0
f0(u)du lim
n!1
 
n(f0; 0) + Sn(F0; 0)

= 0;
а ряд Фурье функции F0 может и расходиться в нуле.
Доказательство. Ядро Дирихле равно
Dn(t) =
1
2
+
nX
k=1
cos kt =
sin(n+ 12)t
2 sin t2
;
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а ядро Фейера
n(t) =
1
2
+
nX
k=1

1  k
n+ 1

cos kt =
sin2(n+ 1) t2
2(n+ 1) sin2 t2
:
Заменяя F0 на
1
2 sin t2
tZ
0
f0(u)du и интегрируя по частям, получаем
"
sin2(n+ 1) t2
2(n+ 1) sin2 t2

tZ
0
f0(u)du
#
 
+
1

Z
 
F0(t)2 sin
t
2
nX
k=1
k

1  k
n+ 1

sin ktdt
= O
 1
n

+
Z
 
F0(t)
nX
k=1
k

1  k
n+ 1

cos

k   1
2

t  cos

k +
1
2

t

:
А сумма под знаком интеграла равна
n+1X
k=1
k

1  k
n+ 1

cos

k   1
2

t 
n+1X
k=1
(k   1)

1  k   1
n+ 1

cos

k   1
2

t
=
n+1X
k=1

1  2k
n+ 1
+
1
n+ 1

cos

k   1
2

t
=
nX
k=0

1  2k
n+ 1
  1
n+ 1

cos

k +
1
2

t;
а значит, равна и среднему арифметическому последних двух сумм,
т.е.,
cos
t
2
nX
k=1

1  2k
n+ 1

cos kt+
1
2(n+ 1)
nX
k=1

cos(k  1
2

t  cos

k+
1
2

t

+
1
2

1  1
n+ 1

cos
t
2
  1
2

1  1
n+ 1

cos

n+
1
2

t
= 2 cos
t
2
nX
k=1

1  k
n+ 1

cos kt  cos t
2
nX
k=1
cos kt+
1
2
cos
t
2
 1
2
cos

n+
1
2

t+O
 1
n

= 2 cos
t
2

n(t)  1
2

  cos t
2

Dn(t)  1
2

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+
1
2
cos
t
2
  1
2
cos

n+
1
2

t+O
 1
n

:
Так что при F1(t) = F0(t) cos
t
2
имеем
n(f0; 0) = 2n(F1; 0)  Sn(F1; 0)  1
2
Z
 
F0(t) cos

n+
1
2

tdt+O
 1
n

:
По теореме Фейера (см. после теоремы 2.2)
lim
n!1n(F1; 0) = F1(0) = 0;
а интеграл стремится к нулю в силу леммы Римана–Лебега.
Осталось учесть, что в силу той же леммы Римана–Лебега и
lim
n!1Sn(F1   F0; 0) = limn!1
1

Z
 
F0(t) 
1  cos t2
2 sin t2
 sin

n+
1
2

tdt = 0:
Искомая формула доказана.
Есть много разных примеров расходящихся рядов Фурье непре-
рывных функций. Нам нужна четная функция F0 вида
tF0(t) =
tZ
0
f0(u) du; f0 2 L1(T);
с расходящимся в нуле рядом Фурье.
Воспользуемся примером из теоремы 2.1.
При nk = 3k
3
(k  0) и ak = 1
k3=2
(k 2 N)
F0(t) = ak sinnkjtj
 
nk
 jtj  
nk 1

:
Поскольку
nk
nk 1
– нечетное число, а lim
k!1
ak ln
nk
nk 1
=1, то
lim
k!1
Snk(F0; 0) =1:
Функция F0 не только непрерывна (F0(0) = F0() = 0), но и
имеет конечные односторонние производные в точках  
nk
(k  0).
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При t > 0 tF0(t) =
tZ
0
 
F0(u) + uF
0
0(u)

du: Но
Z
0
uF 00(u) du = 1X
k=1

nk 1Z

nk
uaknkj cosnkuj du 
1X
k=1
aknk
1
2
 
nk 1
2
<1:
Теорема доказана. 
В [11] приведена впервые и общая терема о сходимости в таких
точках.
3. Некоторые экстремальные задачи
Теорема 3.1. Если функция f : R! C имеет период 2;
2 bf0 = +R
 
f = 0 и f 2W r(T); r 2 N, то
jjf jj1  Kr
f (r)1; Kr = 4
1X
=0
( 1)(r + 1)
(2 + 1)r+1
и неравенство точное.
При r = 1, когда K1 =

2
, это неравенство анонсировал H. Bohr,
а в общем случае доказал Бернштейн (см. [12], с. 171).
Доказательство. Очевидно, что в силу равенства Парсеваля, на-
пример,
f(x) =
1
2
Z
T
f (r)(x  t)br(t)dt;
где сплайн Бернулли
br(t) =
1X
k 6=0
eikt
(ik)r
= 2
1X
k=1
cos(kt  r2 )
kr
:
Очевидно, что любая функция g 2 L1(T) с интегралом bg0 = 0
является r–й производной периодической функции. Поэтому, если
R
 
sign br(t)dt = 0; то
sup
f2W r(T); bf0=0 jjf jj1 =
1
2
Z
T
jbr(t)jdt:
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Отметим сначала, что b0r(t) = br 1(t), а
b1(t) = 2
1X
k=1
sin kt
k
= (   jtj)sign t (jtj  ):
Очевидно, что если g 2 C[0; ]; g(0) = g() = 0 и g00(t) > 0
при t 2 (0; ), то на (0; ) g(t) < 0. Поэтому на (0; ) b3(t) < 0;
b5(t) > 0 и т.д. Но тогда при чётном r на (0; ) br строго возрастает
или убывает. Получаем, что sign br = ( 1)
r+1
2 sign sin t при нечётном
r. А если заметить,что при чётном r

2Z
0
br =
Z

2
br, то можно сделать
вывод, что sign br(t) = ( 1)
r+2
2 sign cos t: Осталось для вычисления
интеграла от jbrj учесть, что
sign sin t =
4

1X
=0
sin(2 + 1)t
2 + 1
; sign cos t =
4

1X
=0
( 1) cos(2 + 1)t
2 + 1
и применить равенство Парсеваля. Теорема доказана. 
Теорема 3.2 (Неравенства для промежуточных производных).
1) Для функций из C2[a; b] (здесь и далее Mk = sup jf (k)(x)j)
jf 0(a)j  b  a
2
M0 +
2
b  aM2;
f 0a+ b2
  b  a2 M0 + 4b  aM2:
2) Для функций из C2[0;+1) M1  2
p
M0M2, а для функций из
C2(R) M1 
p
2M0M2.
Все неравенства точные.
Доказательства. 1) Если f 2 C2[ 1; 1], то для x 2 [ 1; 1] имеет
место равенство
xZ
 1
f 00(t)(t+ 1)dt+
1Z
x
f 00(t)(t  1)dt = 2f 0(x) + f(1)  f( 1);
из которого следует точное неравенство при a =  1 и b = 1:
jf 0(x)j  1
2
f(1)  f( 1)+ M2
2
 
x2 + 1

:
Для функций из C2[a; b] (M0 = sup jf(x)j, M1 = sup jf 0(x)j)
jf 0(a)j  b  a
2
M0 +
2
b  aM2;
f 0a+ b2
  b  a2 M0 + 4b  aM2:
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2) Минимизируя правые части этих неравенств по b a, получаем
точные неравенства для полуоси (Ландау) и оси (Адамар), соответ-
ственно.
А при f(1) = f( 1) и x 2 [ 1; 1] jf 0(x)j  M2
2
 
x2 + 1

и можно
рассмотреть ещё 2–периодические функции.
Следствие. На оси и полуоси при Mk = sup jf (k)(x)j, 1  k 
r   1, при некоторой константе , зависящей только от k и r,
Mk  M (1 
k
r
)
0 M
k
r
r :
Достаточно применить индукцию. Очевидно ещё, что вместо клас-
са Cr можно иметь в виду W r:
Наименьшая константа для оси найдена Колмогоровым и она рав-
на  =
Kr k
(Kr)
(1  k
r
)
(определение констант Эйлера–Бернулли Kr
см. в теореме 3.1).
Теорема 3.3. Для любых двух последовательностей fkg10 и
fkg10
sup
1P
p=0
sup
kp
jkj1
 1X
k=0
kk
 = sup
n0
1
n+ 1
nX
k=0
jkj
и
sup
1
n+1
nP
k=0
jkj1
 1X
k=0
kk
 = 1X
p=0
sup
kp
jkj:
Доказательство. Очевидно, что можно рассматривать только по-
ложительные последовательности. Полагая k = sup
pk
p и Bk =
= (k + 1) 1
kP
p=0
p и применяя преобразование Абеля, получаем
nP
k=0
kk 
nX
k=0
kk = Bn(n+ 1)

n +
n 1X
k=0
Bk(k + 1)

k


(n+ 1)n +
n 1X
k=0
(k + 1)k

sup
n0
Bn = sup
n
Bn
nX
k=0
k:
Переходя к пределу при n!1; получаем оценку сверху сразу в
двух случаях.
Для доказательства её точности в первом случае можно взять
k = (n+ 1)
 1 при 0  k  n и k = 0 при k > n; для любого n:
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Если во втором случае
1P
k=0
k =1, то можно положить k  1, а
при сходимости этого ряда экстремальную последовательность опре-
делим так. Пусть n1 – наибольший из номеров, для которых n1 = 0,
а для p  2 пусть np – наибольший из номеров, для которых n =
np 1+1. Тогда полагая n1 = n1 + 1; np = np   np 1 при p  2; и
k = 0 при k 6= np; p = 1; 2; : : : ; получаем Bn  1 при любом n для
такой последовательности и
1X
k=0
kk = 

0(n1 + 1) +
1X
p=2
np 1+1(np   np 1) =
1X
k=0
k:
Теорема доказана. 
Перейдём к функциям на полуоси и введём два пространства
L01 =
n
f :
+1Z
0
ess sup
tx
jf(t)jdx = jjf jjL01 <1
o
;
L01 =
n
f : sup
x>0
1
x
xZ
0
jf(x)jdx = jjf jjL01 <1
o
:
Это два банаховых пространства. При этом, например,
sup
g:jjgjjL011
 1Z
0
f(x)g(x)dx
 = jjf jjL01 :
Неравенство доказывается, как и ранее, интегрированием по ча-
стям, а равенство получаем при g(x) =
1
y
; y > 0 при x 2 (0; y] и
g(x) = 0 при x > y.
Отметим, что пространство L01, в отличие от пространства L1,
не является сепарабельным и в нём не является плотным ни мно-
жество непрерывных функций, ни множество ступенчатых функций.
Но плотным является множество функций, принимающие конечное
число значений. Сопряжённым к L01 является пространство L01 и оба
пространства рефлексивные.
Теорема 3.4 (Расстояние до подпространства в L1). Пусть E –
подпространство L1[a; b], например, и f 2  L1 n E: Для того чтобы
dist(f;E) = min
g2E
jjf   gjjL1 = jjf   gjjL1
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необходимо и достаточно, чтобы существовала функция h такая,
что почти всюду
jhj  1; h(f   g) = jf   gj
и для всех g 2 E
bZ
a
hg = 0: При этом dist(f;E) =
bZ
a
hf:
Если дополнительно f   g 6= 0 почти всюду, то h = sign(f   g)
(для z 2 C n f0g sign z = zjzj).
Такой вид принял этот критерий после работ А. А. Маркова и
С. М. Никольского.
Достаточность очевидна:
jjf gjjL1 =
Z
h(f g) =
Z
hf =
Z
h(f g) 
Z
jf gj = jjf gjjL1 :
Для доказательства необходимости в общем виде используется
двойственность и вид линейного непрерывного функционала в L1 (см.
[8]).
Отметим ещё, что если функция непрерывна, а E — подпространс-
тво многочленов степени не выше n, то ближайший многочлен един-
ственный (теорема Джексона). См. [13].
А для простейшей функции с разрывом f(x) = sign(x c); c 2 (a; b)
уже в случае одномерного подпространства констант ближайших эле-
ментов бесконечно много.
4. Отдельные теоремы
Теорема 4.1 (Аппроксимационная теорема Вейерштрасса).
Это теорема о замкнутости системы степеней fxng1n=0 в простран-
стве C[a; b].
Для её доказательства для отрезка [0; 1] С. Н. Бернштейн ввёл,
исходя из вероятностных соображений (распределение Бернулли), мно-
гочлены
Bn(f ;x) =
nX
k=0
f
k
n
n
k

xk(1  x)n k:
Для доказательства равномерной сходимости к непрерывной фун-
кции f понадобится тождество
nX
k=0

x  k
n
2n
k

xk(1  x)n k = 1
n
x(1  x):
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Если jf(x)j  M , а для " > 0 найдётся  > 0 такое, что jx   yj <
 7! jf(x)  f(y)j < ", то jf(x)  f(y)j  "+ 2M (x  y)
2
2
: Тогда
f(x) Bn(f ;x) =  nX
k=0

f(x)  f
k
n
n
k

xk(1  x)n k


nX
k=0
f(x)  fk
n
n
k

xk(1  x)n k
 "+ 2M
2
nX
k=0

x  k
n
2n
k

xk(1  x)n k  "+ 2M
2
 1
n
x(1  x):
А искомое тождество можно доказать двукратным дифференци-
рованием формулы бинома (a+b)n по a и последующей подстановкой
a = x; b = 1  x.
Н. Н. Лузин назвал эти многочлены изящными, а Харди и Рого-
зинский – “most elegant”.
Л. В. Канторович предложил следующую модификацию этих мно-
гочленов для интегрируемых функций
(n+ 1)
nX
k=0

n
k

xk(1  x)n k
k+1
n+1Z
k
n+1
f(t)dt:
Отметим ещё, что для того чтобы имела место теорема Вейер-
штрасса необходимо и достаточно, чтобы
1Z
0
xnf(x)dx = 0 (n  0) ) f(x)  0:
Необходимость очевидна: если последовательность многочленов
pn (напр., Bn(f)) сходится к f , то
1Z
0
pnf = 0;
1Z
0
f2 = lim
1Z
0
pnf = 0; f  0:
Достаточность. Сначала докажем замкнутость этой системы в
L2[0; 1], где замкнутость эквивалентна полноте: система fgng замкну-
та в L2 тогда и только тогда, когда при f 2 L2
1Z
0
fgn = 0 ) f = 0:
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А перейти к пространству C[0; 1] можно так. Считаем, что f 2
C1[0; 1] и f(1) = f(0) = 0. Тогда и
1Z
0
xnf 0(x)dx = 0 (при n 2 N
проверяется интегрированием по частям), а
max jf(x) pn(x)j = max
 xZ
0
 
f 0(t) p0n(t)

dt
   1Z
0
f 0(t) p0n(t)2dt 12 :
В силу предыдущего найдётся последовательность p0n, сходящаяся
к f 0 в L2.
Отметим ещё несколько свойств многочленов Bn.
Bn(0) = f(0); Bn(1) = f(1), а поскольку
 nX
k=0
ak;n

n
k

xk(1 x)n k
0
=n
n 1X
k=0
(ak+1;n ak;n)

n  1
k

xk(1 x)n k 1;
то для монотонной функции и многочлены монотонные, для выпу-
клой – выпуклые и т.д. А если f 2 Cr[0; 1], то и B(r)n сходятся равно-
мерно к f (r).
Теорема 4.2 (Титчмарша о свёртке). Если f1 и f2 принадлежат
L1[0;+1), а
R x
0 f1(t)f2(x   t)dt = 0 почти при всех x  0, то хотя
бы одна из двух функций равна нулю почти всюду.
Доказательство. Полагаем f1(x) = f2(x) = 0 при x < 0, тогда
свёртка
R +1
 1 f1(t)f2(x  t)dt = 0, а преобразования Фурье обеих фун-
кций аналитичны в верхней полуплоскости Imz > 0 и непрерывны
в её замыкании. При этом f^1(y)  f^2(y) = 0 тождественно, так как
в силу теоремы Фубини свёртка интегрируема и её преобразование
Фурье равно
p
2f^1(y)  f^2(y). Если f^1(y0) 6= 0, то такое же неравен-
ство по непрерывности имеет место и в некотором интервале. Тогда
в этом интервале равна нулю f^2. Продолжаем f^2 в нижнюю полу-
плоскость по принципу симметрии: f^2(z) = f^2(z): В силу теоремы
Мореры f^2 аналитична во всей области определения и в силу теоре-
мы единственности равна нулю тождественно. По следствию теоремы
2.4 f2 = 0 почти всюду, что и требовалось доказать. 
Теорема 4.3 (Уитни). Если функция f 2 C[a; b], а pk 1; k 2 N; её
интерполяционный многочлен степени не выше k  1, определяемый
k узлами, то существует постоянная c, не зависящая от функции
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и отрезка и такая, что
max
x2[a;b]
f(x)  pk 1(x)  c!kf ; b  a
k

;
где
!k(f ;h) = sup
ax(x+k)b;0<h b a
k

kX
m=0

k
m

( 1)mf(x+m)

(под знаком модуля стоит разность kf(x).)
Доказательство. Не уменьшая общности, функцию можно счи-
тать гладкой.
Для гладкой функции модуль разности с её многочленом Тейлора
степени (k   1) не больше sup f (k)(x)(b  a)k
k!
:
Введём гладкую функцию типа Стеклова
fk;h(x) =
1
hk
hZ
0
d1
hZ
0
d2   
hZ
0
kX
m=1

k
m

( 1)m+1f
 
x+m
kX
=1

!
dk:
Для неё
jjf   fk;hjj  !k(f ; kh)  kk!k(f ;h);
а
f
(k)
k;h(x) =
1
hk
kX
m=1

k
m
 hZ
0
d1
hZ
0
d2   
hZ
0
f (k)
 
x+m
kX
=1

!
dk
=
1
hk
kX
m=1
( 1)m+1

k
m

( 1)kmkhk f(x)
и, значит, f (k)k;h1  2k   1hk kk!k(f ;h):
Теперь f нужно приблизить функцией fk;h при h =
b  a
k
, а к fk;h
применить доказанные неравенства.
Так что существует многочлен epk 1 с приведенной в теореме оцен-
кой приближения. Осталось заменить его интерполяционным много-
членом pk 1(f).
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Очевидно,что jjpk 1(f)jj1  jjf jj1, где  определяется располо-
жением узлов интерполяции (зависит от расстояний между соседни-
ми узлами). Тогда
jjf   pk 1(f)jj  jjf   pk 1jj+ jjpk 1(f   epk 1)jj  (1 + )jjf   epk 1jj
и теорема доказана. 
Наименьший рост  в зависимости от k (в приведенном доказа-
тельстве) равен ln k.
Таким же образом можно рассмотреть приближение эрмитовским
интерполяционным многочленом.
Уитни доказал эту теорему для любой ограниченной функции (не
обязательно измеримой).
Теорема 4.4 (О распределении простых чисел). Через (n) при
n  2 обозначают число простых чисел  n. Существуют два поло-
жительных числа c1 и c2 такие, что при любом n  2
c1  n
log n
 (n)  c2  n
log n
:
Доказательство. Если '(m) – наименьшее общее кратное чисел
2; 3; :::; m, то '(m)  m(m) и
(2n+ 1)(2n+1)
1Z
0
xn(1  x)ndx  '(2n+ 1)
1Z
0
xn(1  x)ndx  1:
Отсюда можно вывести оценку снизу для (n), так как
1Z
0
xn(1 x)ndx  1
4n
: Оценку сверху можно получить из неравенства
(n+ 1)(2n) (n) 

2n
n

 4n:
П. Л. Чебышев несколько более точными рассуждениями (нужно,
чтобы было 2c1 > c2) доказал постулат Бертрана: между n и 2n есть
простые числа.
Уже давно доказано, что если qn – многочлен с целыми коэффи-
циентами степени n с наименьшей ненулевой sup нормой модуля на
[0; 1], то lim
n!1 jjqnjj
1
n1 >
1
e
и таким образом доказать асимптотический
закон распределения простых чисел нельзя (см. [14]).
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Теорема 4.5 (Бернштейн). Если f : [0; 1] ! R, f(1   0) = f(1) и
при m 2 Z+ и 0  x < x+mh  1
hmf(x) =
mX
k=0
( 1)m k

n
k

f(x+ kh)  0
(полная монотонность), то f(z) =
1P
k=0
akz
k при jzj  1 и ak  0;
k  0.
Доказательство. Из условия при m = 1 и m = 2 следует, что
f 2 C[0; 1]. Для многочленов Бернштейна (см. теорему 4.1)
B(m)n (x)=n(n 1)    (n m+1)
n mX
p=0

1
n
mf
 p
n
n m
p

xp(1 x)n m p0;
jBn(z)j  Bn(1) = f(1) (jzj  1):
Осталось применить теоремы Монтеля о компактности, Вейер-
штрасса о сходимости аналитических функций с производными и
учесть, что если при x 2 [0; 1) f(x) =
1P
k=0
ckx
k, где все ck  0, а
f(1  0) = f(1), то P
k
ck = f(1):
Теорема 4.6 (Обобщение формулы Эйлера–Маклорена). Пусть
при n 2 Z и целом r  0 функция f и её производная f (r) 2 V [n;1),
а lim f ()(x) = 0 при x! +1 ( 2 [0; r]): Тогда при 0 < jxj  
1P
k=n
f(k)eikx =
1Z
n
f(u)eiuxdu+
1
2
f(n)einx
+einx
r 1X
p=0
( i)p+1
p!
h(p)(x)f (p)(n) +  rV1n (f
(r));
где h(x) =
1
x
  1
2
ctg(x=2) и jj  3:
Формула Эйлера–Маклорена получается при x! 0 ([8], 4.1.5).
Пусть E линейное пространство над полем вещественных чисел.
Функция f : E ! C называется положительно определённой (п.о.) на
E, если для любого набора fxkgnk=1 элементов E и любого множества
fkgnk=1 комплексных чисел
nX
k;s=1
f(xk   xs)k s  0:
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Если E – гильбертово пространство, то можно взять, напр.,
f(x) = ei(x;y) при y 2 E:
Хорошо известен критерий п.о. Бохнера–Хинчина в случае E =
Rm: представимость функции в виде преобразования Фурье конечной
борелевской положительной меры. Есть и другие критерии, которые
введены для определённых целей.
Теорема 4.7 (Критерий положительной определённости). Пусть
функция f непрерывна в нуле. Для того чтобы она была п.о. в R
необходимо и достаточно выполнение следующих условий:
) f 2 C(R) и ограничена;
) несобственный интеграл
+1Z
0
(f(t)  f( t))
t
dt сходится
(в смысле Коши);
) lim
T!+1
1
2T
TZ
 T
f(t) dt  0;
) существует число k0 2 N такое, что при k  k0 и x 6= 0
(signx)k+1
1Z
 1
f(t)dt
(x+ it)k+1
 0:
С помощью этого критерия решена следующая задача (см. [8],
6.2.8 и 6.3.12).
Пусть f0(t) = 0 при t 2 [1;+1), а на [0; 1) – это многочлен степени
n при f0(0) = 1. Найти п.о. функцию в Rm вида f0(jxj) (jxj – евкли-
дова норма в Rm) наибольшей гладкости в Rm (radial basis function).
При нечётном m этот “сплайн” единственный и принадлежит Cr при
r = 2[
2n m  1
6
] (целая часть).
Пример. f0(jxj) =
 
1  jxj4
+
 
1 + 4jxj 2 C2(R3): См. также [15].
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