Abstract. A random coefficient autoregressive process is deeply investigated in which the coefficients are correlated. First we look at the existence of a strictly stationary causal solution, we give the second-order stationarity conditions and the autocorrelation function of the process. Then we study some asymptotic properties of the empirical mean and the usual estimators of the process, such as convergence, asymptotic normality and rates of convergence, supplied with the appropriate assumptions on the driving perturbations. Our objective is to get an overview of the influence of correlated coefficients in the estimation step, through a simple model. In particular, the lack of consistency is shown for the estimation of the autoregressive parameter when the independence hypothesis is violated in the random coefficients. Finally, a consistent estimation is given together with a testing procedure for the existence of correlation in the coefficients. While convergence properties rely on the ergodicity, we use a martingale approach to reach most of the results.
Introduction and Motivations
In the econometric field, nonlinear time series are now very popular. Our interest lies in some kind of generalization of the standard first-order autoregressive process through random coefficients. The well-known random coefficient autoregressive process RCAR(1) is defined for t ∈ Z by X t = (θ + η t )X t−1 + ε t where (ε t ) and (η t ) are uncorrelated white noises. Since the seminal works of Anděl [1] and Nicholls and Quinn [16] , stationarity conditions for such processes have been widely studied under various assumptions on the moments of (ε t ) and (η t ). Namely, the process was proven to be second-order stationary if θ 2 + τ 2 < 1 where τ 2 stands for the variance of (η t ). Quite recently, Aue et al. [3] have given necessary and sufficient conditions for the existence and uniqueness of a strictly stationary solution of the RCAR(1) process, derived from the more general paper of Brandt [6] , and some of our technical assumptions are inspired by their works. However, the flexibility induced by RCAR processes is balanced by the absence of correlation between two consecutive values of the random coefficient. In a time series context, this seems somehow counterintuitive and difficult to argue. Our main objective is precisely to show that the violation of the independence hypothesis in the coefficients, though quite likely for a stochastic phenomenon, leads to a falsification of the whole estimation procedures, and therefore of statistical interpretations. That is the reason why we suggest in this paper an example of random coefficients having a short (finite) memory, in the form of a moving-average dynamic, for which the estimation of the mean value shall be conducted as if they were uncorrelated. For all t ∈ Z, we consider the first-order autoregressive process given by (1.1) X t = θ t X t−1 + ε t where θ t is a random coefficient generated by the moving-average structure (1.2) θ t = θ + α η t−1 + η t .
This choice of dependence pattern in the coefficients is motivated by Prop. 3.2.1 of [7] which states that any stationary process having finite memory is solution of a moving-average structure. In other words, there exists a white noise such that the random coefficients admit the decomposition given above, and this justifies our interest in (1.2). We can find the foundations of a similar model in Koubkovà [14] or in a far more general way in Brandt [6] , but as we will see throughout the paper our objectives clearly diverge. While their works concentrate on the properties of the stationary solution, a large part of this paper focuses on inference. The set of hypotheses that we retain is presented at the end of this introduction, and Section 2 is devoted to the existence, the uniqueness and the stationarity conditions of (X t ). This preliminary study enables us to derive the autocorrelation function of the process. In Section 3, the empirical mean of the process and the usual estimators of θ and σ 2 are investigated, where σ 2 stands for the variance of (ε t ). In particular, we establish some almost sure convergences, asymptotic normalities and rates of convergence, and we also need some results on the fourth-order moments of the process that we deeply examinate. The surprising corollary of these calculations is that the estimation is not consistent for θ as soon as α = 0, whereas it is well-known that consistency is preserved in the RCAR(1) process. That leads us in Section 4 to build a consistent estimation together with its asymptotic normality, and to derive a statistical procedure for the existence of correlation in the coefficients. In Section 5, we finally prove our results. The estimation of RCAR processes has also been widely addressed in the stationary case, for example by Nicholls and Quinn [15] and later by Schick [19] , using either least squares or quasi-maximum likelihood. The crucial point in these works is the strong consistency of the estimation, whereas it appears in our results that the introduction of correlation in the coefficients is only possible at the cost of consistency. In a general way, our objective is to get an overview of the influence of correlated coefficients in the estimation step through a simple model, to open up new perspectives for more complex structures of dependence. Throughout the paper, we will recall the well-known results related to the first-order stationary RCAR process that are supposed to match with ours for α = 0. The reader may find a whole survey in Nicholls and Quinn [17] and without completeness, we also mention the investigations of [18] , [13] , [11] , [12] , [4] about inference on RCAR processes, or the unified procedure of Aue and Horváth [2] and references inside. For all a > 0, we note the moments
. To simplify the calculations, we consider the family of vectors given by
A particular 3 ×3 matrix is used all along the study to characterize the second-order properties of the process, it is based on {U 0 , U 1 , U 2 } in such a way that
Similarly, the fourth-order properties of the process rest upon the family of vectors {V 0 , . . . , V 4 } where
There are used to build the 5 × 5 matrix H whose columns are defined as
Explicitly,
Various hypotheses on the parameters will be required (not always simultaneously) throughout the study, closely related to the distribution of the perturbations.
(H 1 ) The processes (ε t ) and (η t ) are mutually independent strong white noises such that E[ln
There exists continuous mappings g and h such that σ 4 = g(σ 2 ) and τ 4 = h(τ 2 ).
Remark 1.1. Clearly, (H 2 ) can be replaced by the far less restrictive natural condition σ 1 = τ 1 = 0. Considering that all existing odd moments of (ε t ) and (η t ) are zero is only a matter of simplification of the calculations, that are already quite tricky to conduct. An even more general (and possible) study must include the contributions of σ 3 , τ 3 , τ 5 and τ 7 in the whole calculations.
is satisfied in the centered Gaussian case with g(t) = h(t) = 3 t 2 . It is also satisfied for most of the distributions used to drive the noise of regression models (centered uniform, Student, Laplace, etc.). Nevertheless, it is a strong assumption only used at the end of the study.
Short explanations of the remarks appearing in Sections 2 and 3 are given at the beginning of Section 5.
Stationarity and Autocorrelation
It is well-known and easy to establish that the sequence of coefficients (θ t ) given by (1.2) is a strictly stationary and ergodic process with mean θ and autocovariance function given by
Clearly, any solution of (1.1) satisfies a recurrence equation, and the first result to investigate is related to the existence of a causal, strictly stationary and ergodic solution.
Theorem 2.1. Assume that (H 1 ) holds. Then almost surely, for all t ∈ Z, (2.1)
In addition, (X t ) is strictly stationary and ergodic.
Proof. See Section 5.2.
By extension, the same kind of conclusions may be obtained on any process (ε According to the causal representation of the above theorem, the process is adapted to the filtration defined as
We are now interested in the existence of the second-order properties of the process, under some additional hypotheses. We derive below its autocorrelation function using the previous notations and letting (2. 3)
and we take advantage of the calculations to guarantee the unicity of the secondorder stationary solution.
is a strictly and secondorder stationary process with mean zero and autocovariance function given by
Its autocorrelation function is defined as
In addition, this is the unique causal ergodic strictly and second-order stationary solution.
Proof. See Section 5.3.
Remark 2.1. Suppose that the process is stationary with second-order moments such that the parameters satisfy 2 α τ 2 = 1. Then, (2.4) leads to γ X (0) = 0, meaning that (X t ) is a deterministic process. This case is naturally excluded from the study, just like σ 2 = 0 leading to the same conclusion.
Remark 2.2. For α = 0, the set of eigenvalues of M is {θ 2 + τ 2 , 0, 0}. Thus, the assumption ρ(M) < 1 reduces to θ 2 + τ 2 < 1, which is a well-known result for the stationarity of RCAR(1) processes.
Empirical mean and Usual estimation
Assume that a time series (X t ) generated by (1.1)-(1.2) is observable on the interval t ∈ {0, . . . , n}, for n ≥ 1. We additionally suppose that X 0 has the strictly stationary and ergodic distribution of the process.
Remark 3.1. Making the assumption that X 0 has the strictly stationary and ergodic distribution of the process is only a matter of simplification of the calculations. To be complete, assume that (Y t ) is generated by the same recurrence with initial value Y 0 . Then for all t ≥ 1,
For a sufficiently large t and letting κ = E[ln |θ + α η 0 + η 1 |] < 0, it can be shown (see Section 5.1 for details) that, almost surely,
.
Then Y 0 could by any random variable satisfying |X 0 − Y 0 | < ∞ a.s. and having at least as many moments as X 0 .
Denote the sample mean by
Then, we have the following result, where the asymptotic variance κ 2 will be explicitly given in (5.18).
Theorem 3.1. Assume that (H 1 )-(H 2 ) hold. Then as n tends to infinity, we have the almost sure convergence
In addition, if (H 3 ) also holds, we have the asymptotic normality
Proof. See Section 5.4.
Remark 3.2. For α = 0, our calculations lead to
.
If in addition τ 2 = 0, we find that
which is a result that can be deduced from Thm. 7.1.2 of [7] . Now, consider the estimator given by
It is essential to be well aware that θ n is not the OLS estimate of θ as soon as α = 0. This choice of estimate is a consequence of our objectives : to show that an OLS estimation of θ in a standard RCAR(1) model may lead to inappropriate conclusions (due to correlation in the coefficients). Indeed, we shall see in this section that it is not consistent for α = 0, and we will provide its limiting value. We will also establish that it remains asymptotically normal. This estimator will be described as the usual one afterwards. Denote by (3.7) θ * = θ 1 − 2 α τ 2 and recall that 2 α τ 2 = 1. The asymptotic variance ω 2 in the central limit theorem will be built step by step in Section 5.5 and given in (5.39).
Theorem 3.2. Assume that (H 1 )-(H 3 ) hold. Then as n tends to infinity, we have the almost sure convergence
In addition, if (H 4 ) holds, we have the asymptotic normality
Proof. See Section 5.5.
Remark 3.3. For α = 0, θ * = θ and, as it is well-known, the estimation is consistent for θ. In addition, the coefficients matrix K defined in (A.4) takes the very simplified form where each term is zero except K 11 = σ 2 and K 22 = τ 2 . Similarly, only the first columns of M and H are nonzero. Then, letting
t ] as in the associated proof, the asymptotic variance is now
One can check that this is a result of Thm. 4.1 in [15] , in the particular case of the RCAR(1) process but under more natural hypotheses (they assume that E[X 4 t ] < ∞ while we derive it from some moments conditions on the noises). Explicitly, it is given by
. If in addition τ 2 = τ 4 = 0, we find that
which is a result stated in Prop. 8.10.1 of [7] , for example.
Remark 3.4. For α = 0, the set of eigenvalues of H is {θ 4 + 6 θ 2 τ 2 + τ 4 , 0, 0, 0, 0}. Thus, the assumption ρ(H) < 1 reduces to θ 4 + 6 θ 2 τ 2 + τ 4 < 1, which may be seen as a condition of existence of fourth-order moments for the RCAR(1) process. Theorem 3.3. Assume that (H 1 )-(H 4 ) hold. Then as n tends to infinity, we have the rates of convergence
Proof. See Section 5.6.
Remark 3.5. The above theorem leads to the usual rate of convergence for the estimation of parameters driving stable models,
Remark 3.6. Even if it is of reduced statistical interest, the same rates of convergence may be reached forX n .
Finally we build the residual set given, for all 1 ≤ t ≤ n, by
The usual estimator of σ 2 is defined as
Denote by
hold. Then as n tends to infinity, we have the almost sure convergence
Proof. By ergodicity, the development of σ 2,n in (3.16) leads to
But the definition of θ n in (3.6) also implies
In their work, Nicholls and Quinn [15] have taken into consideration the fact that this estimator of σ 2 was not consistent, that is the reason why they suggested a modified estimator that we will take up in the next section. Now if τ 2 = 0, we reach the well-known consistency.
A test for correlation in the coefficients
We now apply a Yule-Walker approach up to the second-order autocorrelation. Using the notations of Theorem 2.2 and letting γ = α τ 2 ,
respectively. We define the mapping from [−1 ; 1]\{±
and the new couple of estimates
To be consistent with (4.2), we assume in the sequel that √ 2 θ = ±(1 − 2 α τ 2 ). We also assume that ψ 0 0 = 0, where ψ 0 0 is described below. Since it seems far too complicated, we do not give any reduced form to the latter hypothesis, instead we gather in Θ * = { √ 2 θ = ±(1 − 2 α τ 2 )} ∪ {ψ 0 0 = 0} the pathological cases and we pick the parameters outside Θ * to conclude our study. It obviously follows that θ n a.s.
−→ θ and γ n a.s.
−→ γ. In the following theorem, we establish the asymptotic normality of these new estimates, useful for the testing procedure. We denote by ∇f the Jacobian matrix of f . Theorem 4.1. Assume that (H 1 )-(H 4 ) hold. Then as n tends to infinity, we have the asymptotic normality
where Σ is a covariance given in (5.56) and
Proof. See Section 5.7.
Assuming random coefficients (that is, τ 2 > 0), note that γ = 0 ⇔ α = 0. Our last objective is to build a testing procedure for (4.6)
As it is explained in Remark 5.1, despite its complex structure, Ψ only depends on the parameters. Let ψ = ψ(θ, α, {τ k } 2,4,6,8 , {σ ℓ } 2,4 ) be the the lower right element of Ψ, and
where the numerator is given by
and assumed to be nonzero (by excluding Θ * ). As a corollary, ψ 0 continuously depends on the parameters under our additional hypothesis (see Remark 3.4). Suppose also that (H 5 ) holds, so that ψ 0 = ψ 0 (θ, τ 2 , σ 2 ), and consider
whereθ n is either θ n or θ n , and (τ 2,n ,σ 2,n ) is the couple of estimates suggested by [15] in formulas (3.6) and (3.7) respectively, also given in [13] . They are defined as
where ( ε t ) is the residual set built in (3.15), σ 2,n is given in (3.16) and for t ∈ {1, . . . , n}, Z t = X 2 t . Thm. 4.2 of [15] gives their consistency as soon as the RCAR(1) process has fourth-order moments. Furthermore, our study gives the consistency ofθ n under H 0 . We deduce from Slutsky's lemma that
if H 0 is true, where χ 2 1 has a chi-square distribution with one degree of freedom, whereas under H 1 the test statistic diverges (almost surely). The introduction of (H 5 ) enables to chooseσ 4,n = g(σ 2,n ) andτ 4,n = h(τ 2,n ) as consistent estimations of the related moments. Comparing the test statistic with the quantiles of χ 2 1 may constitute the basis of a test for the existence of correlation in the random coefficients of an autoregressive process. To conclude, we have shown through this simple model that the introduction of correlation in the coefficients is a significative issue in relation to the inference procedure. And yet, in a time series context it seems quite natural to take account of autocorrelation in the random coefficients, this is an incitement to put statistical conclusions into perspective dealing with estimation and testing procedures of RCAR models. The most challenging extensions for future studies seem to rely on more complex dependency structures in the coefficients, on the consideration of more autoregressions in the model, and of course on the behavior of the process under instability and unit root issues. The testing procedure for correlation in the random coefficients should also be studied on an empirical basis, this is an ongoing investigation. Reviewer for the suggestions and very constructive comments which helped to improve substantially the paper.
Proofs of the main results
In this section, we develop the whole proofs of our results. The fundamental tools related to ergodicity may be found in Thm. 3.5.8 of [21] or in Thm. 1.3.3 of [22] . We will repeatedly have to deal with E[η a t (θ + η t ) b ] for a, b ∈ {0, . . . , 4}, so we found useful to summarize beforehand the associated values under (H 2 ) in Table 1 below. For the sake of clarity, we postpone to the appendix the numerous constants that will be used thereafter. We start by giving some short explanations related to the remarks appearing in Sections 2 and 3. 5.1.1. Remark 2.1. Indeed, the explicit calculation of γ X (0) based on (2.4) leads to
About the remarks of
for some denominator satisfying d(θ, α, τ 2 , τ 4 ) = 2 θ 2 when 2 α τ 2 = 1. It follows that should this assumption be true under second-order stationarity, the process would be deterministic. 5.1.2. Remark 3.1. The objective here is to show that the difference between the process starting at X 0 having the strictly stationary and ergodic distribution and the same process starting at some Y 0 is (a.s.) negligible provided very weak assumptions on Y 0 . Following the idea of Lem. 1 in [3] and using the ergodic theorem, we obtain that for a sufficiently large t, almost surely
Hence, the asymptotic decrease of In the particular case where α = τ 2 = 0 (that is, in the stable AR(1) process), Thm. 7.1.2 of [7] states that √ nX n is asymptotically normal with mean 0 and variance given by
Thus, κ 2 00 implied by our results is coherent from that point of view. 5.1.4. Remark 3.3. Like in the previous remark, Prop. 8.10.1 of [7] states that, for α = τ 2 = 0, the OLS estimator of θ is asymptotically normal with rate √ n, mean 0 and variance given by 1 − θ 2 , which corresponds to ω 
process independent of (ε t ), itself obviously stationary and ergodic. Let us give more details. First, hypotheses (H 1 ) enable to make use of the same proof as [3] where the ergodic theorem replaces the strong law of large numbers to reach formula (6), and to establish that (2.1) is the limit of a convergent series (with probability 1). Then for all t ∈ Z,
(θ + α η t−ℓ−1 + η t−ℓ ) = X t − ε t meaning that (2.1) is a solution to the recurrence equation. Finally, the strict stationarity and ergodicity of (X t ) may be obtained following the same reasoning as in [15] . Indeed, the causal representation (2.1) shows that there exists φ independent of t such that for all t ∈ Z,
The set ((ε t , η t ), (ε t−1 , η t−1 ), . . .) being made of independent and identically distributed random vectors, (X t ) is strictly stationary. The ergodicity follows from Thm. 1.3.3 of [22] .
Proof of Theorem 2.2.
Ergodicity and strict stationarity come from Theorem 2.1. We consider the causal representation (2.1). First, since (ε t ) and (η t ) are uncorrelated white noises, for all t ∈ Z,
To establish the autocovariance function of (X t ), we have beforehand to establish a technical lemma related to the second-order properties of the process. For all k, h ∈ N * , consider the sequence
where a ∈ {0, 1, 2}, and build
Thereafter, M, N and U 0 refer to (1.4), (2.3) and (1.3), respectively.
with the convention that U 0,0 = U 0 .
Proof. In the whole proof, (F t ) is the filtration defined in (2.2) and Table 1 may be read to compute the coefficients appearing in the calculations. The coefficients θ k+h−1 , θ k+h−2 , . . . are F k+h−1 -measurable. Hence for h ≥ 1,
We get the matrix formulation U k,h = N U k,h−1 . It follows that, for h ∈ N,
The next step is to compute U k,0 , and we will use the same lines. For k ≥ 1,
where the initial vector U 1,0 is given by
It is then not hard to conclude that, for all k ∈ N * and h ∈ N,
For k = 0, a similar calculation based on the initial values u (a) 0,h for a ∈ {0, 1, 2} leads to U 0,h = N h U 0 , implying that (5.3) holds for all k, h ∈ N.
Corollary 5.1. Assume that (H 1 )-(H 3 ) hold. Then, the second-order properties of (X t ) are such that, for all a ∈ {0, 1, 2},
Proof. For all t ∈ Z and k ≥ 1, denote by
with P t, 0 = 1. Since (ε t ) and (η t ) are uncorrelated white noises, using the causal representation (2.1) and letting h = 0,
as a consequence of the strict stationarity of (θ t ). We remind that, under (H 3 ), it is well-known (see e.g. [10] ) that I 3 − M is invertible and that
Let us return to the proof of Theorem 2.2. From Lemma 5.1 and Corollary 5.1, we are now able to evaluate the autocovariance function of (X t ). For h ∈ N,
We get
We conclude using the fact that γ X does not depend on t. For all t ∈ Z and h ∈ N, γ X (h) = Cov(X t−h , X t ) = Cov(X t , X t+h ), which shows that the above reasoning still holds for h ∈ Z, replacing h by |h|. Now suppose that (W t ) is another causal ergodic strictly and second-order stationary solution. There exists ϕ independent of t such that for all t ∈ Z, X t − W t = ϕ((ε t , η t ), (ε t−1 , η t−1 ), . . .) and necessarily, (X t − W t ) is also a strictly stationary process having second-order moments. Let
, for a ∈ {0, 1, 2}. From the same calculations and exploiting the second-order stationarity of (X t − W t ), it follows that   e (0)
e (2) ) = 0, that 1 is an eigenvalue of M. Clearly, this contradicts ρ(M) < 1 which is part of (H 3 ). Thus, E[(X t − W t ) 2 ] must be zero and X t = W t a.s.
5.4.
Proof of Theorem 3.1. The convergence to zero is only the application of the ergodic theorem, since we have seen in (5.1) that E[X t ] = 0. Here, only (H 1 ) and (H 2 ) are needed. We make the following notations,
Consider the filtration (F * n ) generated by F * 0 = σ(X 0 , η 0 ) and, for n ≥ 1, by (5.6) η 1 ) , . . . , (ε n , η n )) and let
Under our hypotheses,M n is a locally square-integrable real vector (F * n )-martingale. We shall make use of the central limit theorem for vector martingales given e.g. by Cor. 2.1.10 of [9] . On the one hand, we have to study the asymptotic behavior of the predictable quadratic variation ofM n . For all n ≥ 1, let
with ∆M 1 =M 1 . To simplify the calculations, we introduce some more notations. The second-order moments of the process are called
where Λ t is given in (5.5), with λ 0 = γ X (0). We use the strict stationarity to establish, following Corollary 5.1 under the additional (H 3 ) hypothesis, that
and ergodicity immediately leads to
Now, we are going to study the asymptotic behavior of M n /n. First, under our assumptions,
Since the other calculations are very similar we only detail the first one,
We obtain usingK in (A.2) that
where the Hadamard product • is used to lighten the formula, and where the remainderR n is made of isolated terms such that, from (5.11),
We reach these results by computing
n for i, j ∈ {1, 2, 3} just as we have done above for some of them, and then by normalizing each sum, leaving the isolated terms in the remainder. For example,
It is then a direct application of the ergodic theorem that gives the O(n) behavior of the sums (and the o(n) behavior of the isolated terms as a consequence), and that enables to identify, by combining (5.11), (5.12) and (5.13), the limiting value (5.14)
M n n a.s.
−→K •Γ
whereΓ is given by
On the other hand, it is necessary to prove that the Lindeberg's condition is satisfied, namely that for all ε > 0,
as n tends to infinity. By ergodicity and strict stationarity of the increments (∆M t ) under the assumption on X 0 , it follows that for any M > 0,
Corollary
which is nothing but the central limit theorem for vector martingales, as intended. One can notice that the above reasoning is in fact a vector extension of the main result of [5] , related to the central limit theorem for martingales having ergodic and stationary increments. Finally, by a tedious but straightforward calculation, one can obtain that
√ n) a.s. from (5.11). It remains to apply Slutsky's lemma to conclude that
using the whole notations above.
Proof of Theorem 3.2.
The almost sure convergence essentially relies on the ergodicity of the process. Theorem 2.2 together with the ergodic theorem directly lead to
as n tends to infinity, but we are interested in the explicit form of the limiting value. From the combined expressions (1.1)-(1.2), it follows that
We also note from Corollary 5.1 that, for all t ∈ Z,
Thus, by stationarity and ergodicity,
Similarly, E[X 2 t−1 η t ] = E[X t−1 ε t ] = 0 and from the ergodic theorem,
The expression of θ n in (3.
Let us now establish the asymptotic normality. First, we have to study the fourthorder properties of (X t ) and some other technical lemmas are needed. For all k ∈ N * , consider the sequences
where a ∈ {0, . . . , 4}, and build
For the following calculations, H is defined in (1.6) and {V 0 , . . . , V 4 } in (1.5).
Proof. With the filtration (F t ) defined in (2.2), for k ≥ 1,
where Table 1 may be read to get the coefficients appearing in the calculations. We reach the matrix formulation V k = H V k−1 and the initial value V 1 is obtained via
Now for all 1 ≤ k < ℓ, consider the sequence
where a ∈ {0, . . . , 4}, then build
Once again, note that G can be expressed directly from {V 0 , . . . , V 4 },
Observe also that the upper left-hand 3 × 3 submatrix of G is precisely M given by (1.4) . This argument will be used thereafter to establish that ρ(G) < 1.
Proof. The calculations are precisely the same as in the proof of Lemmas 5.1 and 5.2. Indeed,
where we extend the definition of U k,h in (5.2) to a ∈ {0, . . . , 4}, namely
Then it just remains to investigate the behavior of u ℓ−k for a = 3 and a = 4 using Table 1 ,
It is not hard to conclude that, for all 1 ≤ k < ℓ,
Corollary 5.2. Assume that (H 1 )-(H 4 ) hold. Then, the fourth-order properties of (X t ) are such that, for all a ∈ {0, . . . , 4},
with P t, 0 = 1. Since (ε t ) and (η t ) are uncorrelated white noises, using the causal representation (2.1) and the same notations as above,
Then, Lemmas 5.2 and 5.3 together with the strict stationarity of (θ t ) enable to conclude the proof under the assumptions made, since ρ(G) = ρ(M) < 1.
We now return to the proof of Theorem 3.2 and we make the following notations,
Consider the filtration (F * n ) given in (5.6), and let
Under our hypotheses, M n is a locally square-integrable real vector (F * n )-martingale. Once again we will make use of the central limit theorem for vector martingales, as in the proof of Theorem (3.1). On the one hand, we have to study the asymptotic behavior of the predictable quadratic variation of M n . For all n ≥ 1, let
To simplify the calculations, we introduce some more notations. The second-order moments of the process are defined in (5.9) and its fourth-order moments are called
where ∆ t is given in (5.26). We use the strict stationarity to establish, following Corollaries 5.1 and 5.2, that
in which R is defined from (5.24) as
Now, we are going to show that the asymptotic behavior of M n /n is entirely described by Λ and ∆. By ergodicity,
We get back to (5.28). First, there exists constants such that
n = 0. Then we look at nonzero contributions, where we use the constants defined in (A.3) and (A.4). Since the calculations are very similar we only detail the first one,
To sum up, we obtain
where the Hadamard product • is used to lighten the formula, and where the remainder R n is made of isolated terms such that
To reach these results, we refer the reader to the explanations following (5.13) since the same methodology has just been applied on M n . The combination of (5.11), (5.31), (5.32) and (5.33) leads to
where Γ is given by
as n tends to infinity. The result follows from Corollaries 5.1 and 5.2, together with the same reasoning as the one used to establih (5.16). From (5.34) and (5.36), we deduce that
which in turn leads to η using (5.45) and the fact that r n = o( √ n) a.s. The symmetric result is reached from (5.46) and the proof is complete. where θ n and ϑ n are given in (4.1), θ * = ρ X (1) is the limiting value of θ n deeply investigated up to this point and ϑ * = ρ X (2) = θ 2 + α τ 2 (1 − 2 α τ 2 ) 1 − 2 α τ 2 .
Then we will translate the result to the new estimates (4.3) via the Delta method. Of course the first step being very close to the proof of Theorem 3.2, we only give an outline of the calculations. The second-order lag in ϑ n gives a new scalar (F and observe that µ 0,b,0,0,2 = [Λ] b+1 in (5.9) for b ∈ {0, 1, 2} and that µ 0,b,0,0,4 = [∆] b+1 in (5.29) for b ∈ {0, . . . , 4}. Then, it can be seen via analogous arguments as usual relying on ergodicity and negligible isolated terms, that
where L is defined in (A.6) and Υ is given by 
Lindeberg's condition is clearly fulfilled and Slutsky's lemma applied on the relation Remark 5.1. It is important to note that, despite the complex structure of Σ, it only depends on the parameters and can be computed explicitely. Indeed, it is easy to see that all coefficients µ a,b,c,p,q in Σ ML exist under our hypotheses, exploiting the fourth-order moments of the process. We can compute each of them using the same lines as in our previous technical lemmas.
Consider now the mapping f in (4.2) whose Jacobian matrix is ∇f (x, y) = 
