Contribution to classification problems approach by deep convolutional networks by Marques, Alan Caio Rodrigues, 1987-
Universidade Estadual de Campinas
Faculdade de Engenharia Ele´trica e de Computac¸a˜o
Alan Caio Rodrigues Marques
Contribuic¸a˜o a` Abordagem de Problemas de
Classificac¸a˜o por Redes Convolucionais Profundas
Campinas
2018
Alan Caio Rodrigues Marques
Contribuic¸a˜o a` Abordagem de Problemas de
Classificac¸a˜o por Redes Convolucionais Profundas
Tese apresentada a` Faculdade de Engenharia
Ele´trica e de Computac¸a˜o da Universidade Esta-
dual de Campinas como parte dos requisitos exi-
gidos para a obtenc¸a˜o do t´ıtulo de Doutor em En-
genharia Ele´trica, na A´rea de Automac¸a˜o.
Orientador: Prof. Christiano Lyra Filho
Este exemplar corresponde a` versa˜o final
da tese defendida pelo aluno Alan Caio
Rodrigues Marques, e orientado pelo
Prof. Christiano Lyra Filho
Campinas
2018
Agência(s) de fomento e nº(s) de processo(s): CNPq, 141308/2014-1 
Ficha catalográfica
Universidade Estadual de Campinas
Biblioteca da Área de Engenharia e Arquitetura
Luciana Pietrosanto Milla - CRB 8/8129
    
  Marques, Alan Caio Rodrigues, 1987-  
 M348c MarContribuição à abordagem de problemas de classificação por redes
convolucionais profundas / Alan Caio Rodrigues Marques. – Campinas, SP :
[s.n.], 2017.
 
   
  MarOrientador: Christiano Lyra Filho.
  MarTese (doutorado) – Universidade Estadual de Campinas, Faculdade de
Engenharia Elétrica e de Computação.
 
    
  Mar1. Redes neurais (Computação). 2. Aprendizado de máquina. I. Lyra Filho,
Christiano, 1951-. II. Universidade Estadual de Campinas. Faculdade de
Engenharia Elétrica e de Computação. III. Título.
 
Informações para Biblioteca Digital





Área de concentração: Automação
Titulação: Doutor em Engenharia Elétrica
Banca examinadora:
Christiano Lyra Filho [Orientador]
André Carlos Ponce de Leon Ferreira de Carvalho
Alexandre Pinto Alves da Silva
Romis Ribeiro de Faissol Attux
Levy Boccato
Data de defesa: 30-11-2017
Programa de Pós-Graduação: Engenharia Elétrica
Powered by TCPDF (www.tcpdf.org)
COMISSA˜O JULGADORA - TESE DE DOUTORADO
Candidato: Alan Caio Rodrigues Marques RA: 142364
Data da Defesa: 30 de Novembro de 2017
T´ıtulo da Tese: Contribuic¸a˜o a` Abordagem de Problemas de Classificac¸a˜o por Redes
Convolucionais Profundas
Prof. Dr. Christiano Lyra Filho (Presidente, FEEC/UNICAMP)
Prof. Dr. Alexandre Pinto Alves da Silva (TEE/UFF)
Prof. Dr. Andre´ Carlos Ponce de Leon Ferreira de Carvalho (ICMC/USP)
Prof. Dr. Romis Ribeiro de Faissol Attux (FEEC/UNICAMP)
Prof. Dr. Levy Boccato (FEEC/UNICAMP)
A ata de defesa, com as respectivas assinaturas dos membros da Comissa˜o Julgadora,
encontra-se no processo de vida acadeˆmica do aluno.
RESUMO
Deep learning, tema de pesquisa recente na a´rea de machine learning, obteve sucesso na
proposta de modelos para classificac¸a˜o de padro˜es com grande quantidade de ro´tulos, em
inteligeˆncia artificial aplicada a jogos, em transcric¸o˜es de falas, em traduc¸o˜es e em outros
problemas computacionais de dif´ıcil soluc¸a˜o. Grande parte desse destaque se deve a`s redes
convolucionais, redes neurais especializadas em dados que possuem paraˆmetros que depen-
dem de suas vizinhanc¸as. A´udio e imagens sa˜o exemplos desses dados, pois os paraˆmetros
so´ trazem informac¸a˜o quando avaliados em conjunto, formando padro˜es que possam ser
reconhecidos.
Esta tese desenvolve aplicac¸o˜es baseadas em redes convolucionais para identificac¸a˜o de
padro˜es em a´reas para as quais o uso de te´cnicas de machine learning sa˜o pouco explora-
das. Especificamente, desenvolve sistemas para treˆs diferentes tarefas de classificac¸a˜o: classi-
ficac¸a˜o de formatos de rostos, classificac¸a˜o de geˆneros taxonoˆmicos de formigas e classificac¸a˜o
de filtros utilizados para manipulac¸a˜o de imagens. As principais contribuic¸o˜es resultantes
do desenvolvimento dessas aplicac¸o˜es esta˜o ligadas ao tratamento dos dados antes da fase de
treinamento e a` utilizac¸a˜o dos resultados de diferentes modelos para aumentar as qualidades
das classificac¸o˜es.
Na primeira aplicac¸a˜o, os experimentos mostraram a possibilidade de direcionar o apren-
dizado atrave´s de alterac¸o˜es nos dados de entrada, auxiliando a compreensa˜o e o controle
das extrac¸o˜es de padro˜es que a rede utiliza no processo de aprendizado. A segunda aplicac¸a˜o
mostra que e´ poss´ıvel aumentar a robustez da classificac¸a˜o ao utilizar viso˜es mu´ltiplas (mul-
tiview) reforc¸adas com o recurso de ensemble. Na terceira aplicac¸a˜o foi desenvolvido uma
metodologia para identificar as perdas de informac¸o˜es decorrentes da aplicac¸a˜o de filtros a`s
imagens; ale´m disso, foi desenvolvido uma metodologia para identificar qual o processo de
manipulac¸a˜o com filtros foi aplicado.
ABSTRACT
Deep learning is a recent area of investigation in machine learning. It has received much
interest for achieving good results in classification tasks, mainly with a large number of labels.
The domain of applications include artificial intelligence applied to games, transcription
of words, translation and other challenging computer problems. Most of the successful
applications are based in convolutional networks, neural network architectures specialized
in data with parameters that depend on interactions with neighbors. Audio and images
are examples of such data, because their parameters only bring information when evaluated
together, defining recognizable patterns.
This thesis investigates applications of convolutional neural networks to identify hidden
patterns in areas where the use of machine learning techniques has not been fully explored.
Three different systems for classification tasks are developed: classification of face shapes,
classification of taxonomy of genus ants and classification of filters used to manipulate images.
The main contribution resulting from these projects concern the procedures for analyzing
data before the training phase of the networks and the use of results with different models
to enhance the quality of the classification output.
The first project shows the possibility to use changes in the data input to guide the
learning process. The second project shows that it is possible to increase the robustness
of the classification by using multiview applied to ensemble. The third project develops
a methodology for identifyingidentifying from the information loss from applying filters to
images. Furthermore, it develops a methodology to identify which filtering process was
applied to the images.
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As redes convolucionais teˆm se destacado pela qualidade alcanc¸ada na classificac¸a˜o de
padro˜es extra´ıdos de grandes quantidades de dados estruturados, principalmente dados de-
rivados de imagens e sons. Esses dados, antes normalmente usados pelas comunidades de
processamento de imagens e de sons, passaram a ser estudos por grupos que estudam te´cnicas
gene´ricas de machine learning e inteligeˆncia artificial. Em outras palavras, pode-se dizer que
a disseminac¸a˜o de deep learning e redes convolucionais profundas levou a democratizac¸a˜o do
interesse nas a´reas de processamento de imagens e sons.
O foco do trabalho e´ o desenvolvimento de uma metodologia baseada em redes convoluci-
onais, associadas a outras abordagens de machine learning para resoluc¸a˜o de tarefas dif´ıceis
de classificac¸a˜o utilizando imagens em diferentes a´reas do conhecimento. As metodologias
desenvolvidas sa˜o detalhadas em aplicac¸o˜es inovadoras em treˆs diferentes a´reas: classificac¸a˜o
de formato de rostos, classificac¸a˜o de geˆneros de formigas e identificac¸a˜o de filtros aplicados
em redes sociais.
O texto esta´ organizado em treˆs partes: Parte I, Metodologia; Parte II, Cena´rios de
Aplicac¸o˜es; e Parte III, Conclusa˜o Geral e Perspectivas.
A Parte I apresenta o conjunto de conhecimentos necessa´rios para a construc¸a˜o das
aplicac¸o˜es desenvolvidas na Parte II, sendo formada por treˆs cap´ıtulos. O Cap´ıtulo 2 discute
a a´rea de machine learning - adota-se o anglicismo machine learning em lugar da traduc¸a˜o
para o portugueˆs ‘aprendizado de ma´quina’, assim como o termo deep learning, no lugar
de aprendizado profundo, para alinhar com o uso mais frequente desse u´ltimo, inclusive em
documentos escritos em portugueˆs. O Cap´ıtulo 3 faz um resumo da a´rea de redes neurais
e deep learning. O Cap´ıtulo 4 apresenta de forma mais detalhada as redes convolucionais.
O Cap´ıtulo 5 apresenta as unidades de processamento gra´fico, utilizadas na implementac¸a˜o
de deep learning. Ela tambe´m inclui uma discussa˜o sobre frameworks mais utilizados para
desenvolvimento na a´rea.
A Parte II e´ formada por treˆs propostas de aplicac¸o˜es, discutidas em cap´ıtulos distintos.
Cada um dos cap´ıtulos apresenta a discussa˜o e motivac¸a˜o para desenvolvimento da aplicac¸a˜o,
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refereˆncias bibliogra´ficas utilizadas, resultados e discusso˜es. A sequeˆncia de apresentac¸a˜o dos
cap´ıtulos permite que a discussa˜o seja progressiva dentro da a´rea de deep learning e redes
convolucionais.
O Cap´ıtulo 6 discute uma proposta de classificac¸a˜o para formatos de rostos. A principal
discussa˜o ligada a essa aplicac¸a˜o e´ a manipulac¸a˜o e controle dos dados de entrada, visando
alcanc¸ar um melhor resultado na classificac¸a˜o.
O Cap´ıtulo 7 desenvolve um sistema de classificac¸a˜o taxonoˆmica de geˆnero de formigas.
De forma complementar a` classificac¸a˜o realizada no Cap´ıtulo 6, foram produzidas va´rias
ma´quinas constru´ıdas a partir de diferentes viso˜es de um mesmo indiv´ıduo. As sa´ıdas dessas
ma´quinas alimentam um Ensemble, permitindo uma abordagem multiview para o problema,
que cria melhores condic¸o˜es para uma classificac¸a˜o adequada.
O Cap´ıtulo 8 discute poss´ıveis falhas de classificac¸a˜o em imagens que sofreram mani-
pulac¸o˜es intencionais ou involunta´rias. A ana´lise foi produzida atrave´s da comparac¸a˜o entre
resultados obtidos atrave´s de uma base formada por imagens sem modificac¸a˜o pelas mesmas
imagens com alterac¸o˜es realizadas por filtros. Em complemento foi criado um modelo de
classificac¸a˜o para os filtros dispon´ıveis na rede social Instagram.
A Parte III discute de forma unificada os resultados e concluso˜es para o conjuntos das





A construc¸a˜o dos Cap´ıtulos 2 e 3 foi realizada principalmente com base nos
trabalhos de Bishop (2006), Goodfellow et al. (2016) e as notas de aula de Johnson
et al. (2017). Contribuic¸o˜es espec´ıficas e as utilizadas para o Cap´ıtulo 5 esta˜o
citadas de acordo com a utilizac¸a˜o.
O Cap´ıtulo 2 bebe dessa fonte e inicia com a te´cnica de classificac¸a˜o linear,
permitindo a compreensa˜o de modelos mais complexos. Essa construc¸a˜o foi rea-
lizada atrave´s de uma visa˜o modular de machine learning, que pode ser dividida
em quatro etapas: base de dados, func¸a˜o custo, processo de otimizac¸a˜o e mo-
delo. Dessa forma, resolver um problema depende dos mo´dulos que compo˜em
essa estrutura, onde cada um pode ser substitu´ıdo pelas abordagens desejada,




Este cap´ıtulo apresenta o conceito de machine learning (em portugueˆs, aprendizado de
ma´quina). A construc¸a˜o de um sistema utilizando machine learning pode ser descrita como a
combinac¸a˜o de quatro componentes: uma base de dados, um modelo, uma func¸a˜o custo e um
algoritmo de otimizac¸a˜o (Goodfellow et al. 2016). A sequeˆncia de sec¸o˜es espelha os mo´dulos
necessa´rios para o desenvolvimento de uma ma´quina. Sa˜o utilizados exemplos que permitem
compreender o funcionamento do aprendizado atrave´s de um modelo de classificador linear.
2.1 Introduc¸a˜o a Machine Learning
O termo machine learning foi cunhado por Samuel (1959), em trabalho que apresentou
um programa de computador capaz de jogar damas. Como este programa foi capaz de vencer
partidas contra o pesquisador que o desenvolveu, denominou-se machine learning a a´rea de
estudos que da´ a computadores a capacidade de aprender a resolver problemas.
E´ poss´ıvel alcanc¸ar essa habilidade de aprendizado com o desenvolvimento de sistemas
que extraiam “conhecimento” das informac¸o˜es dispon´ıveis. No trabalho de Samuel (1959),
foram programadas apenas instruc¸o˜es ba´sicas sobre o jogo, como regras e senso de direc¸a˜o.
Atrave´s de algumas partidas, onde a ma´quina fazia o papel dos dois jogadores, foram geradas
informac¸o˜es sobre as jogadas, permitindo que o computador aprendesse de acordo com o
desenrolar do jogo.
Esses conhecimentos foram generalizados no conceito ma´quina, definido como o conjunto
de ferramentas e me´todos organizados para extrair significado de informac¸o˜es gravadas,
obtidos a partir de percepc¸o˜es do mundo. A Figura 2.1 ilustra a interac¸a˜o de uma ma´quina
com essas informac¸o˜es, onde os dados, capturados em tempo real ou armazenados em uma
base, sa˜o uma pequena amostra dentro do cena´rio poss´ıvel. Os dados sa˜o ajustados, criando
uma entrada X, que faz com que a interac¸a˜o com a ma´quina seja poss´ıvel, permitindo
alcanc¸ar uma resposta Y .
Dessa maneira, em machine learning, a resoluc¸a˜o de problemas depende dos dados dos








Figura 2.1: Representac¸a˜o da coleta de dados e preparac¸a˜o da entrada X para uma
ma´quina com aprendizado inserido.
truc¸a˜o de uma ma´quina atrave´s de quatro mo´dulos: base de dados, modelo, func¸a˜o custo e
processo de otimizac¸a˜o. O modelo representa certas crenc¸as em relac¸a˜o aos dados, projeta-
dos em uma func¸a˜o de custo que avalia a adequac¸a˜o dessas crenc¸as ao objetivo, o processo
de otimizac¸a˜o e´ responsa´vel por ajustar as crenc¸as do modelo para serem reavaliadas ate´ al-
canc¸ar o objetivo. A escolha dos mo´dulos de uma ma´quina depende do tipo de aprendizado
a ser realizado.
2.1.1 Aprendizado
De acordo com a definic¸a˜o formal dada por Mitchell (1997), “um programa de computador
aprende com uma experieˆncia E em relac¸a˜o a uma classe de tarefas T medidas por um
desempenho P, se seu desempenho em T, medido por P, melhora com a experieˆncia E.”A
experieˆncia E sa˜o nossos dados de entrada, apresentados de forma iterativa para o modelo;
a medida do desempenho P e´ dada pela func¸a˜o de custo desse modelo, que, por sua vez, e´
medida pela sa´ıda calculada, a qual buscamos minimizar atrave´s do processo de otimizac¸a˜o
com base na sa´ıda fornecida, buscando-se minimizar a func¸a˜o custo.
O aprendizado pode ser caracterizado como supervisionado, na˜o supervisionado, apren-
dizado por reforc¸o e aprendizado evolutivo (Marsland 2011).
No aprendizado supervisionado, a base de dados apresenta caracter´ısticas associadas
a ro´tulos ou etiquetas (labels), que trazem a resposta esperada de acordo com a entrada
apresentada. Dessa maneira o sistema aprende atrave´s das respostas esperadas em contraste
com os valores previstos, onde pode-se definir uma medida de erro entre a sa´ıda fornecida e
o valor esperado.
No aprendizado na˜o-supervisionado, a base de dados apresenta as caracter´ısticas que
compo˜em o problema. Essas caracter´ısticas sa˜o recolhidas do universo de possibilidades, mas
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sem a necessidade de um ro´tulo (com dados que na˜o possuem ro´tulos, ou que possuem mas
na˜o sera˜o utilizados), fazendo com que o algoritmo busque aprender atrave´s da estrutura
existente nos dados. Por exemplo, dada uma populac¸a˜o de indiv´ıduos, e´ verificado que
existem caracter´ısticas que os distinguem, mas eles na˜o sa˜o atribu´ıdos a nenhum grupo
espec´ıfico. Dessa maneira, poderia ser utilizada uma ma´quina que divida essas amostras por
similaridade.
No aprendizado por reforc¸o, a ma´quina aprende atrave´s da interac¸a˜o com o ambiente,
sem a existeˆncia de um tutor. Realizando variac¸o˜es de estados, inclusive variac¸o˜es qualitati-
vas, e´ poss´ıvel fazer a otimizac¸a˜o do sistema atrave´s de um objetivo. Nas diferentes iterac¸o˜es,
ao se alcanc¸ar um objetivo, um est´ımulo e´ aplicado. Apo´s va´rias apresentac¸o˜es, e´ poss´ıvel
construir uma pol´ıtica de ac¸o˜es que levam ao objetivo.
As aplicac¸o˜es descritas na Parte II sa˜o focadas no aprendizado supervisionado. Esse e´
o tipo de aprendizado mais usual, embora seja crescente o interesse no aprendizado na˜o
supervisionado.
2.1.2 Algoritmo Ba´sico de Machine Learning
O Quadro 1 apresenta a interac¸a˜o dos mo´dulos na construc¸a˜o de uma ma´quina atrave´s
do aprendizado supervisionado.
Quadro 1 machine learning
1: procedure Treinamento
2: dataset← coleta de dados dentro do universo de possibilidades
3: X, Y ← ajustes(dataset)
4: θ ← parametros iniciais
5: modelo← constroiModelo()
6: while enquanto na˜o convergir do
7: S ← (X, θ)
8: f(c), eerro ← funcaoCusto(S,modelo,Y)
9: θ ← otimizador(f(c), Y,modelo)
10: analisaConvergencia(e)
11: maquina← criaMaquina(θ)
A linha 3 do algoritmo corresponde a` etapa de preparac¸a˜o dos dados. Essa etapa inclui
ajuste de valores, normalizac¸a˜o e separac¸a˜o de dados usados para treinamento de acordo
com seus respectivos ro´tulos. O lac¸o while representa a caracter´ıstica de certas te´cnicas de
machine learning, que geram aprendizado apo´s va´rias iterac¸o˜es com diferentes paraˆmetros;
no caso da te´cnica utilizada na˜o necessitar de iterac¸o˜es de paraˆmetros, havera´ apenas uma
passagem pelo lac¸o. Dentro do lac¸o, na linha 7, os dados sa˜o apresentados para o modelo,
que usa os paraˆmetros para calcular a sa´ıda. O modelo e sua sa´ıda sa˜o utilizados na func¸a˜o
custo para avaliar a previsa˜o e o resultados esperados. Os paraˆmetros sa˜o atualizados de
acordo com as caracter´ısticas do otimizador; quando a condic¸a˜o de parada e´ atendida, os
paraˆmetros sa˜o utilizados para compor a ma´quina.
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2.2 Base de dados
Banco de dados e base de dados sa˜o termos utilizados para expressar um conjunto de
informac¸o˜es que esta˜o relacionadas entre si e associadas a um problema. Esses termos
podem ser utilizados tanto para a amostra coletada no universo de amostras, como para os
dados ajustados, apresentados na Figura 2.1. Os ajustes podem ser realizados de diferentes
formas, com objetivo de selecionar um conjunto de dados de interesse, alterar os dados para
corrigir anomalias, ou ate´ mesmo gerar novos dados. Muitas vezes, na base de dados, uma
das informac¸o˜es associadas e´ a sa´ıda esperada do sistema; logo, o ajuste tambe´m tem a
responsabilidade de separar os dados entre entrada (X) e sa´ıda (Y ).
Ao longo deste cap´ıtulo supo˜e-se que a expressa˜o base de dados esta´ relacionada com os
dados preparados para serem apresentados a uma ma´quina. Cada informac¸a˜o que compo˜e
os dados e´ a experieˆncia E na definic¸a˜o de Mitchell (1997), ou uma amostra xi, onde essas
sa˜o apresentadas para uma tarefa T capaz de aprender com o tipo de dado que compo˜e a
base.
2.2.1 Tarefas
A principal estrate´gia adotada em machine learning para agrupar problemas computa-
cionais e´ atrave´s do conceito de tarefas. Realizar uma tarefa e´ alcanc¸ar um dado objetivo
atrave´s da execuc¸a˜o de eventos, ou de conjunto desses, representados pelos dados. As princi-
pais tarefas resolvidas por te´cnica de machine learning sa˜o descritas resumidamente a seguir.
Regressa˜o. O objetivo da regressa˜o e´ prever valores quantitativos a partir de uma deter-
minada entrada, que pode ser representada por um mapeamento f : Rn → R. A regressa˜o
pode ser utilizada para diferentes previso˜es, como idade, peso, distaˆncia e temperatura. As
entradas podem ter dados dispersos, ou com relacionamentos temporais.
Classificac¸a˜o. O objetivo da classificac¸a˜o e´ identificar a categoria a` qual as entradas per-
tencem, dentro de um conjunto de 1, ..., K ro´tulos, onde K indica a quantidade de ro´tulos
existentes. Reconhecimento de objetos, imagens, sons, indiv´ıduos, dentre outros, sa˜o exem-
plos de classificac¸a˜o. Os dados de entrada sa˜o comumente estruturados, como no caso de
imagens e sons. As tarefas de classificac¸a˜o sa˜o um dos principais focos de deep learning :
estes sera˜o explorados nas aplicac¸o˜es desenvolvidas na Parte II desse trabalho.
Clusterizac¸a˜o. O objetivo da clusterizac¸a˜o e´ agregar dados semelhantes em diferentes
grupos. E´ uma tarefa similar a` classificac¸a˜o, voltada a` separac¸a˜o de dados na˜o rotulados.
Para realizar a separac¸a˜o, e´ usual as te´cnicas empregarem a identificac¸a˜o por proximidade,
utilizando as informac¸o˜es dispon´ıveis para inferir o que e´ “ser pro´ximo”. Devido a na˜o
existeˆncia de ro´tulos, normalmente o tipo de aprendizado utilizado e´ na˜o supervisionado
(Sec¸a˜o 2.1.1).
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A pro´xima sec¸a˜o descreve o caso especial de classificac¸a˜o de imagens.
2.2.2 Classificac¸a˜o para Imagens
Um sistema computacional interage com uma imagem atrave´s do processamento de ma-
trizes, onde uma certa regia˜o do objeto original e´ traduzido para um conjunto de pixels. Cada
pixel e´ representado por um elemento de uma matriz, mantendo a localizac¸a˜o em relac¸a˜o
aos pixels vizinhos. No caso de uma imagem colorida, uma das maneiras para interpretar a
imagem e´ atrave´s da decomposic¸a˜o das cores em treˆs diferentes matrizes, associadas a`s cores
vermelho, verde e azul, formando o padra˜o RGB (Red, Green, Blue). A Figura 2.2 ilustra
como uma imagem pode ser decomposta e como ela e´ “visualizada” pelo computador. Cada
imagem decomposta e´ representada em escalas de cinza, onde os valores sa˜o nu´meros inteiros
variando de 0 (preto) ate´ 255 (branco).
Figura 2.2: A imagem colorida e´ decomposta nas treˆs cores principais, com um exemplo da
composic¸a˜o da matriz.
A representac¸a˜o por pixels faz com que os objetos que compo˜em uma certa imagem de-
pendam da relac¸a˜o de vizinhanc¸a entre todos os pixels que definem o objeto. Isso indica
que a mudanc¸a de apenas um dos valores do pixel desse objeto leva a mudanc¸as no objeto
como um todo. Certas condic¸o˜es podem alterar os valores dos pixels de um objeto, como
mudanc¸as de posic¸a˜o, rotac¸a˜o, proporc¸a˜o e iluminac¸a˜o. Caracter´ısticas pro´prias do objeto
tambe´m afetam esses valores, como aˆngulos de observac¸a˜o e deformac¸o˜es. Outros aspec-
tos, como oclusa˜o e ru´ıdos, tambe´m podem modificar a representac¸a˜o nas matrizes. Logo,
para conseguir classificar imagens, a ma´quina precisa contornar todas essas dificuldades, e
procurar realizar generalizac¸o˜es.
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A ma´quina tambe´m pode utilizar mais de uma imagem para realizar a classificac¸a˜o de
um objeto, podendo retirar diferentes caracter´ısticas, ou caracter´ısticas disjuntas, de cada
uma das imagens, essa forma de abordar e´ chamado de multidescric¸a˜o ou multiview.
2.3 Modelo
Costuma-se utilizar o termo modelo para todo o agrupamento de componentes que gera
uma ma´quina. Por exemplo, quando se diz que uma rede neural MLP (MLP - Multilayer
perceptron) foi utilizada para tratar o problema, o termo MLP esta´ se referindo a junc¸a˜o de
um me´todo de otimizac¸a˜o, aplicada a uma func¸a˜o custo que utilizou o modelo de uma rede
MLP para interagir com os dados.
Machine learning e´ essencialmente uma forma de aplicar estat´ıstica com eˆnfase no uso
de computadores para estimar func¸o˜es complicadas (Goodfellow et al. 2016). Dessa forma, o
modelo utilizado em machine learning e´ um modelo estat´ıstico, que apresenta uma estrutura
e um conjunto de paraˆmetros que se relacionam com as informac¸o˜es de uma amostra. Ou
seja, um modelo apresenta de forma idealizada o processo de gerac¸a˜o de dados, para os quais
o treinamento busca alcanc¸ar a melhor hipo´tese para descric¸a˜o desses dados.
A seguir, discute-se o exemplo de um modelo de classificac¸a˜o linear multinomial, para
apresentar as definic¸o˜es o funcionamento de um modelo. Atrave´s desse exemplo, sera´ poss´ıvel
expor os conceitos necessa´rios para a compreensa˜o do comportamento de modelos mais
complexos, como as redes neurais descritas no Cap´ıtulo 3.
2.3.1 Classificador Linear
Considere que os dados de treinamento sejam formados pela matriz X, onde as linhas sa˜o
diferentes amostras (dados coletados que servem como entrada para o treinamento) do tipo
xi ∈ Rd, com i = 1, · · · , N . O processamento linear da entrada leva a uma matriz de sa´ıda
(S), onde cada elemento si e´ associado a uma entrada, que por sua vez e´ associado a um
ro´tulo, sendo uma sa´ıda do tipo sik dentre K poss´ıveis ro´tulos. Os paraˆmetros associados aos
dados das amostras sa˜o os pesos w, e o bias b. A func¸a˜o linear que relaciona esses elementos
pode ser representada pela Equac¸a˜o (2.1):
S = wXT + b. (2.1)
Observando-se de forma mais detalhada cada uma das amostras de entrada e sa´ıda,
tem-se:
sik = f(wk,bk) = wx
T
i + bk (2.2)
O valor xTi e´ um vetor coluna (d × 1), que representa todos os atributos que a amostra
possui. A representac¸a˜o matricial, assim como a ilustrac¸a˜o gra´fica do modelo do classificador
linear, podem ser observadas na Figura 2.3.
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No caso de utilizar imagens como entrada, seus atributos sa˜o todos os pixels dispostos em
uma u´nica linha. Por exemplo, a base de dados Cifar-10 (Krizhevsky et al. 2017), e´ composta
por imagens coloridas de dimensa˜o 32× 32; tem-se enta˜o 32 ∗ 32 ∗ 3 = 3072 atributos. Dessa
forma, W apresenta pesos relacionados com cada um dos atributos, relacionados tambe´m
com a quantidade de ro´tulos da sa´ıda, com tamanho K ×N . De forma ana´loga, b (bias) e´
formado por k elementos que participam da definic¸a˜o da sa´ıda (Cifar-10, K = 10). Os pesos
e o bias definem qual sera´ a sa´ıda para uma determinada entrada.
Figura 2.3: Representac¸a˜o matricial e gra´fica de um classificador linear.
O objetivo de treinar um modelo e´ realizar o ajuste dos paraˆmetros de acordo com os
dados de entrada e uma sa´ıda conhecida. A sa´ıda de um classificador linear si indica a
relac¸a˜o deste com uma informac¸a˜o si a ser predita ou classificada.
Em outras palavras, um classificador linear procura realizar uma separac¸a˜o linear de
um elemento mapeado em um espac¸o d-dimensional, separado por um hiperplano (D-1)-
dimensional. Utilizando como exemplo dados de entrada que possuem apenas dois atributos,
x1 e x2, e´ poss´ıvel representar as amostras em um gra´fico bidimensional. A Figura 2.4
demonstra a separac¸a˜o entre treˆs ro´tulos, onde sa˜o utilizadas 3 retas separato´rias.
Outra forma de interpretar o funcionamento de um classificador linear e´ atrave´s dos valo-
res que os pesos W recebem. Como cada linha de w esta´ associada a uma classe, ela pode ser
interpretada como um filtro para reconhecer um determinado padra˜o. Um exemplo visual de
um filtro de reconhecimento de padro˜es, em um classificador linear, pode ser observado na
Figura 2.5, que sa˜o os valores encontrados nos paraˆmetros de um classificador treinado para
a base de dados Cifar-10. Algumas caracter´ısticas da imagem, como a predominaˆncia de
algumas cores – a cor azul do ce´u ou do mar, sombras na parte de baixo, ou diferentes man-
chas – sa˜o ind´ıcios que os pesos va˜o apresentar valores que fortalecem essas caracter´ısticas,
mantendo-os mais pro´ximos de uma classe que de outra.
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Figura 2.4: Exemplo de separac¸a˜o de classes realizada por um classificador linear.
Figura 2.5: Representac¸a˜o de filtros para o treinamento na base Cifar-10 (Johnson et al.
2017)
2.3.2 Representac¸a˜o da Predic¸a˜o
Atrave´s das apresentac¸o˜es feitas ate´ o momento, e´ poss´ıvel inferir que as sa´ıdas si, re-
ferente a cada uma das classes, podem ser quaisquer, ja´ que dependem da multiplicac¸a˜o
entre os pesos e entrada, que, a priori, na˜o possuem restric¸o˜es. Dessa forma, a esco-
lha de qual deveria ser a classe atribu´ıda de acordo com essa sa´ıda pode ser interpre-
tada de diferentes formas, como atribuir o ro´tulo que apresenta o maior valor absoluto
(rotulo = arg max
i
si , i = 1, · · · , K ).
Uma te´cnica de predic¸a˜o gera uma sa´ıda a partir de uma entrada. As sa´ıdas dos clas-
sificadores sa˜o transformadas em um vetor de probabilidade, de forma que seja poss´ıvel
quantificar quanto a ma´quina “acredita” que uma entrada seja de uma dada classe. Por fim,
essa proximidade com a classe e´ interpretada, atribuindo-se o ı´ndice 1 para o maior valor e
0 para o restante.
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Figura 2.6: Modelo de predic¸a˜o, com sugesto˜es de abordagens em cada ponto
2.3.3 Softmax
Uma func¸a˜o softmax, ou exponencial normalizada, e´ uma das maneiras mais utilizadas








onde θ e´ equivalente aos pesos w e bias b apresentados anteriormente. Essa func¸a˜o per-
mite avaliar a “certeza” que a ma´quina tem em relac¸a˜o a cada uma das classes, visto que∑
i s(yi) = 1 (Bishop 2006).
Teste Pode-se observar que, se o valor para uma classe for suficientemente maior do que
os valores para as outras classes, a exponenciac¸a˜o levara´ o valor da maior classe para um
nu´mero pro´ximo a um, e os outros valores para nu´meros pro´ximos a zero.
2.4 Func¸a˜o Custo
Como apresentado no modelo de predic¸a˜o, apo´s uma entrada ser inserida e´ gerada uma
sa´ıda. Essa sa´ıda indica a classe a` qual o modelo esta´ atribuindo a entrada, ale´m de expressar
seu grau de confianc¸a em comparac¸a˜o a`s outras. No entanto, essa informac¸a˜o e´ insuficiente
para indicar se o modelo esta´ ou na˜o acertando sua predic¸a˜o, sendo necessa´rio comparar a
sa´ıda com o valor real observado para uma determinada entrada. O objetivo e´ quantificar a
incerteza dos dados calculados em relac¸a˜o ao esperado, procurando fazer com que a ma´quina
tenha uma boa performance na classificac¸a˜o.
Como exemplo, vamos supor que somos responsa´veis por desenvolver um sistema de
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identificac¸a˜o de pedestres para um carro autoˆnomo. O objetivo e´ treinar um sistema que
na˜o cometa erros em sua avaliac¸a˜o; visto que um erro de classificac¸a˜o, identificando se um
pedestre esta´ no local ou na˜o, pode gerar acidentes; para isso, o sistema precisa que os erros
de classifica sejam minimizados, ate´ que tenda a zero.
A informac¸a˜o a ser avaliada, para a classificac¸a˜o da existeˆncia de pedestre, e´ um vetor
de entrada xi, que representa os pixels da imagem; para cada entrada existe uma varia´vel
yi associada a um ro´tulo k , que indica que na˜o existe pedestre (k = 1), ou exite (k = 2),
representando uma classificac¸a˜o bina´ria. As probabilidades relacionadas a esses eventos




onde yk representa as possibilidades, y1 na˜o existe pedestre, y2 existe pedestre. A varia´vel
p(yk) representa a probabilidade a priori para a classe yk, e p(yk|x) corresponde a proba-
bilidade a posteriori. Logo, p(y1) representa a probabilidade de existir um pedestre antes
mesmo da gerac¸a˜o da imagem, enquanto (p(yk|x)) e´ essa probabilidade revisada de acordo
com a informac¸a˜o contida na imagem. Se o objetivo e´ evitar que x seja classificado de forma
errada, basta escolher a classe com maior probabilidade a posteriori. No entanto, na maioria
das aplicac¸o˜es o objetivo na˜o e´ apenas minimizar as classificac¸o˜es erradas.
Para o exemplo apresentado, temos a categoria de acertos quando e´ classificado que o
pedestre esta´ na imagem e ele realmente esta´, ou quando e´ classificado como na˜o estando e
ele na˜o esta´. Existe tambe´m a categoria de erros, quando na˜o existe o pedestre na imagem
e ele diz que esta´ (temos um falso positivo); ou quando existe um pedestre e ele classifica
como na˜o existente (temos um falso negativo). E´ fa´cil perceber que o segundo erro deve
ser evitado a todo custo (mesmo quando na˜o seja poss´ıvel evitar o falso positivo), ja´ que
acarretaria em um acidente entre um carro e o pedestre. Dessa maneira, caso seja conflitante
reduzir os dois erros, opta-se por dar um peso maior para o erro que causa maior dano no
momento de minimizar a perda esperada.
As duas principais func¸o˜es de perda utilizadas em redes neurais sa˜o o erro quadra´tico
me´dio (EQM) e a entropia cruzada, em tarefas de classificac¸a˜o. Essa u´ltima, adotada neste
trabalho e discutida nos pro´ximos itens, e´ a te´cnica atualmente mais indicada para redes
convolucionais.
2.4.1 Entropia cruzada
A entropia cruzada, ou cross-entropy, caracteriza a relac¸a˜o entre o valor esperado e
o valor calculado, seu ca´lculo muitas vezes e´ realizado atrave´s de uma func¸a˜o Softmax,
apresentado na Sessa˜o 2.3.3, mas na˜o e´ a u´nica, a distaˆncia euclidiana e´ outra possibilidade
de representac¸a˜o de entropia cruzada.
A entropia cruzada pode ser expressada atrave´s da Equac¸a˜o (2.5):
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> log q(xi), (2.5)
onde p(xi), q(xi) ∈ RK sa˜o os vetores de sa´ıda das distribuic¸o˜es esperada e estimada, respec-
tivamente.
A probabilidade da distribuic¸a˜o estimada q(xi), utilizando a func¸a˜o softmax e´ dada pela
Equac¸a˜o (2.6).
q(xi)







com θ representando os paraˆmetros a serem ajustados. Considerando que a probabilidade
da distribuic¸a˜o esperada p(xi)
k possui valor 1 (um) quando k e´ a classe pertinente e 0 (zero)
quando k na˜o e´ a classe pertinente, pode-se fazer a relac¸a˜o com o valor calculado. A mini-














2.5 Processo de otimizac¸a˜o
Os valores da func¸a˜o de perda indicam a qualidade dos paraˆmetros para as entradas.
Dessa maneira o objetivo e´ encontrar os paraˆmetros que otimizam esses valores, encontrando




Uma das formas para realizar a minimizac¸a˜o e´ atrave´s do me´todo do gradientes descen-
dente, discutido a seguir.
2.5.1 Gradiente
O me´todo do gradiente descendente e´ um dos me´todos mais utilizados para otimizar uma
func¸a˜o composta por diversas varia´veis (Luenberger & Ye 2008).
Dada uma func¸a˜o custo L(x, θ), o gradiente e´ um vetor n-dimensional, que indica o
sentido e a direc¸a˜o na qual se obte´m o maior incremento poss´ıvel. O me´todo do gradiente
descendente e´ um processo iterativo que realiza buscas sucessivas na direc¸a˜o do negativo do
gradiente.
g = −5 (L), (2.9)
com objetivo de atualizar os valores da busca
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θk+i = θk + αgk, (2.10)
onde αk e´ um escalar na˜o negativo, conhecido na a´rea de machine learning como taxa de
aprendizagem.
O algoritmo do gradiente descendente a ser aplicado na func¸a˜o custo esta´ apresentado
no Quadro 2.
Quadro 2 Algoritmo do Gradiente Descendente
1: procedure GD
2: α← taxa de aprendizado
3: w ← inicializac¸a˜o no espac¸o de paraˆmetros
4: while na˜o convergir do
5: for cada wi em w do
6: wi ← wi − α5 L(x, θ)
A Figura 2.7 apresenta o gradiente descendente atuando em uma func¸a˜o quadra´tica
f(x). As linhas vermelhas indicam o caminho seguido, as caracter´ısticas da func¸a˜o fazem
com que a direc¸a˜o mais ı´ngreme na˜o aponte diretamente para o centro, e o tamanho do
passo ultrapasse a localizac¸a˜o do ponto inferior da func¸a˜o, precisando compensar na direc¸a˜o
oposta na pro´xima iterac¸a˜o, criando um zigue zague na busca.
Figura 2.7: Representac¸a˜o dos passos de busca com o algoritmo do gradiente descendente
para o ajuste de dois pesos
2.5.2 Gradiente Descendente Estoca´stico
Supondo que temos uma func¸a˜o custo J(θ) formado pela a apresentac¸a˜o de todos os
exemplos do treinamento L(xi, θ), tem-se que
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com o custo computacional para realizar essa operac¸a˜o sendo dado por O(N), no caso de
realizar o ca´lculo apo´s a apresentac¸a˜o de todas as amostras (treinamento em batelada). O
tempo para calcular um u´nico passo do gradiente, com grande quantidade de dados, comec¸a a
se tornar proibitivo. Para contornar esse problema, em alguns problemas e´ indicado realizar
o ca´lculo do gradiente apenas com a apresentac¸a˜o de alguns exemplos, utilizando um minilote
B = x1, · · · , xn coletada de forma uniforme de todo o conjunto de amostras. Essa forma de
calcular o gradiente e´ conhecido como Gradiente Descendente por Lote (MGD - Minibatch
Gradiente Descent) (Goodfellow et al. 2016). O nu´mero n e´ normalmente pequeno, variando
de um ate´ algumas centenas, e mesmo que N cresc¸a, n costuma se manter fixo. Dessa forma,
a estimativa do gradiente por minilotes e´ dada pela func¸a˜o:






com a atualizac¸a˜o dos paraˆmetros de acordo com o minilote B, de forma semelhante aos
anteriores, θ ← θ + αg. O Quadro 3 apresenta a sequeˆncia de passos para a atualizac¸a˜o dos
paraˆmetros.
Quadro 3 Algoritmo do Gradiente Descendente Estoca´stico
1: procedure SGD
2: α← taxa de aprendizado
3: w ← inicializac¸a˜o no espac¸o de paraˆmetros
4: while na˜o convergir do
5: xn← minilote com n exemplos
6: g ← − 1
n
5∑i L(x, θ)
7: θ ← θ + αg
O Gradiente Descendente Estoca´stico (SGD - Stochastic Gradient Descent) e´ um caso
particular do Gradiente Descendente por Lote, onde n = 1, mas, na pra´tica, o termo SGD e´
usado como sinoˆnimo do MGD.
A decisa˜o do tamanho de n depende de algumas caracter´ısticas, como por exemplo: lotes
maiores fornecem estimativas mais precisas para o gradiente; processamentos multicore sa˜o
subutilizados caso o tamanho dos lotes seja muito pequeno, sendo indicado um tamanho
mı´nimo para aproveitar o recurso; a quantidade de memo´ria necessa´ria aumenta de acordo
com a quantidade de exemplos para ser processada em paralelo, necessitando limitar esse
tamanho de acordo com o recurso dispon´ıvel. No caso de uso de GPUs, e´ indicado o uso de
tamanhos em poteˆncia de 2, melhor aproveitado pela arquitetura, normalmente na˜o ultra-
passando lotes de 256; lotes pequenos oferecem um efeito regularizante, onde o melhor erro
de generalizac¸a˜o e´ dado para n = 1. No entanto, seria necessa´ria uma taxa de aprendizagem
muito pequena, elevando o tempo de execuc¸a˜o e dificultando a apresentac¸a˜o de todo o grupo
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de treinamento.
O gradiente descendente estoca´stico tem sido muito usado em deep learning por mostrar
bom desempenho em treinamentos que dependem de um grande conjunto de dados.
2.5.3 Generalizac¸a˜o
A resposta alcanc¸ada inserindo novamente os dados utilizados pelo treinamento na˜o e´
real, ja´ que a ma´quina se adaptou para aprender com essa informac¸a˜o, dessa maneira, e´
necessa´rio apresentar novos dados para analisar a capacidade da ma´quina criada. Para buscar
um resultado pro´ximo ao esperado, parte dos dados dispon´ıveis podem ser separados para
na˜o serem utilizados no treinamento. Como eles na˜o va˜o ser utilizados para o treinamento,
eles sa˜o tratados como dados novos, semelhante aos que a ma´quina recebera´. A habilidade
de apresentar uma boa performance para dados previamente na˜o observados e´ caracteriza a
capacidade de generalizac¸a˜o do modelo.
Da forma como foi descrita, a qualidade da generalizac¸a˜o sera´ percebida apenas quando
o sistema for apresentado aos novos dados; caso a capacidade de generalizac¸a˜o seja baixa,
o treinamento tera´ sido ineficiente, afetando todo o processo. Uma alternativa e´ utilizar os
dados nunca observados pela ma´quina para fazer a avaliac¸a˜o do sistema enquanto ele ainda
esta´ sendo treinado; esse conjunto de dados e´ chamado de conjunto de validac¸a˜o. Atrave´s
desse conjunto, e´ poss´ıvel selecionar o melhor momento de interromper o treinamento da
rede, selecionando dentro de todo o escopo quais paraˆmetros levaram a melhores resultados.
Em s´ıntese, os dados podem ser separados em treˆs conjuntos diferentes, treinamento, va-
lidac¸a˜o e teste. Nem todas as te´cnicas de machine learning utilizam dados de validac¸a˜o para
selec¸a˜o de paraˆmetros, mas a divisa˜o continua sendo indicada, ja´ que podera´ ser necessa´rio
selecionar alguns hiperparaˆmetros.
Com esses treˆs grupos, tem-se enta˜o diferentes me´tricas de avaliac¸a˜o, formadas pela
relac¸a˜o entre as performances do erro de treinamento, erro de validac¸a˜o e erro de teste.
Duas caracter´ısticas do processo de aprendizagem em machine learning merecem atenc¸a˜o
especial: o overfitting (sobreajuste) e underfitting (sub-ajuste).
Overfiting Ocorre quando existe um erro de treinamento pequeno e uma grande diferenc¸a
entre o erro de treinamento e de validac¸a˜o/teste.
Underfiting Ele ocorre quando o modelo na˜o esta´ apto a obter um erro baixo para o
conjunto de treinamento.
A Figura 2.8 ilustra o overfitting e underfitting na tentativa de reproduzir uma func¸a˜o.
Alternativas para evitar o overfitting dentro de redes convolucionais esta˜o associadas
ao compartilhamento de paraˆmetros (parameter sharing) e as iterac¸o˜es esparac¸a˜s (sparse
interactions), normalmente utilizado em redes convolucionais, apresentado na Sec¸a˜o 4, ale´m
da te´cnica de regularizac¸a˜o, como a Dropout apresentada a seguir.
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Figura 2.8: Representac¸a˜o gra´fica de
2.5.4 Dropout
Dropout e´ uma te´cnica de regularizac¸a˜o computacionalmente barata e muito eficiente.
O conceito de regularizac¸a˜o busca ajustar o n´ıvel de complexidade do modelo usado em
aprendizado de ma´quina, reduzindo o nu´mero de paraˆmetros livres (Srivastava et al. 2014).
Dropout e´ utilizado em redes neurais (Cap´ıtulo 3), principalmente em redes convolucionais
(Cap´ıtulo 4).
A aplicac¸a˜o de dropout, consiste no desligamento de um neuroˆnio em uma iterac¸a˜o na
fase de treinamento de forma aleato´ria (multiplica-se o valor por 0), descartando parte da
informac¸a˜o que esta´ sendo transmitida pela rede. Isso e´ realizado em todas as iterac¸o˜es,
fazendo com que diferentes neuroˆnios sejam desligados.
Essa te´cnica permite deixar a rede mais robusta, sendo que informac¸o˜es, como ru´ıdos,
tendem a na˜o se repetir com tanta frequeˆncia quanto os padro˜es representativos, tendo
maior chance de eliminar informac¸o˜es que na˜o sa˜o fortalecidas com maior frequeˆncia. Essa
caracter´ıstica pode ser explicada pela recente teoria de misturabilidade, apresentada por
Livnat et al. (2010), que oferecem vantagem da reproduc¸a˜o sexuada em relac¸a˜o a assexuada.
A misturabilidade dos genes, que juntamente com a selec¸a˜o natural, mante´m os grupos
mais aptos ao se gerar variabilidade de indiv´ıduos que podem ser mais aptos para diferentes
situac¸o˜es. Como os genes sa˜o quebrados para combinar com os genes do outro parceiro,
transferir um conjunto coadaptado depende da quebra na˜o acontecer. Combinac¸a˜o menores,
com poucos genes, sa˜o favorecidas em comparac¸a˜o as que possuem mais genes; outro ponto
importante e´ que coadaptac¸o˜es momentaˆneas sa˜o eliminadas mais facilmente, enquanto os
que provocaram adaptac¸o˜es mais robustas continuam. Dessa forma, usar um grande con-
juntos de genes coadaptados para alcanc¸ar um dado resultado e´ menos robusto que usar
um pequeno nu´mero desses genes coadaptados para encontrar mu´ltiplas formas alternativas,
evitando becos sem sa´ıda.
A coadaptac¸a˜o de neuroˆnios tem relac¸a˜o com a misturabilidade, assim como a gerac¸a˜o
impl´ıcita de um ensemble. Nesses casos, a quantidade menor de neuroˆnios para identificar
um padra˜o sofre vantagem em relac¸a˜o a uma grande quantidade de neuroˆnios para a mesma,
assim como va´rios pequenos grupos identificando certos padro˜es que combinados va˜o gerar
ativac¸o˜es para classificac¸o˜es mais complexas.
A quantidade de neuroˆnios a ser desligado por variar, sendo inclusive um hiperparaˆmetro
para ser decidido. Mas e´ comum utilizarem valores com cerca de 50% de desligamento.
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CAP´ITULO 3
REDES NEURAIS E DEEP LEARNING
Este cap´ıtulo apresenta um resumo das ideias de redes neurais, desde as primeiras pro-
postas ate´ Deep learning (DNN - Deep Neural Network), que representa o estado da arte na
a´rea.
3.1 Histo´rico de Redes Neurais Artificiais
O desenvolvimento de redes neurais, ou redes neurais artificiais (RNA), apresenta pelo
menos treˆs momentos de grandes mudanc¸as. O in´ıcio, com as primeiras propostas, o segundo
momento, com o desenvolvimento de um aproximador universal de func¸o˜es acompanhado de
uma te´cnica de treinamento e o terceiro momento, com a extrac¸a˜o de padro˜es de grandes
quantidade de dados, com redes com muitas camadas.
McCulloch & Pitts (1943) propuseram um modelo matema´tico para representar o funcio-
namento de um neuroˆnio biolo´gico, conceito que pode ser associado a um neuroˆnio artificial.
Quinze anos depois, Rosenblatt (1958) desenvolveu a primeira rede neural, chamada Per-
ceptron. O perceptron e´ uma rede simples, com apenas uma camada, e func¸a˜o de ativac¸a˜o
degrau para cada neuroˆnio, como mostrado pela Equac¸a˜o (3.1).







1, neti > 0
0, neti ≤ 0
(3.1)
O Perceptron e´ uma rede simples, capaz de extrair alguns padro˜es em problemas lineares,
mas o interesse da comunidade cient´ıfica por essas ideias foi retardada pelas cr´ıticas no
trabalho de Minsky & Papert (1969), que mostrou a impossibilidade dessas primeiras redes,
com apenas uma camada, “aprenderem” a resolver um problema simples, como a resoluc¸a˜o
do problema caracterizado pela func¸a˜o lo´gica XOR (Ou Exclusivo).
O segundo momento das redes neurais foi marcado pelo desenvolvimento e utilizac¸a˜o
das redes perceptron de mu´ltiplas camadas (MLP - Multilayer perceptron) (Haykin 2009),
com o algoritmo de error backpropagation (retro-propagac¸a˜o do erro) (Rumelhart et al.
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1986)(Werbos 1994), que sera´ denominado apenas como backpropagation. Na mesma e´poca,
outros modelos usaram um grande nu´mero de unidades conectadas em rede para resolver
problemas na˜o-lineares de identificac¸a˜o de padro˜es. Essas redes sera˜o chamadas ao decorrer
do texto de redes feedforward tradicionais.
A u´ltima onda de mudanc¸as foi alcanc¸ada grac¸as a` popularizac¸a˜o de hardwares acess´ıveis
que permitem realizar a paralelizac¸a˜o dos algoritmos atrave´s de placas gra´ficas (GPU -
Graphics Processing Unit), ale´m do desenvolvimentos de novas abordagens como nas redes
deep belief, apresentadas por Hinton et al. (2006). Essa inovac¸a˜o permite trabalhar com
grandes quantidades de dados dispon´ıveis e com redes com grande quantidade de camadas e
neuroˆnios. Krizhevsky et al. (2012) utilizou essa abordagem associada a redes convolucionais,
o que permitiu um salto de performance na abordagem de problemas complexos.
3.2 Redes Neurais Feedforward
Os neuroˆnios de redes neurais modernas sa˜o variac¸o˜es do neuroˆnio de McCulloch &
Pitts (1943), no entanto, a func¸a˜o degrau proposta por McCulloch e Pitts e´ normalmente
substitu´ıda por outras func¸o˜es de ativac¸a˜o. A Sec¸a˜o 3.3 discute algumas dessas func¸o˜es de
ativac¸a˜o utilizadas. Um neuroˆnio artificial pode ser descrito pela equac¸a˜o 3.2:
sj = f(wj, x) = f(
m∑
i=1






O valor sj representa a sa´ıda de cada neuroˆnio isolado, que recebe uma entrada x com m
atributos. Cada um desses atributos sera´ multiplicado pelos paraˆmetros w, onde o valor do
bias (b) foi assumido como o paraˆmetro wj0, que foi relacionado com um atributo x0 = 1 para
entrada, simplificando a notac¸a˜o para a Equac¸a˜o (3.3). A Figura 3.1 representa o modelo
do neuroˆnio interagindo com a entrada.
As redes neurais feedforward sa˜o um dos principais grupos da a´rea de redes neurais
artificias, sendo tambe´m o objetivo de estudo desse trabalho. Entre as redes feedforward mais
conhecidas e utilizadas esta˜o a MLP (Multilayer Perceptron), RBF (Radial Basis Function)
(Bishop 1991), ELM (Extreme learning machine) (Huang et al. 2004), Deep Belief Hinton
et al. (2006) e Redes convolucionais (Cap´ıtulo 4).
O termo feedforward (propagac¸a˜o) esta´ relacionado a` forma como a informac¸a˜o flui nessas
redes, descrevendo que a informac¸a˜o avanc¸a atrave´s da rede, seguindo o trajeto da entrada
da informac¸a˜o ate´ a sa´ıda, sem a existeˆncia de recorreˆncia. Em outras palavras, uma rede
feedfoward e´ uma interligac¸a˜o de neuroˆnios, onde uma informac¸a˜o x propagada atrave´s dessas
unidades gera uma sa´ıda f(x).
A rede feedforward pode ser vista tambe´m como um grafo ac´ıclico, que possui func¸o˜es
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Figura 3.1: Representac¸a˜o de uma neuroˆnio artificial.
associadas a`s sa´ıdas de cada camada (layer) do grafo, f (z), onde z e´ a estrutura avaliada
dentro das camadas existentes. O modelo de todas essas func¸o˜es possui a forma f(x) =
fd(fd−1...(f 1(x))), onde o ı´ndice d e´ denominado profundidade da rede, ou quantidade de
camadas que a rede possui. A Figura 3.2 demonstra essas descric¸o˜es.
A primeira camada da rede e´ chamada de camada de entrada, onde as entradas x sa˜o
recebidas, e a u´ltima camada e´ conhecida como camada de sa´ıda, onde os resultados s
sa˜o gerados. Entre as camadas de entrada e sa´ıda existem d camadas intermedia´rias, ou
escondidas.
Figura 3.2: Representac¸a˜o de uma rede feedforward
Para a construc¸a˜o de uma rede neural feedforward, considerando uma entrada com m








com j = 1,
. . . , k e w sa˜o os paraˆmetros da primeira camada e v os paraˆmetros da segunda.












A junc¸a˜o de diferentes camadas com a func¸a˜o de ativac¸a˜o proporciona a` rede a capacidade
de resolver problemas na˜o-lineares, bastando ajustar os paraˆmetros para o modelo. Antes do
ajuste dos paraˆmetros, e´ necessa´rio definir alguns hiperparaˆmetros, como o tamanho da rede,
a quantidade de camadas e o nu´mero de neuroˆnios. Para definir a quantidade de neuroˆnios
presentes nas camadas, e´ necessa´rio realizar testes emp´ıricos 1. Por outro lado, utiliza-se
normalmente apenas uma ou duas camadas nas arquiteturas que na˜o sa˜o associadas a redes
profundas (Devroye et al. 2013).
A otimizac¸a˜o dos paraˆmetros da rede neural utiliza o me´todo do gradiente descendente
estoca´stico, com o ajuste dos paraˆmetros dependendo do valor desse gradiente distribu´ıdo
a todos os elementos. No processo de ca´lculo do vetor gradiente, a presenc¸a das func¸o˜es
de ativac¸a˜o na˜o-lineares deve ser considerado e necessita de alguns cuidados para que o
algoritmo de backpropagation seja bem sucedido na otimizac¸a˜o, essa questa˜o sera´ melhor
abordada na Sec¸a˜o 3.4.
3.3 Func¸a˜o de ativac¸a˜o
Caso sejam utilizados duas camadas com func¸o˜es lineares, f (1)(x) = W>x e y = f (2)(h) =
wTh>, a sa´ıda do sistema sera´ dado por f(x) = w>W>x. Como o modelo so´ apresenta a
entrada x como varia´vel, a adic¸a˜o de uma u´nica camada manteˆm a linearidade do modelo.
As func¸o˜es lineares, assim como suas derivadas, possuem respostas de forma mais cons-
tantes, onde uma pequena perturbac¸a˜o no valor dos paraˆmetros na˜o e´ capaz de gerar insta-
bilidade no sistema. Como desejamos trabalhar com modelos na˜o-lineares com essa mesma
caracter´ıstica, sem muita variac¸a˜o de acordo com perturbac¸o˜es realizadas, podemos fazer
com que as redes feedforward sejam constru´ıdas a partir do modelo linear dos neuroˆnios,
seguidos de func¸o˜es na˜o-lineares.
Alguns exemplos de func¸o˜es de ativac¸a˜o sa˜o ilustrados na Figura 3.3.
Ale´m de adicionar na˜o-linearidade, as func¸o˜es de ativac¸a˜o sa˜o utilizadas como sa´ıdas das
camadas escondidas, que por sua vez, funcionam como entradas para a camada seguinte.
Dessa maneira, uma func¸a˜o de ativac¸a˜o pode ser utilizada como limitador dos valores de
sa´ıda, como no caso das func¸o˜es degrau, rampa, log´ıstica e tangente hiperbo´lica.
As func¸o˜es de ativac¸a˜o comumente utilizadas em redes MLP sa˜o detalhadas a seguir.
3.3.1 Sigmoide e Tangente hiperbo´lica
A func¸a˜o de ativac¸a˜o do tipo sigmoide e´ uma func¸a˜o na˜o-linear caracterizada pela equac¸a˜o:
1Abordagens construtivas, como Projection Pursuit Learning (PPL), buscam definir a quantidade de
neuroˆnios e camadas de forma na˜o emp´ırica
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Figura 3.3: Func¸o˜es de ativac¸a˜o
y = f(z) = 1/(1 + e−z), (3.6)
onde os valores esta˜o restritos ao intervalo entre 0 e 1, facilitando as representac¸o˜es de
probabilidade e classificac¸a˜o. Ela e´ ilustrada na Figura 3.3c. Ale´m da na˜o linearidade,
apresenta a vantagem de ser cont´ınua, estritamente crescente e facilmente diferencia´vel.
Por apresentar apenas valores positivos, a func¸a˜o sigmoide pode na˜o atender sempre as
necessidades, sendo necessa´rio uma func¸a˜o de ativac¸a˜o que possua valores negativos, sendo
que a tangente hiperbo´lica atende essa necessidade.
A tangente hiperbo´lica e´ semelhante a uma sigmoide, mas ela esta´ centrada em zero,
pois seu intervalo esta´ entre [-1,1], podendo ser interpretada como uma sigmoide escalada.
E´ representada pela equac¸a˜o:




Uma das desvantagens relacionadas as duas func¸o˜es esta´ ligada a saturac¸a˜o dos valores,
que leva ao problema de desaparecimento do gradiente, ou em ingleˆs vanish gradient problem,
onde os valores do gradiente sa˜o muito pequenos. Quando os valores esta˜o pro´ximo da sa-
turac¸a˜o, ele faz com que o gradiente sofra pequenas alterac¸o˜es,caso a rede seja profunda, essa
mudanc¸a nos valores de entrada passam a afetar pouco as camadas mais distantes, gerando
como um dos efeitos o aprendizado mais lento. A func¸a˜o de ativac¸a˜o ReLU, apresentada a
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seguir, e´ uma das formas de contornar esse problema.
3.3.2 ReLU
Em redes neurais modernas e´ recomendado o uso de uma unidade linear retificada, ou
ReLU (Rectified Linear Unit). Sendo uma das func¸o˜es de ativac¸a˜o na˜o-linear mais simples,
caracterizada por
y = f(z) = max{0, z} (3.8)
Ale´m de resolver o problema do desaparecimento do gradiente, a func¸a˜o ReLU tambe´m
permite gerar uma rede altamente esparsa, sendo u´til em redes profundas com muitos
neuroˆnios, que unido com outras te´cnicas melhora a eficieˆncia do aprendizado da rede.
Mas a func¸a˜o ReLU tambe´m apresenta alguns problemas: o fato da entrada ser negativa
faz com que o gradiente seja zero, e os neuroˆnios que receberiam o valor derivado desse
gradiente na˜o tenham seus pesos modificados (fazendo com que ele na˜o seja ativado). Esse
problema e´ reduzido no caso de redes profundas, pois existe uma grande quantidade de
neuroˆnios.
3.4 BackPropagation
Cada unidade escondida pode afetar muitas unidades a` sua frente, e consequentemente a
sa´ıda. Para identificar as mudanc¸as criadas por esses elementos, e´ poss´ıvel realizar alterac¸o˜es
nas unidades e verificar a mudanc¸as geradas nos erros. O algoritmo de backpropagation busca
“corrigir” o erro durante a fase de treinamento atrave´s de uma regra que distribui o erro
encontrado na sa´ıda (a fase de feedforward) para os elementos das camadas escondidas. O
algoritmo de backpropagation foi apresentado por Rumelhart et al. (1986) e Werbos & J.
(Paul John(1974).
Com os valores do gradiente para cada uma das unidades, e´ poss´ıvel enta˜o realizar o
ajuste dos pesos dessa unidade. O algoritmo de backpropagation e´ uma forma eficiente de
implementac¸a˜o da regra da cadeia (Bishop 2006); a Sec¸a˜o 3.4.1 apresenta o funcionamento
passo a passo da regra da cadeia em um neuroˆnio com e sem ativac¸a˜o. O pseudoco´digo do
algoritmo sera´ apresentado na Sec¸a˜o 3.4.2.
3.4.1 Backpropagation em uma Rede Neural
Dentro de uma rede neural, o processo de feedforward (fase de propagac¸a˜o da entrada
ate´ a sa´ıda) produz uma sa´ıda para cada neuroˆnio em cada camada, da mesma forma, existe
um gradiente relacionado a cada uma dessas, que podemos chamar de gradiente local. Isso
e´ realizado de forma independente, sem a necessidade de conhecer todo o problema.
A sa´ıda final da rede e´, enta˜o, calculada pela sa´ıda de cada um dos neuroˆnios e indire-
tamente pelos pesos associados a eles. Como na˜o e´ poss´ıvel avaliar diretamente quanto um
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erro na sa´ıda e´ impactado por um certo peso, a regra da cadeia e´ usada para calcular as
derivadas de cada elemento, encontrando o gradiente local para o ajuste dos pesos.
Para compreender melhor as etapas relacionadas com o ca´lculo do gradiente utilizando
o backpropagation, vamos utilizar um exemplo com duas entradas aplicadas a um u´nico
neuroˆnio. Dada uma entrada x1 e x2, tem-se atrave´s da relac¸a˜o com os paraˆmetros (w1, w2
e b) a gerac¸a˜o de uma sa´ıda, a Figura 3.4 apresenta a` esquerda, na forma de grafo, o modelo
mais tradicional de representac¸a˜o de um neuroˆnio, enquanto a` direita e´ apresentado um
circuito com as etapas realizadas para a obtenc¸a˜o dos valores, discriminando os resultados
para a fase de feedforward, em azul, e a fase de backpropagation, em vermelho. As varia´veis
















Figura 3.4: Um neuroˆnio com duas entradas, demonstrando a fase de feedforward e
backpropagation.
A sa´ıda o tem o valor 1 para o gradiente, logo, esse e´ o valor retropropagado para os outros
componentes. O ca´lculo do gradiente e´ local, ou seja, cada sa´ıda do circuito apresenta um
gradiente local, que na˜o necessita conhecer o circuito como um todo para realizar os ca´lculos.
Como apresentado, o = x1 × w1 + x2 × w2 + b, com o objetivo de encontrar o gradiente
local ∂o
∂wi
para ajustar os pesos, pode-se compor essa expressa˜o atrave´s do valor do gradiente















= 1× 1× x1 (3.9)
A regra da cadeia e´ aplicada recursivamente, da sa´ıda ate´ a entrada. O valor do gradiente
local dos pesos ligados a` entrada, para esse exemplo, esta´ diretamente relacionado com o




= xi, e ele indica qual a magnitude do ajuste deve ser
realizado para que o sistema obtenha um resultado para maximizar ou minimizar a sa´ıda,
dependendo do sinal do gradiente.
Mas como apresentado na Sec¸a˜o 3.3, apo´s a sa´ıda de um neuroˆnio e´ comumente aplicado
uma func¸a˜o de ativac¸a˜o. Para exemplificar foi inserido uma func¸a˜o sigmoide apo´s a sa´ıda,






A Figura 3.5 demonstra como ficou o circuito apo´s a aplicac¸a˜o da func¸a˜o sigmoide, com
os devidas atribuic¸o˜es em azul e vermelho da fase de feedfoward e backpropagation.
Figura 3.5: Representac¸a˜o do mesmo neuroˆnio da Figura 3.4, mas com a aplicac¸a˜o de uma
func¸a˜o de ativac¸a˜o sigmoide.
Se observarmos diretamente o gradiente local dos pesos (resultado de cada sa´ıda mostrada
em vermelho), pode ser percebido que o resultado na˜o depende apenas do valor da entrada,
mas de um outro fator g que multiplica esse. Mas, com um pouco de atenc¸a˜o, e´ poss´ıvel
perceber que o esse fator existia de forma igual na aplicac¸a˜o sem a func¸a˜o de ativac¸a˜o, mas
representado pelo valor 1, como pode ser observado na Figura 3.4 (b), que e´ equivalente ao
gradiente local da sa´ıda o, da mesma forma nesse, com o gradiente local da sa´ıda g.
A ana´lise foi realizada passo a passo, de acordo com as interac¸o˜es de cada parte na
montagem do circuito, mas existem outros caminhos. A derivada poderia ter sido aplicada














= (1− σ(x))σ(x) = g (3.11)
O fator g e´ relacionado com o valor da sa´ıda da rede na fase de feedforward, na˜o sendo
necessa´rio realizar o ca´lculo das derivadas, ja´ que o gradiente da derivada local e´ dado
por (1 − f)(f). Ou seja, e´ poss´ıvel simplificar os ca´lculos necessa´rios para o encontrar os
gradientes, dependendo apenas do modelo utilizado e das func¸o˜es aplicadas a esse.
Esse exemplo busca demonstrar a importaˆncia do gradiente dentro de cada uma das
unidades, ale´m de demonstrar que grande parte das informac¸o˜es na˜o precisa ser recalculada.
A sec¸a˜o a seguir apresenta o algoritmo de treinamento utilizando o backpropagation.
3.4.2 Algoritmo de Treinamento
Com o conhecimento do funcionamento das redes neurais e do algoritmo de atualizac¸a˜o
dos pesos, e´ poss´ıvel descrever o algoritmo de treinamento para uma rede. O Quadro 4
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apresenta o treinamento de uma rede feedforward com backpropagation e func¸a˜o sigmoide
como func¸a˜o de ativac¸a˜o.
Quadro 4 Algoritmo de treinamento de uma rede neural com backpropagation
1: procedure Treinamento Rede Neural
2: W,B ← inicializa pesos e bias com valores pequenos
3: X, Y ← ajustes(dataset)
4: while condic¸a˜o de parada na˜o satisfeita do
5: for cada tupla de X e Y do
6: Fase de propagac¸a˜o dos valores
7: for cada unidade j na camada de entrada do
8: Oj = xj







12: for cada unidade j na camada de sa´ıda do
13: Errj = Oj(1−Oj)(Tj −Oj)
14: for cada unidade j nas camadas escondidas, da u´ltima ate´ a primeira do
15: Errj = Oj(1−Oj)
∑
k Errk(wjk)
16: for cada peso wij na rede do
17: 4wij = ErrjOi
18: wij = wij +4wij
19: for cada peso wij na rede do
20: 4bj = Errj
21: bij = bj +4bj
3.5 Deep Neural Networks
Uma rede MLP e´ um aproximador universal de func¸o˜es. (Cybenko (1989) foi o primeiro
pesquisador a demonstrar que uma rede MLP com uma u´nica camada intermedia´ria e´ sufi-
ciente para aproximar uniformemente qualquer func¸a˜o cont´ınua que caiba em um hipercubo
unita´rio), o que indica que existe um nu´mero n finito de neuroˆnios e certa configurac¸a˜o de
pesos sina´pticos que permitem obter um erro de aproximac¸a˜o arbitrarimente baixo para os
dados de treinamento, supondo que se considera uma regia˜o compacta do espac¸o de entreda
e que o mapeamento original, que e´ amostrado para produzir os dados de treinamento, e´
cont´ınuo. O teorema de aproximac¸a˜o universal diz que existe uma rede com grau suficien-
temente grande que permite alcanc¸ar a precisa˜o desejada, mas o teorema na˜o informa que
tamanho essa rede deve possuir (Hornik et al. 1989, 1990, 1994, Cybenko 1989).
Barron (1993) apresentou alguns limites que indicam o tamanho necessa´rio para uma
rede de camada u´nica aproximar uma grande quantidade de classes de func¸o˜es, onde no pior
dos casos, seria necessa´rio um nu´mero exponencial de unidades, com cada unidade corres-
pondendo a uma configurac¸a˜o de entrada. Dessa forma, uma rede Feedforward com uma
camada escondida e´ suficiente para representar qualquer func¸a˜o, mas isso na˜o garante resol-
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ver qualquer problema, pois uma camada pode ser larga (grande quantidade de neuroˆnios)
e ineficiente, falhando para aprender e generalizar corretamente. Utilizar um modelo mais
profundo, com mais camadas intermedia´rias, pode reduzir o nu´mero de unidades requeridas
para uma boa representac¸a˜o, ale´m de reduzir o erro de generalizac¸a˜o.
Mas na˜o basta adicionar camadas para atingir um bom resultado. Para a resoluc¸a˜o
de problemas complexos a necessidade de muitas unidades na rede vai levar o sistema a
overfitting, tanto com uma camada ou va´rias. Como apresentado, representar em va´rias
camadas auxilia mas na˜o resolve, para isso outras medidas devem ser tomadas.
A proposta de deep learning e´ resolver problemas complexos com o uso de modelos com-
plexos, tomando medidas que evitem o overfitting (Buduma & Locascio 2017). As Deep
neural networks, ou redes de aprendizado profundo, sa˜o poderosas ferramentas de apren-
dizado, com caracter´ıstica das FeedForward tradicionais, mas possuindo maior quantidade
de camadas escondidas, que por sua vez possuem grande quantidade de unidades. As deep
learning conseguem realizar em um so´ sistema o que era feito anteriormente com a criac¸a˜o de
um extrator de caracter´ısticas e a adic¸a˜o depois de um classificador; nos cap´ıtulos da Parte
II, buscou-se auxiliar essa extrac¸a˜o e melhorar a classificac¸a˜o, adicionando outras te´cnicas na
abordagem de deep learning, fornecendo mais ferramentas para a te´cnica que veio simplificar
e unir tarefas diferentes.
Existem treˆs vantagens diretas geradas por essa rede e que sa˜o deseja´veis para o funcio-
namento de um sistema complexo. A primeira e´ um grande nu´mero de unidades escondidas,
com sua importaˆncia ja´ apresentada. A segunda e´ a melhora no aprendizado dos algoritmos,
que acontece por um melhor treinamento e a possibilidade de distribuir os valores de forma
mais adequada, diminuindo o overfitting gerado pelo primeiro ponto; esse avanc¸o nos algo-
ritmos sera´ apresentado no cap´ıtulo 4. Por fim, a melhora na inicializac¸a˜o de paraˆmetros, e
a forma de tratar o ajuste deles, ja´ que a quantidade de possibilidades alcanc¸a a casa dos
milho˜es devido a` quantidade de unidades dispon´ıveis (Tao et al. 2014).
Este conjunto atrativo de caracter´ısticas so´ pode ser efetivamente concretizado grac¸as a
alguns fatores, tais como (Schmidhuber 2015).:
(i) o crescimento da quantidade de dados para treinar a rede; a capacidade de coletar, ar-
mazenar e operar grande quantidade de dados ofereceu as informac¸o˜es necessa´rias, enquanto
o surgimento de servic¸os de rotulagem de dados realizados por empresas como a Amazon
permitiram a criac¸a˜o de bases para treinamento supervisionado.
(ii) a melhoria do potencial computacional, atrave´s da evoluc¸a˜o das GPUs, e desenvolvi-
mento de softwares automatizados, facilitando e diminuindo o tempo de processamento.
(iii) a implementac¸a˜o de estrate´gias de regularizac¸a˜o que auxiliam o modelo a alcanc¸ar
melhores resultados com menor chance de ocorrer overfitting.
Embora esses avanc¸os na˜o sejam diretamente ligados a deep learning, eles desempenharam
um papel importante. No Cap´ıtulo 4, e´ apresentado o modelo que e´ um dos principais motivos




As arquiteturas de redes neurais convolucionais (CNN - Convolutional Neural Network)
sa˜o as principais responsa´veis pelo destaque recente das abordagens de deep learning.
As CNNs podem ser vistas como redes feedforward especializadas no tratamento de da-
dos que compartilham paraˆmetros no espac¸o (onde o valor de um atributo depende de sua
vizinhanc¸a), como imagens e sons (Goodfellow et al. 2016).
CNNs foram propostas por LeCun et al. (1989), mas se tornaram populares quando vence-
ram o desafio da base de dados ImageNet(Russakovsky et al. 2015) em 2012 por Krizhevsky
et al. (2012). Esse desafio consiste em classificar elementos contidos nas imagens, dentre
mil poss´ıveis ro´tulos, o que caracteriza um cena´rio bastante desafiador em classificac¸a˜o de
imagens.
Imagens e sons apresentam uma grande quantidade de atributos. Por exemplo, nas
imagens da base de dados CIFAR-10 (Krizhevsky et al. 2017), temos um grupo de imagens
de dimenso˜es reduzidas com 32 × 32 × 3 (A notac¸a˜o × e´ utilizada para a resoluc¸a˜o da
imagem. 3 canais de cores: altura e largura de 32 pixels). Logo, a quantidade de paraˆmetros
de conexa˜o de um neuroˆnio completamente conectado com a entrada e´ de 3072 = 32 ∗ 32 ∗
3. O nu´mero total de paraˆmetros, considerando apenas uma camada intermedia´ria e 10
ro´tulos, e´ dado por 3082 ∗m, onde m e´ a quantidade de neuroˆnios da camada intermedia´rio.
Embora seja plaus´ıvel resolver um problema com essa quantidade de paraˆmetros, a maioria da
imagens precisa de uma quantidade maior de pixels para trazer mais informac¸a˜o, aumentando
rapidamente a quantidade de paraˆmetros existentes. Por exemplo, sa˜o necessa´rios 196.608
paraˆmetros para realizar a conexa˜o com apenas um neuroˆnio e uma imagem 256× 256× 3;
sendo esta a resoluc¸a˜o trabalhada em muitas das aplicac¸o˜es. Se as imagens possuem maior
resoluc¸a˜o, elas podem ser ajustadas, visto que valores maiores costumam encontrar limitac¸o˜es
de hardware.
Para conseguir resolver problemas com tantos atributos, as CNNs usam treˆs diferentes es-
trate´gias: Interac¸o˜es Esparsas (sparse interactions), Compartilhamento de paraˆmetros
(parameter sharing) e Representac¸o˜es equivalentes (equivariant representations).
Para que cada neuroˆnio na˜o se conecte com todos os pixels da camada anterior, uma regia˜o
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menor e´ selecionada dentro desta entrada, reduzindo de forma significativa a quantidade de
paraˆmetros conectados, gerando assim interac¸o˜es espac¸adas.
Existem pesos associados a essas regio˜es menores, que sa˜o compartilhados para todos os
neuroˆnios, fazendo assim o compartilhando paraˆmetros que permitem uma reduc¸a˜o na
quantidade de ajustes.
Ja´ que os paraˆmetros sa˜o compartilhados, se uma mudanc¸a acontecer na entrada, ela
refletira de forma mais direta na sa´ıda, ja´ que a multiplicac¸a˜o e´ realizada para toda a
entrada em mesma proporc¸a˜o, gerando a propriedade de equivaleˆncia, ou representac¸o˜es
equivalentes.
A Figura 4.1 ilustra a diferenc¸a entre duas formas de interac¸a˜o: do lado esquerdo, tem-se
uma rede completamente conectada; do lado direito, tem-se uma rede com aplicac¸a˜o dos
conceitos descritos acima.
Figura 4.1: Comparac¸a˜o entre uma camada completamente conectada, a` esquerda; e outra
com interac¸o˜es esparsas e compartilhamento de paraˆmetros, a` direita.
As redes exibidas na Figura 4.1 sa˜o compostas por uma camada, representada pelos
elementos Sm interagindo com a entrada Xn, com as setas representando os pesos existentes
para a conexa˜o. A rede da direita possui uma quantidade menor de interac¸o˜es em comparac¸a˜o
com a rede da esquerda, ja´ que cada sa´ıda recebe a informac¸a˜o de apenas treˆs entradas
(interac¸o˜es esparsas) diferente da anterior que e´ completamente conectada. Como todas as
sa´ıdas sa˜o conectadas com os mesmos pesos, e´ utilizado um artif´ıcio para manter a mesma
quantidade de pesos conectados, com a adic¸a˜o de dois elementos zero onde so´ existem duas
conexo˜es. Outro aspecto ilustrado na Figura 4.1 e´ a influeˆncia que cada entrada pode gerar
para a sa´ıda. O sombreado representa a influeˆncia que o elemento X3 exerce sobre os da
camada a seguir. As caracter´ısticas de X3 sa˜o passadas para todos os outros na imagem da
esquerda, enquanto na imagem da direita elas so´ afetam treˆs elementos ligados a ele. Essas
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caracter´ısticas sera˜o detalhadas na Sec¸a˜o 4.1.
Por serem redes feedforward, as redes convolucionais possuem camadas que propagam
a informac¸a˜o para a camada a` frente. No entanto, as camadas de uma rede convolucional
podem ser vistas como camadas tridimensionais (3d), que tratam os elementos da camada
anterior, que tambe´m e´ uma camada 3D. Por exemplo, entradas coloridas, como as apre-
sentadas na Sec¸a˜o 2.2.2, sa˜o decompostas em treˆs diferentes matrizes, fazendo com que a
entrada possua treˆs dimenso˜es: altura, largura e profundidade.
Tratando como camadas 3D, podemos que colocar que as camadas que compo˜em uma
CNN fazem a transformac¸a˜o de um volume de entrada 3D para outro volume 3D de sa´ıda,
atrave´s de diferentes relac¸o˜es com os dados. As principais camadas utilizadas em CNNs
sera˜o discutidas a seguir, e sa˜o denominadas por: camada convolucional, camada de pooling
e camada completamente conectada.
4.1 Camada convolucional
Uma camada convolucional e´ o principal bloco de uma rede convolucional. Essa camada
e´ semelhante a`s camadas da rede MLP, onde os paraˆmetros devem ser ajustados no trei-
namento. Os paraˆmetros em uma camada convolucional sa˜o tambe´m chamados de campo
receptivo (receptive field), ou filtros (assumidos aqui como campos receptivos ja´ treinados).
Supondo uma entrada para a camada convolucional com dimenso˜es Hc ×Wc × D, um
filtro e´ uma regia˜o espacial de dimensa˜o f×f×D, onde f < Hc e f < Wc. Ou seja, de uma
imagem colorida, (Hc ×Wc × 3), o campo receptivo e´ uma janela de paraˆmetros colocada
sobre a imagem, mas com a mesma profundidade. Como os paraˆmetros sa˜o os mesmos para
cada campo receptivo, pode-se visualizar como uma janela que percorre toda a imagem,
realizando o produto entre a entrada (da subregia˜o onde a janela esta´) e os paraˆmetros
de cada elemento do campo receptivo naquele momento. Esse produto gera um mapa de
ativac¸a˜o bidimensional; cada elemento do mapa pode ser analisado como um neuroˆnio. O
objetivo e´ que o mapa seja ativado quando alguma caracter´ıstica for identificada, quer seja
uma borda, manchas de alguma cor, ou padro˜es inteiros, onde a complexidade aumenta de
acordo com as camadas percorridas. Um filtro gera um mapa bidimensional; logo, a aplicac¸a˜o
de uma quantidade de j filtros, gera uma sa´ıda tridimensional da camada convolucional.
A Figura 4.2 apresenta uma comparac¸a˜o entre as conexo˜es em uma imagem da base de
dados Cifar-10. Do lado esquerdo, um neuroˆnio esta´ fazendo 3072 = 32 ∗ 32 ∗ 3 conexo˜es,
enquanto a figura da direita ilustra um campo receptivo 5× 5 com 75 = 5 ∗ 5 ∗ 3 conexo˜es.
Ou seja, a figura da direita apresenta a caracter´ıstica de interac¸o˜es esparsas citada anteri-
ormente.
Algumas considerac¸o˜es adicionais podem ser elaboradas em relac¸a˜o a esse exemplo. Para
cobrir toda a imagem e´ necessa´rio que a janela 5 × 5 × 3 execute pelo menos quarenta
e nove deslocamentos, totalizando 75 ∗ 49 = 3.675 paraˆmetros, gerando 49 neuroˆnios. Em
comparac¸a˜o ao completamente conectado, caso fossem utilizados apenas 10 neuroˆnios, seriam
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Figura 4.2: Ilustrac¸a˜o de paraˆmetros em um sistema completamente conectado, esquerda; e
com a utilizac¸a˜o de campo receptivo, a direita, para apenas um neuroˆnio.
necessa´rios mais de trinta mil paraˆmetros. Esse quantidade de neuroˆnios e´ pequena para
a extrac¸a˜o das caracter´ısticas do problema, mas ilustra a ordem de grandeza das redes
necessa´rias para identificac¸a˜o de padro˜es em imagens, apesar das dimenso˜es da base Cifar-
10 serem reduzidas.
As redes feedforward, como a MLP, sa˜o muitas vezes apresentadas como sendo bioinspi-
radas. Isso tambe´m ocorre com redes convolucionais, que tem seu funcionamento ana´logo
a visa˜o biolo´gica e sua interpretac¸a˜o no ce´rebro. Mas, e´ importante lembrar que qualquer
modelo simplificado, ou analogia, tem aplicac¸o˜es limitadas.
Comparac¸a˜o com o ce´rebro Hubel & Wiesel (1959) realizaram experimentos com ce´rebros
de mamı´feros, buscando identificar como funciona a recepc¸a˜o da imagem e o processamento
que e´ realizado pelo ce´rebro. Esses trabalhos tiveram reconhecimento com o preˆmio No-
bel de fisiologia ou medicina, em 1981. De forma simplificada, foram apresentadas imagens
projetadas, enquanto era observado a resposta no ce´rebro. Foi observado que os primeiros
neuroˆnios responsa´veis pela visa˜o, encontrados no co´rtex visual, sa˜o seletivos em relac¸a˜o a
paraˆmetros mais simples e padro˜es de luz, como a orientac¸a˜o de linhas e bordas, comec¸ando
com identificac¸o˜es de retas verticais e captando outras orientac¸o˜es mais inclinadas pelos vizi-
nhos pro´ximos a esses. As identificac¸o˜es mais complexas, inclusive com manchas e cores, sa˜o
realizadas por outro grupo de neuroˆnios, apo´s a emissa˜o do sinal pelos primeiros neuroˆnios,
enquanto a compreensa˜o do que e´ visto e´ realizado ainda por outros grupos que processam
a informac¸a˜o dos anteriores.
A interpretac¸a˜o acima e´ semelhante a` realizada pelas redes convolucionais. Inclusive
va´rios termos utilizados em CNNs sa˜o semelhantes aos utilizados em a´reas de neurocieˆncia.
Funcionamento da camada convolucional Uma rede feedforward tradicional tem a
escolha da quantidade de neuroˆnios feita na maior parte do tempo de forma arbitra´ria,
definida por testes para selecionar o valor mais adequado. Por outro lado a quantidade
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de neuroˆnios na camada de sa´ıda em uma rede convolucional e´ associada a` escolha de treˆs
hiperparaˆmetros: profundidade, stride (passo) e zero-padding.
A profundidade corresponde ao nu´mero de filtros escolhidos, com cada filtro gerando um
mapa bidimensional que, ao serem colocados juntos, criam a profundidade correspondente a`
sa´ıda da camada.
Os outros hiperparaˆmetros, de forma conjunta, indicam a quantidade de neuroˆnios na
altura e largura. Como apresentado, o campo receptivo percorre todo o volume de entrada.
O stride indica como esse deslizamento sera´ feito; caso o valor seja 1, ele move pixel por
pixel, caso seja 2, a janela vai se mover dois pixels, ou seja, pulando um pixel entre cada
avaliac¸a˜o, gerando sa´ıdas menores que a entrada. Um valor de Stride maior que um acarreta
em perda de informac¸a˜o.
A janela do filtro utilizado possui dimenso˜es Hcf ×Wcf . Se esses valores forem maiores
do que um, quando ele percorrer toda a dimensa˜o da entrada, a sa´ıda gerada perdera´ as
dimenso˜es da borda, tornando-se ligeiramente menor. Para contornar eventuais dificuldades
com essa perda, e´ poss´ıvel preencher com zeros o volume de entrada, para que o centro do
campo receptivo coincida com o primeiro pixel da entrada, mantendo o volume espacial da
sa´ıda. Esse processo e´ chamado de zero-padding (Essa te´cnica foi ilustrada anteriormente,
na Figura 4.1, com a adic¸a˜o dos zeros como entrada).
E´ poss´ıvel calcular o volume de sa´ıda, dadas as escolhas comentadas acima. Vamos
supor que a entrada, dada pelas dimenso˜es Hc×Wc, seja quadrada, ou seja, com Hc = Wc.
Supondo que o campo receptivo tenha dimenso˜es f × f , e aplicando o valor de stride St, e o
zero-padding (pad) P (representando quantos invo´lucros de zeros sa˜o colocados na entrada),
a fo´rmula do ca´lculo de quantos neuroˆnios compo˜em a camada seguinte e´ dada por:
C =
H − f + 2P
St
+ 1, (4.1)
onde C e´ a dimensa˜o da largura e altura da camada conectada a frente a quantidade de
neuroˆnios e´ dada por Qn = C ∗ C. Por exemplo, considerando uma imagem de entrada
com 32 × 32 pixels, se for aplicado um campo receptivo 5 × 5 e stride 1, temos com pad
0 a dimensa˜o de 28 × 28; com pad 1, a sa´ıda 30 × 30, e com pad 2 o valor e´ mantido
igual a entrada, 32 × 32. Caso utilizemos o valor de pad 2 para as mesmas dimenso˜es, e
adotemos stride 2, a sa´ıda sera´ de 16, 5; a priori esse valor na˜o poderiam ser usado por na˜o
ser inteiro, gerando erros na hora da execuc¸a˜o. Para contornar essa dificuldade, poderia ser
adicionadas uma linha e uma coluna extra de zeros, fazendo com que o fator 2P = 2P1 + 1,
ou adotar as dimenso˜es da entrada como 31 × 31, pois com filtro 5 × 5, pad 2 e stride 2, a
quantidade de neuroˆnios de sa´ıda seria de 16× 16. Lembramos que as sa´ıdas dos neuroˆnios
sera˜o apresentadas como os pixels de entrada da camada conectada.
Caso cada neuroˆnio possu´ısse seu pro´prio paraˆmetro, ter´ıamos Qp = (C ∗ C ∗ Ds) ∗
((f ′ ∗ f ′ ∗ De) + 1), onde Ds e De sa˜o a profundidade das camadas de sa´ıda e de entrada,
respectivamente, e a adic¸a˜o de uma unidade e´ devido ao bias (utilizado nos neuroˆnios de
redes neurais artificiais e apresentados no Cap´ıtulo 3). Em um problema real, com camada
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convolucional de 256× 256× 96, com mesmo tamanho da entrada, e um campo receptivo de
11 × 11 × 3, existiriam 6.281.456 ∗ 364 = 2.286.449.984 paraˆmetros para apenas a primeira
camada convolucional. Essa escala inviabiliza, com os equipamentos e as te´cnicas dispon´ıveis
atualmente, o treinamento de uma rede convolucional.
O compartilhamento de paraˆmetros tem como objetivo utilizar a mesma janela de campo
receptivo, com os mesmos pesos a serem ajustados, para cada um dos mapas que sera˜o
gerados. Dessa maneira, a quantidade de paraˆmetros a serem treinados e´ de f ′ ∗f ′ ∗De ∗Ds,
que totalizaria 34.848 paraˆmetros.
Com o compartilhamento de paraˆmetros, tem-se como objetivo que os campos receptivos
passem a expressar apenas uma caracter´ıstica para cada canal. Dessa maneira, a intenc¸a˜o e´
que ao percorrer a imagem ele consiga encontrar os padro˜es atrave´s da convoluc¸a˜o. Por isso
o termo “filtro” e´ utilizado.
Ca´lculo de convoluc¸a˜o: Para calcular o valor para uma sa´ıda, dada uma entrada
e os paraˆmetros do filtro, efetua-se a convoluc¸a˜o espacial. Esse ca´lculo e´ expresso pela
multiplicac¸a˜o escalar dos elementos das matrizes – com a primeira matriz representando a
parte selecionada da entrada e a segunda matriz o campo receptivo. Apo´s a multiplicac¸a˜o
entre os escalares de mesma posic¸a˜o, e´ realizada a soma dos elementos. Dado um filtro de
dimenso˜es f×f×De, podemos, no momento do ca´lculo, retirar de uma entrada Hc×Wc×De











onde a e´ a regia˜o local selecionada na entrada e as componentes de b sa˜o associados ao campo
receptivo. A grafia ijd refere-se a` posic¸a˜o ij do elemento a ser calculado na dimensa˜o d.
A Figura 4.3 apresenta como o valor dessa sa´ıda e´ gerada. Os elementos foram represen-
tados na figura de duas formas, em visa˜o volume´trica, na parte superior, e de forma bidi-
mensional, representando o ca´lculo da convoluc¸a˜o, na parte inferior. A entrada da camada
convolucional e´ representada pelos primeiros elementos mais a` esquerda, com dimenso˜es 6×6
e com treˆs canais de profundidade, que expressam nesse exemplo uma entrada colorida, com
as componentes divididas em Red, Green e Blue. Observa-se que, apesar de a avaliac¸a˜o ter
sido realizada com a imagem de entrada, ela poderia ter sido aplicada em qualquer camada
intermedia´ria. A segunda representac¸a˜o e´ a adic¸a˜o do zero-padding, colocando os valores
zero (0) para todas as camadas. O terceiro elemento e´ a representac¸a˜o do campo receptivo de
tamanho 3× 3, e profundidade esperada igual a` da entrada. A representac¸a˜o mais a` direita
e´ do Mapa de ativac¸a˜o bidimensional, caracterizado pela sa´ıda da interac¸a˜o entre o campo
receptivo e a entrada; o tamanho e´ o mesmo da entrada pois foi adotado stride 1, como visto
anteriormente. A figura ilustra a situac¸a˜o em que o campo receptivo ja´ foi avaliado para
todos os elementos da primeira linha, e o ca´lculo da segunda linha esta´ sendo iniciado.
A Figura 4.3 apresenta a interac¸a˜o com apenas um campo receptivo. A Figura 4.4
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Figura 4.3: Estrutura de uma camada convolucional, com entrada 6× 6× 3, adic¸a˜o de
padding 1. A representac¸a˜o e´ realizada apenas com um campo receptivo 3× 3× 3. Com o
Stride 1 e´ gerado um mapa de ativac¸a˜o bidimensional de entrada 6× 6
apresenta outra representac¸a˜o com va´rios filtros, onde cada camada bidimensional e´ referente
ao campo receptivo da sua cor.
Figura 4.4: Representac¸a˜o de va´rios campos receptivos para gerac¸a˜o de sa´ıdas.
Os passos comentados acima representam o ca´lculo em cada um dos neuroˆnios. Apo´s eses
ca´lculos, os valores calculados devem ser “apresentados” a uma func¸a˜o de ativac¸a˜o. A func¸a˜o
de ativac¸a˜o normalmente utilizada em uma rede convolucional e´ a func¸a˜o ReLU, definida na
Sec¸a˜o 3.3.2.
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4.1.1 Camada de Pooling
Neste trabalho, considera-se uma camada como algo que recebe um conjunto de dados
de entrada e gera um conjunto de dados de sa´ıda, interagindo e alterando os volumes 3d.
Como foi apresentado na sec¸a˜o anterior, se for adotado stride > 1 o volume de sa´ıda
sera´ menor que o volume de entrada. O problema relacionado com essa pra´tica e´ a perda de
informac¸a˜o que seria adquirida atrave´s do processo do stride, ja´ que os filtros sempre saltam
algumas regio˜es.
Para reduzir a perda de informac¸a˜o e diminuir o tamanho espacial da camada 3d, camadas
de pooling, que podem ser chamadas em portugueˆs de camadas de agrupamento, podem ser
utilizadas apo´s as camadas de convoluc¸a˜o. Sua func¸a˜o e´ reduzir o tamanho espacial e,
consequentemente, diminuir a quantidade de paraˆmetros a serem calculados, ajudando a
controlar o overfitting.
Em outras palavras, pooling consiste na aplicac¸a˜o de uma func¸a˜o de agrupamento de
informac¸a˜o sobre cada um dos mapas bidimensionais, permitindo reduzir sua dimensa˜o.
Dessa forma, a profundidade da camada continua sendo a mesma, reduzindo apenas a altura
e a largura da camada 3d.
A forma de agrupamento mais comum e´ atrave´s da func¸a˜o Max, gerando a camada
max pooling. Ela consiste em utilizar uma regia˜o, semelhante ao campo receptivo, que
transformara´ a entrada. Dadas as dimenso˜es Hc1×Wc1×D1 para o volume de entrada, sa˜o
necessa´rios dois paraˆmetros, um stride St e as dimenso˜es da janela de max F , para gerar um
volume de sa´ıda com dimenso˜es Hc2×Wc2×D2, onde D1 = D2, Wc2 = ((Wc1−F )/St)+1
e Hc2 = ((Hc1 − F )/St) + 1. Com Wc = Hc e janela 2× 2, normalmente o valor do stride
assume o mesmo valor da dimensa˜o da janela F = St = 2. Dessa forma, as dimenso˜es
em relac¸a˜o a entrada sa˜o reduzidas pela metade, o que leva um decre´scimo de 75% dos
paraˆmetros de ativac¸a˜o.
A sa´ıda para cada uma das janelas e´ simplesmente a realizac¸a˜o de operac¸a˜o de max para
os elementos avaliados, que consiste em selecionar o maior elemento. A Figura 4.5 ilustra
esse funcionamento, considerando St = 2 e uma janela 2 × 2. Do lado esquerdo pode ser
vista a reduc¸a˜o de dimensa˜o; o lado direito ilustra a selec¸a˜o dos elementos.
Figura 4.5: Modelo de aplicac¸a˜o de um Max Pooling
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A Figura 4.6 ilustra a junc¸a˜o de uma camada convolucional, a aplicac¸a˜o a uma func¸a˜o
de ativac¸a˜o e a aplicac¸a˜o de uma camada de pooling.
Figura 4.6: Modelo de aplicac¸a˜o de um max pooling apo´s uma camada convolucional.
4.2 Camada completamente conectada
As camadas das redes convolucionais sa˜o denominadas completamente conectadas (FC
FullyConnected) quando os elementos das camadas possuem ligac¸o˜es com todos os elementos
da camada anterior. Essa e´ a forma de conexa˜o normalmente utilizada em redes FeedForward
como a MLP.
A camada FC pode ser vista como uma camada de sa´ıda de uma rede convolucional que
usou d campos receptivos de dimenso˜es iguais a`s da entrada, gerando uma sa´ıda bidimensi-
onal com profundidade de tamanho 1 × 1 × d. As camadas completamente conectadas sa˜o
dispostas no final de uma rede convolucional, seguindo a reduc¸a˜o de dimenso˜es e o aumento
da profundidade ate´ a formac¸a˜o dos vetores.
Os neuroˆnios de uma primeira camada completamente conectada podem ser vistos como
classificadores de padro˜es, que va˜o ser ativados em consequeˆncia das respostas dos filtros. A
u´ltima camada em uma rede convolucional para classificac¸a˜o e´ uma camada completamente
conectada, normalmente com a quantidade de sa´ıdas igual a` quantidade de poss´ıveis ro´tulos,
podendo atribuir a qual classe a entrada pertence, utilizando uma softmax (Sec¸a˜o 2.3.3)
para essa tarefa.
4.3 Algoritmo para Redes Convolucionais
O Quadro 5 apresenta a estrutura ba´sica para uma camada convolucional, recebendo




1: procedure Estrutura Principal
2: X ← informacao de entrada
3: Wc1, Hc1, D1 ← dimensoes(X)
4: St← Stride
5: P ← Zero-padding
6: Xp← X + pad
7: C ← Quantidade campos receptivos
8: listf ← f1, f2, · · · , fC
9: f ← dimensa˜o campo receptivo
10: Wc2 = (Wc1 − f + 2P )/St+ 1
11: Hc2 = (hc1 − f + 2P )/St+ 1
12: D2 = C
13: for d = 1 ate´ D2 do
14: for hc = 0 ate´ Hc2 − 1 do
15: for wc = 0 ate´ Wc2 − 1 do
16: campo = fd
17: regiao = Xp[hc ∗ St : hc ∗ St+ f, wc ∗ St : wc ∗ St+ f, :]
18: Ohw⇐d = convolucao(regiao,campo)
19: for d = 1 ate´ D2 do
20: Stp = pooling(Od)
A parte inicial do algoritmo consiste na preparac¸a˜o dos dados, onde as dimenso˜es sa˜o
definidas pela entrada que vai ser apresentada. Os valores de stride e padding devem ser
selecionados de forma que seja poss´ıvel realizar os ca´lculos para a camada de sa´ıda gerada.
Um nu´mero C de campos receptivos sa˜o esperados, sendo a quantidade de vezes que o
lac¸o “for” e´ percorrido. Os outros lac¸os “for” selecionam a regia˜o que sera´ avaliada a
cada momento, executando os ca´lculos atrave´s das colunas da matriz. A func¸a˜o convoluc¸a˜o
utilizada no me´todo Main e´ apresentada no Quadro 6, tem como objetivo realizar o ca´lculo
da convoluc¸a˜o para cada um dos pixels de sa´ıda.
Quadro 6 Func¸a˜o de Convoluc¸a˜o
1: hc′, wc′, De ← regiao
2: f ← campo
3: resposta = 0
4: for d = 1 ate´ De do
5: y = 0
6: for hc = 0 ate´ f do
7: linha = 0
8: for wc = 0 ate´ f do
9: linha = linha+ regiaohw ∗ campohw
10: y = y + linha
11: resposta = resposta + y
12: resposta = resposta + bias




2: F ← dimensaoJanela
3: St← Stride
4: Wc2 = (Wc1 − F )/St+ 1
5: Hc2 = (Hc1 − F )/St+ 1
6: for i = 0 ate´ Hc2 do
7: for j = 0 ate´ Wc2 do
8: Yij = max(Xd[i ∗ F : i ∗ F + St, j ∗ F : j ∗ F + St])
4.4 Construc¸a˜o de Redes Convolucionais
Grande parte das discusso˜es em relac¸a˜o a aplicac¸o˜es de redes convolucionais sa˜o ligadas a
construc¸a˜o da arquitetur, ou seja, quais as sequeˆncias de camadas devem ser colocadas para
o melhor funcionamento. Em uma rede MLP, normalmente os pontos a serem especificados
incluem a quantidade de camadas escondidas, o nu´mero de neuroˆnios que cada camada deve
possuir e o tipo de func¸a˜o de ativac¸a˜o que deve ser utilizado. Ja´ em redes convolucionais,
ale´m da profundidade e da quantidade de elementos que compo˜em cada uma delas, existem
diferentes tipos de camadas. Dessa forma, a dificuldade esta´ em atribuir quais delas devem
ser utilizadas e qual sera´ a sua sequeˆncia.
Nesta sec¸a˜o, sera˜o apresentadas as pra´ticas mais comuns na criac¸a˜o de um modelo convo-
lucional. Em seguida, a Sec¸a˜o 4.5 apresenta alguns dos modelos de CNN mais consolidados.
A estrutura mais simples e´ a ligac¸a˜o da entrada com uma camada completamente conec-
tada, formando um classificador linear. Pela necessidade de pelo menos uma camada FC,
podemos assumir que as modificac¸o˜es e propostas devem estar relacionadas com elementos
que estara˜o entre essas duas (Figura 4.7a).
A camada convolucional e´ o componente principal de uma rede convolucional. Como
discutido no Cap´ıtulo 3, para adicionar na˜o linearidade e´ importante aplicar a` sa´ıda dos
neuroˆnios a uma func¸a˜o de ativac¸a˜o, sendo a mais utilizada em CNNs a func¸a˜o ReLu. Por
questo˜es de simplificac¸a˜o, elas podem ser representadas como um bloco u´nico. Esse bloco,
adicionado no classificador linear seria a rede convolucional mais simples, representada na
Figura 4.7b.
Outra camada que costuma ser conectada com a ReLu e´ a completamente conectada.
Caso seja acoplado no classificador linear um bloco FC + ReLU, sua representac¸a˜o seria
semelhante a uma rede MLP (ver Figura 4.7c).
A camada de Pooling pode exercer uma func¸a˜o importante dependendo dos dados a
serem trabalhados. Como apresentado anteriormente, ela costuma ser adicionada apo´s a
combinac¸a˜o Conv + ReLU.
A Figura 4.7d ilustra o uso de todos os componentes. Apesar de essa representac¸a˜o ser
uma rede convolucional com va´rios componentes, ela na˜o e´ uma ferramenta ta˜o eficiente
quanto pode ser uma rede realmente profunda. Para atingir a profundidade, e´ necessa´rio a
repetic¸a˜o de alguns desses componentes. Uma das poss´ıveis alternativas pode ser observada
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na Figura 4.7e.
Figura 4.7: Evoluc¸a˜o de arquiteturas de redes convolucionais
E´ poss´ıvel representar todas as arquiteturas anteriores na Figura 4.7e. Inicia-se com
uma entrada, que sera´ passada para uma camada convolucional ligada a uma ReLU, que
pode, ou na˜o, estar ligada a uma camada Pooling. Esse bloco se repete n = n1 + n2 vezes;
caso n1 ou n2 seja 0, significa que esse bloco na˜o foi utilizado. A sa´ıda do processamento
convolucional, independentemente da quantidade de elementos utilizados, segue para uma
camada completamente conectada juntamente com uma ReLU, que pode ser adicionado m
vezes, ate´ que as informac¸o˜es sejam entregues para uma camada completamente conectada
de sa´ıda. Os valores indicados para esses componentes sa˜o de n ≤ 3 e m < 3. Essa
representac¸a˜o gra´fica tambe´m pode ser escrita da forma:
X→ [(Conv+ReLU) || (Conv+ReLU) + Pool]n → (FC + ReLU)m → FC, (4.3)
onde X e´ a entrada, Conv e´ a camada convolucional, Pool e´ a camada de Pooling e FC e´ a
camada completamente conectada.
Outro crite´rio que deve ser analisado e´ o tamanho do campo receptivo, do stride e do
padding. Assim como em outras arquiteturas de redes neurais, na˜o existe recomendac¸a˜o
gene´rica para os valores dos paraˆmetros, mas existem algumas boas pra´ticas. Como valores
altos para stride podem gerar perdas de informac¸o˜es, e´ indicado usar um valor ta˜o baixo
quanto poss´ıvel e, se necessa´rio, explorar alternativas para reduc¸a˜o da dimensa˜o. O padding
e´ utilizado principalmente para gerenciar o tamanho da camada seguinte, tanto para manter
o tamanho anterior.
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O principal ponto a ser analisado e´ o tamanho dos campos receptivos. O indicado e´
que sejam utilizados janelas pequenas. Por exemplo, imagine dois campos receptivos, de
tamanho 5× 5 e 3× 3. Para que o segundo consiga ter uma regia˜o de visualizac¸a˜o igual ao
do primeiro, ele precisa ser aplicado em pelo menos duas camadas, como ilustrado na Figura
4.8. Utilizar apenas uma camada para visualizar a mesma regia˜o e´ desvantagem, ja´ que a
mesma entrada passara´ apenas por func¸o˜es lineares; no caso de um nu´mero maior de camadas
existira˜o duas na˜o linearidadade apo´s a sa´ıda (Simonyan & Zisserman 2014). Outro ponto a
ser avaliado e´ a quantidade de paraˆmetros relacionados. Como existe compartilhamento de
paraˆmetros, sa˜o utilizados 2 ∗ (3 ∗ 3) = 18 paraˆmetros para cada canal de entrada, enquanto
o maior gera 5 ∗ 5 = 25 paraˆmetros. Se essa avaliac¸a˜o for realizada em um campo receptivo
7× 7, a discrepaˆncia sera´ maior.
Figura 4.8: Influeˆncia dos dados para duas camada a frente com campo receptivo 3× 3.
Essas sa˜o algumas abordagens realizadas para a construc¸a˜o de CNNs, com distribuic¸a˜o
linear das camadas. Outras abordagens, menos intuitivas, esta˜o sendo testadas, como e´
o caso da arquitetura Inception do Google (Szegedy et al. 2015), e as redes residuais da
Microsoft Research Asia (He et al. 2015).
4.5 Modelos de Redes Convolucionais
A seguir sera˜o apresentados alguns dos modelos que alcanc¸aram melhores resultados em
redes convolucionais, fazendo com que sejam mais utilizados em aplicac¸o˜es.
4.5.1 LeNet
A primeira utilizac¸a˜o de uma rede convolucional foi realizada por LeCun et al. (1989),
Cun et al. (1990). A abordagem foi utilizada para a identificac¸a˜o de d´ıgitos escritos a ma˜o,
usando uma base de dados que utilizava informac¸a˜o dos co´digos postais americanos.
Quando se fala nessa abordagem, o modelo referenciado costuma ser atribu´ıdo ao LeNet-
5; uma rede composta por 2 camadas convolucionais e duas camadas de pooling. Seu desenho
pode ser visto na figura 4.9. As camadas de pooling sa˜o colocadas logo apo´s as convoluc¸o˜es
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e a rede utiliza treˆs camadas completamente conectadas, sendo a u´ltima uma sa´ıda de clas-
sificac¸a˜o para 10 classes. A te´cnica de pooling utilizada e´ o Average Pooling.
Figura 4.9: Estrutura da rede Lenet-5 ((LeCun et al. 1989)). Os valores acima das imagens
sa˜o compostos por Qf@H ×W , onde Qd e´ a quantidade de filtros e HceWc sa˜o altura e
largura.
4.5.2 AlexNet
Entre a primeira apresentac¸a˜o das redes convolucionais nos anos 90 e sua popularizac¸a˜o,
passaram-se mais de duas de´cadas. A disseminac¸a˜o doas pesquisas na a´rea e´ em grande
parte devido a repercursa˜o do modelo AlexNet. A rede foi apresentada no desafio ILSVRC
em 2012 (Krizhevsky et al. 2012), que consiste em classificar imagens com uma ma´quina
treinada para mil ro´tulos diferentes. O erro de classificac¸a˜o alcanc¸ado pela rede AlexNet foi
de 16%, contra 26% para o segundo colocado, em um top-5, onde a identificac¸a˜o correta esta
nas primeiras cinco opc¸o˜es apresentadas pelo modelo.
Em Krizhevsky et al. (2012) sa˜o apresentados os passos e a discussa˜o das escolhas para
chegar ao modelo AlexNet. Outro ponto importante do trabalho e´ o uso de GPUs, ale´m
de discusso˜es relacionadas a te´cnicas que permitem reduzir o overfitting, como o dropout
(Sessa˜o 2.5.4).
A estrutura adotada usa oito camadas com pesos, onde as primeiras cinco sa˜o camadas
convolucionais e as treˆs restantes sa˜o completamente conectadas. A principal diferenc¸a em
relac¸a˜o a` LeNet e´ que nem toda camada convolucional e´ seguida de uma camada de pooling.
A Figura 4.10 ilustra a construc¸a˜o alcanc¸ada.
Essa sera´ a rede utilizada nas aplicac¸o˜es da Parte II. Apesar da existeˆncia de redes
convolucionais com melhor desempenho em tarefas de classificac¸a˜o, como as apresentadas a
seguir, optou-se por utilizar a arquitetura das redes AlexNet, visto que seu treinamento e´
significativamente mais ra´pido (no ma´ximo dez horas para as aplicac¸o˜es desenvolvidas aqui,
em contraposic¸a˜o a dias nas outras redes). Essa abordagem e´ necessa´ria pois as propostas
sa˜o investigar a melhor performance de acordo com o pre´ e po´s processamento dos dados na
rede, e na˜o na obtenc¸a˜o da melhor performance em diferentes arquiteturas, necessitando de
grande quantidade de rodadas.
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Figura 4.10: Estrutura da rede AlexNet (baseada em (Krizhevsky et al. 2012)).
4.5.3 GoogLeNet
Apo´s 2012, a quantidade de competidores que utilizaram CNNs para o desafio ILSVRC
(Russakovsky et al. 2015) aumentou drasticamente. Em 2014, o vencedor do desafio apre-
sentou o modelo chamado de GoogLeNet, uma rede muito profunda e larga.
Uma contribuic¸a˜o importante dada por essa abordagem foi a aplicac¸a˜o de uma arquitetura
chamada de modelo Inception (Szegedy et al. 2015). Ela permitiu a reduc¸a˜o de 12 vezes no
nu´mero de paraˆmetros, em relac¸a˜o a` AlexNet. Outro aspecto a destacar na GoogLeNet foi
a utilizac¸a˜o do Average Pooling nas camadas completamente conectadas.
A rede GoogLeNet apresenta profundidade de 22 camadas; todas essas possuem paraˆmetros
a serem ajustados. Se considerarmos as camadas de pooling, sa˜o 27 camadas. A Figura 4.11
apresenta toda estrutura da rede, ilustrado tambe´m os mo´dolos Incepction, que se separados
fazem com que a rede ultrapasse 100 blocos de construc¸a˜o (Szegedy et al. 2015).
A rede apresenta treˆs diferentes sa´ıdas, em treˆs diferentes pontos, utilizando diferentes
quantidades de caracter´ısticas extra´ıdas para oferecer diferentes respostas que podem ser
combinadas em outro momento.
Figura 4.11: Estrutura da rede GoogLeNet.
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4.5.4 VGGNet
No ano em que a GoogLeNet conseguiu o melhor resultado no desafio ILSRV, 2014, a
rede VGG obteve o segundo lugar. Mesmo na˜o alcanc¸ando o melhor resultado, ela apre-
sentou contribuic¸o˜es importantes, principalmente na maneira de construir uma rede com
grande profundidade, e mostrando que essa arquitetura permite alcanc¸ar bom desempenho
na realizac¸a˜o do aprendizado.
O trabalho de Simonyan & Zisserman (2014) apresenta as discusso˜es relacionadas com o
formato do modelo. A estrutura escolhida, apo´s va´rias ana´lises, foi uma rede com 19 cama-
das, considerando apenas as camadas que possuem pesos a serem ajustados (convolucionais
completamente conectadas).
Devido a` estrutura e os nu´meros de paraˆmetros associados, a rede VGGNet tem um custo
computacional alto. A Figura 4.12 ilustra uma rede VGGNet como descrito acima.
Figura 4.12: Estrutura da rede VGGNet 19 camadas.
4.5.5 Transfer learning
Transfer learning, ou em portugueˆs, transfereˆncia de conhecimento, na˜o e´ um modelo de
redes convolucionais, mas uma te´cnica que tem se destacado na a´rea de DNN e CNN.
Essa te´cnica busca utilizar um conhecimento adquirido por um modelo para resolver
um certo problema, e utilizar esse conhecimento para tratar um problema diferente. Por
exemplo, o aprendizado para aprender a identificar um certo elemento em uma imagem,
como bicicletas, pode ser utilizado para outro problema de identificar motos, ja´ que muitas
caracter´ısticas sa˜o semelhantes (Shin et al. 2016).
Uma das maneiras de se fazer isso e´ pegar um modelo ja´ treinado, com seus paraˆmetros
mantidos, e treina´-lo com novos dados, na tarefa de classificar os ro´tulos desses u´ltimos.
Logo, os pesos para treinar a nova tarefa iniciaram com os pesos da tarefa anterior. Essa
abordagem e´ particularmente u´til quando na˜o existem dados o suficiente.
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4.6 Discussa˜o
As arquiteturas de redes convolucionais apresentadas neste cap´ıtulos sugerem consi-
derac¸o˜es adicionais. A primeira considerac¸a˜o e´ a velocidade com que novas propostas esta˜o
sendo apresentadas, com um ganho de desempenho elevado em relac¸a˜o as propostas ante-
riores. Por outro lado, se novas propostas sa˜o feitas, significa que ainda na˜o foi atingida a
compreensa˜o completa da importaˆncia de cada elemento utilizado nas redes.
As aplicac¸o˜es desenvolvidas na Parte II deste trabalho pretendem contribuir para o aper-
feic¸oamento de elementos que auxiliam a performance das redes convolucionais, tendo como




Como apresentado nos Cap´ıtulos 3 e 4, a maior parte dos paraˆmetros dos modelos de redes
neurais sa˜o calculados em diferentes unidades atrave´s de produtos escalares. Esses ca´lculos
podem ser separados em pequenas etapas e realizados de maneira independente, o que pode
ser beneficiado pela paralelizac¸a˜o. As GPUs (acroˆnimo de Graphics Processing Unit, da
denominac¸a˜o em ingleˆs para unidade de processamento gra´fico) apresentam uma grande
quantidade de processadores paralelizados, permitindo o treinamento em tempo via´vel de
modelos com grande quantidade de paraˆmetros.
A a´rea de deep learning se popularizou rapidamente grac¸as ao desenvolvimento de fra-
meworks que auxiliaram na criac¸a˜o de modelos paralelizados utilizando GPUs. Este cap´ıtulo
apresenta conceitos relacionados a`s duas tecnologias, tratando inicialmente do hardware e,
em seguida, dos principais frameworks dispon´ıveis.
5.1 GPU
A GPU e´ um tipo espec´ıfico de microprocessador, constru´ıdo para trabalhar com pro-
cessamento gra´fico em computadores. Esses microprocessadores apresentam diferenc¸as em
relac¸a˜o a`s CPUs (Central Processing Unit - unidade de processamento central), observados
principalmente na construc¸a˜o e forma como processam tarefas. As CPUs sa˜o compostas por
poucos nu´cleos (6 nu´cleos no i7-8700k), que realizam processamentos sequenciais complexos
e de propo´sitos gerais; as GPUs teˆm sua arquitetura constru´ıda por milhares de processa-
dores simples, capazes de realizar tarefas aritme´ticas ba´sicas paralelamente. Nem todos os
algoritmos podem ser implementados de forma eficiente nas GPUs, mas redes convolucionais
sa˜o beneficiadas por esse tipo de hardware por realizar principalmente operac¸o˜es de produto
escalar (de P. Veronese & Krohling 2010).
As primeiras GPUs eram compostas por um microprocessador de nu´cleo simples, voltado
para tarefas gra´ficas. Atualmente, evoluiram para sistemas altamente paralelizados, com-
postos por va´rios nu´cleos e com grande largura de banda de memo´ria elevada (3584 nu´cleos
e 484 GB/s de largura de banda na placa de v´ıdeo Geforce GTX 1080) (Nvidia 2017a). Com
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essa arquitetura, passaram a ser empregadas em diversas a´reas, tornando-se cada vez mais
plataformas de propo´sito geral. A Figura 5.1 apresenta a evoluc¸a˜o atrave´s da possibilidade
de realizac¸a˜o de ca´lculos com pontos flutuantes em GPUs e CPUs no per´ıodo de 2003 a 2016.
Figura 5.1: Evoluc¸a˜o da quantidade de operac¸o˜es de ponto flutuante realizadas por
segundo para CPU e GPU (NVIDIA Corporation 2017).
A programac¸a˜o de GPUs em linguagens de baixo n´ıvel e´ complexa. Por isso, foram
desenvolvidas APIs (Application Programming Interfaces) para auxiliar nessa tarefa. As
principais APIs no mercado atualmente sa˜o a CUDA e a OpenCL.
Devido a disponibilidade de ferramentas espec´ıficas para machine learning, esse trabalho
se restringira´ a` API CUDA. A criac¸a˜o da interface CUDA permitiu o desenvolvimento de
uma plataforma de software que auxilia a utilizac¸a˜o e paralelizac¸a˜o de processos, sem a
necessidade de controle fino por parte do programador (McClanahan 2011).
5.1.1 CUDA
A API CUDA, acroˆnimo da expressa˜o em ingleˆs Compute Unified Device Architecture, foi
apresentada pela NVIDIA em 2006; e´ uma plataforma de computac¸a˜o paralela, que permite
utilizar os mecanismos de programac¸a˜o das GPUs para propo´sitos gerais. A plataforma esta´
dispon´ıvel para a maior parte das placas que usam o chipset da marca NVIDIA.
CUDA e´ uma arquitetura de hardware e software criada para que programadores pos-
sam desenvolver sistemas paralelizados sem a necessidade de conhecimento de linguagens
espec´ıficas de baixo n´ıvel; e´ tambe´m capaz de gerenciar os poss´ıveis ca´lculos para a parale-
lizac¸a˜o. As ac¸o˜es que precisam ser definidas pelos programadores incluem a configurac¸a˜o de
acesso a` memo´ria, a disposic¸a˜o de threads e o escalonamento entre as atividades entre CPU
e GPU.
A primeira versa˜o da CUDA foi desenvolvida em C, permitindo que programadores fa-
miliarizados com sua linguagem conseguissem escrever programas facilmente. A API era
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responsa´vel por traduzir essa linguagem da CPU para ser executada pela GPU. A comu-
nicac¸a˜o entre microprocessadores e´ realizada atrave´s de camadas com diferentes propo´sitos.
Sa˜o oferecidas bibliotecas e ferramentas para monitorar tempo de execuc¸a˜o, assim como os
drivers necessa´rios. As diferentes formas de acesso ao hardware sa˜o ilustradas na Figura 5.2.
Apo´s a popularizac¸a˜o e amadurecimento da plataforma CUDA, outras linguagens de
programac¸a˜o foram suportadas para a API, inclusive com a disponibilidade de bibliotecas
com ac¸o˜es automatizadas, facilitando os gerenciamentos citados anteriormente (Nvidia 2007).
Figura 5.2: Diferentes instaˆncias da aplicac¸a˜o com o CUDA e o acesso entre GPU e CPU
CPU e GPU
Apo´s o sucesso das implementac¸o˜es de deep learning em GPUs, foi disponibilizada uma
nova biblioteca chamada cuDNN (CUDA Deep Neural Network) que oferece rotinas padro-
nizadas para os ca´lculos das camadas de convoluc¸a˜o, pooling, normalizac¸a˜o e camadas com
func¸a˜o de ativac¸a˜o. Essas bibliotecas sa˜o aplicadas nos frameworks que foram desenvolvidos
para facilitar aplicac¸o˜es de deep learning (Nvidia 2017b).
5.2 Frameworks
Aplicac¸o˜es baseadas em deep learning normalmente requerem muito tempo, tanto na
parte do treinamento quanto no desenvolvimento. As GPUs fornecem o hardware necessa´rio
para execuc¸a˜o dessas tarefas, tornando via´vel o tempo de execuc¸a˜o (em torno de uma hora
para o treinamento das ma´quinas do Cap´ıtulo 6, ate´ 10 horas para as ma´quinas do Cap´ıtulo
7, 4 dias para o treinamento com a base ImageNet e 6 horas para o classificador de filtros
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no Cap´ıtulo 8 ), enquanto os frameworks facilitam as etapas de desenvolvimento e criac¸a˜o
do modelo.
Va´rias ferramentas foram desenvolvidas para auxiliar nessa tarefa. O framework Caffe
(Jia et al. 2014), do grupo da Universidade de Berkeley, e´ bastante utilizado nas comu-
nidades acadeˆmicas. Com o envolvimento de grandes empresas na a´rea, como Facebook,
em cooperac¸a˜o com NVIDIA, QUalcomm, Intel, Amazon e Microsoft, foi disponibilizado no
segundo semestre de 2017 o Caffe2. O Google tambe´m entrou na disputa apresentando o
TensorFLow. Outros frameworks, sem o nome de grandes empresas por tra´s, tambe´m sa˜o
bastante utilizados, como o Torch, baseado na linguagem de programac¸a˜o Lua, e o The-
ano, desenvolvido pelo grupo de machine learning da Universidade de Montreal atrave´s de
bibliotecas Python.
Alguns trabalhos, como Bahrampour et al. (2015), Kovalev et al. (2016) e Shi et al. (2016),
investigaram os frameworks em diferentes aplicac¸o˜es, apontando vantagens e desvantagens.
Os resultados apresentados nos diferentes trabalhos na˜o e´ conclusivo, podendo ser em alguns
casos controversos dependendo do motivo avaliado. Essa controve´rsia na˜o vem apenas pela
diferenc¸a do grupo que executou os testes, mas tambe´m pela atualizac¸a˜o dos frameworks.
Por esse motivo, o posicionamento dado por Shi et al. (2016) pode ser adotado. Foi
indicado que na˜o existe um framework que se sobressai em relac¸a˜o ao outro. Na verdade, cada
um possui uma certa vantagem. Todos os que foram analisados em seu trabalho apresentaram
bom uso em relac¸a˜o a`s GPUs e funcionam bem para as CPUs.
5.3 Materiais Utilizados
Foram utilizados treˆs plataformas distintas para a resoluc¸a˜o das aplicac¸o˜es descritas na
Parte II deste trabalho:
1. Geforce GTX 970 4GB, com
• Processador Intel i7-4790,
• Memo´ria de 16GB,
• Sistema Operacional Linux Kubuntu 14.04;
2. Geforce GTX 960M 4 GB, com
• Processador Intel i7-6700HQ,
• Memo´ria de 8GB,
• Sistema Operacional Linux Ubuntu 16.04;
3. Geforce GTX 1070 mini 8GB, com
• Processador Intel i5-7400 ,
• Memo´ria de 16GB,
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• Sistema Operacional Linux Ubuntu 16.04.
A primeira configurac¸a˜o foi utilizada durante o desenvolvimento de todas as aplicac¸o˜es.
A segunda serviu principalmente para a escolha de hiperparaˆmetros, permitindo que o trei-
namento da primeira ma´quina fosse voltado para modelos completos. A terceira foi adquirida
na fase final dos desenvolvimentos e foi usada apenas para confirmac¸a˜o de resultados.
Quanto aos frameworks, a princ´ıpio foram testados o Caffe, o Theano e o Torch. Apo´s
os testes iniciais, escolhemos adotar o framework Caffe pela documentac¸a˜o e suporte da
comunidade, treinando modelos AlexNet com SGD. O Caffe2 estava dispon´ıvel apenas na





Nessa parte sera˜o apresentados treˆs projetos de aplicac¸o˜es usando inovac¸o˜es
na forma de utilizac¸a˜o de redes convolucionais. O Cap´ıtulo 6 aborda o pre´-
processamento de imagens para auxiliar no desempenho e robustez da ma´quina
de classificar; foi constru´ıda e utilizada, para esse fim, uma base de dados de
formato de rostos. O Cap´ıtulo 7 desenvolve um classificador para geˆneros ta-
xonoˆmicos de formigas, buscando melhorar a precisa˜o e acura´cia; propo˜e uso de
multiview e ensemble para ampliar a capacidade de classificac¸a˜o das redes con-
volucionais. O Cap´ıtulo 8 investiga o impacto que alterac¸o˜es automatizadas nos
dados de entrada, fora do contexto de treinamento, podem causar na classificac¸a˜o
de uma rede ja´ treinada; ale´m disso, apresentamos tambe´m uma ma´quina capas
de classificar quais os filtros do Instagram foram utilizadas em uma imagem.
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CAP´ITULO 6
CLASSIFICAC¸A˜O DE FORMATOS DE ROSTOS USANDO REDES
CONVOLUCIONAIS
O objetivo desse cap´ıtulo e´ investigar o impacto que o pre´-processamento de entradas,
com o direcionamento do aprendizado, pode gerar no treinamento de redes convolucionais
em tarefas de classificac¸a˜o. Para realizar esse experimento foi criada uma base de dados
de rostos de mulheres, com o intuito de identificar o formato do rosto em quatro categorias
diferentes.
6.1 Introduc¸a˜o
A beleza apresenta em grande parte valor subjetivo, com caracter´ısticas muta´veis de
acordo com a e´poca e a sociedade, mas existem ind´ıcios de caracter´ısticas comuns que podem
ser encontradas na maior parte das associac¸o˜es a` ideia de beleza. Glassenberg et al. (2010),
Rhodes et al. (2001) e Yang et al. (2015) discutem sobre as prefereˆncias relacionada aos
rostos, como simetria, sau´de e trac¸os de masculinidade ou feminilidade. Outros trabalhos
indicam interesses relacionados a`s proporc¸o˜es corporais, como a proporc¸a˜o cintura-quadril,
profundidade abdominal e a proporc¸a˜o ombro-quadril (Singh 2002, Franzoi & Herzog 1987).
Indiv´ıduos considerados belos recebem vantagens em comparac¸a˜o a outros (Langlois et al.
2000), sendo um dos motivos para a beleza ser almejada, gerando inclusive um grande
nu´mero de atividades com objetivos de deixar as pessoas mais belas, com va´rias te´cnicas sa˜o
desenvolvidas e aplicadas por especialistas de diferentes a´reas, auxiliando aqueles que esta˜o
interessados. Visagistas sa˜o uma das categorias desses profissionais, que buscam valorizar
a beleza facial de acordo com caracter´ısticas presentes no rosto, como o seu formato. Com
o formato de rosto identificado, podem ser indicados o´culos, cortes de cabelo, maquiagens,
desenhos de sobrancelhas e outras caracter´ısticas que contribuem para melhorar a harmonia
facial, o que leva a uma maior percepc¸a˜o de beleza. Sistemas especialistas podem ser criados
para auxiliar esses profissionais, ou desempenhar algumas de suas func¸o˜es. O treinamento
de ma´quinas utilizando imagens e´ uma das possibilidades para construc¸a˜o desses sistemas.
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Uma base de dados formada por rostos pode, enta˜o, ser utilizada para treinar um modelo
supervisionado de classificac¸a˜o, desde que apresente o conjunto de imagens rotuladas. No
caso de rostos, existem va´rios tipos de informac¸o˜es que podem ser extra´ıdas. O treinamento
deve conseguir extrair as caracter´ısticas comuns dentro das diferentes amostras para realizar
a classificac¸a˜o correta.
Seres humanos sa˜o capazes de identificar va´rias dessas caracter´ısticas e ro´tulos associados
a rostos. Logo, esta capacidade e´ tambe´m almejada para ma´quinas, com va´rios trabalhos
sendo desenvolvidos nessa direc¸a˜o. A detecc¸a˜o de rostos e´ a base para os outros tipos de clas-
sificac¸o˜es, visto que e´ necessa´rio identificar o que e´ um rosto na imagem, como realizado por
Viola & Jones (2004). Apo´s a identificac¸a˜o de rostos dentro de uma imagem, a identificac¸a˜o
de caracter´ısticas mais comuns sa˜o o reconhecimento de pessoas (Sun et al. 2014, Zhao et al.
2003, Schroff et al. 2015), a identificac¸a˜o de expresso˜es (Mollahosseini et al. 2015) e alinha-
mento dos rostos (Zhang et al. 2016, Zhu et al. 2015). Outras informac¸o˜es tambe´m podem
ser utilizadas, como identificac¸a˜o de microexpresso˜es, etnia, doenc¸as, dor e formato de rosto,
objeto deste cap´ıtulo. Logo, e´ poss´ıvel imaginar que, com tantas caracter´ısticas presentes
em apenas uma regia˜o, ensinar uma ma´quina depende de uma base de dados representativa
e do direcionamento do aprendizado.
Direcionar o aprendizado tem como objetivo fazer com que a ma´quina ignore poss´ıveis
padro˜es correlacionados e aprenda as caracter´ısticas desejadas. Por exemplo, na classificac¸a˜o
entre homens e mulheres, na˜o queremos que a ma´quina sempre classifique indiv´ıduos de
cabelo curtos como homens e os de cabelos compridos como mulheres. Este cap´ıtulo propo˜e
alternativas para que isso na˜o acontec¸a, tendo como refereˆncia o estudo do formato de
rostos. Para o exemplo em relac¸a˜o a rosto de homens e mulheres, ter uma base de dados
uniforme, com boas representac¸o˜es, homens de cabelo comprido e mulheres de cabelo curto,
por exemplo, faria com que a ma´quina buscasse outros padro˜es de representac¸a˜o. Outra
possibilidade seria realizar o pre´-processamento da imagem e treinar com foco na regia˜o do
rosto, ignorando os cabelos: essa e´ a caracter´ıstica investigada no texto.
A ampliac¸a˜o e variabilidade da base de dados, assim como o direcionamento por pre´-
processamento, se torna necessa´rio de acordo com a classificac¸a˜o em caracter´ısticas secun-
darias, como no caso de etnias, formato de rosto, ou expresso˜es. Nesses cena´rios, alguns
padro˜es podem ser extra´ıdos e exercer dominaˆncia erroˆnea no momento de fazer uma nova
classificac¸a˜o, pois erros podem ser gerados se alguma caracter´ıstica, observa´vel ou na˜o, for
encontrada em algum subconjunto. Como na˜o e´ poss´ıvel saber os padro˜es que uma ma´quina
extrai, muitos desses erros na˜o sera˜o identificados, ou sera˜o apenas quando for identificada
baixa performance para algum tipo espec´ıfico de dados.
O pre´-processamento de imagens e´ uma das alternativas para uma ma´quina melhorar a
performance de classificac¸a˜o apo´s o treinamento. Este cap´ıtulo estuda o efeito de te´cnicas
de pre´-processamento no direcionamento da aprendizagem de redes convolucionais sobre
caracter´ısticas espec´ıficas de rostos.
Apesar de silhuetas e formatos serem padro˜es comuns na extrac¸a˜o de caracter´ısticas,
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a classificac¸a˜o de formato de rostos pode ser uma tarefa dif´ıcil. Uma das razo˜es para a
dificuldade de classificac¸a˜o e´ que a ma´quina busca aprender va´rias outras caracter´ısticas
existentes no rosto, no lugar do formato. Outro ponto que dificulta o aprendizado e´ a
existeˆncia de espectro cont´ınuo entre os formatos de rostos, na˜o representando uma mudanc¸a
brusca entre eles. A Figura 6.1, apresenta exemplos caracter´ısticos dos quatro formatos de
rosto rotulados na base de dados criada para os estudos deste cap´ıtulo.
Figura 6.1: Formatos de rostos utilizados.
Para testar o direcionamento do aprendizado em redes convolucionais, sera˜o treinadas
ma´quinas para realizar a classificac¸a˜o de diferentes bases, criadas a partir de uma base de
origem; as outras bases sa˜o derivadas da base origem por alternativas de pre´-processamento
.
6.2 Base de Dados
A base de dados foi constru´ıda com imagens de rostos de mulheres a partir de redes
sociais voltadas ao compartilhamento de imagens.
A rede Pinterest1 e´ uma rede social de imagens onde os usua´rios podem compartilhar
e gerenciar imagens tema´ticas. Como o site disponibiliza uma ferramenta de busca que
encontra as pastas temas, o mecanismo foi utilizado em um primeiro momento para encontrar
imagens e pastas, onde os usua´rios do Pinterest selecionaram e classificaram como sendo um
dos formatos de rostos. Os resultados foram utilizados para criar a primeira base de dados,
com cerca de 800 imagens para cada uma das classes. A base era composta por rostos em




Usando a base descrita acima foi realizado o treinamento de uma rede convolucional do
tipo AlexNet (descrito na Sec¸a˜o 4.5.2), onde as imagens foram ajustadas para a resoluc¸a˜o
256×256, mas os resultados na˜o indicaram aprendizado, obtendo acura´cia de apenas 27% em
um primeiro experimento, sendo confirmado com duas novas tentativas, com performance
mantida abaixo de 30%.
Optou-se por buscar novas imagens para compor a base de dados, pois uma quantidade
maior de amostras poderia permitir a extrac¸a˜o da informac¸a˜o desejada para classificac¸a˜o.
A estrate´gia para encontrar as novas imagens foi atrave´s do mecanismo de busca do Google
Imagens 2. Associada a essa busca, utilizou-se um software, Fatkun Batch Download Image,
que permitia baixar todas as imagens a partir da tela de resultados. Dessa maneira, a base
passou a ter cerca de duas mil imagens para cada classe.
A acura´cia dos resultados obtidos pela ma´quina treinada, com alguns pre´-processamentos
realizados (os da Sec¸a˜o 6.3.1), foi entre 43% e 45%. Os valores apresentaram melhores
resultados em comparac¸a˜o com a resposta da base de dados anterior, mas ainda abaixo do
desejado, exigindo melhor avaliac¸a˜o em relac¸a˜o a`s imagens que compunham cada classe.
Nas duas bases de dados, foram encontradas uma quantidades significativas de imagens
semelhantes em diferentes classes, como a Figura 6.2 ilustra. Em alguns casos, a mesma foto
aparecia em duas bases, ale´m de ser comum personalidades muito conhecidas estarem com
diferentes imagens em mais de uma classe. Por exemplo a atriz Selena Gomez (primeira e
segunda foto da primeira e segunda linha da Figura 6.2), apresentando diferentes imagens
na base round, square e heart.
Essa experieˆncia indicou que o problema de classificac¸a˜o de rostos e´ de dif´ıcil soluc¸a˜o,
pois na˜o obteve consenso entre os usua´rios que classificaram as fotos. Assim, optou-se por
construir uma nova base a partir da coleta de imagens de forma controlada.
De forma a comec¸ar o direcionamento do aprendizado, procurou-se obter imagens de
rostos de frente, com poucas ou nenhuma expressa˜o, com bocas fechadas, e sem obstruc¸a˜o
do contorno por cabelos. Outros cuidados estiveram relacionados a` diversidade dos dados,
buscando diferentes etnias, idades, cores e estilos de cabelos. A quantidade de imagens
em cada um dos ro´tulos foi a seguinte: 390 rostos ovais; 386 rostos redondos; 362 rostos
quadrados; e 351 rostos em formato de corac¸a˜o. Esta quantidade esta´ abaixo da desejada,
mas servira´ para analisar o direcionamento do aprendizado, visto que, com grande quantidade
de dados, as caracter´ısticas a serem eliminadas poderiam ficar dilu´ıdas e na˜o percept´ıveis
nos resultados. Se o objetivo for alcanc¸ar a melhor performance com essa quantidade de
dados, poderia ser realizado o treinamento apenas da u´ltima camada ou realizando transfer
learning, essa abordagem na˜o foi realizada no texto.
Para testar a hipo´tese de direcionamento do aprendizado foram realizadas transformac¸o˜es
nas imagens, criando diferentes bases com as mesmas imagens apo´s os processamentos.
2images.google.com.br
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Figura 6.2: Exemplo de imagens duplicadas em diferentes classes.
6.3 Pre´-processamento e Avaliac¸a˜o de Resultados
Os dados foram separados de forma randoˆmica em treinamento (953 imagens, 65%),
validac¸a˜o (367 imagens, 25%) e teste (146 imagens, 10%). Como o objetivo e´ avaliar o
direcionamento do aprendizado atrave´s das alterac¸o˜es nas imagens, foi adotado a arquitetura
da rede convolucional AlexNet, apresentada na Sessa˜o 4.5.2. Todas as imagens, antes do
treinamento, foram ajustadas para as dimenso˜es 256× 256.
Para criar um paraˆmetro inicial de comparac¸a˜o, foi realizado o treinamento e teste para
a base sem nenhuma alterac¸a˜o. Alguns exemplos de imagens podem ser observados na
primeira linha da Figura 6.3. Apo´s os testes iniciais, observou-se que o aprendizado ja´
estava saturado em cerca de 10000 iterac¸o˜es, sendo essa a quantidade de iterac¸o˜es adotada
para os experimentos. Os resultados obtidos para o conjunto de teste esta˜o na Tabela 6.1.
(As tabelas apresentadas como matriz de confusa˜o sa˜o tabelas que permitem a visualizac¸a˜o
do desempenho do sistema entre as diferentes classes, apresentando as instaˆncias da classe
prevista na coluna e as reais na linha. Essa matriz permite verificar a distribuic¸a˜o do erro
entre as classes, se elas sa˜o concentradas em algum ro´tulo, ou distribu´ıda).
O resultados da Tabela 6.1 apresentam uma performance me´dia de 45,9%, sugerindo
que existe algum tipo de aprendizado. Observa-se, no entanto, que o aprendizado na˜o e´
necessariamente, ou exclusivamente, sobre os formatos dos rostos, mas a ma´quina consegue
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Tabela 6.1: Matriz de confusa˜o para base sem alterac¸o˜es (resultado de uma execuc¸a˜o
t´ıpica).
heart oval round square Total Acura´cia
heart 19 11 1 4 35 54,29%
oval 5 14 9 11 39 35,90%
round 3 4 17 14 38 44,74%
square 10 3 5 16 34 47,06%
Me´dia 45,9%
extrair alguma informac¸a˜o da base, diferente do resultado da primeira base e pro´ximo ao
encontrado para a base aumentada.
Como primeira proposta de avaliac¸a˜o, buscando que a ma´quina aprenda melhor o for-
mato, as imagens foram centralizadas, eliminando-se pontos que poderiam na˜o ser impor-
tantes, como cabelos e imagens de fundo. Um exemplo de como as imagens ficaram pode
ser observada na segunda linha da Figura 6.3.
Figura 6.3: Imagens do rostos com formato corac¸a˜o sem alterac¸o˜es (primeira linha) e
cortadas no alinhamento do nariz (segunda linha).
Para essa base foram realizados dois testes diferentes. O primeiro teste, com imagens
em tom de cinza, tem os resultados apresentados na Tabela 6.2. Os resultados do segundo
conjunto de testes, com as imagens coloridas, sa˜o apresentados na Tabela 6.3. Dessa maneira,
procurou-se identificar o impacto que as cores proporcionam na performance de classificac¸a˜o.
Tabela 6.2: Matriz de confusa˜o para imagens na escala de cinza.
heart oval round square Total Acura´cia
heart 14 12 6 3 35 40.0%
oval 6 27 2 4 39 69.23%
round 2 6 25 5 38 65.79%
square 1 5 8 20 34 58.82%
Me´dia 58,9%
Em me´dia, os resultados apresentam melhor performance quando as imagens coloridas
sa˜o utilizadas. Analisando-se cada ro´tulo, podemos observar que a performance para os
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rostos quadrados foi melhor na escala de cinza. Esses resultados levantaram indagac¸o˜es em
relac¸a˜o a` constituic¸a˜o da base de dados, indicando a possibilidade de existeˆncia de alguma
prevaleˆncia com caracter´ısticas marcantes em alguma das classes, apesar de a base ter sido
constru´ıda para abranger diferentes representac¸o˜es.
Analisando as imagens da base, observou-se a predominaˆncia de mulheres brancas de
caracter´ısticas ocidentais na base de rostos quadrados. Por outro lado, os rostos de mulheres
negras teˆm maior predominaˆncia na base de dados oval, enquanto que asia´ticas (oriental,
sudeste asia´tico e indianas) esta˜o em maior nu´mero na base de dados redondo.
Tabela 6.3: Matriz de confusa˜o para imagens coloridas.
heart oval round square Total Acura´cia
heart 17 10 6 2 35 48.57%
oval 4 28 5 2 39 71.79%
round 2 4 27 5 38 71.05%
square 0 4 13 17 34 50.0%
Me´dia 60,96%
t
Sera˜o adotados pre´-processamentos para homogeneizar as variac¸o˜es das cores, reduzindo
diferenc¸a dos tons de pele, ou iluminac¸a˜o, nas imagens dos rostos. Essa proposta sera´
adotada, uma vez que, uma imagem em escala de cinza manteˆm caracter´ısticas de variac¸a˜o,
sendo vis´ıvel na comparac¸a˜o entre os diferentes tons de pele na Figura 6.3.
6.3.1 Ajuste de cores
Para diminuir a influeˆncia das cores no aprendizado da ma´quina, duas te´cnicas sera˜o
utilizadas no conjunto de imagens: o ajuste de gamma e a equalizac¸a˜o de histograma.
O ajuste de gamma e´ um ajuste de exposic¸a˜o da foto, que tem como objetivo destacar
pontos de iluminac¸a˜o e de sombra. O ajuste foi realizado para tons me´dios, fazendo com
que existisse contraste entre a exposic¸a˜o de sombras e iluminac¸a˜o, levando a imagens mais
marcadas nas regio˜es do contorno do rosto.
O ajuste do Gamma e´ dado pela Equac¸a˜o (6.1) (Huang et al. 2013), onde θ representa o





Os valores que costumam ser adotados para que fotos tenham melhor exposic¸a˜o, inclusive
em softwares automatizados, sa˜o de lmax = 255 e θ = 2, 2. Mas como o interesse e´ aumentar
o contraste entre as variac¸o˜es de cor, sem aumentar a intensidade dos pixels mais escuros;







A segunda linha da Figura 6.4 apresenta um exemplo do efeito da transformac¸a˜o.
Por sua vez, a equalizac¸a˜o de histograma tem como objetivo aumentar o contraste em
uma imagem, intensificando certas regio˜es de acordo com as cores dos pixels. E´ usado
o mapa de histograma, para normalizar as cores da imagem. A terceira linha da Figura
6.4 apresenta a gerac¸a˜o das imagens apo´s aplicar essa equalizac¸a˜o. Pal & Sudeep (2016)
monstram os ganhos alcanc¸ados por aplicar essa te´cnica.
Figura 6.4: Exemplo de imagens com ajuste de gamma (na segunda linha) e equalizac¸a˜o de
histograma (terceira linha).
Foi executado o treinamento e teste nas mesmas caracter´ısticas das bases anteriores. A
Tabela 6.4 apresenta os resultados obtidos para essa ana´lise, onde a acura´cia me´dia foi de
62, 33%.
Tabela 6.4: Matriz de confusa˜o para imagens coloridas com histograma
heart oval round square Total Acura´cia
heart 20 9 6 0 35 57.14%
oval 5 23 5 6 39 58.97%
round 1 5 26 6 38 68.42%
square 1 2 9 22 34 64.71%
Me´dia 62,33%
A qualidade do modelo foi superior a`s obtidas nas outras abordagens. Observou-se
tambe´m que o ganho mais significativo foi em relac¸a˜o a` classificac¸a˜o dos rostos com for-
mato quadrado e de corac¸a˜o. Essas melhoras podem indicar que a reduc¸a˜o das diversidades
de caracter´ısticas e´tnicas podem melhorar a classificac¸a˜o dos formatos de rosto.
Foram executadas treˆs rodadas de treinamento, com o objetivo de investigar se os er-
ros na˜o eram estat´ısticos. As variac¸o˜es na˜o foram relevantes, corroborando a premissa de
melhora dos resultados decorrente do uso de imagens transformadas.
Atrave´s dos resultados alcanc¸ados, consegue-se extrair a informac¸a˜o de que os rostos
com formato corac¸a˜o na˜o tendem a ser confundidos com o formato quadrado, mas sa˜o mais
pro´ximos aos rostos ovais. Consegue-se tambe´m inferir que os rostos com formatos quadra-
dos sa˜o mais confundidos com os redondos. Essas duas caracter´ısticas sa˜o pro´ximas do que
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acontecem com infereˆncias realizadas pelos seres humanos, corroborando o melhor aprendi-
zado dos formatos de rostos. No entanto, o que se mostra curioso e´ que os erros relacionados
aos rostos ovais e redondos se encontram mais distribu´ıdos.
6.3.2 Adic¸a˜o de imagens com contorno
Os pro´ximos passos na investigac¸a˜o levaram a` ampliac¸a˜o da base de dados (augmentation
data). A ampliac¸a˜o da base de dados e´ realizada quando os dados existentes na base sa˜o
utilizados para gerar novas amostras, que sera˜o utilizadas na fase de treinamento.
A primeira hipo´tese investigada e´ se a adic¸a˜o de imagens do contorno de rostos leva a
ma´quina a aprender melhor esta caracter´ıstica. Foram utilizadas duas altenartivas para iden-
tificar contornos: Sobel e Sobel com inversa˜o de cores, denominada aqui como contorno.
Sobel e´ um operador para detecc¸a˜o de bordas, tambe´m conhecido como Sobel-Feldman.
Ele avalia a intensidade das mudanc¸as entre os pixels; se a mudanc¸a for gradual, ele atribui
cor preta para o pixel; caso na˜o seja, ele atribui cor branca (Hong & Choi 2012). O objetivo
e´ fazer com que a rede aprenda a mesma distribuic¸a˜o de pixels de uma imagem; na ima-
gem original utilizando todos os elementos, e, no caso do filtro Sobel, busque aprender as
caracter´ısticas das bordas.
O contorno foi utilizado para investigar o poss´ıvel impacto de uma imagem com fundo
branco, com o valor do pixel de entrada onde na˜o possui informac¸a˜o representado por 255, e
em relac¸a˜o a uma imagem de fundo preto, com o local sem informac¸a˜o representado por 0.
Figura 6.5: A primeira linha apresenta Rosto com ajuste de gamma na segunda linha e
equalizac¸a˜o de histograma na terceira.
Os resultados para a adic¸a˜o do contorno esta˜o resumidos na Tabela 6.5, onde observa-se
uma me´dia de 68, 44% de acura´cia. O resultado para a adic¸a˜o do Sobel esta˜o resumidos na
Tabela 6.6, onde observada uma me´dia de 71, 23% de acura´cia.
Esperava-se uma variac¸a˜o baixa entre os dois resultados, mas o treinamento com Sobel
apresentou melhores valores. A diferenc¸a dos resultados se manteve em todos os testes
realizados, tanto com a mesma distribuic¸a˜o, quanto com novos sorteios.
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Experimentou-se tambe´m a adic¸a˜o conjunta do Sobel e do contorno, sendo que os resul-
tados obtiveram diminuic¸a˜o na performance.
Tabela 6.5: Matriz de confusa˜o Colorido+Histograma+Sobel
heart oval round square Total Acura´cia
heart 21 7 6 1 35 60.00%
oval 3 28 3 5 39 71.79%
round 1 3 26 8 38 68.42%
square 1 1 7 25 34 73.53%
Me´dia 68.44%
Tabela 6.6: Matriz de confusa˜o Colorido+Histograma+Sobel
heart oval round square Total Acura´cia
heart 23 6 5 1 35 65.71%
oval 3 28 3 5 39 71.79%
round 1 3 27 7 38 71.05%
square 0 2 6 26 34 76.47%
Me´dia 71.23%
6.3.3 Outras investigac¸o˜es
Uma outra explorac¸a˜o investigou o efeito do aumento da base de dados com te´cnicas uti-
lizadas tradicionalmente em abordagens de redes convolucionais para imagens: translac¸o˜es,
rotac¸o˜es e zoom para aproximac¸a˜o e afastamento.
A primeira abordagem foi realizada com translac¸o˜es e pequenas rotac¸o˜es, deixando a
base 20 vezes maior. A variac¸a˜o de translac¸a˜o foi no ma´ximo de 10 pixels na horizontal e a
rotac¸a˜o de, no ma´ximo, 4 graus. O resultado pode ser observado na Tabela 6.7.
Tabela 6.7: Matriz de confusa˜o para base aumentada com translac¸a˜o
heart oval round square Total Acura´cia
heart 21 8 5 1 35 60.0%
oval 5 30 1 3 39 76.92%
round 0 2 28 8 38 73.68%
square 0 2 6 26 34 76.47%
Me´dia 71,92%
Ocorreu uma melhora de apenas 0.5% em me´dia, em relac¸a˜o a base de dados sem aumento.
Os valores presentes nas Tabelas 6.6 e 6.7 foram escolhidas por representarem bem a me´dia
dos resultados obtidos em cinco rodadas, sendo que o aumento da base de dados levou
aos melhores resultados, mas sempre pouco acima dos valores de acura´cia em relac¸a˜o a`
abordagem baseada no filtro de Sobel, gerando a du´vida se na˜o eram erros estat´ısticos de
melhora.
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Investigou-se tambe´m o aumento da base de dados atrave´s da utilizac¸a˜o de zoom para
aproximac¸a˜o e afastamento. Nesses casos na˜o ocorreu melhora nos resultados, obtendo
acura´cia abaixo do com adic¸a˜o de contorno.
6.4 Discussa˜o
A hipo´tese de que e´ poss´ıvel direcionar o aprendizado da ma´quina atrave´s de alterac¸o˜es
na imagem foi fortalecida com os resultados apresentados, como pode ser visto na Tabela
6.8, que demonstra a melhora me´dia da acura´cia. Naturalmente, deve-se sempre levar em
conta que os resultados podem ser espec´ıficos para a base de dados dos experimentos. E´
tambe´m importante lembrar que a base de dados apresenta informac¸o˜es ruidosas, onde esses
ru´ıdos criam um limite de acertos com a base de dados utilizada. Mesmo assim, pode-se
concluir que com o fortalecimento dos contorno e a eliminac¸a˜o de caracter´ısticas indesejadas,
foi poss´ıvel melhorar o aprendizado da ma´quina.

















Acc 45,9 % 58,9% 60,96% 62,23% 68,44% 71,23% 71,92%
Apesar da ampliac¸a˜o da base de dados na˜o ter levado a resultados melhores, no caso
de translac¸a˜o e rotac¸a˜o, isso na˜o implica que essa te´cnica na˜o possa auxiliar na melhora da
acura´cia. De fato, e´ poss´ıvel que com a base de dados constru´ıda, a acura´cia de 72% funcione
como teto., devido, por exemplo, a imagens classificadas de forma errada no momento da
criac¸a˜o, padro˜es muito pro´ximos de duas classes, ou outros tipos de elementos que foram
utilizados para o aprendizado.
Para investigar uma poss´ıvel influeˆncia de outros elementos, foram investigados alguns
filtros nas diferentes camadas da rede convolucional. A Figura 6.6 apresenta 16 desses filtros
para cada camada.
Os filtros da Figura 6.6 representam os padro˜es que sa˜o identificados para a imagem de
entrada. Os filtros de uma camada sa˜o ativados de acordo com os padro˜es esperados, o que
gera a ativac¸a˜o dos filtros da camada seguinte, ate´ serem avaliados pelas camadas completa-
mente conectadas, servindo como os classificadores desses padro˜es. E´ poss´ıvel verificar que
as camadas mais profundas, como na Conv4, ainda existem elementos da zona T (olhos,
nariz e boca) bem identifica´veis. Essas caracter´ısticas provavelmente esta˜o sendo utilizadas
no aprendizado, auxiliando ou depreciando o resultado. Um experimento a ser realizado e´
remover esses elementos e avaliar a resposta da rede.
A contribuic¸a˜o desse trabalho esta´ ligada a` apresentac¸a˜o de possibilidades de direciona-
mento do aprendizado em redes convolucionais, mostrando que a remoc¸a˜o de caracter´ısticas
na˜o desejadas fortalecem o reconhecimento do padra˜o esperado. A utilizac¸a˜o de uma maior
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Figura 6.6: Filtros encontrados nas diferentes camadas
quantidade de dados pode justificar a necessidade da quantidade de pre´-processamentos
aplicado na base de dados de formato de rostos, podendo representar um bom ind´ıcio para
problemas que apresentam quantidade de dados reduzidos.
Como classificador de formatos de rostos, para investigar a eficieˆncia, e´ preciso comparar
com outras te´cnicas. Ao final do desenvolvimento da ma´quina, foi encontrado o trabalho
de Silva et al. (2015), criando um classificador para formatos de rostos baseado em SVM,
com obtenc¸a˜o de 66% de acura´cia. Os resultados na˜o sa˜o compara´veis, visto que as bases de
dados sa˜o diferentes, mas isso indica a possibilidade de comparac¸a˜o com a te´cnica de SVM
em um trabalho futuro, aplicando tambe´m as etapas da criac¸a˜o da base para identificar se
tambe´m existe o direcionamento para o SVM e em qual intensidade.
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CAP´ITULO 7
CLASSIFICAC¸A˜O DE GEˆNEROS DE FORMIGAS
O objetivo desse cap´ıtulo e´ criar um sistema capaz de classificar formigas atrave´s de seu
geˆnero taxonoˆmico. A construc¸a˜o desse sistema sera´ realizado atrave´s do treinamento de
diferentes ma´quinas, que sera˜o utilizadas em um ensemble. As ma´quinas sera˜o criadas a
partir de redes convolucionais, com aprendizado adquirido atrave´s de fotos em diferentes
perspectivas. Logo, a contribuic¸a˜o do cap´ıtulo vem da proposta de classificac¸a˜o multiview
com ensemble a partir de redes convolucionais.
7.1 Apresentac¸a˜o e Bibliografia
Taxonomia e´ a a´rea da biologia que tem como objetivo descrever, identificar e classificar
organismos, sendo um dos pilares para o gerenciamento da biodiversidade, uma vez que
informac¸a˜o de nomes e distribuic¸o˜es de espe´cies sa˜o essenciais para os estudos cient´ıficos e
programas de monitoramento ambiental (Wilson 2004).
A forma de classificac¸a˜o biolo´gica proposta por Carlos Lineu no Se´culo XVIII, utilizada
ate´ hoje, e´ a ordem taxonoˆmica, que organiza os indiv´ıduos em: Reino, Filo, Classe, Ordem,
Famı´lia, Geˆnero e Espe´cie. Denominada “grupos taxonoˆmicos”, a hierarquia segue de reino,
n´ıvel mais alto e englobando a maior quantidade de organismos, ate´ espe´cie, no n´ıvel mais
baixo (Simpson 1961).
No entanto, a pesquisa sobre biodiversidade enfrenta atualmente uma se´rie de obsta´culos
que dificultam o desenvolvimento de trabalhos fundamentados no conhecimento taxonoˆmico
(Gaston & O’Neill 2004, Drew 2011). Entre estes obsta´culos esta˜o o grande nu´mero de
espe´cimes que requerem a identificac¸a˜o, impactado pelo baixo nu´mero de taxonomistas dis-
pon´ıveis para realizar esta tarefa (Gaston & O’Neill 2004, Hopkins & Freckleton 2002).
A utilizac¸a˜o de te´cnicas de inteligeˆncia artificial constitui uma abordagem promissora
para auxiliar nessa tarefa (Weeks et al. 1997, MacLeod et al. 2010). Embora a identificac¸a˜o
por especialista seja o me´todo preferido para identificac¸a˜o de espe´cimes, o desenvolvimento
de sistemas especialistas podem fornecer ferramentas alternativas para a identificac¸a˜o ta-
xonoˆmica (Weeks et al. 1997, Gaston & O’Neill 2004, Favret & Sieracki 2016) enquanto
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reduzem o nu´mero de identificac¸o˜es de rotina realizadas por taxonomistas (MacLeod et al.
2010).
A classificac¸a˜o de grupos que utilizam feno´tipos (caracter´ısticas observa´veis de um orga-
nismo) e´ um caminho natural de abordagem para redes convolucionais. De fato, o uso de
CNNs para a identificac¸a˜o de espe´cies a partir de imagens apresentou bons resultados para
a identificac¸a˜o de plantas (Dyrmann et al. 2016), organismos aqua´ticos macroinvertebrados
(Raitoharju et al. 2016), mamı´feros (Chen et al. 2014) e insetos (Ding & Taylor 2016, Liu
et al. 2016, Zhu et al. 2017, Carvajal et al. 2017).
Nestre trabalho, propomos o desenvolvimento de um sistema automatizado de identi-
ficac¸a˜o de geˆneros de formigas usando CNNs, as quais recebem imagens de entrada em
diferentes perspectivas: cabec¸a, perfil e dorso. Como os dados envolvem perspectivas dis-
tintas de cada espe´cime, foi proposta uma abordagem com ensembles, onde as classificac¸o˜es
realizadas por diferentes ma´quinas sa˜o agregadas para obter melhores resultados.
7.2 Base de Dados
As identificac¸o˜es taxonoˆmicas normalmente sa˜o realizadas atrave´s do uso de chaves ta-
xonoˆmicas. Essas chaves sa˜o listas de caracter´ısticas criadas por especialistas que resumem
as descric¸o˜es morfolo´gicas de cada espe´cie. Para enquadrar um indiv´ıduo em um determi-
nado grupo, e´ necessa´rio percorrer as listas de chaves, executando um me´todo semelhante a
um algoritmo com va´rias comparac¸o˜es if/else (Simpson 1961).
A classe de insetos e´ o maior e mais largo grupo dentro do filo Arthropoda, que e´ o maior
grupo do Reino Animalia. Logo, os insetos apresentam a maior quantidade e variac¸a˜o de
espe´cie dentre todos os animais. Um dos maiores grupos dentre os insetos e´ o Hymenoptera,
que incluem entre seus componentes vespas, abelhas e formigas (Gaston et al. 1996). Este
trabalho concentra-se na identificac¸a˜o de formigas.
Para realizar a identificac¸a˜o de formigas, exige-se montar os espe´cimes em um pedac¸o
de papel com a ajuda de um alfinete (Figura 7.1), de modo a permitir a observac¸a˜o de
va´rias estruturas morfolo´gicas na cabec¸a, perfil e dorso da amostra. As principais estruturas
relacionadas com a identificac¸a˜o de um espe´cime se encontram nas antenas, mand´ıbulas e
olhos, na regia˜o da cabec¸a; o formato e espinhos do dorso e caracter´ısticas do revestimento, na
visa˜o lateral; e formato do dorso e espinhos, na visa˜o superior (Ho¨lldobler & Wilson 1990).
Por esse motivo, as imagens de formigas coletadas para uma bases de dados geralmente
consistem em treˆs pontos de vista por amostra: uma frontal, uma lateral e uma dorsal
(Figura 7.1).
Foram reunidas imagens de formigas do reposito´rio AntWeb1, a maior base de dados
on-line sobre biologia de formigas, contendo 201.703 imagens de espe´cimes (no momento da
criac¸a˜o da base de dados).
O banco de dados possui as seguintes caracter´ısticas: existem 44.806 espe´cimes com pelo
1https://www.antweb.org/api/v2/
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Figura 7.1: Exemplo de Cabec¸a (A), Lateral (B) e Dorsal (C). Imagem em perpectiva de
uma espe´cie de Odontomachus chelifer Foto´grafo: April Nobile. Retirado de
www.antweb.org.
menos uma imagem; 78% dos espe´cimes teˆm exatamente uma imagem por visualizac¸a˜o;
96% dos espe´cimes teˆm pelo menos uma imagem por visualizac¸a˜o; 98%, 99% e 97% sa˜o
as porcentagens de espe´cimes com imagens, respectivamente, de cabec¸a, perfil e dorso e
o nu´mero me´dio de imagens por amostra e´ de 3,35, totalizando 150.088 imagens. Outras
caracter´ısticas relevantes podem ser observadas na Tabela 7.1
Tabela 7.1: Summary of dataset characteristics. As colunas mostram, respectivamente: a
restric¸a˜o de cardinalidade; o nu´mero de espe´cimes que satisfazem a restric¸a˜o; e a taxa dos
dados que satisfazem a restric¸a˜o (a primeira linha determina o conjunto inteiro). Nc, Np e
Nd sa˜o, respectivamente, a cardinalidade das imagens da perspectiva da cabec¸a, do perfil e
do dorso para cada espe´cime.
Caracter´ısitcas # de espe´cimes Taxa
Nc +Np +Nd ≥ 1 44806 −
Nc = Np = Nd = 1 35027 78%
Nc ≥ 1 and Np ≥ 1 and Nd ≥ 1 42944 96%
Nc ≥ 1 43970 98%
Np ≥ 1 44372 99%
Nd ≥ 1 43648 97%
As imagens da base de dados foram classificadas como multiview, pois quando cada
espe´cime e´ considerado uma amostra, eles possuem treˆs pontos de vista para cada amostra.
Classificamos tambe´m essa base de dados como de tamanho me´dio pois a maior refereˆncia
quando se fala em CNN, a base ImageNet, possui cerca de 1.000.000 de imagens.
Me´todos multiview que usam uma imagem por vez podem ter dificuldades com essa base
de dados, pois mante´m espe´cimes com apenas uma foto por ponto de vista (descartando
imagens extras) reduzindo a base de dados em 14% no nu´mero de imagens (resultando em
42,944 espe´cimes e 128,832 imagens). Considerando 100 espe´cimes como quantidade mı´nima
razoa´vel no conjunto de treinamento, foi decidido identificar o geˆnero de formigas, ao inve´s
das espe´cies de formigas, devido a existeˆncias de apenas duas espe´cies atenderem o crite´rio
(Figura 7.2 A), enquanto para geˆnero existem L = 57 (Figura 7.2 B).
O conjunto de dados foi dividido em treˆs conjuntos: 70% da base foi alocada para treinar
a rede; 20% do conjunto de dados para validac¸a˜o; e 10% do conjunto de dados para teste.
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Figura 7.2: Nu´mero de geˆnero A e espe´cie B de formigas com pelo menos n espe´cimes.
Os conjuntos de dados de validac¸a˜o e teste foram compostos apenas de espe´cimes com exa-
tamente uma imagem por perspectiva, que representa 78% do nu´mero total de espe´cimes
catalogados.
As caracter´ısticas do conjunto de dados permitem concluir que cada amostra p de um
espe´cime s com uma perspectiva v ∈ {c, d, p} (c - cabec¸a, d - dorso, p - perfil), e´ associado a
um geˆnero rotulado g ∈ {1, . . . , L}. Dois tipos de processo de aprendizado sa˜o investigados:
Tipo 1) dado uma amostra de imagem p de qualquer espe´cime ou perspectiva, classificar com
o ro´tulo l; Tipo 2) dado um espe´cime s com uma imagem de cada perspectiva v ∈ {c, d, p},
classificar com um ro´tulo l. Para realizar a avaliac¸a˜o, ambos os me´todos fornecem uma lista
com as t classes mais prova´veis para cada amostra, chamado top-t. Portanto, a previsa˜o sera´
considerada correta se a classe correta estiver dentro da lista de top-t.
De acordo com a estrutura dos dados e os me´todos de aprendizado que sera˜o adotados,
as seguintes hipo´teses sera˜o investigadas neste trabalho:
1. A base de dados e´ composta por imagens em quantidade suficiente, o que permite o
treinamento e boa performance da CNN para previsa˜o dos geˆneros de formigas para
o primeiro processo de aprendizado (Tipo 1). Essa abordagem sera´ denominada clas-
sificador de propo´sito geral, ja´ que ele e´ capaz de classificar um espe´cime com apenas
uma imagem a partir de qualquer perspectiva.
2. Um classificador de propo´sito espec´ıfico (que e´ capaz de classificar imagens de uma
perspectiva espec´ıfica) deve apresentar desempenho compara´vel ou superior a um clas-
sificador de propo´sito geral. Sua construc¸a˜o sera´ realizada atrave´s de transfer learning
(apresentado na Sec¸a˜o 4.5.5), aproveitando o modelo de propo´sito geral.
3. As imagens de diferentes perspectivas de um indiv´ıduo podem gerar diferentes res-
postas das ma´quinas, mas apresentar um consenso razoa´vel nas diferentes aplicac¸o˜es,
apresentando diversidades para predizer amostras mais desafiadoras.
4. Se a premissa 3 for verdadeira, e´ poss´ıvel a aplicac¸a˜o de um ensemble para a aplicar
dessa maneira o segundo processo de aprendizado (Tipo 2), no qual as sa´ıdas da pre-
visa˜o de cada classificador (para as diferentes perspectivas e formas de treinamento)
podem ser usadas para aumentar a performance.
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O classificador do Tipo 2 aplicado a cena´rios com mu´ltiplas perspectivas de dados e´
tratado na literatura de machine learning como um problema de aprendizado multiview. O
principal objetivo dessa a´rea e´ explorar a multiplicidade dos dados sem ter overfitting, o
que pode acontecer quando o me´todo concatena as caracter´ısticas extra´ıdas dos dados. Esse
comportamento pode ser evitado atrave´s da construc¸a˜o de sistemas que aprendem e integram
as caracter´ısticas sem compartilha´-las diretamente. Embora os principais me´todos para
lidar com este problema sejam atrave´s de treinamento conjunto, aprendizado com kernels
mu´ltiplos e aprendizado por subespac¸o, que sa˜o similares ao aprendizado por ensemble (Xu
et al. 2013). Ainda assim, ensemble foi aplicado em dados multiview por agregac¸a˜o de votos
em ma´quinas treinadas por random forests para cada vista (Fratello et al. 2017).
As abordagens multiview com CNN desenvolvidas ate´ o momento envolvem incluir mu´ltiplas
viso˜es como canais de entrada (Liu & Kang 2017),utilizar uma CNN treinada para cada
ponto de vista e concatenar na penu´ltima camada de sa´ıda, treinando um classificador ao
final disso (Carneiro et al. 2015), e simultaneamente treinar uma CNN em que cada camada
convolucional inicial e´ um ponto de vista (Kan et al. 2016).
Muitas caracter´ısticas das abordagens multiview sa˜o contempladas pela nossa proposta,
mesmo que seja uma simples agregac¸a˜o de resultados utilizando ensemble. O classificador de
propo´sito geral busca extrair as caracter´ısticas comuns atrave´s de todas as visualizac¸o˜es; o
classificador de propo´sito espec´ıfico cria classificadores individuais para cada uma das visua-
lizac¸o˜es; e o classificador criado por transfer learning busca encontrar uma visa˜o espec´ıfica,
mas regularizada pelas caracter´ısticas comuns a todos os pontos de vista. Essas abordagens
podem explorar muitas caracter´ısticas existentes nos dados, e o classificador criado ao final,
produzido pela agregac¸a˜o de todas as viso˜es, se beneficia dessa diversidade.
7.3 Arquitetura
A arquitetura utilizada para realizar o treinamento foi baseada na proposta de Krizhevsky
et al. (2012) para a abordagem do ImageNet. Para decidir como seriam utilizados os dados
de entrada, foram realizados testes com 37 classes. As mudanc¸as utilizadas para entrada
foram: imagem recortada (227 × 227) ou imagem inteira (256 × 256); imagem colorida ou
imagem em escala de cinza (Grayscale). Os resultados sa˜o mostrados na Tabela 7.2.
Tabela 7.2: Comparac¸a˜o para avaliar a forma das imagens de entrada
227× 227 256× 256
Colorido Grayscale Grayscale
Dorsal 0,421 0,437 0,495
Cabec¸a 0,536 0,575 0,637
Perfil 0,449 0,433 0,501
Me´dia 0,469 0,482 0,544
Pelos resultados alcanc¸ados, a estrutura final sera´ com a arquitetura AlexNet, discutida
na Sec¸a˜o 4.5.2, recebendo imagens sem recortes e em escala de cinza. A Figura 7.3 ilustra
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esquematicamente a disposic¸a˜o da rede, caracterizada pelas seguintes camadas:
1. Entrada em escala de cinza - 256× 256.
2. Convoluc¸a˜o com campo receptivo de dimenso˜es 11 × 11, stride = 4. Sa´ıda gerada:
63× 63× 96, aplicado ReLU na sequeˆncia.
3. Pooling com campo receptivo 3×3, stride = 2. Sa´ıda gerada: 31×31×96 com camada
de Normalizac¸a˜o em sequeˆncia.
4. Convoluc¸a˜o com valores que manteˆm as dimenso˜es da sa´ıda. Sa´ıda gerada: 31×31×256,
aplicado ReLU na sequeˆncia.
5. Pooling com campo receptivo 3 × 3, stride = 2. Sa´ıda gerada: 15 × 15 × 256 com
camada de Normalizac¸a˜o em sequeˆncia.
6. Convoluc¸a˜o com valores que manteˆm as dimenso˜es da sa´ıda. Sa´ıda gerada: 15×15×384
aplicado ReLU na sequeˆncia.
7. Convoluc¸a˜o com valores que manteˆm as dimenso˜es da sa´ıda. Sa´ıda gerada: Output
15× 15× 384 aplicado ReLU na sequeˆncia.
8. Convoluc¸a˜o com valores que manteˆm as dimenso˜es da sa´ıda. Sa´ıda gerada: Output
15× 15× 256 aplicado ReLU na sequeˆncia.
9. Pooling com campo receptivo 3× 3, stride = 2. Sa´ıda gerada: 7× 7× 256.
10. Camada completamente conectada e dropout. Sa´ıda: 4096 canais.
11. Camada completamente conectada e dropout. Sa´ıda: 4096 canais.
12. Camada completamente conectada softmax e loss. Sa´ıda: 57 canais.
Figura 7.3: Arquitetura da CNN utilizada para classificar as imagens para geˆnero de
formigas.
87
7.4 Construindo ensemble de CNNs para identificac¸a˜o
multiview de geˆneros de formigas
7.4.1 Treinando as CNNs
Primeiramente, foi criado o classificador de propo´sito geral. Seu treinamento foi
realizado com 50000 e´pocas. Uma vez que as amostras deste treinamento sa˜o de qualquer
uma das visualizac¸o˜es, esta ma´quina foi treinada para ser capaz de classificar o geˆnero das
formigas usando qualquer umas das perspectivas.
Uma vez que as caracter´ısticas distintas podem ser observadas em cada visualizac¸a˜o
de imagem, decidimos criar ma´quinas de aprendizagem espec´ıficas para cada uma delas:
essas ma´quinas sa˜o chamadas de classificadores de propo´sito espec´ıfico. Para fazer
isso, o conjunto de dados foi dividido para cada perspectiva da imagem, sendo realizado o
mesmo procedimento de treinamento do classificador de propo´sito geral (com 50000 e´pocas),
mas criando treˆs diferentes ma´quinas, uma para cada ponto de vista. Para investigar as
vantagens que poderiam ser trazidas pelo treinamento obtido com a ma´quina de propo´sito
geral, visto que as ma´quinas de propo´sito espec´ıfico possuem apenas um terc¸o dos dados, foi
realizado transfer learning atrave´s do modelo alcanc¸ado pelo classificador de propo´sito
geral, continuando o treinamento com mais 30000 e´pocas, utilizando imagens de apenas uma
perspectiva.
Para fornecer valores de comparac¸a˜o com nossa abordagem, foi realizado a extrac¸a˜o de
caracter´ısticas utilizando uma rede AlexNet CNN treinados com o conjunto de dados do
Imagenet. Tais sa´ıdas foram utilizadas como vetores de caracter´ısticas para treinar uma
SVM (SVM Suport Vector Machine, Ma´quina de vetor suporte em portugueˆs) Carneiro
et al. (2015). O procedimento de treinamento da SVM foi atrave´s de um classificador SVC
(objeto SVM para classificac¸a˜o, versa˜o 0.18.1) dispon´ıvel no scikit-learn.org, onde todos
os paraˆmetros foram mantidos nos valores padra˜o, com excec¸a˜o da forc¸a de regularizac¸a˜o –
esse paraˆmetro foi escolhido com a utilizac¸a˜o da biblioteca hiperopt (dispon´ıvel em github.
com/hyperopt), que busca a forc¸a de regularizac¸a˜o atrave´s do melhor resultado da acura´cia
para o conjunto de validac¸a˜o, usando modelo SVC treinado no conjunto de treinamento. Os
valores de desempenho correspondem ao conjunto de validac¸a˜o do modelo mais preciso.
A Tabela 7.3 e 7.4 apresenta os valores de acura´cia, precisa˜o me´dia e precisa˜o mı´nima
para cada ro´tulo e para os top-1, top-3 e top-5.
A Tabela 7.3 mostra o me´todo de comparac¸a˜o utilizado e a 7.4 mostra o me´todo proposto.
Os valores de precisa˜o foram escolhidos como me´tricas principais por serem usadas com mais
frequeˆncia por bio´logos (onde a precisa˜o indica o quanto medidas repetidas esta˜o pro´ximas,
nesse caso avaliando a diferenc¸a entre as classificac¸o˜es dos diferentes geˆneros), e por ser
relevante alcanc¸ar uma alta precisa˜o para todos os geˆneros (com o objetivo de na˜o acertar
bem apenas os geˆneros com grande quantidade de indiv´ıduos, mas tambe´m os que possuem
poucos). Acura´cia e´ geralmente utilizada em machine learning, e complementa as me´tricas
de precisa˜o.
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Tabela 7.3: Performance de classificac¸a˜o de um SVM linear e com kernel rbf, quando as
caracter´ısticas sa˜o extra´ıdas da penu´ltima camada de uma AlexNet CNNC treinada com a
base de dados ImageNet. As linhas mostram a performance que cada ma´quina obteve
(SVM com kernel linear e SVM com kernel rbf) para cada ponto de vista imagem (cabec¸a,
perfil e dorsal). Colunas mostram a acura´cia, precisa˜o me´dia e precisa˜o mı´nima para
performance de cada ro´tulo nos tops analisados. SVM-L = SVM com kernel linear; SVM-R
= SVM com kernel rbf.
Acura´cia Precisa˜o Me´dia Precisa˜o Mı´nima
Top 1 Top 3 Top 5 Top 1 Top 3 Top 5 Top 1 Top 3 Top 5
Cabec¸a
SVM-L 0.69 0.87 0.92 0.67 0.88 0.93 0.38 0.75 0.86
SVM-R 0.71 0.87 0.92 0.68 0.88 0.92 0.39 0.77 0.87
Dorsal
SVM-L 0.55 0.76 0.84 0.52 0.77 0.84 0.00 0.64 0.77
SVM-R 0.57 0.77 0.84 0.53 0.78 0.85 0.22 0.70 0.78
Perfil
SVM-L 0.55 0.76 0.84 0.49 0.76 0.84 0.14 0.62 0.77
SVM-R 0.58 0.77 0.85 0.51 0.77 0.85 0.13 0.67 0.77
Tabela 7.4: Performance da classificac¸a˜o das CNNs terinadas para o grupo de
validac¸a˜o.Classification performance of the CNN learning machines in the validation set.
Acura´cia Precisa˜o me´dia Precisa˜o mı´nima
Top 1 Top 3 Top 5 Top 1 Top 3 Top 5 Top 1 Top 3 Top 5
Cabec¸a
Geral 0.78 0.91 0.94 0.73 0.90 0.94 0.46 0.81 0.88
Espec´ıfico 0.78 0.90 0.94 0.72 0.90 0.94 0.33 0.83 0.88
Transfer 0.78 0.91 0.94 0.74 0.91 0.94 0.28 0.83 0.90
Dorso
Geral 0.62 0.80 0.86 0.54 0.79 0.86 0.15 0.58 0.76
Espec´ıfico 0.56 0.75 0.82 0.50 0.74 0.82 0.14 0.57 0.69
Transfer 0.60 0.79 0.86 0.54 0.78 0.86 0.11 0.55 0.74
Perfil
Geral 0.66 0.83 0.89 0.57 0.81 0.88 0.19 0.64 0.77
Espec´ıfico 0.61 0.79 0.85 0.50 0.77 0.84 0.12 0.57 0.72
Transfer 0.67 0.84 0.89 0.58 0.83 0.88 0.23 0.65 0.80
Como pode ser observado na Tabela 7.4, a hipo´tese 1 (Sec¸a˜o 7.2) e´ verdadeira, visto que
o desempenho do classificador de propo´sito geral foi satisfato´ria, com pelo menos 90% de
acura´cia e precisa˜o me´dia nos top-3 e top-5, e pelo menos 80% de precisa˜o mı´nima tambe´m
no top-3 e top-5.
Atrave´s dos resultados, tambe´m e´ poss´ıvel verificar a hipo´tese 2. As respostas alcanc¸adas
com a ma´quina de propo´sito espec´ıfico foram abaixo da de propo´sito geral, na˜o sendo com-
pletamente compat´ıveis com a hipo´tese 2, mas a hipo´tese foi corroborada com a aplicac¸a˜o da
te´cnica de transfer learning, onde os valores voltaram a subir e se tornaram compat´ıveis ou
melhores que a ma´quina de propo´sito geral. Ambas hipo´teses apresentam boa performance
quando comparadas com a te´cnica de SVM.
7.4.2 Ensemble
Como existem treˆs imagens em diferentes perspectivas, espera-se encontrar divergeˆncias
entre as classificac¸o˜es para os diferentes pontos de vista de um mesmo espe´cime, dando origem
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Tabela 7.5: Performance da ma´quinas criadas, avaliando a diversidade atrave´s do conjunto
de validac¸a˜o nas ma´quinas criadas.
top 1 top 3 top 5
me´todo pc ac uc pc ac uc pc ac uc
geral 0.84 0.72 0.12 0.94 0.88 0.06 0.96 0.92 0.04
espec´ıfico 0.68 0.51 0.17 0.84 0.71 0.13 0.90 0.80 0.10
transfer 0.72 0.57 0.15 0.87 0.77 0.10 0.91 0.84 0.08
todos 0.81 0.54 0.27 0.92 0.74 0.18 0.96 0.82 0.13
a uma das propriedades necessa´rias para construir um ensemble: diversidade (Zhou 2012).
Outros dois princ´ıpios de multiview tambe´m sera˜o investigados: o princ´ıpio de consenso,
que relaciona o desempenho das concordaˆncias para as mu´ltiplas viso˜es; e o princ´ıpio de
complementaridade, que afirma que cada visa˜o pode fornecer uma informac¸a˜o na˜o contida
em outros pontos de vista e esta´ relacionada a` diversidade nos componentes do ensemble
(Xu et al. 2013). Com os modelos gerados, sera´ implementada uma selec¸a˜o de filtragem e
um processo de agregac¸a˜o para criar o ensemble.
Diversidade
Para verificar as caracter´ısticas que permitem uma boa abordagem com o Ensemble,
concordaˆncia e diversidade (complementaridade), foram aplicados me´todos de comparac¸a˜o
entre classificadores par a par, baseados em medidas de dupla falta (double-fault measure)
(Kuncheva & Whitaker 2003): ambos corretos (ac), composta por exemplos onde todos os
classificadores possuem respostas corretas; ambos errados (ae), com o resultado incorreto
para os classificadores analisados; pelo menos um correto (pc), quando pelo menos um
classificador acerta a classe; um correto (uc),onde apenas um precisa acertar.
A medida uc pode ser interpretada como a diversidade u´til, que indica o nu´mero de
desentendimentos existentes entre os classificadores, indicando o potencial de melhora de-
sempenho ou como um indicador de complementaridade. Em uma perspectiva multiview, ac
pode ser visto como uma me´trica de consenso.
Com essas medidas de comparac¸a˜o, uma performance global de um ensemble e´ gerado pela
me´dia da diversidade calculada para todas as combinac¸o˜es de comparac¸a˜o dos componentes
do ensemble. A Tabela 7.5 mostra essas diversidades considerando quatro tipos de ensemble:
1) agregando componentes associados a cada ponto de vista no classificador de propo´sito
geral (geral); 2) agregando componentes associados a cada ponto de vista no classificador
de propo´sito espec´ıfico (espec´ıfico); 3) agregando componentes associados a cada ponto de
vista nas abordagens com transfer learning (transfer); 4) agregando todos os pontos de
vista e todos os me´todos de classificac¸a˜o (todos).
Podemos ver que a hipo´tese 3 (Sec¸a˜o 7.2) e´ verdadeira porque todos os conjuntos teˆm
uma boa medida de diversidade, alcanc¸ando altos valores de pc. O ensemble todos tem
o maior desempenho em uc e um excelente desempenho em pc, o que mostra que este
conjunto possui componentes diversos, potencialmente alcanc¸ando uma boa performance de
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classificador. Sob uma perspectiva multiview, a agregac¸a˜o de classificadores gerais mostram
um bom consenso e a agregac¸a˜o de classificadores espec´ıficos fornecem bons classificadores
complementares. Este comportamento e´ esperado, mas qualquer soluc¸a˜o extrema pode ser
prejudicial. Para resolver esta questa˜o, e´ implementada uma abordagem de transfer learning,
apresentando uma boa relac¸a˜o entre os dois princ´ıpios, e a agregac¸a˜o final de todas as
abordagens tambe´m mostra um bom desempenho em relac¸a˜o a` perspectiva multiview.
7.4.3 Classificador
Usando os modelos treinados na Sec¸a˜o 7.4.1 e a ana´lise de diversidade na Sec¸a˜o 7.4.2,
e´ poss´ıvel construir um ensemble seguindo os passos dispon´ıveis em Zhou (2012). Foram
constru´ıdos quatro tipos de ensembles.
O primeiro e´ concebido pela agregac¸a˜o de todos os classificadores de propo´sito geral
e espec´ıfico e somados as distribuic¸o˜es das sa´ıdas (Rokach 2010). Este conjunto e´ ilus-






Figura 7.4: Representac¸a˜o de um Ensemble com a interac¸a˜o de diferentes pontos de vista
para imagem e diferentes formas de treinamento
Os outros treˆs ensembles sa˜o gerados pela soma dos resultados gerados pelas ma´quinas de














v (ilustrado pela Figura 7.4C). Os desempenhos para esses ensembles e
classificadores u´nicos (as CNNs) sa˜o mostrados na Tabela 7.6.
Pode ser observado na Tabela 7.6 que a hipo´tese 4 e´ verdadeira, ja´ que todos os Ensembles
possuem melhor performance, em relac¸a˜o a` performance obtida por ma´quinas separadas,
em todas as me´tricas e para todas as listas de top-1, top-3 e top-5. A u´nica excec¸a˜o e´ o
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Tabela 7.6: Performance da classificac¸a˜o dos ensembles e CNN no conjunto de teste.
geral espec´ıfico transfer ensemble
cab dorso perf cab dorso perf cab dorso perf geral espec trans todos
acura´cia
top 1 0.77 0.61 0.64 0.76 0.54 0.60 0.78 0.59 0.65 0.81 0.79 0.81 0.83
top 3 0.91 0.80 0.82 0.90 0.74 0.78 0.91 0.78 0.83 0.92 0.90 0.92 0.93
top 5 0.94 0.87 0.88 0.94 0.82 0.85 0.94 0.85 0.89 0.95 0.94 0.95 0.96
precisa˜o
me´dia
top 1 0.74 0.53 0.54 0.72 0.46 0.51 0.74 0.52 0.57 0.80 0.78 0.79 0.83
top 3 0.91 0.79 0.81 0.89 0.74 0.77 0.91 0.77 0.81 0.92 0.91 0.92 0.94
top 5 0.94 0.86 0.87 0.94 0.83 0.84 0.95 0.85 0.89 0.95 0.95 0.96 0.96
precisa˜o
mı´nima
top 1 0.32 0.11 0.24 0.31 0.00 0.20 0.30 0.16 0.24 0.45 0.39 0.43 0.40
top 3 0.76 0.54 0.58 0.79 0.56 0.60 0.79 0.53 0.64 0.81 0.81 0.83 0.84
top 5 0.86 0.74 0.74 0.86 0.70 0.73 0.89 0.69 0.81 0.89 0.91 0.92 0.90
ensemble da ma´quina de propo´sito espec´ıfico, que e´ pior que a ma´quina de propo´sito geral
para a perspectiva de cabec¸a, quando a acura´cia do top-3 e´ considerada.
7.5 Discussa˜o
Neste cap´ıtulo, foi desenvolvido um sistema de aprendizado eficiente, baseado em CNNs,
para identificar geˆneros de formigas a partir dos dados dispon´ıveis. O sistema explora a
diversidade de mu´ltiplas perspectivas (cabec¸a, perfil e dorso) de uma mesma amostra (um
espe´cime de formiga) para criar um ensemble que agrega a classificac¸a˜o atrave´s de CNN para
cada perspectiva.
Para quase todos os classificadores, os melhores resultados da previsa˜o foram obtidos
quando se avaliava a cabec¸a. Foram encontradas duas poss´ıveis explicac¸o˜es para esse fato.
A classificac¸a˜o pelas imagens da cabec¸a podem ser mais precisas devido a` posic¸a˜o das pernas
do espe´cime no perfil e nas vistas dorsais, onde ru´ıdo pode estar sendo adicionado a` ima-
gem, em intensidade maior que a posic¸a˜o das antenas na vista da cabec¸a (veja Figura 7.1).
Outra poss´ıvel explicac¸a˜o e´ que os geˆneros de formigas podem ter diferenc¸as morfolo´gicas
mais pronunciadas na cabec¸a, devido a maiores presso˜es seletivas para a diferenciac¸a˜o de
nicho nessa parte do corpo. Por exemplo, o tamanho dos olhos nas formigas pode estar
relacionado a va´rias presso˜es ecolo´gicas como a navegac¸a˜o e a captura de presas e preda-
dores; o tamanho das antenas pode influenciar a detecc¸a˜o de est´ımulos quimiossens´ıveis; e
a forma da mand´ıbula pode ser determinante na captura e manipulac¸a˜o de presas (Silva &
Branda˜o 2010). De fato, os geˆneros de formigas ja´ foram demonstrados como sendo morfo-
logicamente diferenciados, principalmente pelo tamanho do corpo (que o sistema na˜o leva
em considerac¸a˜o devido a estarem todas escaladas para o mesmo tamanho de imagem) e
caracteres morfolo´gicos na cabec¸a (Weiser & Kaspari 2006, Silva & Branda˜o 2010).
O Ensemble montado para a classificac¸a˜o apresentou desempenho adequado na previsa˜o
de geˆneros de formigas a partir de imagens. Embora a classificac¸a˜o de uma u´nica CNN
tenha apresentado um bom desempenho, principalmente para a precisa˜o e precisa˜o me´dia,
as classificac¸o˜es para cada ponto de vista mostraram diversidade, motivando a agregac¸a˜o
desses conjuntos na te´cnica final apresentada. De fato, para o top-1, todas as me´tricas
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propostas obtiveram melhores resultados com a aplicac¸a˜o do Ensemble, assim como para a
precisa˜o mı´nima no top-3 e top-5. Esse classificador alcanc¸ou valores acima de 80% para
acura´cia e precisa˜o me´dia, para o top-1. Apresentou tambe´m valores acima de 90% para
acura´cia e precisa˜o me´dia, para o top-3 e top-5, mostrando uma boa performance em me´dia
para o uso do sistema. Mesmo para predic¸o˜es mais desafiadoras de geˆnero, foi alcanc¸ado
40% de performance no top-1 e desempenhos muito superiores no top-3 e top-5 (84% e 90%
respectivamente), o que indica que este classificador apresenta alta confianc¸a e robustez na
identificac¸a˜o de geˆneros de formigas.
O bom desempenho alcanc¸ado pela transfereˆncia de aprendizado nos classificadores com
apenas um ponto de vista estimula a importaˆncia de aplicar te´cnicas de transfer learning,
assim como para o uso de multiview com classificac¸a˜o usando CNNs. A estrate´gia de aprendi-
zado por transfer foi capaz de recuperar o desempenho perdido, quando usada para treinar a
rede a partir do zero, apresentando melhores resultados em todas as me´tricas, em comparac¸a˜o
com os classificadores de propo´sito espec´ıfico. Houve tambe´m aumento de performance em
comparac¸a˜o com o classificador de propo´sito geral em todas as me´tricas para cabec¸a e dorso,
obtendo os melhores resultados para quase todos os casos quando sa˜o usados as perspectivas
de cabec¸a.
Dado que as imagens existentes possuem a mesma dimensa˜o, o treinamento de um clas-
sificador de propo´sito geral (com CNN capaz de classificar imagens de qualquer ponto de
vista), seguido de uma estrate´gia de aprendizagem que aplique transfer na criac¸a˜o de um
classificador espec´ıfico de cada uma das formas de visualizac¸a˜o, pode-se alcanc¸ar de forma
simples e direta um classificador que melhore a performance de generalizac¸a˜o atrave´s do
olhar para atributos distintos.
Em resumo, o cap´ıtulo propoˆs um sistema de aprendizagem eficiente baseado em CNN
para identificar geˆneros de formigas, trazendo uma contribuic¸a˜o para a extrac¸a˜o de conhe-
cimento taxonoˆmico sem intervenc¸a˜o humana. O trabalho tambe´m contribui para o campo
de machine learning, trazendo novos conhecimentos sobre o uso de ensemble aplicados a
dados com multiview, e sobre os mecanismos de transfer learning para explorar atributos
compartilhados em CNNs com mu´ltiplas viso˜es.
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CAP´ITULO 8
CLASSIFICAC¸A˜O DE FILTROS DO INSTAGRAM E O IMPACTO
PARA CLASSIFICAC¸A˜O
A alterac¸a˜o de imagens e´ cada vez mais frequente, sendo facilitada pela grande quan-
tidade de aplicativos desenvolvidos para esse objetivo. O cap´ıtulo investiga o impacto que
a aplicac¸a˜o de filtros do Instagram tem sobre a classificac¸a˜o de imagens utilizando redes
convolucionais. O cap´ıtulo discute tambe´m o projeto de uma ma´quina capaz de classificar
quais os filtros utilizados para alterac¸o˜es de imagens.
8.1 Introduc¸a˜o
A Sec¸a˜o 2.2.2 discutiu algumas das dificuldades relacionadas a` classificac¸a˜o de imagens.
Parte desses problemas foram abordados no Cap´ıtulo 6, que explorou o direcionamento do
aprendizado para alcanc¸ar a extrac¸a˜o correta dos padro˜es de classificac¸a˜o. Outro aspecto
dentro da a´rea de classificac¸a˜o por redes convolucionais e´ o tema de imagens adversariais
(traduc¸a˜o da expressa˜o adversarial images em ingleˆs).
As redes convolucionais, treinadas para classificac¸a˜o, sa˜o capazes de classificar de forma
correta elementos com pequenas perturbac¸o˜es, demonstrando robustez nessa classificac¸a˜o.
Os trabalhos de Szegedy et al. (2013), Goodfellow et al. (2014) e Radford et al. (2015)
investigam a aplicac¸a˜o de pequenas perturbac¸o˜es na˜o aleato´rias, com a intenc¸a˜o de afetar a
predic¸a˜o, caracterizando as imagens que sa˜o denominadas imagens adversariais.
Um exemplo de imagem adversarial pode ser observado na Figura 8.1. Dada uma imagem
de entrada x, classificada corretamente por uma ma´quina treinada (Figura 8.1 a), uma
imagem adversarial e´ uma imagem x′ com poucas alterac¸o˜es (muitas vezes impercet´ıveis
para seres humanos, como na Figura 8.1 b), classificada de forma completamente diferente.
Esse cap´ıtulo investiga o impacto gerado por modificac¸o˜es realizadas em imagens, as quais
sa˜o introduzidas por softwares de forma automa´tica e costumam gerar imagens pro´ximas das
originais, com padro˜es espec´ıficos, associados a filtros.
A maior partes dos softwares dispon´ıveis para realizar essas alterac¸o˜es e´ encontrada nos
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Figura 8.1: Exemplo de imagem corretamente classificada (a) e imagem adversarial (b).
smartphones. As redes sociais e os smartphones esta˜o presentes na vida da maior parte da
populac¸a˜o. O acesso a esses meios tem gerado mudanc¸as constantes na forma de comunicac¸a˜o
e entretenimento. Redes sociais voltadas ao compartilhamento de imagens, como Pinterest
(Cap´ıtulo 6) e Instagram (voltada a imagens com contexto pessoal) sa˜o cada vez mais usados.
Dentre as possibilidades de modificac¸o˜es de imagens dispon´ıveis no aplicativo do Insta-
gram, encontram-se os denominados filtros. Os filtros, dispon´ıveis no Instagram e em outros
aplicativos, sa˜o alterac¸o˜es padronizadas de imagem, onde sa˜o modificadas camadas de cores,
de iluminac¸a˜o, de exposic¸a˜o e adicionadas camadas com transpareˆncia.
O Instagram possu´ıa 40 filtros durante o desenvolvimento deste trabalho. A Figura
8.2 ilustra alguns dos filtros existentes no Instagram (todos os filtros podem ser vistos no
Apeˆndice A).
Apesar da existeˆncia de outras formas de alterac¸a˜o automatizada em imagens, optou-se
por investigar o impacto das alterac¸o˜es na classificac¸a˜o utilizando os filtros para concentrar
esforc¸os em modificac¸o˜es identifica´veis. Como o Instagram possui a maior quantidade de
publicac¸o˜es dia´rias de fotos com esse foco, a base de dados foi constru´ıda a partir de seus
filtros.
Caso a hipo´tese de que filtros aplicados em imagens dificultam a classificac¸a˜o correta
atrave´s de redes convolucionais seja verdadeira, e´ u´til identificar se uma imagem que sera´
apresentada a uma ma´quina treinada sofreu essas alterac¸o˜es. Por esse motivo, foi desenvol-
vido um classificador para filtros do Instagram.
Sabendo qual foi o filtro utilizado, pode-se tentar removeˆ-lo ou treinar o modelo com os
filtros que diminuem a performance da classificac¸a˜o. Outra aplicac¸a˜o para a identificac¸a˜o
dos filtros contidos em uma imagem e´ indicada no artigo de Reece & Danforth (2017). Para
esses autores, o uso recorrente de determinados filtros do Instagram, como tons azuis, cinzas
ou cores escuras, pode ser sinal de dificuldades emocionais como a depressa˜o.
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Figura 8.2: Exemplo de filtros do Instagram aplicados em uma foto.
8.2 Base de Dados
Na˜o foram encontradas bases de dados com imagens rotuladas de filtros, independente do
software utilizado. Por esse motivo, para realizar a pesquisa descrita neste cap´ıtulo, foram
constru´ıdas duas bases de dados: a primeira base de dados foi constru´ıda para investigar o
efeito da aplicac¸a˜o de filtros a`s imagens; a segunda base de dados foi constru´ıda para treinar
uma rede para classificar as imagens de acordo com o filtro aplicado (inclui 40 possibilidades
de filtros, mais a imagem original).
As bases foram alimentadas com imagens do reposito´rio Imagenet 2012, selecionando
uma pequena parte dessas imagens de forma aleato´ria para receber os filtros. O objetivo de
escolher randomicamente as imagens, atrave´s dos diferentes ro´tulos do Imagenet, foi buscar
variedade para o sistema, tentando evitar que a rede convolucional aprenda caracter´ısticas
em comum e na˜o desejadas.
Na˜o existe a possibilidade de aplicar os filtros em imagens utilizando a API disponibili-
zada pelo Instagram 1. Uma das alternativas exploradas para contornar essa dificuldade foi
desenvolver co´digos para modificac¸o˜es semelhantes a cada um dos filtros; essa alternativa foi
explorada para cinco filtros diferentes no momento de avaliac¸a˜o inicial do projeto, mas im-
possibilitada pela falta de descric¸a˜o para os demais filtros. Por isso, foi tambe´m desenvolvido
um sistema capaz de utilizar o pro´prio aplicativo do Instagram, rodando em ma´quina virtual
no computador, para aplicar cada um dos filtros em diferentes imagens. Assim, a base de
dados constru´ıda e´ formada por imagens com os filtros originais da rede social Instagram.
Consequentemente, na˜o foi poss´ıvel utilizar a mesma base de dados para os dois expe-
1https://www.instagram.com/developer/
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rimentos, visto que, a criac¸a˜o das bases foi realizada em momentos diferentes, com selec¸a˜o
aleato´ria das imagens do reposito´rio original.
Dessa forma, as bases de dados diferem em relac¸a˜o aos ro´tulos atribu´ıdos. A base de
dados voltada para o teste da hipo´tese de imagem adversarial, e´ uma base multi-ro´tulos,
com os ro´tulos originais da Imagenet e os ro´tulos dos filtros aplicados. A base de dados
para treinamento da ma´quina de classificac¸a˜o de filtros e´ composta apenas pelos ro´tulos dos
filtros.
Foram utilizadas 200 imagens diferentes para o teste da hipo´tese, com aplicac¸a˜o dos 40
filtros em cada uma delas.
A selec¸a˜o das imagens para o primeiro experimento precisou levar em considerac¸a˜o as
caracter´ısticas da base Imagenet, que e´ dividida em treˆs grupos: treinamento, validac¸a˜o e
teste. Os dois primeiros grupos possuem as imagens rotuladas, enquanto o grupo de teste
na˜o possui ro´tulos. Isso e´ necessa´rio devido a` forma de avaliac¸a˜o dos modelos, permitindo
a competic¸a˜o entre entre as arquiteturas que buscam classificar a base de dados. Para
desenvolver um sistema com boa avaliac¸a˜o, baseado na adic¸a˜o dos filtros, foi necessa´rio retirar
as imagens da base de treinamento, formando uma nova base de testes para comparac¸a˜o.
Apo´s retirar as imagens, a rede foi treinada com inicializac¸a˜o randoˆmica com o modelo
AlexNet (Sec¸a˜o 4.5.2).
Para a criac¸a˜o do modelo de classificac¸a˜o de filtros, a base de dados foi expandida. O
primeiro teste realizado com as imagens possu´ıa 1000 imagens para cada filtro, sendo ex-
pandido em um segundo momento para 1400 imagens e, em sequeˆncia, para 2300 imagens.
Essa expansa˜o permitiu avaliar se o aumento da base de dados melhora a precisa˜o do mo-
delo. Como investigac¸a˜o adicional, foi criado um pequeno grupo de imagens para avaliar a
performance para imagens fora do Imagenet, composta por 30 imagens de diferentes origens,
com ro´tulos escondidos para o desenvolvedor, semelhante a um teste duplo-cego.
8.3 Metodologia
Assim como nos cap´ıtulos anteriores, a estrutura da rede utilizada foi a da rede AlexNet
(Sec¸a˜o 4.5.2). A seguir, sera˜o apresentados os experimentos realizados: o primeiro experi-
mento avalia o impacto gerado pela adic¸a˜o de filtros na classificac¸a˜o de modelos treinados;
o segundo experimento procura criar uma ma´quina capaz de classificar os filtros.
8.3.1 Ana´lise da performance da classificac¸a˜o apo´s a adic¸a˜o de
filtros do Instagram
Devido a` retirada de algumas imagens da base original (processo descrito acima), foi
necessa´rio realizar um novo treinamento do modelo. Isso foi feito com os mesmo paraˆmetros
apresentados no trabalho de Krizhevsky et al. (2012).
Apo´s a criac¸a˜o do modelo, as imagens separadas para testes foram apresentadas a`
ma´quina treinada; a resposta foi comparada com a resposta esperada. A Tabela 8.1 apre-
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senta os resultados dessas respostas. Elas podem ser comparadas com os valores obtidos pela
imagem sem aplicac¸a˜o de filtros, denominada “normal”, disposto na u´ltima linha da tabela.
Os acertos de cada um dos filtros sa˜o apresentados como Top-1, Top-3 e Top-5. Optou-se
por fazer essa divisa˜o para avaliar as poss´ıveis classificac¸o˜es entre filtros semelhantes.
Como observado na comparac¸a˜o entre a me´dia e o resultado das classificac¸o˜es sem filtro,
a diferenc¸a da porcentagem de acertos foi de 8% para top-1 e top-3, e 7% para o top-5.
A avaliac¸a˜o da me´dia de acerto da classificac¸a˜o dos filtros serve para indicar que existe
um decre´scimo, mas essa informac¸a˜o na˜o abrange a variedade dos filtros. Parte dos filtros
utilizados na˜o realizam grandes alterac¸o˜es na imagem, o que justificaria uma classificac¸a˜o
ideˆntica ou pro´xima da imagem sem filtros; 20% dos filtros tiveram reduc¸a˜o no top-1 menor
do que 5%, mas nenhum manteve a performance, algo que poderia ser previamente esperado.
Os filtros helena, lark e ludwig apresentaram a menor discrepaˆncia, com apenas duas
classificac¸o˜es diferentes das imagens sem alterac¸o˜es.
Os filtros que apresentaram maior discrepaˆncia esta˜o marcados na tabela com as linhas
na cor cinza. A cor cinza claro foi utilizada para valores discrepantes entre 10% e 15%,
enquanto os valores de cinza mais escuro representam valores maiores que 20%.
Na˜o e´ de se estranhar que os filtros inkwell, moon e willow tenham obtido a pior
performance; eles sa˜o filtros que transformam as imagens em escala de cinza e, como a rede
foi treinada com imagens coloridas, muitos dos padro˜es capturados dependem desse tipo de
informac¸a˜o. O filtro toaster, apesar de na˜o remover as camadas de cor, satura as fotos
com o tom semelhante ao obtido por ma´quinas fotogra´ficas antigas (amarelo e vermelho),
que tambe´m gera a perda da informac¸a˜o. Os outros filtros, apresentados na Figura 8.3 (c),
apesar de realizarem mudanc¸a em n´ıveis de saturac¸a˜o e cor, na˜o alteram a imagem a ponto
de impactar a informac¸a˜o para um humano identificar, mas afetam a ma´quina de forma
significativa, sendo os filtros que teˆm maior coereˆncia com a hipo´tese.
Dessa maneira, a hipo´tese em relac¸a˜o ao impacto da adic¸a˜o de filtros a imagens foi
fortalecida quando analisada para alguns filtros.
8.3.2 Classificac¸a˜o de Filtros do Instagram usando redes convolu-
cionais
A primeira parte do treinamento do classificador de filtros foi realizada com uma amostra
de 1000 imagens para cada filtro, com 400 imagens para validac¸a˜o. Com essa quantidade
foram realizados os ajustes do modelo, ale´m da selec¸a˜o da arquitetura, baseando-se sempre na
rede AlexNet. Para avaliar a possibilidade de utilizar modelos de redes convolucionais menos
profundos, foi realizado um teste com a arquitetura AlexNet com uma camada convolucional
a menos. Os resultados para o grupo de validac¸a˜o, usados para a selec¸a˜o do modelo, foram
pro´ximos do valor com a rede completa, obtendo apenas 2% menos de acura´cia (0,78 para
o primeiro caso e 0,80 para o segundo, me´dia realizada com 5 rodadas). Em todo caso,
optou-se por utilizar o modelo com todas as camadas.
Apo´s a selec¸a˜o do modelo, foi realizada a ampliac¸a˜o da base de dados com novas imagens,
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Tabela 8.1: Comparac¸a˜o entre acertos com filtro e sem filtro
Acertos Absolutos Porcentagem de acertos Diferenc¸a sem filtro
Top-1 Top-3 Top-5 Top-1 Top-3 Top-5 Top-1 Top-3 Top-5
aden 113 144 158 0,56 0,72 0,79 0,06 0,06 0,03
amaro 109 139 151 0,54 0,69 0,75 0,08 0,08 0,06
ashby 117 147 158 0,58 0,73 0,79 0,04 0,04 0,03
brannan 114 136 145 0,57 0,68 0,72 0,06 0,10 0,09
brooklyn 107 135 147 0,53 0,67 0,73 0,09 0,10 0,08
charmes 103 138 151 0,51 0,69 0,75 0,11 0,09 0,06
clarendon 116 147 158 0,58 0,73 0,79 0,05 0,04 0,03
crema 120 149 156 0,60 0,74 0,78 0,03 0,03 0,04
dogpatch 117 144 156 0,58 0,72 0,78 0,04 0,06 0,04
earlybird 108 137 146 0,54 0,68 0,73 0,09 0,09 0,09
gingham 111 142 151 0,55 0,71 0,75 0,07 0,07 0,06
ginza 121 151 157 0,60 0,75 0,78 0,02 0,02 0,03
hefe 118 138 158 0,59 0,69 0,79 0,04 0,09 0,03
helena 123 148 160 0,61 0,74 0,80 0,01 0,04 0,02
hudson 110 145 154 0,55 0,72 0,77 0,08 0,05 0,05
inkwell 74 115 121 0,37 0,57 0,60 0,26 0,20 0,21
juno 121 153 167 0,60 0,76 0,83 0,02 0,01 -0,01
kelvin 97 122 135 0,48 0,61 0,67 0,14 0,17 0,14
lark 124 148 161 0,62 0,74 0,80 0,01 0,04 0,01
lo-fi 115 148 164 0,57 0,74 0,82 0,05 0,04 0,00
ludwig 124 146 159 0,62 0,73 0,79 0,01 0,05 0,02
maven 118 146 151 0,59 0,73 0,75 0,04 0,05 0,06
mayfair 115 145 157 0,57 0,72 0,78 0,05 0,05 0,03
moon 64 104 119 0,32 0,52 0,59 0,31 0,26 0,22
nashville 100 128 137 0,50 0,64 0,68 0,13 0,14 0,13
perpetua 116 145 161 0,58 0,72 0,80 0,05 0,05 0,01
reyes 107 142 150 0,53 0,71 0,75 0,09 0,07 0,07
rise 111 148 162 0,55 0,74 0,81 0,07 0,04 0,01
sierra 116 149 160 0,58 0,74 0,80 0,05 0,03 0,02
skyline 116 152 161 0,58 0,76 0,80 0,05 0,02 0,01
slumber 120 146 156 0,60 0,73 0,78 0,03 0,05 0,04
stinson 122 149 157 0,61 0,74 0,78 0,02 0,03 0,03
sutro 113 145 149 0,56 0,72 0,74 0,06 0,05 0,07
toaster 70 101 110 0,35 0,50 0,55 0,28 0,27 0,27
1977 100 134 141 0,50 0,67 0,70 0,13 0,11 0,11
valencia 118 145 157 0,59 0,72 0,78 0,04 0,05 0,03
vesper 116 145 153 0,58 0,72 0,76 0,05 0,05 0,05
walden 103 130 142 0,51 0,65 0,71 0,11 0,13 0,11
willow 77 114 123 0,38 0,57 0,61 0,24 0,21 0,20
x-pro II 118 145 157 0,59 0,72 0,78 0,04 0,05 0,03
ME´DIA 109,6 139,6 150,4 0,55 0,69 0,75
normal 126 156 164 0,63 0,78 0,82 0,08 0,08 0,07
para 1400 e 2300, subindo para 600 e 800 imagens de validac¸a˜o. A Tabela 8.2 apresenta a
taxa de acertos para um grupo de 40 filtros mais a imagem original, com a variac¸a˜o da
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Figura 8.3: Imagens com filtros que tem valores mais representativos na ana´lise. (a) Filtros
com pouco impacto; (b) Imagens com piores resultados; (c) Filtros reduc¸a˜o de performance
sem alterac¸o˜es significativas.
quantidade de imagens para treinamento.
Tabela 8.2: Porcentagem de acerto para os filtros t
Qtd Imagens Top-1 Top-2 Top-3
1000 71% 81% 86%
1400 74% 84% 89%
2300 78% 86% 90%
Os resultados sa˜o dados pela me´dia de acerto de todos os filtros, para imagens nunca
antes vistas. A me´dia dos acertos mostra que a performance melhora de acordo com o
aumento da quantidade de imagens.
Optou-se por apresentar os valores de top-1, top-2 e top-3, devido a` quantidade de 41
ro´tulos ser reduzida. Outra possibilidade seria oferecer a um interlocutor os treˆs filtros com
maior valor, permitindo que ele avalie se o mais prova´vel esta´ entre eles.
A Tabela 8.3 apresenta o resultado do conjunto teste aplicado a` ma´quina treinada com
2300 para treinamento, 800 de validac¸a˜o e 64 de testes, para cada um dos filtros. O resultado
e´ a me´dia de 5 diferentes rodadas de treinamento, calculando-se a me´dia para cada um dos
filtros nos diferentes tops.
O resultado no top-1 para as imagens sem filtro (normal), apresentou o pior valor de
classificac¸a˜o, indicando que imagens com filtros podem se assemelhar a imagens sem qualquer
alterac¸a˜o. De fato, boa parte dos efeitos com a aplicac¸a˜o de filtros poderia ser alcanc¸ado
atrave´s da pro´pria captura da fotografia, dependendo das caracter´ısticas do ambiente.
100
Tabela 8.3: Tabela de acertos para diferentes filtros
Top-1 Top-2 Top-3 Top-1 Top-2 Top-3
ashby 0,61 0,81 0,84 crema 0,53 0,73 0,77
walden 0,98 1,00 1,00 skyline 0,56 0,72 0,73
x-pro II 0,98 1,00 1,00 slumber 0,84 0,89 0,92
stinson 0,91 0,94 0,94 clarendon 0,61 0,70 0,80
toaster 0,98 1,00 1,00 kelvin 0,94 0,95 0,97
normal 0,33 0,53 0,59 brooklyn 0,88 0,89 0,92
reyes 0,52 0,78 0,86 perpetua 0,84 0,88 0,91
ludwig 0,67 0,77 0,86 sierra 0,92 0,94 0,95
willow 1,00 1,00 1,00 maven 0,95 0,98 0,98
vesper 0,72 0,84 0,92 dogpatch 0,67 0,77 0,86
helena 0,89 0,89 0,92 gingham 0,47 0,69 0,80
moon 0,81 1,00 1,00 lo-fi 0,61 0,75 0,83
inkwell 0,92 1,00 1,00 sutro 0,97 0,98 0,98
ginza 0,81 0,86 0,92 earlybird 0,98 0,98 1,00
hefe 0,84 0,89 0,92 lark 0,34 0,44 0,55
juno 0,55 0,72 0,78 charmes 0,44 0,67 0,83
brannan 0,97 1,00 1,00 amaro 0,81 0,98 1,00
1977 0,94 0,97 0,98 aden 0,81 0,86 0,91
valencia 0,67 0,89 0,92 hudson 0,94 0,95 0,97
mayfair 0,95 0,97 1,00 nashville 0,95 0,98 0,98
rise 0,81 0,88 0,94 TOTAL 0,78 0,87 0,90
A tabela mostra tambe´m que alguns filtros sa˜o facilmente identificados, enquanto outros
possuem maior dificuldade. Os filtros inkwell, moon e willow sa˜o as treˆs modificac¸o˜es que
transformam a imagem em tons de cinza; a ma´quina foi capaz de diferenciar entre eles, com
acura´cia de 92%, 81% e 100%, respectivamente.
O filtro lark obteve o pior resultado, pro´ximo a ro´tulo sem aplicac¸a˜o de filtros. Parte
da explicac¸a˜o para este comportamento pode ser dada pelas mudanc¸as sutis do filtro ( ver
comenta´rio sobre o filtro lark na Sec¸a˜o 8.3.1). Os outros filtros, helena e ludwig, apesar
de terem performance compara´vel na classificac¸a˜o do Imagenet, foram melhor identificados,
com o primeiro obtendo 89% de acertos.
A Tabela 8.4 apresenta a matriz de confusa˜o para uma das rodadas de teste. A me´dia
dos acertos ficou em 78%, com mediana de 81%. Para os filtros apresentados anteriormente,
os resultados obtidos com a da imagem normal (sem alterac¸a˜o por filtros) e´ confundido
principalmente com os filtros ludwig, juno e lo-fi. Enquanto o filtro lark e´ confundido
muitas vezes com a imagem sem filtro e com o mayfair. O filtro inkwell obteve performance
menor que o moon, sendo indicado duas vezes como sendo o filtro lo-fi, que apresenta
colorac¸a˜o.
A tabela monstra que a maior parte dos erros e´ relacionado a identificac¸a˜o de outro filtro.
O Crema foi 13 vezes confundido com o Sierra, o Gingham tambe´m foi confundido 13
vezes com o Stimson e o filtro Reyes tambe´m foi confundido com o Stimson, mas 15 vezes.















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































da rede neural, treinando esse classificador atrave´s de uma metodologia similar a stacking
(utilizado para agregar classificadores em me´todos de ensemble). A proposta visava criar
um classificador que fosse capaz de explorar a relac¸a˜o entre os n´ıveis de confianc¸a de cada
sa´ıda, procurando melhorar as predic¸o˜es. A Tabela 8.5 e´ a matriz de confusa˜o para essa
abordagem.
A me´dia e a mediana, ao se aplicar o classificador, subiram para 80% e 84% respectiva-
mente. Houve tambe´m a reduc¸a˜o dos erros recorrentes discutidos acima (apontando para
um mesmo tipo de filtro); o filtro Crema para o Sierra reduziu para 10 erros; Gingham
para Stimson caiu para 5; e o Reyes para Stimson obteve uma reduc¸a˜o para 6 erros.
Outra reduc¸a˜o significativa foi na classificac¸a˜o da imagem normal, em relac¸a˜o aoLudwig,
caindo de 8 para 4 erros. Mas o filtro Juno, que acumulava 7 erros de classificac¸a˜o, na˜o
sofreu alterac¸a˜o, o que indica que essa te´cnica so´ conseguiu contornar parte das perdas de
classificac¸a˜o.
E´ poss´ıvel inferir, comparando-se os acertos sem e com stacking, que 13 filtros tiveram
performance diminu´ıda, enquanto 17 melhoraram. O percentual de melhora dos filtros foi
mais significativo que o percentual obtido pelos filtros que pioraram. Dogpath melhorou
18%, Gingham 14% e Reyes teve aumento de 16%. A maior perda de performance foi para
o filtro Vesper, com 5%, seguido por outros 6 filtros com diminuic¸a˜o em 3% dos acertos.
8.4 Discussa˜o
Como observado anteriormente, os resultados obtidos na primeira etapa da metodologia
na˜o permitem afirmar que a aplicac¸a˜o de filtros e´ equivalente a imagens adversariais, apesar
de a perda ter ocorrido para todos os filtros. De forma direcionada, apenas quatro filtros
foram impactados com perdas acima de 25% (com alterac¸a˜o significativa das cores), enquanto
10 filtros obtiveram resultados pro´ximos de 10%.
A segunda parte do experimento mostrou a possibilidade de criar uma ma´quina capaz de
classificar os filtros do Instagram. Foi utilizado o mesmo modelo dos cap´ıtulos anteriores, a
arquitetura AlexNet, encontrando–se resultados pro´ximos a 80% para o top-1.
Foi investigada a relac¸a˜o entre filtros semelhantes e a possibilidade de aumentar a pre-










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































O trabalho estudou o desenvolvimento de sistemas baseados em redes convolucionais,
associados a te´cnicas de machine learning para desenvolver inovac¸o˜es em tarefas de classi-
ficac¸a˜o, procurando abordar um conjunto de problemas estimulantes em diferentes a´reas. O
trabalho foi organizado em treˆs partes. A Parte I e´ formada por quatro cap´ıtulos que apre-
sentam o conjunto de conhecimentos necessa´rios a` ana´lise e projeto de sistemas baseados em
redes convolucionais. A Parte II e´ formada por um conjunto de treˆs cap´ıtulos, que descrevem
o projeto de aplicac¸o˜es de novos sistemas de classificac¸a˜o baseados em redes convolucionais
e te´cnicas agregadas de pre´-processamento e po´s-classificac¸a˜o. A Parte III corresponde a`
s´ıntese de trabalho, realizada nessas concluso˜es.
Os cap´ıtulos que compo˜em a Parte I abordam as a´reas de machine learning, redes neu-
rais, redes convolucionais e plataformas computacionais necessa´rias ao desenvolvimento de
sistemas baseados nesses conceitos. O Cap´ıtulo 2 discute a a´rea de machine learning a partir
de um problema de classificac¸a˜o, adotando como modelo um classificador linear para apre-
sentar as etapas de construc¸a˜o de uma ma´quina de aprendizado. O conceito de machine
learning foi expandido no Cap´ıtulo 3, dedicado a`s ideias de redes neurais e ao conceito de
deep learning. Esses conhecimentos formaram a base para a apresentac¸a˜o do estado atual
da a´rea de redes convolucionais, no Cap´ıtulo 4.
Parte das contribuic¸o˜es deste trabalho foi mostrar que aplicac¸o˜es bem sucedidas de ma-
chine learning dependem fortemente do projeto de te´cnicas de pre´-processamento dos dados
e me´todos de po´s-classificac¸a˜o, pelo menos quando os dados dispon´ıveis na˜o esta˜o completa-
mente adequados, em quantidade e qualidade necessa´ria. Essas te´cnicas esta˜o no cerne das
aplicac¸o˜es desenvolvidas na Parte II. As investigac¸o˜es desenvolvidas no Cap´ıtulo 6 mostra-
ram a importaˆncia do pre´-processamento de imagens antes do uso de redes convolucionais.
Mais especificamente, mostrou-se que quanto melhor o pre´-processamento das imagens, maior
sera´ a capacidade do classificador para encontrar atributos discriminantes entre os grupos.
A aplicac¸a˜o desenvolvida no Cap´ıtulo 7 mostrou os benef´ıcios da po´s-classificac¸a˜o a partir
de ensembles baseados em mu´ltiplas viso˜es de um mesmo espe´cime de formiga, ale´m de
aplicar uma comparac¸a˜o com te´cnicas de SVM, demonstrando o potencial do modelo. A
106
aplicac¸a˜o desenvolvida no Cap´ıtulo 8 mostrou que filtros comerciais (como o do Instagram)
sa˜o capazes de diminuir a performance de classificadores de redes convolucionais quando
na˜o considerados no treinamento. Ale´m disso, mostrou que a inclusa˜o de uma etapa de
po´s-classificac¸a˜o baseada na adic¸a˜o de uma nova camada de processamento dos resultados
e´ capaz de estabilizar a classificac¸a˜o de filtros, diminuindo a diferenc¸a de performance para
cada classe.
Em s´ıntese, o trabalho mostrou que te´cnicas de pre´-processamento de imagens e te´cnicas
de po´s-classificac¸a˜o (ensembles e o acre´scimo de uma camada de sa´ıda adicional) sa˜o capazes
de melhorar a performance na classificac¸a˜o de imagens por redes convolucionais. Em outras
palavras, o trabalho realc¸ou a importaˆncia da realizac¸a˜o de procedimentos anteriores e pos-
teriores ao treinamento de redes convolucionais, melhorando a performance desses sistemas
sem necessariamente exigir alterac¸o˜es de arquiteturas.
As aplicac¸o˜es desenvolvidas sugerem muitos desdobramentos. Por exemplo, os estudos
descritos no Cap´ıtulo 6 sugerem o desenvolvimento de sistemas de apoio a atividades na a´rea
de este´tica, como indu´stria de vestua´rio e aderec¸os. As ideias desenvolvidas no Cap´ıtulo 7
oferecem apoio a pesquisas na a´rea de biologia, como a grupos que estudam biodiversidade,
sem que precisem de taxonomistas in loco. O Cap´ıtulo 8 indica a possibilidade de desenvol-
vimento de ma´quinas para identificar fraudes e para apoio ao ensino de te´cnicas modernas
de fotografia; adicionalmente, o estudo realizado motiva tambe´m o desenvolvimento de sis-
temas que auxiliem profissionais da a´rea de psicologia e sau´de, a partir da avaliac¸a˜o de
comportamento de indiv´ıduos em redes sociais.
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Parte do conteu´do deste trabalho foi publicado e apresentado em outros meios de di-
vulgac¸a˜o cient´ıfica.
O Cap´ıtulo 7 esta´ baseado no trabalho aceito na revista Plos One, intitulado: ”Ant
genera identification using an ensemble of convolutional neural networks” e DOI: https:
//doi.org/10.1371/journal.pone.0192011.
Parte do conteu´do do Cap´ıtulo 8 foi apresentado no II Encontro Regional de Pesquisa
Operacional do Sudeste ERPO, com o t´ıtulo de ”Utilizac¸a˜o de deep learning na detecc¸a˜o de
fraudes em imagens”
Outros trabalhos derivados do conteu´do desta tese sera˜o submetidos, sendo poss´ıvel acom-
panha´-los atrave´s do curr´ıculo Lattes do autor.
