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Abstract
We discuss D-brane monodromies from the point of view of the gauged linear sigma model.
We give a prescription on how to extract monodromy matrices directly from the hemi-
sphere partition function. We illustrate this procedure by recomputing the monodromy
matrices associated to one-parameter Calabi-Yau hypersurfaces in weighted projected
space.
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1 Introduction
In the recent years, progress in the understanding of supersymmetric gauge theories in various
dimensions has also brought new methods for computing quantum corrections in Calabi-Yau
compactifications of string theory.
Calabi-Yaus arise as low-energy configurations, called phases, of N = (2, 2) gauged linear
sigma models (GLSMs) [1]. The FI-theta parameters of the gauge theory can be identified with
the Kähler moduli of the Calabi-Yau. Using supersymmetric localization, various partition
functions on curved backgrounds have turned out to compute quantities that are crucial in
Calabi-Yau compactifications of type II string theory. The sphere partition function [2,3] has
been shown to compute the exact Kähler potential on the quantum Kähler moduli space of the
Calabi-Yau [4,5], and has been used to compute Gromov-Witten invariants. The elliptic genus
has been computed in [6,7]. Supersymmetric correlation functions, including in particular the
Yukawa couplings, have recently been computed from the GLSM on the deformed sphere [8].
The annulus partition function computes the open Witten index [9,10]. The main focus of this
work will be on the hemisphere partition function [9–11] which computes the fully quantum
corrected central charges of B-type D-branes.
The moduli spaces of Calabi-Yaus have an interesting mathematical structure which in
particular gives rise to non-trivial monodromies around distinguished loci in the moduli space.
Using mirror symmetry, the monodromy matrices can be extracted from the period integrals.
For the quintic this was already done in [12]. An interpretation of the monodromy in terms
of transporting D-branes along non-contractible loops in the moduli space has been given for
instance in [13–24].
The aim of this work is to use the information encoded in the hemisphere partition func-
tion to compute monodromy matrices associated to Calabi-Yau compactifications. In this
approach we compute the monodromy by transporting a set of D-branes, characterized by
matrix factorizations of the GLSM superpotential along closed, non-contractible paths in the
Kähler moduli space. In [23,24] an account of D-branes and D-brane transport in the Kähler
moduli space, including monodromies, has been given for abelian GLSMs. We will make
heavy use of these results. The new observation is that the monodromy matrices can be read
off directly from the integrand of the hemisphere partition function. This has been applied
to the quintic in [25]. Here we expand and refine this discussion and apply the method to
one-parameter Calabi-Yau threefolds in weighted projective space. Thereby we will rederive
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the monodromy matrices that have been computed using mirror symmetry in [26,27]. While
we choose these well-studied examples for illustrative purposes, the method is in principle
applicable to any Calabi-Yau that arises from a GLSM. In practice, in particular non-abelian
GLSMs require more work, but this approach to compute monodromy matrices also seems to
work there [28].
The advantage of the GLSM method is that it is purely algebraic. To compute the
monodromy matrices it is not required to solve differential equations. It is not even necessary
to explicitly evaluate the hemisphere partition function using the residue theorem. It is also
not strictly necessary to make any reference to the D-branes in the phases of the GLSM1.
Furthermore it is possible to compute the monodromy around each distinguished locus in
the moduli space independently. The group properties of the monodromy matrices are not
required. Rather, one can recover them from the results.
This article is organized as follows. In section 2 we recall the basic notions of the GLSM
and give a summary of the GLSMs associated to one-parameter Calabi-Yau hypersurfaces
in toric ambient spaces. Furthermore we discuss B-branes in GLSMs and give the definition
of the hemisphere partition function. In section 3 we summarize the main results of [23] on
D-brane transport in the GLSM. Of particular importance is the notion of grade restriction,
which is required for transporting D-branes across phase boundaries. Grade restriction fixes
concrete paths in the moduli space, and hence is crucial for the monodromy calculations.
With this information at hand, we have all the ingredients to compute the monodromy in
the GLSM. We then give a prescription on how to read off the monodromy matrices from
the integrand of the hemisphere partition function, where we distinguish between those mon-
odromies where a phase boundary is crossed and those where this does not happen. Section
4 is devoted to concrete constructions and explicit examples of GLSM branes as matrix fac-
torizations of the GLSM superpotential, with focus on Calabi-Yau hypersurfaces arising as
phases of U(1) GLSMs. Here we can borrow a lot of technology from constructions of B-branes
in geometry, Landau-Ginzburg theories and boundary CFTs. In section 5 we finally compute
the monodromy matrices for one-parameter Calabi-Yau hypersurfaces in weighted projective
space by applying the steps outlined in section 3, before we end with some concluding remarks.
This work is based on the master’s thesis of D.E. [29].
Acknowledgments: We would like to thank Emanuel Scheidegger for comments on the
manuscript. JK would like to thank Richard Eager, Kentaro Hori, Mauricio Romo and
Emanuel Scheidegger for discussions and collaboration on related projects. JK would further
like to thank the Mainz Institute for Theoretical Physics (MITP) for hospitality during the
completion of this work.
2 GLSM, B-branes and hemisphere partition function
In this section we summarize the necessary definitions of the GLSM. We further discuss the
description of B-type D-branes in the GLSM in terms of matrix factorizations and give the
1Of course, Picard-Fuchs equations, D-brane charges obtained from evaluating the hemisphere partition
function and an understanding how GLSM branes map to phases are very useful for understanding the objects
we are dealing with. Therefore we will make use of all this information, but we want to stress that it would
not be necessary.
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definition of the hemisphere partition function.
2.1 GLSM data and phases
To define a GLSM we choose a gauge group G and a vector space V . We denote by φi ∈ V
with i = 1, . . . ,dimV the scalar components of the chiral matter multiplet. Further, we
choose a faithful complex representation ρV : G → GL(V ). In the Calabi-Yau case this
gets restricted to ρV : G → SL(V ). The model has a U(1) R-symmetry with representation
R : U(1) → GL(V ). The representations ρV and R commute, and we further impose the
charge integrality condition [10]: R(eiπ) = ρV (J) with J ∈ G. Let T ⊂ G be a maximal
torus of G, and t = Lie(T ) and g = Lie(G) the respective Lie algebras. We denote by Q ∈ t∗C
the gauge charges of the chiral matter. Further, σ ∈ gC are the scalar components of the
vector multiplet. The parameters t ∈ g∗GC can be decomposed as t = ζ − iθ in terms of
Fayet-Illiopoulos parameters ζ and theta angles θ. In order to obtain a compact Calabi-Yau
we consider models with non-vanishing gauge invariant superpotential W (φ) of R-charge 2.
Further, there is a linear twisted superpotential W˜ (σ) = −t(σ).
The classical vacua are determined by the zeroes of the potential
U =
1
8e2
|[σ, σ¯]|2 +
1
2
(
|Qσφ|2 + |Qσ¯φ|2
)
+
e2
2
(µ(φ)− ζ)2 + |dW (φ)|2, (2.1)
where e is the gauge coupling and µ : V → ig∗ is the moment map. The first term constrains
σ to take values in the Cartan subalgebra tC ⊂ gC. The latter two terms determine the
D-term equations
µ(φ)− ζ = 0, (2.2)
and F-term equations
dW (φ) = 0. (2.3)
Depending on the value of ζ, these equations can have different solutions with φ 6= 0 which
break some or all of the gauge symmetry. The different vacua are referred to as phases of
the GLSM. For the models we are about to consider, there are Higgs branches, where σ = 0
and the gauge symmetry is either completely broken, or to a finite subgroup. The vacuum
manifold can then be described in terms of a quotient
dW−1(0) ∩ µ−1(ζ)/G ≃ dW−1(0) ∩ (V − Iζ)/GC. (2.4)
Iζ is called the deleted set and contains those field configurations φ for which the quotient is
ill-defined.
On the Coulomb branch, which exists for particular values of ζ at the boundary between
two phases, the classical vacuum is φ = 0 and σ 6= 0. The gauge group is broken to its
maximal commuting subgroup, and σ can take arbitrary values in tC. Quantum corrections
generate an effective potential for σ:
W˜eff (σ) = W˜ (σ) + πi
∑
α>0
α(σ) −
∑
Q
Q(σ)(logQ(σ)− 1), (2.5)
where α denotes the positive roots of g. The critical set teff = −dW˜eff determines an effective
FI-theta parameter and generates an effective potential
Ueff = minn∈P
e2eff
2
|teff (σ) + 2πin|
2, (2.6)
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where P is the weight lattice of T . The Coulomb branch is lifted except at the zeroes of Ueff .
If dimT = 1 there are only Coulomb and Higgs branches. For more general cases such as
models with G = U(1)k (k > 1) or non-abelian gauge groups there are also mixed branches,
and also more complicated phases than we are going to consider there. See [30] for a recent
account in the context of non-abelian GLSMs.
One-parameter Calabi-Yau hypersurfaces
In the following we focus in the case G = U(1), which has already been discussed in Witten’s
original paper [1]. The most prominent representative of this class is the GLSM for the
quintic in P4. In the context of the GLSM with B-branes the quintic has been one of the
main examples of [23]. In connection with the hemisphere partition function the quintic
has been used in [9, 10, 25]. In this note we focus on the three other GLSMs in this class
which describe smooth one-parameter Calabi-Yau hypersurfaces in four-dimensional weighted
projective space. The scalars of the chiral multiplets live in
V = C(Q0)⊕ . . .⊕ C(Q5), (2.7)
with Q0 ≡ −N , N = 6, 8, 10 and
∑
iQi = 0 in accordance with the Calabi-Yau condition.
We denote the matter fields by φ = (p, x1, . . . , x5). Concretely the gauge and R-charges of
the fields are
N x1...3 x4 x5 p
6
Q : 1 1 2 −6
R : 0 0 0 2
8
Q : 1 1 4 −8
R : 0 0 0 2
10
Q : 1 2 5 −10
R : 0 0 0 2
(2.8)
The superpotential is
W = pGN (x1, . . . , x5), (2.9)
where GN is a generic polynomial of degree N subject to the regularity condition that the
equations
∂G
∂x1
= · · · =
∂G
∂x5
= 0 (2.10)
have no common solutions other than x1 = . . . = x5 = 0. There is one field σ. The classical
potential is
U =
1
2e2
|D|2 +
∑
i
|Fi|
2 + 2σσ¯
∑
i
Q2i |φi|
2. (2.11)
The D-term and F-term equations are
D = −e2
(
5∑
i=1
Qi|xi|
2 −N |p|2 − ζ
)
F1...5 = p
∂GN
∂x1...5
Fp = GN (x1, . . . x5) . (2.12)
At σ = 0 we are on the Higgs branch and the low energy theory is determined by the solutions
of the D-term and F-term equations. For ζ ≫ 0 the vacuum manifold is given by
Xζ≫0 : {(x1, . . . x5) ∈ P(Q1, . . . , Q5)|GN (x1, . . . , x5) = 0} Iζ≫0 = (x1, . . . , x5) (2.13)
5
ζθNpi Npi+2pi Npi+4pi Npi+6pi
Large Radius
Landau-Ginzburg
Conifold
Figure 1: Kähler moduli space: FI-theta space (left) and compactified version (right).
This phase is described in terms of a non-linear sigma model with Calabi-Yau target (2.13).
This phase is referred to as the geometric or large radius phase.
For ζ ≪ 0 the vacuum is given by
Xζ≪0 : p = ±
√
−
ζ
N
, xi = 0 Iζ≪0 = (p) (2.14)
The gauge symmetry is broken to ZN . Taking into account classical fluctuations around this
vacuum, one obtains a potential of the form W = GN (x1, . . . , x5). This phase describes a
Landau-Ginzburg orbifold.
At φ = 0 and σ 6= 0 there is a Coulomb branch. The effective potential is
W˜eff (σ) = −tσ −
5∑
i=0
(Qiσ) (log (Qiσ)− 1) mod 2πi (2.15)
From this we deduce that the Coulomb branch is localized at
e−t = (−1)N
∏
i
|Qi|
−Qi → ζ = −
∑
i
Qi log |Qi|, θ = Nπ + 2πZ. (2.16)
In summary, there are three distinct points in the moduli space: the large radius point, the
Landau-Ginzburg point and the singular point where the Coulomb branch sits. Under mirror
symmetry, the latter gets mapped to the conifold point, or more generally, the discriminant.
The situation is depicted in figure 1. For later reference, we also list the topological numbers
of the three Calabi-Yaus which we will from now on denote by XN : P(Q1 . . . Q5)[N ].
N h1,1(X) h2,1(X) χ(X) c2(X) ·H H
3
6 1 103 −204 42 3
8 1 149 −296 44 2
10 1 145 −288 34 1
(2.17)
Here hi,j(X) are the non-trivial Hodge numbers, χ(X) = 2(h1,1(X)−h2,1(X)) = c3(X) is the
Euler number, H ∈ H2(X) is the hyperplane class and ci(X) are the Chern classes.
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We can also associate Picard-Fuchs differential operators to each of XN , or rather its
mirror X˜N (see for instance [31]):
N = 6 : L = θ4 − 36z (6θ + 1) (3θ + 1) (3θ + 2) (6θ + 5) , (2.18)
N = 8 : L = θ4 − 16z (8θ + 1) (8θ + 3) (8θ + 5) (8θ + 7) , (2.19)
N = 10 : L = θ4 − 80z (10θ + 1) (10θ + 3) (10θ + 7) (10θ + 9) , (2.20)
where θ = z ddz and z = 0 corresponds to the large complex structure point of X˜N . The
solutions of the Picard-Fuchs equation L̟i(z) = 0 (i = 0, . . . , 3) are the periods of X˜N . For
our models, the solutions are given by the following expressions:
̟k (z) =
1
(2πi)k
∞∑
m=0
∂k
∂ǫk
[
Γ (N(m+ ǫ) + 1)
Γ (Nǫ+ 1)
5∏
i=1
Γ (Qiǫ+ 1)
Γ (Qi(m+ ǫ) + 1)
zm+ǫ
]
ǫ=0
. (2.21)
2.2 B-branes and hemisphere partition function
B-type D-branes in the GLSM are matrix factorizations of the superpotential [9,10,23]. Define
S = C[φ] andM =M0⊕M1 as a Z2-graded free S-module – the Chan-Paton space. A matrix
factorization Q ∈ End1S(M) satisfies
Q2 =W · idM . (2.22)
In addition, Q has to be gauge invariant, and we have to associate R-charge 1 to it in
accordance with the fact the W has R-charge 2. The gauge charges of the D-brane are
encoded in ρ : G→ GL(M) subject to the condition
ρ(g)−1Q(gφ)ρ(q) = Q(φ). (2.23)
The R-grading is defined by r∗ : u(1)R → gl(M) such that
λr∗Q(λRφ)λ−r∗ = λQ(φ). (2.24)
This promotes the Z2-grading to an integer grading. A B-type D-brane in the GLSM is thus
described by the quadruple B = (M,Q, ρ, r∗).
A convenient way to describe M is by making use of a Clifford basis. Take a set of 2k
2k × 2k matrices ηi, η¯i satisfying
{ηi, η¯j} = δij {ηi, ηj} = {η¯i, η¯j} = 0 (2.25)
Define a vacuum |0〉q,r, where (q, r) is some choice of gauge and R-charge. This fixes the
overall normalization of (2.23) and (2.24). Declaring the η¯i to be creation operators, the
Chan-Paton space M is
M =
k⊕
i=0
⊕
m,|m|=k
∏
j∈m
η¯j |0〉q,r, (2.26)
where m is an index set that labels all
(
k
j
)
inequivalent combinations of products of η¯i.
The matrix factorizations (2.22) can then also be expressed in terms of the Clifford basis.
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Note that not all GLSM branes have a description in terms of a Clifford basis. There is no
classification of matrix factorizations in any GLSM. There are, however, various constructions
of matrix factorizations that lead to particular kinds of D-branes in the various phases. This
will be discussed in more detail in section 4.1.
In the case of abelian GLSMs we can represent any GLSM brane by a complex of Wilson
line branes W(q)r [23], where q and r denote the gradings encoded in (2.23) and (2.24),
respectively. Schematically, it looks like this.
B : · · · //
Lj⊕
i=1
W(q
(i)
j )
⊕n
(i)
j
r
(i)
j
//
oo
Lj+1⊕
i=1
W(q
(i)
j+1)
⊕n
(i)
j+1
r
(i)
j+1
//
oo · · ·oo . (2.27)
The precise form of the maps in the complex is encoded in Q.
Given a GLSM brane B the hemisphere partition function ZD2(B) is defined as
2 [9,11,30]
ZD2(B) = C
∫
γ
drkGσ
∏
α>0
α(σ) sinh(πα(σ))
∏
i
Γ
(
iQi(σ) +
Ri
2
)
eit(σ)fB(σ) (2.28)
where
fB(σ) = trM
(
eiπr∗e2πρ(σ)
)
(2.29)
contains the information about the brane and is referred to as the brane factor. In (2.28)
C is a normalization constant and the Lagrangian γ ⊂ tC is an integration contour that is
a deformation of the real locus it such that the poles of the integrand are avoided and the
integral is convergent. Furthermore α > 0 are the positive roots and Qi and Ri are the
weights of ρV and R, respectively.
One-parameter Calabi-Yau hypersurfaces
For our examples the hemisphere partition function is
ZD2 = C
∫
γ
dσ
5∏
i=1
Γ (iQi (σ)) Γ (−iN (σ) + 1) e
itσfB (σ) . (2.30)
Depending on whether ζ ≫ 0 or ζ ≪ 0 we have to close the integration contour in the upper
or lower half of the complex plane, respectively. In these two cases the following poles of the
integrand contribute to the residue
ζ ≫ 0 : σ = i
n
Qi
n ∈Z≥0 (2.31)
ζ ≪ 0 : σ = −i
n
N
n ∈Z>0 (2.32)
The brane factor can be written as
fB =
∑
i
eiπrie2πσqi . (2.33)
2We only consider the Calabi-Yau case here, where the dependence on the radius r of the hemisphere enters
trivially.
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In the large radius phases of U(1) GLSMs it has been shown that (2.28) computes the quantum
corrected central charge of the branes in the phase:
Zζ≫0D2 (B) = C
∞∑
n=0
e−nt
∫
X
ΓˆX(n)e
B+ i
2pi
ωch(BLR). (2.34)
Here ΓˆX is the Gamma class, B+
i
2πω is the complexified Kähler form onX
ζ≫0 and ch(BLR) is
the Chern character of the brane BLR in the large radius phase. We will use this information
to characterize GLSM branes according to their central charge in the large radius phase.
Under the identification z = e−t (2.34) can be expanded in terms of the periods (2.21) of
the mirror Calabi-Yau. Then (2.28) for suitably chosen brane factors is nothing but the
well-known Mellin-Barnes representation of the mirror periods.
3 D-brane transport and monodromy in the GLSM
In this section we briefly summarize the main results of [23], where the problem of D-brane
transport between phases of abelian GLSMs has been solved. Then we give a prescription on
how to use this information to compute the monodromy matrices directly from the hemisphere
partition function. While our main focus is on U(1) GLSMs, the concepts are more general.
3.1 GLSM branes vs. branes in phases
A B-type D-brane in the GLSM is always a matrix factorization of the GLSM superpotential.
How this brane is described in the low energy theory of a phase very much depends on the
nature of this phase. In the examples we discuss here we are in the lucky situation that the
D-branes in both phases are well-understood. In geometric phases B-branes are described in
terms of objects of the derived category of coherent sheaves. In the Landau-Ginzburg phase
D-branes are matrix factorizations of the Landau-Ginzburg superpotential. In [23] one finds
a prescription on how to map between GLSM branes and branes in these phases. Since we
will do most of our calculations in the GLSM, independently of a specific phase, we refer
to the original paper, in particular section 10, for details. For more general phases, such
as those arising from non-abelian GLSMs, or more exotic phases like hybrid phases, a good
understanding of the D-branes is largely an open issue.
One important piece of information, which will also be crucial for our discussion, is the
fact that the category of GLSM branes is larger than the categories of D-branes associated to
the phases. In other words, for a given D-brane in a phase, there are infinitely many GLSM
branes which lead to the same low-energy description. Related to this, there are certain
GLSM branes BE which do not exist in the low-energy theory associated to a phase. We refer
to them as “empty branes”.
In the case of the GLSMs associated to one-parameter Calabi-Yau hypersurfaces the empty
branes have been identified. In the large radius phase the empty brane can be written in terms
of the 32× 32 matrix factorization that can be expressed in terms of the Clifford basis (2.25):
Bζ≫0E : Q =
5∑
i=1
(
xiηi + p
1
di
∂GN
∂xi
η¯i
)
, (3.1)
where di is the degree of xi in GN (x). Depending on the precise choice of M and (ρ(g), r∗)
the empty branes can equivalently be written in terms of the following complexes of Wilson
9
line branes for the cases N = 6, 8, 10, respectively:
W(q˜6)
⊕1
r−5
x
//
W(q˜4)
⊕1
r−4⊕
W(q˜5)
⊕4
r−4
pxd−1
oo
x
//
W(q˜3)
⊕4
r−3⊕
W(q˜4)
⊕6
r−3
pxd−1
oo
x
//
W(q˜2)
⊕6
r−2⊕
W(q˜3)
⊕4
r−2
pxd−1
oo
x
//
W(q˜1)
⊕4
r−1⊕
W(q˜2)
⊕1
r−1
pxd−1
oo
x
//W(q)⊕1r
pxd−1
oo
(3.2)
W(q˜8)
⊕1
r−5
x
//o
W(q˜7)
⊕4
r−4⊕
W(q˜4)
⊕1
r−4
pxd−1
oo
x
//
W(q˜6)
⊕6
r−3⊕
W(q˜3)
⊕4
r−3
pxd−1
oo
x
//
W(q˜5)
⊕4
r−2⊕
W(q˜2)
⊕6
r−2
pxd−1
oo
x
//
W(q˜4)
⊕1
r−1⊕
W(q˜1)
⊕4
r−1
pxd−1
oo
x
//W(q)⊕1r
pxd−1
oo
(3.3)
W(q˜10)
⊕1
r−5
x
//
W(q˜9)
⊕3
1⊕
W(q˜8)
⊕1
r−4⊕
W(q˜5)
⊕1
r−4
pxd−1
oo
x
//
W(q˜8)
⊕3
r−3⊕
W(q˜7)
⊕3
r−3⊕
W(q˜4)
⊕3
r−3⊕
W(q˜3)
⊕1
r−3
pxd−1
oo
x
//
W(q˜7)
⊕1
r−2⊕
W(q˜6)
⊕3
r−2⊕
W(q˜3)
⊕3
r−2⊕
W(q˜2)
⊕3
r−2
pxd−1
oo
x
//
W(q˜5)
⊕1
r−1⊕
W(q˜2)
⊕1
r−1⊕
W(q˜1)
⊕3
r−1
pxd−1
oo
x
//W(q)⊕1r .
pxd−1
oo
(3.4)
Here the integers q, r are fixed by the overall normalization of (ρ(g), r∗) and q˜n = q − n.
Furthermore we used the short-hand notation x =
∑
i xiηi, px
d−1 =
∑
i p
1
di
∂GN
∂xi
η¯i. This gives
a family of branes. Using (2.29) one finds the following brane factors
N = 6 : f
Bζ≫0
E
=
(
e2πσ − 1
)5 (
e2πσ + 1
)
eπ(2(q−6)σ+ir)
N = 8 : f
Bζ≫0
E
=
(
e2πσ − 1
)5 (
e2πσ + e4πσ + e6πσ + 1
)
eπ(2(q−8)σ+ir)
N = 10 : f
Bζ≫0
E
=
(
e2πσ − 1
)5 (
2e2πσ + 2e4πσ + 2e6πσ + 2e8πσ + e10πσ + 1
)
eπ(2(q−10)σ+ir).
(3.5)
Inserting this into (2.30) and closing the contour in the upper half plane all the poles inside
the contour are canceled by the brane factor and therefore Zζ≫0D2 (B
ζ≫0
E ) = 0. Note however,
that we get a non-zero result if we close the integration contour the other way.
Conversely, there is also a family of empty branes associated to the Landau-Ginzburg
phase given by the 2× 2 matrix factorization
Bζ≪0E : Q =
(
0 GN (x)
p 0
)
. (3.6)
In terms of complexes of Wilson line branes this can be expressed as follows
W (q −N)r−1
G
//W (q)rp
oo . (3.7)
The brane factors are
f
Bζ≪0
E
= eiπre2πqσ
(
1− e−2πNσ
)
, (3.8)
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Figure 2: Different GLSM branes can map to the same objects in a phase.
and one can easily convince oneself that Zζ≪0D2 (B
ζ≪0
E ) = 0. One observes that ideals defined
by the deleted sets Iζ defined in (2.4) are encoded in the matrix factorizations of the empty
branes.
The empty branes also give some intuition why the category of GLSM branes is so much
larger than the category of branes associated to a phase. Since we are dealing with trian-
gulated categories, one can form bound states of branes using the cone construction. One
can in particular form a bound state between some GLSM brane B and an empty brane BAE
associated to some phase A. At the level of the GLSM the bound state is different from B.
However, when going to phase A (and only phase A) both B and its bound state with BAE
will map to the same object in the D-brane category associated to phase A. In this way, an
infinite number of GLSM branes can map to the same object in a phase. The situation for
our models is depicted in figure 2
Given some generic brane in the GLSM, it will typically reduce to some low energy brane
in each of the phases. However, in general such a situation does not describe a well-defined
analytic continuation of a low-energy brane from one phase to another. The extreme case
are the empty branes BE which typically standard branes in one phase and “nothing” in
another. In our examples the Bζ≫0E reduces to a matrix factorization describing a Recknagel-
Schomerus boundary state with label L = (0, 0, 0, 0, 0) in the Landau-Ginzburg phase, while
Bζ≪0E becomes the structure sheaf OX in the geometric phase [23]. Both of these branes are
known to have analytic continuations to the other phases that do not give zero. This implies
that the GLSM branes like Bζ≪0E and B
ζ≫0
E are not suitable choices of GLSM branes in the
context of analytic continuation between phases. This issue is resolved by the grade-restriction
rule [23], which we will recall now.
3.2 D-brane transport and grade restriction
Let us explain how to transport branes between phases. Due to presence of a singular locus
at the phase boundary the result of analytic continuation will depend on the choice of path.
As depicted in figure 1, the parameter space is split into chambers of width 2π. Paths from
one phase to another, parametrized by θ-angles within two adjacent chambers, differ by a
monodromy around the singular point.
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Depending on the choice of path only certain GLSM branes can be transported from one
phase to another in a well-defined way. These have to satisfy the grade restriction rule, which
states that, depending on the choice of path/θ-angle only GLSM branes with particular gauge
charges q, as encoded in (2.23), can be safely transported along a given path. For the GLSMs
associated to one-parameter Calabi-Yau hypersurfaces the rule is
wk : θ ∈ (− (N + 2k) π,− (N + 2k) π+2π) : q ∈ {k, k+1, . . . , k+N−1} k ∈ Z. (3.9)
For every path in the parameter space there is a “window” of allowed charges. Since there is a
one-to-one correspondence between inequivalent families of paths and allowed charges we will
use the terms “path” and “window” interchangeably for the datum wk. In [10] it has been
shown that this grade restriction rule can be obtained by analyzing the asymptotic behavior
of the hemisphere partition function.
At the level of D-brane categories the grade restriction rule is to be understood as follows.
For every choice of path/charge window wk, there is a subcategory Dwk ⊂ DGLSM , often
referred to as window category, containing those branes which satisfy the grade restriction
rule. Each of the categories Dwk is equivalent to the D-brane categories in each of the phases,
which then establishes equivalences between the D-brane categories of the respective phases.
In the case of Calabi-Yau GLSMs with G = U(1) this produces the equivalence between
the category of Landau-Ginzburg branes DLG and the derived category of coherent sheaves
DCY [32].
A general GLSM brane typically does not satisfy the grade restriction rule. However,
given a GLSM brane B that descends to a particular low energy brane BA in a given phase
A, we can replace B by a different GLSM brane Bwk which also reduces to the brane B
A in
phase A, but satisfies the grade restriction rule associated to a given window wk. In contrast
to B, Bwk is well-defined in the low-energy theory beyond the phase boundary. If the path
wk connects phase A with another phase B, then the low-energy brane B
B, obtained by
reducing Bwk to phase B, is the analytic continuation of B
A from phase A to phase B along
wk. Choosing a different path wk′ with different grade restriction rule from A to B leads to a
different GLSM lift Bw′
k
and a different analytic continuation B
′B to phase B that is related
to BB by a monodromy around the phase boundary between A and B. This is illustrated in
figure 3.
To obtain the grade restricted brane Bwk from the non-grade restricted one B, one uses
the empty brane BAE associated to the phase A, where B and Bwk should reduce to the same
low-energy brane BA. Using the cone construction one forms a bound state B′ = Cone(Ψ :
B → BAE), where the tachyon Ψ ∈ H
1(B,BAE ) is a Z2-odd boundary changing state defined by
the condition
QAEΨ+ΨQ = 0 Ψ 6= Q
A
EΦ− ΦQ, (3.10)
where Q and QAA are the GLSM matrix factorizations associated to B and B
A
E , respectively,
and Φ is Z2-even with polynomial entries. To grade-restrict one requires a particular Ψ such
that the bound state contains trivial brane-antibrane pairs characterized by
W(q)r
1
//W(q)r+1
W
oo ↔ Q =
(
0 1
W 0
)
(3.11)
between those Wilson line branes in B that violate the grade restriction rule. Such triv-
ial brane-antibrane pairs can be removed from the complex describing the bound state B′.
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Figure 3: Analytic continuation of a brane in phase A to phase B via different windows.
Schematically, the procedure works as follows. Assume for simplicity that B is described as
a complex of Wilson line branes, where only one Wilson line brane W(q∗)r that sits at the
right-most entry of a complex violates the grade restriction rule, i.e.
B : . . .
a2
//⊕
k1 W(qk1)r1b2
oo
a1
//⊕
k0 W(qk0)r0b1
oo
a0
//W(q∗)r
b0
oo , (3.12)
with {qk0 , qk1, . . .} in an allowed charge window. Then, choose B
A
E such that q
∗ appears with
multiplicity one, and R-charge r − 1:
BAE : . . .
a˜2
//⊕
k˜1
W(q˜k˜1)r˜1
b˜2
oo
a˜1
//⊕
k˜0
W(q˜k˜0)r˜0
b˜1
oo
a˜0
//W(q∗)r−1
b˜0
oo , (3.13)
where we further assume that {q˜k˜0 , q˜k˜1, . . .} are in the desired charge window. Then the bound
state B′ must have the following form:
B′ : . . .
a2
//⊕
k1 W(qk1)r1b2
oo
a1
//⊕
k0 W(qk0)r0b1
oo
a0
//W(q∗)r
b0
oo
. . .
a˜2
//⊕
k˜1
W(q˜k˜1)r˜1
b˜2
oo
a˜1
//
ϕ1
66
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥ ⊕
k˜0
W(q˜k˜0)r˜0
b˜1
oo
a˜0
//
ϕ0
66
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
W(q∗)r−1
b˜0
oo
1
88
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
(3.14)
Here the diagonal maps encode the information about the tachyon Ψ. The pair of Wilson line
branes (in color and underlined) connected by the identity map is a trivial brane-antibrane
pair and can be eliminated. Thus, B′ is grade restricted. B and B′ have the same low-energy
behavior in phase A where BAE is empty. For branes where more than one Wilson line brane
violates the grade restriction rule, this procedure has to be iterated.
Only the charges and multiplicities of the Wilson line branes enter the brane factor (2.29)
of the hemisphere partition function. The precise form of the maps encoded in Ψ is not
required. Assuming that a tachyon Ψ with the desired properties can always be found, one
can construct the brane factor of a grade restricted brane by simply placing the complexes
of the branes involved in the correct relative positions. This pragmatic approach was taken
in [25], and we will also apply it here.
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3.3 Monodromy and hemisphere partition function
Having full control over the paths along which we transport the D-branes, we can compute
monodromies of D-branes around the distinguished loci in the moduli space. A discussion
on how to do monodromies using the GLSM has already been given in section 10.5 of [23].
Combining these methods with the hemisphere partition function makes is possible to obtain
the monodromy matrices associated to a Calabi-Yau directly from the brane factors. This
approach was applied to compute large radius and conifold monodromies on the quintic in [25].
Here we give a more general and detailed description.
The idea is to take a basis Bi of GLSM branes, to compute their monodromy images B˜′i
and to read off the components Mij of the monodromy matrix M from the relation between
the respective brane factors:
f
B˜′
i
=
∑
j
MijfBj . (3.15)
The discussion can be done entirely in the GLSM and at the level of the brane factors. Once
we have chosen a basis, it is not necessary to evaluate the hemisphere partition function in a
particular phase.
The first step is to pick a suitable set of GLSM branes. When we discuss concrete examples
in section 5 we will choose the basis such that the branes in the large radius phase are simple
examples of (D0,D2,D4,D6)-branes. One could however, equally well construct a set of GLSM
branes that reduces to a nice basis in any phase. We identify our basis of D-branes by
explicitly constructing matrix factorizations in the GLSM. To confirm that these are a good
basis, we evaluate the hemisphere partition function in the large volume phase to see whether
we obtain a linearly independent set of brane charges. In this way we can avoid the often
tedious procedure of explicitly mapping GLSM branes to branes in the low-energy phase.
In order to discuss the monodromy we have to fix a reference point. At the level of the
GLSM this is done by choosing a reference path wk in the moduli space, or equivalently, a
particular set of allowed charges via the grade restriction rule. This not only fixes a reference
point for the monodromy for one particular phase, but rather gives us a particular family of
reference points all over the moduli space. If any of the GLSM branes of our basis is not
grade-restricted, we have to grade restrict them first to wk by using the methods described in
section 3.2. To grade restrict, we have to use the empty brane associated to the phase with
respect to which we have chosen our basis.
Once we have picked a basis of branes and a window wk we can perform the monodromy.
The procedure depends on whether the path along which we transport the D-brane crosses a
phase boundary or not. In our examples the former applies to the large radius and Landau-
Ginzburg points, the latter applies to the monodromy around the singular point.
Monodromies inside a phase
When the path of the D-brane does not cross a phase boundary, the monodromy operation
amounts to a 2π-shift of the theta angle. In the hemisphere partition function the theta angle
appears in the the term eit(σ). In the one-parameter case we have
eitσ = ei(ζ−iθ)σ
θ→θ+2π
−→ ei(ζ−i(θ+2π))σ = eitσe2πσ. (3.16)
The shift by e2πσ can be absorbed into the brane factor fB(σ):
θ → θ + 2π : fB(σ) −→ fB′(σ) = e
2πσfB(σ). (3.17)
14
Thinking of B as a particular complex of Wilson line branes, its monodromy image B′ is a
complex of Wilson line branes where all the gauge charges are shifted by +1, i.e. the whole
complex gets tensored by W(1). Typically, B′ will no longer satisfy the grade restriction
rule associated to the reference path. If B was grade restricted with respect to the charge
window wk, B
′ will be grade restricted with respect to the adjacent window wk+1. Since
wk+1 is associated a path to the left of the path associated to wk, a shift θ → θ + 2π in the
FI-θ parameter is equivalent to moving the brane to the left in the θ-direction. In this case
one cannot decide whether the brane moves around the distinguished point in clockwise or
counter-clockwise direction. However, if we make the same shift for two adjacent phases the
relative orientations of the contours are opposite.
To compare with the original set of branes we have to apply the grade restriction procedure
to replace B′ by a GLSM brane B˜′ that is grade restricted to the window wk we started with.
We have to use the empty branes associated to the phase under consideration. The brane
factor f
B˜′
can then be expressed in terms of the brane factors of the original basis of GLSM
branes. The coefficients encode the information about the monodromy.
In summary, we have the following recipe for computing the monodromy around a point
inside a phase A:
1. Pick a basis Bi of GLSM branes that is grade-restricted with respect to a particular
path wk.
2. Compute the monodromy images B′i of each basis element by shifting every gauge charge
q of Bi by +1. The resulting brane fits into the window wk+1.
3. Grade restrict B′i to wk by using the empty branes B
A
E associated to phase A. This
yields a set of branes B˜′i.
4. Read off the coefficients Mij of the monodromy matrix M from the relation fB˜′
i
=∑
jMijfBj between the brane factors.
There is also another way to compute the monodromy matrices in this situation. Instead
of comparing the brane factors, we could also choose the basis Bi with respect to phase A
and evaluate the hemisphere partition function in A. Then we can read off the monodromy
matrix from
ZAD2(B
′
i) =
∑
ij
MijZ
A
D2(Bj). (3.18)
In this case neither Bi nor the image branes B
′
i need to be grade restricted. Since the evaluation
of the contour integrals in a phase can be tedious, this approach is not necessarily simpler.
Monodromy across phase boundaries
If we compute a monodromy around a singular locus at a phase boundary, we are forced
to leave a particular phase. Then the monodromy cannot simply be encoded in a shift of
the theta angle in the integrand of ZD2 . An example of a conifold monodromy in our one-
parameter models is depicted in figure 4. The theta angle shift required for encircling the
singular point is now achieved by grade restricting the branes according to two adjacent paths
in the parameter space [23].
As in the other case we start off with a grade restricted brane B that is well-defined along
the full path across wk we have chosen. To encircle a singular point we grade restrict with
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−(N+2k)pi −(N+2k−2)pi−(N+2k−4)pi
wk+1 wk
Figure 4: Monodromy around a point at a phase boundary.
respect to an adjacent path wk±1, depending on whether we want to move the brane to the
left or to the right. Which empty brane we use to grade-restrict determines the reference
point. For example, if we start in the large radius phase we have to perform the window shift
using the empty brane of the Landau-Ginzburg phase in order to make sure that the contour
has its turning point in the ζ < 0 phase. We get a brane B′ which is now defined along the
full path wk±1. To complete the calculation, we have to grade restrict back to wk using the
empty brane of the phase we have put our reference point in. This yields a brane B˜′ whose
brane factor can then be expressed in terms of the brane factors of the basis of branes. From
this we can read off the entries in the monodromy matrix.
In summary, we get the following recipe for a monodromy around a singularity at a phase
boundary between phases A and B that sits between the two windows wk and wk+1.
1. Pick a basis Bi that is grade-restricted with respect to wk. Assume without loss of
generality that the reference point is in phase A.
2. Grade restrict Bi to wk+1 using the empty branes B
B
E associated to phase B. This yields
a set of branes B′i.
3. Grade restrict B′i to wk using the empty branes B
A
E associated to phase A. This yields
a set of branes B˜′i.
4. Read off the coefficients Mij of the monodromy matrix M from the relation fB˜′
i
=∑
jMijfBj between the brane factors.
If we compared the hemisphere partition functions ZAD2 in phase A instead of the brane factors,
we could skip the third step. If the reference point were in phase B, we would have to use
BAE in step 2 and B
B
E in step 3. Note that in this case the direction of the contour changes
from clockwise to counter-clockwise or vice versa.
4 Constructions of GLSM branes
In this section we discuss explicit constructions of matrix factorizations, focusing on the
GLSMs associated to Calabi-Yau hypersurfaces in weighted projective space. This is inspired
by D-brane constructions in Landau-Ginzburg and Calabi-Yau phases. While there is no
classification of matrix factorizations in GLSMs, these standard constructions allow us to
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find a set of simple D-branes with specific properties. We give several concrete examples,
which we use to illustrate the concepts of D-brane transport.
4.1 Constructions of matrix factorizations
All the matrix factorizations that will be discussed here can be expressed in terms of a Clifford
basis (2.25). This will be enough for the purpose of determining a basis of (D0,D2,D4,D6)-
branes for the monodromy calculations. For our GLSMs we are looking for matrix factor-
izations of the superpotential W = pGN (x1, . . . , x5), where GN is a generic homogeneous
polynomial. Since the hemisphere partition function is insensitive to deformations of the
complex structure corresponding to deformations of the superpotential, we can restrict the
parameters of GN to simplify the problem, provided that (2.10) is still satisfied. Of particular
interest is the Fermat point with
N = 6 : GF6 = x
6
1 + x
6
2 + x
6
3 + x
6
4 + x
3
5 (4.1)
N = 8 : GF8 = x
8
1 + x
8
2 + x
8
3 + x
8
4 + x
2
5 (4.2)
N = 10 : GF10 = x
10
1 + x
10
2 + x
10
3 + x
5
4 + x
2
5. (4.3)
Matrix factorizations of Fermat-type superpotentials have been studied in the context of D-
branes in B-type topological Landau-Ginzburg models, and we can make use of these results.
Let us start with matrix factorizations of the form
Q =
∑
i
aiηi + biη¯i,
∑
i
ai · bi =W (4.4)
One distinguishes whether the ai and bi are monomials or polynomials in the variables
x1, . . . , x5. Then one can find 32×32 matrix factorizations Q¯ of G
F
N such that each monomial
is factorized individually:
Q¯ =
5∑
i=1
xkii ηi + x
di−ki
i η¯i. (4.5)
In the context of Landau-Ginzburg orbifold theories, such matrix factorizations have been
linked to Recknagel-Schomerus boundary states with label L = (k1 − 1, . . . , k5 − 1) [33] of
the associated Gepner model. They are also called tensor product branes, since they arise
as tensor products of boundary states of the minimal model components of the CFT. The
orbifold action defines N matrices γi via the condition γiQ¯(e
2πi
Qi
N xi)γ
−1
i = Q(xi). The data
Q¯i ≡ (Q¯, γi) with i = 1, . . . , N defines N branes in the ZN -orbit, where the extra label
coincides with the label M = (0, 1, . . . , N − 1) of the boundary state.
To extend (4.5) to a matrix factorization of the GLSM potential one has to add the p-field.
There is a choice of whether one puts the p-field in front of the ηi-term or the η¯i term for every
monomial in GFN . Each choice leads to a different, not necessarily grade-restricted, brane in
the GLSM. How to correctly lift each Q¯i to grade-restricted GLSM brane is explained in
sections 10.2.1 and 10.4.1 of [23]. In the large volume phase matrix factorizations of this type
map to objects which have a complicated structure in terms of (D0,D2,D4,D6)-charges. In
the context of one-parameter hypersurfaces matrix factorizations of the type (4.5) and their
geometric counterparts have been discussed in [34].
If the Fermat polynomial of GFN contains monomials of the form
GFN (xa, xb) = x
da
a + x
db
b = x
pra
a + x
prb
b , p = gcd(da, db), (4.6)
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one can find a factorization GFN (xa, xb) =
∏p−1
m=0(x
r1
a − e
2m+1
p
πixr2b ). Now define a set K =
{0, 1, . . . , p− 1} and a subset I ⊂ K. Then one can construct 2× 2 matrix factorizations
Q¯(xa, xb) =
∏
m∈I
(xr1a − e
2m+1
p
πi
xr2b )η +
∏
m∈K\I
(xr1a − e
2m+1
p
πi
xr2b )η¯. (4.7)
A subset of matrix factorizations of this type has been identified with (generalized) permu-
tation branes in the associated boundary CFT [35–38]. To extend these two-variable matrix
factorizations to matrix factorization of GFN (x1, . . . , x5) one can combine this with further
permutation-type or tensor product-type factorizations to obtain a matrix factorization of
GFN . Including the orbifold action again gives branes Q¯i, as above. By adding the p-field
one obtains GLSM matrix factorizations of the form (4.4), which are grade-restricted if one
follows the algorithm described in [23]. Since in our models GFN has five monomials one can
either get 8× 8 matrix factorizations where two pairs of monomials are factorized as in (4.7),
or 16×16 matrix factorizations where only one pair of monomials is factorized as in (4.7) and
the rest of the monomials is factorized individually. As we will show in the examples below
and in section 5, one particular GLSM brane arising from the former construction corresponds
to a D2-brane with minimal charge in the geometric phase. The second type of construction
produces in particular a D0-brane with minimal charge.
Aside from these CFT-inspired constructions of GLSM matrix factorizations, one can also
construct branes from a geometric intuition. In the geometric phase we construct a B-type D-
brane on the Calabi-Yau hypersurface by a complete intersection of the Calabi-Yau equation
with a number of irreducible hypersurfaces given by equations hi in the ambient space
GN (x1, . . . , x5) ∩
δ⋂
i=1
hi, (4.8)
where for a number of δ = 0, 1, 2, 3 hypersurfaces we get D6, D4, D2 and D0-branes respec-
tively. These geometric branes can be lifted to the GLSM in the following way:
Q = GNη0 + pη¯0 +
δ∑
i=1
hiηi. (4.9)
Note that the terms proportional to η¯i>0 have coefficient zero. The case δ = 0 describes a D6-
brane that coincides with the empty brane (3.6) associated to the Landau-Ginzburg phase.
GLSM branes such as (4.9) are never grade restricted. Viewing these matrix factorizations
as GLSM lifts branes in the geometric phase, one first has to grade-restrict them using the
empty brane associated to the large radius phase in order to make sense of them outside the
geometric phase.
4.2 Examples
Before we construct a basis of GLSM branes of which we compute the monodromy in section 5,
let us give some examples of GLSM matrix factorizations and grade restriction. Every brane
B describes a different object in the category of GLSM branes, unless there is an equivalence
of matrix factorizations
Q2(φ) = U(φ)Q1(φ)U
−1(φ), (4.10)
where U(φ) is invertible with polynomial entries.
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We are primarily dealing with the hemisphere partition function, which is insensitive
to the explicit form of the entries in the matrix factorizations. This reflects the fact that
the central charge only sees the K-theory, not the full category. In practice, this means
that we can get the same brane factors for different objects B, and as a result the same
hemisphere partition function, irrespective of the choice of phase. For the quintic, for instance,
we can arbitrarily permute the variables in the matrix factorizations and always get the same
hemisphere partition function, even though the corresponding branes are different objects in
the category. In the case where the chiral fields can have different U(1)-charges, one still has
this, but one can also combine variables of different weights in matrix factorizations of the
form (4.7). Then it is slightly less obvious which branes have the same hemisphere partition
function.
To see an example of this, let us focus on the case N = 10 where there is the greatest
variety of weights. With the vacuum charge chosen to be q|0〉 = 10, r|0〉 = 5 we can construct
three matrix factorizations of the Fermat polynomial that are of the form
QD0,i = fi(xk, xl)η0 + pgi(xk, xl)η¯0 +
3∑
j=1
xm,jηj + px
dm−1
m,j η¯j , (4.11)
where by xm,j we label those three x-variables that to not appear in the polynomials fα(xk, xl)
and gα(xk, xl). Now we consider the following three choices:
α = 1 : f1 = x1 − e
i pi
10x2 g1 =
9∏
n=1
(
x1 − e
2n+1
10
πix2
)
,
α = 2 : f2 = x
2
1 − e
ipi
5 x4 g2 =
4∏
n=1
(
x21 − e
2n+1
5
πix4
)
,
α = 3 : f3 = x
5
1 + ix5 g3 = x
5
1 − ix5.
(4.12)
As one easily can convince oneself, the Clifford matrices have the same gauge charges but get
permuted:
α = 1 : qη0 = −1 qη1 = −1 qη2 = −2 qη3 = −5
α = 2 : qη0 = −2 qη1 = −1 qη2 = −1 qη3 = −5
α = 3 : qη0 = −5 qη1 = −1 qη2 = −1 qη3 = −2
(4.13)
Therefore all three GLSM branes can be associated to a complex of Wilson line branes of the
form
BD0,α : W(1)
⊕1
1
//
W(2)⊕22⊕
W(3)⊕12⊕
W(6)⊕12
oo
//
W(3)⊕13⊕
W(4)⊕23⊕
W(7)⊕23⊕
W(8)⊕13
oo
//
W(5)⊕14⊕
W(8)⊕14⊕
W(9)⊕24
oo
//W(10)⊕15oo . (4.14)
The maps in this complex are different for the three branes. However, since their explicit
form does not enter into the brane factor, we get
fBD0 = −e
2πσ + 2e4πσ − 2e8πσ + e10πσ + e12πσ − 2e14πσ + 2e18πσ − e20πσ (4.15)
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for all three cases. Evaluating the hemisphere partition function in the geometric phase we
get
Zζ≫0D2 (BD0) = ̟0, (4.16)
where the ̟i are the periods (2.21) of the mirror Calabi-Yau and we have to replace z = e
−t.
Hence, all three of these GLSM branes descend to D0-branes in X10 : P(11125)[10] that have
the same charge but are described by different equations. Since (4.14) is grade restricted
with respect to the window w1 : q ∈ {1, 2, . . . , 10} associated to the path θ ∈ (−12π,−10π),
evaluating the hemisphere partition function in the Landau-Ginzburg phase will give the
charges of the branes of the analytic continuation of the three D0-branes into the Landau-
Ginzburg phase along w1.
An arbitrary GLSM brane is usually not grade restricted. As a further example consider
the matrix factorization
QD2 = f1(x1, x2)η0 + pg1(x1, x2)η¯0 + f˜1(x3, x4)η1 + pg˜2(x3, x4)η¯1 + x5η2 + px5η¯2, (4.17)
with
f1 = x
5
1 + ix
5
2 g1 = x
5
1 − ix
5
2,
f˜1 = x
2
3 − e
ipi
5 x4 g˜2 =
4∏
n=1
(
x23 − e
2n+1
5
πix4
)
.
(4.18)
With the same choice of vacuum charges as above, we can associate to this
BD2 : W(−2)
⊕1
2
//
W(3)⊕23⊕
W(0)⊕13
oo
//
W(8)⊕14⊕
W(5)⊕24
oo
//W(10)⊕15oo . (4.19)
This complex of Wilson line branes is not grade-restricted to any window. Nevertheless we
can evaluate the hemisphere partition function in both phases. In the geometric phase we get
Zζ≫0D2 (BD2) = −5̟0 + 5̟1. (4.20)
We have found an object which carries D0 and D2-charges in the geometric phase. The
hemisphere partition function evaluated in the Landau-Ginzburg phase is also non-zero and
therefore (4.19) also descends to a non-trivial brane in the Landau-Ginzburg phase. The
respective branes in the two phases are however not related via analytic continuation along a
path in the Kähler moduli space. To make a sensible analytic continuation we have to grade-
restrict. For example, if we want to analytically continue the geometric object with central
charge (4.20) to the Landau-Ginzburg phase along the path θ ∈ (−12π,−10π), associated
to the charge window w1 we have to replace (4.19) by a different GLSM brane which also
satisfies (4.20). This is done by binding empty branes (3.1) associated to the large radius
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phase. Using the notation of [25], the procedure is summarized in the following table:
B′D2 :
#
W(−2)⊕12
W(0)⊕13 W(5)
⊕2
4 W(10)⊕15W(3)⊕23 W(8)
⊕1
4
W(−2)⊕11
W(−1)⊕32 W(0)
⊕3
3 W(1)
⊕1
4 W(3)
⊕1
5
W(8)⊕16 1W(0)
⊕1
2 W(1)
⊕3
3 W(2)
⊕3
4 W(6)
⊕1
5
W(3)⊕12 W(4)
⊕3
3 W(5)
⊕3
4 W(7)
⊕3
5
W(5)⊕13 W(6)
⊕3
4
W(0)⊕12
W(1)⊕33 W(2)
⊕3
4 W(3)
⊕1
5 W(5)
⊕1
6
W(10)⊕17 1
W(2)⊕13 W(3)
⊕3
4 W(4)
⊕3
5 W(8)
⊕1
6
W(5)⊕13 W(6)
⊕3
4 W(7)
⊕3
5 W(9)
⊕3
6
W(7)⊕14 W(8)
⊕3
5
W(−1)⊕11
W(0)⊕32 W(1)
⊕3
3 W(2)
⊕1
4 W(4)
⊕1
5
W(9)⊕16 3
W(1)⊕12 W(2)
⊕3
3 W(3)
⊕3
4 W(7)
⊕1
5
W(4)⊕12 W(5)
⊕3
3 W(6)
⊕3
4 W(8)
⊕3
5
W(6)⊕13 W(7)
⊕3
4
W(0)⊕11
W(1)⊕32 W(2)
⊕3
3 W(3)
⊕1
4 W(5)
⊕1
5
W(10)⊕16 1
W(2)⊕12 W(3)
⊕3
3 W(4)
⊕3
4 W(8)
⊕1
5
W(5)⊕12 W(6)
⊕3
3 W(7)
⊕3
4 W(9)
⊕3
5
W(7)⊕13 W(8)
⊕3
4
W(0)⊕12
W(1)⊕33 W(2)
⊕3
4 W(3)
⊕1
5 W(5)
⊕1
6
W(10)⊕17 3
W(2)⊕13 W(3)
⊕3
4 W(4)
⊕3
5 W(8)
⊕1
6
W(5)⊕13 W(6)
⊕3
4 W(7)
⊕3
5 W(9)
⊕3
6
W(7)⊕14 W(8)
⊕3
5
W(0)⊕11
W(1)⊕32 W(2)
⊕3
3 W(3)
⊕1
4 W(5)
⊕1
5
W(10)⊕16 9
W(2)⊕12 W(3)
⊕3
3 W(4)
⊕3
4 W(8)
⊕1
5
W(5)⊕12 W(6)
⊕3
3 W(7)
⊕3
4 W(9)
⊕3
5
W(7)⊕13 W(8)
⊕3
4
(4.21)
The colors/underlines indicate the positions of the trivial brane-antibrane pairs that can be
removed, and the column # indicates the number of copies of the respective brane. The result
is grade-restricted with respect to the desired charge window. The brane factor is
fB′
D2
= 5e2πσ
(
e2πσ − 1
)3 (
−3e2πσ − 2e4πσ − 2e6πσ − 2e8πσ + e12πσ − 2
)
. (4.22)
One indeed finds Zζ≫0D2 (BD2) = Z
ζ≫0
D2 (B
′
D2), but the results in the Landau-Ginzburg phase are
different. The low-energy branes coming from (4.21) are now related via analytic continuation.
5 Monodromy for U(1) GLSMs
In this section we explicitly compute the monodromy matrices for one-parameter Calabi-
Yau hypersurfaces in weighted projected space via the hemisphere partition function (2.30).
At first we have to find a suitable basis of branes. We will choose this with respect to
the large radius phase, where we take branes (Opt,Ol,OH ,OX ) that represent a point, a
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line, a hyperplane and the structure sheaf of the Calabi-Yau. These lift to GLSM branes
(Bpt,Bl,BH ,BX). Specifically, our basis is such that the hemisphere partition function in the
large radius phase evaluates to
Zζ≫0D2 (Bpt) = ̟0
Zζ≫0D2 (Bl) = ̟1
Zζ≫0D2 (BH) =
(
c2 ·H
24
+
H3
6
)
̟0 −
H3
2
̟1 +
H3
2
̟2
Zζ≫0D2 (BX) =
c3ζ(3)
(2πi)3
̟0 +
c2 ·H
24
̟1 +
H3
6
̟3,
(5.1)
where the topological data (2.17) of the Calabi-Yau enters. This basis is natural from the
point of view of the D-brane constructions discussed in section 4. It does, however, not
correspond to the standard symplectic basis of periods as introduced in [39]. To show this,
we can compute the annulus partition function [9, 10]
χ(B1,B2) =
1
|WG|
∫
Γ
drkG
(2πi)rkG
∏
α>0
(
2 sinh
(
α(u)
2
))2
∏
i 2 sinh
(
Qi(u)
2
) fB1 (− u2π
)
fB2
(
u
2π
)
, (5.2)
where |WG| is the rank of the Weyl group and we choose the contour Γ such that it encircles
u = 0. This gives the open Witten index. For the GLSM branes satisfying (5.1) we find
χ(Bi,Bj) :
Bi\Bj Bpt Bl BH BX
Bpt 0 0 0 1
Bl 0 0 −1 0
BH 0 1 0 κ
BX −1 0 −κ 0
(5.3)
with κ = 4, 4, 3 for N = 6, 8, 10, respectively.
We choose our reference path in the moduli space by fixing the charge window
w0 : θ ∈ (−Nπ, (−N + 2) π) q ∈ {0, 1, 2, . . . , N − 1} (5.4)
All the GLSM matrix factorizations below have a representation in terms of a Clifford basis.
In all examples we choose the gauge and R-charge of the vacuum |0〉 to be
Bpt,Bl : q|0〉 = N − 1 r|0〉 = 5 (5.5)
BH ,BX : q|0〉 = N r|0〉 = 5. (5.6)
Using the recipes stated in section 3 we can then compute monodromy matrices MLR, MLG
and MC around the large radius, Landau-Ginzburg and conifold point. In all cases we find
the relations
MNLG = 1 MC ·M
−1
LR ·MLG = 1. (5.7)
Comparing with the literature, we see that what we call MLR is actually the inverse of the
large radius monodromy matrix. This is consistent with the fact that we make a window shift
w0 → w1 for both, the large radius and the Landau-Ginzburg monodromy.
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In [26, 27] mirror symmetry was used to calculate these monodromies. Comparing with
[27], our results must match with matrices S, A and T for the monodromies around the
large radius, Landau-Ginzburg, and conifold points, respectively. They satisfy S−1 = (AT )N .
Indeed, we can find an integer matrix U such that
S = U
(
M−1LR
)N
U−1 A = UMLGU
−1 T = UMCU
−1. (5.8)
5.1 X6: P(11112)[6]
We begin by determining GLSM branes that satisfy (5.1). For the D0-brane we choose the
following matrix factorization of the superpotential W = pGF6 (x1, . . . , x5)
QBpt = f1η1 + x3η2 + x4η3 + x5η4 + pg1η¯1 + px
5
3η¯2 + px
5
4η¯3 + px
2
5η¯4, (5.9)
with
f1 = x1 − e
ipi
6 x2 g1 =
5∏
n=1
(
x1 − e
2n+1
6
πix2
)
. (5.10)
This translates into the following complex of Wilson line branes
Bpt : W(0)
⊕1
1
//
W(2)⊕12⊕
W(1)⊕32
oo
//
W(3)⊕33⊕
W(2)⊕33
oo
//
W(4)⊕34⊕
W(3)⊕14
oo
//W(5)⊕15oo . (5.11)
The brane is grade restricted to the desired charge-window and the brane factor is
fBpt = 3e
2πσ − 2e4πσ − 2e6πσ + 3e8πσ − e10πσ − 1. (5.12)
The D2-brane is obtained by an analogous construction:
QBl = f1η1 + f2η2 + x5η4 + pg1η¯1 + pg2η¯2 + px
2
5η¯4, (5.13)
where
f1 = x1 − e
ipi
6 x2 g1 =
5∏
n=1
(
x1 − e
2n+1
6
πix2
)
,
f2 = x3 − e
ipi
6 x4 g2 =
5∏
n=1
(
x3 − e
2n+1
6
πix4
)
.
(5.14)
The associated complex of Wilson line branes is
Bl : W(1)
⊕1
2
//
W(3)⊕13⊕
W(2)⊕23
oo
//
W(4)⊕24⊕
W(3)⊕14
oo
//W(5)⊕15oo (5.15)
This brane is also grade-restricted and the brane factor is
fBl = e
2πσ − 2e4πσ + 2e8πσ − e10πσ. (5.16)
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To construct a D4-brane we intersect a hyperplane characterized by the equation h =
∑4
i=1 αixi
with the hypersurface equation G6(x1, . . . , x5). The GLSM-lift of such a configuration is given
by the matrix factorization
Q̂H = G6η0 + pη¯0 + hη1 (5.17)
This brane is not grade-restricted with respect to any window, as one can read off from the
associated complex of Wilson line branes:
B̂H : W(−1)3
// W(0)4
W(5)4
oo
//W(6)5oo . (5.18)
The grade restriction procedure to the window w0 is indicated in the following table.
BH :
#
W(−1)⊕13
W(5)⊕14 W(6)⊕15W(0)⊕14
W(−1)⊕12
W(1)⊕13 W(2)
⊕4
4 W(3)
⊕6
5 W(4)
⊕4
6 W(5)⊕17 1W(0)⊕43 W(1)
⊕6
4 W(2)
⊕4
5 W(3)
⊕1
6
W(0)⊕1−1
W(2)⊕10 W(3)
⊕4
1 W(4)
⊕6
2 W(5)
⊕4
3 W(6)⊕14 1W(1)⊕40 W(2)
⊕6
1 W(3)
⊕4
2 W(4)
⊕1
3
(5.19)
The brane factor is
fBH = 9e
2πσ − 5e4πσ − 5e6πσ + 9e8πσ − 4e10πσ − 4. (5.20)
One easily confirms that evaluating (2.30) with the brane factors associated to B̂H and BH
in the large radius phase yields the same result.
The GLSM matrix factorization associated to the structure sheaf in the geometric phase
is
Q̂X = Gη1 + pη¯1 (5.21)
with
B̂X : W(0)4
//W(6)5oo . (5.22)
As observed, this is the empty brane (3.6) associated to the Landau-Ginzburg phase. To
grade-restrict we bind one copy of the empty brane (3.1) of the large radius phase to obtain
BX : W(0)
⊕1
−1
//
W(2)⊕10⊕
W(1)⊕40
oo
//
W(3)⊕41⊕
W(2)⊕61
oo
//
W(4)⊕62⊕
W(3)⊕42
oo
//
W(5)⊕43⊕
W(4)⊕13
oo
//W(0)⊕14oo . (5.23)
The brane factor is
fBX = 4e
2πσ − 5e4πσ + 5e8πσ − 4e10πσ . (5.24)
Inserting the brane factors of (5.12), (5.16), (5.20) and (5.23) into (2.30) and evaluating
it in the large radius phase, we indeed find (5.1).
Now we are ready to compute the monodromies. We start off with the large radius and
Landau-Ginzburg monodromies for the D0-brane. Following the steps outlined in section 3.3
we obtain the following complex for the monodromy image of (5.12):
B
′LG/LR
pt : W(1)
⊕1
1
//
W(2)⊕32⊕
W(3)⊕12
oo
//
W(3)⊕33⊕
W(4)⊕33
oo
//
W(4)⊕14⊕
W(5)⊕34
oo
//W(6)⊕15oo (5.25)
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This is no longer grade-restricted to the desired charge window. In case of the large radius
monodromy we use Bζ≫0E to go back to the original window:
B˜
′,LR
pt :
#
W(1)⊕11
W(2)⊕32 W(3)
⊕3
3 W(4)
⊕1
4 W(6)⊕15W(3)⊕12 W(4)
⊕3
3 W(5)
⊕3
4
W(0)⊕1−1
W(1)⊕40 W(2)
⊕6
1 W(3)
⊕4
2 W(4)
⊕1
3 W(6)⊕14 1W(2)⊕10 W(3)
⊕4
1 W(4)
⊕6
2 W(5)
⊕4
3
(5.26)
This yields the same brane factor as the original brane (5.12), reflecting the fact that the D0-
brane does not transform under large radius monodromy. On the other hand, to describe the
Landau-Ginzburg monodromy we use the empty brane (3.6) to grade-restrict to the charge
window we started with. The result is
B˜
′,LG
pt : W(1)
⊕1
1
//
W(2)⊕32⊕
W(3)⊕12
oo
//
W(3)⊕33⊕
W(4)⊕33
oo
//
W(4)⊕14⊕
W(5)⊕34
oo
//W(0)⊕15oo (5.27)
This yields the brane factor
f
B˜
′,LG
pt
= −e2πσ + 3e4πσ − 2e6πσ − 2e8πσ + 3e10πσ − 1
= fBpt − fBX .
(5.28)
The numerical coefficients encode the monodromy behavior of the D0-brane around the
Landau-Ginzburg point.
To compute the conifold monodromy we declare our reference point to be in the large
radius phase. We will move the D0-brane along a clockwise path around the singular point
sitting between w0 and w1. This corresponds to the situation depicted in figure 4. We first
use the empty brane (3.6) of the Landau-Ginzburg phase to grade-restrict to the window
w1 = {1, 2, . . . , 6}. This yields
B
′C
pt : W(6)
⊕1
1
//
W(1)⊕32⊕
W(2)⊕12
oo
//
W(2)⊕33⊕
W(3)⊕33
oo
//
W(3)⊕14⊕
W(4)⊕34
oo
//W(5)⊕15oo (5.29)
In the second step we use the empty brane of the large radius phase to grade restrict back to
the window w0. The procedure is summarized in the following table:
B˜
′,C
pt :
#
W(6)⊕11
W(1)⊕32 W(2)
⊕3
3 W(3)
⊕1
4 W(5)⊕15W(2)⊕12 W(3)
⊕3
3 W(4)
⊕3
4
W(0)⊕1−5
W(1)⊕4−4 W(2)
⊕6
−3 W(3)
⊕4
−2 W(4)
⊕1
−1 W(6)⊕10W(2)⊕1−4 W(3)
⊕4
−3 W(4)
⊕6
−2 W(5)
⊕4
−1
(5.30)
From this we obtain the brane factor
f
B˜
′,C
pt
= 7e2πσ − 7e4πσ − 2e6πσ + 8e8πσ − 5e10πσ − 1
= fBpt + fBX .
(5.31)
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The calculation for the other branes is completely analogous and we omit the details.
From the relations f
B˜′
i
=
∑
jMijfBj obtain the monodromy matrices MLR, MLG and MC .
Our results are
MLR =

1 0 0 0
1 1 0 0
0 3 1 0
0 3 1 1
 MLG =

1 0 0 −1
1 1 0 −1
0 3 1 −4
0 3 1 −3
 MC =

1 0 0 1
0 1 0 0
0 0 1 4
0 0 0 1
 (5.32)
Comparing with [27], our result matches via (5.8) if we choose
U =

0 1 0 0
−1 0 0 0
4 3 −1 0
0 0 0 −1
 . (5.33)
5.2 X8: P(11114)[8]
Since the calculation works the same way as for the degree six hypersurface, we only state
the results. Examples of matrix factorizations for the D0- and D2-branes satisfying (5.1) are
QBpt = f1η1 + x3η2 + x4η3 + x5η4 + pg1η¯1 + px
7
3η¯2 + px
7
4η¯3 + px5η¯4, (5.34)
QBl = f˜1η1 + f˜2η2 + x5η4 + pg˜1η¯1 + pg˜2η¯2 + px5η¯4, (5.35)
with
f1 = x1 − e
ipi
8 x2 g1 =
7∏
n=1
(
x1 − e
2n+1
8
πix2
)
, (5.36)
and
f˜1 = x1 − e
ipi
8 x2 g˜1 =
7∏
n=1
(
x1 − e
2n+1
8
πix2
)
,
f˜2 = x3 − e
ipi
8 x4 g˜2 =
7∏
n=1
(
x3 − e
2n+1
8
πix4
)
.
(5.37)
They correspond to the following grade restricted branes
Bpt : W(0)
⊕1
1
//
W(1)⊕32⊕
W(4)⊕12
oo
//
W(2)⊕33⊕
W(5)⊕33
oo
//
W(3)⊕14⊕
W(6)⊕34
oo
//W(7)⊕15oo (5.38)
Bl : W(1)
⊕1
2
//
W(2)⊕23⊕
W(5)⊕13
oo
//
W(3)⊕14⊕
W(6)⊕24
oo
//W(7)⊕15oo . (5.39)
The non-grade restricted GLSM lifts of the D4- and D6-branes are described by the same
matrix factorizations (5.17) and (5.21) as for the degree six hypersurface with G6 replaced by
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G8. After grade-restriction we get the following branes
BH :
#
W(−1)⊕13
W(0)⊕14 W(8)⊕15W(7)⊕14
W(0)⊕1−1
W(1)⊕40 W(2)
⊕6
1 W(3)
⊕4
2 W(4)
⊕1
3 W(8)⊕14 1W(4)⊕10 W(5)
⊕4
1 W(6)
⊕6
2 W(7)
⊕4
3
W(−1)⊕12
W(0)⊕43 W(1)
⊕6
4 W(2)
⊕4
5 W(3)
⊕1
6 W(7)⊕17 1W(3)⊕13 W(4)
⊕4
4 W(5)
⊕6
5 W(6)
⊕4
6
(5.40)
and
BX : W(0)
⊕1
−1
//
W(1)⊕40⊕
W(4)⊕10
oo
//
W(2)⊕61⊕
W(5)⊕41
oo
//
W(3)⊕42⊕
W(6)⊕62
oo
//
W(4)⊕13⊕
W(7)⊕43
oo
//W(0)⊕14oo (5.41)
Now we can perform the monodromy as discussed in section 3.3. We find the following
relations between the brane factors of the image branes B˜′i for the large radius, Landau-
Ginzburg and conifold monodromies:
MLR =

1 0 0 0
1 1 0 0
0 2 1 0
0 2 1 1
 MLG =

1 0 0 −1
1 1 0 −1
0 2 1 −4
0 2 1 −3
 MC =

1 0 0 1
0 1 0 0
0 0 1 4
0 0 0 1
 (5.42)
Comparing with [27] we find a match if we choose the matrix U in (5.8) as follows
U =

0 1 0 0
−1 0 0 0
4 2 −1 0
0 0 0 −1
 . (5.43)
5.3 X10: P(11125)[10]
Again the calculations are the same as for the previous hypersurfaces and therefore we will
only summarize the results. Matrix factorizations representing a D0- and a D2-brane are
given by
QBpt = f1η1 + x3η2 + x4η3 + x5η4 + pg1η¯1 + px
9
3η¯2 + px
4
4η¯3 + px5η¯4, (5.44)
QBl = f˜1η1 + f˜2η2 + x5η4 + pg˜1η¯1 + pg˜2η¯2 + px5η¯4, (5.45)
with
f1 = x1 − e
i pi
10x2 g1 =
9∏
n=1
(
x1 − e
2n+1
10
πix2
)
, (5.46)
and
f˜1 = x1 − e
i pi
10x2 g˜1 =
9∏
n=1
(
x1 − e
2n+1
10
πix2
)
,
f˜2 = x
2
3 − e
pii
5 x4 g˜2 =
4∏
n=1
(
x23 − e
2n+1
5
πix4
)
.
(5.47)
27
These factorizations lead to the following grade restricted complexes
Bpt : W(0)
⊕1
1
//
W(1)⊕22⊕
W(2)⊕12⊕
W(5)⊕12
oo
//
W(2)⊕13⊕
W(3)⊕23⊕
W(6)⊕23⊕
W(7)⊕13
oo
//
W(4)⊕14⊕
W(7)⊕14⊕
W(8)⊕24
oo
//W(9)⊕15oo (5.48)
Bl : W(1)
⊕1
2
//
W(2)⊕13⊕
W(3)⊕13⊕
W(6)⊕13
oo
//
W(4)⊕14⊕
W(7)⊕14⊕
W(8)⊕14
oo
//W(9)⊕15oo , (5.49)
D4- and D6-branes are constructed in the same way as in (5.17) and (5.21), whereby G6 gets
replaced by G10 and h =
∑3
i=1 αixi. Grade-restriction leads to the following branes
BH :
#
W(−1)⊕13
W(0)⊕14 W(10)⊕15W(9)⊕14
W(0)⊕1−1
W(1)⊕30 W(2)
⊕3
1 W(3)
⊕1
2 W(5)
⊕1
3
W(10)⊕14 1
W(2)⊕10 W(3)
⊕3
1 W(4)
⊕3
2 W(8)
⊕1
3
W(5)⊕10 W(6)
⊕3
1 W(7)
⊕3
2 W(9)
⊕3
3
W(7)⊕11 W(8)
⊕3
2
W(−1)⊕12
W(0)⊕33 W(1)
⊕3
4 W(2)
⊕1
5 W(4)
⊕1
6
W(9)⊕17 1
W(1)⊕13 W(2)
⊕3
4 W(3)
⊕3
5 W(7)
⊕1
6
W(4)⊕13 W(5)
⊕3
4 W(6)
⊕3
5 W(8)
⊕3
6
W(6)⊕14 W(7)
⊕3
5
(5.50)
and
BX : W(0)
⊕1
−1
//
W(1)⊕30⊕
W(2)⊕10⊕
W(5)⊕10
oo
//
W(2)⊕31⊕
W(3)⊕31⊕
W(6)⊕31⊕
W(7)⊕11
oo
//
W(3)⊕12⊕
W(4)⊕32⊕
W(7)⊕32⊕
W(8)⊕32
oo
//
W(5)⊕13⊕
W(8)⊕13⊕
W(9)⊕33
oo
//W(0)⊕14oo . (5.51)
The large radius, Landau-Ginzburg and conifold monodromies are calculated as described in
section 3.3. Performing the steps we find the following monodromy matrices:
MLR =

1 0 0 0
1 1 0 0
0 1 1 0
0 1 1 1
 MLG =

1 0 0 −1
1 1 0 −1
0 1 1 −3
0 1 1 −2
 MC =

1 0 0 1
0 1 0 0
0 0 1 3
0 0 0 1
 . (5.52)
Matching our results with the results in [27] using equations (5.8) we find agreement for
U =

3 0 −1 0
−1 0 0 0
0 −1 0 0
0 0 0 −1
 . (5.53)
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6 Conclusions
In this work we have shown how to compute monodromies for D-branes in one-parameter
Calabi-Yaus using the GLSM and the hemisphere partition function. There are several pos-
sibilities for further research.
One straight-forward generalization is to consider examples of Calabi-Yaus with more than
one Kähler parameter. In the case of abelian GLSMs the grade restriction-rule generalizes to
a “band restriction rule” in a straight forward manner [23]. Therefore D-brane transport is
understood for this case and our approach to computing the monodromies should generalize
smoothly. It would be worthwhile to study for instance two-parameter Calabi-Yaus hyper-
surfaces in weighted projected space and to recompute the monodromy matrices discussed
in [39,40] using the GLSM. One interesting aspect is that these GLSMs have hybrid phases.
To compute the monodromy we need at least some understanding of branes in these phases.
The minimum requirement is to identify the empty branes in those hybrid models, since we
need them for grade restrictions. In this way we might learn some more about branes in
hybrid models.
A more profound generalization is to extend the discussion to non-abelian GLSMs. This
in particular requires a generalization of [23] to the non-abelian case. These models pose
several challenges. The Calabi-Yaus arising from non-abelian GLSMs are no longer complete
intersections in toric spaces. There are examples of complete intersections in more general
ambient varieties such as Grassmannians. Non-abelian GLSMs also lead to Calabi-Yaus that
are determinantal varieties. These are connected to strongly coupled phases in the GLSM,
which are hard to analyze. Due to these issues, D-branes in the phases of such models
are much less studied than the D-branes in Landau-Ginzburg or geometric phases of abelian
GLSMs. While they all must lift to matrix factorizations of the GLSM superpotential, it is not
clear how to do this explicitly. Furthermore, the moduli spaces of Calabi-Yaus arising from
non-abelian GLSMs have a more complicated structure. For instance, the one-parameter
examples due to Rødland [41] and Hosono-Takagi [42] whose GLSM description has been
found in [43,44] have three singular points at the phase boundary. This must be reflected in
the grade-restriction rule in non-abelian GLSMs. Despite these complications, it seems that
D-brane transport and in particular monodromy calculations as advertised here also work in
the non-abelian case [28,45]. See also [46–48] for recent work in mathematics in this context.
Finally, the GLSM lends itself to a more categorical understanding of monodromies. While
we made the point here, that we only need the brane factors of the hemisphere partition
function to obtain the monodromy matrices, we actually have the full information about
the concrete objects of the GLSM category. Thanks to [23] we also know how they map
to the corresponding objects in the D-brane categories associated to the Landau-Ginzburg
and geometric phases. Therefore one can use the GLSM to study automorphisms in D-brane
categories in explicit examples, as shown in [24]. It would be interesting to extend this
discussion, in particular to the case of non-abelian GLSMs.
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