In this paper we construct explicitly through Eisenstein series, a square integrable residual automorphic representation of the special orthogonal group SO 2n . We show that this representation comes from an elliptic Arthur parameter c and it appears in the space L 2 À SO 2n ðQÞnSO 2n ðA Q Þ Á with multiplicity one. Next, we consider parameters whose Hecke matrices, at the unramified places, have eigenvalues bigger in absolute value than those of the parameter constructed before. The main result is that these parameters cannot be cuspidal. We establish bounds for the eigenvalues of Hecke operators, as consequences of Arthur's conjectures for SO 2n . Next, we calculate the character and the twisted characters for the representations that we considered and we prove an identity of traces. Finally, we find the composition of the global and local Arthur's packets associated to our parameter c. All the results in this paper are true if we replace Q by any number field F .
Introduction
A central problem in the theory of automorphic forms is the spectral decomposition of the right regular representation of L 2 À GðF ÞnGðA F Þ Á , where G is a connected reductive group defined over a number field F and A F is the adele ring of F . It is known that this representation decomposes into a discrete and a continuous part
The discrete part decomposes further into the residual and the cuspidal part. James Arthur formulated in [1] and [2] some very precise conjectures with the aim to describe the type of representations that should occur in the discrete spectrum. He proposes a special type of global and local parameters. Globally, these parameters are continuous homomorphisms
where L F is the conjectural Langlands group and L G is the L-group of G. More precisely, we have conjugacy classes of these morphisms in L G, with some additional conditions. By restriction of (2) to each place v, we have local parameters
Here L F v is the local Langlands group and L G v is the L-group of the extension of scalars G v ¼ G n F v . The aim of Arthur's conjectures is to describe the discrete spectrum of the classical groups from what is known for GL N . Arthur reformulates the results of Moeglin and Waldspurger (see [32] ) and gives a full conjectural description for classical groups (see [3] ). In our work, we analyze some of the consequences of Arthur's conjectures for SO 2n .
In Section 2, we consider the split group SO 2n (n is even). Next, we construct a discrete Arthur's parameter c, which appears in the residual spectrum. The construction is made through parabolic induction and we consider the Eisenstein series associated to the inducing representation P :¼ p 1 n jdetj s 1 n Á Á Á n p m n jdetj s m ; s i A C which is a representation of the Levi subgroup M ¼ Q m GL 2 (we set m :¼ n 2 ). We show that the submodule in the space of automorphic forms associated to the parameter c appears with multiplicity one. None of the results in this section depend on Arthur's conjectures.
In Section 3, we study some parameters of SO 2n having, at the unramified places, in their Hecke matrices eigenvalues bigger in absolute value than those of the parameter c.
Here we use the Mackey theory for calculating the restriction of an induced representation. We show that these parameters are singular in a sense defined by Howe and Li. The consequence is that these parameters must be residual. Section 4 deals with Hecke operators for SO 2n . Here we establish some bounds, better than the bounds already known for the eingenvalues of Hecke operators. For calculating the estimates, we use the Satake transform of some characteristic functions. These estimates rely on Arthur's conjectures.
In Section 5, we calculate the character and the twisted character for the parameter of Section 2. We consider SO 2n as a twisted endoscopic group of GL 2n z y, where y is an outer automorphism. We calculate in detail the map called norm between stable conjugacy classes in SO 2n and stable y-conjugacy classes in GL 2n . After the calculation of the characters, we show an identity of traces between this two groups, where the transfer factor appears in a very simple form.
In Section 6, we show how the conjectural results of Arthur correspond to our results, for the parameter c of Section 2. We study and describe the local objects defined by Arthur and we prove that the corresponding local representation is irreducible.
Finally in Section 7, we describe the global objects defined by Arthur and we give the composition of the global Arthur's packet. We show that the packet of c cannot have cuspidal representations. We finish with a result that ameliorates the bounds in Section 4, these bounds are essentially optimal, and they depend on the results announced by Arthur (see [3] ). It is important to remark that Arthur's results in [3] are now unconditional and should appear in the near future.
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The construction for SO 2n
2.1. Notations and conventions. The main object in this paper is the special orthogonal group defined over Q and associated to the quadratic form
The anti-diagonal matrix is naturally associated to this quadratic form. This group is split over Q. This Lie group has a Dynkin diagram of type D n . We suppose that n is even and we set m :¼ n 2 . We shall follow the method developed by Langlands to construct our representations through parabolic induction. We fix a standard Levi subgroup given by choice of the natural Borel B subgroup, defined over Q. Write B ¼ TU where T is a maximal split torus of B and U denotes the unipotent radical of B. Let P be the parabolic subgroup such that its Levi component M is isomorphic to m copies of GL 2 , generated by the odd roots a 1 ; a 3 ; . . . ; a nÀ1 in the Dynkin diagram (recall that n is even).
a nÀ1 a n Let W SO 2n , W M be the Weyl group of SO 2n and M, respectively. We denote by D M the roots whose restriction to the maximal torus of the center of M is not trivial. So D M ¼ fX i À X j ; 2X m j 1 e i < j e mg and this set has exactly m elements. We shall build a residual representation through Eisenstein series. Thus, in order to determine the poles of the Eisenstein series, we need to calculate the intertwining operators. Then, we define a set W ðMÞ, given by 2n the coset of w in W SO 2n =W M has minimal length and wMw À1 is a standard Levi subgroup
We have only one association coset, this implies for w A W ðMÞ, wMw À1 ¼ M and W ðMÞ is a subgroup of W SO 2n (the set DðMÞ is a basis for a root system of type C m ). The elements of W ðMÞ are generated by the m elementary symmetries (see [33] for the general case).
Eisenstein series.
We shall construct for the Levi subgroup M U Q m GL 2 the following representation: for each factor GL 2 we fix p i an irreducible cuspidal automorphic representation of GL 2 . We twist these representations by the unramified character jdetj s i , with s i A C. Consider then the representation P of M P :¼ p 1 n jdetj s 1 n Á Á Á n p m n jdetj s m :
Next, we define the Eisenstein series depending on the holomorphic variables s :¼ ðs 1 ; . . . ; s m Þ for any function f P in the space of the representation P as Eðf P ; P; sÞðgÞ ¼ P g A PðQÞnSO 2n ðQÞ f P ðgg; sÞ: ð5Þ
It is known that this Eisenstein series converges in some positive cone. We shall study the behavior of this Eisenstein series outside of the region of convergence. The poles of the Eisenstein series are given by those of the constant terms. And the constant terms can be determined in terms of intertwining operators. We have an intrinsic formula that allows us to fully understand the intertwining operators, given in terms of what we call Langlands quotients.
Intertwining operators and Langlands quotients.
Let G be a reductive connected split group, defined over Q. Let M be a Levi subgroup of G. We can identify the Langlands dual groupM M of M with a Levi subgroup of the dual groupĜ G. Let p be a cuspidal automorphic representation of MðA Q Þ. We denote by p v the restriction of p to the place v. Let S be a finite set of places such that p v is unramified for v B S. Hence for v B S we have a conjugacy class tðp v Þ HM M HĜ G, given by the Satake isomorphism. Let r be an analytic complex representation ofM M. Then, we define the partial Langlands L-function:
where q v is the order of the residual field. We denote by L S ðp; rÞ :¼ L S ðp; rÞ½0.
The groupM M acts by adjoint action on the Lie algebra n ¼ LieðN NÞ. This representation r decomposes under the action of TM M , the maximal torus of the centre ofM M. Hence, n admits a decomposition n ¼ L n i , where the algebras n i are given by Proof. For a proof, see for instance [34] . r
With this proposition it is easy to find the poles of these L-functions. Now, we make the additional hypothesis that p : 
Here p 4 denotes the dual representation of p, L S ðp n p 4 ; s i À s j Þ the partial product ( for all places v B S) of the local L-functions associated to the representation p n p 4 . Recall that here L S ðp n p 4 ; s i À s j Þ½1 stands for L S ðp n p 4 ; s i À s j þ 1Þ.
Proof. With the association conditions described above, we had a root system of type C m . Now we apply the Proposition 2.2 and we split the product into the roots of the type wðe i À e j Þ < 0, in the second factor the roots wðe i þ e j Þ < 0 and finally the roots wð2e i Þ < 0. The result is then immediate. r From now, we assume also that the central character w p 1 ¼ Á Á Á ¼ w p m 1 1, which implies that p is self-dual. The result above allows us to localize the poles of the intertwining operators at the point s 0 ¼ n À Once we have built this modified Eisenstein series, we need to determine whether it is square integrable. For this, we calculate the cuspidal exponents. To the representation P we can associate an element of the Lie algebra a Ã M called the real part, denoted by Re P. We use now a result of Langlands (see [33] , §I.4.11 lemma, page 74) to determine that this Eisenstein series is square integrable.
We need to prove that the intertwining operators are holomorphic in the ramified and archimedian places, i.e. the poles of the Eisenstein series are global. This is done in the following proposition:
Proposition 2.5. The intertwining operator for the representation P of SO 2n is holomorphic and non-zero for the archimedian and ramified places.
Proof. We have to distinguish between two cases. Suppose that the local representation p v is tempered. Let w A W ðMÞ (cf. equation (4)) and we set M v ðw; PÞ for the local intertwining operator. The element w admits a minimal non-unique factorization w ¼ w i 1 Á Á Á w i k . Thus, the operator has also a decomposition M v ðw; PÞ into k factors. Each factor satisfies the conditions of the Langlands quotient theorem ( [25] ) either for the parabolic subgroup whose Levi subgroup is isomorphic to
In fact, we can consider only the intertwining operator restricted to the subgroup GL 2 Â GL 2 H GL 4 or GL 2 Â GL 2 H GL 2 Â SO 4 , since the intertwining operator is constant on the other copies of GL 2 . So we can reduce the problem to the case
where M 0 is either SO 4 Â GL 2 or GL 4 , P M 0 is a standard parabolic subgroup of M 0 , with Levi subgroup GL 2 Â GL 2 , o is an unramified unitary character and s A R, s > 0. Silberger [36] and Borel-Wallach [7] in the p-adic case and Langlands in the real case proved the convergence and the holomorphy of the intertwining operator. Moreover, as consequence of the above fact, the intertwining operator is non-zero, since its image is isomorphic to the Langlands quotient that is irreducible.
Suppose now that the local representation p v is non-tempered. The Jacquet-Langlands theory for GL 2 implies that the representation p v is an unramified representation twisted by a ramified character. Since we assume that the representation p v is self-dual, the character has to be quadratic. As in the previous case, we can consider the intertwining operator only on the Levi subgroup M 0 , where again M 0 ¼ GL 4 
Since the representation p v is unramified modulo the twist by a character, then this representation p v is actually an induced representation
where B is the standard Borel subgroup of GL 2 and s ¼ ReðsÞ < 1 2 . Therefore, we can consider an induction in stages and the intertwining operator acting in this induced repre-sentation. It is an induced representation of 2m characters w 1 ; . . . ; w 2m , where w 2jÀ1 ¼ j j s j , w 2j ¼ j j Às j , j ¼ 1; . . . ; m, and s j < 1 2 . Thus, the intertwining operator is realized as
where B M 0 is the standard Borel subgroup of M 0 . Thus, for p v unramified, there exists a vector e v (also called spherical vector) fixed by K M 0 , the standard maximal compact subgroup of M 0 . For this vector we can restrict the intertwining operator to
In this case, Langlands' calculations determine the intertwining operator as a quotient of
L-functions LðsÞ LðsÞ½1
, where LðsÞ is the L-function associated to the representation j j s .
Since s < 1 2 , this quotient converges absolutely and thus the intertwining operator is holomorphic. Remark also that these L-functions are non-zero, so that the intertwining operator is non-zero. For an arbitrary function f P on the space of P we have jf P v j e Cje v j, for some constant C f 0. Hence, the convergence for the spherical vector e v implies the convergence in general for f P . For p v non-tempered and ramified, we have p v ¼ p 0 n e v where e v is a quadratic ramified character and p 0 is an unramified representation. In that case, we have
So, by transport of structure, we have the holomorphy and non-vanishing of the operator since the action of e v does not a¤ect the calculations. In the infinite places the argument is the same, namely, the Langlands quotient theorem in the tempered case. For the non-tempered case we will have a quotient of G functions GðsÞ Gðs þ sÞ which are holomorphic functions and non-zero for ReðsÞ > 0. r Next, we prove the existence of a unique quotient for the global induced representation. [15] ). Hence, it su‰ces to show that each local factor has a unique irreducible quotient. We already know that if the local component p v of the inducing representation is tempered, we have the Langlands quotient theorem, so I v has a unique irreducible quotient. Thus, we have to deal only with the case where p v is non-tempered. We can suppose then, that p v is unramified (otherwise, twisted by a character composed with the determinant). We shall verify that in that case, the representation I v is cyclic generated by its spherical vector e v . Then consider
Consider the image of I v n f v by the modified Eisenstein operator E Ã . This image is totally reducible, since it is a submodule contained in the discrete spectrum and hence it has the form L r i with r i irreducible. Moreover, we have
is the ring of integers of the local field F v . Thus, exactly one of the representations r i is spherical, say r 0 and by cyclicity, E Ã ðI v Þ ¼ r 0 . So globally E Ã is zero over the Langlands submodules (kernel of the arrow to the Langlands quotient) for v tempered and over the Kato submodules. So, the image of E Ã is an irreducible module, which is a tensor product of the Langlands and Kato modules and they are equal in the tempered case, following a result of Labesse [24] . r
We only need to verify that our induced representation I satisfies the conditions of Kato's theorem. Kato defines for an unramified character w the following coe‰cients:
where a a is the coroot associated to a and q is the cardinality of the residual field. Likewise, Kato defines the vector
The subgroup W w denotes the stabilizer of w in the Weyl group W , and W ðwÞ is the subgroup W ðwÞ ¼ hw a j d a ðwÞ ¼ 0 and a > 0i:
The element w a , is the fundamental reflection associated to a. Now, we have this theorem due to Kato, see [18] .
Theorem 2.7 (Kato) . Let w be an unramified character of a torus. Then:
(1) The principal series I w is irreducible if and only if (a) eðwÞeðw À1 Þ 3 0,
(2) The spherical vector is cyclic in I w if and only if (a) eðwÞ 3 0,
In our case, we can write the character w as w ¼ ðw 1 ; . . . ; w m Þ, w i ðp À1 Þ A C Â . Recall that the Hecke matrix associated to the parameter c has the form
Therefore, in this case w has the form
In this case, the character is regular, which means that W w ¼ W ðwÞ ¼ 1. Hence, we need to check that eðwÞ 3 0. This implies that, for every a > 0, we must have wða a Þ 3 p. The positive roots in our case are fX i À X j ; From this, it is immediate that wða a Þ 3 p, and thus, we can apply Kato's theorem.
Thus, we have the main theorem of this section.
Theorem 2.8. Let SO 2n be the split orthogonal group. Let p be an automorphic cuspidal irreducible representation of GL 2 . For this p, we build the representation P of the Levi subgroup M F ðGL 2 Þ m H SO 2n defined by P :¼ p n jdetj nÀ1 2 n Á Á Á n p n jdetj 1 2 . We denote by N P the unipotent radical of P ¼ MN P . Then, the representation Ind SO 2n MN P ðP n 1Þ belongs to the residual spectrum and is given by an elliptic1) Arthur parameter. Moreover, any representation p of GL 2 defines a unique irreducible submodule E Ã À Ind G P ðPÞ Á in the space A 2 ðSO 2n Þ of square integrable automorphic forms of the group SO 2n , i.e., it appears with multiplicity one.
Singular discrete parameters
Recall that Arthur's parametrization predicts the appearance, in the discrete spectrum, of representations of the type
where r n i is an irreducible cuspidal automorphic representation of GLðn i Þ of dimension n i and sp m i is the representation of dimension m i of SL 2 ðCÞ, with some proper parity, such that c belongs to SO 2n ðCÞ. The aim of this section is to show that Arthur's parameters having blocks of sp k for k > n þ 1, must be residual. The method was developed by Duke, Howe and Li (see [14] ). We shall study the restriction of the local induced representation Ind SO 2n SO nþ2 ÂG mÀ1 m N P ðe n 1 n wÞ 1) This aspect shall be clarified in Remark 6.1.
to the subgroup N Q , the unipotent radical of the Siegel maximal parabolic subgroup Q whose Levi component is isomorphic to GL n . Here 1 means the trivial representation of SO nþ2 and w is a character of the torus G mÀ1 m . Since we are dealing with Arthur parameters, we assume that the representation e n 1 is self-dual, so the character e has order two. We suppose this character to be unitary for now. For the study of the restriction, we appeal to Mackey theory, namely, the following result: Theorem 3.1. Let G 1 and G 2 be two closed subgroups of a group G. We say that G 1 and G 2 are regularly associated if there exists a sequence E 0 ; E 1 ; . . . of measurable sets, such that each E i is the union of double cosets G 1 nG=G 2 , E 0 hast measure zero and every double class (except E 0 ) is the intersection of the sets E i containing it. Let G 1 , G 2 regularly associated in G. Let p be a representation of G 1 . For all x A G we set G x ¼ G 2 X ðx À1 G 1 xÞ and
So V x is determined modulo isomorphism by the double coset x of x. If m is an admissible measure over the double quotient G 1 nG=G 2 , then
Proof. For a proof of this theorem, see [31] . r
We determine the double cosets N Q nSO 2n =P having positive measure. We have a result of Berstein and Zelevinsky (see [6] ), which shows that we have only one open orbit and one closed orbit. This open orbit is the only one with positive measure. We shall show that we can take Qw 0 P as a representative of this open orbit, where w 0 is the element of maximal length in the Weyl group. Taking into account all the roots included in the Levi subgroups of Q and P, we easily verify that the orbit Qw 0 P and the group SO 2n have the same dimension. Therefore, Qw 0 P is, indeed, the open orbit, after writing Qw 0 P as
The Mackey calculation leads us to the study of the restricted representation
where e n w is a character of P. The exponential notation means conjugacy.
We recall that we shall consider only the open coset Qw 0 P for the calculation. If x A Qw 0 P we can write x ¼ n Q m Q w 0 p, with evident notations. Thus, we have
with some ambiguities, since this decomposition is not unique. We consider then the induced representation
We know that m Q normalizes N Q and this implies m À1
The group M Q F GL N acts naturally on N Q , which we identify with L 2 ðQ n Þ, the second exterior power of the vector space Q n . Hence, c
Then, a form f A L 2 ðQ nÃ Þ is degenerate if and only if m f is degenerate. The same is true for the characters of groups. The problem is then reduced to the study of the induced representation
Thus, we need to calculate
The Levi subgroups M P and M Q are determined by the subsets of simple roots
respectively. Therefore, we can characterize this intersection in terms of roots. The intersection of these groups is generated by the roots in the set X, where X is given by
We denote by N X the unipotent group Q a A X N a . We know that e is a character of
m , trivial on the derived subgroup SO þ nþ2 and then trivial on the unipotent group N Q . Therefore the restriction of the induced representation becomes
where m 1 is the multiplicity of the trivial representation 1. Consequently, the continuous components of (12) are the characters of N Q trivial on N X , or equivalently, the linear forms of the Lie algebra n Q trivial on n X .
3.1. Singularity of forms on n Q /n X . Howe defined Fourier coe‰cients ( [16] ) for the symplectic groups using Siegel modular forms. J. S. Li in [29] defines, in general, Fourier coe‰cients for the classical groups. We follow his definition. Let V F Q 2n be a vector space and X ; Y H V maximal totally isotropic vector subspaces, being in duality for h ; i, the bilinear form which defines SO 2n . Since the quadratic form associated to SO 2n is x 1 x 2n þ Á Á Á þ x n x nþ1 , these totally isotropic subspaces are easy to describe:
. . . x n ; 0; . . . ; 0Þ and Y ¼ ð0; . . . ; 0; x nþ1 ; . . . ; x 2n Þ; with x i A Q. Let Q be the maximal parabolic subgroup of SO 2n which preserves X . The unipotent radical N Q is an abelian group, isomorphic to the vector space BðY Þ, the space of the anti-symmetric bilinear forms on Y . The dual space of BðY Þ identifies naturally with BðX Þ. Suppose we have fixed an additive character c of A Q =Q. Then, the Pontriagin's dual of NðA Q Þ=NðQÞ is identified with BðX Þ. Let f be a smooth function on
We shall show that every (global) Fourier coe‰cient given by (13) is a degenerate element in
According to the previous remark, we have
Recall that the subgroup N Q is unipotent and abelian. In fact, N Q consists of the matrices that have the form
where a is an alternating matrix of n Â n. Thus, for the Lie algebra we have
Now, we can prove the local result analogous to the result of Duke, Howe and Li for SO 2n . 
Then l is degenerate (we shall say in that case that x is also degenerate).
Proof. The totally isotropic space V is constructed from the classical canonical basis he 1 ; . . . ; e n i. If x occurs in the spectral decomposition, l is an element ofn n Q trivial on n X . According to the characterization of the set X defined by (11), the subspace n X is generated by n X ¼ he m 5e mþ1 ; . . . ; e m 5e n ; e mþ1 5e mþ2 ; . . . ; e nÀ1 5e n i; thus l is trivial on e i 5e j , with m e i < j e n. This implies that the linear form l can be written in the dual basis of L 2 ðV Þ as an alternating matrix having a subblock consisting of zeros of size ðm þ 1Þ Â ðm þ 1Þ. Therefore the determinant of this matrix is zero and l is degenerate. r This result has this important global consequence. For the proof of this corollary, we need a result that Howe stated in the case of symplectic groups.
, the space of square integrable automorphic forms. The following statements are equivalent:
The rank of f is at most k.
(2) In the representation by right translations of SO 2n ðA Q Þ on the subspace of L 2 À SO 2n ðQÞnSO 2n ðA Q Þ Á generated by f, all the local subgroups SO 2n ðQ p Þ act by representations of rank e k.
(3) In the representations by right translations of SO 2n ðA Q Þ on the subspace of L 2 À SO 2n ðQÞnSO 2n ðA Q Þ Á generated by f, there exists a prime number p such that SO 2n ðQ p Þ acts by representations of rank e k.
Proof. The proof is essentially the same given by Howe (see [16] ) with slight modifications. r
Proof of Corollary 3.3. If the representation Ind SO 2n
SO nþ2 ÂG mÀ1 m N P ðe n 1 n wÞ was cuspidal, the main result in Li's paper ( [29] , main theorem, page 44) assures the existence of at least a matrix a 0 of maximal rank n whose corresponding Fourier coe‰cient x a 0 ðgÞ is non-zero. However, this contradicts Proposition 3.2, since all the forms appearing in the decomposition must be degenerate. Now Proposition 3.4 a‰rms that if a representation is degenerate for one place, then it must be degenerate for all places. Consequently, any global discrete parameter whose component at the place p is the local representation Ind SO 2n SO nþ2 ÂG mÀ1 m N P ðe n 1 n wÞ, has to be residual. r
In the next subsection, we will generalize these results to the non-unitary case. where the measures m n are mutually disjoint.
Extension to
Definition 3.6. Let r be a representation of a group G of type I, having a decomposition of type (14) or (15) . The support of the measure m, that is a closed subset ofĜ G, is called the support of r and is denoted by SuppðrÞ. For p AĜ G we say that p is weakly contained in r if p A SuppðrÞ.
Let k be a p-adic field. We shall consider the group G defined over the p-adic field k. This property can then be characterized in terms of the matrix coe‰cients. (1) The representation r 1 is weakly contained in r.
(2) Every matrix coe‰cient c v of r 1 is a uniform limit, on every compact subset of G, of a sequence of positive linear combinations of coe‰cients of r.
For the proof see [10] or [13] .
We state the main result of this subsection.
Theorem 3.8. Let N be a unipotent abelian group and suppose we have an increasing exhaustive sequence fN l g of compact subgroups of N. If w is a character of N weakly contained in r for every l, then the restriction wj N l is weakly contained in r. Conversely, if for every l the restriction wj N l is weakly contained in r, then w is weakly contained in r.
Proof. Since, in this case, any maximal subgroup is conjugated to the group of integral points NðOÞ, where O is the ring of integers of k, we can suppose that fN l g is the sequence exp À p Àl nðOÞ Á , N F ðG a Þ r defined over Z, n F k r is the Lie algebra of N and we set nðOÞ ¼ O r . We know that r admits a decomposition of type (15) , so
If w A SuppðrÞ, this part is an immediate consequence of Proposition 3.7 since if every coe‰cient c v of r is a uniform limit on every compact subset of G, in particular, it is over each N l . We know that N can be canonically identified with its Lie algebra, i.e. N F n. In particular, if we chose a basis of n, such that nðOÞ is well-defined, we have nðOÞ F NðOÞ. Thus, their dual groups are also isomorphicN N F n Ã . This remark is meaningful, since we can consider w as an element of n Ã . The compact subgroups form an increasing sequence and hence for i > j we have N i I N j . These compact subgroups can be written as
Suppose we have fixed a non-trivial additive character y of k, whose conductor is O. Thus, the character wðxÞ has the form w ¼ y À lðX Þ Á , for some form l. We have seen that H is decomposed as
where the spaces HðwÞ are invariant, irreducible and isomorphic to C since N is abelian. If we consider wj N l , we have ðe n j j s Þ is realized as a compact induced representation Ind K KXP ðe n 1j KXP Þ, where K is a maximal compact subgroup. Since the subgroups N l are compact (and absorbed modulo conjugacy for every neighborhood of the identity), they embed, up to conjugacy, into K. The restriction of Ind G P ðe n j j s Þ to N l does not depend on s. The corollary follows from 3.2. r 3.3. More eccentric parameters. We consider first the parameter given by
The conditions det ¼ 1 and the self-duality imply that one of these characters must be trivial. In this parameter c, sp nþ1 þ 1 occurs as the trivial representation of SO nþ2 and thus we are in the case of
which is singular.
Consider now parameters c having eigenvalues (in their Hecke matrix) bigger in absolute value than those of sp n . These parameters are of type
having blocks sp k with k > n þ 1. We consider first the case k ¼ n þ 3, corresponding to the trivial representation of SO nþ4 H SO 2n . The idea, is to realize sp nþ3 as a singular subrepresentation, where sp nþ1 occurs. More precisely, we have
Therefore, if we consider the whole parameter denoted by c 0 , we have
Here x is a character of the torus of GL r and w a character of G m . Since we have the initial hypothesis that sp nþ1 is singular, the parameter c 0 ¼ sp nþ3 l P sp i n r i is also singular. We generalize this argument for bigger blocks with an easy induction. This leads us to the following result: Remark 3.11. Note that the conclusion established in this theorem, does not depend on Arthur's conjectures. What does depend on Arthur's description, is the fact that every representation appearing in the discrete spectrum is associated to a discrete parameter c.
Hecke operators
4.1. Bounds for symplectic groups. Duke, Howe and Li in their paper [14] estimate the eigenvalues of Hecke operators for Siegel modular forms. They use the theory of low rank representations developed by Howe [16] and the non-existence of singular cuspidal forms, a result due to Li ([29] ). They consider the Hecke operator associated to the double coset in GSp 2n ðQ p Þ given by
Their bounds are listed in [14] , Corollaries 5:3 and 5:5. 2n . We recall that for the case of cuspidal representations of GL n , we have several approximations to Ramanujan's conjecture:
Bounds for SO
(1) jt G1 j < p 1 2 , due to Jacquet and Shalika, see [17] .
(2) jt G1 j < p 1 2 À 1 n 2 þ1 , due to Luo, Rudnick and Sarnak, see [30] .
We recall also that we have natural maximal compact subgroups, e.g. K p :¼ SO 2n ðZ p Þ for the finite places. We set K f ¼ Q p K p where the product runs over all the finite places. Fix a maximal compact subgroup K y of SO 2n ðRÞ. We note K :
to be the algebra of functions with compact support on SO 2n ðQ p Þ, bi-invariant under K p . Any function f in H p is constant in the double cosets K p xK p . Since f has compact support, it is a finite linear combination of characteristic functions of double cosets ch K p xK p . Thus, these characteristic functions give a Z-base for H p . We shall call this algebra, the local Hecke algebra. We set
We have an action of convolution of H f ðSO 2n ; K f Þ on the space of functions on SO 2n ðQÞnSO 2n ðA Q Þ=K f . We shall describe the action of the Hecke operators on the K f -invariant vectors of a representation appearing in the spectral decomposition of SO 2n . We know that any such automorphic representation p decomposes into a tensor product p ¼ N p p p . For almost all p, p p is an unramified representation of SO 2n ðQ p Þ. In that case, we know that p p is induced from an unramified character w of the maximal torus T 0 ðQ p Þ.
Recall that the Weyl group can be described as the quotient W ¼ NðT 0 Þ=T 0 , where NðT 0 Þ is the normalizer of T 0 in SO 2n . Thus, this character w is defined up to the action of W . We denote by X Ã ðT 0 Þ, the group of rational characters of T 0 and by X Ã ðT 0 Þ, its group of cocharacters. Recall that the Langlands group L SO 2n is SO 2n ðCÞ Â G Q , with G Q the Galois group of Q. Fix a maximal torusT T 0 of SO 2n ðCÞ and an isomorphism
We denote by t 1 ; . . . ; t n , a basis of X Ã ðT T 0 Þ. The Satake transform induces an isomorphism between H p n C, the local Hecke algebra and C½X Ã ðT T 0 Þ W ¼ C½t e i i , the algebra of polynomials that are invariant under the Weyl group (here e i ¼ G1). For any function f A H p we denote its Satake transform by Sf .
For the calculation of the Satake transform, we shall appeal to minimal weights. Let S þ be the set of positive roots of SO 2n ðQ p Þ and r be the half-sum of the positives roots. Let P þ be the positive Weyl chamber:
This gives a decomposition of SO 2n ðQ p Þ:
The characteristic functions ch l of the double cosets K p lðpÞK p form a basis of H p . On the other hand, the elements l A P þ (which can be viewed as elements of X Ã ðT T 0 Þ) parametrize the irreducible finite-dimensional representations V l of L SO 2n , with l the highest weight of V l . For l a minimal weight of L SO 2n , the Satake transform has the form
This is a standard result, due to Kotwittz ( [21] , Theorem 2:1:3). These Satake transforms have been calculated before in several cases (see [14] and [11] ).
We calculate this transform in our case. Recall that the maximal torus for SO 2n has the formT T 0 :T :
Thus a character w AT T 0 is associated to ðt 1 ; . . . ; t n Þ by
where p appears in the i-th place.
We recall that any automorphic representation of SO 2n ðA Q Þ should be associated to a continuous representation c : L Q p Â SL 2 ðCÞ ! SO 2n ðCÞ, according to Arthur. Also, for any completion Q p of Q, we should have a homomorphism h p : W Q p ! L Q p . For a local unramified representation p p , c h p should be unramified. Likewise, we have a homomorphism j : W Q p ! SL 2 ðCÞ given by
where jwj is the norm on Q Â p , composed with the local class field theory isomorphism. Now, we set
Here Frob p A W Q p is a Frobenius element. This is well-defined since p p is unramified. The absolute values of the Hecke matrices t p; p p AT T H c SO SO 2n correspond to the representations of SL 2 ðCÞ ! SO 2n ðCÞ, i.e., orthogonal representations of degree 2n of SL 2 ðCÞ. Let r : SL 2 ! SO 2n ðCÞ be the irreducible representation of degree 2n À 1. We can suppose that r maps the diagonal torus of SL 2 ðCÞ intoT T 0 . Thus, the representation c ¼ 1 n r of L Q p Â SL 2 ðCÞ has the Hecke matrix of the trivial representation. The Hecke matrix of the trivial representation is the ''largest'' representation of SL 2 ðCÞ embedded in the orthogonal group SO 2n ðCÞ. Since n is even, this representation has degree 2n À 1. The Hecke matrix of the trivial representation is given by
This Hecke matrix allows us to calculate the Satake transform for the characteristic functions. Consider the simplest Hecke operator, T p , defined by the minimal weight ð1; 0; . . . ; 0Þ:
The Satake transform of the characteristic function f p associated to the double coset (20) can be calculated by (17) . This calculation gives
where the exponent a is calculated as
evaluated in the vector ð1; 0; . . . ; 0Þ. One obtains a ¼ n À 1. In particular, we have this result. 
Remark that according to the singularity argument given in the previous section, the cuspidal representations cannot have blocks sp k for k f n in the case of SO 2n and k f 4 in the case of SO 8 . This means that, if Arthur's conjectures are true, the parameters present in the cuspidal spectrum can only have blocks sp k with k < n. Once we consider the Hecke matrices of these cuspidal parameters we have: where e p is the unramified vector of p p , then we have the estimate
where ðt; t À1 Þ is the Hecke matrix of a cuspidal representation of GL 2 unramified at p, t ¼ jtj and according to Kim and Sarnak (see [19] ), we have jtj e p 7 64 :
We have the analogous result for the case of SO 2n . 
In the next sections we shall show that, with the help of our explicit computation in §2 for the ''limiting parameter'', these estimates can be ameliorated for the parabolic forms.
Local results
In this section we compare the trace formula for the group GL 2n and for the split form of the orthogonal group SO 2n . The group SO 2n is an endoscopic maximal subgroup of GL 2n z y, the non-neutral component of the non-connected subgroup GL 2n zðZ=2ZÞ.
Here, y denotes the automorphism of GL 2n given by yðxÞ ¼ J t x À1 J À1 , where J is the matrix
In this section k denotes a local field.
Calculation of characters.
In the Subsection 5.2 we shall recall the notion of associated elements, that we will use freely in this subsection.
It will be more useful to work with the split form of SO 2n given by the matrix J Ã 0 ,
In the case of the group GL 2n , we consider the Levi subgroup M :¼ GL n , that embeds naturally into SO 2n as g A GL n 7 ! g t g À1
A SO 2n :
The representation we are going to consider is the induced representation
where N is the unipotent subgroup of the parabolic subgroup containing M, and s A C. From the side of GL 2n , we consider the Levi subgroup L :¼ GL n Â GL n and the representation P :¼ Ind GL 2n GL n ÂGL n N 0 ðjdetj s n jdetj Às Þ; ð26Þ
where N 0 is the corresponding unipotent subgroup.2) Remark 5.1. We know (see [9] ) that the character Y p is a function on the regular elements and Y p ðgÞ ¼ 0, except if g is conjugate to an element of M.
2) Please note that in this section, we are using the notations p and P for representations that are di¤erent from those of past chapters.
Let T 0 be the maximal torus of the center of M, so T 0 is the split component of M denoted by A M . So A M ¼ T 0 ¼ Diagðt; . . . ; t; t À1 ; . . . ; t À1 Þ. On the other hand, if S is a maximal torus of M ¼ GL n , we can associate to it a partition of n ¼ n 1 þ Á Á Á þ n r , such that each n i corresponds to an extension K n i of degree n i of k. Thus, K Â n i H GL n i ðkÞ and
For the calculation of the character we follow an article of van Dijk [12] . In van Dijk's formulation, the character of p on a regular element g is
where W ðA; A S Þ is the set of embeddings j : A ! A S that are SO 2n -realized, i.e., they come from an inner automorphism. The set W ðA; A S Þ is in general di‰cult to describe. The term M j denotes yMy À1 , where y A SO 2n is a representative for the embedding j. The term y jr ðgÞ denotes the inducing representation. The term D SO 2n ðgÞ (and also D M j ðgÞ) is defined in the following way. Let t be an indeterminate and l the rank of SO 2n . Put D SO 2n ðgÞ :¼ DðxÞ
For the regular elements x A SO 2n we have DðxÞ 3 0. We can calculate this term in terms of roots.
where the product is over all the roots a. Therefore, we have
We have denoted by so and t, the Lie algebras of SO 2n and T 0 , respectively. When we make this same calculation for the Levi subgroup M, we obtain
Therefore,
ðx a À 1Þðx Àa À 1Þ:
This term is stably invariant since it is algebraic. Thus, it is enough to calculate it for an element x A TðkÞ ¼ fx 1 ; . . . ; x n ; x À1 1 ; . . . ; x À1 n g.
A straightforward calculation shows, that the twisted analog corresponding to
Hereg g and l denote the Lie algebra of GL 2n and L, respectively. In the case of an elliptic torus, i.e., there is only one field K n , the set W ðA; A S Þ acts on the torus A S in only two ways:
& However, it is not necessary to give an explicit description of this set for every possible torus S H M. Rather, we need to understand how this set is related to the one given in the twisted case. So, the problem is how to associate to a torus S H M, a torus T contained in L ¼ GL n Â GL n . This problem is very closely related to the construction of the norm for the elements of SO 2n . The abstract construction of the norm is due to Kottwitz and Shelstad [22] and in certain cases it has been described explicitly by Waldspurger (see [38] ).
We shall recall briefly the construction of the norm associating the (stable) conjugacy classes in SO 2n to the (stable) twisted conjugacy classes in GL 2n . In the next subsection we shall construct the norm in our case, which is simpler since conjugacy and stable conjugacy are the same for the regular elements of M. Thus, if we consider a torus S H M, the norm A of S can be described by the torus T contained in L ¼ GL n Â GL n :
Note that we need to calculate also the twisted centralizer or y-centralizer T 0 (which is also a torus) of T in L. We will use the notation m y for yðmÞ. By definition, the y-centralizer T 0 is the identity component of the group I 0 ¼ fg A L j g À1 gg y ¼ g for all g A Tg. So, let m ¼ ðm 1 ; m 2 Þ A L be an element in the y-centralizer of T. Let t A T, then
This implies that t m À1 1 ¼ m 2 on one hand, and on the other, m 1 xm À1 1 ¼ x. From this we deduce that m 1 A S and that it commutes with x A S. Hence, the y-centralizer T 0 is
Since T 0 has dimension n, it follows that it is the y-centralizer in GL 2n . Next, we describe the set of embeddingsj j : A y L ! A T 0 , where the embeddingj j is realized in GL 2n z y. Thus, j j has the formj jðaÞ ¼ À AdðgÞ y Á ðaÞ, g A GL 2n .
In general, let T 0 be the y-centralizer of a torus T that is the image under the norm of a torus S H M. Next, we compare the embeddings j : A M ! A T andj j : A y L ! A T 0 . We have, thus, a commutative diagram like this:
Lemma 5.2. If j is SO 2n -realized, thenj j (determined by the diagram) is GL 2n , y-realized.
Proof. It is clear that A M F A y
L and A T F A T 0 . Let jðaÞ ¼ gag À1 , g A SO 2n and a A A M . We have yðaÞ ¼ a À1 . Thus, if x A GL 2n ,
but the morphism a ! a À1 is realized by conjugacy in GL 2n . Therefore, if we consider any morphism j as the associated morphismj j, thenj j is GL 2n -realized. Letj j ¼ gag À1 be now an embedding A y L ! A T 0 F A T . We know that A T is a product of tori
ðx; x À1 Þ 7 ! ðx 1 ; . . . ; x r ; x À1 1 ; . . . ; x À1 r Þ:
Therefore, for each coordinate, we have either x 7 ! x or x 7 ! x À1 . We can represent this by ðx; x À1 Þ 7 ! ðx e 1 ; . . . ; x e r ; x Àe 1 ; . . . ; x Àe r Þ:
We have, thus, two possibilities:
(1) The morphism ðx; x À1 Þ 7 ! ðx e 1 ; . . . ; x e r ; x Àe 1 ; . . . ; x Àe r Þ is such that the product of morphisms e n 1 1 Á Á Á e n r r ¼ 1:
(2) This morphism is not realized in SO 2n . Therefore we have e n 1 1 Á Á Á e n r r ¼ À1;
hence, the morphism has the form x ! x À1 . We denote it by e. Without loss of generality, we can assume e 1 ¼ e. Therefore, the first block n 1 has to be odd. Then the morphism j has the form jðx; x À1 Þ ¼ ðx À1 ; . . . ; x À1 zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{ n 1 ; x e 2 ; . . . ; x e r ; x; . . . ; x zfflfflfflfflfflfflfflfflfflfflfflffl ffl}|fflfflfflfflfflfflfflfflfflfflfflffl ffl{ n 1 ; x Àe 2 ; . . . ; x Àe r Þ:
Let w be the matrix exchanging the two n 1 blocks (in the first and second n coordinates). Thus, after composing with w, we obtain w jðx; x À1 Þ ¼ ðx; . . . ; x zfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflffl{ n 1 ; x e 2 ; . . . ; x e r ; x À1 ; . . . ; x À1 zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{ n 1
x Àe 2 ; . . . ; x Àe r Þ:
Therefore, w j j is realized in SO 2n . r
In conclusion, we have characterized completely the set fj jg.
Lemma 5.3. The set of the morphismsj j has the form fj jg ¼ f jg q fw jg:
Next, we calculate the characters for both groups with the given data. For SO 2n , we have
We know that jðA M Þ H A T and thus T commutes with jðA M Þ, which implies that T H jðMÞ and jðMÞ ¼ gMg À1 if g is a representative of the embedding j. Next, we consider the twisted analogue of the formula for characters. We consider now the representation P ¼ Ind GL 2n GL n ÂGL n ÂN 2n jdetðm 1 Þj s :
We need to define an intertwining operator A y between P and P y. Note that the parabolic subgroup P ¼ GL n Â GL n Â N 0 is y-stable. On the space C of the inducing representation jdetðm 1 Þj s , which will be denoted by d 2n , we define simply A y ¼ 1. This intertwines d 2n and d 2n y. Thus,
We shall denote by Y P GL 2n ;y ðgÞ the twisted character of PðgÞA y for a regular element g A GL 2n , (that means that the conjugacy class associated to it through the norm is regular in SO 2n ). It is a locally constant function on the set of regular elements (see for instance [9] ).
The character Y P GL 2n ; y ðgÞ has, as support, the set of regular elements of GL 2n that are y-conjugate to M ( [9] ). Following line by line van Dijk ( [12] ), we obtain now, in the twisted case:
Yj jd 2n ; y ðtÞ jD Lj j ;y ðtÞj 1=2 jD GL 2n ;y ðtÞj 1=2 :
In this formula, Yj jd 2n ; y ðtÞ is the twisted character (equal to the character since A y ¼ 1) of d 2n , transported byj j (that maps the torus containing t into M) and evaluated at t. The term D Mj j ; y ðtÞ corresponds to the term D M; y ðtÞ transported byj j and evaluated at t. We recall that for SO 2n , the term D SO 2n ðtÞ is det À AdðtÞ À 1 Á j so=t :
Here, let t 1 be the centralizer of t in gl 2n , i.e.,
Thus,
Note that the discriminants D GL 2n ; y ðtÞ and D M; y ðtÞ are algebraically invariant under y-conjugation. On the other hand, the centralizer of t 0 ¼ LieðGL yt 2n Þ in gl is a torus t of dimension 2n. In the description given before Lemma 5.2, this is the set fðt; t s À1 Þ j t; s A Sg.
The automorphism Ad y acts by 1 on t 0 and by À1 on a complementary space in t, thus
We obtain in an analogous way, D L; y ðtÞ ¼ 2 n D 1 L; y ðtÞ: ð32Þ
On the other hand, the action of y on M can be identified (through a variable change) with the automorphism ðm 1 ; m 2 Þ 7 ! ðm 2 ; m 1 Þ;
that is, the Galois automorphism in the split case k Â k=k ([4], §I.5). If t ¼ ðx; 1Þ and t 0 ¼ ðx; t x À1 Þ are associated, a straightforward calculation gives 
We recall that, for t ¼ ðx; 1Þ and t 0 ¼ ðx; t x À1 Þ associated, Kottwitz and Shelstad ([22] , page 46) define the factor D IV ðt; t 0 Þ:
Let a be the outer automorphism of SO 2n given by g 7 ! wgw À1 (w is a representative of OutðSO 2n Þ ¼ O 2n =SO 2n ) and p 0 ¼ p a.
Remark 5.4. The representation p is not isomorphic to the representation p 0 . Indeed, the Hecke matrix for p at the unramified places is the diagonal matrix
On the other hand, the Hecke matrix of p 0 is
The automorphism a is realized in c SO SO 2n by the matrix
Since jtj < p 1 2 , these two matrices are not conjugate under the Weyl group of SO 2n .
We can now state the main theorem of this section.
Theorem 5.5. For associated t A GL 2n , y-regular and t 0 A SO 2n we have the identity
where p 0 is the image of p under a, the outer automorphism of SO 2n .
Proof. Lemma 5.2 implies that we only need to compare each term associated to the morphism j, in the equations (29) and (34) , applied to the element t 0 . We have Y jd 2n ðtÞ ¼ y jd ðtÞ and Y ðwjÞd 2n ðtÞ ¼ y jd ðwtÞ, which appear in Y p and Y p 0 . On the other hand, the discriminants are algebraically invariant. Thus, we have to calculate them only for j ¼ 1. The equation (33) and the formula for the factor D IV give
Thus, we have an explicit form for the factor D IV . r
Next, we establish the result for associated functions.
Let f A C y c ðGL 2n ; CÞ and f A C y c ðSO 2n ; CÞ. Fix Haar measures dg 2n and dg on the groups GL 2n and SO 2n respectively. We say that f and f are associated (or that they have matching orbital integrals) if
Dðt; t 0 ÞO yt ðfÞ:
This means that the stable orbital integral of f is equal to the sum of the twisted orbital integrals of f times the transfer factor Dðt; t 0 Þ defined in [22] , Chapter 4. We suppose also compatibility between the measures and the twisted stabilizers (see [22] , page 71).
Proposition 5.6. Let f and f be associated functions on GL 2n and SO 2n , respectively. Then we have Y P GL 2n ; y ðfÞ ¼
Proof. Let T be a family of y-conjugacy classes of tori in GL 2n and let T G their image under the norm A. We choose in each T G , a set of regular elements U G , such that ' U G is a set of representatives of the regular support of p and p 0 , modulo SO 2n -conjugation. Thus, for g and d associated, d ¼ ðx; 1Þ, g ¼ ðx; t x À1 Þ, we have by Weyl integration:
jD GL 2n ; y ðdÞjY P; y ðdÞTO d ðfÞ d d:
On the considered elements, conjugacy and stable conjugacy are the same, but the map norm A identifies two elements exactly on the set of y-regular elements. Thus, the last integral is
jD SO 2n ; y ðdÞjY P; y ðdÞTO d ðfÞ d d;
where fTg and fV GL 2n H Tg form a set of representatives for the y-conjugation. Finally, the last integral is equal to 
given by the Satake transformf f 7 !f f , where the elementf fðt 1 ; . . . ; t 2n Þ belongs to the polynomial algebra C½t 1 ; t À1 1 ; . . . ; t 2n ; t À1 2n S 2n and S 2n is the symmetric group in 2n vari-ables. The functionf f ðt 1 ; . . . ; t n ; t À1 n ; . . . ; t À1 1 Þ A C½t 1 ; . . . ; t n W (where W is the Weyl group of SO 2n ) is obtained by restriction off f. Suppose that we have measures dg 2n , dg on the groups GL 2n ðkÞ and SO 2n ðkÞ, respectively, such that
Let t P , t p , t p 0 the Hecke matrices of P, p and p 0 , respectively at the unramified places in the maximal toriT T 2n andT T G . Since t p and t p 0 are conjugate in GL 2n ðCÞ we find that
at least, if p 3 2; y, because of the factor 1 2 j2 n j F that appears in the equality of traces.
Remark 5.7. The factor j2 n j F in (36) has no importance. Indeed, Arthur's arguments involve the adelic functions
This factor occurs for R and Q 2 , the product of these two factors being equal to 2. For Arthur's global calculations, we have an identity without these factors. This suggests, at least in our case, a slight correction in Kottwitz-Shelstad's definition for the transfer factors.
Remark 5.8. Theorem 5.5 remains true if we replace jdetj s by a character wðdetÞ, where w is an abelian character.
5.
3. Norm map. The next results in this section shall show that conjugacy is equivalent to stable conjugacy. In the next section, we shall show that the term Dðt; t 0 Þ has a simple expression in our case, more precisely, we shall prove that Dðt; t 0 Þ ¼ D IV ðt; t 0 Þ. We shall use the notation of Kottwitz and Shelstad ([22] , Chapter 3) for describing the correspondence (modulo conjugacy) between elements of SO 2n and elements of GL 2n (modulo y-conjugacy). As stated before, we only need the norm for y-regular and semisimple elements, therefore we give the complete description only in this case.
It is sometimes more useful to work with a slightly di¤erent outer automorphism. In this section we denote by y 0 : GL 2n ! GL 2n the map given by g 7 ! J 0 t g À1 J 0 , where the matrix J 0 is
This outer automorphism preserves the Whittaker model (see [8] ).
We shall describe the conjugacy classes in SO 2n ðkÞ and the y 0 -conjugacy classes in GL 2n ðkÞ. In the case of y 0 -conjugacy we denote, as Kottwitz-Shelstad do, by Cl ss ðGL 2n ; y 0 Þ, the set of classes of y 0 -conjugacy of the group GL 2n ðkÞ. According to , page 26), we have an explicit bijection
Here T 2n F G 2n m is the diagonal torus and T y 0 ¼ T=ð1 À y 0 ÞT. The set W y 0 is the centralizer of y 0 in the Weyl group W GL 2n ¼ S 2n . Thus, W y 0 ¼ S n zðZ=2ZÞ n acting on G n m as the extended Weyl group of type D n . If x ¼ ðx 1 ; . . . ; x 2n Þ is a general element of T we have y 0 ðxÞ ¼ ðx À1 2n ; . . . ; x À1 1 Þ and 1 À y 0 ðxÞ ¼ ðx 1 x 2n ; . . . ; x 2n x 1 Þ:
Hence, the image is fðu 1 ; . . . ; u n ; u n ; . . . ; u 1 g and T y 0 ¼ T=Imð1 À y 0 Þ F G n m under the map ðx 1 ; . . . ; x 2n Þ 7 ! ðx 1 =x 2n ; . . . ; x n =x nþ1 Þ. On the other hand, we have
where W SO 2n ¼ S n zðZ=2ZÞ n is the Weyl group of SO 2n . We define, as Arthur does, c SO SO 2n ( c SO SO 2n H d GL GL 2n ¼ GL 2n ðCÞ) as the centralizer of the element s ¼ À1 n 1 n A c SO SO 2n . Thus, the matrix defining the group c SO SO 2n is
The torus T ¼ T 2n is diagonal, asT T, so we havê T T y 0 ¼ ðT TÞŷ y 0 ¼ fdiagðt 1 ; . . . ; t n ; t À1 n ; . . . ; t À1 1 Þg ¼T T SO 2n :
We have the isomorphism ðT TÞ y 0 FT T SO 2n and thus, we have a canonical isomorphism
We use now the following proposition: This action is defined over k, i.e., equivalently it commutes with the action of the Galois group Galðk=kÞ.
The inverse mapping T y 0 ! T SO 2n has a simple form, namely
In particular, it is a bijection T C ðx 1 ; . . . ; x n ; 1; . . . ; 1Þ 7 ! ðx 1 ; . . . ; x n ; x À1 n ; . . . ;
The inverse map is called the norm A. We have
where W SO 2n is the Weyl group and W y 0 is the extended Weyl group.
We recall that SO 2n is defined by the matrix J 0 (which indeed defines the split group of type D n ). For g A GL n , let g 0 be defined by g 0 ¼ K 0 t g À1 K À1 0 . We consider now the following subgroups:
(1) SO 2n I M ¼ fg; g 0 g, a Levi subgroup of SO 2n , g A GL n .
(2) GL 2n I L ¼ GL n Â GL n (embedded diagonally).
We have now the following lemma:
Lemma 5.10. (1) Let T be a Cartan subgroup of SO 2n contained in L. Then H 1 ðk; TÞ ¼ f1g.
(2) In particular, if g A T is a regular element, every element that is stably conjugate to g (in SO 2n ) is conjugate to g.
Proof. Part (1) is Hilbert's Theorem 90 (T is the product of tori Res K=k G m , where K is an extension of k). Part (2) follows from (1) since the conjugacy classes in a stable regular conjugacy class are parametrized by Ker À H 1 ðk; TÞ ! H 1 ðk; SO 2n Þ Á : r
Next, we recall a calculation made in the article of ). In L, the automorphism y 0 is given by
The map I given by ðg 1 ; g 2 Þ 7 ! ðg 1 ; g 0 2 Þ conjugates y 0 with the map s defined by ðg 1 ; g 2 Þ 7 ! ðg 2 ; g 1 Þ:
This means that the Galois conjugacy is the trivial case of one split extension k Â k=k, a case already known by the work of Clozel and Arthur in base change (see [4] ). Thus, we deduce the following lemma:
Lemma 5.11. (1) If d A LðkÞ, then d is strongly y 0 -regular (i.e. its twisted centralizer is a torus) if and only if d y 0 A GL 2n is regular.
(2) Every element strongly y 0 -regular in GL 2n is y 0 -conjugate to an element of the form d ¼ ðg 1 ; 1Þ;
(3) For d strongly y 0 -regular in L, y 0 -conjugacy and stable y 0 -conjugacy coincide.
Proof. Parts (1) and (2) are straightforward calculations in the case of split base change. If d is of type (2), its y 0 -centralizer can be calculated with the bijection I defined above and we have
2 , x 2 g 1 x 1 ¼ x À1 1 g 1 x 1 ¼ g 1 and so this set is isomorphic to the centralizer of g 1 . Part (3) is proved as in Lemma 5.10 since the classes of stable y 0 -conjugacy are parametrized by
where GL d; y 0 2n is the twisted centralizer. In that case, both groups H 1 are trivial. r Remark 5.12. It is possible that, for all elements the notions strongly regular and regular coincide. We consider only the norm for the calculation of characters. So, it su‰ces to consider the dense set of elements strongly y 0 -regular. Finally, only elements having the form (2) of Lemma 5.11 occur in the calculation of the character. The norm calculated in these elements has a very simple form.
Lemma 5.13. Let T 1 H GL n be a maximal torus. The norm A, mapping the torus
Proof. Since conjugacy and stable conjugacy are the same, it is enough to prove it over k, for the diagonal torus. Thus we have ðx 1 ; . . . ; x n ; x À1 n ; . . . ; x À1 1 Þ 7 ! ðx 1 ; . . . ; x n ; 1Þ;
as claimed. r 5.4. Calculation of the transfer factor. 5.4.1. Factor D I . We shall describe Dðg; dÞ. First, we recall the definition of Dðg; dÞ given by Kottwitz and Shelstad ([22] , pages [31] [32] [33] . In this case, we set T SO 2n to be the centralizer of g in SO 2n , which is a torus. Let T 2n H GL 2n be a torus. We denote by GL sc 2n , the simply connected covering space of the subgroup ðGL 2n Þ der , the derived subgroup of GL 2n . Thus, we have
The morphism y Ã 0 defined in [22] , page 31, and the morphism y 0 are the same. We shall denote by GL x 2n (see [22] , §4.2, page 31) the group of fixed points of the automorphism y 0 in GL sc 2n . Therefore, GL x 2n ¼ SL y 0 2n . Since y 0 is described by the matrix J 0 , that is antisymmetric, we have
According to [22] , Lemma 3.3B, page 28, we choose a pair ðB; TÞ for GL 2n such that the norm A : T SO 2n ! T=ðy 0 À 1ÞT is defined over k (and T is y 0 -stable). We shall fix the choice of this morphism such that
B is a Borel subgroup over k adapted to T and t 0
Thus, if we consider the simply connected part, we obtain
Hence T x is a maximal torus of M x which is a Levi subgroup of Sp 2n . We have, as previously, H 1 ðk; T x Þ ¼ 1. According to [22] , page 33,
where a A H 1 ðk; T x Þ and the element s is deduced from ðT; y 0 Þ. Finally, we obtain D I ðg; dÞ ¼ 1: d) . We consider the torus T ¼ T 1 Â T 1 H GL 2n ¼ GL Ã 2n and we consider also the orbits of Galðk=kÞ on the system of restricted roots R res ðGL 2n ; TÞ, following [22] , §1:3. This restriction gives R res ðGL 2n ; TÞ ¼ faj T y 0 j a A RðGL 2n ; TÞg:
We have T y 0 ¼ fðt; t 0 Þg. Next, we calculate the roots over k and then T y 0 ¼ fx 1 ; . . . ; x n ; x À1 n ; . . . ; x À1 1 g: ð39Þ
Thus the restricted roots are
This set is characterized by R res ¼ RðSO y 0 2n ; T y 0 Þ ¼ RðSO x 2n ; T y 0 Þ. Note that R res is a reduced root system. Now we use [22] , Lemma 4.3.A. We consider the orbits of the roots that do not appear in the group SO 2n . In our case, these are the roots G2x i . We recall (see [22] , §1.3) that this term is defined in terms of the theory of Langlands-Shelstad [28] . For any root system R provided with an action of G k ¼ Galðk=kÞ (in our case R res ðSO 2n ; TÞ), Langlands and Shelstad associate the data ðw a res ; a a res Þ; a res A R res :
Here a res define a finite extension k a res =k such that Galðk=k a res Þ ¼ fs A G k j sa res ¼ a res g, the term a a res A k Â a res and w a res is a character of k Â a res (see [28] , §2:2 and §2:5). However, the elements a a res are not really important in our case. Recall that the couple ðw a res ; a a res Þ; a res A R res ;
is formed by the roots ðGx i G x j ; 2x i Þ, where T y 0 is described by (39) in k. In particular, since in this case T is a product of induced tori, Q k Â i , where k i =k are extensions (embedded twice in GL 2n ), the Galois group G k permutes the roots ðGx i G x j Þ and ðG2x i Þ. In particular, G k permutes the short roots and permutes separately the roots 2x i and À2x i . If a res ¼ 2x i , we see that the stabilizers of fa res g and fGa res g in G k coincide. We shall denote this group by G a res . We have now the notion of ''w À data'' for any root a res A R (defined by [28] , §2:5), satisfying the following conditions:
(1) w Àa res ¼ w À1 a res .
(2) w sa res ¼ w s a res , for a res A R and s A G k .
There is also another condition ( [28] , §2:5(iii), page 235), but in our case it is not important. Finally, we have that the characters w a res are independent. In particular, the family given by w a res ¼ 1 (long roots), extended in an arbitrary way for the short roots, verifies the conditions. Thus, for any choice of factors a a res the factor D II , according to Lemma 4.3.A, is given by
and is equal to 1.
Factor D III .
This factor is the most di‰cult to define. However, in our case it simplifies since GL 2n is split and y 0 fixes the torus and the standard Borel subgroup. The definition of D III appeals to the hypercohomology of a complex of two terms f : A ! B of G k -modules, where G k is the absolute Galois group of k, or it could also be the Weil group W k , see [22] , Appendix A. We recall that
and the di¤erential operator q : A ! Z 1 ðG k ; AÞ is given by qðaÞðsÞ ¼ a À1 sðaÞ, s A G k . The set of coboundaries B 1 is given by
We have also a long exact sequence In our case, the constructions are simplified.
Let T H GL 2n be a maximal y 0 -stable torus, contained in a y 0 -stable Borel subgroup (not necessarily defined over k) denoted by B k . Consider T y 0 ¼ T=ð1 À y 0 ÞT and N : T ! T y 0 the quotient map. Let d A SO 2n ðkÞ and g A T y 0 ðkÞ. We say that g is a norm of d if g À1 dy 0 g ¼ t, g A GL 2n ðkÞ, t A TðkÞ and NðtÞ ¼ g. We have y 0 such that g 7 ! J 0 t g À1 J 0 :¼ g 0 , and J 0 is our known matrix
This matrix defines a symplectic group. Recall that SO 2n is defined by the matrix
The previous calculations of the characters remain true by a change of variables. We have in SO 2n a Levi subgroup M 0 :
Recall that g 0 ¼ K 0 t g À1 K À1 0 . Its dual group
is given by the same equations. On the other hand, Kottwitz and Shelstad ([22] , page 4) defineĜ
The morphismŷ y 0 identifies with y 0 and
In particular LĜ G 1 and L c SO SO 2n have the common subgroup
is one of the tori we consider, the morphisms y 0 andŷ y 0 coincide on T. We have T y 0 F T 1 . According to the definition of the norm A, an element g A T y 0 ðkÞ ¼ T 1 ðkÞ is the norm of d if d ¼ AðgÞ. In particular, for g strongly regular, d (k-rational element) exists and is unique up to y 0 -conjugacy (k-rational). From this data, Kottwitz and Shelstad define
which is equal to 1 in our case, since g ¼ d is rational. We have now c s y 0 ðc s Þ À1 ¼ 1 ¼ gsðgÞ À1 : LetT T H d GL GL 2n be the dual torus of T (provided with the action of W k or G k since
where K i =k are field extensions). We haveT T ¼T T 1 ÂT T 1 , wherê T T 1 H GL n ðCÞ and the torus T G of SO 2n is isomorphic to T 1 . According to Langlands-Shelstad [28] , we can construct naturally a homomorphism of L-groups:
We denote by x 1 this morphism. We write x 1 ðt t 1 ; wÞ ¼ À x 1 ðt t 1 ; wÞ; w Á , by abuse of notation. Thus, the morphism x : L T G ¼T T 1 z W F ! L GL 2n , is given by
It maps L T G into the Levi L-subgroup common to L c SO SO 2n and L G 1 . The two morphisms x : L T G ! L c SO SO 2n and x 1 : L T G ! L G 1 (defined in [22] , page 4) coincide in this case. Their di¤erence xx À1 1 : L T G ! L c SO SO 2n defines a 1-cocycle A A Z 1 ðW k ;T TÞ. Thus A ¼ 1 in our case.
On the other hand, by construction, L c SO SO 2n andĜ G 1 appear naturally as y 0 -centralizers of y 0 -semi-simple elements s A GL 2n ðCÞ. Since y 0 is symplectic, the groupĜ G 1 is simply defined by s ¼ 1. It is equal to the set of elements of d GL GL 2n such that ðg; y 0 Þ1ðg; y 0 Þ À1 ¼ gJ 0 t g À1 J À1 0 ¼ 1:
If we consider now
such that J ¼ J 0 s, the twisted endoscopic group becomes c SO SO 2n . Now Kottwitz and Shelstad consider the pair ðA; sÞ ¼ ð1; sÞ A Z 1 ðW k ;T TÞ ÂT T:
We have now f ð1Þ
given by the product of norms). Thus the groups W k or G k act trivially. Therefore
is a hypercocycle, but not a hypercoboundary. Thus, it defines an element
TÞ:
The factor D III is then defined as
given a Tate pairing in hypercohomology (this is the main object in the definition of [22] , Note that neither H 0 ðG k ; TÞ is trivial, nor the mapping ð1 À y 0 Þ is injective. In a similar way, for A, we have the following exact sequence in hypercohomology:
whereî i is the map ðc;t tÞ ! class of c, andĵ j is the map such that c 0 ! ð1; c 0 Þ. Here we have ðc;t tÞ ¼ ð1; sÞ,î iðAÞ ¼ 1. We have now the following proposition: where the product on the right side is the Langlands pairing ( [27] , [23] )
Since V is in the image of j andî iðAÞ ¼ 1, we deduce that D III ðg; dÞ ¼ 1. Finally, we have proved the following theorem:
1 H L be a torus and T G ¼ fðt 1 ; t 0 1 Þg H M be the associated torus, d A T, g A T G associated elements. Then Dðg; dÞ ¼ D IV ðg; dÞ:
Local Arthur's packets
In this section, we study the composition of the Arthur's local packet. We establish this composition from the calculation of characters and also from Arthur's conjectures. We consider SO 2n as an elliptic twisted endoscopic subgroup of GL 2n . Recall that a twisted endoscopic group H of GL 2n is called elliptic if À ZðĤ HÞ G Q Á 0 is contained in Zð d GL GL 0 2n Þ. Denote by E ell ðGL 2n Þ, the set of twisted endoscopic groups of GL 2n . With the aim of describing all the set E ell ðGL 2n Þ, Arthur decomposes the integer 2n as a sum of positive integers
where both N 0 and N s are even. We will say that an element H A E ell ðGL 2n Þ is primitive if one of them, N 0 or N s , is equal to zero. We denote by E prim ðGL 2n Þ, the subset of primitive elements in E ell ðGL 2n Þ. The case of SO 2n split occurs when N 0 ¼ 2n. We denote bỹ C CðGL 2n Þ the set of parameters of GL 2n invariant by the outer automorphism y. Likewise, we setC CðSO 2n Þ to be the parameters inC CðGL 2n Þ factorizing through L SO 2n . We denote by c SO SO 2n; v the local form of the dual group c SO SO 2n . Let SO g ð f Þ be the stable orbital integral of the function f , f A C y c À SO 2n ðQ v Þ Á and g A SO 2n a strongly regular element. LetH HðSO 2n Þ be defined byH
Arthur defines A y as the quotient operator of the operator over R, fixing the Whittaker vector and equal to 1 in the unramified vector. We use this operator for the quotient representation. We need also the group L c ( [3] , pages 240-241). Arthur defines a group denoted by L c , associated to any parameter c AC CðGL 2n Þ factorizing through L SO 2n , i.e., c AC CðSO 2n Þ. By the definition ofC CðSO 2n Þ, this parameter is self-dual with respect to the automorphism y. Recall, that in general, such a parameter has the form
Let I be the set of indices i such that c y i ¼ c. The complement of I is made of two disjoint sets J and J 0 that are bijective to each other. The bijection is given by the mapping j 7 ! j 0 such that c y j ¼ c j 0 for every j A J. Thus the parameter c can be written as
For i A I, Arthur applies the global and local induction hypothesis ( [3] , page 240), to the automorphic cuspidal self-dual representation m i of GL m i associated to c i . This gives an endoscopic data in E prim ðG m i z yÞ. If j A J, we set G j ¼ GL m j . We obtain thus a group G a , over the local field Q v , for a A I W J. Let L G a be the Galois form of its L-group. Arthur now defines the group L c , as the fibered product of these groups over G Q v :
We can define this group globally and locally. We shall study the local form. This group L c is an extension of the Galois group. We suppose that c factorizes through L SO 2n; v and thus, there must exist an L-homomorphism c SO 2n; v :
Next, we definec c as the composition x c SO 2n; v , where x is the morphism of the twisted endoscopic data. The morphisms c and x are GL 2n ðCÞ-conjugacy classes of homomorphisms, so c SO 2n; v is defined up to conjugacy. Thus,c c defines an embedding
Finally, there is another object we shall use: the group defined as
Where Cent is the centralizer. We are interested in the quotient group
; v Þ G Qv which is a finite abelian group. In this group S c there is a canonical element denoted by s c and defined as
Its image in S c is denoted by s c .
We analyze the parameter c which, as we saw above, has the form:
For this parameter c, one has two possible cases:
(1) m 3 m À1 (we shall call this one, the regular case). Then c 1 3 c y . We set G 1 ¼ GL 1 and L c ¼ GL 1 Â G Q v , and we recall that G Q v is the Galois group of Q v . Consequently we have a morphism L c Â SL 2 ðCÞ ! GL 2n ðCÞ given by ðz; sÞ 7 ! z sp n ðsÞ l z À1 sp n ðsÞ (recall that sp n is the irreducible representation of SL 2 ðCÞ of degree n).
(2) m ¼ m À1 ¼ e, which implies e 2 ¼ 1. Thus the parameter c has the form c ¼ e n sp n l e n sp n :
In this case we set G 0 ¼ SO 1 ¼ f1g. Therefore, we have an embedding
given by ð1; gÞ 7 ! À eðgÞ; g Á :
Now we set L c ¼ f1g Â f1g Â G Q v and we have L c Â SL 2 ! d GL GL 2n Â G Q v . Letc c be the morphism such thatc cðg; sÞ ¼ eðgÞ sp n ðsÞ l eðgÞ sp n ðsÞ:
Then, the parameterc c factorizes through SO 2n ðCÞ ¼ c SO SO 2n; v H d GL GL 2n . Now we calculate the groups S c and S c in both cases. The calculation of the centralizer in the first case gives S c F C Â and in the second, S c F SL 2 ðCÞ. Next, in both cases we find that S c ¼ f1g:
From this it follows that the element s c A S c is obviously 1.
Remark 6.1. The fact that S c ¼ f1g, implies that the parameter is elliptic.
We denote now byP PðSO 2n Þ, the set of Out GL 2n -orbits in the set PðSO 2n Þ of irreducible representations of SO 2n . We denote byP P fin ðSO 2n Þ, the set of formal finite linear where p 0 is the only element ofP P c . Combining this with the results of Section 5, we obtain that for f and f associated, f SO 2n ðcÞ :¼ trace À PðfÞI y Á ðP ¼ PðcÞÞ
since the orbital integrals of f are stables under the outer automorphism. If f (and thus f ) is unramified, the equality trace p 0 ð f Þ ¼ trace p 0 ð f Þ shows that p, with multiplicity 1, is the only unramified element of this representation p 0 . r Remark 6.3. (1) As remarked by Colette Moeglin to the author, the norm into SO 2n is surjective. We have, in fact, characterized the trace p 0 ð f Þ for every function f AH HðSO 2n Þ. This implies that p 0 ¼ p ¼ p 0 (with multiplicity 1).
(2) The calculation remains true in the real place (or complex in the case of number fields).
6.1. Local irreducibility. The author thanks deeply Colette Moeglin for her help in the argument given below. Once we have studied the local objects defined by Arthur, a natural question is whether the local representation associated to our parameter is irreducible.
Arthur's conjectures lead us to consider representations W Q v Â SL 2 ðCÞ ! SO 2n ðCÞ; having the form r ¼ w n sp n l w À1 n sp n ;
where w is an unramified character. In this case w is the inducing representation. If w is unitary and w 2 3 1 or w ¼ j j s with s real and since s e p 7=64 , according to Kim and Sarnak, the induced representation is irreducible. If w has order 2 (w ¼ e in our notations), then the calculation in the preceding subsection shows that the associated centralizer S c is connected. In that case, Arthur shows that the induced representation has to be irreducible, see [3] . On the other hand, Langlands gives the result for the parabolic induction, when the inducing representation is a discrete series. There are well-known results, in this case, to determine whether the representation Ind SO 2n GL n N P ðd n sÞ :¼ Ind SO 2n GL n N P ðd n jdetj s Þ; s A iR;
induced from the maximal parabolic subgroup P with Levi subgroup GL n of SO 2n , is irreducible (see for instance [37] ). These criteria of irreducibility are:
(1) If ðd n sÞ W w 0 ðd n sÞ, where w 0 is the element of maximal length in the Weyl group W SO 2n , then the induced representation is irreducible.
(2) If ðd n sÞ F w 0 ðd n sÞ, consider s þ t (s A iR; t A R and t > 0) and consider the intertwining operator Aðw 0 ; tÞ Ind SO 2n GL n N P ðd n s n w 0 tÞ ! Aðw 0 ; tÞ Ind SO 2n GL n N P À d n ðs þ tÞ Á :
If the intertwining operator Aðw 0 ; tÞ has a pole at t ¼ 0, then the induced representation is irreducible.
In our case the inducing representation is not a discrete series. We induce from the parabolic subgroup containing M ¼ GL n as Levi subgroup, the representation Indðtriv n sÞ ¼ p, with the additional assumption that p is everywhere unramified. This implies that all local representations p v are unramified. So this representation is a representation of the Hecke algebra HðSO 2n ; I Þ, where I is the Iwahori subgroup of SO 2n . We consider now a particular involution of this algebra h 7 ! h Ã , h A HðSO 2n ; I Þ. This involution has been studied by Anne-Marie Aubert in [5] . One of the main results in this paper is that a representation of this algebra is irreducible if and only if the representation transformed by the involution is also irreducible. It is known that this involution permutes the trivial representation with the Steinberg representation St. We use this involution and we study the Steinberg representation as an induced representation.
The Steinberg representation is embedded in a representation induced from the principal Borel subgroup: where A w is the ''long'' intertwining operator for B H SO 2n .
The operator A w sends the elements ðx 1 ; . . . ; x n Þ to ðx À1 n ; . . . ; x À1 1 Þ. This operator is a product of operators realized in GL 2 or SO 4 . The case of GL 2 being simple, we consider only the case of SO 4 . In that case we have a diagram Ind SO 4 GL 2 N P 0 ðSt n ej j s Þ K ! Ind SO 4 B ðj j 1=2 ; j j À1=2 n ej j s Þ Ind SO 4 GL 2 N P 0 ðSt n ej j Às Þ K ! Ind SO 4 B ðj j 1=2 ; j j À1=2 n ej j Às Þ:
tions are not isomorphic (Langlands theorem of disjunction for parabolic subgroups). Moreover, we know that, locally, the Hecke matrices of these two representations are di¤erent (cf. Remark 5.4) . Consequently,
where r denotes the representations ofH HðSO 2n Þ, di¤erent from p, that might appear with the type c. Since trace p ¼ trace p 0 , onH HðSO 2n Þ, the previous identity, true for all the unramified functions, shows that the sum P 0 is empty. Thus we have this result.
Theorem 7.1. Assume the global and local results of Arthur [3] , Chapter 30. There exist only two representations of type c ( for our fixed parameter c) in the space L 2 À SO 2n ðQÞnSO 2n ðA Q Þ Á . These are the residual representations p and p 0 ¼ p a , where a is the outer automorphism of SO 2n (notations as above). In particular, there is no cuspidal representation of SO 2n ðA Q Þ of type c.
Finally, we can ameliorate the bounds of the eigenvalues for the Hecke operators given in Section 4. Using these estimates we deduce now the following theorem: Theorem 7.2. Let p be a cuspidal representation, unramified at every place v, of SO 2n ðA Q Þ. Denote by p v , the local representations. Suppose that Arthur's conjectures are verified for SO 2n , i.e., the results announced in his article [3] , Chapter 30. Then:
(1) The Hecke matrix t p v ¼ diagðt 1 ; . . . ; t n ; t À1 n ; . . . ; t À1 1 Þ of p v (the local component), satisfies in every finite place the estimates jt G1
i j e p n 2 À1þeðnÞ ;
with eðnÞ ¼ 1
. Under Ramanujan's conjecture we have jt G1 i j e p n 2 À1 :
(2) At the archimedian place, we have also p y ,! ind SO 2n B SO 2n ðw 1 ; . . . ; w n Þ ðsubquotientÞ where w i : R Â ! C Â satisfies wðxÞ ¼ jxj s i , js i j e n 2 À 1 þ eðnÞ, eðnÞ defined as above. We have thus the same type of bounds as for the finite places. If Ramanujan's conjecture holds, we have:
js i j e n 2 À 1:
