Introduction
The estimation of marginal treatment effects (MTEs) is an approach used in empirical research when the impact of a treatment is thought to vary within a population in correlation with unobserved characteristics. For instance, Carneiro, Heckman, and Vytlacil (2011) use this framework to measure the differential returns to education for individuals whose unobserved characteristics make it more likely for them to pursue higher education. Other applications include Doyle (2007) and Brinch, Mogstad, and Wiswall (2012) , who use this framework to estimate the effects of foster care and family size, respectively, on the long-term outcomes of children.
To illustrate the difference between MTEs and average treatment effects (ATEs), consider the classic return-to-education model in labor economics. These models usually begin with the Mincer equation describing the log-level of wages for a collection of individuals, log(wage i ) = α + βenroll i + γ 1 exp i + γ 2 exp
where enroll i is a binary variable for whether an individual enrolled in a postsecondary school, exp i is the subsequent work experience of the individual, and u i represents unobservable wage determinants. If u i is an independent, identically distributed (i.i.d.) normal random variable, such that Cov(u i , enroll i ) = 0, then ordinary least squares provides an unbiased estimate of β, which represents the average return to postsecondary education conditional on experience. 
where mot i captures the motivation of an individual. We would expect that, on average, people who are more motivated earn more and are more likely to have attended a postsecondary school. Unfortunately, a person's motivation is unobservable to the econometrician. This means that we cannot know whether people who attended a postsecondary school have higher earnings because of their education or because they are more motivated. In this case, the u i in (1) is equal to δmot i + ν i , and the ordinary least-squares estimate of β is biased.
The above example is an instance of what is often referred to as selection on unobservables. A standard solution to this problem is to find an instrumental variable. In our example, such a variable must be correlated with postsecondary school enrollment but uncorrelated with u i . Using a valid instrument with two-stage least squares provides an unbiased estimate of β if the true empirical model is (2) but the econometrician only observes the variables in (1).
Suppose, instead, that the model of wage determination is log(wage i ) = α + βenroll i + γ 1 exp i + γ 2 exp
Now the average return to education varies throughout the population according to β + θ × mot i . This instance of the Mincer equation is said to exhibit selection on returns (see Carneiro, Heckman, and Vytlacil [2011] ). Another way to present it is to begin with (1) but to treat β as a random variable such that If θ (3) = 0, then there is no selection on returns and two-stage least-squares estimation of (1) is unbiased even though β (1) is random. However, in our example, we would expect θ to be positive such that more motivated people get more out of their time spent in school. It is this dependence, called essential heterogeneity, that makes it relevant to examine the marginal return to postsecondary education, or MTE, for individuals with varying levels of motivation.
The presence of selection on returns necessitates that we explicitly model the treatment decision. This is because, as is made clear in our example, any variable that is correlated with the decision to enroll in a postsecondary school is also correlated with the unobserved interaction between that decision and motivation. Heckman, Urzua, and Vytlacil (2006) show that the selection probability into treatment, or the propensity score, is a valid instrument given selection on unobservables and selection on returns, and it can be used to identify both ATEs and MTEs.
Returning to our example, the propensity score p i is the expected value of enroll i conditional on observable variables z i that help to explain enrollment.
Instrumental variables for selection on unobservables are included in z i . Taking the expectation of log wages, equation (3), conditional on exp i and z i then implies
where K(p i , mot i ) is a function of the propensity score and motivation that is conditional on exp i and z i . The inclusion of a valid instrument in z i ensures that p i and mot i are uncorrelated, so we can simply write this function as K(p i ). The MTE is then defined as the derivative of K(p i ). The MTE can be evaluated for each p in a range of values defined by (4).
By integrating MTE over p, we arrive again at the ATE. ATE = p MTE dp Thus in our example, the MTE tell us how much an individual's wage increases when there is a small increase in the propensity score or, equivalently, how much higher the wages of an individual that is on the margin of treatment can be expected to be by inducing them to enroll in college via the instruments in z i . The presence of an instrumental variable in the treatment decision model for p i ensures that the reason for this increase is unrelated to motivation. Also, because the propensity score equals the unobserved propensity to not enroll in a postsecondary school for indifferent individuals, we can capture the marginal return to education for varying levels of motivation.
Notice that if motivation were observable in our example, the MTE is the same as β (1) .
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If more motivated people are more likely to have enrolled in a postsecondary school and their return to education is higher, the distribution of MTE over values of the propensity score will show this. However, if there is more than one unobservable factor at play in the decision to enroll in a postsecondary school (perhaps in addition to motivation, persistence is also important), it is impossible to distinguish between the effects of the two. The most we can say is that if motivated and persistent people are more likely to enroll and their return to education is higher, they will exhibit larger MTEs.
In the next section, we describe how to use the propensity score to identify MTE and ATE. Then we show how this model can be estimated using a new command, margte, which nests the existing command etregress (see [TE] etregress) and the movestay command of Lokshin and Sajaia (2004) in its options. Unlike the other commands, margte produces estimates of both the MTE and ATE by using either parametric or semiparametric methods for estimating K(p i ). Finally, we evaluate the appropriate uses of our estimators with a Monte Carlo simulation designed to test their identification assumptions.
Marginal treatment effects
In this section, we motivate the derivation and estimation of MTE within the statistical framework provided by the generalized Roy model.
The generalized Roy model
As noted in Heckman (2010) , the generalized Roy model is an example of a broader class of treatment-effects models which jointly model a continuous outcome and its binary treatment. MTE is a parameter of the generalized Roy model. Our description of the model below closely follows that found in Heckman, Urzua, and Vytlacil (2006) .
The potential outcomes (Y 0 , Y 1 ) of a treatment D = (0, 1) are assumed to depend linearly upon observable variables X and unobservables (U 0 , U 1 ). The decision process for the treatment indicator is posed as a function of observables Z and unobservables V , and linked to the observed outcome Y D through the latent variable I.
The model is identified either through parametric restrictions on U 0 , U 1 , and V or by including variables in Z that satisfy the following constraints: Cov(Z, U 0 ) = 0, Cov(Z, U 1 ) = 0, and γ = 0.
Written in this way, the generalized Roy model encompasses both of the treatmenteffects models fit by the commands etregress and movestay. For instance, if Σ is the variance-covariance matrix of unobservables and
we obtain an identical representation to the endogenous switching regression model described in Lokshin and Sajaia (2004) and fit by the command movestay. Furthermore, by also restricting that
where σ 2 i represents the variance of U i in Σ, we obtain the treatment-effects model described in Maddala (1983) and fit by the Stata command etregress.
The first assumption restricts the functional form of the variance-covariance matrix of the unobservable determinants of Y and D by using what is known as a "control function" approach to identification. The second set of more restrictive assumptions ensures that the expectation of Y conditional on X as well as the marginal effect of X on Y is independent of treatment status. Both commands make it possible to parametrically estimate ATE as E(Y 1 − Y 0 ) by using maximum likelihood methods, or also by using a two-step consistent estimator with etregress.
Unlike movestay and etregress, the margte command produces estimates of both MTE and ATE by using either parametric or semiparametric methods. To see how this is possible, consider the following. Without loss of generality, we can redefine (5) as
where F V is the cumulative distribution function of V , often called a link function, and D is the treatment status of an individual. Written in this way, P (Z), the propensity score, denotes the selection probability of treatment, while U D is a uniformly distributed random variable between 0 and 1 representing the propensity not to be treated.
The MTE is the marginal benefit of treatment (D = 1) conditional on X and the propensity not to be treated (U D ), as shown in Bjorklund and Moffitt (1987) :
This contrasts with the ATE, which captures the average benefit associated with treatment conditional on X:
Heckman and Vytlacil (2001b) and Heckman, Urzua, and Vytlacil (2006) show that the ATE can be constructed as a weighted average of the MTE by integrating over U D .
The estimated propensity score P (z) = Pr(Zγ > V |Z = z) allows us to define the range of U D over which MTE is identified. Given P (z), the following conditional expectations of Y by observed treatment status form the basis of the parametric estimation procedure supported by margte.
Following Heckman and Vytlacil (2001a) , (8)- (9) can be rewritten as
to arrive at a semiparametric representation of the conditional expectation of Y also capable of being estimated by margte. Semiparametric estimators of the MTE, however, require an additional identification assumption on the support of the estimated propensity score, which is discussed further below.
Parametric estimators of the MTE
where Σ is the variance-covariance matrix of the three unobservables, we can estimate the MTE over the range of P (Z), that is, (0, 1). The propensity score is generated from a probit model where P (Z) = Φ{(Zγ)/(σ V )} and Φ is the cumulative normal distribution. Following standard practice with the probit model, we normalize its scale such that σ V = 1.
Using the definition for the MTE in (7) where
such that ρ i , i = (0, 1), corresponds to the element of Σ containing the covariance between U i and V . Estimation of the parameters of the MTE then follows from the linear regressions implied by (8)-(9) using
where the two fractions in the above expressions are the inverse Mills ratios.
It is possible to partially relax the assumption of joint normality, which also allows P (Z) to be fit by another probability model. In this case, the command margte allows the propensity score to be fit as a linear probability or logit model.
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Given an estimate of P (Z), (10) can be written as
where K(p) is approximated by a polynomial in p of chosen degree ϑ.
1. The linear probability model should be used with caution given that its range for P (Z) is not constrained to be (0, 1).
Here the MTE is defined as the partial derivative of the conditional expectation of Y with respect to P (Z),
such that
Its parameters are estimated by the linear regression implied by (11) . 
Semiparametric estimators of the MTE
Heckman, Urzua, and Vytlacil (2006b) describe two semiparametric estimation strategies for the MTE. Identification in both of these instances depends crucially on the common support assumption for the propensity score, which requires that there exist positive frequencies of P (z) in the range of (0, 1) for individuals that do (D = 1) and do not (D = 0) receive treatment. Verifying that a common support exists requires first specifying a probability model, or link function F V , for the propensity score. Given an estimate of the propensity score, the range of common support is determined by margte before estimation of the MTE, and a histogram is presented to capture the result.
Drawing on (12), the semiparametric estimators of the MTE are computed according to
where, without any further assumptions on K(p), the estimation of the last term requires the use of nonparametric techniques for local derivatives.
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One approach to estimating (13), known as local instrumental variables (LIV), is to first run local linear regressions of X, X × P (Z), and Y on P (Z) at every observed value of P (Z) to obtain estimated residuals e Y , e X , and e X×P . By then regressing e Y on e X and e X×P , we arrive at an estimate of {β 0 , (β 1 − β 0 )} in a similar fashion to Heckman et al. (1998) . Alternatively, similar to the way in which the assumption of joint normality can be relaxed in the parametric case, we can instead run the linear regression implied by (11) to obtain {β 0 , (β 1 − β 0 )}.
2. The coefficient on P (Z), φ 1 , in this regression includes α 1 − α 0 so that all the parameters of the MTE are identified. 3. The constant terms have been subsumed in the X matrix here and in what follows.
The remaining parameters of the MTE are then obtained from a local polynomial regression of
on the common support of P (Z) to arrive at an estimate of {∂K(p)}/(∂p).
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Our semiparametric estimators use the Stata command lpoly (see [R] lpoly) to perform the local linear and polynomial regressions in the algorithm above as well as a modified version of its predecessor, locpoly, described in Gutierrez, Linhart, and Pitblado (2003) . We modify the latter to store higher-order approximations as local derivatives, similar to Marsh (2006) . 4. Local polynomial estimation techniques are explained in Fan and Gijbels (1996) . 5. In keeping with the naming conventions already established, we call this command locpoly2. Only the ado-version of this command is currently supported. Additional details can be found in the accompanying help file for locpoly2. polynomial(#) specifies the degree of the polynomial in the propensity score used to fit K(p) for the parametric and semiparametric polynomial models. If the option is not specified, margte will fit the parametric normal or semiparametric LIV model depending on whether the semiparametric option is also present. polynomial() is required when specifying a parametric polynomial model or a semiparametric polynomial model.
semiparametric specifies that the semiparametric LIV model or, when combined with the polynomial() option, the semiparametric polynomial model be fit. The option semiparametric is required when specifying a semiparametric LIV model or a semiparametric polynomial model.
first specifies that margte display the first-step estimates of the treatment equation before estimation. If the model is estimated by maximum likelihood, margte will display the output from movestay.
link(string) specifies the link function used in estimating the propensity score. It can be estimated using probit, logit, or the linear probability model (lpm). The default, link(probit), is also the only link function allowed if margte is fitting the parametric normal model.
common specifies that the common support be calculated and graphed. For U D from 0.01 to 0.99 in increments of 0.01, a given value of U D is in the common support if both treated and untreated observations are in the neighborhood |U D (obs)− U D | < 0.005. MTE is identified for semiparametric models only at values of U D that have common support, thus margte automatically invokes this option if a semiparametric model is specified. Parametric models do not depend on common support for identification and by default do not invoke common.
nocommongraph suppresses the graph generated when the option common is specified.
csbarwidth(#) specifies the width of the bars in the common support graph. The default, csbarwidth(0.1), gives a consistent appearance regardless of the graph's dimensions. mlikelihood fits the parametric normal model with maximum likelihood. When the option mlikelihood is specified, margte calls movestay and reformats the output to conform with the standard described here. To see the original output from movestay, specify option first as well. Postestimation hypothesis testing is allowed, but use caution because e(V) contains 0s when covariances are undefined. In such circumstances, test (see [R] test) may return an invalid answer.
mlopts(string) controls the maximization process in movestay. (Type help movestay and help maximize within Stata for details.) These options are seldom used.
degree(#) specifies the degree of the polynomial in the nonparametric regression of Y on K(p) for the semiparametric LIV model. The regression provides dK(p)/dp, which is then used to calculate the MTE. The minimum degree allowed is 1. The default is degree(2). The semiparametric polynomial model matches the degree to that specified in the polynomial() option. (Type help locpoly2 within Stata for details.)
kernel(kernel) specifies the kernel function used in the nonparametric regressions of the semiparametric models. The default is kernel(epanechnikov). (Type help lpoly within Stata for details.) kernel(epan2) is not allowed.
ybwidth(#) specifies the half-width of the kernel for depvar o , that is, the width of the smoothing window around each point. The specified value applies to all nonparametric regressions involving depvar o . If left unspecified, margte uses lpoly's rule-of-thumb (ROT) bandwidth estimator. 
Examples
In this section, we present example output of the margte command using simulated data from the generalized Roy model as described in section 2. To better illustrate the use of margte and to give interpretation to its output, we generate the simulated data with the accompanying command margte dgps based on a model of the returns to education like the example in section 1.
Returns to education example
In keeping with our earlier example and the generalized Roy model in section 2.1, we take the treatment to be the decision of whether to enroll in a postsecondary school and the outcome to be the individual's future wages. More formally, the treatment equation consists of a binary decision model for postsecondary school enrollment, enroll, which depends on the sign of the continuous latent variable I where
and the variables distCol and momsEdu are drawn from the literature on the returns to education describing environmental factors impacting the enrollment decision. The variable distCol captures whether an individual grew up near a college, and momsEdu is the highest education level attained by the individual's mother. The outcome equation is a linear model for the log level of hourly wages, log(wage), such that log(wage) = (1 − enroll) log(wage) 0 + enroll × log(wage) 1 log(wage) 1 = α 1 + β 11 exp + β 12 exp 2 + β 13 momsEdu + u 1 log(wage) 0 = α 0 + β 01 exp + β 02 exp 2 + β 03 momsEdu + u 0 where exp is work experience and u 0 , u 1 , and V are i.i.d. unobservable random variables. Subscripts of 1 reference those individuals who enrolled in a postsecondary school, while 0 subscripts reference those who did not.
This model's simulated data-generating process is specified in margte dgps and is intended to capture the relationship between wages, college enrollment, work experience, mother's education, and distance to the nearest college, as described in chapter 5 of Wooldridge (2010) . Experience, mother's education, and distance to the nearest college are generated as uniformly distributed random variables with means of 20 years, 12 years, and 25 miles, respectively. Their coefficients are then set such that the mean hourly wage rate for those who enroll in college is about $34 per hour and is roughly $25 per hour for those who do not.
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Notice that the binary decision model is equivalent to
where transforming the above by using the cumulative distribution of V , F V , yields the propensity score function, P (distCol, momsEdu),
where U enroll is a uniformly distributed random variable between 0 and 1 and serves as a standardized measure of a person's unobservable propensity not to enroll in a postsecondary school. Individuals who have a U enroll close to 1 exhibit a large unobservable propensity to avoid postsecondary education. This will be an important feature to keep in mind when interpreting the output of the margte command.
Taking the expectation of the linear model for the log level of wages, we obtain the expected log wage conditional on experience and mother's education, where the conditional expectation for enroll is P (momsEdu, distCol) = p, the propensity score.
E{log(wage)} = (1 − p) × E{log(wage) 0 } + p × E{log(wage) 1 } 6. Depending on the magnitude of the simulated unobservables, our calibration does not rule out negative wage rates. These instances occur at a rate of 1 in 6,000 observations, and they have no discernible effect on the results of our simulations.
Average and marginal returns to education conditional on experience and mother's education are then given by ATE = (α 1 − α 0 ) + (β 11 − β 01 )exp + (β 12 − β 02 )exp 2 + (β 13 − β 03 )momsEdu
according to their definitions in section 2.1. The margte command allows the user to specify the values of experience, experience squared, and mother's education at which to calculate the conditional expectations above. The default is the mean of the variables and is used here and in all the examples that follow. The average return to education in our simulated data is 32 log points, or about 38%.
To estimate MTE, the researcher must make an assumption about the joint distribution of u 0 , u 1 , and V . The margte command allows V to have a marginal distribution that is normal (probit), logistic (logit), or uniform between 0 and 1 (regress). The marginal distributions of u 0 and u 1 are then determined by the choice of one of the four MTE estimators described in section 2. Each estimator calculates E(u 1 − u 0 ) in a slightly different way, as described in section 2, based on the implied joint distribution of the model's unobservables.
The most common distributional assumption for the model's unobservables, and the one chosen by the Stata command etregress and the movestay command of Lokshin and Sajaia (2004) , is the multivariate normal assumption. For our simulated data, we assume that u 0 , u 1 , and V are generated from a trivariate normal distribution with a known variance-covariance matrix, Σ. Our calibration of Σ is then guided by the example in the introduction where individual motivation is an unobserved variable.
Consider the case where ν 0 , ν 1 , and ǫ v are i.i.d. unobservable random variables
such that if γ 1 > γ 0 , then more-motivated individuals have a higher return to education. If γ v = 0, then the model exhibits selection on unobservables. Furthermore, if γ 1 = 0 or γ 0 = 0, so that motivation plays a role in the return to education, the model also exhibits selection on returns. We calibrate Σ such that the model above exhibits selection on unobservables and selection on returns.
The MTE then tells us how much higher or lower an individual's wage is expected to be given a small increase in the propensity score. The presence of an instrumental variable in the treatment equation means that the reason individuals with the same mother's education were induced to attend college (in this instance, happening to live closer to a college) is unrelated to unobserved motivation. Thus people at the margin of the treatment decision identify the MTE for everyone whose U enroll = p. If moremotivated people are more likely to attend a postsecondary school and their return to education is higher, MTE is decreasing in U enroll .
Parametric normal
We first estimate the parametric normal version of the MTE from section 2.2 with the margte command. Standard errors are calculated using Stata's bootstrap command. Because a closed-form solution for the standard error of the MTE does not exist, this is the preferred method of measuring the uncertainty surrounding its estimate. However, for the model's remaining parameters, bootstrapping may be overridden by specifying the option mlikelihood, which uses the maximum likelihood routine of movestay to estimate the parameters and their standard errors.
Without specifying the mlikelihood option, the generalized Roy model is fit in stages: first running the probit regression of enroll on distCol and momsEdu to obtain the propensity score p and the inverse Mills ratio k, followed by linear regressions of log wages on a constant, exp, exp2, momsEdu, and k for both treated and untreated cases. This two-step procedure is similar to that used by the Stata command etregress, but it is less restrictive in the sense that marginal effects and error covariances are not constrained to be equal for treated and untreated cases.
The output is organized by equation, displaying the parameter estimates for both the treated and untreated cases. Without specifying first as an option, the parameter estimates for the treatment equation are not displayed. Instead, its output is summarized by displaying the link function at the top of the table. For the purpose of exposition, we include this option here and report the estimates of the first-stage probit regression. In the next section, we examine the consequences for our MTE estimates of misspecifying the underlying model for the propensity score.
The example output below exhibits selection on unobservables, that is, the coefficients on the inverse Mills ratios (rho1 and rho0) are statistically significant from 0 and statistically different from each other (rho1 − rho0 < 0). The direction of selection is such that individuals who enrolled in a postsecondary school have unobservable characteristics that are negatively correlated with their unobservable wage determinants V , whereas those individuals who did not enroll exhibit a positive correlation. Our example also exhibits selection on returns, although this will not be readily apparent until we examine the estimated MTEs.
Before doing so, however, we describe the second-stage estimation results. Log hourly wages (lwage) are estimated to increase in work experience (exp) and mother's education (momsEdu) and decrease in experience squared (exp2) for both treated and untreated cases, with marginal effects that are slightly larger for the treated cases. Calculated at the mean of the independent variables, this implies an estimated average return to education (E(Y1-Y0)@X) of about 40%, in line with the true ATE of 38% that we used to simulate our data.
. margte lwage exp exp2 momsEdu, treatment(enroll momsEdu distCol) first MTE, because it is conditional on a given realization of the propensity score, is omitted from the table.
7 It is instead plotted separately (see figure 1 ) over the range of U enroll (or U D in the notation of section 2) consistent with the MTE estimator that is chosen [in this case (0, 1)]. Shaded error bands corresponding with a 95% confidence interval are also plotted, as is a dashed line for the ATE as a reference point. The estimated MTE in our example is decreasing in U enroll , reflecting that the marginal return to education is increasing in the propensity of an individual to enroll in a postsecondary school. Our estimates range from a return of slightly more than 100% for individuals with the highest propensities for enrollment to roughly −50% for those with propensity scores near 0. The magnitude of the MTE results is consistent with our calibration of Σ (see appendix).
Parametric polynomial
The parametric polynomial version of the MTE from section 2.2 is obtained by specifying the desired degree of the propensity score used in estimating the expectation of log wages conditional on the propensity score. A link function other than probit may be specified. The example output below assumes a logit link function (estimation results not shown) and a fourth-order polynomial expansion of the propensity score. These options are not mutually exclusive: specifying an alternative to probit necessitates using a polynomial expansion of the propensity score.
The generalized Roy model is again fit in two stages: a first-stage logit regression to obtain the propensity score p, followed by a linear regression of log wages (lwage) on a constant, exp, exp2, momsEdu, and their interactions with p (expXp, exp2Xp, and momsEduXp) along with its polynomial terms (p1, p2, p3, and p4). Estimated coefficients and their standard errors are reported. Both the ATE and MTE are presented as above.
Log wages in this model are estimated to increase in work experience and mother's education, with their marginal effects also increasing in the propensity to have enrolled in a postsecondary school (that is, the coefficients on expXp and momsEduXp are both greater than 0). The fitted model also exhibits selection on unobservables and returns, because the linear and higher-order polynomial expansion terms of the propensity score are jointly statistically significant.
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This estimator performs almost as well as the parametric normal estimator at estimating the average and marginal returns to education in our example (see appendix). In the next section, we examine whether the reverse is true when the error structure of the model is nonnormal.
. margte lwage exp exp2 momsEdu, treatment(enroll momsEdu distCol) polynomial(4) > link(logit) noplot (running parametric_polynomial on estimation sample) Bootstrap replications (50) 8. Tests such as this one for essential heterogeneity are discussed in Heckman, Schmierer, and Urzua (2010).
Semiparametric LIV and polynomial
A semiparametric version of the generalized Roy model proceeds by specifying the option semiparametric. This fits the model with the LIV procedure described in section 2.3. If left unspecified, margte uses the default kernel and ROT bandwidth of lpoly. We allow for separate bandwidths to be specified for the local linear regressions used in estimation of the MTE with the options xbwidth() and ybwidth(). Specifying the option ybwidth() also determines the bandwidth used in the local polynomial regression estimated by locpoly2. 9 Only one kernel can be specified.
. margte lwage exp exp2 momsEdu, treatment(enroll momsEdu distCol) > semiparametric xbwidth( .01) The table output for this model resembles that for the parametric polynomial model. Regression coefficients and normal-based bootstrap standard errors are presented for the independent variables and their interactions with the propensity score. Advanced options of margte are available that instead allow for percentile as well as bias-corrected and accelerated standard errors. The ATE estimate is displayed at the bottom of the table, while the MTE estimates are again plotted separately in an accompanying figure (not shown).
When estimated using semiparametric methods, MTE is calculated only at values that fall within the common support of the first-stage estimates of the propensity score, shown graphically in figure 2. We recommend using this chart as a guide to gauging the reliability of MTE estimates over the range of values for U D . Although the MTE is plotted as long as positive frequencies of treated and untreated cases exist, these frequencies often will be small and the MTE results should be appropriately discounted.
9. We highly recommend testing the sensitivity of the MTE estimates produced by margte to different choices for both bandwidths. . margte lwage exp exp2 momsEdu, treatment(enroll momsEdu distCol) > semiparametric polynomial (4) By further specifying a degree for the polynomial expansion of the propensity score, we arrive at the final estimator of the MTE. Our semiparametric estimates for this example are in line with their true values (see appendix), exhibiting both selection on unobservables and selection on returns. In the next section, we demonstrate the impact that a limited common support can have on the reliability of semiparametric estimates of MTE.
Monte Carlo simulation
In this section, we evaluate our four MTE estimators with Monte Carlo simulation techniques. We draw 5,000 different random samples, each with 5,000 observations, from the generalized Roy model according to the example of section 4. Using the options of margte dgps, we specify both the model's assumed error structure (normal versus nonnormal) and which of the four MTE estimators to apply to each random sample. To approximate a nonnormal error structure, we simulate data for the conditional expectation of log wages by using a polynomial of degree 4 in the propensity score.
The tables in the appendix report the actual values of the generalized Roy model's parameters along with the sample mean and standard deviations of their estimates. Bias can be assessed in the tables by comparing the sample mean and actual values, while the standard deviations are equivalent to the root mean squared error between the actual and estimated values. All four estimators produce unbiased estimates of the parameters when the simulated data have a normal error structure, except where the common support is limited in our example (that is, in the upper and lower tails of the distribution of the propensity score).
The parametric normal MTE estimator provides the best fit of the simulated data with a normal error structure (that is, the lowest sample standard deviations).
10 In contrast, it performs poorly in terms of bias when the error structure is nonnormal. Each of the other three MTE estimators are unbiased in this case; but the more semiparametric the method of estimation, the less precise the estimates tend to be.
To gauge the potential reliability of margte in real-world situations, we use the additional options of margte dgps to modify the data-generating process to break certain identifying assumptions. To assess the impact of using an invalid instrument, we make the distance-to-college variable a direct function of the model's unobservables for one-third of the population. To test the effect of a limited common support for the propensity score, we reduce the magnitude of the coefficients on the observables in the treatment equation by 75%. Finally, we examine the result of reducing the sample size from 5,000 to 500 observations. Figure 3 plots the sample mean of the MTE estimates for the parametric normal and semiparametric LIV estimators against their true values using our normally distributed simulated data with an invalid instrument. Neither MTE estimator produces an unbiased 10. Parametric normal MTE estimates calculated using the maximum likelihood routine of movestay are also unbiased with slightly smaller sample standard deviations.
estimate of the MTE in figure 3 except in a small region around the ATE (that is, U D = 0.5). The MTE estimates are also now increasing in U D , that is, decreasing in the propensity score, because of the positive correlation induced between the instrument distCol and u 0 . The example highlights the crucial role played by the propensity score in the identification of the MTE so that its misspecification is a first-order concern regardless of whether parametric or semiparametric methods are used by margte. Figure 4 plots the sample mean of the MTE estimates of the parametric polynomial and semiparametric LIV estimators using our normally distributed simulated data with a limited common support for the propensity score. The range of values [0.3, 0.7] for U D with a well-defined common support in this example is typical of many empirical applications of MTE methods. Within this range, both estimators are unbiased. Outside this range, however, both suffer from a lack of identification, although the parametric polynomial estimator is not as imprecise because it retains some identification from its parametric restrictions. Figure 4 also highlights the importance of examining the common support figure produced by margte whenever semiparametric estimation methods are used. Although positive frequencies of treated and untreated cases exist in this example at several values of U D above 0.7 and below 0.3, they are often very small. This will have an effect on both the bias and the variance of the estimates. The same can be said for the variance of the estimates with small sample sizes, regardless of the estimator. Figure 5 plots 95% confidence intervals based on the sample standard deviation of the parametric normal MTE estimates in figure 3 with observation sizes of 500 and 5,000. 
Summary
MTEs are quickly becoming a part of the toolkit for applied econometricians. The methods described here have been extended to include multinomial treatments and discrete instruments among other things.
11 They offer a convenient way to characterize the impact of a treatment that varies within a population in correlation with unobserved characteristics, and they serve as a reference point for conventional estimates of ATEs.
The margte command makes it possible to estimate both parametrically and semiparametrically ATEs and MTEs given a binary treatment and continuous outcome within the framework of the generalized Roy model. By nesting the existing Stata command etregress and the movestay command of Lokshin and Sajaia (2004) in its options, margte can also be used to produce two-step consistent and maximum likelihood estimates of traditional selection models for comparison and evaluation.
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Through a Monte Carlo simulation, we described the bias and variance properties of the four estimators supported by margte. All four produce unbiased estimates of ATE and MTE when the model for the propensity score is well specified and the range of values for the selection probability into treatment is well defined for both treated and untreated individuals. Parametric estimators do so with greater precision when the generalized Roy model is jointly normally distributed. When the joint distribution of the generalized Roy model is nonnormal, however, semiparametric estimators offer distinct advantages for both bias and variance. Table 1 lists the actual values of the parameters of the generalized Roy model used to simulate the multivariate normally distributed data discussed in sections 4 and 5 by specifying the option model(pnorm) of margte dgps. It also reports the sample mean and standard deviation (in parentheses) of the estimates of these parameters across all 5,000 random samples, as described in section 5. Table 2 lists the actual values of the parameters of the generalized Roy model used to simulate the nonnormally distributed data in section 5 by specifying the option dgp(poly) of margte dgps. It also reports the sample mean and standard deviation of the estimates of these parameters across all 5,000 random samples, as described in section 5.
A Appendix
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As an additional robustness check, we replicated the results in Heckman, Urzua, and Vytlacil (2006b) by using the margte command and the data that are available at http://jenni.uchicago.edu/underiv. The results of this exercise may be obtained from the authors upon request.
13. To compare the LIV estimator with the other polynomial estimators, we use margte's degree() option to specify that a fourth-order polynomial expansion be used in the nonparametric regression of Y on K(p). 
