Abstract. We investigate extensions of the classical Marcinkiewicz-Zygmund inequality to non-uniform grids. Then we show how this inequality can be used to characterize Besov spaces on the torus by means of approximation by corresponding interpolatory polynomials. One of these characterizations can be applied to the construction of unconditional Schauder bases.
Introduction
The goal of the paper consists in an extension of the Marcinkiewicz-Zygmund inequality to the case of non-uniform distributed knots. Based on this generalization we investigate the rate of convergence of corresponding trigonometric interpolation operators. In a certain sense these results may be understood as some sort of robustness of approximation by interpolatory trigonometric polynomials. Using an appropriate characterization of the periodic Besov spaces B q we construct unconditional bases for B based on these interpolation operators. These bases do not fit in the scheme of wavelet bases; however, they are in the wavelet-spirit.
The paper is organized as follows. In Section 2 we deal with Marcinkiewicz-Zygmund type inequalities with respect to non-uniform grids. In the next Section 3 we describe consequences for approximation properties of corresponding sequences of interpolatory trigonometric polynomials. Section 4 is devoted to the construction of unconditional bases in Besov spaces. Here we use the fundamental functions of interpolation with respect to certain non-uniform grids. Finally, in Section 5 we investigate some examples. 
Marcinkiewicz-Zygmund type inequalities for non-uniform grids
Classically one deals with the set of equally distributed knots 2irk Xnk =(k0,1,...,2n).
( 1)
2n + 1
Then the Marcinkiewicz-Zygmund inequality may be stated as follows. Let ITfl(xflk)I P) ( 2) holds for all trigonometric polynomials T of degree at most n and all non-negative integers n. Here we are asking for conditions on a matrix Y = { ynk}> o , where 0< k< 2 0 5 YnO <y,, < ... Yn2n <2ir holds for all n (but the knots Ynk need not be equally distributed), such that corresponding inequalities are valid without supposing (1) .
We start with some notations. For brevity we shall make use of
As usual, L,, denotes the set of all complex-valued Lebesgue-measurable functions which are p-th power integrable, equipped with the norm
By C we mean the set of 2w-periodic continuous functions. Further, N denotes the set of natural numbers, No the set of natural numbers including zero, R is used for the real line, and C for the complex plane. The symbol [xj is used to denote the integer part of a real number x E R.
There are various ways to attack an extension of (2). First we deal with the left part of (2) ; that means we are asking for the existence of some constant C,, such that (3) holds for all trigonometric polynomials of degree at most n and under certain conditions on the matrix Y.
O<y-z<6
Then the estimate
holds true for all trigonometric polynomials Tn of degree at most n. Here C, is the constant which appears in the inequality Proof. We have
The estimate is finished by applying (6), which may be found in [16: Theorem 33.51 1 Remark 1. We do not have exact values of the constant C,,, even we do not know, whether it depends on p (the proof of (6) in [16: Subsection 3.3.51 makes use of some maximal inequalities, which is probably not an appropriate way for selecting a "good" constant). Based on a particular identity for trigonometric polynomials (cf. [141), we only have a bound for C,,: it holds 2 17 c^(_) (---+ log 3).
7r 4
We are not interested in situations where more than two knots are coming close to each other.-So we require an additional regularity condition to the admissible matrices. We always assume that the matrix Y is a weakly disturbed version of the matrix X = {Xnk} (cf. (1) (5) is true with the constant C,, appearing in (6).
Theorem 2. Let 1 <p < oo . Let (10) ap=AC.
Here A,, and C,, are the constants taken from (2) and (6) 
(n E N) and 7r
and IIT I L,,II = 11 sin yIL,,II.
On the rate of convergence of trigonometric interpolation and periodic Besov spaces
Our aim is to study the rate of convergence of interpolatory polynomials in dependence of the regularity of the approximated function. It turns out that the correct classes to do this are the periodic Besov spaces. Therefore we start with a short description of their properties. and D,' denote the set of all complex-valued, 27r-periodic, and infinitely differentiable functions and its dual space, respectively. Furthermore, we put --
!).
Then any f E D 71! can be represented by its Fourier series
( convergence n D,').
k EZ
To introduce Besov spaces we need a smooth decomposition of unity. Therefore, let be an infinitely differentiable function satisfying
Next we put WOW = OW
ç(x) = 1 (2'x) (e 2 2).
Hence, we have
for all xER.
Definition 2. Let 1 p oo, 0 < q : and s E R. Then we put
(q < c) and Let us recall the well-known characterization of Bp 3q based on best approximation:
where the infinum is taken over all trigonometric polynomials of degree at most n. 
Moreover,
As it is also well-known one can replace E(f, L) by the error of some concrete approximation processes, e.g. de la Vallée-Poussin means. For us it will be sufficient to consider the following modified version of those means. Let /' be the function defined in (13). Then we put is almost regular of order a < a7, (cf. (9)).
Of course, if the matrix satisfies the regularity condition (R, ,,), then we have the equivalence of the discrete norm iI T i Y , p II and the continuous norm iJ T I L7 ,Ii on each level n and the corresponding constants do not depend on n (as before, if Y is a given matrix, then 1',, denotes its n-th row).
To such a given matrix Y and to any periodic function (17) holds for all f E B,' 1 and all n E No Proof. Let b be the function defined in (13), fip t ) t the corresponding smooth decomposition of unity from (14) , and bf the de la Vallée-Poussin means introduced in (15) For convenience we introduce the abbreviation
£r-I CO 1: 
and finally
where C does not depend on Y, Z, I and n. By a Fourier multiplier assertion we know for some constant c' independent of n and f I 
Proof.
Step 1: First we show the finiteness of (24) - (26) if I E B q . We employ similar techniques as in the proof of Theorem 3. In view of the splitting in (18) and Proposition 2 for the finiteness of (24) it will be sufficient to deal with because of s > . By the above argument that proves finiteness of (24). The corresponding estimates in the cases (25) and (26) can be derived completely analoguous.
Step 2: If (24) or (25) is finite, then for I E C it follows I E Bp 5 q by means of the characterization of Besov spaces given in Proposition 1.
Step 3: Let f E C. Suppose that the expression in (26) 
1)
because of s > 0. The proof is complete I Remark 10. We proved a little bit more than stated. In addition we showed that the expressions in (24) -(26) form equivalent quasi-norms in Bq.
Unconditional Schauder bases in Bq
There are several different approaches to construct unconditional Schauder bases in function spaces. After the break-through contributions of Ciesielski and collaborators, cf. e.g. [1] and [2] , in case of Sobolev spaces those problems were extensively investigated. What concerns Besov spaces we refer to Ropela [13] and Oswald [9] for unconditional spline bases in B q ([O, 1]) (non-periodic case), Peetre [10] , Triebel [21] and Sickel [18] for unconditional bases of analytic functions in B q (R), Lizorkin [4] , Orlovskij [7] and Schmeisser [15] for unconditional bases consisting of trigonometric polynomials for (generalized) periodic Besov spaces on the n-torus, or Meyer's book [5] for wavelet bases of several types.
Our approach is motivated by formula (26) and is similar to wavelet-techniques. For this we need to supplement our conditions on the matrices Y. In view of (26) it will be sufficient for us to consider submatrices. The corresponding interpolatory polynomials we denote by
If (Y, d) satisfies the mesh refinement condition (M), we have
Here k e W, 1 \ W, is used as an abbreviation instead of w(fl+I)k e W 41 \ W,.
Because of IWn I = 24 + 1 we have IWn+i \ W, 
2(4+i -4). We introduce the functions
is valid for every f e C and each sequence {d} 0 of strictly increasing non-negative integers. Second, we take into account the following equivalent characterization of periodic Besov spaces. Therefore, instead of the decomposition of unity defined in (14) we could take also systems J^p t }00 0 satisfying the following conditions: 
Moreover, IIfIB q II* yields an equivalent quasi-norm in B q (cf. [3] or [20] for details in the non-periodic case). -Having these properties established then one could follow the proof of Theorem 4 step by step ending up with the following generalization. 
unconditionality is implied by Theorem 5. From that uniqueness of the representation in (33) becomes obvious (cf. also the following remark, in particular (36)) I Remark 11. Again we have proved more than stated. If f E C is given by
yields an equivalent quasi-norm on B q . Here 5 is the number for which d satisfies (31).
Taking into account There Enk E 10, 1) can be chosen arbitrarily. The only requirement with respect to 7nk consists in Ynk E N. To obtain the regularity of a corresponding matrix we need to have
Let r E N. Having this condition at hand we get If such a situation occurs, we include also W(n+r) (kP) in our knot sequence of level n + r. By an appropriate counting this modified sequence, now denoted by V(n+r) k, also satisfies 27r(k-a)
27r(k+a)
n .j i <V(n.r)k ^ , -n+r r i
£.Un+r
Hence, the above construction leads to a family of matrices Vt = {vk},k satisfying the conditions (R..) and (M) and being different from the "regular" case Wt.
Remark 12.
The above examples show that there exist matrices V and sequences d satisfying the conditions of Theorem 6. Hoewever, of interest would be a more general stability result corresponding to the regular cases W t (cf. (38)).
