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Discovering contextual tags from product review using semantic relatedness
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In the design community, while a number of studies that have focused on studying product reviews in various design
analysis perspectives, contextual annotation of identiﬁed terms (e.g. product features) has not been fully explored. This
paper proposed a learnable approach towards discovering contextual tags from product reviews. A ranking algorithm,
FacetRank, is proposed to rank important key terms along with an approach to discover contextual annotation of the
terms from review documents. The evaluation of our proposal is performed using two annotated corpus to examine our
algorithm’s contextual tagging performance. A case study using a small collection of laptop reviews is also reported to
showcase how our algorithm can be applied towards product feature understanding and multi-faceted product ontology
development. Finally, we conclude this paper with some indications for future work.
Keywords: product design; contextual annotation; product online review; semantic relatedness
1. Introduction
Nowadays, the rapid development of Internet technolo-
gies and the advent of Web 2.0 applications, such as
online forums, e-commerce portals, and blogs have
allowed Internet users to easily share their views online.
From a product user perspective, it has become a com-
mon scene for customers to write reviews related to their
feature preferences, views, or actual user experience
associated with a product. Whether the opinions come
from an average customer or from a professional user
point of view, the availability of these reviews has pre-
sented huge potential for mining useful product informa-
tion. However, due to the sheer amount of product
reviews available in various distributed sources, it is not
possible for product designers to gather and analyze all
of these reviews manually. Thus, automated processing
of reviews is a more feasible and practical approach
towards mining interesting patterns from these reviews.
Previously, there are a number of studies that focused
on analyzing product reviews. Works in the area of opin-
ion mining or sentiment analysis [7,16], product review
summarization [12,32], and determining design review
helpfulness [9] are among the notable ones. While most
of the current works emphasized on identifying semantic
orientation of reviews towards certain product feature or
generating review summary according to elicited topical
words, a common task in these works involves identifying
the key terms from documents. However, contextual
annotation of key terms, i.e. the task of discovering
descriptive tags for these identiﬁed terms, has not been
fully explored. Technically, a key term usually represents
salient product feature identiﬁed from review and its
contextual annotation provide more information on the
feature under various facet, such as preferences, emotions,
or usage experience. For instance, in reviews about
camera, contextual annotation enables the suggestion of
related product features (e.g. “lens”, “focus”) with topical
word of interest (“picture quality”), or discovery of other
contextually similar product features (“video recording”).
For product designers, this allows better understanding of
component associations, usage experience, emotions, etc.
from various customer or professional viewpoints.
Realizing the beneﬁts of contextual product informa-
tion, the research issue is as follows: how can we auto-
matically learn relevant, contextual tags that correspond
to a query from a collection of product reviews? To the
best of our knowledge, there are relatively few studies
that have explored on contextual tags discovery and par-
ticularly, on how its application can beneﬁt the design
community. Technically, we are interested to study how
to generate meaningful related annotations, given a term,
from multiple review documents where each document
may describe multiple context of a product. In this paper,
we propose an approach to automatically learn contex-
tual tags from a collection of product review using
semantic relatedness. Using this feature, an iterative
ranking approach, FacetRank, is proposed for contextual
discovery of tags from review documents. The rest of
this paper is discussed as follows: Section 2 presents the
current state of research in product review mining, key
term extraction and annotation of key terms followed by
a summary of issues. Section 3 describes our proposal of
discovering contextual tags from product documents, fol-
lowed by evaluation of our approach using two anno-
tated corpus in Section 4. In Section 5, we present a
case study using a small corpus of laptop reviews and
discuss some potential applications, and ﬁnally Section 6
concludes our work with further discussions.
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2. Related work
2.1. Review analysis for product design
Product review is an increasingly valuable user-generated
content towards product designers for various purposes
5 of understanding customer concerns, rectifying product
issues, etc. Unfortunately, the rapid growth of online cus-
tomer reviews hinders the possibility of manual process-
ing. Automated processing tasks of these reviews, on the
other hand, is non-trivial due to the inherent features of
10 product reviews, such as heterogeneous descriptions, dis-
tributed locations, and language ambiguity [14]. In the
past several years, automated parsing and analysis of
online reviews have received notable attention in major
research forums, such as SIGKDD and SIGIR [67].
15 These works focused mainly in sentiment analysis, either
positive- or negative-oriented descriptions, that are
related to various product features.
In relation, the application of mined information from
review documents towards product design has just
20 gained considerable attention in more recent years. From
literature, among the notable ones are: Lee [11]
attempted a hierarchical, two-staged process that includes
association rules for assessing changing user needs based
on online reviews. Loh et al. [16] proposed a hybrid
25 opinion extraction framework that extracts features and
predict semantic orientation of expressed opinions from
free text. Ling et al. [12], attempted the issue of generat-
ing multi-faceted semantic overviews of arbitrary topics
in a text collection for a query term. Their work focused
30 on generating faceted models using a few user-supplied
keywords that describe user-interested facets (e.g. cost).
Zhan et al. [32] proposed an approach to automatically
summarize multiple customer reviews based on their
internal topic structure. Final summary of multiple
35 reviews is then created using the topic structure that is
ranked according to importance. Jin and Liu [9] studied
the quality of product reviews and the correlation
between the ratings by customers and those by designers
in order to determine review helpfulness.
40 2.2. Review analysis for product design
A term refers to either a word (i.e. single word) or a
phrase that captures the main topics discussed in a docu-
ment [23]. While the word “keyphrase” is widely used
in literature to indicate a salient phrase or a word, this
45 study uses “key term” to avoid this confusion. In litera-
ture, the process of key term extraction is performed in
two steps: candidate term extraction and key term selec-
tion. The ﬁrst task aims to extract a list of potential
terms. In the second task, signiﬁcant candidates are
50 selected based on certain document features. Generally,
key term extraction can be viewed based on their learn-
ing approaches: supervised and unsupervised. Supervised
approaches require labeled terms to train classiﬁers in
order to correctly tag unseen or new key terms. Among
55the studies using supervised approaches are GenEx [27],
Kea [29], Nguyen and Kan [23], and Maui [18]. These
studies have applied a number of features, such as term
frequency (TF), inverse term frequency (IDF), and posi-
tion of ﬁrst occurrence from a small collection of labeled
60key terms for classiﬁer training. Unsupervised
approaches, on the other hand, do not require training
corpora. In comparison, unsupervised approaches
adopted strategies, such as POS tagging [20,30] and
shallow parsing [3] to improve the quality of terms
65extracted.
For key terms selection, majority of the supervised
approaches use probabilistic classiﬁer such as the Naïve-
Bayes classiﬁer to perform selection of key terms. While
the number of features considered for training classiﬁers
70differ among the studies reviewed, features that are com-
monly considered consist of document-related features
(e.g. TF × IDF), corpora-related features (e.g. keyphrase-
ness), and measures of semantic relatedness (e.g. co-
occurrence). It is noted that a combination of these mul-
75tiple features can improve the identiﬁcation of key terms
[18]. In contrast, unsupervised approaches use similar
features that are formulated using a scoring or ranking
function, e.g. frequency-based weighted score [3] and
corpus-based scoring method by Wu et al. [30]. Mihalcea
80and Tarau [20] proposed TextRank, an iterative ranking
algorithm based on PageRank [4] using co-occurrence
statistics between words.
2.3. Annotation of key term
The aim of annotating key terms is to discover contex-
85tual and meaningful description of a key term and its
relationship with other key terms. One of the approaches
to tackle this issue is through statistical approaches. Pre-
viously, researchers have deployed techniques, such as
closed frequent patterns [24] or maximal frequent
90sequences [1] in order to highly summarize similar key
term patterns into a general pattern that provides better
information beyond word support. Another stream of
researchers have tried document summarization tech-
niques [10,31] in order to discover meaningful topical
95phrases that describe a document. While these methods
can successfully reduce the redundancy of key terms
extracted and present to users only the meaningful ones,
the further annotation of key terms is still very much
limited to statistical information (e.g. support, signiﬁ-
100cance) and not meaningful key terms that are semanti-
cally related. In order to annotate meaningful key terms
with semantically related terms, another approach is to
use pre-deﬁned controlled vocabulary list, such as Word-
Net [21] or some other domain-speciﬁc thesauri. Under
105this perspective, this issue can be viewed as a problem
of term or category assignment. Example of related stud-
ies in term assignment are medical text indexer [2] and
medical vocabulary-based topic generation [17] that
emphasize on terms matching. One of the drawbacks of
2 S.C.J. Lim et al.
TJCI 895966 CE: AS QA: JV
27 February 2014 Coll: QC:Initial
5 this approach is that building and maintaining a domain-
speciﬁc controlled vocabulary requires considerable
amount of efforts and often are limited to certain
domain. Another disadvantage lies in the need to prepare
large training sets for machine learning-based matching
10 (e.g. classiﬁcation), which limits its effectiveness over
untrained key terms. Realizing this limitation, later
studies [18] have applied open-domain corpus such as
Wikipedia. Wikipedia provides a better solution as a
user-contributed source of domain terminology that is
15 collaboratively maintained. While open-domain data such
as Wikipedia may be a better option, it is only often
restricted to known examples and may not be applicable
for new entry of key terms.
2.4. Summary of literatures
20 From our literature survey, current works in product
design domain are mainly focused on identifying senti-
ment of reviews towards certain product feature and
review summarization. Among these studies, identifying
salient product features or topical words automatically
25 from product review collections is a common processing
task regardless of the analysis perspective. In the techni-
cal perspective of key term extraction, the main disad-
vantage of supervised approaches is the requirement of
labeled training examples, which are not always avail-
30 able in practice. While the inclusion of several additional
new features can be helpful for training better classiﬁers,
the issue lies in the best mix of these features where it
can be corpus dependant. On the other hand, unsuper-
vised approaches are independent of the features of a
35 particular document set and can be applied even without
training data-set. This feature provides greater ﬂexibility
over supervised approaches. However, unsupervised
approaches also often produce ill-formed key terms with-
out signiﬁcant meanings.
40 In general, we observed that the issue of contextual
annotation of identiﬁed tags has not been fully investi-
gated. To the best of the author’s knowledge, Mei et al.
[19] is the ﬁrst research group that has formally addressed
the issue of semantic annotation of frequent patterns.
45 They proposed a framework and dictionary analogy
where semantic annotation of a frequent pattern consists
of context models, a set of representative transactions and
a set of semantically similar pattern. For studies related to
product reviews, works by Ling et al. [12] on generating
50 faceted overview of topical words in review is a closer
example. Nevertheless, similar to the outcome by Zhan
et al. [32], their work is more focused on generating a
summarized form of review and not contextually related
term associations that is intended in this study.
55 In this paper, we proposed an approach towards
discovering contextual annotations that are relevant to a
term. An unsupervised key term extraction approach
that utilizes semantic relatedness information of
domain-speciﬁc corpus is preferred while avoiding the
60requirement of training examples. The idea is key term
extraction of a document using its own semantic
relatedness feature. Based on this feature, a suitable
ranking approach is proposed to determine important
key terms. For semantic tags discovery for key terms,
65the dictionary analogy as proposed by Mei et al. [19]
is adopted. We attempt to generate contextual tags for a
key term using similar analogy through building
contextual/faceted model for the key term and retrieve
contextual tags through comparing faceted models of
70potential key terms.
3. Discovering contextual tags from product reviews
This section details our proposal for discovering contex-
tual tags from product reviews using semantic related-
ness. Semantic relatedness generally refers to the degree
75to which a given pair of terms is related. Computation-
ally, a semantic relatedness measure serves as a feature
metric to indicate the strength of these relationships
bonding. There are various semantic relatedness mea-
sures that have been proposed, from statistical-based co-
80occurrence [22] and mutual information [5] of terms to
hierarchy-based information content [26] and features
matching [28]. In this study, the strength of semantic
relatedness is deﬁned using pointwise mutual information
(PMI) [5], a commonly used metric in information the-
85ory to measure the strength of association between two
terms based on co-occurrence probability. An assumption
is made where candidate terms that occur together are
semantically associated. The formula for calculating PMI
between terms is indicated in Equation (1), where t rep-
90resents a candidate term.
PMIðt1; t2Þ ¼ log Prðt1; t2ÞPrðt1Þ  Prðt2Þ (1)
Using PMI measures, a suitable ranking algorithm is
required to judge the importance of each term based on
these associations. In this study, the ranking problem is
95modeled using a graph-based ranking algorithm that is
adapted from the PageRank algorithm, originally intro-
duced by Brin and Page [4]. The original PageRank is
modiﬁed to form FacetRank (FR), a ranking algorithm
using semantic relatedness between terms as in Equation
100(2). PMI measure in our context is non-directed. Thus,
in(V) and out(V) are similar representations of undirected
term associations. The parameter d in Equation (2) is a
damping factor that is usually set at 0.85[4].
FRðViÞ ¼ ð1 dÞ þ d 
X
Vj2inðViÞ
PMIi;j  FRðVjÞP
Vk2outðVjÞ PMIj;k
(2)
105
3.1. Key terms extraction
Key terms extraction can be divided into two sub-tasks:
candidate term extraction and key term selection. In this
Journal of Industrial and Production Engineering 3
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study, candidate term extraction process follows the pre-
5 processing steps as proposed in Kea algorithm [29]. The
use of linguistic features, e.g. POS tagging and shallow
parsing, is not considered in this study despite its popu-
larity in unsupervised approaches. This approach is taken
to avoid the use of extra tagging and selection process
10 (which slows down the overall performance, especially
on large, heterogeneous product review documents) and
the use of speciﬁc linguistic corpus for shallow parsing.
For Kea algorithm, pre-processing steps are simple
and heuristic-based, enabling a faster pre-processing pro-
15 cess. The pre-processing steps start with input cleaning,
where texts are tokenized with several text modiﬁcations
(e.g. apostrophes removal, phrase boundaries identiﬁca-
tion, etc.). Three simple but effective heuristic rules [29]
are applied:
20
(i) Candidate phrases are limited to a certain max-
imum length (usually three words).
(ii) Candidate phrases cannot propose names (i.e.
25 single words that only ever appear with an ini-
tial capital).
(iii) Candidate phrases cannot begin or end with a
stop-word.
The stop-word list used in this study contains 425
30 words in nine syntactic classes (e.g. conjunctions, arti-
cles, particles, etc.) similar to the one used in Witten
et al. [29]. Candidate terms are case-folded (i.e. to lower
case) and stemmed using Porter stemmer [25] to discard
any sufﬁxes. The original form of candidate terms, how-
35 ever, is still retained for presentation purpose. Stemming
is applied for comparison between candidate key terms
and actual gold standard matching during evaluation.
Candidate terms are then ranked using FacetRank for
key terms selection. Statistical-based semantic relatedness
40 metric in this study provides a ﬂexible approach towards
key terms extraction using different semantic relatedness
information. The overall key terms extraction process is
illustrated in (Figure 1).
3.2. Contextual annotation of key terms
45 Upon the selection of candidate key terms, the next task
is to generate contextual annotations of a key term. In a
single document, different combination of terms can sug-
gest different facets of interest. A facet can be referred
to as a speciﬁc point of view that is of interest to a user
50 regarding a domain of consideration. For instance, for
product review documents that describe a digital camera
model, possible product features extracted from this doc-
ument can be “ﬂash,” “lens,” “image quality,” “image
processor,” “auto focus,” and “intelligent lighting.”
55 Under the product component context, the entities
“ﬂash,” “lens,” and “image processor” represent the gen-
eric camera components; function wise, the phrase “auto
focus” represents a camera function that is associated
with “lens;” from a professional photographer’s perspec-
60tive, “image quality” can be associated with both “image
processor” and “lens.” This is as illustrated in (Figure 2).
The aim of our contextual annotation is to discover
all these possible associations. In this study, we suggest
associations at smaller granularity of sentence level where
65we assumed that key terms contained in a sentence are
semantically associated and describe a particular facet. As
shown in (Figure 2), such a group of key terms corre-
sponding to original document sentences is named entity
set (ES). The algorithm for generating ES is as shown in
70(Table 1(a)). The algorithm produces a collection of
entity set, ES by comparing each extracted entity, e 2 E
with every sentence in a document, d 2D. Using Facet-
Rank, each key term that is contained in an es is itera-
tively ranked. Ranked ES is named as faceted unit (FU),
75the basic building block of faceted modeling that
describes an entry key term. For a FU, the highest ranked
term is selected as faceted indicator, a representative key
term that indicates the facet of an FU. In order to reduce
redundant FUs, clustering is performed to aggregate simi-
80lar FUs together. Hierarchical agglomerative clustering
(HAC) [8] is proposed for this purpose with algorithm as
shown in (Table 1(b)). For this, similarity between two
FUs is determined using Euclidean distance measure.
From Equation (3), note that fi and gi are faceted rank
85values for common key terms. For uncommon key terms,
one of the values of either fi or gi is assigned zero. For
similarity between clusters, single-linkage scheme is used
where distance between two cluster pairs is the smallest
distance between two FUs in both clusters. A maximum
90of two-faceted indicators from each representative fu are
aggregated as a cluster’s concepts.
dðfu1; fu2Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
i¼1
ðfi  giÞ2
s
(3)
For contextual annotation, given a term t, the task of
95annotation is the process of selecting representative FUs
where t occurs at least once in the sentences correspond-
ing to the FUs. Once related FUs are selected, the corre-
sponding faceted indicators of these FUs are identiﬁed to
determine faceted weight, a measure for strength of asso-
100ciation between t and related faceted indicators. In this
study, PMI is used as faceted weight. Consequently, a
faceted model for a term is deﬁned via faceted indicator
with corresponding faceted weights. Contextual annota-
tion for the term consists of faceted indicators, associated
105sentences, and other related terms that have similar fac-
eted models with that of the term’s. In this case, related
terms can be an important terminology pre-determined by
user or few important top key terms from each document.
For comparison, Let FMt1 and FMt2 denote the two fac-
110eted models for query terms t1 and t2, respectively. The
two query terms are associated if the difference or dis-
tance between their faceted models, diff(FMt1, FMt2) ≤ k,
where k is a user deﬁned threshold value. While there are
4 S.C.J. Lim et al.
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a number of different similarities or distance measures
5 that can be applied, the simplest Euclidean distance is
applied in this study that only considers partial matches
(i.e. only common key terms are considered).
4. Performance evaluation
4.1. Key terms extraction
10 In order to evaluate the effectiveness of key terms
extraction, the use of annotated corpus is essential.
While there are a number of corpus choices for evalua-
tion purpose, we are looking for an annotated corpus
that involves more than one human tagger in assigning
15 key terms. This is essential as key terms assigned by
single human tagger may introduce biases. This issue
can be mitigated via the involvement of a number of
human taggers, where the most representative key terms
for a document can be determined via mutually agreed
20key terms. For such a purpose, an annotated corpus,
CiteULike-180 [18] is selected for evaluation purpose.
CiteULike-180 is a collaboratively tagged corpus, con-
sisting of 180 publicly available documents with 332
human taggers from citeulike.org, and a bookmarking
25service for scholarly papers. According to the original
authors, the corpus contains 946 tags that are agreed at
least by two human taggers, resulting in accurate tag
sets that contain an average of ﬁve tags per document.
Following the methodology by Medelyan [18], the
30ground truth for a document in CiteULike-180 consists
of at least three tags on which two users have agreed.
In overall, there are on average ﬁve such tags per doc-
ument. A selected key term is considered “correct” if it
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Figure 1. Overview of key term extraction process using FacetRank.
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Figure 2. Faceted associations at sentence level.
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matches one of the ground truth tags after stemming.
5 We have used standard performance metrics, namely
precision (Equation (4)), recall (Equation (5)), and
F-measure (Equation (6)) for evaluation. For this study,
F – 1 measure is used (β = 1).
Precision,P ¼ #matched terms
#all extracted terms
(4)
Recall,R ¼ #matched terms
#manually assigned terms
(5)
10
F-Measure,F  b ¼ ð1þ b
2ÞPR
b2P þ R (6)
The FacetRank proposed in this study follows an
unsupervised approach in general. Therefore, only
15 unsupervised key term extraction algorithms will be
compared. Among the unsupervised key term extraction
algorithms, a few have been identiﬁed for comparison:
TextRank [20], Document Proﬁle (DP) Model [15], and
KIP [30]. The details of experimental settings for each
20 algorithm are as indicated in (Table 2).
A summary of evaluation results is given in (Table 3)
with evaluation performed for top ﬁve key terms and top
ten key terms for each algorithm. From the table, it has
been discovered that in general, results using top ﬁve
25 key terms are generally better than top ten ones in terms
of F1 measure. The inclusion of extra key terms helped
to boost recall at the expense of precision. Among the
unsupervised approaches, KIP produces the poorest
results of F-measure at 0.15. The performance results
30 indicate that DP Model with averaged PMI selection
comes second with F-measure at 0.28. FacetRank is
better than DP Model at F – 1 = 0.35. Comparatively,
TextRank produces the best results with F-measure of
0.40. Compared with TF × IDF baseline method, it has
35been discovered that the performance of all unsupervised
approaches are better except for KIP.
Our experimental results show that FacetRank is
good at generating a better variety of salient key terms
that consists of keywords and keyphrases. The drawback,
40however, is slower iterative ranking computation com-
pared to TextRank that uses only single words. TextRank
is able to generate better candidate words that consist of
nouns and adjectives annotated using POS tagging. This
explains the relatively good performance of TextRank
45over FacetRank. In comparison, FacetRank is also able
to generate promising candidate terms using much sim-
pler pre-processing steps and better suited to heteroge-
neous descriptions of review documents. While the use
of morphological analysis, e.g. POS tagging, may
50improve the performance by identifying better candidate
terms through selected POS tags on terms (e.g. nouns
and adjective-noun term pairs), the disadvantage of such
an approach is that POS taggers are only limited to a
few languages. Our results showed that relative good
55results can be obtained by using simple selection heuris-
tics at the expense of computational time.
4.2. Contextual annotation of key term
For evaluation of contextual annotation of key term, we
are unable to ﬁnd any annotated corpus that is specially
60designed for such an evaluation purpose. In order to
judge the effectiveness and quality of annotations, an
annotated and classiﬁed document corpus, Manufacturing
Table 1. Algorithms used for annotation of key terms.
(a) Entity set (ES) generation algorithm (b) HAC clustering algorithm
Input: (i) Original data-set, D of m documents = {d1, d2, d3,…, dm};
(ii) A set of n extracted entities, E = {e1, e2, e3,…, en}
Input: (i) A set of j Faceted Units, FU = {fu1, fu2, fu3,…, fuj}
(ii) Clustering Threshold, k where k~[0,1], t ∈ R
Output: A set of j entity sets, ES = {es1, es2, es3,…, esj} Output: A set of k clusters, C = {c1, c2, c3,…, ck}
01. initialize empty set M, ES, SS 01. initialize empty sets D
02. for each (dα∈D) 02. initialize m clusters c ∈ C, each contains a faceted unit, fu
03. initialize sentence sets SSα= {ss1, ss2, ss3,…, ssn} 03. compute distance set, D where dij = d(ci,cj), dij ∈ D
among set C
04. for each (ssu∈ SSα) 04. ﬁnd initial minimum distance, dmin = argmax D
05. for each (ev ∈ E) 05. while (dmin ≤ k) // clustering starts
06. match ev with ssu 06. select di,j where (i,j) = argmaxi,j D
07. if (ssu contains ev) 07. merge clusters ci and cj into a new cluster cu
08. add ev into matched set, M 08. remove ci and cj from C
09. if (M is not empty) 09. remove di,* = d(ci,*) and dj,* = d(cj,*) from D
10. add M as new entity set, es ∈ ES 10. update C with cu
11. update ES with es 11. foreach cv ≠ cu
12. output ES 12. compute duv = fdist(cu,cv)
13. end 13. update D with duv
14. ﬁnd dmin = min(dij)
15. output C // clusters generated
16. end
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Corpus Version 1 (MCV1) [13] is used. MCV1 is an
archive of 1434 manufacturing-related engineering
5 papers that have been gathered from the Society of
Mechanical Engineers (SME). It combines all engineer-
ing technical papers from SME between year 1998 and
year 2000, classiﬁed into 18 major categories that follow
the ﬁeld classiﬁcation of SME. The goal of evaluation is
10 to manually judge the quality of semantic annotations
and how input terms can be associated with category
labels or classiﬁed manufacturing concepts. For this pur-
pose, a few input terms that exist in document text are
selected randomly. Prior to the evaluation process, pre-
15 processing tasks for MCV1 corpus are performed. ES
are generated using top 15 key terms. Damping factor, d
= 0.85 and iterative ranking threshold at δ = 0.001 are
applied for FacetRank and similar FUs are aggregated in
cluster groups. The distance threshold value used in this
20 study is k = 1.0. Implementation wise, all the essential
information at the document level, such as ﬁle name,
sentence id, FUs, cluster groups, etc. are indexed using
Lucene, a Java-based full-text search application pro-
gramming interface for smoother indexing and retrieval.
25 Faceted model for each main category and sub-category
labels of MCV1 and top four terms (two keywords and
two keyphrases) from each document are built for later
comparison with input query terms.
The results for four input terms for evaluation are
30 selectively shown in (Table 4). Feasible contextual anno-
tations are in a dictionary-like format for various input
terms. From experimental results, it is noted that feasible
faceted models can also be generated for less occurring
key terms, such as the ﬁrst two examples of “automated
35 guided vehicle” and “computer aided manufacturing.”
Based on the available category labels, some interesting
annotations (e.g. “materials handling” for “automated
guided vehicle”) are discovered. Besides category label
associations, other contextually similar terms are also
40extracted. For instance, the terms “control strategy” and
“process planning” actually do not co-occur with “auto-
mated guided vehicle,” but are suggested because their
contexts are similar. Another example is “tool failure”
and “tool condition,” which are feasible annotations to
45“acoustic emission”. Technically, the aforementioned
contextually similar terms are selected because their fac-
eted models are similar to our query term. From our
results, we ﬁnd that in both cases, the annotations are
meaningful suggestions to our example input query term.
505. Case study
In order to illustrate our approach, we have performed a
case study using a small corpus of laptop computers. The
corpus contains a collection of 47 web documents: with
26 documents related to the ThinkPad SL410 series and
5521 documents related to the ThinkPad X200 series. There
are about 8000 words totally, with 1700 unique words in
about 500 sentences for the ThinkPad SL410 data-set.
The ThinkPad X200 data-set consists of about 16,000
words, with about 2800 unique words in about 970 sen-
60tences, which is a bigger data-set. Following the method-
ology for key term extraction using FacetRank as
explained in Section 3, a list of key terms are initially
extracted using FacetRank. ES were generated using top
15 key terms using ES generation algorithm. FacetRank
65was applied to generate FUs from ES that have at least
three entities. As a result, there were about 150 FUs gen-
Table 2. Summary of experimental settings for algorithm in comparison.
Algorithm TextRank DP model KIP FacetRank
Experimental
settings
Undirected Support, s = [2,10] Default settings without pre-
weighted keywords
Damping factor, d = 0.85
Co-occurrence window = 3 Gap, g = [0,27] “1 word – 3 words” selected Iterative ranking
threshold, δ = 0.001
Damping factor, d = 0.85 27 sets of DP
Iterative ranking threshold,
δ = 0.001
Averaged PMI for
evaluation
Table 3. Summary of evaluation results for CiteULike-180 data-set.
Algorithms
Top 5 key terms Top 10 key terms
Pr Rec F−1 Pr Rec F−1
TextRank 0.31 0.54 0.40 0.20 0.67 0.31
FacetRank 0.29 0.46 0.35 0.16 0.52 0.25
DP model + averaged PMI 0.20 0.49 0.28 0.11 0.50 0.18
KIP 0.30 0.10 0.15 0.22 0.14 0.17
TF × IDF baseline [18] 0.14 0.16 0.15 N/A N/A N/A
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erated from the corpus. These FUs were clustered using
cluster distance threshold of k = 1.8, half of the average
distance value between all initial clusters. This is an opti-
5 mal cluster setting value to balance between the number
of single FU clusters and similar FU clusters. As a result
of this setting, a total of 40 clusters are produced. Using
the FUs generated, faceted modeling for a collection of
important key terms (top ten key terms from each docu-
10 ment) were generated. There are about 240 highly impor-
tant key terms with this in regard. Faceted models for
these key terms were generated for later comparison with
query term. (Table 5) shows the contextual annotation
generated for two example queries: “screen” and “busi-
15 ness.” From the table, it has been shown that FacetRank
is able to generate semantically related annotations. For
faceted models, faceted indicators such as “widescreen”
and “12.1 inch” for query term “screen” are informative
to users. For the query term “business,” the faceted indi-
20 cators generated such as “owner,” “user,” and “superb”
are also descriptive. From the results, it is discovered that
a few contextual terms are also annotated, such as “wide
aspect” and “display” for query term “screen;” and “per-
formance” and “travel” for query term “business.” These
25 annotations provide useful indicators of a query term’s
context according to the corpus in consideration.
Contextual tagging learned from product reviews has
a number of potential applications for product design
purposes. In this study, we have applied the annotations
30 generated from Table 5 in design-related ontology devel-
opment. In this aspect, contextual or faceted description
of a term allows an ontologist to learn a key term’s con-
text from multiple domain speciﬁc corpus. (Figure 3)
shows an example of laptop ontology. For laptop, the
35 annotations are useful to deduce the associations
between different input terms and ontological concepts
(e.g. “battery”). Further, the product ontology can be
annotated with product functions, customer experience,
emotions, etc. allowing designers to better understand a
40product from different angles. The realization of these
features are helpful towards reducing the time and
resources needed during ontology development process
where new concept associations can be better discovered
and erroneous annotation can be avoided. Another useful
45application is for contextual information search, retrieval,
and information presentation. Presenting information
contextually (e.g. Table 5) allows designers to have a
better overview of their product query term’s context
and how it is related to other contextually similar terms.
50For instance, in Table 5, the term “business” can be
related to “owner” (user concept), “appeal” (affordance/
“Kansei” words) and “travel” (usage). Such an annota-
tion facilitates better understanding of products as per-
ceived from the user’s perspective. In relation, designers
55can better compare the context of a similar product fea-
ture under different user’s angle (e.g. average user vs.
professionals), or to compare two different products
under the same user’s perspective.
6. Conclusion and future work
60In product design, the availability of vast online product
reviews has presented a great resource for product
designers to elicit useful design-related information. This
paper has presented an approach towards contextual tags
discovery from product review using semantic related-
65ness feature and FacetRank, an iterative ranking
approach. The outcome of evaluation and case study
shows that our approach is feasible in suggesting contex-
tually similar tags towards a given term of interest. Nev-
ertheless, there are a few limitations that are identiﬁed.
70Firstly, a query term needs to occur in the corpus for at
least once. We noticed that there are situations where the
faceted model of an input term only consists of very few
faceted indicators. There are also situations where the
sentence that contain the input term may not have FUs,
75or is associated with very few FUs. In relation, as
Table 4. Evaluation results for contextual annotation of example input query.
Input query (hits) automated guided vehicle (5) acoustic emission (13)
Faceted indicator (Weight) concept (4.5221), high level (2.97), system
(3.4124)
wavelet (7.381), wear (5.2434), sensor
(5.8785), common (4.7029)
Representative sentences concept (4.5221) wavelet (7.381)
… a new automated guided vehicle (agv)
dispatching algorithm based on a bidding
concept…
… a ﬂank wear estimation technique in
turning through wavelet representation of
acoustic emission (ae) signals…
system (3.4124) sensor (5.8785)
… automated guided vehicle system (agvs)
simulation system (agvsimnet)…
… sensor fusion method using both an
acoustic emission (ae) sensor and a built in
force sensor is introduced…
… an automated guided vehicle (agv) is a mobile
robot commonly used to carry loads in material
handling systems (mhs)…
… two different types of sensor, the acoustic
emission (ae) and the power sensor …
Contextual category labels material handling, kanban, ﬂexible manufacturing
system, cad
electric discharge machine, process design,
carbide
Contextually similar terms control strategy, process planning, control macro,
job shop, net model
detect cut, tool failure, tool condition, ﬂank
wear, tool wear
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FacetRank is based on a graph-based iterative ranking
approach, there should be at least three terms in each FU
for importance ranking. Our experimental results show
that this is generally affected by the initial number of
5 selected key terms for FU generation. Strategies such as
adaptive number of key terms according to document
size may improve the situation. Secondly, while the
quality of annotation can certainly be improved by
including greater features, such as information content,
10 an annotated corpus that is speciﬁcally built for evaluat-
ing the quality of contextual annotation is, to the best of
our knowledge, is lacking. In constructing such a corpus,
the overall corpus design, selection of annotated input
terms, inter-consistency of human annotators, etc. are all
15 non-trivial issues. In spite of this, we believe that such a
corpus is important for future studies. Application wise,
we are also interested to see how our proposal can be
realized to actually assist product designers in designing
better products, or novice engineers in better design
20understanding. Thus, user studies are also recommended
for validating the purpose in real-world scenarios.
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Figure 3. An example of laptop ontology.
Journal of Industrial and Production Engineering 9
TJCI 895966 CE: AS QA: JV
27 February 2014 Coll: QC:Initial
Shilong Wang received his BS, MS, and PhD degrees in
Mechanical Engineering from Chongqing University, China, in
1988, 1991, and 1995, respectively. Dr Wang currently is a
5 professor at the School of Mechanical Engineering, Chongqing
University, Chongqing, China. He serves as a director of the
Chinese Journal of Mechanical Engineering. Dr Wang’s
research interests include manufacturing automation, computer
integrated manufacturing, and enterprises informatization.
10 Ying Liu is currently a senior lecturer in the Institute of
Mechanical and Manufacturing Engineering at the School of
Engineering in Cardiff University. He obtained his bachelor
and master both in Mechanical Engineering from Chongqing
University, China in 1998 and 2001, and then MSc and PhD
15 from the Innovation in Manufacturing Systems and Technology
(IMST) program under the Singapore MIT Alliance (SMA) at
Nanyang Technological University and National University of
Singapore in 2002 and 2006, respectively. His research interests
focus primarily on design informatics, manufacturing informat-
20 ics, intelligent manufacturing, design methodology and process,
product design, and ICT in design and manufacturing.
References
[1] Ahonen-Myka, H., “Finding all maximal frequent
sequences in text,” Proceedings of the 16th International
25 conference on Machine Learning ICML-99 Workshop on
Machine Learning in Text Data Analysis, J. Stefan
Institue, Ljubljana (1999).
[2] Aronson, A. R., O. Bodenreider, et al., “The NLM index-
ing initiative,” Annual Fall Symposium of the American
30 Medical Informatics Associations, AMIA ’00, American
Medical Informatics Association, Los Angeles, CA
(2000).
[3] Barker, K. and N. Cornacchia, “Using noun phrase heads
to extract document keyphrases,” Advances in Artiﬁcial
35 Intelligence, Proceedings 13th Canadian Conference on
AI, Montreal, Canada (2000).
[4] Brin, S. and L. Page, “The anatomy of a large-scale
hypertextual web search engine,” 7th International Confer-
ence World WIde Web, WWW’08, Brisbane, Australia
40 (1998).
[5] Church, K. W. and P. Hanks, “Word association norms,
mutual information, and lexicography,” Computational
Linguistics, 16(1), 22–29 (1990).
[6] Ding, X. and B. Liu, “The utility of linguistic rules in
45 opinion mining,” Proceedings of the 30th annual interna-
tional ACM SIGIR conference on Research and develop-
ment in information retrieval, ACM, Amsterdam, The
Netherlands (2007).
[7] Hu, M. and B. Liu, “Mining and summarizing customer
50 reviews,” Proceedings of the 10th ACM SIGKDD Interna-
tional Conference on Knowledge Discovery and Data
Mining ACM, Seattle, WA, USA, 168–177 (2004).
[8] Jain, A. K., M. N. Murty, et al., “Data clustering: A
review,” ACM Computing Surveys, 31(3), 264–323 (1999).
55 [9] Jin, J. and Y. Liu, “How to interpret the helpfulness of
online product reviews: bridging the needs between cus-
tomers and designers,” SMUC ‘10 Proceedings of the 2nd
international workshop on search and mining user-gener-
ated contents ACM, Toronto, Canada, 87–94 (2010).
60 [10] Ledeneva, Y., A. Gelbukh, et al., “Terms derived from fre-
quent sequences for extractive text summarization,” in
Gelbukh, A. (ed), Computational Linguistics and
Intelligent Text Processing, 593–604 (2008).
[11] Lee, T. Y., “Needs-based analysis of online customer
65reviews,” Proceedings of the ninth international confer-
ence on electronic commerce, ACM, Minneapolis, MN,
USA, 311–318 (2007).
[12] Ling, X., Q. Mei, et al., “Mining multi-faceted overviews
of arbitrary topics in a text collection,” Proceeding of the
7014th ACM SIGKDD International Conference on Knowl-
edge Discovery and Data Mining, ACM, Las Vegas, NV,
USA, 497–505 (2008).
[13] Liu, M., W. Shen, et al., “An weighted ontology-based
semantic similarity algorithm for web service,” Expert
75Systems with Applications, 36(10), 12480–12490 (2009).
[14] Liu, Y., “Beyond opinion mining: How can automatic
online opinion analysis help in product design?,” 6th
International Conference on Web Information Systems
and Technologies (WEBIST) Valencia, Spain (2010).
80[15] Liu, Y., H. T. Loh, et al., “Deriving taxonomy from
documents at sentence level,” in Prado, H. A. d. and E.
Ferneda (eds), Emerging Technologies of Text Mining:
Techniques and Applications, Idea Group, 99–119
(2007).
85[16] Loh, H. T., J. Sun, et al., “Opinion extraction from cus-
tomer reviews,” Proceedings of the ASME International
Design Engineering Technical Conferences & Computers
and Information in Engineering Conference (IDETC/CIE
2009), Aug. 30-Sep. 2, ASME, San Diego, CA, USA
90(2009).
[17] Markó, K., U. Hahn, et al., “Interlingual indexing across
different languages,” International Conference Recherche
d’Information Assistée par Ordinateur, RIAO’04,
Avignon, France (2004).
95[18] Medelyan, O., E. Frank, et al., “Human-competitive tag-
ging using automatic keyphrase extraction,” 2009 Confer-
ence on Empirical Methods in Natural Language
Processing, Aug. 6-7, Singapore (2009).
[19] Mei, Q., D. Xin, et al., “Semantic annotation of frequent
100patterns,” ACM Transactions on Knowledge Discovery
from Data, 1(3), 11–30 (2007).
[20] Mihalcea, R. and P. Tarau, “TextRank–bringing order into
texts,” Conference on Empirical Methods in Natural
Language Processing, Barcelona, Spain, 4 (2004).
105[21] Miller, G. A., “WordNet: A lexical database for English,”
Communications of the ACM, 38, 39–41 (1995).
[22] Murphy, M. L., Semantic relations and the Lexicon,
Cambridge University Press, Cambridge (2003).
[23] Nguyen, T. D. and M.-Y. Kan, “Keyphrase extraction in
110scientiﬁc publications,” International Conference on Asian
Digital Libraries, ICADL’07, Hanoi, Vietnam (2007).
[24] Pasquier, N., Y. Bastide, et al., “Discovering frequent
closed itemsets for association rules,” 7th International
Conference on Database Theory, 398–416 (1999).
115[25] Porter, M. F., “An algorithm for sufﬁx stripping,”
Program: Electronic Library and Information Systems, 14
(3), 130–137 (1980).
[26] Resnik, P., “Semantic similarity in a taxonomy: An infor-
mation-based measure and its application to problems of
120ambiguity in natural language,” Journal of Artiﬁcial
Intelligence Research, 11(1), 95–130 (1999).
[27] Turney, P. D., “Learning algorithms for keyphrase
extraction,” Information Retrieval, 2(4), 303–336 (2000).
AQ2
AQ3
10 S.C.J. Lim et al.
TJCI 895966 CE: AS QA: JV
27 February 2014 Coll: QC:Initial
[28] Tversky, A., “Features of similarity,” Psychological
5 Review, 84(4), 327–352 (1977).
[29] Witten, I. H., G. W. Paynter, et al., “KEA: Practical auto-
matic keyphrase extraction,” Proceedings of the Fourth
ACM Conference on Digital Libraries, DL’99, ACM,
Berkeley, CA, USA (1999).
10 [30] Wu, Y.-f. B., Q. Li, et al., “Finding nuggets in documents:
A machine learning approach,” Journal of the American
Society for Information Science and Technology, 57(6),
740–752 (2006).
[31] Ye, S., T.-S. Chua, et al., “Document concept lattice for
15text understanding and summarization,” Information Pro-
cessing & Management, 43(6), 1643–1662 (2007).
[32] Zhan, J., H. T. Loh, et al., “Gather customer concerns from
online product reviews – A text summarization approach,”
Expert Systems with Applications, 36(2), 2107–2115 (2009).
Journal of Industrial and Production Engineering 11
TJCI 895966 CE: AS QA: JV
27 February 2014 Coll: QC:Initial
