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In this paper we study certain mappings on a simple associative ring with 
involution and then use some of these results to characterize Jordan sub- 
modules of the ring and also to generalize a theorem of Jacobson [7] on 
irreducible Jordan modules. At the end we give some examples which limit 
further generalization of Jacobson’s result. 
Let li be a simple associative ring of characteristic $2 which has an 
involution * defined on it. S will denote the symmetric elements of R, that is, 
S=(rERIr” = Y}, and K will denote the skew elements of R, that is, 
K ={YERI~* = - r}. R and S become Jordan rings under the Jordan 
product a 0 b = ab + ba, and similarly R and K are Lie rings under the Lie 
product [a, 61 = ab - ba. If  A, B are subsets of R, let A 0 B be the additive 
subgroup of R generated by all elements a 3 b where a E A, 6 E B and let 
[9, B] be the additive subgroup generated by all elements [CZ, b] where 
UEA,bEB. 
2 will always denote the center of R, and 2 will be the ring generated by a 
subset ,4. Finally, recall that a semiprime ring is one with no nilpotent ideals. 
1. MAPPINGS 
We begin with several theorems in which the nature of the mapping is 
determined by its action on pairs, x and x*, for all x E A. 
THEOREM 1.1. Let R be a simple ring with involution of ckamcteristic 
+ 2, and suppose Z = 0 OT the dimension of R over Z is greater than 4. Let 
0 be an additive map of R into a Gng A such that 8 (R) in A is semiprime and 
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2-torsion free. If  U(xc*) = 0(x)0(x*) for all x E R, then U(xy) = U(x)U(y) 
for all x, y  E R. 
Proof. Linearizing &(xx*) = o(x) 6(x*) yields 
(1) o&Y +Y*x*) = q-9 O(y) + WY*) @(x”) for all x,y~R. 
We compute S((xy + y*x*) 32 + x*(zcy + y*x*)) in two ways; first 
according to equation (I), and second by equation (1) applied to it as 
ej(,vx + (y*(x*z) + (~*s)y) + ~*y*x*). The net result is that 
qyx + x*y*x*> = U(x) U(y) U(x) + 0(x”) U(y”) U(x”). 
In particular, for SE S, k E K we have O(M) = O(K) O(s) O(k). Also, by 
setting x = s + k, and y  = k where s E 5’ and k, k, E K, we obtain from the 
above result that 
(2) Q(skk, + k&s) = U(s) U(k) U(kJ + U(k,) U(k) U(s). 
Let XY = B(xy) - @I(x) 0(y). From U(sk - ks) = U(sk + k*s*) = 
W) W9 - @(k) U( 1 s we have that sk = KS for all s E S, k E K. Now (1) 
gives U(skk, + k&) = U(sk) U(kJ + U(kl) O(IEs) and subtracting (2) from 
this leads to sx’O(Jzl) = --8(h) KS f  or all s E S, k, k, E K. This implies that 
kW(klz) = k”U(k,) U(kJ = -U(k,) ksU(k,) = U(k,) U(k,) k” = U(k12) KS. 
Since 2 = 0 or dim R/Z > 4, by a theorem of Baxter ([I]; Theorem 9) 
(see also Herstein [5j; Theorem 2.3) each t E S can be expressed in the form 
t = 2 a: - C bi2 where ai , 6, E K. Then, from the discussion above, 
kSU(t) = U(t) KS f  or all t E S. Since also we had ksU(kl) = -U(h) KS for 
all k, E K, it follows that 
(3) KS&J(x) = 0(x*) k” forall XER, SE& kEK. 
Now using (3) with x = ks, we calculate 
(ks)2 = k%” = kW(sk) - kY?I(s) U(k) 
= -U(ks)sk - k”U(s) U(k) 
= -U(ks) U(sk) + U(k) U(s2) U(k) 
= -U(kssk) + U(ks2k) 
= 0. 
Since (ks)2 = 0 and ksU(x) = U(x*)k” ( e ua q t ion (3)), it follows that KY?(R) is 
a nilpotent ideal of the semiprime ring U(R). We conclude that RS = 0. 
Thus U(ks) = U(k)U(s) and U(sk) = U(s)U(k) for all s E S, k E K. 
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From the following computation 
U(k) U(s) U(k) - O(k)2 B(s) = 0(k) O(sk - KS) 
== U(ksk - k2s) 
= O(k) O(s) Q(k) - O(k2s) 
we obtain 0(k2s) = O(k)2 O(s). Using Baxter’s theorem again yields 
O(sls) = U(sJ U(s) f  or all sr , s E S. Since R = S + K, we get 
(4) U(m) = U(x) U(s) for all XE R, SE S. 
Given s, ,..., s, E S, x E R, then applying (4) repeatedly gives 
U(xj U(s,s, --- s,) = U(X) U(sl) U(S,) - C&j = U(XS,S, --- s,). 
However, S = R by a theorem of Herstein ([3]; Theorem 9) from which we 
conclude that B(~yy) = O”(X) 0(y) f  or all X, y  E R, and the theorem is proved. 
Since R is simple, note that the theorem says that if 0 + 0 then 0 is a 
monomorphism of R into 112. 
The next theorem is the analogous result for derivations. Although it 
does not seem to be a corollary of Theorem 1.1, the proof is almost identical 
in pattern and hence will be omitted. 
THEOREM 1.2. Let R be a simple ring with involution of characteristic 
12, and suppose Z = 0 or dim R/Z > 4. Let a be an additive map of R into 
R such that a(.~*) = A+(@) + a(x) x* for all x E R. Then 
qxyy) = xi?(y) + a(x) y  for all x, y  E R. 
In the case of derivations another theorem in this vein can be proved. 
The method of proof is to reduce this theorem to Theorem 1.2. First, however, 
we need the following lemma which is by no means unknown but does not 
appear to be explicit in the literature. 
LEMMA 1.3. Let R be a simple ring with involution of characteristic f2. 
Then (1) if a E S and aSa = 0, then a = 0; 
(2) ifbEKandbKb =O, thenb =O. 
Proof. For part (1) let a E S such that aSa = 0. Then for any x E R, 
x=s+k with SES, kEK, and so axaxa=a(s+k)a(s+k)a= 
asa(s + k) a + akasa + a(kak) a = 0 since each term is 0. Therefore 
(ax)” = 0 for all s E R, that is, y  3 = 0 for ally in the right ideal aR. However, 
unless aR = 0, this implies that R has a nonzero nilpotent ideal by a result 
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of Herstein ([5]; Lemma 1.1). Since such an ideal would contradict the 
simplicity of R, we must have aR = 0 and hence a = 0. 
The proof of part (2) is similar. 
The following sublemma will also be useful on several occasions. 
SUBLEMMA. Let R be a simple ring with involution of characteristic +2. 
Then there exists a nonxero symmetric element ilt R. 
Proof. Suppose, on the contrary, that S = 0. Then k2 = 0 for all k E K, 
and indeed x2 = 0 for all x E R. Linearizing x2 = 0 gives xy + yx = 0, 
that is, xy = -yx for all x, y E R. Then (RxR)(RxR) C Rx2R = 0 so that 
RxR f R and hence x = 0 for all x E R, a contradiction. 
We are now ready for 
THEOREM 1.4. Let R be a simple ring with involutiorz; characteristic $2; 
Z = 0 or dim R/Z > 4. Let 3 be an additive map from R into R such that 
acxx*) = xa(x)* -j- a(x) X* for all x E R. Then a(xy) = x8(y) + a(x) y  
for all x, y  E R. 
Proof. By Theorem 1.2 it suffices to show that a(x)* = a(x*) for all x E R. 
Setting x = k in the given equation, we have 
a(k2) = --a(kk*) = -ka(k)* + a(k) k E S 
for all k E K. By Baxter [Z], each s E S can be expressed as s = C ai - C bi2 
where ai , b, E K. Hence, a(s)* = a(s) = a(s*) for all s E S. 
Linearizing a(xx*) = x3(x)* + a(x) x* yields 
acxy* + yx*) = xa(y)* + a(+* +~a(~)* + acy) x*, 
and hence a(Ks - sk) = ka(s) + a(k) s + sa(k)* - a(s) k. Using this 
expression for a(ks - Sk), we can expand 
a(-s2k + k.@) = a(s(ks - sk) + (ks - sk) s) 
and, by rearranging terms, show that 
a(-S‘Jk + k&y = s(a(k) + a(k)*) s + (ka(s2) + a(k) s2 + sza(k)* - a(s) k} 
= s@(k) + a(k)*) s + B(ks2 - s2k). 
Therefore s(a(k) + a(k)*) s = 0 for all s E S, k E K. 
We wish to show that a(k) + a(k)* = 0. Consider the set 
w = {w E s / sws = 0 for all s E S}. 
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Clearly W is an additive subgroup of S; we shall show that W is a Jordan 
ideal of 5’. Let w E lV. Then 0 = (sI + ss) w(sI + ss) = slwsa + .sswsl for all 
s1 , s2 E S. Thus we have 
= (slwsl) s2 + sps~s~ + slszwsl + s&ws,) 
= s,(ws, + s,w) s, 
and therefore ws, + szw E IV and W is a Jordan ideal of S. However, S is 
a simple Jordan ring by a theorem of Herstein ([3]; Theorem g), and so 
W = 0 or W = S. Suppose W = S. By the sublemma there exists an 
element a f  0 in S. Then 0 = aWa = aSa, and so by Lemma 1.3 we must 
have a = 0, a contradiction. Therefore W = 0, but since a(h) + a(K)* E TV 
for all k E K this implies that a(k)* = --a(k) = a(K*) for all K E K. As we 
had already shown that Z(s)* = a(s*) for all s E S, it follows immediately 
that a(~)* = a(~*) f  or all x E R. The theorem follows by Theorem 1.2. 
We turn to a theorem about mappings on the symmetric elements of a 
simple ring with involution. Certain mappings which respect the Jordan 
module structure of S must have a particularly simple form, but first we 
have a lemma from the folklore. 
LEIUM~ 1.5. Let R be a simple ring. Let a # 0, b E R, and assume axb = bxa 
for all x E R. Then b = aA where h is in the centroid of R. 
Proof. This result is an immediate consequence of the fact that if 
a, , a2 ,..., a, are elements which are linearly independent over the centroid G 
of R then C aiLbiR = 0 (where bi E R and rL(rR) is left (right) multiplication 
by Y) implies b, = 0 for all i. This fact is, in turn, a we&known consequence 
of the simplicity of R gc R’ where R’ is anti-isomorphic to R ([8]; p. 115). 
THEOREM 1.6. Let R be a simple r&g with involution of characte&ic =#2, 
and suppose Z = 0 OY dim R/Z > 4. Let 0 be an additive map from S into R 
such that cri(st + ts) = so(t) + #(t) s for all s, t E S. Then if Z f  0, 
0(s) = sol(l)f~ all s E Sand O(1) E 2. If 2 = 0, then 6(s) = sXfor alls E S 
and h is in the centroid of R. 
ProofI Substituting st + ts for t in 
qst + ts) = &l(t) + U(t)s = tU(s) + U(s) t 
yields 
(st f  ts) U(s) + U(s)(st + ts) = sqst + ts) + iqst + ts) 9 
= SO(S) t + stU(s) + U(s) ts + tU(s) s. 
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Therefore M’(s) + 0(s) st = so(s) t + tU(s) s or, rearranging terms, 
t[s, O(s)] = [s, al(s)] t for all s, t E S. Since S’ = R ([3]; Theorem 9), we may 
conclude that [s, O(s)] E 2 for all s E S. The remainder of the proof is divided 
into two cases. 
Casel. Z*O. 
In this case R has a unit element, 1, and 1 is clearly in S. Therefore 
[S+l,qS+l)]EZf 11 or a s E S, that is, [s, 0(s)] + [s, G(l)] + [I, B(s + l)] 
is in Z. Since the first term is itself in Z and the last term is 0, we have 
[s, S(l)] E Z. Let x = [s, 0(l)]. We wish to prove that z = 0. Suppose, on 
the contrary, that x f  0. Then 
2xs = 2% + sx = SO(l) s - U(1) sa + sVq1) - SO(l) s = [s”, O(l)] E z 
so that s E Z. However, this would imply that z = [s, O(l)] = 0 which 
contradicts the assumption that z f  0. Therefore so(l) = O(1) s for all 
s E S. We use again the fact that S = R to conclude that 0(l) E Z. Then 
easily20(s) = U(sl + 1s) = s@(l) + G(1) s = 2&(l) so that 0(s) = so(l) 
for allsESwith 9(1)~Z. 
Case 2. Z = 0. 
Since Z = 0, the relation [s, B(s)] E Z implies immediately that SO(S) = 0(s) s 
for all s E S. Linearization yields sU(t) + t@(s) = O(s) t + U(t) s or, on 
rearrangement, s@(t) - o(t) s = o(s) t - to(s). Recall from the beginning 
of the proof that s@(t) + U(t)s = B(s) t + to(s). Adding the two gives 
2&(t) = 20(s) t, and since the characteristic $2 we conclude that 
(1) UT(t) = U(s) t for all s, t E S. 
Now consider the monomial s1s2 **a s, . By repeated applications of (1) 
we obtain 4w2 --* s,) U(s) = ss,s* -a* SnelU(Sn) s T= -0. = U(s) s1s* -*- s,,s. 
Since S = R, we have ST@(S) = ol( ) . f  s IS or all Y E R, s E S. For nonzero s 
we may use Lemma 1.5 to conclude that O(s) = sh, for some h, in the 
centroid of R. 
It is still necessary to show that X, does not depend upon s. Let s,, be a 
nonzero element of S, and let h, = XsO . Then define U = (s E S j O(s) = sh,). 
We wish to show that U is a nonzero Jordan ideal of S. U f  0 because 
s,, E U. Since 0 is an additive mapping, U is an additive subgroup of S. 
If  u E U, s E S, then 0(su + US) = s@(u) + Lo(u) s = s(uX,) + (u&) s = 
(SU + U.V) A0 so that su + us E U. Thus U is a nonzero Jordan ideal of S, 
and since S is a simple Jordan ring ([3]; Theorem 8), U = S. Therefore 
0(s) = s)b for all s E S with &, in the centroid of R, and the theorem is proved. 
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2. JORDAN S-SUBMODULES OF R 
This section contains applications of Theorem 1.6 to the characterization 
of Jordan S-submodules of a simple ring with involution and to determining 
certain other related subsets of the ring. Because of the (mis)behavior of 
4 x 4 matrices, we shall occasionally have to strengthen slightly our 
assumption on the dimension of R over Z. 
It is necessary for the theorems in this section and the nest to distinguish 
between involutions of the first and second kinds. The usual definitions-an 
involution is of the first kind if Z C S and of the second kind if Z n K f  O- 
make the desired distinction when the ring has a unit element, i.e., when 
Z f  0. However, when Z = 0, all involutions are necessarily of the first 
kind. Although this is altogether suitable for many results on rings with 
involution, it does not reflect the distinction between two kinds of involutions 
which is inherent even in rings with Z = 0 and which cannot be ignored 
in the situations in which we work. 
When Z = 0, its role in these matters is taken over, as suggested by 
Herstein [S], by the centroid. In a very natural way (Lemma 2.1 below) the 
involution on the ring induces an involution on the centroid, and one is then 
able to distinguish between involutions on the centroid of the first and 
second kinds. When the center is not zero, the centroid can, of course, be 
identified with the center. In this case our new definitions will coincide with 
the old ones. 
LEMMA 2.1. Let A be a ring with involution, *, such that R” = R. Then 
there exists a unique involution-call it c also-on the centroid C’ of R sztch that 
(xX)* = x*A* jii all x E R, h E C. 
Proof. Define, for h E C, the mapping A* : R -+ R by (x*) A* = (*VA)*. 
It is straightforward from the definitions to verify that A* E C and that X -+ A* 
is an automorphism of period <2 on C. Since RZ = R, C is commutative, 
and we may regard h --+ A* as an anti-automorphism, hence as an involution. 
DEFINITION. The involution on the centroid of a simple ring with 
involution of characteristic f2 is of the first kind if A* = h for all h in the 
centroid. Otherwise, i.e., if there exists h + 0 such that A* = -A, it is of 
the second kind. 
Note that if a nonzero element h of the centroid is skew then SX = I;_’ 
and KA = S. 
Since S 0 S C S and S 0 KC K, S and K are Jordan S-submodules of R. 
THEOREM 2.2. Let R be a simple ring with involution; characteristic #=2; 
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Z = 0 or dim R/Z > 4. Then S and K are isomorphic as Jordan S-submodules 
of R ;f and only if the involution induced on the centroid of R is of the second 
kind. 
Proof. First, assume that the involution on the centroid of R is of the 
second kind. Then there exists a nonzero skew element h in the centroid, 
and h itself is an isomorphism between S and K as Jordan S-modules. 
Now let 0 be an isomorphism between S and K as Jordan S-modules. 
Then O(st + ts) = s@(t) + O(t) s for all s, t E S, and we may apply Theorem 
1.6. Hence Q(s) = sh for all s E S where X + 0 is in the centroid. Since 
Sh = K, X must be skew. Therefore the involution on the centroid is of the 
second kind. 
Sometimes it is convenient to regard our Jordan S-modules simply as 
additive groups with operators. We shall need 
LEMMA 2.3. Let G be an additive group with a set M of operators, and 
suppose G = H @ K where H and K are simple M-subgroups of G. 
(1) If H and K are zot M-isomorphic, then the only M-subgroups of 
G are 0, H, K and G. 
(2) If H and K are M-isomorphic, then any proper M-subgroup of G 
is M-isomorphic to H. 
Proof. Let L be an M-subgroup of G not equal to 0, H, K or G. Let 
~-r and ~a be the projections of G onto H and K respectively. Then rrr and 
~-a are M-homomorphisms. Since rl(L) is an M-subgroup of H and H is 
simple, rl(L) = 0 or r,(L) = H. I f  rr(L) = 0, then L C K which is not true. 
Hence we must have 7.r,(L) = H and similarly n,(L) = K. 
The kernel of ~-r restricted to L is L n K, an M-subgroup of K which 
by the simplicity of K must be either 0 or K. Suppose L fl K = K. Then 
for any h E H = z-,(L) there is some k E KC L such that h + k EL. Since 
k EL, 12 EL and so H CL. Hence, L = G, a contradiction. Therefore 
L n K = 0 and nr is an M-isomorphism of L onto H. Similarly ~a is an 
M-isomorphism of L onto K. However, this implies that H is M-isomorphic 
to K. 
For part (1) of the theorem H is not M-isomorphic to K, and so no such 
L can exist, i.e., the only M-subgroups of G are 0, H, K and G. For part (2) 
rrl gives an M-isomorphism of L onto H. 
We shall be interested in this result with G = R, H = S, and K = K. 
Clearly S can be regarded as a set of operators for R under S.Y = sr + YS 
for all s E S, Y  E R, and so R == S @ K as S-groups. The following theorem 
extends results of Herstein ([3], [4j) which, however, are used in its proof. 
THEOREM 2.4. Let R be a simple ring with involution; characteristic f2; 
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2 = 0 or dim R/Z > 16. Let T be an additive subgroup of R such that 
SoTCT. 
(1) If the involution induced on the centroid of R is of the first kind, 
T = 0, S, K OY R. 
(2) If the irtvolution induced on the centroid of R is of the second kind, 
T = 0, Sh OY R where X is an element of the centroid. 
Proof. T is an S-subgroup of R under the above definition of S operating 
on R. S is a simple Jordan ring ([3]; Th eorem S), hence a simple S-subgroup 
of R. Another result of Herstein ([#I; Th eorem 1.1) says that K is a simple 
S-subgroup of R. Therefore we may use Lemma 2.3. 
If  the involution on the centroid of R is of the first kind, then by Theorem 
2.2 S and K are not S-isomorphic, and consequently by Lemma 2.3 we must 
have T = 0, S, K or R. On the other hand, if the involution on the centroid 
is of the second kind, then by Theorem 2.2 S and K are S-isomorphic, and 
by Lemma 2.3 S is S-isomorphic to T if T f  0 or R. Thus there is a mapping 
0 : S --+ T such that O(sls, + S& = s,@(s,) + S(s,) s, for all s1 , sg E S. 
Then by Theorem 1.6, O(s) = sA for all s E S where X is an element of the 
centroid. Hence, T = U(S) = Sh. 
Note that Theorem 2.4 says that, no matter what kind of involution is 
induced on the centroid, T = 0, SA, K or R where h is in the centroid. 
We have two corollaries on related subsets of R. 
COROLLARY 2.5. Let R be a simple ring with involution; characteristic $2; 
and suppose tllat Z # 0 and dim R/Z > 16. Let T be an additive subgroup 
of R such that sts E Tfor all s E S, t E T. Then T = 0, Sx, K OT R where x E Z. 
Proof. Since 1 E S, we have (s + 1) t(s + 1) = sts + st + ts + t E T 
for all s E S. Both the first and last terms are in T which forces also st + ts E T. 
Thus S 0 T C T and the result follows by Theorem 2.4. 
COROLLARY 2.6. Let R be a simple ring with involution of characteristic 
752, and suppose Z = 0. Let T be an additive subgroup of R such that xtx” E T 
for all s E R, t E T. Then T = 0, Sh, K OY R zvhme A is an element of tke 
centroid of R. 
Proof. Linearizing xtx* E T yields xty + y*tx* E T. Let 
W=(r~Rlxrx*~T forall xER). 
Since T is an additive subgroup, so also is W. For Y E W, s E S, x E R, tve 
have K(SY + rs) x* = (xs) YX* + xr(xs)* E T. Therefore S o WC IV, and 
so by Theorem 2.4 W = 0, SA, K or R. Clearly T C IV. 
Case 1. W = 0. Since T C IV, in this case T = 0. 
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Case 2. W = Sh. Let s # 0 be in S. Then sh E W and 
x(d) y  + y”(d) x* = (my + y*sx*) h E T. 
Since R is simple, R = RsR and consequently any a E R can be expressed 
in the form a = x “cisy, for some xi, yi E R. Then 
(a + a*) h = (c qsy, + cyl*sxi*) X E T. 
As every element of S can be expressed as a + a*, in this case T = Sh. 
Case 3. W = K. By an argument analogous to Case 2, T = K. 
Case 4. W = R. Using Case 2 (with X = 1) and Case 3, one can show 
SCTandKCTandsoT=R. 
3. JORDAN MODULES 
The following theorem is a generalization of a result of Jacobson ([A; 
Prop. 19.4) in which he proves for a finite-dimensional central simple algebra 
A with involution of the first kind that there are five nonisomorphic irreducible 
Jordan 8-modules and that, indeed, up to isomorphism these are the only 
irreducible Jordan A-modules. A restriction is made to exclude algebras of 
very small dimensions. Jacobson’s result, which actually is phrased in the 
language of representations rather than of modules, has a stronger conclusion 
than is possible in our more general case. Later in this section we give an 
example which shows, as one would expect, that these five modules are not 
the only ones possible for infinite-dimensional algebras. 
THEOREM 3.1. Let R be a simple ring with invobtion; characteristic #2; 
Z = 0 OY dim R/Z > 4. Then the following jive modules me irreducible 
Jordan R-modules. 
(1) R with a.x = ax + xa, aER,xeR 
(2) S with a.s = a*s + sa, PER, SES 
(3) K with a.k = a*k + ka, aER,kEK 
(4) S with a.s = as + sa”, aER, SES 
(5) K with a.k = uk + ka*, aER,kEK 
Moreover, if the involution induced on the centroid of R is of the jirst kind, these 
five Jordalz R-modules are non-isomorphic. If the inaobtion on the centroid is 
of the second ki?zd, modules (2) and (3) are isomorphic and modules (4) and (5) 
are isomorphic but modules (l), (2), (4) are non-isomorphic. 
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The proof of Theorem 3.1 depends on a series of lemmas which lead to 
the conclusions about isomorphism of the modules. 
hMMA 3.2. Let R be as in Theorem 3.1. Then there does zot exist an 
isomorphism between rrlodules (2) and (4) of the theorem. 
Proof. Suppose such an isomorphism 0 exists. Then 
qrs + ST*) = r”O(s) + O(s) T for all Y E R, s E 5’. 
In particular this holds for Y E S, and hence Theorem 1.6 applies to give 
B(s) = sh for all s E S where X is in the centroid of R. Now let Y = k E K. 
Then O(& - sk) = -40(s) + 8(s)K = -(As - sk) h = --B(ks - sk) 
which forces @(ks - SK) = 0 and hence ks = sk for all s E S, k E K. However, 
both s = R ([3]; Theorem 9) and x = R ([3]; Theorem 15j. Hence KS = sk 
implies that S C Z and KC Z, hence R C Z, a contradiction. 
LEMMI 3.3. Let R be as in Theorem 3.1 I and szppose also that the involutioz 
on R is of the $rst kind. Then it is not possible that [[k, , k], k] = 0 for all 
k, k, E K. 
Proof. Suppose that [[kl , k], k] = 0 for all k, k, E K. 
Case 1. characteristic f3. 
Linearizing the given equation yields [[k, , k,], k3] + [[kl , k3], k,] = 0 
and also, on interchanging k, and k, , [[k, , k,], k,] + [[ka , kJ, k$] = 0. 
From these two equations it follows that 
[[4 , 44, bl = I& ,4l, bl = Pe , fd, 41. 
Using the Jacobi identity, [[u, v], w] + [[v, w], u] + [[w, u], v] = 0, we 
obtain 0 = H4 , k,l, &I + [[b , &I, 41 + [[k , 41, U = 3[[4 , kel, k31- 
Since the characteristic 743, [[k, , k,], kJ = 0. Because R = R[3], we may 
conclude that [k, , kJ E Z n K = 0 for all k, , k, E K. However, this implies 
KC Z and hence R C Z, a contradiction. 
Case 2. characteristic 3. 
Because the characteristic =3, [k, , k3] = [[[k, , k], k], k], and hence 
[kl , k3] = 0 for all k, E K. Therefore, since K = R, k3 E K n Z = 0 for all 
k E K. AIso 0 = [[k, , k], k]k = k,k3 + kk,k2 + k2k,k = kk,K” + k2k,k. 
Substituting ks + sk for 4 yields 
0 = k(ks + sk) K” + K”(ks + sk) k = kW + K”sF2”. 
Hence k%k2 = 0 for all s E S. By Lemma 1.3, this implies K” = 0. However, 
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by Baxter [I], every s E S can be expressed in the form s = C ai - C bi2 
where a,, bi E K which implies here that s = 0 for all s E S contradicting 
the sublemma of Section 1. This completes the proof of the lemma. 
LEMMA 3.4. Let R be as in Lemma 3.3. Then modules (3) and (5) of 
Theorem 3.1 are not isomorphic. 
Proof. Suppose 0 is an isomorphism between modules (3) and (5), that is, 
a one-to-one additive map of K onto itself such that 
U(rh + hr*) = r”U(h) + U(h) r for all T E R, h E K. 
In particular, for r = w E K we have B([er, k]) = [0(k), v]. Then B([v, k]) = 
-U([k, v]) = -[O(o), I;] = [k, 8(v)]. Therefore for all k, v  E K 
By the Jacobi identity [[z), K], U(w)] + [[k, U(v)], w] + [[U(w), w], k] = 0. 
But also [U(w), w] = U([w, w]) = 0 so that 
2W% k, 41) = b, 4 qg] + [[k U(v)], w] = 0. 
Since characteristic $2 and Q is one-to-one, [[K, w], w] = 0 for all k, z, E K, 
but this contradicts Lemma 3.3. 
LEMMA 3.5. Let R be as in Theorem 3.1. Then module (1) is not isomorphic 
to any of the other four modules. 
Proof. I f  (1) is isomorphic to either (2) or (4), then R must be isomorphic 
as a Jordan S-module to S. However, S is irreducible as a Jordan S-module 
and R is not so they can not be isomorphic. 
I f  (1) is isomorphic to either (3) or (5), then R must be isomorphic as a 
Jordan S-module to K. I f  2 = 0 or dim R/Z > 16, then we may use 
Theorem 2.4 (indeed Herstein’s result ([d]; Theorem 1.1) suffices) to show 
that K is irreducible as a Jordan S-module and thus reach a contradiction 
exactly as above. Since our hypothesis requires only that Z = 0 or 
dim R/Z > 4, we must give a separate argument to cover the smaller 
dimensions with Z f  0. I f  R is of any finite dimension over Z, then R and K 
are both finite-dimensional vector spaces over the subfield Z n S of Z but 
have different dimensions. Any isomorphism between (1) and (3) or between 
(1) and (5) must induce a vector space isomorphism over Z n S between 
these two vector spaces, which is impossible. 
Proof of Theorem 3.1. We first dispose of the statements about iso- 
morphism. Theorem 2.2 and Lemmas 3.2, 3.4, 3.5 combine to give the 
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conclusion that when the involution on the centroid is of the first kind no 
two of the five modules are isomorphic. Now assume the involution on the 
centroid is of the second kind. That modules (l), (2), (4) are nonisomorphic 
follows from Lemmas 3.2 and 3.5. Modules (2) and (3) are isomorphic under 
the mapping X where h is a nonzero skew element of the centroid, and 
similarly modules (4) and (5) are isomorphic under A. 
We turn to the problem of irreducibility. Module (1) is irreducible because, 
by a theorem of Herstein ([2]; Theorem l), R is a simple Jordan ring. (2) 
and (4) are irreducible because S is a simple Jordan ring [3]. We could use 
Theorem 2.4 (again Herstein’s result would suffice) to show that (3) and (5) 
are irreducible except that this approach would force a restriction of the 
dimensionality of R over Z to greater than 16. In order not to add that 
assumption, we use a direct argument. 
For either (3) or (5) to be reducible there would have to be an additive 
subgroup V of K not equal to either 0 or K such that an + va* E V for all 
a E R, v  E k-. Suppose such a V exists. Then 
2avu* = (u(uv + va*) + (av + vu*> u*) - (a% + vu*yl E v  
and so (2~2) TJ(~u)* E V for all a E R. Since 2R = R, ava* E t7 for all n E R, 
ZI E V. Linearizing yields uvb + b*vu* E V. Let ZI # 0 be in V. Since R is 
simple, R = RvR and so any a E R can be written in the form x = C u,vb$ . 
Then x - x* = C (uivbi + b,*vu,*) e V. Every element of K can be written 
as x - x*, and so V = K, a contradiction. Thus all five modules are 
irreducible. 
Jacobson also proves a similar result ([7]; Prop. 19.5) on irreducible 
Jordan modules of certain finite-dimensional algebras with two involutions. 
It can also be generalized in the same manner. The proof involves going 
through, in the case of a simple ring with two involutions, results akin to 
Theorem 1.6, two theorems of Herstein ([3]; Theorem 8 and [4]; Theorem 1.1) 
and some of the lemmas involved in the proof of Theorem 3.1. We state the 
generalization without proof. 
THEOREM 3.6. Let R be a simple ring of characteristic f2, and szlppose 
Z = 0 01’ dim R/Z > 4. Assume R has involutions I and J which induce 
involutions on the centroid of the first and second kinds respectively and which 
commute ‘with each other. Then the followilzg three modules are irreducible 
nonisomorphic Jordan SJ-modules. 
(1) SIwith s.x = sx + xs, SESJ,XESJ 
(2) S, with s.x = SIX + xs, SESJ,XES{ 
(3) K, with s.x -= SIX f  xs. SESJtXEK] 
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In Jacobson’s earlier version of Theorem 3.1 and Theorem 3.6 he was 
able to show that the given modules were the only irreducible modules up 
to isomorphism. One would scarcely expect such results to carry over to 
infinite dimensional algebras. We give two examples to show that indeed 
they don’t. For a particular ring R which does satisfy the conditions of 
Theorem 3.1 we have examples of: 
(1) a module that is not completely reducible as either a Jordan S-module 
or a Jordan R-module, 
(2) a module that is irreducible both as a Jordan R-module and as a 
Jordan S-module and is not isomorphic as a Jordan R-module to any of 
the five modules listed in Theorem 3.1. 
The same ring is used for all the examples. Let C be the complex numbers, 
and for the rest of the paper let 
R = ,,?;f- 1) 
where x and y  are noncommuting indeterminates. 
It is easy to see that the characteristic of R is 0, R has a unit element, and, 
since xy = yx + 1 in R, every element of R can be written in the form 
&j aijyixi, i 3 0, j > 0, cyij E C. By results of Littlewood [9] and Hirsch 
[6], R is a simple integral domain and R has a quotient division ring Q. It is 
easy to verify the following lemma which provides formulas useful in cal- 
culating in R and in Q. 
LEMMA 3.7. For all integers n, xyn = ynx + nyn-l and xny = yxn + TZX”-~. 
Define an additive mapping I on C[x, y] by (&+ -a* &-lyln)I equals 
axinyie-1 . . . xi2yil where a: E C, ii > 0. 
LEMMA 3.8. I is an involution and induces an involution * on R. 
Proof. We have defined I to be additive, and it is clear that I2 = 1. It is a 
straight-forward calculation to show that (ab)’ = Pa’ for all a, 6 E C[x, y], 
and thus I is an involution on C[x, y]. Also, however, (xy - yx - 1)’ = 
xy - y,z - 1 and so I sends the ideal generated by xy - yx - 1 into itself. 
Hence I induces an involution, which we shall call *, on R. 
R now satisfies the hypotheses of Theorem 3.1. The set, S, of symmetric 
elements of R equals (&j ~(y%+ + yV)l i > 0, j > 0, aij E C>. The 
quotient ring ,O of R is a Jordan S-module when we set s.q = sq + qs for all 
s E S, q E Q. Q is our first example. 
THEOREM 3.9. Q is not completely reducible as a Jordan S-module. 
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Proof. R is a Jordan S-submodule of Q. Suppose Q is completely 
reducible. Then there exists an S-submodule, L4, of Q such that Q = R @ A 
as Jordan S-modules. Certainly x-1 EQ; therefore x-l = Y + a for some 
YER, aEA, and a==%--l-r. Let s=2yx+l~S. Then sa+asEA, 
and 
sa + as = (2yx + 1)(x-l - Y) + (x-l - r)(2yx + 1) 
= 2(2y - ~XY - YJJX - yj E R n A = 0. 
Hence 2y = Y + y~r + ryx. Since r E R, it can be expressed as a finite sum 
of the form C ol,yi.$. Then, by calculating using Lemma 3.7, we have 
= t-l("ij(i +j + 1) + 2%-l,j-l)Yi9 + 2 %o(i + l)Yi 
i>O 
Lig1 
Therefore 201,,, = 2 so that ~r,~ = 1 f  0. Also olij = -2/(; + j + 1) ~l~-r,~-r 
for i > 1, j 3 1. Using induction, if a:,+I,m + 0, then 
%+2,n+1 - - -2/(2n + 4) ~l,+r,~ $0 and hence for allj, ~;+r,~ p 0. 
However, this contradicts the fact that Y was a finite sum. The contradiction 
proves that Q is not completely reducible as a Jordan S-module. 
Now consider Q as a Jordan R-module under the action y.q = yq + qr 
for all Y E R, q EQ. The above proof carries over to this case since R is a 
Jordan R-submodule of Q. Hence we have 
COROLLARY 3.10. Q is uot completely reducible as a Jordan R-module. 
Our example of an irreducible module is a submodule of Q/R, but first 
we prove 
LEMMA 3.11. If N is a Jordan S-module under the action s.n = sn f  ns 
for all s E S, n E N and N is contained in an associative R-bimodule, then 
an + na* E N for all n EN, a E [R, R]. 
Proof. srz + ns, E N implies s,s,n + sp, + srq + qsa E N. Similarly 
slsZn + srnsa + s,ns, + ns,s, E N. Subtracting yields 
(s,sl - s1s2j n + n(s,s, - s2s1) E N; hence [[S, S], n] C N. 
By a theorem of Baxter ([I]; Lemma lo), [S, S] = [K, K]. Thus we have 
&I/13/1-9* 
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also [[K, K], n] C N for all n EN. Let r, = s, + AI , r2 = s, + K, where 
si E S, Ki E K. Then 
which is in N since each of the four terms is in N. Hence an + na* E N for 
all ~EN,uE[R,R]. 
We now define the module M which is our second example. Consider the 
ascending chain R C x-IR C x-~R C ... C x-“R C -** of subspaces of Q. 
Let V = (JT=r x-~R; then V is a Jordan R-submodule of Q, and R C V. We 
define M = V/R, and M is both a Jordan R-module and a Jordan S-module. 
THEOREM 3.12. M is an irreducible Jordan S-module. 
Proof. Let U be a Jordan S-submodule of V such that R 5 U. We shall 
show by a series of lemmas that U = V, from which the result follows. 
LEMMA 3.13. R 5 U n x-IR. 
Proof. Since R 5 U, there exists u E U such that zc # R and u is of the 
form u = C aijx--y where i > 1, j > 0. By Lemma 3.11, aw + wa* E U 
for all w E U, a E [R, R], and by Lemma 3.7 (K + 1) xk = [xk+l, y] E [R, R] 
for all k > 0. Therefore xkw + wyk E U, and indeed 
x2kw + 2x”wyk + wy2k = x”(x’2w + WY”) + (xkw + WY”) y” E u. 
Since x2kw + q2k E U, we may conclude that xkwylc E U for all w E U, k > 0. 
Suppose i = m + 1 is the largest i that appears in u = C cziix-4i. Then 
x%ym E U and XZ”U~~ = xm(C aiix-“yi) y”” = z ol,,,+l,j~-yf.m + Y where 
Y E R. Therefore C am+l,i~-lyifnz is an element of U n x-IR which is not 
an element of R, and the lemma is proved. 
LEMMA 3.14. x--lR C U. 
Proof. By Lemma 3.13 we have an element u in U n x-IR but not in R. 
Let u = C oljx-lyi. Using Lemma 3.7 and calculating gives 
yxzc+uyx=r,--x(j+l)cqx-4i where r, E R. 
Suppose j = t is the largest j that appears in u = C aix-‘-yi. Then u, E U where 
21, = (YX + (t + 1)/2) 21 + U(yX + (t + 1)/2) = r, + Cj<t (t -j) C+Tc-‘yi. 
Therefore Cjct (t -j) q+yj is an element of U n x-lR, and it clearly 
has one less term than u. By repeating the process sufficiently often, we may 
#obtain an element of U n x-lR with only one term, that is, of the form 
@+yi for some i > 0. Then also x-ry” E U. 
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We now show that x-lyj E U for all j > i. Certainly us E U where 
u2 = (x + y) x-y + x-lyyx + y) = r-2 + 2x-V’l + x-‘yi - ix-lyt-1 
where r2 E R. Then xu,y E U as in the proof of Lemma 3.13 and w = 
r, + x-~+l. Hence x-ly if1 E U, and clearly it follows by repeating the process 
that x-“rj E U for all j > i. 
On the other hand, also ua E U where 
u, = (yx” + y”x) x-y + x-ly”(yxZ + y2x) 
= r, + i(i + 1) x-v-1 - (i + 2) .-lyQl 
where Ye E R C U. Since also x-ly<+l E U, we have x-ryi-r E U for i > 0. 
Again, by repeating the process, we may obtain x-ry” E U for 0 ,< j < i. 
Thus x-“yj E U for all j > 0. It follows that x-IR C U. 
LEMMA 3.15. x-jR C U for all j > 1. 
Proof. By induction on j we shall show that x-y E U for all j > 1, i > 0. 
We have already proved this in Lemma 3.14 for j = 1. Assume the result 
for1 <j<t.Then 
t (x -tY)X"-Y i -+ x-tyi(x +Y)=2x-'t-l'yi + 2xtyi+l + tx-ctwyi -+J+l* 
By the induction hypothesis, x-~Y~, x+-l)yi, x-tyi+l and +,i-1 are all 
elements of U. Therefore x- (Q1t’y E U. By induction, z+yi E U for all 
j > 1, i > 0, and consequently x+R C U for all j 3 1: 
Proof of Theorem 3.12. Since x-iR C U for all j > 1, clearly Y = 
lJT=r &A C U, and so M is irreducible. 
The following corollary is immediate. 
COROLLARY 3.16. M is an irreducible Jordan R-module. 
THEOREM 3.17. M is not isommphic to either S or K as a Jordan S-mod&e. 
Proof. Suppose M is isomorphic to S or K. Then there is a mono- 
morphism Q taking M into R such that O(sm + ms) = s&J(m) + O(m) s for 
all m E M, s E S. In particular, using the notation 5 = v  + R E M for v  E V, 
we have 
(2yx $ 1) O(F) + 0(x-9(2yx + 1) 
= q((2yx + 1) x-1 fF(2yx + 1)) = O(O) = 0. 
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Dividing by 2, 0(x-l) + yS(x-l) + 0(?)Yx = 0. Since 0;‘(F) E R, 
O(F) = C qjyW. We shall show that 0(x-‘) = 0. From above 
0 = C aijyixj + yx C aijyixj + C oIijyiX5X 
= g1 (“ij(i +j + 1) + 2%-,,i-1)Yi~~ 
i>l 
as in the proof of Theorem 3.9. Then olio(i + 1) = 0 implies ais = 0 for 
all i 3 0, and aoj(j + 1) = 0 implies oloj = 0 for all j 3 1. Also 
-2 
cY.ij = i + j + 1 %-1,&-l ’ 
But since olio = 0 and asj = 0 for all i, j, this implies that olii = 0 for all i, j. 
Therefore @(x-l) = 0 which contradicts the assumption that 0 was a 
monomorphism. 
COROLLARY 3.18. M is not isomorphic as a Jordan R-module to any of 
the Jive modules listed in Theorem 3.1. 
Proof. I f  M is isomorphic to one of the five, then there is a monomorphism 
0 taking lW into R such that for any symmetric element s E S Q(sm + ms) = 
W4 + @( m s > f  or all m E M. In the proof of Theorem 3.17 we showed 
that this leads to a contradiction. 
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