Large families of binary sequences with low correlation values and large linear span are critical for spread spectrum communication systems. In this paper we describe a method for constructing such families from families of homogeneous functions over nite elds, satisfying certain properties. We then use this general method to construct speci c families of sequences with optimal correlations and exponentially better linear span than No sequences.
I Introduction
The volume of communication tra c over a variety of media has been steadily increasing over the past few decades, and will continue to do so. This increase has led to a need for methods that allow many users to share communication channels. Among proposed methods for such sharing, Code Division Multiple Access holds great promise, in part due to its ability to resist interference from Project sponsored by the Natural Science and Engineering Research Council under Grant Number OGP0121648 and the National Security Agency under Grant Number MDA904-91-H-0012. The United States Government is authorized to reproduce and distribute reprints notwithstanding any copyright notation hereon. Portions of this work have been presented at the 31st Annual Allerton Conference on Communications, Control, and Computing, Urbana-Champaign, IL, Sept., 1993.
hostile agents 17]. In order for this promise to be met, however, it is essential to nd large families of easily generated binary sequences with high linear spans and low correlation function values. The smaller the pairwise cross-correlations and the larger the family, the higher the capacity of the system. Also, the higher the linear span, the harder it is for an adversary to jam or intercept messages.
Unfortunately, there are a limited number of known instances of such sequences. The correlation properties of sequences generated by various modi ed shift registers have been studied, including GMW sequences, 3], geometric sequences 8], cascaded GMW sequences 1, 9] . The results are often closely related to results from coding theory, as in the case of ?1 decimations of m-sequences 18] . In a few cases families of sequences with good correlation properties have been found, such as Kasami sequences 4, 5] , bent function sequences 10, 11, 15, 16] , and No sequences 14]. Table  ( 1) summarizes the properties of some of these families.
In this paper we present a general method for constructing families of sequences with low cross-correlation values from families of homogeneous functions (d-forms if the degree is d) with certain properties. The families of sequences that arise include No sequences 14]. We then exhibit a particular family of quadratic forms with the required property, and show that the linear spans of the resulting sequences, trace norm (or TN) sequences, are larger (in some cases, asymptotically exponentially larger) than the linear spans of No sequences. Moreover, we describe a method for implementing TN sequences that shows that they are no more di cult to generate than No sequences.
In In what follows, let e and m be positive integers, let n = em, and let Tr n m be the trace function from GF(2 n ) to GF (2 m We generate d-form sequences in three steps. Our construction is based on the nite elds GF(q) and GF(q e ). We start with a sequence of powers of a primitive element in GF(q e ). To this sequence we apply a d-form H mapping to GF(q). We then raise the result to some power. Finally, we apply a trace function mapping to GF (2) . The 
Thus the terms of the sequence S j can be written
Whenever f(i 2 ) 6 = 0, the sequence we get from equation (2) by letting i 1 vary is an m-sequence of period q ? 1. It follows from the balance properties of m-sequences 2] that for a xed i 2 the contribution of these terms to the cross-correlation is ?1. On the other hand, when f(i 2 ) = 0, every term is zero, so the contribution of these terms for a xed i 2 is q ? 1 
III Trace Norm (TN) Sequences
In this section we describe a class of families of quadratic form sequences that achieve the crosscorrelations of Corollary II. The imbalance I(S) of a binary sequence S is the number of zeros in S minus the number of ones. Proof: If = = 0, then we have the autocorrelation of a GMW sequence. Otherwise, let C (respectively, D; respectively, E) be the number of occurences of S ;S ( ) = ?1 ( Considering the various values of , , , and C, we can solve these equations to get the various possibilities in the statement of the proposition. In this section we show that the linear span of a TN sequence is at least that of a GMW sequence with the same period, and that for q large enough and k = 2, it exceeds the linear span of a No sequence with the same period. The development is similar to that in the case of No sequences, with some additional complication due to the additional trace function. Key 6] 
respectively. In particular, 0 a i ; b i < q, so the representations in equations (3) and (4) , where wt(t) = P j L j is the number of ones in the binary expansion of t.
Combining this with Proposition IV.2, we have Theorem IV.3 Let S be a TN sequence based on elds GF(q) and GF(q k ), exponent r, and coe cient 2 GF(q k ). can be assumed to be less than q k ? 1. Such an exponent thus has at least one zero in the rst mk bits of its base two expansion. Since No sequences are invariant under cyclic shift of the exponent r, we can assume the exponent has a zero as its high bit. In the more general case of TN sequences, we can also cyclically shift r so its high bit is zero, and therefore the high bit of each P i a i q i is zero.
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We next want to determine how the linear span can be maximized. First observe that if we choose so that gcd(c; q k + ) < q k + This can be done independently of the choice of r (say by choosing c relatively prime to q k + ), so the maximum value of the linear span occurs with such a choice. Next observe that the e ect on an a of increasing the number of ones in the binary expansion of r is either to increase the length of a run of ones in P i a i q i by one, or to merge a run of length L and a run of length K into a run of length L + K + 1. In either case, the contribution to the linear span is increased, since (2 L+1 ? 1) < (2 L+2 ? 1) and (2 L+1 ? 1)(2 K+1 ? 1) < (2 K+L+2 ? 1): Thus the linear span is maximized by maximizing wt(r). We have r < q ?1, so wt(r) is maximized at m ? 1, that is, when r has one zero and m ? 1 ones in its binary expansion. Since the sequence, and hence the linear span, is independent of cyclic shifts of r, the maximal linear span occurs when r is a string of ones followed by a single zero. That is r = 2 m?1 ? 1.
We next estimate the linear span for these r by recursively estimating the linear span for the exponent r i which consists of i ones followed by m ? i zeros. If i > 0, we can produce r i from r i?1 by replacing the rst zero with a one. Each a 0 for r i?1 gives rise to k a's for r i , depending on which a i receives the new bit. For k ? 1 of them, we are adding a run of length 1, hence multiplying the contribution to the linear span by 3. For the remaining a, we are increasing the length of a run by 1, and this run has length at most i ? 1 The maximum linear span of TN sequences with k = 2 and period 2 n ? 1 grows with n at a rate of O(n 5 n=4 ). This is exponentially larger than the rate of growth of the maximum linear span of No sequences with the same period, that growth rate being O(n 4 n=4 ).
Theorem IV.4 The maximum possible linear span for a TN sequence is achieved by taking k = 2 and r = 2 n=4?1 ? 1 when n 40, and by taking k = 1 and r = 2 n=2?1 ? 1 when n < 40.
In general, we see that the linear span of TN sequences can be the same as or greater than that of No sequences while performing the exponentiation in a smaller eld, with a smaller exponent r. This leads to more e cient implementation of generators of the sequences, as discussed in the next section.
We would also like to know how many sequences in a family have this maximum linear span.
In fact, this happens for most sequences when r = 2 m?1 ? 1. As has been shown above, for the linear span to be maximal we must have gcd(c; 2 mk + ) < 2 mk + 2 m?1 + and 0 c 2 km?1 :
Thus we need to know how many such choices of c and arise from parameters 2 GF(q k ). Lemma IV. is an m-sequence of elements in GF(q), and can be generated by a linear feedback shift register (LFSR) of length n=m over GF(q). That is, the elements of the register are elements of GF(q), and the feedback function is a linear function in n=m variables. Such a register requires only n bits of storage. The arithmetic required is at most n=m multiplications by constants in GF(q) (the coe cients of the minimum polynomial of 2 , some of which may be zero), and at most n=m ? 1 additions in GF(q). The arithmetic can be minimized if is chosen to minimize the number of nonzero coe cients in its minimal polynomial. Similarly, the sequence Tr mk m ( iT ) = Tr mk m ( i ) is an m-sequence over GF(q) which can be generated by a LFSR of length n=(2m) over GF(q).
This requires n=2 bits, and at most n=(2m) multiplications and n=(2m) ? 1 additions in GF(q), which can be minimized by choosing to minimize the number of nonzero coe cients in theminimal polynomial of . Thus the total amount of GF(q) arithmetic required to implement a TN sequence is minimized by choosing so the total number of nonzero coe cients in the minimal polynomials of and is minimized.
One extra addition is required to combine the outputs of the two LFSRs. The result is then raised to the rth power, and the trace to GF(2) computed. However, in representing elements of GF(q) as m-bit vectors, we can choose a basis so that the trace of an element is always given by projection onto a xed component, say the rst. Thus we only need to compute a single bit of the rth power.
The di erent choices of correspond to di erent initial loadings of the second LFSR. Thus an entire family of TN sequences can be implemented by a single hardware circuit. Changing to a new sequence is possible by simply resetting the initial loading of the second LFSR.
VI The Number of Distinct Families of TN Sequences
It is useful to know how many distinct families of TN sequences (not necessarily with maximum linear span) there are with the parameters n = 2`, and thus the period, xed. In this section we keep n xed and let the factorization`= mk vary. We show that each choice of parameters m, k, r (up to multiplication by a power of 2), and (up to raising to an exponent which is a power of two) gives rise to a distinct family of sequences, in the sense that no sequence in one family is a cyclic shift of a sequence in another family. Proof: Suppose that we have a pair of sequences in S(m 1 ; 1 ; r 1 ) and S(m 2 ; 2 ; r 2 ) respectively, such that one is a cyclic shift of the other. Since n (and hence`) is xed, there are integers a, b, c, and d with abcd =`and b relatively prime to c, such that m 1 = ab and m 2 = ac. If r 1 and r 2 are powers of two, they can be factored out of the trace functions. This is the second case of the proposition, and the sequences can be written with m 1 = m 2 . The following lemma shows that when r 1 and r 2 are not both powers of two, the degrees m 1 and m 2 must be equal. 15 Lemma VI. : Without loss of generality, we may assume that wt(r1) wt(r 2 ). It follows from the fact that b and c are relatively prime that either b = 1, or wt(r 2 ) = 1. In the latter case we also must have wt(r 1 ) = 1, that is, r 1 and r 2 are powers of two, which we have assumed is not the case. Therefore b = 1 and c while the number of nonzero terms on the right hand side is ac. It follows that either c = 1, in which case m 1 = m 2 , or wt(r 1 ) = 1. In the latter case, from equation (10) The number of Galois equivalence classes of primitive elements is (2 n ? 1)=n: For a given m, the number of m equivalence classes is (2 m ? 1)=m; which proves the theorem.
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The values of N TN for the rst few n are summarized in In particular, the cross-correlations are at most d + 1 valued.
Proof: As we have shown, it su ces to compute the number z of nontrivial zeros of any d-form H(x; y) in two variables over GF(q). We show by induction that z is in the set fi(q?1) : 0 i dg, and the theorem follows from Theorem II.1. We can take d = 2 as base case, since any quadratic polynomial in two variables over GF(q) has 0, 1, or 2 roots.
For the induction case, observe that if we apply a change of coordinates 
