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ABSTRACT

A new technique for image generation using ray tracing is introduced. The "Slicing Extent Technique" (SET) partitions object space with slicing planes perpendicular
to all three axes. Planes are divided into two dimensional rectangular cells, which contain pointers to nearby objects.
Cell size and the space between slices varies, and is determined by the objects'
locations and orientations. Unlike oct-tree and other space-partitioning methods, SET is
not primarily concerned with dividing space into mutually exclusive volume elements
('voxels') and identifying objects _within each voxel. Instead, SET is based on analysis
of projections of objects onto slicing planes.
In comparison to the existing space subdivision methods for ray tracing, SET
avoids tree traversal and exhibit no anomalous behavior.

There is no reorganization

when new objects arrive. Preprocessing to create slices is inexpensive and produces a
finely tuned filter mechanism which supports rapid ray tracing.
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CHAPTER 1

INTRODUCTION

In the recent years, efforts in the field of computer graphics have been directed
towards generating realistic images. In this dissertation we address the image generation process in detail. In particular, our efforts are directed towards understanding the
nature of "Ray Tracing Techniques" for image generation. By using ray tracing techniques, images of extremely high quality have been obtained (Fujimoto 1986; Kajiya
1986; Glassner 1984).

It is widely accepted that ray tracing realistically models the

light effects and is superior to other known techniques of image generation (Kajiya
1986; Fujimoto 1986; Jansen 1985).
In this chapter, we start with understanding what is involved in the image generation process, or image synthesis. Image synthesis is defined as the process of generating two-dimensional (realistic) images on the (television or CRT) screen from threedimensional descriptions of objects. In the context of ray tracing, various parameters
affecting the image generation process are discussed (sections 1.10-1.11). Later, the
organization of the dissertation is presented (section 1.12).
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1.1. Geometric Modeling
The general area of "geometric modeling" is quite broad (Foley 1982). It includes
two commonly used three-dimensional representations of 3D surfaces -- "polygon
meshes" and "parametric bicubic patches."
A polygon mesh results when connected polygonal planar surfaces are used to
define an object. The representation is only approximate. The size of polygons can be
made smaller to better represent a surface, but there is a corresponding increase in the
space requirement and the execution time of the algorithms processing the data. This
data representation technique has also been referred to as the "faceted model" (Jan sen
1985).
On the other hand, parametric bicubic patches define coordinates of points on a
curved surface by using three equations (one for each of x, y and z). Each equation
has two variables and terms for all powers (up to cubes); hence the name parametric
bicubic patches. The boundaries of the patches are parametric cubic curves. In comparison to the polygonal mesh, a surface can be approximated by fewer parametric
patches, but the algorithms for manipulating bicubics are relatively more complex than
those for polygons.

For more discussion please refer to the related literature (Faux

1979; Barnhill 197 5). When mathematical surfaces are used for defining objects, we
say that objects are defined by an "analytical model" (Jansen 1985).

In the faceted model, an infinite number of points (one for each point on the surface) are needed to represent a surface exactly. Some surfaces, such as planes and
spheres can be conveniently represented in analytical model using mathematical surf aces (Foley 1982).

3

On the other hand, analytical models are not general enough to represent every
kind of surface. Faceted models are general in this sense as any object can be defined
using sufficient resolution.

1.2. Solid Modeling
A three-dimensional solid is represented as a closed surface in the two techniques
mentioned above. Alternatively, a solid object can be modeled with the help of cubes,
cones, spheres, cylinders etc. This technique is called "solid modeling." For related
literature, please refer to Requicha (1980), V oelcker (1978), V oelcker (1979) and Braid
(1975).

Objects defined in Constructive Solid Geometry (CSG), extensively used in

CAD/CAM applications, also come under this category (section 4.3).

1.3. Displaying an Image
The technique used for storing the object description affects algorithms for manipulating and displaying data on display devices (usually CRT displays). One of the
ways to store the image data is to define an intensity value for every point of the
image. A "raster" consists of a pattern of horizontal lines containing a certain number
of points. For each point, only the intensity of this point or picture element is stored.
The picture elements (or pixels) can be stored in a two-dimensional array. The display
routines are simple and involve accessing a certain portion of the image data, which
can be directly mapped to the CRT screen (Semwal 1984; Nagy 1979).
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In the case of three-dimensional objects, the display of the desired portion of a

scene or an image is more complex. For effective display, hidden lines and surfaces
should be invisible. The process of removing these lines, called "hidden line and surface removal" is quite involved and complex. For various techniques and discussions
please refer to related literature (Sutherland 1974).

1.4. The Process of Image Generation
In three-dimensional (3D) viewing, a view volume, a projection onto the projection plane and a view port on the view surface are defined (Foley 1982). Conceptually, objects in the 3D world are clipped against the 3D view volume and are then projected. The contents of a window, which is itself the projection of the view volume on
the projection plane, are then transformed (mapped) into the view port and displayed.
Figure 1.1 shows such a set up with a view plane and a window specified in perspective projection. The view volume is the semi-infinite pyramid with apex at the center
of projection and sides passing through the window. The view port is a rectangular
portion of the screen (view surface) of the display device (Foley 1982).
The view volume could be such that it does not contain any object because of the
positions of the eye, window and objects. This may result in a display of a blank
screen.

Whenever the view volume is not empty, the three-dimensional image

enclosed by it is projected onto the two-dimensional screen and displayed.

s

C06e

~ie"io• Poiot
or ceorer of Perspecr;.,.e
llro;ecr;o0 .

p·
igure 1.1. Setup for Image Generation.

6

The problem of hidden line and surface removal is inherent in this type of projection of data from three to two dimensions. This problem poses a serious limitation for
displaying a three-dimensional scene.
The scope of the dissertation does not allow us to further discuss the "hidden line
and surface removal problem." Interested readers can find excellent survey in Sutherland (1974). It suffices to say here that the problem of hidden line and surface removal is quite complex. Substantial research efforts have been devoted to this problem
for a number of years.

1.5. Computational Geometry
In many

applications the computations are such that geometrical properties of

objects being represented can be exploited.

Since "computational geometry" is con-

cerned with the computational complexity of geometric problems within the framework
of analysis of algorithms (Lee 1984), many of the image synthesis issues can benefit
from results obtained in the field of computational geometry. For example, solutions
already obtained for the intersection problem can be applied to image synthesis issues.
Given two objects, the intersection problem is to find whether or not there is any intersection between the two objects.

1.6. Scene
A "scene" is defined as a collection of objects. In a three-dimensional scene, an
object has a certain surface and volume. A minimum volume parallelepiped enclosing
all the objects in the scene is usually computed. For convenience, this minimum
volume parallelepiped is also referred to as the "enclosing cube" or "enclosing box" in
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the dissertation. To incorporate realism in the scene, it is extremely important to also
consider the effect of light sources and surface properties of the objects.

1.7. Surface Considerations and the Effect of Light Sources
When, along with objects, some light sources are present in a scene, intensity calculations for a point on the window of the image plane becomes more complex. This
is because the intensity at a point in the image space depends on various intensity
components resulting from reflection, refraction, transmission and diffraction of light.
When a light ray is incident on a surface it is reflected, refracted or transmitted
depending upon the properties of the surface. For example, dull matte surfaces exhibit
"diffuse reflection" as they scatter light equally in all directions. The surfaces appear
to have the same brightness from all viewing angles. The amount of reflected light is
independent of the viewer's position.
Shiny surfaces may reflect light unequally in different directions. This results in
highlights on the surfaces. The effect is due to "specular reflection." For a perfectly
reflecting surface (such as a mirror) light is reflected in only one direction (depending
upon the angle of incidence). Thus, for specular reflection to have an effect on the
viewer, the direction of the viewpoint and the reflected light should be the same. For
more discussion please refer to Foley ( 1982).
A light of uniform brightness, called "ambient light,'' is also present in the image
space and should also be considered. Ambient light results from multiple reflections
of light from many surfaces present in the scene.
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1.8. Rays, Beam and Vector Analysis
A ray can be defined by a vector, with a starting point and direction cosines. A
beam can be visualized as a cone with finite polygonal cross sections (Dadoun 1985).
By definition, a ray is a special case of a beam in which the beam's cross section is a
single point. Beams are useful in modeling "similar" rays (Dadoun 1985).
A point, in three dimensions, can be described with the help of three coordinates.
A plane is represented by the equation ax + by + cz
veniently, the vector P

= (a,b,c)

= 1,

in three dimensions. Con-

is normal to that plane. The magnitude of P is the

reciprocal of the minimum distance from the plane to the origin. For other details,
such as definition of cross and dot products, please refer to any standard text book on
analytical geometry.

1.9. The Nature of Input Data
The nature of the input data also affects the choice of a suitable data structure.
The input data can be raster in nature, which consists of image descriptions in terms of
intensities of pixels. Images can also be described in terms of points and lines resulting in what is known as a faceted model (Jansen 1985). As earlier explained, objects
can be mathematically defined in an analytical model (section 1.1).
The image synthesis process usually involves calculating intersections of objects.
Usually, numerical methods are used for objects defined in an analytical model for
finding the intersection between the objects. Because objects are more complex in an
analytical model, intersection calculations are usually more expensive.

In faceted

models, usually polygons are used as objects and the computation of intersections is
simpler.
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1.10. Hierarchical Data Structures
In recent years, hierarchical data representation techniques are becoming increasingly popular because of their use in computer graphics, image processing, robotics,
computational geometry and other related fields. These data structures are based on
the principle of recursive decomposition (Samet 1984; Semwal 1984) of image space.
The recursive decomposition should be potentially infinitely recursive. For example,
for two-dimensional data representation, quad trees are becoming popular. In a quad
tree, the rectangular image space is subdivided into four non-overlapping rectangles
such that the areas of these rectangles are equal.
The principle of quad trees is extended into three dimensions to develop a very
powerful data structure called oct trees (Fujimoto 1986; Kunii 1985; Carlbom 1985;
Glassner 1984; Meagher 1982; Srihari 1981; Jackins 1980).

Oct trees have been

extensively used in the field of computer graphics to represent three-dimensional image
descriptions. Their general discussion is out of the scope of this dissertation. We only
discuss their usage with regard to the ray tracing process.
Usually, for oct trees, the region under consideration 1s subdivided into eight
equal nonoverlapping parallelepipeds which are called the eight (hence the name oct
tree) son nodes of the region. The same process is repeated for each son node. Recursion stops when certain conditions are met. Usually, the following criteria are used to
control the depth of recursion:
(I)

The height of the tree should be less than some predetermined maximum
height.

The number of objects passing through the present parallelepiped should be

(2)

less than or equal to some predetermined value.
The dimension of the parallelepiped should be less than some predefined

(3)

minimum parallelepiped dimension.
Usually all the above conditions are used together to control the recursion.
Sometimes, in a faceted model, the subdivision into eight parallelepipeds is done such
that no parallelepiped contains more than half the points in the original region. This
allows the height of the oct tree to be at most a logarithmic function of the number of
points.

Therefore, oct trees offer an attractive alternative to systems using linear

search to find the point of interest.

1.11. Parallel Systems
As we shall see later (chapters 3 and 8), the ray tracing process is computationally quite expensive and requires a large image generation time on a sequential computer.

Extensive research has been done to reduce the image generation time on

sequential computers, but some believe that ray tracing can benefit by using either a
special or general purpose parallel machine implementation (Jansen 1985; Plunkett
1985; Dippe 1984).

In these schemes, the inherent parallelism of ray tracing is

exploited (section 3.5.8).

1.12. Summary and Organization of the Dissertation
In the last few years, ray tracing has emerged as an elegant scheme to generate
and display three-dimensional images on CRT screens. The scheme utilizes recursive
techniques to generate realistic images. Perhaps the most important contribution of ray
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tracing towards computer graphics is that "hidden line and surface removal" are not
needed.
Related to ray tracing are many challenging problems in the field of computer
graphics, computational geometry and three-dimensional data representation. In this
dissertation, some of these problems are identified. However, the main thrust of this
research is to provide some insight into ray tracing techniques so that realistic images
can be generated, possibly in real time.
Various illumination and shading models are discussed in Chapter 2. This is followed by a description of classical ray tracing in Chapter 3 and a survey of ray tracing
techniques in Chapter 4.
In Chapter 5, a new technique for ray tracing is introduced. Theoretical results
and proofs for the new technique are in Chapter 6. The new technique is compared
with the best known method for ray tracing in Chapter 7 and results are presented.
In Chapter 8, suitability of the new technique for possible parallel machine implementation is discussed and areas for further research are identified. We conclude by
asserting that the new technique is a viable alternative to existing techniques for ray
tracing (Chapter 9).

CHAPTER 2
ILLUMINATION AND SHADING MODELS

In this chapter the process of image synthesis is described in some detail. The
understanding of this process is closely related to the way an eye or a camera works.
The objective is to model the physical behavior of the light when the light travels in
the environment. The propagation of the light through the environment can be simulated with the help of illumination models (Hall 1983 ).
For generating an image of the environment, it is desired that certain electromagnetic events, such as the delivery of a certain amount of light energy, be "captured" at
an arbitrary image plane. The image can then be displayed to the user. In a camera
(or an eye), events are captured on the film (or retina). In computer graphics, the
same realism can be achieved if the light sources present in the three-dimensional
environment can be properly simulated. Thus, attempts have been directed towards
simulating the way the light would reach an image plane from a modeled environment
(Hall 1983; Goldstein 1971).
In earlier techniques, two independent tasks, such as modeling the light propagation and determination of the intensity at the image plane, were viewed as one. In
more recent efforts, the image synthesis process is subdivided into four tasks (Hall
1983).
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The first task is to model the physical environment, using properties such as
object geometry, object positions and orientations, material characteristics and surface
finishes, and light sources (Hall 1983).
The second step is to simulate the light propagation in the environment. For this
step, it can be assumed that the light intensity, at a point on any surface in the
environment, is the summation of the light from all light sources as well as the light
reflected from other surfaces present in the environment.
The third step is to calculate the intensity of the light at the image plane. For this
computation, viewer position, view direction and a window on the image plane are
defined.
The fourth step involves displaying intensity values of the image plane inside the
window.

This process consists of a number of operations such as transforming the

intensity to the value of the pixel on the screen, filtering to eliminate aliasing, adapting
to color limitations of the device and converting and setting the blue, green and red
component values (Hall 1983).
The fourth step is important but is not discussed in this dissertation at all. It
suffices to note that the representation of intensity values on the screen of the display
device is dependent upon the display device being used.
tables are loaded, as appropriate.

Usually, various lookup
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2.1. Discussion of Illumination Models
A summary of earlier results and experiments in the field of realistic image synthesis is given in Hall (1983), Whitted (1980), Phong (1975), and Goldstein (1971). In
this section, a brief summary is presented.
Earlier attempts to generate realistic rmages on raster displays involved visible
surface determination. An excellent review of algorithms in this area can be found in
Sutherland (1974). The main thrust of these algorithms is to determine the visible surf ace. There is little effort to model reflection, color and texture.
To realize greater realism, various illumination models were suggested to incorporate the effect of light sources on the image space. Earlier shading models used
Lambert's cosine law, which states that the intensity of the reflected light is proportional to the dot product of the surface normal and the light source direction. A more
sophisticated model was suggested by Bui-tuong Phong (Whitted 1980; Phong 1975).
In this model, the intensity of the reflected light depends upon the reflection due to
ambient light and has diffuse and specular components.

The specular component

depends upon the glossiness of the surface (please refer to section 1.7). This model
also assumes that light sources are at an infinite distance from objects, so that rays, in
the image space, are parallel.
Some of the light is reflected from other objects. For this reason, objects can also
act as sources of light. The light reflected from an object (say A) could strike other
objects and may hit the same object (A). This situation has not been considered in the
Phong model. Though the exclusion of these features does not affect the quality of the
diffused component in the Phong model, the quality of the specular reflection
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component is seriously damaged. This problem is partially solved by the technique
developed by Blinn and Newell (Whittted 1980). In Blinn and Newell's model, the
environment is mapped onto a global hemisphere (Hall 1983; Blinn 1976). The main
drawback of this model is that objects in close proximity cannot be modeled properly
(Hall 1983).
Apart from simulating specular reflection satisfactorily, an illumination model
should be able to simulate shadows on the screen. A point lying in a shadow could be
visible to the user but not to the light source. Some of the techniques use the visible
surface algorithm twice (Haines 1986; Atherton 1978; Williams 1978). Others use calculations to find out whether the point is visible to a light source or not (Crow 1977;
Bouknight 1970; Appel 1968).
Transmission of light through transparent objects has been simulated in algorithms which paint the surfaces in the reverse order (Rossignac 1986; Whited 1980).
To simulate transparent objects, the background is partially overwritten so that previously written portions can be seen through. Efforts have also been made to simulate
refractive components in Kay (1979) for generating realistic images.
Cook and Torrence's model describes the behavior of light m terms of electromagnetic wave theory (based on the reflection model). The model leads to realistic
images, but requires spatial integration of the global illumination information to provide incident energy on a surface (Hall 1983; Cook 1982).
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2.2. Discu~ion of Shading Models
It is important to model shading in the environment and reflect it on the image
being generated.

Earlier attempts include Warnock's shading, Newell, Newell and

Sancha's shading and Gouraud's shading. These shading models have been described
elsewhere (Foley 1982; Phong 1975; Sutherland 1974; Newell 1972; Gouraud 1971).
In W amock' s shading algorithm an attempt was made to incorporate the distance
from the light source in intensity calculations. An object farther from the light source
is less illuminated than an object nearer to the light source.

Highlights were also

created by modeling the specular reflection properly (Wamock 1969).
Newell, Newell and Sancha's shading algorithm included the fact that the light is
created from the incident light source as well as from the reflection of the light from
other objects in the scene. In particular, this _is true when there are highly transparent
and reflective materials in the scene. The curved surfaces are approximated with the
help of polygons. This results in poor highlighting as the algorithm depends upon the
ability to vary the intensity over the surface of a single polygon (Phong 197 5).
In the Gouraud shading algorithm, curved surfaces are approximated by polygonal
planar surfaces (Phong 197 5). From the curvature description, a shaded intensity is calculated and retained. The intensity at each vertex is calculated depending upon the
angle between the incident ray and the normal to the plane.

When the surface is

displayed the intensity at two vertices is linearly interpolated to obtain the intensity of
points (along the edge between the two vertices). The shade on the surface of the
polygon is also an interpolation of the intensity at two points. These two points are
points on two edges of the polygon and are the result of the intersection of the scan
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line (going through the point on the surface) and the two sides (or edges) of the
polygon. With the Gouraud shading algorithm, the quality of the image improved considerably over previous attempts. But, there are two problems with this approach.
First, the shading of the surface is uniform for each point when the light 1s
incident perpendicular to the surface.

If the object moves to a different orientation

then there is a variation in the intensity from one end to another.

Thus, when the

object is rotating the position of highlights is not steady from frame to frame.
A second problem, which in general was faced by all shading algorithms, was
due to a "Mach band effect" (Ratliff 1965). Consider that a curved surface is being
approximated with the help of polygonal surfaces. There are discontinuities of slope at
the edge of polygons. This results in a sudden change in the spatial rate of change of
intensities along the edge of two

neighboring polygons, which produces a subtle

visual artifact called a Mach band. The Mach band effect can be reduced by considering smaller planar polygons. But there is a direct increase in the memory requirement
and time to remove the hidden surfaces.
The magnitude of the curvature change determines the extent to which the Mach
band effect is noticeable. The reduction in the size of polygons may not reduce the
Mach band effect unless the size of every polygon is shrunk to a resolution point. The
eye also aids in enhancing discontinuities between polygonal edges. A better shading
model has been proposed (Phong 1975). The algorithm is more expensive in computation but produces better images as compared to those produced by the Gouraud technique. For detailed analysis please refer to Phong (1975).
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2.3. Ray Tracing
A general approach to the shading problem and realism, called "ray tracing," was
suggested by Appel (Appel 1967) and later incorporated by Goldstein and Nagel
(Goldstein 1971) to solve the hidden surface removal problem (Hall 1983). In this
technique, the path of the individual ray is followed through the image space.
Later, the concept was extended by Kay (1979) and Whitted (1980). "Ray tracing" has generated wide interest because the images generated using this technique are
the most realistic obtained to date by any method (Glassner 1984; Hall 1983; Kajiya
1983).

2.4. Summary
In this chapter, various illumination and shading models have been summarized.
The concept of ray tracing is introduced. At this point some observation and suggestions for improvement (Hall 1983) are summarized:
( 1) "The reflection model is empirical and does not account for the theoretical
behavior of light and the required energy equilibrium" (Hall 1983).
(2) Only point sampled information is provided by ray tracing which is not
enough for the "application of the energy equilibrium models." Point sampled information also causes aliasing. Better sampling techniques can be used to avoid aliasing
(section 3.5.7).
(3) The two operations - computing the intensity at the image plane and modeling
of global illumination -- have been combined into one operation.
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(4) The application of the reflection model results in the loss of spectral information at the image plane.
(5) The time taken to generate images is too large, prohibiting the application of
ray tracing in real time applications.
The drawbacks 1-4 are not dealt with in this dissertation. Our main objective is
to reduce the time taken to generate images in real time. Appropriately, this research
area has been termed "fast ray tracing" in recent literature (Glassner 1984). In the next
chapter, a general discussion of ray tracing is presented. In Chapter 4, we provide a
survey of the existing ray tracing implementations. A new technique for fast ray tracing is proposed in Chapter 5.

CHAPTER 3

RAY TRACING -- GENERAL DISCUSSION

In Chapter 2, existing illumination and shading models were discussed. One of
the models, called "ray tracing" is explored in this chapter. As pointed out earlier, ray
tracing has some deficiencies, but this illumination model helps in generating the most
realistic images to date. In this chapter, we discuss the basic or classical ray tracing
technique in detail. Later, some general solutions are discussed, which can be applied
to ray tracing using surface geometry and solid modeling object representation techmques.

3.1. Scope of the Dissertation
The scope of the dissertation is limited to the discussion of possible solutions for
the ray-intersection problem so that images can be generated in less time. To decrease
the image generation time, we also .address parallel machine implementations of the
ray tracing technique.

3.2. Classical Ray Tracing
The ray tracing illumination model is based on the classical ray optics approach.
A mathematical description of the model has been given in (Whitted 1980).

The

model incorporates the Fresnel reflection law ("the coefficient of reflection should vary
as a function of the incident angle in a manner that depends on the material surface
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properties." As described in Whitted ( 1980), total internal reflection, transmission,
refraction and reflection of rays should also be considered.
In a ray tracing implementation, after defining a proper illumination model, the
paths of rays are recorded. This is usually done by maintaining a binary tree.

Any

time a ray hits the surface of an object, a reflected and a transmitted ray are generated.
A node, having two son nodes for reflected and transmitted rays, is created indicating
this event in the tree. The tree grows recursively as a single ray could collide with
many surfaces in the image space.
For each new ray generated, the question of whether or not the ray intersects an
object is to be answered. One such tree is shown in Figure 3.1. The recursion stops
when the ray hits the light source or allotted memory space has been exhausted.
Sometimes, the vector, defined at the point of intersection on the surface and pointing
to some light source, may hit an object before reaching the light source. In this case
the intensity at that point is properly attenuated (Whitted 1980).
Once the traverse tree has been created, the "shader" traverses the tree (Whitted
1980). The intensity calculations of a point on the tree depends upon the illumination
model. Usually, intensities are attenuated with the help of a linear function depending
upon the distance between the present point and the point of intersection of the parent
node in the tree. The intensity of the parent node is the summation of the attenuated
intensities obtained from the intensity value of children nodes.
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I

Corresponding
intensity tree.

Figure 3.1. Image has two objects and three light sources.

There can be two approaches to obtain the traverse tree. The rays can be traced
starting from light sources and the recursion stops when rays hits the viewer's eye.
Since only a few rays so started reach the viewer (Whitted 1980), this approach is not
efficient.
In the second approach, rays are traced starting from the user to the object and
back to the sources of light. Depending upon the coordinates of the eye of the viewer
and the image plane, rays are started such that the starting point of the ray is the eye
and the direction of the ray is determined by coordinates of points (or pixels) on the
image plane. Whenever a ray intersects a surface, a node in the traverse tree is generated.
For every intersection, two rays -- reflected and transmitted rays -- are generated,
as explained earlier.

Each time a ray gets reflected or transmitted, there may be an

attenuation in the intensity of the ray because the transmission and reflection
coefficient of every

surface is less than or equal to one.

For opaque objects, of

course, the transmitted ray disappears.
The recursion of the ray trace stops whenever the ray hits a light source or travels
outside the image space.

In a given implementation, the recursion can also stop

depending upon the height of the traverse tree or the value of the intensity of the rays
(because the cumulative product of the coefficients could be so low as to warrant no
further consideration of that ray).
It should be noted that the possibility of exponential growth of the number of
rays is inherent in ray tracing schemes. This is because at each intersection point there
are two (one transmitted and the other reflected) new rays generated. These two rays
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can give rise to other reflected and transmitted rays. Therefore, in ray tracing, there is
a very strong possibility of an explosive growth in the number of rays generated.
Moreover, for every ray, the nearest object which the ray intersects has to be
found. In the worst case, for N objects in the image space and R levels of recursion,
Nx(l + 2+ 4 + .... + 2R) or Nx(2R+i - 1) ray-object intersections will have to be com-

puted. In this case, the height of the traverse tree would be R.
It is observed that recursion is an inherent property of ray tracing, and therefore,
the amount of recursion cannot be effectively controlled when using ray tracing for
image synthesis.

In fact, it was observed that, while implementing the ray tracing

algorithm, "ray- object intersection can require over 95 percent of the total picture generation time (Glassner 1984)." Therefore, much of the effort for finding fast ray tracing techniques has been directed towards reduci_n g ray-object intersection time (Chapter
4).

3.3. Comments on the Classical Ray Tracing
The following observations can be made about the basic nature of the ray tracing
process:
(I)

Ray tracing models the optical effects of light and surface properties of objects
very effectively.

This is because the image generation process considers the

reflected and transmitted rays and the intensities of these rays depend on the
surface properties of the objects.

Objects can be totally reflective or totally

transmitting or can be in between the two. The effect of light sources is also
considered at every intersection point.
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(2)

There is no hidden line or surface removal involved. This is because the hidden line and surface removal is done while calculating the ray-object intersections during image generation.

(3)

The process is simple and recursive. Every time a new ray is generated, the
same question is asked: "Which object does the ray intersect now? If it intersects more than one object then which one is the nearest one?" This problem
has been termed as the "ray-object" intersection problem in the literature.

(4)

Any ray is independent of all other rays. No two rays affect the calculation of
each other.

This makes ray tracing particularly attractive for parallel imple-

mentation. However, the intensity of a parent ray depends upon its son-node
rays in the intensity tree (section 3.2).
(5)

Since hidden line or surface removal 1s done while tracing a ray, the most
computationally expensive step for ray tracing is the ray-object intersection calculations.
As mentioned earlier, it was observed that the ray-object intersection time in clas-

sical ray tracing implementation was as high as 95 percent of the total image generation time (Whitted 1980; Glassner 1984). This fact has led to research efforts in solving the ray-object intersection problem as effectively as possible.

3.4. Object Specifications
Ray tracing has been applied to two classes of objects (Jansen 1985):
(1)

Analytically defined objects. This includes the list of mathematically defined
objects -- such as procedurally and sweep-defined objects.
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(2)

Faceted models -- where the objects are specified with the help of a list of
polygons.
We discuss ray tracing techniques applied to both analytical and f acted models in

Chapter 4.

However, it should be noted here that the faceted model of object

specification is more general as a large number of polygons can always be used to
define an analytically defined object to any desired degree of precision.
While ray tracing analytically defined objects, the special properties of the objects
are invariably exploited to solve the ray-object intersection problem (section 4.2).
Thus, the analytical model, although producing images of high realism, is not general
purpose. The solutions provided are specific to that particular class of objects which is
defined analytically.

3.5. General Discussion on Reducing the Image Generation Time
In this section, we discuss the various research efforts for reducing the image
generation time (sections 3.5.1-3.5.8). The solutions are general in the sense that any
implementation technique can benefit from them. The topics covered are use of simple
extents (section 3.5.2), beam tracing (section 3.5.5) and parallel machine implementations (section 3.5.8).

3.5.1. Configuration of the Objects
Information about the orientation of the objects can be used to reduce the image
generation time (see section 3.5.3 below). One such method called BSP (Binary Space
Partition) trees, was introduced (Fuchs 1980; Fuchs 1983). This method was used by
Lin (1987) for ray traing. Given a set of polygons, a BSP tree can be obtained by
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selecting some polygon

P1

and arranging all the other polygons to fall either in front or

back of P 1• Some polygons may be such that the plane of polygon P 1 subdivides them
into two disjoint polygons. Each such polygon is divided into two disjoint polygons.
One of them would then be in front and the other would be behind polygon

P 1•

In this way, either the polygon goes to the front or back of the polygon

P1

or is

subdivided into two polygons, one of which is added to the set of "front" polygons and
the other is added to the set of "back" polygons. A binary tree can be created such that
the left sub tree contains polygons in front and the right sub tree contains polygons at
the back of the polygon

P 1•

The same process is repeated for the front and back set of

all polygons.
When a ray is traced, the root node of the BSP tree is checked. The algorithm
considers the direction and position of the ray (relative to the polygon associated with
the node of the binary tree) for pruning the tree. For details of the algorithm, please
refer to Lin ( 1987). However, it should be noted that the BSP tree implementation had
a larger image generation time in comparison to the oct tree implementation.

3.5.2. Use of Simple Extents
As mentioned earlier, simple extents such as spheres and cubes have been used to
aid in simplifying the ray tracing process. While tracing a ray, first ray-extent intersection is performed.

If it is found that the ray intersects the object, then actual ray-

object intersection is performed. The use of extents is particularly useful when a rayobject intersection is performed but no intersection was found (a miss occurred). In
cases of misses, simpler ray-extent intersections can be performed.
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There has been some work that uses more complex extents so that objects can be
better approximated in comparison to spherical or cubical extents (Kajiya 1986).
Planes are used to enclose the object. The extents are called "bounding volumes."
However, all the extent-based systems have the same asymptotic complexity as
the classical ray tracing approach. As in classical ray tracing where all the ray-object
intersections are performed for every ray traced, an extent-based system must perform
ray-extent intersections. In the worst case, an extent-based system may perform worse
than the system using classical ray tracing. This is because there may be a situation
where all the object extents are intersected by the ray. In this case, in addition to performing ray-extent intersection, ray-object intersection would have to be performed for
every object.

3.5.3. Object Hierarchies
To avoid the above situation, object hierarchies are created (Kajiya 1986). A tree
is formed in which the volume of any node is the combined volume of all the children
nodes. For the algorithm for combining the "bounding volume" of children nodes to
obtain the "bounding volume" of the parent node, refer to Kajiya (1986). This method
has been termed the "hierarchical box method" (Jansen 1985).
Three different ways have been suggested to obtain the tree.

One way 1s to

create the tree by considering the order in which objects are described.
A second is to use the nearness criterion. In this method objects are sorted along
some axis.

Next they are divided into two groups at the median point. The above

process is recursively used but sorting is done along a different coordinate axis at the
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next level. The binary tree so produced can be used to avoid checking the extents of
the subtree, if the "bounding volume" of the node does not intersect the ray at any
stage. A similar technique has been used in the EXCELL method (section 4.4.2).
The third method is to use oct tree partitioning to group the objects together, with
the modification that if the object straddles two or more cells of the oct tree then it is
arbitrarily placed into one of the cells.
In this scheme, the ray tracing process depends upon the the height of the objecthierarchy tree. The height of the object-hierarchy would depend upon the way the
object-hierarchy is created. It is highly unlikely that a linear number of extents are
checked per ray but that is the worst case for object hierarchies, because the ray may
intersect all the extents. In the best case, H extents are checked for intersection, where
H is the height of the object-hierarchy tree. Thu_s the best asymptotic time complexity
of Kajiya's method is proportional to the height of the oct tree. Generally the method
performs quite satisfactorily as the implementation results indicate (Kajiya 1986).
Rectangular parallelepipeds as extents have been used in an earlier implementation. For example, Brooks et al. (Jansen 1985) uses arbitrarily oriented parallelepipeds
as extents. Spheres are also used as an alternative because the ray-sphere intersection
is computationally less expensive than ray-parallelepiped intersection.

It should be

noted that a sphere may be less effective as an extent than a parallelepiped for some
objects.
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3.5.4. Effect of Light Sources
So far we have discussed methods to reduce the ray-object intersections.

As

pointed out in Chapter 2, at every intersection point, the effect of light sources must be
checked for ray tracing.
In Williams (1978), the effect of light sources has been considered. The light
sources affect patches of surfaces of an object in the image space which are in direct
view of the light source. This patch can then be used to stop the recursion if the ray
being traced falls inside this patch.

In effect, all points on this patch may act as

reflections of the light source. Similarly, dark blobs (patches) on the object surfaces
can be used to stop the recursion as the intensity of the ray passing through the dark
blob is zero.
Usually, if an intersection point was found, then all the point light sources are
considered. . A ray is generated for every point light source. The ray starts at the point
light source and ends at the intersection point. This ray is traced. In case the ray is
found to intersect an object before the intersection point, that would mean the light
source does not affect the intersection point intensity.

In case no intersection was

found, then the light source has an effect on the intensity of the intersection point
being considered. The above process is repeated for every ray. In effect, if the above
method is used in any implementation, the number of rays for every intersection point
would equal number of light sources.
In (Haines 1986), the light buffer concept is used for light sources. In this case, a
cubical extent is used which surrounds the light source. Every cube surface (and there
are six in total) is subdivided into rectan2"ular disioint cells. Each cell is treated as a
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window through which the light source can see the objects. The objects which the
light source can see are saved in the cell's list. For other details refer to (Haines
1986).
For the mentioned method, a ray is generated starting from the light source to the
intersection point. The ray must hit some cell on the surface of the cube enclosing the
light source. Once the cell is found, only the objects in the object-list associated with
that cell needs to be checked for intersection.

3.5.5. Beam Tracing
Another recent approach, called "beam tracing" exploits the spatial coherence
within the scene and object coherence within the image space to batch computations
(Dadoun 1985).
In beam tracing, an image coherence technique takes advantage of the observation
that the image does not change very much from point to point or scan line to scan line
on the image plane (Weghorst 1984). Object coherence relies on the relationship of
objects in the image space which can be exploited to reduce visible surface computations (Weghorst 1984).
One problem with beam tracing is that a beam in an image space may be subdivided into several patches if it intersects with objects. The reflected beams cart also
propagate inconsistently in different directions such that modeling of the beam
becomes difficult.

In Dadoun (1985) planar polygonal surfaces are considered and

refraction considerations are avoided. For more detail on beam tracing, please refer to
Dadoun (1985) and Heckbert (1984).
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3.5.6. Ray Tracing with Cones
When attempting to display a line on a discrete grid of points, for example on the
screen of a display device, the line appears jagged. This phenomenon is called "aliasing." To avoid problems of aliasing in ray tracing, the definition of a ray is modified
(Amanatides 1984) to result in beam tracing.

This modification allows simple area

anti-aliasing (Dadoun 1985).
The problem with these applications is that beam-object intersection calculations
become quite involved. Also once the beam intersects a surface, it is desired that the
information is kept about the portion of the beam which is blocked by the object. This
creates to representational problems (Amanatides 1984).
In Amanatides (1984), the beam is represented with the help of circular pyramids
or cones. The direction of reflected and transmitted rays is calculated using the center
line of the cone. The process is similar to classical ray tracing. For more details see
Amanatides (1984). It suffices to say here that scenes containing spheres, planes and
polygons were quite realistic.

3.5.7. Distributed Ray Tracing
The aliasing problem is not inherent in the ray tracing technique. This is because
ray tracing can be filtered as effectively as any analytic method to avoid aliasing
(Cook et al. 1984). By distributing the directions of the ray according to an analytic
function, Cook et al. incorporated motion blur, blurred reflections and transparency.
The rays are distributed in time so that rays at different spatial locations are traced at
different times; hence the name "distributed ray tracing." For implementation details
refer to (Cook et al. 1984).
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3.5.8. Parallel Implementation
In recent years, Intel has produced a family of expandable personal supercomputers for providing a parallel programming environment. The iPSC system consists of
up to four computational units each with 32 high performance microcomputers. Every
microcomputer has its own processing and memory units. Each node or microcomputer is connected using hypercube topology (described below).

Every node in the

system is completely independent and communicates with its neighbors by message
passing. For more detail refer to iPSC ( 1986).
A hypercube has 2d identical nodes in which d represents the dimension of the
hypercube. Thus a 25 hypercube would have 32 individual nodes and a dimension of

5.
In this topology every node has exactly d neighbors.

The average distance

between two nodes is ~ and the maximum distance between two nodes would be d.
The "distance" is the measure of the number of processor nodes through which a message is routed starting from the source node to the destination node. Other topologies,
such as trees, rings, etc., can also be .mapped onto the system using application programs.
In principle the above matching can be achieved by a more general concept -"dynamic architectures" -- which were introduced in the early seventies. A module can
be equipped with circuits which can selectively activate and deactivate its connections
with other modules.

Architectures resulting from such modules become "software

reconfigurable." These modules are characterized by their own topology of activated
interconnections and may assume several architectural configurations.
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The concept of reconfigurable systems has been extended to image processing
applications (Siegal 1981) and array computers (Sejnowski 1980). For more detail on
reconfigurable architectures refer to Kartaschev (1980), Sejnowski (1980), Kartaschev
(1979) and Kartaschev (1978).
There have been attempts to exploit the inherent parallelism of ray tracing to
speed up the image generation time by using parallel systems. Dippe and Swensen
(Dippe 1984) describe an adaptive algorithm to subdivide the scene into S subregions
with

roughly

uniform load.

For parallel architectures, they assume a three-

dimensional array of computers with their own memory and a facility to pass mes2

sages.

By suitably redistributing the load, it is shown that O(S 3 ) speedups can be

obtained.
Ray tracing has also been implemented on a vector processor (CYBER 205) by
(Plunkett 1985). For every initial ray starting from the eye and passing through the
pixel on the image plane, a binary tree is developed. Two rays in different binary tree
are completely independent of each other. This fact has been exploited to speed up
the ray tracing process.
In this method, a queue of rays is maintained to which new rays are added whenever generated.

Initially the queue consists of starting rays. When the overhead of

storing and processing the results in the vector implementation was not considered, an
order of magnitude speedup was observed (Plunkett 1985).

35

3.6. Summary
In Chapter 3, we described the classical ray tracing technique and outlined its
main features. We have discussed general techniques to speed up the ray tracing process. In the next chapter, we summarize the techniques for objects defined by analytical models.
Hierarchical data structures (section 1.10) have been most successful and are
widely used (Fujimoto 1986; Glassner 1984) to reduce the image generation time.
However, some time is wasted in traversing the hierarchical tree data structure. These
techniques are also presented in the next chapter.
Later, we introduce a new data structure 1n Chapter 5.

This data structure,

although using some of the same principles as hierarchical data structures, is not a tree
representation.

CHAPTER 4

SURVEY OF RAY TRACING TECHNIQUES

In this chapter we smvey the existing implementations of ray tracing techniques.
As explained in section 3.4, the analytical model generates specific classes of images.
The faceted model is more general. For example, for two different analytical objects,
two ray tracing impleme~tations would be needed.

If the objects are defined in an

equivalent faceted model representation, a single implementation can be used. Hence
whatever form of object representation is used, any reduction in image generation time
for ray tracing implementation of faceted models would directly benefit general ray
tracing techniques.
However, research in ray tracing of analytical objects is an important research
area. Therefore a summary of ray tracing techniques for analytical objects is presented
in section 4.2.
In section 4.3, we discuss techniques for objects defined in Constructive Solid
Geometry (CSG).

Space subdivision techniques are summarized in section 4.4. We

outline some of the problems with the existing space subdivision techniques in section

4.4.6.
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4.1. Existing Implementations of Ray Tracing
In Clark (1976), every object (in the image space) is enclosed with a "bounding
volume." Because it is easy to check "if a ray intersects a sphere or not" these bounding volumes are spheres (Whitted 1980).
Sometimes, algorithms implementing ray tracing take advantage of the coherence
among neighboring pixels. For example, if the intensities of four pixels (defining a
rectangle on the screen) are equal and no smaller object is present in the region
between them, then the intensity of that rectangular region can be the average of the
four values (Whitted 1980). If the intensity values are not equal, then the rectangle
can be divided into four rectangles and the same process repeated. These may save
generation of some rays (Whitted 1980).

4.2. Ray Tracing Objects in Analytical Models
There have been some efforts to describe surfaces with the help of polynomial
equations and use of ray tracing to display the nature of these surfaces on the screen
(Hanrahan 1983). Some of the methods, as in Kajiya (1982), use recursive subdivision
but model the surfaces mathematically. In this section a summary of various implementations under this category is presented.

4.2.1. Procedurally Defined Objects
In Kajiya (1983) ray tracing procedurally defines objects such as fractals, prisms
and surfaces of revolution. For fractals, the method consists of developing the fractals
along with the ray tracing process with the help of the recursive subdivision method
(Kajiya 1986). A fractal surface is a class of irregular shapes that are probabilistically
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defined (VanDam 1984). A fractal surface is represented by a tree of branching ratio
four. At each node n of the tree, a pair (p,e) is associated, where p is a polygon and e
is an extent which encloses the surface given by the subtree at n. The leaf-nodes of
the tree represent the fully evolved fractal.
\Ve need to check the contents of an extent only when the ray hits that extent.
For every ray, the nearest node n is found.

All the four extents of that node of the

subtree are checked for intersection. If the ray does not intersect an extent, then the
extent is pruned from further consideration. Recursive subdivision for the portion of
the fractal, denoted by each of the extent, is done only when it is found that the ray
presently being considered intersects the extent.
In this way, many of the pieces of the fractals may be pruned from consideration,
because the ray did not intersect the extent associated with that piece of the fractal.
The benefit of this approach of developing the fractal on the fly is that the ray
need not be intersected by every polygon of the fractal; and the number of polygons
can run into six figures (Kajiya 1986). It is expected that a large number of polygons
are pruned from consideration for actual intersection. This method of fractal generation using ray tracing seems very practical and economical. The proofs of correctness
and details of implementations can be found in Kajiya ( 1983).
In general, a prism is defined as a volume formed by translating a plane curve
along a vector for a certain distance.

Examples of prisms are block letters, simple

models for urban architecture, surfaces with ridges (Kajiya 1986) etc.

All these

objects can be defined with the help of polygonal or faceted models but there could be
thousands of vertices in a faceted model.

39

The basic idea for ray tracing prisms is to transform the problem of finding the
ray-surface intersection in three dimensions to two dimensions by tal<lng advantage of
the symmetry of the surfaces. The problem in two dimensions is then solved using
strip trees (Ballard 1981; Semwal 1984).
Another class of procedurally defined objects are surfaces of revolution (Kajiya
1983). A surface of revolution is defined with the help of a base point, an axis vector
and a radius function. To improve on the image generation time, the ray is traced in a
different space. Rather than tracing the ray in (x-y)-space the ray is traced in (x 2-y)space. For details refer to (Kajiya 1983).

4.2.2. Algebraic Surfaces
There have been attempts to ray cast algebraic surfaces (Blinn 1982; Hanrahan
1983). An algebraic surface is the locus of a constant value for a polynomial in x, y
and z. Note that quadratic and bicubic surfaces are special cases of algebraic surfaces.
A ray is defined such that it has a starting point and a translational distance (t).
The main idea is to solve the surface equation by substituting into the parametric ray
equations such that an equation is obtained in the single variable t. The real zeroes of
this equation are the simultaneous solution to both the surface and the ray equations
and therefore are the intersection points (Hanrahan 1983). If there are no real solutions then the ray does not intersect the surface. If the solution is such that t < zero,
then the intersection is behind the starting point of the ray and is not a proper intersection and is discarded.
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Other solutions for which t is non-negative are valid intersection points.

We

select the nearest of them, that is, the point with least non-negative value. For more
details on the method and its implementation, please refer to Hanrahan (1983).

4.2.3. Patches
Ray tracing has been applied to parametric patches. Parametric patches are
defined numerically. The algorithm is similar to the others in the category of numerical methods. A ray-patch intersection problem from three dimensions is reduced into a
problem of intersecting two algebraic curves in two dimensions. A bicubic patch is
defined with the help of four matrices and a ray is defined as an intersection of two
non-parallel planes. For more detail refer to Kajiya (1982).
Ray tracing of Steiner patches has been discussed (Sederberg 1984). Steiner surf aces are triangular patches for which the Cartesian coordinates of the patch are
defined by quadratic polynomial functions of two variables (Sederberg 1984). Steiner
patches are the simplest free-form surface patches. It should also be pointed out that
free-form surface patches can also be represented in an implicit algebraic equation
(Sederberg 1984).

4.2.4. Splines
Sweeney (1986) defined surfaces with the help of B-splines. A B-spline is defined
as a curve approximating the polygon with second-order continuity. The method considers the individual patches on the B-splines as individual items and uses parallelepipeds as extents.

The entire surface is viewed as composed of patches. The

extents are arranged in a tree form, and the extent at every node is checked for inter-
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section with the ray (refer to section 3.5.3). A subtree is considered only when an
intersection is found (similar to the (Kajiya 1983) algorithm).

If a leaf node is

encountered then the Newton process is used for intersection computation (for details
refer to Sweeney (1986)).
In VanWijk (1984) three type of sweeping -- translational, rotational and conic
sweeping -- are discussed. The contour specification can be a line, a cubic B-spline
(defined above), or a cubic Catmull-Rom spline. A Catmull-Rom spline is a curve
passing through the vertices with first-order continuity.

A translational matrix

specification completely specifies the sweep-defined objects. For details of algorithms
refer to VanWijk (1984). It suffices to say here that the general idea is to project the
ray onto a contour plane and then find the intersection of the projected ray with the
contour.

4.2.5. Generalized Cylinders
Ray tracing has also been used for objects called "generalized cylinders." These
objects are defined by sweeping a two-dimensional contour along a three-dimensional
trajectory (Bronsvoort 1985).

The contour defines the cross section of an object.

Translational and rotational sweeping can be used to generate objects. Sometimes the
contour can be moved along a circular trajectory. Intersection points of the ray with
the generalized cylinder are obtained by reducing the problem to finding the intersection of two curves in the plane (Bronsvoort 1985).
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4.2.6. Natural Phenomena
Natural phenomena, for example clouds, have been modeled by partial differential
equations and ray traced in Kajiya ( 1984). The phenomena are modeled by a set of
vector or scalar fields defined on a uniform mesh in three-dimensional space. Other
details can be found in Kajiya (1984).

4.2.7. General Pattern
We notice a general pattern in the ray tracing of analytically defined objects: That
of solving for intersections of a ray and a contour. Two methods have been used.
One is to define the contour as a line segment and use a strip tree (Kajiya 1983) to aid
in the intersection calculations. A second method is to calculate the intersection with
the help of numerical methods by approximating the contour by a spline of some type
(VanWijk 1984; Bronsvoort 1985).

4.3. Ray Tracing for Constructive Solid Geometry Models
Goldstein (1971) defined images as a boolean combination of some primitives.
The nine primitives were sphere, right circular cone, left circular cone, truncated circular cone, truncated elliptic cone, ellipsoid, rectangular parallelepiped, right-angle wedge
and arbitrary polyhedron having up to six plane surfaces.
Sometimes a binary tree is used to store the primitives along with the boolean
operators. This method of representing solids has also been termed Constructive Solid
Geometry (CSG) and is extensively used in CAD/CAM applications. Usually blocks,
cones and spheres are used as primitives. A primitive is associated with every leaf
node of the binary tree. Each non-leaf node defines a solid which is the boolean com-
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bination of its son-nodes. The boolean operators allowed are umon, intersection and
differences (Casale 1985; Atherton 1983; Chiyokura 1985; Requicha 1982).
A restricted form of ray tracing called "ray casting" (section 4.3) is used for generating images (Roth 1982; Rossignac 1986). In ray casting, rays are cast from the
viewing point through the pixels and the proper intersection point is found by traversing the binary tree defining the solid in CSG. The proper intersection point is found
(if any) and the intensity calculations are performed at that point for that ray. No new
rays are generated at the intersection point for ray casting.
In the worst case, every ray may have to perform intersection with all the primitives in the leaf-nodes of the tree representing the object. Therefore, unless space subdivision (section 4.4) algorithms are applied to this model, the image generation time
could be comparable to the classical ray tracing approach.
Other algorithms such as scan-line hidden surface removal procedures (Atherton
1983) and z-buffer algorithms (Rossignac 1986) are outside the scope of this dissertation and will not be discussed.

4.4. Space Subdivision Techniques
Recently, oct trees have gained popularity as an effective technique for reducing
the image generation time drastically compared to classical ray tracing (Jansen 1985;
Glassner 1984; Fujimoto 1986). The basic idea is to organize the objects by considering the three-dimensional relationship between them. The object space is divided with
the help of an oct tree into mutually disjoint parallelepipeds. These parallelepipeds are
also called leaf-cubes or leaf-nodes, as they correspond to the leaf-nodes of the oct
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tree.

Each leaf-cube may contain a list of objects or can be blank (Rubin 1980;

Samet 1984; Glassner 1984).
The ray in this scheme is traced as follows. The starting point of the ray is inside
some leaf-cube. If the ray does not intersect an object in the leaf-cube, then depending
upon the direction of the ray and the surrounding leaf-cube sizes, traversing the octtree may be necessary.
Sometimes, because of the subdivision, some of the leaf-cubes may be blank. If
the ray moves to a blank leaf-cube then the next neighbor leaf-cube along the ray
must to be found. The process continues until the ray either goes completely out of the
image space or intersects an object in some leaf-cube. If the ray hits an object, it may
be reflected and/or transmitted. The same process is repeated for the transmitted and

reflected rays until one of the criteria for stopping the recursion is met. The algorithm
has been implemented in (Glassner 1984).

The overall ray tracing time has been

shown to decrease considerably, compared to classical ray tracing.
A division of image space with the help of a regular 3-D grid (voxels) was
independently suggested by Clearly and Wyvil as an alternative to oct tree based data
structures (Wyvil 1986).

The scheme may require a large amount of memory.

While preprocessing, every voxel needs to be checked against all objects by an
inside/outside tests (Wyvil 1986). Wyvil recommends the use of oct trees along with
regular grid subdivision. In this case, the approach becomes similar to L'le ARTS system (Fujimoto 1986).
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4.4.1. Benefits of Oct Trees
The oct tree method is quite beneficial for the following reasons:
(1)

The number of objects in a leaf-cube can be made as small as possible (usually
less than five), so that a small number of objects are considered for intersections.

(2)

There exists a natural sorted order in which leaf-cubes are checked. In other
words, the next voxel checked is the voxel to which the ray next propagates.

(3)

Blank leaf-cubes, where there are no objects, are not subdivided while generating the oct tree. This helps in bypassing the space where no intersection can
be found (as the leaf-cube is blank).
The above characteristics of the oct tree appears to give this technique a tremen-

dous advantage over other ray tracing techniques. The results of implementation of
the oct tree have been summarized in Glassner (1984), Fujimoto (1986) and Lin (1987)
and are very encouraging.

4.4.2. ARTS and EXCELL Methods for Ray Tracing
Other efforts have been made to combine oct trees along with a directory system.
The directory system is developed by dividing the object space into equal size disjoint
parallelepipeds or voxels ("volume elements").

The size of a voxel is empirically

selected. Every voxel points to some node in the oct tree. The node can be a non-leaf
or leaf node of the oct tree. Note that the size of the oct tree nodes may differ from
each other.
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Since the voxels are of equal size, the directory can be used for moving the ray
from one voxel to another.

This helps in avoiding the time consuming process of

traversing the oct tree for moving from one leaf-cube to another. For more details refer
to the ARTS (Fujimoto 1986).
In the EXCELL method, the directory concept is used in conjunction with a
binary subdivision of the image space. The space is divided along the x then along
the y and then along the z axis and the process repeats until some satisfactory number
of objects (say 5) are in every parallelepiped resulting because of the above binary
subdivision. In this way, a binary tree results.
Next a directory is developed. The size of the voxel is equal to the size of the
smallest parallelepiped in the binary tree. The EXCELL was suggested by Tamminen
(1984) and Mantyla (1983). Notice that in this approach the pointers in the directory
always point to some leaf-cube of the binary tree. The size of the leaf-cube is based
on the orientation of the objects and the number of objects allowed per leaf-cube. The
number of objects allowed per leaf-cube or "bucket size" is selected empirically.

4.4.3. Analysis of the Space Subdivision Techniques
In an oct tree, the extent surrounding the object follows the surface of the object.
If the volume of the leaf-node intersects the surface of the object then a pointer is

inserted in the object (linked) list associated with that leaf-node.
While tracing a ray, if the ray is found to intersect a leaf node then the objects (in
the object-list) associated with that leaf node are checked for intersection. If a proper
intersection is found then we are done for this ray. If no intersection if found then the
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ray moves to the next leaf-cube. The time taken for this computation varies depending
upon the data structure used. Glassner' s approach was to use the oct tree itself to
traverse the tree. Invariably, this adds to the cost of tracing the ray.
In ARTS, the object space is subdivided into 1024 by 1024 by 1024 disjoint voxels. The dimension of these voxels is known. Now, the ray travels from one voxel to
another instead of from one leaf node to another.
All voxels contain pointers to the proper nodes 1n the oct tree (notice that the
pointer may or may not point to a leaf node).

Since a voxel may contain a pointer

which does not point to a leaf node, the vertical descent of the oct tree may have to be
performed (Fujimoto 1986).

However, vertical traversal would usually be less than

that in Glassner's implementation.
To avoid vertical traversal in the oct tree, the EXCELL method uses a directory
which is built on the basis of the configuration of given image.

The object is not

empirically subdivided into mutually exclusive voxels as in ARTS. Instead, the subdivision of the image space is done by recursively halving the image space until some
criterion of bucket size is met (section 4.4.2) (Mantyla 1983).
In the EXCELL method, the smallest leaf-node of the binary tree determines the
voxel size (Mantyla 1983). This leads to constant time access to the object-list as each
voxel in EXCELL method points to the leaf node of the binary tree generated. Also,
movement from one voxel to another is in fact moving from one leaf node to another
in the binary tree.
In this method, the leaf-cube (C) of the binary tree containing the starting point of
· the ray is found in constant time. When all the objects are checked in the leaf node

48

(C) and a nearest point of intersection is obtained then we are done for this ray. If no
intersection is found then the point (B) of intersection of the ray and the parallelepiped
(corresponding to the leaf-node C) is calculated.

The starting point of the ray is

modified to B and the same process is repeated (Mantyla 1983).

4.4.4. Comparison of the ARTS and EXCELL Method
Both the ARTS and EXCELL method subdivide the object space into mutually
disjoint voxels. The ray moves from one voxel to another. Each voxel points to some
leaf node in the binary tree for EXCELL method and some node (which may be leaf
or non-leaf) of the oct tree for ARTS method.
If we compare the EXCELL and ARTS system, the following observations can be
made:
(1)

When the ray moves from one voxel to another, in the ARTS implementation
we may have to vertically traverse the oct tree. In the EXCELL method there
is no tree traversal for this operation.

(2)

The voxel size in ARTS is empirically selected whereas in EXCELL method it
depends upon the smallest leaf-node size in the oct tree.

In the EXCELL

method, the smallest leaf-size depends upon the bucket size (section 4.4.2)
which is empirically selected.
From the above observation, if the ray presently is traveling through the blank
space, it may have to pass through more blank voxels in ARTS or EXCELL implementation depending upon the voxel size.
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Let us assume that the voxel size in the ARTS system is larger than the voxel
size of the EXCELL method. In this case, it is possible that the EXCELL method is
faster as there is an overhead of vertical tree traversing in ARTS.
It is also feasible that the ARTS system may perform better as blank volume can
be passed effectively in ARTS (the voxel size could be bigger). On the other hand, the
voxel size in EXCELL method may be small and result in inefficient blank volume
bypassing.
Therefore, in both systems there is a tradeoff depending upon the vertical traversal and efficient blank volume bypassing. Thus, "what is the optimal size space subdivision?" is a question which differs from one image to another and depends upon the
configuration of objects in the image space.

4.4.5. A Discussion on Space Subdivision Techniques
In all, the space subdivision techniques, the space 1s partitioned into disjoint
parallelepipeds.

Object-lists associated with parallelepipeds, which intersect a given

ray, are checked in the order they are encountered along the path of the ray. The
above principle is used by oct tree, ARTS and EXCELL implementations. In all these
techniques the distance traveled by a ray between two leaf-nodes varies as the size of
the leaf-node can be different.
Let us assume that objects are represented with the help of a finite number of
cross sectional slices. The problem of displaying a two-dimensional image of these
objects is addressed by Tuy (1984). For every ray, information was being checked at
every point "d" distance apart from each other. They had difficulty in deciding as to
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"what the optimal size of "d" should be?" This is because if "d" is large (larger than
the dimension of some object) then some ray-object intersection would go undetected.
Similarly, if dis too small then the algorithm may take more time to generate images.
Their ray-object intersection test was to test along the ray at discrete points, "d"
distance apart, whether the point is outside or inside the object or not.

The search

stops when a point is found such that either the ray moves from "inside to outside" or
"outside to inside" of an object.
The intersection reporting in the Tuy system is dependent upon the wise selection
of the value of "d" and does not guareentee the "positive identification" of intersections. In other words, Tuy method does not guarantee the correct image. The oct tree,
ARTS and EXCELL implementations guarantee the "positive identification" because
the surface area of any object is covered by the leaf-node volumes. Any time a ray
moves inside a leaf node, the object-list associated with that leaf-node is checked for
any intersection. This guarantees "positive identification."

4.4.6. Problems with the Space Subdivision Techniques
All the three methods, oct tree, ARTS and EXCELL, benefit from space subdivision. The implementations of these techniques have shown drastic improvements over
classical ray tracing.

However all the three techniques, have the following disadvan-

tages.
As discussed in section 4.4.3, with space subdivision techniques such as ARTS
and Glassner's oct tree approach, the frequency of vertical traversal is high (Fujimoto
1986). This means that the image generation time is somewhat related to the height of
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the oct tree data structure. Thus, which technique is better would depend upon the
description of the image and object configuration. Therefore, it is extremely hard to
compare two techniques because there are too many parameters involved. This philosophy is also supported by Kajiya (1986).
In the EXCELL method, this problem is avoided, but there is a possibility that
subdivision is so fine that the blank volumes cannot be bypassed as effectively as in an
oct tree implementation.
However, in both EXCELL and oct tree related methods, the leaf-node size is
empirically selected. In the EXCELL method the leaf-size depends upon the bucket
size and the orientation of the objects. In an oct tree and ARTS implementation, apart
from the above-mentioned parameters, the leaf node size also depends upon the maximum height allowed and the defa ult minimum size of the leaf-node. As we shall see
in Chapter 7, the empirical nature of the oct tree data structure has a poor memorytime tradeoff. Since ARTS and EXCELL are empirical in nature, it is expected that
their implementations will have problems similar to that of an oct tree implementation.
Another drawback because of the parameter dependence of the tree based techniques is that we must foresee how many potential intersections are present in the
given data.

For example, it is possible that "k" objects intersect at the same point.

This situation would force the parameter "n" (maximum number of objects allowed
passing through a leaf-cube) to be at least equal to the value of "k." Therefore, before
a tree is created, it may become necessary to have an answer to the question -- "How
many objects intersect at the same point?"
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Also a single update may drastically change the characteristic of a tree. The
effect of an update can be global as the parameter controlled tree characteristics may
change. Consider a case when a new object is added to the already existing set of
objects in a tree. In a tree based system, a change at one node, such as moving or
inserting an object, may propagate to the neighboring nodes in the tree and require
extensive reconfiguration. This is the problem with all the parameter controlled tree
data structure such as ARTS, EXCLELL, and oct tree implementations.

4.5. Summary
In this survey, we have briefly discussed the current research directions in the
field of ray tracing. We have covered topics such as object representations (analytical
and faceted model). The analytical models are too specific as they can only generated
a selective set of images. There are some problems with space subdivision techniques.
In the next chapter, a new data structure, called the Slicing Extent Technique
(SET), is introduced.

In this data structure, there is no tree traversal and blank

volumes are bypassed as effectively as in an oct tree. In Chapter 8, we also discuss the
suitability of SET for parallel machine implementation.

CHAPTER 5
THE SLICING EXTENT TECHNIQUE FOR RAY TRACING

5.1. Introduction
Ray tracing has gained popularity as a technique for generating realistic images
and

has been applied to render images for many surfaces and objects.

Although

pleasing images are generated, the image generation time is high (Fujimoto 1986;
Glassner 1984) as a large amount of time is wasted to find the nearest point of intersection of a ray and some object in the scene.
A substantial reduction in image generation time (from hours to minutes) was
obtained when space subdivision was used by Glassner (1984). An oct tree was used
to limit the number of objects checked for intersection. Later, the space subdivision
technique was also used in the ARTS and EXCELL systems (refer to Chapter 4).
In this chapter, some problems with existing space-subdivision techniques are outlined. A new technique for ray tracing called the Slicing Extent Technique or SET,
is introduced as a viable alternative to existing methods for ray tracing.

5.2. Definitions
(1)

An ideal extent for an object J is a mathematically defined region which surrounds and encloses the object J.
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A discrete extent for an object J is a polyhedral volume which is specified by a

(2)

computational technique such as SET and which encloses the ideal extent for J.
(3)

An exact extent for an object J is the situation when the description of the
object itself is used as an extent for object J.

(4)

The excess extent coverage of one extent E for object J is the volume enclosed
by E which is not in the volume of J.

(5)

A filter method is a technique which eliminates most possible ray-object collisions from consideration, and subjects only the likely collisions to a complete
collision computation.

(6)

For a rendering technique for ray tracing positive identification is the situation
when the technique is capable of identifying every ray-object intersection, if it
occurs.

It may report some false intersections.

The property of positive

identification is necessary else some erroneous images may be produced.
(7)

A miss is said to occur when a ray-object intersection is reported by a filter
method, but not confirmed by a collision test.

For extent-based filters, the

more the excess extent coverage, the larger the probability of a miss.
(8)

Cells are said to have been marked for an object J when a pointer to J is added
to the linked list L for that cell. The linked list L is also called the object-list.

(9)

In SET, a J-target area is an area on a slice 1 such that the cells intersecting
with the area are marked while preprocessing for an object J.

1

For definition of "slice" refer to section 5.4.
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(10)

A ray is said to hit-J when a ray passes through a cell C (on a slice) which has
a pointer to an object J in the linked list L for that cell C; i.e., when the ray
passes through the J-target area.

(11)

A ray is said to fall through the slice S if the linked list L associated with the
cell C ( through which the ray passes on slice S) is empty.

5.3. Summary of Problems with Existing Methods of Space Subdivision
Fujimoto ( 1986) pointed out that tree traversal for oct tree based schemes should
be avoided. As explained in Chapter 4, Fujimoto developed a directory system, which
is used along with the oct tree to reduce the vertical tree traversal. It should be noted
that the frequency of vertical traversal was still high (Fujimoto 1986) as their system
often defaulted to a pure oct tree implementation.
In general, we see two problems with tree based data structures. One is the time
taken for the tree traversal (up-down the oct-tree). The second problem has been
finding the optimal cube size (Fujimoto 1986) so that the tree traversal is minimal.
A somewhat different approach to space-subdivision is used in EXCELL method,
where the directory is maintained such that the ray moves from one leaf-node of the
binary tree to another. In this approach, the space subdivision could be so fine as to
result in inefficient blank volume bypassing (refer to Chapter 4).
In this chapter, we introduce a new technique -- called the Slicing Extent Technique or SET -- for ray tracing. This technique has the following properties:
(I)

Slices tested in a sorted order along the path of the ray.
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(2)

No tree traversal is needed when a ray is traced,

(3)

The question "what should be distance (d) after which we need to check
another object-list for intersection?" is solved effectively in the new technique.
For example, in classical ray tracing this distance is zero, as all the objects are
checked for intersection. The distance (d), in an oct tree implementation, is the
variable distance which the ray travels from one leaf-node to another.
Hereafter, d will be referred to as a "next-cell-distance."

(4)

Oct trees are efficient in bypassing blank volumes. This feature of oct trees
can also be incorporated into the preprocessing phase of SET without requiring
any tree traversal while ray tracing.

(5)

In an oct tree, leaf-nodes follow the surface of the object and thus define an
extent. SET achieves the effect of extents by using two-dimensional "targetareas" for spheres and polygonal surfaces during preprocessing.

(6)

For oct tree, ARTS and EXCELL implementations, the condition for controlling recursion is based on the bucket size. Images in which the bucket size is
less than the number of objects which intersect each other, will not be handled
properly. No such requirement exists for SET.

(7)

Before the actual ray-object intersection is performed in EXCELL, oct tree and
ARTS implementations, intersection with a simple extent is checked so that
there is no need to check the actual (time-consuming) intersection if the ray did
not hit the simple extent. In SET, the step of checking the intersection with a
simple extent is not required. By definition, if an intersection is indicated by a
cell of SET then the ray usually hits the cubical extent surrounding the object.

57

As we shall see in Chapter 7, the empirical nature of oct tree, ARTS and

(8)

EXCELL methods contributes towards the poor memory-time performance of
these data structures. No such anomaly exists in SET.
An insertion of a new objects may drastically change the characteristics of oct

(9)

tree, ARTS and EXCELL implementations (Section 4.4.6). The effect of such
update in SET is local and require no serious reorganization (section 5.9.1).
(10)

To save memory space, sometimes second level directories are used for the
EXCELL method (Tamminen 1984).

No such overhead time requirement

exists in SET.
At this point, it is appropriate to acknowledge that the paper by Fujimoto (1986)
has contributed to our research efforts by giving us important experimental results. In
particular, it demonstrates that even partial avoidance of tree traversal (as is done in
ARTS) may reduce the image generation time (Fujimoto 1986).

5.4. Introduction to the Slicing Extent Technique
The concept of the "Slicing Extent Technique" or "SET" can be illustrated by
considering the image space (containing spheres and polyhedra) as a box (B) with
dimensions (X_Dist by Y_Dist by Z_Dist) shown in Figure 5.1. Note that box B may
not be a perfect cube. The box (B) is sliced by planes perpendicular to one of the
axes (x-axis in Figure 5.1). The section of a plane inside the box (B) is termed as a
"slice"; hence the name "Slicing Extent Technique (SET)."
Each plane consists of say Ny

*

Nz cells (Figure 5.2). Each point (x,y,z) on the

slice falls into some cell. Associated with each cell is a list (L) of pointers to objects

S8

(e.g., spheres, polygonal surface, see Figure 5.2). This list is developed while preprocessing.
The position of a slice is dependent upon the orientation of the objects 1n the
image space. Cell size can vary from slice to slice or can be fixed.
The essence of the slicing extent technique is that with each object is associated a
cluster of marked cells which serve as an extent. If a ray penetrates any cell associated with an object then we must check to see if the ray actually collides with the
object.
The novelty of SET is that rather than using a collection of vohanes as an extent
(as does Fujimoto's ARTS system and most others), SET uses a collection of planar
cells. The region in any slice which corresponds to an object is called a target for that
object. In the following sections, we describe strategies for constructing slices, marking cells and tracing rays.

5.4.1. Basic Functions of the Slices
The list of objects (L) in a cell contains pointers to objects which should be
checked for intersection with the ray, if the ray hits the cell. Similar to the slices perpendicular to the x-axis (set Sx), slices perpendicular to y (set Sy) and z (set Sz) axes
are defined as shown in Figure 5.3. No two slices are at the same coordinates.
A two-dimensional array (AR) is maintained for every slice. The rectangular area
of the slice is partitioned into C disjoint and equal rectangular areas or cells. Let the
coordinates of the intersection point on the slice be Wl and W2 along some axes P
and q respectively. Both p and q axes can be any of the x, y or z axis and are not the
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Figure 5.1. A set of slices perpendicular to x axis.
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Figure 5.3. A ray intersecting the slices .
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same axis. Two indices (indexl and index2) are found in constant time as indexl=

l:~ J

and index2

=

l:; J.

where wl and w2 are the dimensions of a cell on the slice

along axes p and q respectively. These indices are used to access the appropriate cell
in AR.
Given the intersection point, the above data structure facilitates finding the
"proper" cell on a slice SL in constant time. By proper cell, we mean the cell containing the intersection point where the ray hits the slice SL.
With every slice, the value of the p-coordinate, location of the slice on the p-axis,
where p could be either or x, y or z, is maintained. For a set of slices, perpendicular
to p-axis, an array of pointers is maintained so that the adjacent slices can be easily
obtained (refer to step 2.a of Ray_Tracer_SET algorithm in section 5.4.3). The position of slices is dependent upon the orientation and dimension of the objects in the
scene and is described in section 5.6 for spheres and polygonal surfaces.
The effect of slicing the enclosing cube (that is, the smallest size cube which
encloses the image space) is that the enclosing cube is divided into various boxes.
Because of the subdivision, the volume of these boxes may or may not be equal.

5.4.2. Marking the Cells
While

preprocessing,

"marking

the

cells"

is

a

very important operation.

Appropriate pointers are added to the linked list associated with the cells on different
slices. Let us consider a solid (figures 5.4 and 5.5) formed by six slices, two of which
are perpendicular to each of the x, y and z axes. For convenience, we will call this
solid a cube even though all its faces are not, in general, equal. The cube has six
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rectangular faces and every face falls on some slices by the way slices are defined
(section 5.6).

Figure 5.5 shows a slice along with a rectangular face.

Notice that

some of the cells of the slice are not covered by the face. Some of them are partially
or fully covered.
Any cell which is partially of fully covered is marked; hence the name "marking
the cell." By "marking the cell (M)" we mean that a pointer to the object is inserted
in the object-list (L) associated with the cell M. As explained in section 5.6, the cube
encloses an object and the pointer added to the linked list points to this object.

5.4.3. Basic Ray Tracer
A ray is shown passing through the box (B) in Figure 5.3 and intersecting the
slices. Whenever a ray hits a slice the point of intersection lies inside some cell.
Object-lists associated with cells along the path of the ray are checked in a sorted
order. The main objective is to find the nearest point of intersection of the ray and
some object in the scene.
In SET, a ray propagates from slice to slice. If the ray intersects a slice, the cell
which contains the intersection point can be found (section 5.4.1). Let the ray R hit
slice A and then slice B. Let cell P be a cell on slice A which contains the point of
intersection of the ray and the slice A. Similarly, the cell J is a cell on slice B which
contains the point of intersection of the ray and the slice B. Instead of saying that the
ray moved from slice A to B, we can also say that the ray moved from cell P to J.
Associated with every cell is an object-list. For our example, all the objects in
the object-list associated with cell P are checked before checking the objects in the
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Figure 5.4. A cube withe six rectangular faces.
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Figure 5.5. A face and the corresponding slice.
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Figure 5.6. A ray moves a non-zero distance from slice A to B.
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object-list for cell J.

If the ray does not hit any other slice between slice A and B,

then the distance between the two intersection points (inside cells A and B) is called
the "next-cell-distance" as two cells are checked after the ray travels this distance.
The "next-cell-distance" depends upon the position of slices. Please note that slices A

and B can be perpendicular to any of the x, y or z axis.
For finding the nearest point of intersection of the ray with some object, the following algorithm is executed:
Procedure Ray_Tracer_SET
For every ray do
begin

1) Find if the ray passes through

the box B. If "no" then the ray
does not intersect any object
in B (return) else perform step la.
la) dist= infinity; D= distance between the
starting and present position of
the ray=O; Present position=
starting position; Point P= NULL.
2) while ( (D

< dist) and (ray is inside the box (B) )

do
a) Find between which slice Sx and (Sx+l) the ray's
x-coordinate (of the present position) lies.
Similarly find slices (Sy, Sy+l) and
(Sz, Sz+l) perpendicular toy and z axes for they
and z coordinates of the present position of the ray.
Depending upon the direction of the ray find the
nearest slice S (which is one of Sx, Sx+l, Sy, Sy+l,
Sz and Sz+ 1) to which ray would hit first after traveling

68

a non-zero distance (Figure 5.6).
Note: S is different than the present slice (at which
the ray is) because of the non-zero condition. Otherwise,
we may stay at the same point zero distance from the
present point.
b) Find the cell (C) in S into which the ray moved
( the next point from the present point) and
modify D= the distance of the new point
to the starting point.
c) Modify the present position along the ray to the
new point the ray moved to on S.

d) If the cell C is empty then go to step 2.
Otherwise cell C is not empty. In this case
find the actual point of intersection of the ray and
the object(s) pointed to in L. In case, L has
m objects then perform intersection of the ray with
m objects and find the nearest point of intersection.
e) Modify dist= distance of the starting point of
the ray and the nearest point of intersection just found.
Set P= nearest point. Go to step 2.
end while.

3) If Point P= NULL then ray did not intersect
any object else the ray intersected at point P.
enddo
end Procedure Ray_Tracer.

S.S. Improvements on the Basic Ray Tracer
In this section, we discuss some of the strategies implemented for our prototype
system for decreasing the image generation time.
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5.5.1. Finding the Starting Slices for a Ray
To facilitate finding the slice for the present position of the ray, an index array is
defined. Consider a uniform partition of distance along an axis. As shown in Figure
5.6, let D be the minimum distance between two consecutive slices along the x-axis.
The slices, between which the present point is, can then be found by dividing the xcoordinate of the present position of the ray by D and performing a look-up into an
index array A(l::T), where T=

rx

~i

st

l

and X_dist is the dimension of the box B

along the x axis. A similar array can also be defined for slices perpendicular to y and
z axes.
In Figure 5.6 there are six slices defined and the array size T= 9. The pointers
are shown with the help of arrows. Given the value x, a correct slice can be obtained

by checking the i'th entry for the array, where i=

l~ j.

For some values of x, which fall for example in regions Rl and R2 (see Figure
5.7), the above-mentioned technique would not work. This is because the i'th value of
the array does not point to the correct slice number. There are two possible solutions
to the above problem:
(1)

Method 1: First find the approximate slice values (as j and j+l). Depending
upon the direction and the position of the ray either decrement or increment the
slice numbers till the present point of the ray satisfies the condition that it lies
between the two slices.

(2)

Method 2: Look up i'th as well as (i+l)'th entry of the array. Three situations
may arise:

70

o- m1n1mum non zero distance
D

~
S11ce S 1

S2

S3

S4

S5

S6

ti
A2

Figure 5.7. An array of 9 elements.
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a) If both the entries point to the same slice (j) then the correct slice numbers,
between which the present position of the ray lies, are j and j+ 1. This situation
relates to region R3 in the Figure 5.7.
b) In case the entries are different and x is greater than the value of the (j+ l)th
slice then the correct slice numbers are j+l and j+2 (for example refer to regions
Rl and R2 in Figure 5.6).
c) If the entries are different and if the x value is less than the value of slice (j+ 1)
then the correct slice numbers would be j and j+ 1 (for x values in region R4 in
Figure 5.6).
Both the above algorithms work as the distance D is the rmn1mum distance
between two slices. Therefore, no two consecutive entries in the array can point to
slices which are not consecutive.

5.5.2. Avoiding Checking the Same Ray-object Intersection
When the ray moves from cell P to J, the two linked lists, say Ll and L2 respectively, associated with these cells contain pointers to objects which the ray might intersect. It is possible that lists Ll and L2 may have some common pointers to the same
object. This forces us to perform the same ray-object intersection more than once.
To avoid checking multiple intersections, an array (T) of N integer elements is
kept.

N is the number of objects in the scene. A variable called TIME_STAMP is

initialized to one when

the ray tracing starts.

whenever a new ray is generated.
(ID) from zero to (N-1).

This variable is incremented by one

Every object is then assigned a unique identifier
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Initially all elements T(i)= zero, where og -5:.(N -1). Any time an intersection is to
be performed we check T(ID). If T(ID) is less than TIME_STAMP value then we initialize T(ID)=TIME_STAMP and perform the actual intersection.

In case, T(ID)

=

TIME_ST AMP then no intersection is performed. Notice that T(ID) cannot be greater
than TI1\1E_STAMP as that would mean that somehow a ray which has not been generated is being considered.
By performing a lookup operation in an array, we can avoid checking the same
ray-object intersection more than once. However for every pointer in the object-list
encountered along the path of the ray, we need to look-up into array T. Usually, this
overhead is offset by the time saved by avoiding large number of intersections.

5.5.3. Bypassing Blank Volumes
Blank volume can be bypassed in an oct tree based data structure in an efficient
way. To benefit from this property of an oct tree, in SET a pointer can be maintained
per cell which points to a structure (S) or is NULL. The structure S contains the slice
numbers defining the volume of some leaf-node of the oct tree.
SET can benefit from the oct tree as b.l ank volumes, containing no object-surfaces
are isolated.

Next six surfaces of the blank volumes (parallelepipeds) are suitably

marked. The oct tree is defined on top of slices. The following algorithm is executed:
Procedure Mark_Blank_Volumes()
begin
1) Find a box around every sphere.
2) Find boxes surrounding the triangles.
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3) Collect all the boxes (B) from steps 1 and 2.
Let the enclosing cube be defined by means of
N_X, N_Y and N_Z unique slices perpendicular to x, y and
z axes. Initialize CUBE = enclosing cube.
4) For every box B
do
4.1) if (Box B contains the CUBE)
then mark the CUBE as OCCUPIED.
else
Check the dimension of the CUBE
4.2)

if "CUBE contains at least three slices
perpendicular to each axis" and
"the CUBE has not been n1arked as OCCUPIED"
then

4.3)

Divide the CUBE into eight subcubes
at the center slice along all three
axes. Mark all the subcubes as
"NOT-OCCUPIED".
Repeat step 4.1 for all the subcubes
after setting CUBE = the subcube
being considered.

4.4)

else
if (CUBE and box B intersects
or CUBE contains B)
then Mark the CUBE = OCCUPIED.
else
/* Nothing is done when CUBE and box B
do not intersect. */
endif
endif
endif
enddo /* step 4 */

5) For all the leaf-nodes which are marked "NOT-OCCUPIED"

do
Find the box (BO) corresponding to the leaf nodes.
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Mark the cells on the faces of the box as pointing
to the box BO description
enddo
Note: a) Because of the terminating conditions the lower
and upper slice numbers of a box BO, perpendicular
to any (x, y or z) axis, would differ by 2. In this
way oct tree marking would perform better as at least
an increment of 2 is obtained.
b) The dimension of the box BO can be increased or
decreased if needed.

6) Stop.

end Mark_Blank_Volumes
Step 2a of the Basic_Ray_Tracer (section 5.4.3) would be modified. For every
cell encountered along the path of the ray, we would check if that cell has a pointer to
a box (BO). If this is the case then instead of incrementing the slice numbers by one,
we would increment the slice numbers according to the dimensions of box BO.
5.6. Preprocessing for SET Implementation
While preprocessing, following three major steps are performed: a) determination
of cell size; b) marking the cells for spheres and triangles; and c) oct tree marking for
bypassing the blank volumes. In this section, we discuss the first two preprocessing
steps a and b. For step c see section 5.5.3.

5.6.1. Size of the Cell in a Slice
In SET, the number of cells per slice may vary or can be uniform. Therefore,
cell size can be varied to save memory space. There are three methods which can be
used to find the cell size.

All these methods provide constant access time to the
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information for a cell. All the following three methods may vary in preprocessing
complexity and give different image generation time for the same image.
Hierarchical schemes (quad trees) can also be used to organize cells on a slice
(Chapter 8). But they are not implemented in the prototype system because we wanted
a constant access time.

5.6.1.1. Fixed Number of Cells per Slice
For the prototype system, this method was used because of its simplicity. Let
CELL_X, CELL_Y and CELL_Z be the number of cells along x, y and z axes so that
the number of cells per slice perpendicular to x axis is CELL_Y

*

CELL_Z. Simi-

larly, the number of cells in slices perpendicular to y and z axes are (CELL_X
CELL_Z) and (CELL_Y

*

*

CELL_X) respectively. Since these cells partition a slice

into disjoint rectangular regions, the cell size would be ~, where A is the area of the
slice and C is the number of cells in that slice.

5.6.1.2. Fixed Cell Size
In some implementations, cell size can be fixed. For finding the fixed cell size
for the slices perpendicular to x, y and z axes, the following preprocessing method can
be used:

Procedure Find_Fixed_Cell_Size
begin
1) Collect the maximum and minimum y-coordinates
values for the perimeter of the spheres.
2) Collect the y coordinates defined for every vertex
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of the polyhedra and center of the spheres.
3) Sort the collected points.
4) Find the minimum (non zero) distance (Min_y) between two points in
the sorted list.
5) Repeat the above ( 1-4) for x and z-coordinates to
find Min_x and Min_z respectively.
6) Size of the cells for the slices perpendicular to x-axis
is Min_y by Min_z. Similarly, cell size for
slices perpendicular to y and z axes is (Min_x by Min_z) and
(Min_x by Min_y).
end

5.6.1.3. Varying Cell Size
Varying cell sizes can also be used for SET implementations, so that each slice
has its own cell size:

Procedure Find_Varying_Cell_Size
begin
for every slice do
1) Find the spheres and polygonal surfaces
passing through the slice.
2) For only spheres and polygonal surfaces
found in step 1, perform step 1-6 of the
procedure Find_Fixed_Cell_Size to find
Min_x Min_y and Min_z.
3) If the slice is perpendicular to the
x axis then cell size for that slice is
(Min_y by Min_z). Suitable cell sizes can
be defined for slices perpendicular to
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y and z axes.
enddo.

enddo Find_Varying_Cell_Size

5.6.1.4. Comments on the Cell Size on Slices
All the above methods may vary in preprocessing time complexity. They may
also have different space requirements. In the prototype system, the simple method of
choosing a fixed number of cells per slice is implemented. In this method, the number
of cells per slice can be effectively controlled to reduce the memory required (section
5.9).

5.6.2. Treatment of Spheres
In brief, we mark all the cells on the cubical extent surrounding the sphere.
Slices passing through the center of the sphere are also marked. The reason for their
marking is to get a better extent around the spheres (also see Chapter 6).

5.6.2.1. Preprocessing for a Sphere
For SET implementation, consider a sphere (SP), defined by center point (CP.x,
CP.y, CP.z) and radius r. The following algorithm is performed for the sphere:

Procedure Preprocess_Spheres
begin
1) For every sphere S, define three slices
perpendicular to x axis, at x-values
CP.x, (CP.x+r) and (CP.x-r). Let these
slices be SxO , S/, Sx-r respectively.
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Similarly, define three slices
perpendicular to y axis at values
CP.y, CP.y + r, CP.y - r, CP.z
as Sy°, S/, Sy-r· Similarly, slices perpendicular to
z-axis are Sz S/, sz-r·
0 ,

Note: Slices Sx\ sx-r, S/, sy-r, S/ and sz-r define a
cube (CU). The cube is such that every
slice has a square (SQ) region of side 2r,
which is one of the faces of the cube CU.

1.5) Define (create) cells for the slices obtained
in Step 1. For the prototype implementation a
fixed number of cells per slice are chosen (section
5.5.1).
2) For slices

S/

mark the cells which fall inside the
square (SQ) region, by placing in those
cells a pointer to the sphere S. 2

4) For the Slice sx0

mark the cells inside circle (CI).
The circle (CI) has center point as
CP.y, CP.z and radius "'2 r.
5) Similarly, repeat step 4 for slices Sy°
and sz
O •

end Preprocessing_Spheres.
The proofs related to spheres can be found in Chapter 6. For now please note the
2 Actually S is the first element in a list of objects which will develop in the cell as we go on. This list has been defined as
.
linked list L associated with the cell.
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following:
(1)

When only the tangent slices are marked it guarantees positive identification as
a ray intersecting a sphere must hit the cubical extent surrounding it (Chapter
6, Lemma 1). For simplicity in the prototype system, only tangent slices are
marked.

(2)

For the case of a sphere, marking of the cells on central and tangent slices can
be done such that the "mathematical" volume covered in SET is approximately

27 percent more then the actual volume of the sphere (Chapter 6). Therefore,
if the volume of the cube is V then the volume of the discrete SET extent
would be ==

1.27V. If a cube is used to cover the sphere than the mathemati-

cal volume would be approximately 90 percent more than the volume of the
sphere. Therefore, the volume of the spherical extent would be ==

1.9V. This

means that -- if a large number of random rays are considered then the ratio of
the "number of misses" to the "number of intersections performed" would be
equal to the ratio of the "excess volume in the extent" to "total volume in the
extent." This ratio is around 22

27
· V xlOO
1.27V

9
1.9

percent for SET and 47 == - VV xlOO

percent for a cubical extent.
In an oct tree based scheme, the volume of the extent of the sphere would be the
sum of the volume of the leaf-nodes covering the sphere. Thus, for a sphere, the percentage of the volume covered may be far less in an oct tree based scheme than in
SET because of the very small volume of the leaf-nodes covering the surface of the
object. But very fine subdivision, closely approximating the sphere, leads to a large
number of partially filled cells and increased height of the oct tree.
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5.6.3. Treatment of Polyhedra
In brief: Our filter method for reducing the number of polygon-ray collision tests
is based on quickly determining if the ray, while traversing the current region of space,
intersects any cubical extent surrounding polygons. While preprocessing, simple cubical extents are marked.

5.6.3.1. Preprocessing for Polyhedral Objects
Consider a polyhedron. Without loss of generality one may assume that the surface of the polyhedron is defined by a set of triangles.
Procedure Preprocessing_Polyhedron
begin
1) For every vertex of the triangle defining
the polyhedron, generate three slicing planes
- perpendicular to x, y and z axes - passing
through that vertex.
2) For every triangle

do
Find minimum and maximum x, y and z
coordinates.
Define a box with the help of
the maximum and minimum points.
enddo
3) For every finite box B for the triangle T
do
Mark the cells (section 5.4.2) on
the surface of the box. Add a pointer
to the description of the triangle T.
enddo
4) stop.
end Preprocessing_Polyhedra.

81

It suffices to note here that the simple cubical extents surrounding a triangle
guarantees a positive identification. Different marking schemes can be used to eliminate the possibility of checking some of the false intersections. These techniques are
described in Chapter 6 but have not been implemented in the prototype system.

5.7. Prototype Implementation
The ray tracer was implemented on top of a basic ray tracing package developed
by Jim Duke at the University of Central Florida. This package provided the basic ray
tracing environment for SET. In particular, the routines for generating rays, finding
the intersection of the ray and sphere (or a polygon), generating the binary intensity
tree for intensity calculation, describing the surfaces of the objects and the illumination
and shading models were provided.

A facility, developed by Duke, to display the

image files was also extensively used. The display used was an AED-512 connected
to the V AX-11nso. The whole software system was developed using the C language.
The development of the prototype SET system required that for every ray the
Basic_Ray_Tracer (section 5.4.3) is called.

Spheres and triangles were preprocessed

by creating all the slices for them. These slices were than sorted and duplicates were
removed. Next marking was done (see section 5.6). Once the basic SET system was
developed, the following improvements were added.
(1)

The algorithm in section 5.5.1 for finding the initial slice numbers was implemented.

(2)

The possibility of checking the same ray-object intersection more than once
was avoided (section 5.5.2).
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(3)

The blank volume bypassing algorithm was implemented (section 5.5.3).

(4)

Cubical extents were used around spheres. In other words, only the tangent
cells were marked. Similarly, cubical extents were used around the triangles.

(5)

A fixed number of cells per slice were used to partition the area of the slice
into equal and disjoint rectangular areas or cells.

(6)

As soon as the ray hits a cell, the intersections were performed.

This is

because we did not want to stack the objects as the size of the stack may grow
quite large.

Moreover with every intersection, there is a possibility that the

value of the variable "dist" may decrease.

Thus, step 2 of Procedure

Ray_Tracer_SET (section 5.4.3) may terminate faster than when "stacking" is
used.

5.8. Dealing with some Anomalous Situations
There can be some situations which the prototype implementation of SET cannot
handle. We discuss these situations in this section and provide suitable solutions.

5.8.1. Problem of Complex Images
Figure 5.8 shows three triangles, Tl, T2 and T3, along with their rectangular
extents in two dimensions. A ray R has been shown to intersect the triangle Tl. Just
before the intersection is found there are two possible candidates -- Tl and T2 -- for
intersection. The ray intersects with Tl and two rays Rl and R2 are generatt:d. If the
information that rays Rl and R2 are inside the extent for T2 is not kept then incorrect
results may occur. For example, ray R2 intersects triangle T2 rather than triangle T3,
but ~mly the intersection with T3 would be reported.
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R

~

T3

Tl

T2

Figure 5.8. A ray intersecting triangle Tl.
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S11ce S2

Slice St

Figure 5.9. Shows two-dimensional view in SET and quad tree.
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One solution would be to define a list of "hereditary" objects. Any time a new
ray is generated we calculate the intersection with the list of "hereditary" objects. If
the ray moves inside a cube CU (for sphere) or parallelepiped P (for a triangle) then
we add an entry in the linked list (HL) which points to the object (sphere or triangle).
When two rays are generated because the present ray collided with an object J, then
we delete the pointer to object J from linked list HL. Now, HL is stored as a "hereditary" object-list.
While tracing the two new rays, before doing anything else, the intersection of
the ray with all the objects in HL is performed. This solution would eliminate the
above mentioned problem. This has not been implemented in the prototyped system.

5.8.2. View-Point Inside the Extents
When the view-point is inside the cubical extents for triangles and spheres, SET
implementation may produce wrong results for the rays starting from the view-point
for the same reason as mentioned above (see also Figure 5.8).
One solution to avoid this problem would be to define a linked list called
"Initial_List" during preprocessing.
descriptions.

This linked list is a list of pointers to object

A pointer to the sphere-description is added when it is found that the

view-point is inside the cube CU for that sphere. Similarly, a pointer to the triangledescription is added when the view-point is found to be inside the parallelepiped P for
the triangle.
For every ray, before executing the Ray_Tracer_SET (section 2.2), all the objects
in the Initial_List are tested for any possible intersection. In this way, the above prob-
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lem can be solved in SET. In the present prototype system the above feature has not
been implemented.

5.9. Analytic Evaluation of SET
In this section, some of the salient features of SET are highlighted. The purpose
is to provide an analytic evaluation of SET. For various statistics and comparison with
Glassner's oct tree implementation, refer to Chapter 7.

5.9.1. A Flexible Data Structure
The SET data structure is more flexible than an oct tree data structure, because
the information is stored in two-dimensional slices which are independent of each
other. Consider the case when a new object is inserted. The target area for all the six
faces of the parallelepiped enclosing the object needs to be marked. If a face of the
parallelepiped falls on some slices then the cells are suitably marked.
In the case when there is no slice corresponding to a face, new slices are created.
The effect of creating a new slice would be local as this would amount to an insertion
into a two way linked list.
In a tree based implementation, a change at one node, such as moving or inserting an object, may propagate to the neighboring nodes in the tree and require extensive
reconfiguration. This is the problem with all the parameter controlled tree data structures such as ARTS, EXCELL and oct tree implementation as pointed out in section

4.4.6.
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5.9.2. Complexity of Preprocessing
The complexity of preprocessing is dependent upon the orientation and number of
objects in the enclosing cube. These algorithms are given in section 5.6 for spheres
and polygonal surfaces. It should be noted that marking of the slices is done in such a
way that the linked list associated with a cell has pointers to the objects which need to
be checked if the ray passes through that cell. For every sphere or polygonal surface a
"target area" is defined such that all the cells intersecting the "target area" are marked
(see section 5.6 for details).
It can be

shown that marking is such that there is always a

"positive

identification." Which means that "if the ray intersects an object (a sphere or polygonal surface) then it will certainly be detected in SET (see Chapter 6 for proofs). However, there could be some "misses." A miss occurs when an intersection of the rayobject is reported by the SET filter although no "actual" intersection is present. To
some degree, this problem of misses is present in any "extent-based technique."

5.9.3. Computational Geometry Issues
It should be noted, while marking the "target area" (section 5.4.2), some partially
filled cells may result.

In SET we need to mark the cells to guarantee that no ray-

object intersection goes undetected or "positive identification" is guaranteed.
Instead of using cubical extents, sometimes three slices, passing through the
center of spheres and perpendicular to x, y and z axes, can be marked (refer to Chapter
6). This allows a tighter extent around the sphere which is 1.27 times the volume of

the sphere. Simple cubical extents are 1.9 times the volume of the spheres. Similarly,
cells on the cubical extents for triangles can be suitably (Chapter 6) marked to avoid
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checking unnecessary ray-triangle intersections.
It can be said that SET presents an interesting problem - "How to mark the cells
on a slice for an object?" so that a minimum number of slices are used to define the
least volume extent around objects.

5.9.4. Complexity of Movement of the Ray
The movement of the ray from one box to another (inside the enclosing box) is
dependent upon the present position and the direction of the ray. Consider Figure 5.6
in which present position (point P) of the ray is in cell A. The next cell (B) to which
the ray moves is the cell nearest to point P. By definition, the slice containing the cell

B has to be one of the six adjoining slices. Since it is expected that the above operation would be performed quite frequently, pointers to adjoining slices are maintained.
For this reason, we discussed a method to find the initial ·s lices in constant time.

5.9.5. SET and Oct Tree based Space Subdivision
In SET, the slices are obtained such that "enclosing box" is subdivided into disjoint variable sized boxes. In an oct tree, the "enclosing cube" is subdivided into disjoint cubes. The main difference is that there is a tree data structure inherent in the
oct tree based scheme, whereas SET is a flat data structure. Moreover, in SET, every
object is approximated with the help of two-dimensional slices.

The oct tree based

scheme follows the contours of the surfaces being approximated. Thus between two
slices in SET there may be a number of blank leaf nodes in an equivalent oct tree
because of the finer subdivision (Figure 5.9). A ray may have to move from one leafnode to another in an oct tree more than once to cover the same distance as covered in
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SET in one step between two slices.

5.9.6. Discussion on Next-Cell-Distance
In section 5.4.3, we defined the "next-cell-distance" as the distance between two
nearest slices which are intersected by the ray. The object-list associated with the cells
on these two slices are checked. Similar strategies are used for oct tree, ARTS and
EXCELL methods (refer to section 4.4.5). However, it should be noted that in SET
we move from one 2-dimensional cell to another. In oct tree, ARTS and EXCELL
methods, the ray moves from one parallelepiped to another.

5.9.7. Two Dimensional Slices in SET
In SET the attempt is to cover all the objects by marking the "target areas" on the
slices such that no ray-object intersection is missed.

The attempt is to reduce the

nature of the problem from three dimensions to two dimensions.
Two-dimensional cells are used to define an extent for every object. It should be
noted that some of the slices initially generated may be duplicates. This is because
slices, generated for different spheres and vertices of the triangles, can overlap as they
may have identical orientations (see sections 5.6.2.1 and 5.6.3.1). Any duplicate slice
is deleted by using sorting to first order the slices and then eliminating any duplicates.
Because duplicate slices are eliminated, some of the cells would have more than one
object in the object-list. This object-list is developed while preprocessing.
As discussed in section 5.5.3, associated with each cell is a pointer which can be
either NULL or may point to a box (BO). In this way, cells also provide facilities to
bypass_ blank volumes effectively.
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5.9.8. Memory Requirements
In SET, the memory required would mostly depend upon the number of cells
marked and the length of the object-list L. For this reason, memory required for a
slice would be proportional to the target area marked and inversely proportional to the
cell size.
Let N be the number of unique slices perpendicular to x, y and z axes. Let C be
the number of cells per slice. Then initial memory required would be O(C*N). Now,
if on the average there are P objects in the object-list per cell, then the total memory
after preprocessing is complete would be O(C*N(l+P)). In some experiments, P was
found to be as low as less than two ( ~ 1.5).
In comparison, as noted in (Meagher 1982; Fujimoto 1986), the number of leafnodes in an oct tree is proportional to the surface area of the object (sphere or polygonal surface). This means that the number of partially filled cubes in an oct tree would
be dependent upon the surface area of the object.

Since, for both schemes, the memory required would be dependent in complex
ways upon the image, only rough estimates of the memory requirement can be provided. Exact analysis is not possible.

5.9.9. Memory-Time Tradeoff
SET provides an option in which the number of cells per slice can be varied. It
was observed that when the number of cells per slice was increased then a reduction in
image generation time was observed (Chapter 7).
As we shall discuss in Chapter 7, increasing and decreasing the height, number of
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objects per leaf-node or the size of the leaf-nodes in the oct tree does not guarantee
reduction in the image generation time (Chapter 7). Therefore, one can argue that SET
is a better data structure in as much as it guarantees a better memory time tradeoff.

5.9.10. Cell Coherence in SET
There have been attempts to treat a set of approximately parallel rays as a beam
(ray-coherence). This results in "beam tracing" (Dadoun 1985). In this method a beam
is followed instead of a ray. But after one intersection of the beam and an object, the
nature of the area of intersection between a beam and an object is complex. This
leads to representational problems for a beam.
On the other hand space subdivision techniques can be described as talcing benefit
of object-coherence. For example, in the case of oct trees, the rays passing through
some leaf node of the tree would probably intersect with the objects passing through
the volume of that leaf-node. Similarly, the use of extents has the same benefit as the
rays passing through the same extent may hit the object described by that extent.
In SET, the rays passing through the same cell are labeled as most probably hitting the same list of objects (L) associated with the cell. We term this type of coherence as cell-coherence.

The advantage is that many rays benefit from each cell's

object-list.

5.10. Summary
In this chapter, we have introduced a new technique for ray tracing. SET is capable of bypassing blank volumes as efficiently as an oct tree based scheme.
importantly, there is no tree traversal.

More
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SET effectively addresses the question of "optimal cube size" by eliminating the
use of cubes to define extents. Instead, two-dimensional cells are used. In this respect,

SET is different from all the space-subdivision techniques for ray tracing.
As in ARTS (Fujimoto 1986), the motivation of the present research was to provide a technique for image generation which would make the image generation time
(almost) independent of the number of objects in the image.

Practical results in

(Fujimoto 1986) show that ARTS is capable of providing such a facility. SET achieves
similar results where only a fraction of the objects are checked per ray (Chapter 7).
A ray-tracing algorithm for SET has been implemented on a VAX-11nso. In the

prototype system, only spheres and triangles are allowed.

In our experiments the

image generation time was found to be comparable to an oct tree implementation. In
fact, for a simple case of three triangles, SET outperformed the oct tree technique.

SET is general purpose as any definite object can be ray traced using this technique. This is because a simple cubical extent surrounding the object can be used for
marking.

5.11. Conclusion
In this chapter, we have raised an interesting computational geometry question:
"How to mark the cells in a slice for any object such that no ray-object intersection is
missed?" We have discussed the marking schemes for spheres and polygonal surfaces.
Both anomalous cases -- which require maintaining a "hereditary" list (section
4.1) and an Initial_List (section 4.2) - have been identified but are not implemented in
the prototype system as the aim of the present study is to show the feasibility of the
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basic SET concept.
Proofs related to the SET technique can be found in the following chapter. In
Chapter 7, the viability of SET is demonstrated by comparing it to the oct tree implementation. The suitability of SET for parallel machine implementation is discussed in
Chapter 8. We also identify areas of further research in Chapter 8.

CHAPTER 6
EVALUATION OF THE SLICING EXTENT TECHNIQUE

6.1. Introduction
The Slicing Extent Technique utilizes cell coherence for fast ray tracing as discussed in Chapter 5. In this chapter, we further demonstrate the usefulness of cells by
marking them in different fashions and presenting some interesting results. It is hoped
that future implementations of SET will incorporate the algorithms presented in this
chapter.
In SET, a cubical extent is the natural choice for -any object because the slices are
perpendicular to either the x, y or z axis. For this reason, even a sphere is enclosed in
a cube.

Although the ray-sphere intersection is not expensive without extents, we do

not know which (of possibly thousands) of spheres to test for collisions. Since cubical
extents are the natural choice for objects in SET, the question arises -- "How to use a
minimal number of slices and mark a minimal target area so that the excess extent
coverage is minimized?" We address this question for a sphere and a triangle in this
chapter.
point.

Please note that familiarity with the contents of Chapter 5 is desired at this

In particular note that the "cell size" implies the "two-dimensional rectangular

area of a cell."

94

95

6.2. Proofs Related to Spheres for SET
The best cubical coverage for a sphere is the cube covering the sphere such that
all the six surfaces of the cube touch the sphere tangentially. If any one of the surfaces
does not touch the cube then either the surface of the cube penetrates the sphere or
there is some space between the surface of the cube and the sphere. In the first case,
the cube is not covering the sphere and therefore is not an extent. In the second case
there is some extra volume between the cube and the extent, which can be reduced by
moving the surface such that the surface touches the cube tangentially. It follows that
the cube covering a sphere of radius r has sides of size 2xr and its center is the center
of the sphere.

Lemma 1: When a cube is used as an ideal extent for a sphere, the excess extent
coverage is (8 -

..i.
3

7t) r3 :::: .9098 times the volume of the sphere.

Proof: The volume of the cubical coverage is 8r3. The volume of the sphere is

(.i.
3

7t

r3). The extra area covered by the cube is (8 -

.i.
3

7t)

r3 :::: .9098 times the volume

of the sphere. Q.E.D.
Notes:

One consequence of this computation is an estimate of the relative fre-

quency of misses in a SET-filter. If a cube encloses the sphere then approximately 90
percent extra volume is added to the sphere. The volume not occupied by the sphere
(inside the cubical extent) is exposed to incoming rays.

Considering that the volume

added is almost equal to the volume of the sphere, one may infer that almost
90

190xl()():::: 47% of the rays which hit the cube do not hit the sphere (also see section

5.6.2.1). To decrease the volume defined by SET extent, central slices are suitably
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marked (refer to section 5.4).

It should be noted that we did use simple cubical

extents for the prototype system.
In SET there are nine slices for a sphere; three of the slices are central slices and
the other six are tangent slices. The target area (for the sphere) on the central slices, is
a circle of radius ...fir as shown in Figure 6.1. Perpendicular to the x, y and z axes,
there are two tangent slices each. Tangent slices are marked as 1, 2, ... , 6 and form a
cubical extent around the spheres (figures 6.2 and 6.3). Every cell inside the target
area on all the nine slices points to the description of the sphere.

Lemma 2: A ray intersecting the sphere (J) must hit-J 1 at least one of the tangent
slices.
Proof: A ray intersecting the sphere must pass through the cube of sides 2xr
(Lemma 1). Q.E.D.
Three central slices subdivide the cubical extent into eight sub-cubes of sides r
(figures 6.2 and 6.3). Then, by definition, three vertices of every sub-cube touch the
perimeter of the target area on three different central slices. For one of the sub-cubes
these vertices are shown as points A, B and C in Figure 6.4. Notice that the perimeter
of any two central slice targets meet at two points. Since there are three central slices,
there are six such points. Let us define them as P, PP, Q, QQ, R and RR (Figure
6.1). For a subcube SCU

= ABCDEFGH, as shown in Figure 6.4, three such points

are P, Q and R. Also define a point H which is the center point of the centr'11 slices as
shown in Figure 6.4. Let the central slices for the subcube be termed as S 1, S2 and
1

Refer to Section 5.2.
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point P
point QQ
point

R

2r..J2

point PP

Figure 6.1. Six points on circular target areas on 3 central slices.
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Slice 2
Slice 4

. .
. . . . . ..
. . . .

2 times r.

Slice 3

Slice 6

Figure 6.2. Square target areas on 6 tangent slices.
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Figure 6 .3.a: Central slices.
F
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r: radius or the sphere bei.Da
enclosed by the cube.

A'-----------"

Figure 6.3.b: Tan.gent slices.

I•

2 r

Figure 6.3. Nine slices of a sphere.
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S3 so that point P lies on the line of intersection of S 1 and S2. Similarly, points Q
and R are on the intersections of slices (S 1 and S3) and (S2 and S3) respectively.

Lemma 3: For a sphere J, if a ray, passing through the subcube SCU, hits-J on
the central slices at point P and C (Figure 6.4) then the ray will tangentially touch the
sphere.
Proof: Both point P and C are
angle PHC

= 90

"2 r

apart from the center H of the sphere. The

degrees and so the perpendicular distance of the line PC from H is r.

Q.E.D.

Lemma 4: Lemma 3 is also true for rays passing through point P and point C
when point C is any point on the perimeter of the central slice S3 (opposite to point
P).

Proof: Every point C on the perimeter of the central slice satisfies the condition
of Lemma 3. Q.E.D.

Lemma 5: If a ray passes through arbitrary perimeter points Pl and P2 in the
same octant of any two target areas on slices S 1, S2 and S3, then in the worst case the
ray either tangentially touches the sphere or misses it entirely.
Proof: For this case, let the target area be as shown in Figure 6.5. First we need
to show that if a ray passes through two central slices such that the ray touches the
central slices at arbitrary points Pl and P2 at the perimeter of the target area, then the
ray is at least a perpendicular distance of r away from the center of the sphere.
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y-uis
p
Slice S2

Slice SJ

A

H
x-uis
point G

C

Slice S3

z-uis

Figure 6.4. Sub-cube (SCU) ABCDEFGH and three central slices S1, S2 and S3.
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y-axis

p

suce si

1l

p2

suce s3

n s\ice S 1 and S2

Figure 6.5. Line p10 and p20 intersect tbe target area o
respectively.
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y-uis

point N'
Slice S2
Slice SI

A

x-uis
point G

C

Slice S3

z-uis

Figure 6.6. Two rays Rl and R2 such that ray Rl intersects the sphere
whereas R2 does not.
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2 r.

2 r

Figure 6.7.a: Sphere of radius r.

2 times r.

C

4

•

2 times r. where r is
the radius of the sphere in Figure 6.a.
Figure 6.7.b: An ideal cylinder with circular base of
radius rand height 2r.

Figure 6.7. An ideal cylinder and a sphere.

·
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As shown in Figure 6.5, let O be the center of sphere (equivalent to point H in
Figure 6.4 ). Let P, Q and R be the points at which the perimeter of two target area
meet on y, z and x axes. Define angles 0 1 and 0

2

by angle Pl OP= 0 1 and angle P2

Let i, j and k be the unit vectors along the x, y and z axes respectively. Then,

OP2 = r

--./2 (i

cosE> 2 + k sinE>i)

Therefore, PiP2 = OP2 - OPl

Define point Mon PlP2 so that angle OM Pl = angle OM P2 = 90°.
From Figure 6.5, I PIM I = I P2M I = _.!_ I PiP2 I.
2
Hence, OM
~,
or, OM=

= OPl +

PIM

cosE> 2

cosE> 1

2

2

r--./2 (i---+j---+k

Hence, IOMI ~ r, as 0 ~ 0 1, 0

2

sinE> 2+sinE>1
)
2

~ 90°.

Therefore any ray, passing through the perimeter points of any two target areas
on two central slices in an octant, is at least r perpendicular distance from the center of
the sphere (0). Q.E.D.
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Lemma 6: For a sphere J, if the ray hits outside the target area of two central
slices, S 1 and S3, then the ray cannot intersect with the sphere J.
Proof: Let p 1 and p2 be two points in an octant such that both are r

"'12 distant

from the center of the sphere such that slice (S 1), on which point pl lies, is perpendicular to the slice (S3) on which point p2 lies (Figure 6.5). Draw lines Op 1 and Op2.
Let P 1 be the intersection point (Figure 6.5) of the target area on slice S 1 and line
Opl. Similarly, P2 is the point of intersection between slice S3 and line Op2. From
Lemma 5, it follows that any point on line P1P2 is at least r distant from the center of
the sphere. Since angle Pl O P2

= angle

pl O p2 and lines O pl Pl and O p2 P2 are

collinear Lemma 6 follows. Q.E.D.

Lemma 7: If the ray hits-J on two consecutive tangent slices and does not hit-J
on at least one central slice then there is no intersection.
Proof: Follows from Lemma 6, as the ray has intersected the cubical extent but
not the central slices. In this case, there is no need to check the actual ray-sphere (J)
intersection. Q.E.D.

Lemma 8: For a sphere J, if a ray enters the cubical extent and hits-J on a central slice then it may or may not hit the sphere.

Proof: Depending upon the angle of the ray, the ray can go towards the sphere or
may move in such a way that it hits the cubical extent again without intersecting the
sphere.
As shown in Figure 6.6, a ray, moving from point M (on the surface DBFC of
the cubical extent) towards center H of the sphere, intersects the sphere. Whereas, a
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ray, moving from the point N (on surface DBFC), hits-J on the central slice S2 at
point N'. The ray may move such that it does not intersect the sphere, since it may
pass through the volume which is (cube ABCDEFGH - sphere J). Q.E.D.

Definitions: A cell on the central slice is marked as a "Sure-Hit-Cell" or "SHCell" if it is completely inside the circle of radius r. Similarly, mark a cell on the central slice which is not covered (partially or fully) by the circle of radius r but is

covered by circle of radius

.../2 r as a "Not-Sure-Hit-Cell" or "NH-Cell." Note that

each cell partially covered by a circle of radius r is neither marked as an "NH-Cell"
nor as a "SH-Cell."
Similarly, mark the cells on tangent slices as either "SH-Cell" (inside the circle of
radius r) and "NH-Cell" (inside the square of side 2xr but not fully or partially covered
by the circle of radius r).

Lemma 9: For a sphere J, if a ray hits a "SH-cell" on a central slice then the ray
must intersect the sphere.
Proof: The "SH-Cell" by definition is inside the sphere. Q.E.D.
When a ray moves from some cell A to· cell B then let the associated object-lists
be Ll and L2 respectively. In step 2 of the ray tracer in section 5.4.3, all the objects
are tested for intersection in Ll and then in L2. But we can avoid some ray-sphere
intersection by checking the type of marking of the cells for objects present in both L 1
and L2.

Lemma 10: For a sphere J, if the ray hits-J on a central slice first but is still outside the cube enclosing the sphere (that is ray has yet to hit-J on a tangent slice) then
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checking the actual ray-sphere (J) intersection can be delayed till the ray hits-J on a
tangent slice.
Proof: The ray has hit-J on a central slice first which is outside the cubical extent.
For an intersection, the ray must come closer to the sphere; but the sphere is completely enclosed by tangent slices, so the ray must hit-J on at least one of the tangent
slices for actual intersection. Q.E.D.
Lemma 11: For a sphere, if the ray hits-J on slices 1, 2 and the central slice
between them and the cells are marked "NH-Cell" then the ray cannot intersect the
sphere J.
Proof: Define a cylinder with bases as circles of radius r and height 2xr (Figure
6. 7), where r is the radius of the sphere. The bases of the cylinder fall on slice 1 and
2. Note that the cylinder completely encloses the sphere J.
When the ray moves from slice 1 to central slice (CS) and then to slice 2, the ray
does not intersect this "discrete cylindrical volume" because it hits "NH-Cell" on slices
1, CS and 2. It follows that the ray travels in the volume equal to (cubical volume discrete cylindrical volume) and so cannot intersect the sphere (refer to Figure 6.7).

Q.E.D.
Corollary: If the ray passes through slices 3 and 4 (via central slice parallel to
slice 3 and 4) or slices 5 and 6 (via central slice parallel to slice 5 and 6) and satisfies
the conditions of Lemma 11, then the ray cannot intersect the sphere.
Proof: Similar to Lemma 11.

.

109

Lemma 12: For a sphere J, the SET slices define a discrete extent so that positive
identification can be guaranteed.
Proof:

Let us assume that the pointer to the same sphere J exists 1n both the

object-list Ll and L2.

The object-lists of Ll and L2 are associated with the two

nearest cells Cl and C2, respectively. The ray hits both Cl and C2. Then we can
avoid or check the ray-sphere J intersection as follows:
If both Cl and C2 are on some central slice for the sphere J, then no intersec-

(1)

tion needs to be performed (Lemma 2).
If both C 1 and C2 are on tangent slices for the sphere J, then no intersection

(2)

needs to be performed.
If neither case 1 nor 2 apply then perform the intersection (Lemma 8) as the

(3)

ray has hit-J on a tangent and central slice.
Lemma 12 follows. Q.E.D.

Note: While implementing the algorithm, Lemmas 2 to 11 can also be used to
decide whether or not to check the ray-sphere (J) intersection.

Lemma 13: Define a pyramid PYR with an isosceles triangular base (ABC) of
side root 2xr and vertex of the pyramid at the vertex D of the sub-cube (figures 6.8
and 6.9).

If the ray passes through the volume defined by the pyramid but does not

penetrate the base (ABC) of the pyramid, then the ray does not intersect the sphere.
Proof: The ray passing through this volume does not intersect a central slice and
comes out of the cube.

Q.E.D.

From Lemma 5, it follows that there is no intersection.
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Figure 6.8. Pyramids P(A' B' C' D'), P(A' 1 2 A), P(B' 3 4 B) and P(C' 5 6 C).
All these pyramids are isomorphic to pyramid P(A B C D).
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Figure 6.10. Plane P divides the surface of the box B into two parts.
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Lemma 14: The volume of pyramid PYR (defined in Lemma 13) is "3 x 3 where
2

'

xis the height (Dd) of the pyramid P(ABCD) as shown in figures 6.8 and 6.9.
Proof: Given Pyramid P(A B C D) with 4 points A, B, C and D such that
a) D is r distance from points A, B and C.
b) Triangle ABC is an isosceles triangle where side AB = side BC
side CA= -fir.
c) angle ADB = angle ADC= angle BDC = 90 degrees.
d) The distance of point D from the center H of the sphere HD =

'13 r

Let e be the center point of side AC then
Ce
dC

"3

.

- - = Sln 60 = -

or, dC = 2

Ce

-v3

2

=

2xr

...

/2

-fi-v3 = r -\/ 3

Triangle DdC is such that angle DdC= 90. Hence,

Now, let IDdl = x
therefore, side AC =

-fi r = ...fi-13 x = -1"6 x

Also, Be= BC sin 60 = AC sin 60.
Hence, Area of triangle ABC=_!_ base x height=

2

= ..!.xAC2 x
2

sin 60

i,
2

(AC x Be)

= 6 x2 -13 = l.'13x2
4

Therefore, the volume of the pyramid

2

=

!

x(area of triangle ABC)x height

=
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Calculation of the volume of the SET extent (the union of the six truncated
cones) requires defining the volume such that if a ray passes through this volume then
the ray cannot intersect the sphere. For this, a pyramid P(A 'B 'C'D) is defined which
has a perpendicular distance of radius r from the center H of the sphere (refer to Figure 6.8). Notice, that the point D is

'13

distance apart from the center (H) of the

sphere. For this reason, the height (x) of the pyramid P(A'B 'C'D) is '8-1) r.
Notice that points D, d and Q form a straight line. Therefore, the solid covered
by SET can be calculated as follows:
Let VOL= intersection of pyramid P(A'B'C'D) of height x
The volume covered by SET

= (volume

of cube of side 2 x r) - 8 x VOL,

=

(~-1) rand the sub-cube SCU (ABCDEFGH) (Figure 6.8).

=

volume of pyramid P(A' B' C' D) of height

('8 -1) r - 3 x volume

of pyramid P(A' 1 2 A).
Note: Pyramids P(A' 1 2 A), P(B' 3 4 B) and P(C' 5 6 C) are equal in volume
to each other and are also isomorphic to pyramid P(A' B' C' D).

Therefore,

volume of these pyramids can be calculated by the formula in Lemma 14.
Pyramid P(A' 1 2 A) has height x

the

Also,

= (-f.3-1-1 ) r.

Theorem 1: The volume covered by SET is 1.27 times the volume of tne sphere
or less.
Proof: Volume of the pyramid P(A' B' C' D)

=

1

("3-1)

3

r3

11S

= .33974 r3.
Similarly, volume of the pyramid P(A' 1 2 A)

= "; ("3-1- ~ )3i3

::::

=

.00320 r3

Hence, VOL = (.33974 - 3(.00320))

r3 :::: .33653 r3.

Therefore, volume covered by SET

= ::::

(8 - 8(.33653))

r3 :::: 5.30773 r3

..~
= 5.30773 ( 431t) (41t
3 ) r = 1.267 x (volume of the sphere).

Q.E.D.

Theorem 2: For a sphere, the excess extent coverage for an ideal SET extent can
be at most 27 percent more than the volume of the sphere J.
Proof: Follows from Theorem 1. Q.E.D.
Note: In actual implementation, a discrete extent is provided by SET instead of an
ideal extent. Thus, the volume covered by a discrete ·e xtent would be greater than the
ideal extent. The difference between these two volumes can be made arbitrarily small
by properly choosing the cell size and slice spacing. This difference would be zero if
the cells are points.

6.3. Proofs Related to Polygonal Surfaces for SET
For the algorithm defining simple cubical extents around the polygonal surfaces,
refer to section 5.6.3. In this section, we present some strategies to avoid checking a
ray-polygon intersection by marking the cells and exploiting cell coherence.

Definitions: When the plane (P) (on which the polygonal surface (T) lies) is
extended, it subdivides the surfaces of the box (B) into two parts (Figure 6.10). Mark
the cells on the surfaces of box (B) belonging to one part as "1-side-of-T" or "1 T."
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Similarly, mark cells on the surface of the second part as "2-side-of-T" or "2T." If the
ray hits a cell marked "1-side-of-T" then we say ray "hits-lT." . Similarly, the ray
"hits-2T" if the ray intersects a cell marked "2T." Notice that some of the cells will
be marked both "1 T" and "2T." In particular, the cells on the surface of the box and

intersecting the line AB (Figure 6.12) are marked this way. We say these cells are
marked as "12T." If the ray hits a cell marked "12T" then the ray "hits-12T."

Lemma 15: If a ray hits-1 T on a slice and moves to another slice and hits-2T
then the ray must intersect the plane P belonging to polygonal surface T.
Proof: The box (B) is subdivided such that the ray must intersect the plane.
Q.E.D.

Corollary: If a ray hits-2T on a slice and moves to another slice and hits-1 T then
the ray must intersect the plane P belonging to the polygonal surface T.

Lemma 16: If the ray intersects triangle T then it must intersect the plane P in
the box B.
Proof: The area of the triangle T is less than that of plane P and T lies on P.
Q.E.D.

Lemma 17: If a ray hits-1 T on two different slices of box B then the ray cannot
intersect the polygonal surface T inside that box.
Proof: A necessary condition for the ray to intersect T is that it should intersect
the plane P (Lemma 14). For both the above cases the plane P is not intersected by
the ray inside the box. Q.E.D.
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Corollary: If a ray hits-2T on two different consecutive slices of box B then the
ray cannot intersect the polygonal surface.

Lemma 18: If a ray hits-12T then the ray may or may not intersect the polygonal
swface T.
Proof: As shown in Figure 6.11, the polygonal surface T could be such that the
ray may or may not intersect the surface. For example, ray Rl and R2 pass through
the cell F marked "12T." The ray Rl intersects with the polygonal surface T at point

G. The ray R2 does not intersect the polygonal surface T inside the box. Q.E.D.
We assume that the ray passes through cell Cl and then cell C2 on two consecutive slices. Let Ll and L2 be the object-lists associated with cells Cl and C2 respectively. In the prototype implementation, the objects in list Ll are tested for intersection. If no intersection is found then the objects in list L2 are tested for intersections.
Any duplicate intersections are avoided (section 5.5.2).

For triangles, some of the

actual intersections can be avoided by implementing the results of Lemmas 15-18. By
checking the pointers in Ll and L2, an object-list (OL) of pointers to objects is
obtained using Lemmas 15-18. The ray is then tested with all the objects in OL. The
algorithm for obtaining the object-list OL is given in the following Lemma.

Lemma 19: Given Ll and L2, an object-list (OL) can be found for performing
actual intersections.
Proof: Add to the object-list (OL) a polygonal surface (T) if
a) Ray hits-IT on Cl and hits-2T on Cell C2; or
b) Ray hits-2T on cell C 1 and hits-1 T on Cell C2; or
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Figure 6.11. Two rays Rl and R2. Ray R2 hits polygonal surface (T) at
point G, whereas R2 does not intersect T. Both the rays passes through the same
cell F.
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Figure 6.12. Cells inside the area Xl X2 X3 X4 being marked as 1T and 2T.
Some cells which intersect with line AB and marked 12T.
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c) Ray hits-12T on either cell Cl or C2.
It follows from Lemma 15 to 18, that only the polygonal surfaces satisfying one
of the above three condition need to be checked for actual intersection.

All the

remaining polygonal surfaces in LI and L2 are not checked for intersection as the ray
cannot hit them.

Theorem 3: Given Ll and L2, SET can be used to find the nearest ray-polygonal
surface intersection point.

Proof: While moving from one cell Cl to another cell C2, we will check the rayobject intersections only when the pointer to an object exists in the object-list OL
(Lemma 19). Since the only surfaces deleted from the object-lists Ll and L2, associated with cells Cl and C2 respectively, are the surfaces which cannot intersect with
the ray, SET will correctly identify the correct intersection. Using the terminology of
this section 6.3, the algorithm can be summarized as follows:
(1)

Merge Ll and L2 to obtain a list L of surfaces which are present in both Ll
and L2. Only these surfaces are subjected to the tests of Lemma 19. Let S be
the linked list which contains surfaces which are either present in Ll or L2 but
not in both.

(2)

Prepare object-list (OL) on the basis of conditions in Lemma 19 for polygonal
surfaces in L.

(3)

Perform intersections of the ray and objects in OL.

(4 )

In case an intersection was not found (refer to Step 2 of Basic_Ray_Tracer in
section 5.4.3), repeat step 1 above with Ll

=

(S U

L2) and L2

=

object-list
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associated with the nearest cell to which the ray moves from cell Cl. In case
an intersection was found, then perform the actual intersection of the ray with
all the objects in S 1.
obtained.

This ensures that the nearest point of intersection is

Repeat step 1 above with Ll

= L2

and L2

= object-list

associated

with the nearest cell to which the ray moves from cell Cl.
Correctness of the algorithm follows from Lemma 19, as we test the intersection
of only those polygonal surfaces which qualify for intersection. The surfaces which do
not qualify are in list S. These surfaces are maintained (step 4) for performing intersections at some later time. If implemented, the above algorithm would replace step
2d of the Ray_Tracer_SET procedure in section 5.4.3.

6.4. General Discussion
The following discussion assumes familiarity with chapters 4 and 5. The main
purpose of this section is to highlight the differences and similarities of marking
schemes in oct tree and SET implementations for ray tracing. Although the time taken
for preprocessing depends on the scene-description, the following section gives some
measure of preprocessing time complexity.

6.4.1. Cell Size and the Number of Cells for an Oct Tree
Lemma 20: For fixed oct tree height, voxel and bucket size, the number of leafnodes marked in an oct tree is proportional to the surface area of the object.
Proof:

A pointer to the object is added to the linked list associated with a leaf

node of the oct tree, if the surface of the object passes through the leaf-node. The
number of leaf-nodes generated depends upon the height, voxel size and bucket size
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(the number of objects allowed per leaf node). For this reason, the number of leafnodes marked is proportional to the surface area of the objects (see also Meagher
1982). Q.E.D.

Lemma 21: The

number of leaf-nodes intersecting the surface of the objects

varies inversely with the size of leaf-nodes of the oct tree.
Proof: The surface area of the object is to be covered by "disjoint" leaf-nodes. If
the size of (parallelepipeds corresponding to) the leaf-nodes decreases then there will
be a corresponding increase in the number of leaf nodes which intersect the surface.
Similarly, if the size of the leaf-node increases then the number of leaf-nodes intersecting the surface would decrease. Q.E.D.
6.4.2. Evaluation of the Marking Scheme

In SET cubical extents are used. Because of the mapping of the faces of the cube
onto two-dimensional grids (cells) on slice, some of the cells can be partially covered
by the face of the cube. Note that if the ray passes through a particularly covered cell
the ray may or may not hit the cubical extent. A "particularly covered" cell is also
called a "partially filled" cell.

Similarly, a "completely covered" cell is also called a

"completely filled."

Lemma 22: For a sphere, the number of partially filled cells in an SET implementation is proportional to the perimeter of the circle whose radius is equal to the
radius of the sphere.
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Proof: The number of partially filled cells in three central slices is proportional to
the perimeter of slices of the sphere of radius -ff, r. Similarly, the number of partially
filled cells on six tangent slices is proportional to the perimeter of a square of side 2 r.
Q.E.D.

Lemma 23: For a sphere, the number of partially filled cells varies inversely with
the cell size (area) on the slice.
Proof: The perimeter of the circular target area on a central slice is a circle of
radius

12

r. Similarly, the target area on the tangent slices in a square of side 2xr.

The target area is covered by disjoint cells.

Therefore, the number of particularly

filled cells varies inversely with the cell size or area. Q.E.D.

Lemma 24: In SET, the target area for a sphere is proportional to the square of
the radius.
Proof: The target area is proportional to the circle of radius "12xr (on central
slices) and the square of side 2xr (on tangent slices). Q.E.D.
Corollary: For a sphere, the number of cells (partially and completely filled)
which are marked in SET is proportional to the square of the radius of the sphere.
Proof: Follows from Lemmas 21, 22 and 23. Q.E.D.

Lemma 25: For a sphere, the number of cells marked in SET varies inversely
with the area of the cells on a slice.
Proof: The target area is to be covered by disjoint two-dimensional cells. All
these cells have a rectangular area. Q.E.D.
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Lemma 26: In SET, the marked area for a polygonal surface is proportional to
the surface area of the box enclosing the polygonal surface.
Proof: By definition of enclosing box. Q.E.D.

Lemma 27: For a polygonal surface, the number of partially covered cells is at
most proportional to the perimeter of the box enclosing it.
Proof: The partially filled cells on the slices result while marking the faces of the
enclosing box on a slice (section 5.4.2). A rectangular area is mapped on a grid of
cells on a slice. Mapping could be such that there are no partially covered cell. But,
in the worst case, the partially filled cell will be proportional to the perimeter of the
faces. Q.E.D.

Lemma 28: The number of cells marked "12T" is proportional to the perimeter
of the polygon which results due to the intersection of _the plane P and the box B.
Proof: As shown in Figure 6.12, the polygon lies on plane P as well as on the
surface of the box. Q.E.D.

Lemma 29: For a polygonal surface in SET, the number of cells marked (either
"1 T" "2T" or "12T") varies inversely with the cell area on a slice, and is proportional
to the surface of the box enclosing the polygonal surface.
Proof: The box surrounding the polygonal surface is marked. The only marking
allowed is "lT" "2T" or "12T." Since disjoint cell are used to cover the surface of the
area, the number of marked cells varies inversely with the cell area.
Since faces of the box are used for marking, the number of marked cell would be
proportional to the surface of the box. Q.E.D.

125

6.4.3. Discussion on the Next-Cell-Distance
In section 5.4.3, next-cell-distance is defined as the minimum distance which the
ray travels from a slice before hitting another slice.

This distance is the distance

which the ray travels before checking a cell for an object-list.
Similar to SET, we can define next-cell-distance for the oct tree, SET and
EXCELL methods, as the distance the ray travels before another object-list is checked.
Note that the ray travels from one leaf-node to another. In an oct tree, the next-celldistance (D) traveled by the ray depends upon the size of the leaf nodes. In ARTS,
this distance (D) is dependent upon the size of the leaf nodes as well as the size of
orthogonal cuboidal cells. In EXCELL method, this distance is dependent upon the
leaf-cube of the tree.
In SET, the next-cell-distance, say

D-SET, depends upon the position of the

slices and varies depending upon the position of the slices. On the basis of above discussion following observations can be made:

Observation 1: As explained in section 5.5.3, the oct tree bypasses the homogeneous volumes in an efficient manner.

Observation 2: SET can be modified to bypass the blank volumes using an oct
tree.
Support: Refer to section 5.5.3.

Lemma 30: An oct tree can be used for increasing the efficiency of SET 1n
bypassing the blank volumes.
Proof: By Observations 1 and 2 above.
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Observation 3: If the number of objects checked per ray is similar in SET, oct
tree, ARTS and EXCELL implementations, then next-cell-distance can be used for
measure of efficiency of these techniques.
Support: If the same number of actual intersections were performed in all the four
techniques then the value of next-cell-distance indicates how far the ray goes without
checking the object-list for intersection. Therefore, a large value of next-cell-distance
would indicate that the technique is more efficient.

The number of times the ray

moves from one point to another is an overhead in all these schemes.

If the next-

cell-distance is small then "the ray will move from one point to another" frequently
(Chapter 8). Therefore, one can say that next-cell-distance is directly related to the frequency of step 3 (section 8.2).
Note: In SET, the nearest slice can be found in constant time by checking the
next set of slices to which the ray may move to. This is because we know in between
which slices the present point of the ray is located (section 5.5.1). Therefore, the
operation is constant time and requires no tree traversal. This is because the position of
slices and therefore next-cell-distance in SET depends upon the scene description. For
more discussion please refer Chapter 8.

6.5. Conclusion
In this Chapter, we showed that cubical extents surrounding spheres and polygons
are sufficient and guarantee positive identification.

Better extents are obtained for

spheres when central slices are marked along with tangent slices. The new extent was
shown to be superior to the cubical extent (theorems 1 and 2). By doing this, we have
raised an important computational geometry question "How to mark cells for an object
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such that least amount of volume is covered by the SET extent and minimal marking
is required?"
We have also presented strategies to avoid checking the actual ray-object intersections while tracing a ray (sections 6.2 and 6.4). We then compared the oct tree and
SET marking scheme. It is argued that SET eliminates the look-up distance problem.
In Chapter 7, we demonstrate some of the features of SET by presenting various

tests performed on the prototype system. In Chapter 8, further areas of research are
identified.

CHAPTER 7
ST A TISTICAL EVALUATION OF SET

7.1. Introduction
In this chapter we analyze the various factors effecting the image generation process of SET. It is demonstrated that SET is better than the classical ray tracing
approach for spheres and triangles. Later, we compare an oct tree implementation with
SET. In particular, an anomaly of the oct tree implementation is highlighted.

This

anomaly is inherent in the oct tree data structure and results from its empirical nature.
The only empirical parameter affecting the SET .data structure is the number of
cells on the slices perpendicular to x, y and z axes. We prove that, by increasing the
number of cells per slice for an image, the image generation time would either remain
the same or decrease, but can never increase. In other words, we show that the SET
data structure is more stable than the oct tree data structure for ray tracing applications.

7.2. Definitions
The preprocessing time or pTime is the time taken on a VAX-ltnso for
preprocessing the input image description so that it is suitable for processing by some
ray tracing technique. For example, the pTime for SET would include time taken for
creating slices; marking cells; using an oct tree for marking the cells for bypassing the
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blank volumes; and creating an array for finding the initial slices.

The pTime is

expressed in minutes and seconds.
The image generation time or iTime is the time taken for generating an image
on a V AX-11nso. This time is the measure of how much time the technique tak:es for
an image generation. The iTime is expressed in minutes and seconds.
Usually the preprocessing time or pTime is a small fraction of the image generation time. In all experiments, the pTime was less than 2 minutes and therefore has not
been included in the analysis.
The total number of bytes or tBytes is the maximum number of bytes needed
for the SET data structure during preprocessing. This is the measure of the memory
needed to process an image description so that the SET technique can be used for ray
tracing. It includes the memory needed for creating slices and marking the cells and is
expressed in millions of bytes.
The intersections attempted or iAtt is the number of intersections for which the
actual ray-object intersection is performed.
The intersections avoided or iA vd is the number of duplicate intersections. In
SET, an array is used (section 5.5.2) to check for any duplicate intersections.

No

intersection is checked if there is an attempt to perform the same ray-object intersection more than once.
The total intersections or iTot is the total number of intersections ind:cated by a

ray tracing technique and equals the sum of iAtt and iAvd. This is a measure of the
number of objects encountered when a ray is traced.

This includes the number of
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objects for which the actual intersections are performed. The number of objects for
which an intersection is indicated by the filter method but no actual ray-object intersection is performed is also included in iTot.
The percentage of intersections avoided or iAvd% is the percentage of intersections avoided (iAvd) by a filter technique over maximum intersections (iTot).
The number of objects checked per ray or O/R is the ratio of the total number
of actual intersections (iAtt) performed to the total number of rays generated.
The hit ratio is the percentage of the number of hits over the total number of
intersections (iTot). Note that a hit occurs when a ray collides with an object.
The filter ratio is the percentage of the number of intersections performed by a
classical ray tracing technique over intersections attempted (iAtt) by a filter technique.
The number of intersections by a classical ray tracing implementation is calculated by
multiplying the number of objects and the number of rays generated.
The empty cells is the percentage of cells which are not marked even once while
preprocessing. In other words, these are the empty cells in the data structure. It follows that the percentage of cell marked at least once will be (100 - Empty Cells).
7.3. Main Features of SET Implementation
(1)

The software developed can either implement the SET technique or can call the
classical ray tracing approach for the same image. Therefore identical images
can be used for SET and classical ray tracing experiments.

(2)

An image is defined as a list of objects. The objects can be either spheres or
triangles.
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(3)

Features such as "finding the initial slices in constant time" and "avoiding multiple intersections" (sections 5.5.1 and 5.5.2 respectively) have been implemented in the prototype system and are used for all the statistics.

The

"effective bypassing of the blank volume" feature is selectively used and can
be omitted if desired. For examp~e see section 7 .5, in which the effectiveness
of this feature is measured by first disabling this feature and then running the
same image after including it.

7.4. Main Features of Oct Tree Implementation
Glassner's oct tree approach was reimplemented by Lin (1987), a graduate student
at the University of Central Florida. Lin also developed a facility to generate a data
base of triangles which approximates a sphere in three dimensions (see Figure 7.1).
Because of the similarity of this image to the Epcot Center dome at Disney World, this
image is referred as "Epcot Center" or "EC." The size of the triangles could be varied
by varying the parameters which control the recursion. In this way, images with 24
(EC-24), 96 (EC-96), 384 (EC-384) and 450 (EC-450) or more triangles could be generated. These images are shown in figures 7.'J-7.12. Note that when larger number of
triangles are used then approximation to a sphere is better as small size triangles are
used.
The unages so created were in a different format and initially not suitable for
input to the SET implementation. By modifying the program generating 11e above
images to suit SET implementation, the iTime for an oct tree and SET implementation
could be compared as identical images can be generated for both oct tree and SET
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7.5. Position of the View Point, Light Sources and Surface Properties

In all the images, the viewing point is fixed and is along the z axis. The x and y
axes define the image plane. The z axis is perpendicular to the screen and positive
towards the viewer.

The origin coincides with the center point on the screen. The

number of pixels along the x and y axes are 256 and 160 respectively for all images.
The SET implementation treats the light source as a spherical object. This is
because the SET software uses the software developed by Jim Duke (section 5.7)
which treats the light sources as spherical objects.
The number of light sources for images with triangles and spheres was 1 and 2
respectively. One of the light sources was common to all the images. For the image
with spheres, it is placed to the left of the image at (-1000, 0, 0). For images with triangles, the light source was kept in front at (0, 0, 1000). The second light source is
only present in the images with spheres. It is a yellow spherical light source placed on
top of a sphere (see Figure 7 .17).
The low number of light sources is justified as we did not want the number of
light sources to effect the iTime severely. The main aim was to concentrate on the
effect of ray-object intersections.
While considering the representative values of various experiments done in this
chapter, the following should be noted:
(1)

The viewing point and the light sources were identical for the images used for
comparing the oct tree and SET implementations. Since Lin's oct tree implementation cannot handle spheres at the present time, images with triangles
were compared in section 7 .12.
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(2)

The (red, green and blue) coefficients for ambient light, diffusion, spectral
reflection and transmission were identical for the images used for comparison
in section 7 .12. For the images in other sections, the diffusion coefficient was
varied to obtain different colored objects.

(3)

The background color in the oct tree implementation is black, whereas a light
blue color was used in the SET implementation.
Although care has been taken to simulate similar situations for comparing the

SET and oct tree implementations in section 7 .12, it should be realized that they are
two completely different systems and therefore a precise comparison is not possible.
In the light of the above discussion, the values of various factors in the experiments
should be taken as only the representative values for SET and oct tree implementations. For this reason, a word of caution is advised before the representative values in
this chapter are used for firm beliefs. Moreover, images may have different orientations; therefore any attempt in comparing the iTimes of the images (in different sections of this chapter) is not advisable.

7.6. Orientation of the Objects Versus the Image Generation Time
The effect of orientation of objects in the scene has a profound effect on the
iTime (Kajiya 1986). It is believed that the orientation of the objects and light sources
play a major part in determining the iTime. Therefore, we can only say that "technique A performs better than B for this particular orientation" rather than 8aying that
"technique A is better than B."
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Figure 7 .1 shows the effect of orientation of objects on the image generation time
for different configurations for SET. Images are generated by deleting triangles from
EC-384. For example, the first 100 triangles are used for the image showing only
approximately a half sphere. Similarly, the first 200 triangles are used to generate the
second image having a few scattered triangles in the left half, and a complete right
half-sphere (see figure 7 .1, 7 .13-7 .16).
Observe that the iTime is heavily dependent upon the orientation of the objects.
For example, the iTime is almost similar for 300 and 384 triangles. The image with
200 triangles has higher iTime then the image with 300 and 384 triangles. In fact, the

iTime is proportional to the number of triangles checked per ray (0/R) and is the
highest for EC-200.
The triangles in EC-100 do not include some of the invisible triangles of the EC200. Similarly the image with 300 triangles EC-300, although similar to the image

with 384 triangles EC-384, does not have some of the invisible triangles of EC-384 at
the back.

TABLE 1. VARIATION OF THE IMAGE GENERATION TIME.
Image Generation Time
in minutes. seconds
14.15
34.24
31.27
31.13

Objects
per rav
5.97
16.94
12.21
11.72

Number of
triangles
100
200
300
384
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7.7. Classical Ray Tracing Versus SET
For SET we stacked spheres on top of each other (Figure 7 .17) for different runs.
The SET implementation is also used for the "classical ray tracing" runs; various
iTimes are shown in Table 2. The iTimes are plotted in Figure 7 .2. It is clear that for
this configuration SET outperforms the classical ray tracing approach.
Similarly, the image generation time for triangles has been plotted in Figure 7.3.
Table 3 shows the various data. Note that EC-24 is used for the second image. The
first image is obtained by using only the first 15 triangles from EC-24. Similarly, the
first 35 and 50 triangles of EC-96 are used for the third and the fourth image respectively.

TABLE 2. SET VERSUS CLASSICAL RAY TRACING (FOR SPHERES).
Number of Spheres
15
25
35

Image Generation Time in minutes. seconds
SET
Classical Rav Tracing
14.41
10.06
17.47
17.39
21.11
26.14

TABLE 3. SET VERSUS CLASSICAL RAY TRACING (FOR TRIANGLES).

Number of Triangles
15
24
35
50

Image Generation Time in minutes.seconds
Classical R av Tracing
SET
8.40
10.13
13.22
10.25
14.41
8.30
20.33
13.58
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Tables 3 and 4 demonstrate that the SET technique outperforms the classical ray
tracing approach for an image of 25 spheres or triangles.

7.8. The Bypassing the Blank Volumes Feature of SET
When the oct tree is used for bypassing the blank volume, the iTime is less than
the time taken when no oct tree is used (Table 4, Figure 7.4).
Table 4 indicates the following:
(I)

When no oct tree is used, the amount of time taken increases drastically with
the number of spheres in the image. Whereas, when an oct tree marking (also
see section 5.5.3) is used for bypassing the blank volumes, the image generation time increases only slightly.

(2)

The image generation time is less for all cases when oct tree marking is used.
Spheres are dispersed diagonally in three dimensions in these images. This was

done on purpose so as to generate lots of blank volumes in the object space. In this
way, the effect of using or not using the oct tree marking for bypassing the blank
volumes can be reflected on iTime.

Note that the orientation of the spheres

TABLE 4. SET WITH AND WITHOUT OCT TREE MARKING.

Oct tree used
NO
YES
NO
YES
NO
YES

Number of objects
24
24
5
5
11
11

triangles
triangles
spheres
spheres
spheres
spheres

Image Generation Time
(minutes.seconds)
9.00
8.30
17.26
15.54
43.50
25.34
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(diagonally scattered is different then those used in section 7.6 (stacked on top of each
other) and therefore corresponding iTimes are also different.

7.9. An Anomaly in the Oct Tree Data Structure
Our experiments show that the image generation time for an oct tree can be
varied by:
(1)

Controlling the bucket size or the maximum number (n) of objects per voxel in
a leaf-node.

(2)

Varying the height (H) of the tree.

(3)

Changing the the minimum voxel size, so that no son nodes are generated if
the size of a node is less than or equal to this predefined minimum voxel size.

(4)

Orientating the objects in the object space. For a given image, the orientation
of the objects cannot be empirically controlled.
All the three ( 1-3) parameters are used to control the recursion of the oct tree.

For convenience, the value of the minimum voxel size was kept small. The minimum
voxel was defined as a cube with each side as .02 units. This is because we wanted
the recursion in the oct tree to be controlled by the height (H) of the oct tree and the
bucket size (n). In Table 5, we give image generation time for EC-24 and vary the
number of objects per voxel and the height (H). The data is plotted in Figure 7 .5.
For every ray, please note the that following two steps are being performed in an
oct tree implementation:
(I)

Find the starting leaf-cube in the oct tree.
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TABLE 5. VARYING OCT TREES'S HEIGHT AND BUCKET SIZE.

Tree
Hei2:ht (H)
0
1
2
3
4
5
6
7
8

(2)

Image Generation Time for
the oct tree (in minutes and seconds)
Maximum number (n) of triangles per Voxel
2
25.4
14.1
13.5
12.6
13.17
12.59
11.43
11.45
11.54

3
24.36
14.1
12.6
11.47
11.29
12.14
12.14
12.31
11.44

5
24.32
14.41
12.26
12.5
11.45
11.50
11.56
12.51
12.20

Check for intersection with the objects associated with the present leaf-cube.
If a proper intersection is found then return; else go to the next leaf-cube

which the ray penetrates and repeat b.
The iTime varies directly with the frequency of step 2. This in turn depends
upon the number of objects and blank voxels encountered before a proper intersection
(if any) is found. On the basis of the above observation, Lemmas 31-33 follow. For
convenience, the terms voxel, leaf-cube and leaf-node are being used interchangeably.

Lemma 31: Increasing or decreasing the height of the oct tree does not necessarily mean that the image generation time for the oct tree would increase or decrease.
Proof: The Lemma follows from Figure 7.5. We offer an explanation of the oct
tree below.
Increasing the height of the oct tree may decrease the size of a leaf-cube, which
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in tum may reduce the number of objects per voxel.

This situation decreases the

image generation time if the rays are such that step 2 is not repeated many times.
On the other hand, there could be an increase in the number of blank leaf-cubes
because of the finer subdivision. Therefore, a ray may have to hop through more leafcubes because step 2 may be repeated frequently. Consequently iTime may increase
with an increase in height.

Lemma 32: Increasing or decreasing the number of objects per voxel does not
necessarily mean that the image generation time for the same image would decrease or
mcrease.
Proof: The Lemma follows from the Figure 7.5. We offer an explanation of the
oct tree below.
Finding the proper intersection in minimal time requires that a minimal number of
objects be checked and a minimal number of voxels be encountered.
When fewer objects are allowed per voxel, a ray might hit an object in that voxel.
Therefore fewer objects are checked for tracing that ray; the iTime would decrease.
On the other hand, a decrease in the number of objects per voxel increases the
probability of a miss. This may force the ray to hop through more voxels before a
proper intersection (if any) is found. Checking more voxels would increase the image
generation time. Q.E.D.

Lemma 33: In an oct tree, increasing or decreasing the minimum voxel size does
not necessarily mean that the image generation time for the same image would
increase or decrease.
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Proof: The minimum voxel size also determines the depth of recursion in an oct
tree.

Therefore the height and the number of objects per leaf-node are affected by the

minimum voxel size. Lemma 33 follows from similar arguments as in Lemmas 31
and 32. Q.E.D.

7.10. Drawbacks of the Oct Tree Data Structure
From Lemmas 31-33, it follows that there is some uncertainty in the oct tree
method as to "what is the optimum height of the oct tree" or "how many objects per
voxel should be allowed" for minimal iTime (see Figure 7 .5 also). The reason for this
ambiguity stems from the fact that the values of the parameters are selected empirically and there is no way to select optimal or near-optimal values, based on the image
description.
Table 6 shows that the filter and the hit ratio always increases with the height.
For 50420 rays generated, the value of the objects per ray and the number of intersec-

TABLE 6. VARIATION OF iTime WITH HEIGHT AND BUCKET SIZE.
Height
0
1
2
3
4
5
6
7
8

iTot
in millions
.83
.34
.228
.176
.19
.18
.18
.18
.18

Filter
Ratio(%)
2.54
6.0
9.79
11.4
11.8
12.01
12.04
12.05
12.05

Hit
Ratio (%)
1.45
3.5
5.3
6.08
6.3
6.37
6.38
6.39
6.39

Objects
per rav
16.46
6.8
4.52
3.9
3.8
3.76
3.75
3.75
3.75

Image Generation
minutes.seconds
24.32
14.41
12.26
12.4
11.45
11.50
11.55
12.51
12.20
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tions checked are decreasing with an increase in height. But the image generation
time fluctuates. Note that the variation is not smooth. Thus, in actual implementation
of the oct tree, the empirically selected values -- such as height and the number of
objects per voxel -- require some guesswork as to "what is the optimal number of
objects per voxel or height of the oct tree so that image generation time is lowest?"
In sections 4.4.3 and and 5.3, we noted that the EXCELL, ARTS and oct tree
implementations use empirical parameters (such as bucket size) for controlling the
recursion. It follows that, in both ARTS and EXCELL methods, the image generation
time will also exhibit anomalous behavior when bucket size is varied.

7.11. Effect of Varying the Cell Size in SET
In SET, The only parameter which can be varied is the cell size as the slices and
target areas are image dependent. In the prototype implementation of SET, the cell
size can be varied by increasing the number of cells per slice. The different statistics
are shown in Table 7.
The image EC-24 was used for the above experiments. The total number of rays
generated is 50509. The above table has been plotted in Figure 7.6. We offer the
TABLE 7. VARIATION OF iTime WITH THE CELL SIZE FOR EC-24.
Parameters
Cells/Slice
8 by 8
16 by 16
24 by 24
32 bv 32

Empty
cells%
35.84
31.88
27.99
27.44

iAvd
%
30.50
28.17
27.04
26.21

Filter
Ratio%
3.79
7.26
8.26
9.94

Hit
Ratio%
5.43
10.41
11.83
14.24

Objects
oer rav
6.32
3.30
2.90
2.41

iAtt
millions
.45
.23
.20
.16

iTime
min.se1
13.31
10.49
9.42
8.59
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following analysis. Note that the results are data (or image description) dependent as
argued in section 7.6.
(1)

When the number of cells per slice is increased, the empty cell parameter
decreases. For example when (8 by 8) cells per slice were used 36% of the
cells were empty. This factor reduces to 27 .5% for (32 by 32) cells per slice.

(2)

Intersections avoided is an important factor.

Intersections are avoided by

maintaining an array of objects as explained in section 5.5.2. It should be
noted that if these intersections were not avoided at least 30% more intersections would have to be performed (Table 7), which, in turn, would increase the
image generation time.
(3)

The filter ratio indicates how many times ray-object intersections would be performed for a classical ray tracing approach in_comparison to the SET method.
For the image of 24 triangles and (32 by 32) cells per slice, almost 10 times
more intersections are performed in the classical ray tracing approach. Similarly for the (8 by 8) cells per slice, the filter ratio was around 3.75.

(4)

The hit ratio is the measure of effectiveness of the SET filter. It is the ratio of
the number of hits versus number of intersections attempted by SET. It should
be noted that, with an increase in the number of cells per slice from (8 by 8) to

(32 by 32), the hit ratio increased from 6.3% to 14.3%.
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Caae I: A 2 by 2
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e!tH

Object I

CaH 2: A 3 by 3
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Figure 7.7 A 2 by 2 subdivision has at most one object per cell; whereas a 3
by 3 subdivision has more than one object for cell C.
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(5)

Objects per ray decreased with the increase in the number of cells per slice.
The data shows that there are almost six objects checked per ray for (8 by 8)
cells per slice. For (32 by 32) cells per slice, it reduced to 2.5.

(6)

The total number of actual intersections performed affects the image generation
time directly. When (8 by 8) cells per slice are used, .45 million ray-triangle
intersections are performed. For (32 by 32) cells per slice, only .16 million
intersections were performed.

(7)

The image generation time decreases with an increase in the number of cells
per slice. When (8 by 8) cells per slice are used, image generation time was 13
minutes and 31 seconds. For (32 by 32) cells per slice, the time decreased to 8
minutes and 59 seconds.

7.12. No Anomaly in SET
In the prototype implementation, a fixed number of cells were used (i.e., all slices
have the same number of cells). For a slice S, let the number of cells along the pl
and p2 axes be nl and n2 respectively for method A. Note that pl and p2 are not
identical and can be any of the x, y or z axis. A slice is divided into n 1*n2 disjoint
cells of equal size. Now, assume that in method B, the number of cells along P 1 and
p2 axes is doubled, so that there are 2xn 1x2xn2 or 4xn 1xn2 cells per slice. Let the
cells in methods A and B be called type Cl and C2 cells respectively.
If a slice is divided into disjoint cells in methods A and B then 4 method B cells
would correspond to I method A cell. In other words, 4 type C2 cells would cover
the same rectangular area as 1 type Cl cell. In Lemma 36, we consider all the possi-
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bilities as to "what should be the marking of 4 type C2 cells if the corresponding Cl
cell was marked?" As previously described in section 5.2, a cell C is "marked" by an
object J if a pointer to J is added _to the object-list associated with cell C. We define
an operation

doubling the resolution of a slice to mean that every cell is replaced by

4 cells of equal area.

For example, this operation was performed for method B

(above).

Lemma 34: If there is no change in the conditions of two SET experiments (say,
methods A and B ), except that the number of cells in method B has been arbitrarily
increased in comparison to method A, then it is possible that a cell in method B may
contain more objects than any cell of method A.
Proof: A (2 by 2) and (3 by 3) subdivision of a rectangular area has been shown
in Figure 7.7. Note that in this example the number of objects per cell in a (2 by 2)
subdivision is at most 1. Whereas, for a (3 by 3) subdivision, at least one cell C has
two object pointers. This means that the number of objects in an object-list associated
with a cell may increase even though a finer subdivision is used. Q.E.D.

Lemma 35: In SET, increasing the number of cells per slice arbitrarily may not
necessarily decrease the image generation time.
Proof: The ray may have to be tested against more objects because the number
of objects in the object-list may increase. Since the number of slices is identical in
methods A and B, image generation time in method B can be higher than in method
A. Q.E.D.

Lemma 36: Doubling the resolution of a slice in SET guarantees that the image
~eneration time may reduce or remain the same but may not increase.
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Proof: For the exact definition of "doubling the resolution of slice please refer to
start of this section (7 .11 ). Some of the cells may be not be covered by the target area
and are termed as non-intersecting cells. A non-intersecting cell is not marked and is

also called an "unmarked cell." Whereas, a cell could be partially or completely
covered and is an "intersecting cell."

The intersecting cell is always marked.

For

more details, refer to section 5.4.2.
As explained earlier, the rectangular area covered by four disjoint C2 cell
corresponds to 1 Cl cell. Since the Cl cell can either be unmarked or marked, only
the following three possibilities can occur:
(1)

An unmarked Cl cell gives rise to four unmarked C2 cells.

(2)

A marked and completely covered Cl cell would be divided into four marked
and _completely covered C2 cells.

(3)

A marked but partially filled Cl cell may be subdivided into a combination of
four unmarked and/or marked cells. Since at least one (out of four) C2 cell
must be "marked" at n1ost three unmarked cell can result. In Figure 7.8, a partially filled Cl cell has been broken _into three non-intersecting and one completely covered C2 cells. If the object-list associated with Cl cell has a pointer
to an object J then it is possible that at most three C2 cells may not have a
pointer to the object J in its object-list. Therefore, the number of entries in the
object-list for these C2 cells will decrease.
While marking, it follows that under no circumstances would the number of

entries in the object-list associated with a cell in method B be greater than that of any
c~ll in method A. This is because situations 1 and 2 keep the number of objects in

153

.

·'

D

,. · ,.· -,.·

,· ,· ,.·,.· ,.· ,··. '·

I

.-, _··· , '·,.'·,''

'·

5J
B

A

,- ,-

C

,' ,-

,. ... ,· '· ,· ~- ,. .

_

I~:_,·~:•:~:-~:

Type-B cell divided into four
rectangular reaion.s.

Figure 7.8. The marking of a rectangular area on a plane.

154

method B same as method A, whereas the number of objects associated with a C2 cell
can decrease for situation 3.
Since the number of slices is identical, the number of objects encountered along
the path of a ray in method B would either decrease or remain the same in comparison
to that in method A. In other words, the image generation time cannot increase if the
number of cells per slice is increased in multiples of four. Q.E.D.

Theorem 4: For SET, the image generation time for method B (with N2 cells per
slice), would always be less than or equal to that of method A (with Nl cells per slice)
if N2

= 4*Nl.

Proof: The exact locations of all slices in methods A and B are identical, the
slices in method A are more finely divided than in method B. From Lemma 36, it follows that the number of objects encountered along the path of a ray, before a proper
intersection is found in method B, would either be less or equal to that encountered in
method A. Q.E.D.
Theorem 4 implies that by increasing the cells per slice in multiples of four, the
iTime for a SET implementation may reduce. This is important as no such condition
exist for an oct tree implementation. In other words, no guess work is required in

SET.

7.13. Comparison of Oct tree and SET implementation

In all our experiments SET was found to be comparable in average tL.ne cost to
th e oct tree method. Table 8 shows some representative values of SET and oct tree
method tested under similar conditions (see section 7.4 ).
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Note that the triangles are bunched together in the Epcot Center image description, therefore the probability of vertical traversals of the oct tree is low. For this reason, we feel that the Epcot Center images are particularly suitable for oct tree implementation. Consequently, the iTimes for these images are better for oct tree than SET
but are still comparable.
To consider the effect of vertical tree traversal in the oct tree implementation, we
created an image Th1AGE_X with three triangles (Figure 7 .17). One of the triangles
has a larger surface area.

The other two triangles are scattered far apart and have

smaller surface areas. The height of the oct tree (H) is 8 and the number (n) of triangles allowed per voxel is 1. We also oriented the slices such that the number of slices
are low. For this orientation of the triangles, SET performs better than the oct tree
implementation (Table 8).
Notice that for EC-450 (figure 7 .12), there is a sudden decline in the oct tree
iTime compared to the EC-384. This is a good example of the fact that image generation time does not always vary directly with the complexity of the image.

TABLE 8. COMPARISON OF OCT TREE AND SET.

Image
(Triangles)
EC-96
EC-384
EC-450
IMAGE_X
IMAGE X

Oct Tree

SET
Cells
24 by 24
16 by 16
8 by 8
64 by 64
96 by 96

iTime
14.44
30.04
49.17
4.01
3.54

H.n
8,1
8,1
8,1
8,1
8,1

iTime
11.08
15.43
11.24
4.07
4.07
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7.14. Memory Performance for SET
In SET, the memory requirements depend upon the orientation of the image. For
every vertex of the triangle, three slices are generated and many of them are identical.
Thus, it is possible that a large number of duplicate slices are generated. In actual
implementation, duplicate slices are not created as sorting is used to eradicate them.
In Table 9, we present an estimate of the number of bytes (tBytes), actual slices, dupli-

cate slices and maximum slices for some experiments.
It should be noted that the memory required for the oct tree implementation could
not be estimated as it would have required a substantial change in the oct tree implementation developed by Lin (1987).
However, we also observed the virtual size of the process for the oct tree and the
SET implementations. The virtual size is the size of the virtual memory required for a
process to run on a VAX-I 1n80. In other words, this is the size of the process which
is executed for generating images. The image considered for both the cases is EC-384.

TABLE 9. MEMORY ESTIMATES OF SET.
Image
Descriotion
IMAGE_X
IMAGE_X
EC-24
EC-96
EC-384
EC-450

Number of
Cells
16 by 16
64 by 64
24 by 24
24 by 24
16 by 16
8 by 8

tBytes
(million)
.1172
1.2577
.4303
.9340
1.40
1.4793

Actual
Planes
11
11
21
45
123
335

Duplicate
Planes
7
7
123
531
2181
2365

Total Planes
Removed
18
18
144
576
2304
2700
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The oct tree implementation uses three processes. Two of the processes are for
preprocessing and one for actual ray tracing. The virtual size of these three processes
was 455, 184 and 297 k bytes (1 k

= 1024 bytes).

For this process, the height of the

oct tree was 8 and maximum number of objects per voxel was 1.
The SET implementation uses only one process for the total image generation and
its virtual size was found to be 557 5 k bytes. The ( 16 by 16) cells per slice were used
for SET.

We repeat again that the oct tree and SET implementations are completely
different systems.

Any comparison between the virtual size of the processes should

also include the fact that the SET system is developed on top of Jim Duke's system.
Therefore, the prototype system has a memory overhead as some routines of Jim
Duke's system are compiled but never called.
On the other hand, the oct tree system has been implemented as a stand alone
system and implements Glassner's optimized algorithm. Note that some of the overhead of implementing spherical objects is present in the SET implementation. Since
spherical objects are not handled by Lin ( 1987), this overhead is absent in the oct tree
implementation. Moreover, the prototype system is a pilot system. We expect the virtual memory size of future SET systems to be significantly better than the prototype
system.

7.15. Memory Time Tradeoff
We feel SET is superior to the oct tree method in this respect. This is because
increasing the height, number of objects per voxel and the size of each voxel does not
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guarantee a decrease in the image generation time of the oct tree implementation
(Lemmas 31-33). Whereas, SET data structure offers a decent memory/time tradeoff
(Theorem 4).

7.16. Variation of Marking Scheme for SET
Instead of marking the cubical extents surrounding the triangles, a different markmg strategy can be used for SET. Note that the slices, which are unequal distance
apart, subdivide the enclosing cube into unequal size parallelepipeds. Let set P (for a
triangle T) consist of all the parallelepipeds which intersect the triangle T. In the new
method, we only mark these parallelepipeds instead of the cubical extent for a triangle
T.

The algorithm consists of first finding the slice numbers for every cubical extent
for triangles (section 5.6.3). Next every parallelepiped or box (B) inside the cubical
extent for the triangle T is tested for intersection with the object description of T. In
case an intersection is found, marking of the faces for that box B is done (also refer to
section 5.4.2). No marking is done when no intersection is found.
In the worst case, all the boxes in the cubical extent might intersect with the triangle (T). Therefore the extents provided by both the marking schemes would be the
same. In general, some of the boxes inside the cubical extent may not intersect with
the triangle. In this case, the new marking scheme would provide a better extent.
The intersection of a box B and a triangle T is performed by using an extension
of a two-dimensional clipping algorithms (Newman and Sproull 1979) to three dimensions. The algorid1m is implemented by Lin (1987) for oct tree use.

After some
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modification, this routine was used to find if the triangle T intersected with the box B
or not.
The above routine is unable to find an intersection when some of the edges of the
box B intersects the triangle T, but no edge of the triangle intersects the box. For this
case, eight vectors are generated for every side of the box. Each vector (V) is treated
as a ray (R) and tested for intersection with the triangle T by using the same raytriangle intersection routine as used while ray tracing in SET. If the ray intersects the
triangle T then the test for a "valid" intersection is performed.

The distance (d)

between the starting point of the ray (R) and intersection point (G) is calculated. If
the distance d is not greater then the magnitude of the vector V then the intersection is
"valid." In case any of the eight vectors has a "valid" intersection then the box B is
marked.
In this marking scheme, many of the faces of the neighboring boxes may overlap.
Therefore, more entries in a cell may point to the same object. For a cell C on a
plane, duplication is avoided by confirming that the last entered pointer (in the objectlist for some cell C) does not point to same object (T) being considered. This simple

check avoids any duplicate pointers as every object is inserted only once and all the
boxes (belonging to the cubical extent for triangle T) are tested for intersection with
triangle T one after another.
The filter with the new marking works a little better than the filter with the old
marking scheme (Table 10). The pTime (preprocessing time) for the new filter is a little higher than expected. For 96 triangles, the pTime for the new and old marking was
approximately 54 and 22 seconds respectively. These values were 15 and 9 seconds
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TABLE 10. COMPARES THE OLD AND THE NEW MARKING SCHEME.

Features
Cells
Empty Cells(%)
triangles
Int. Attempted (millions)
Int. Avoided (millions)
tlnt (millions)
Filter Ratio(%)
Hit Ratio(%)
Obj per ray
iTime (minutes.seconds)
iBvtes (million bvtes)

New marking;
24
96
24
24
28
47
24
96
.141
.203
.139
.296
.281
.500
8.56
24.84
12.27
7.00
2.8
3.8
9.44
13.35
.43
.93

respectively for an image of 24 triangles.

Old marking
24
96
24
24
28
46
24
96
.201
.213
.054
.091
.201
.304
8.26
23.71
11.83
6.69
2.90
4.04
9.54
14.22
.43
.93

Since the performance of the two :filters

were similar, the simple cubical method of marking (that is the old marking scheme)
was used in all the other experiments in this chapter.
At this point, it is emphasized that the new marking scheme gives a better extent
around the triangular surface and therefore the number of objects checked per ray is
lower and the hit ratio is higher for the new scheme. Note that the benefit of the
better extent for the new marking scheme is somewhat offset as more intersections are
indicated while ray tracing, which leads to more overhead. For this reason, the iTime
for the new and old marking scheme was not drastically different. However a large
number of actual intersections are avoided in this scheme. In fact the actual intersections performed (Int Attempted) are less using the new marking scheme (see Table
10).
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7.17. Conclusion
In this chapter, we have demonstrated that the SET implementation is generally
comparable in costs (time and space) to the oct tree implementation. In fact, in one
case, the SET method outperforms the oct tree implementation. For all examples tried
with more than 25 spheres, SET is better than classical ray tracing. We prove that
SET is a stable data structure, offering a better memory time tradeoff than an oct tree
implementation. A new marking scheme is also developed which helps in reducing the
image generation time. Some of the photographs, developed using SET but not used
for analysis, are presented in figures 7 .19-7 .25.

In the next chapter, we offer strategies to implement the SET data structure on
parallel machines and use VLSI circuits to reduce the image generation time.
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Figure 7 .9. EC-24.
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Figure 7 .10. EC-96.
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Figure 7 .11. EC-384.
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Figure 7 .12. EC-450.
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Figure 7.13. EC-100.
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Figure 7.14. EC-200.
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Figure 7 .15. EC-300.
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Figure 7 .16. EC-384 (red).
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Figure 7.17. Twenty five stacked spheres.
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Figure 7.18. IMAGE_X.
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Figure 7 .19. Eight spheres and a light source.
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Figure 7.20. Twenty-five dispersed spheres.
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Figure 7.21. Some spheres and polygons.
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Figure 7.22. Four hundred and fifty red and yellow triangles.
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Figure 7.23. Three hundred and eighty-four triangles (two colors).
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Figure 7.24. Three hundred and eighty-four triangles (three colors).
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Figure 7.25. Three hundred and eighty-four triangles (four colors).

CHAPTER 8
FUTURE RESEARCH

8.1. Introduction
The main drawback of ray tracing is that it is computationally very slow. Some
software techniques, which subdivide the object space into smaller sub-cubes, reduce
the image generation time (see chapters 4 and 5). However, to exploit the inherent
parallelism of ray tracing, software techniques can be implemented on a parallel
machine. Under the broad category of future research, we discuss the suitability of
Slicing Extent Technique for parallel machine implementation in this chapter.
The basic ray tracing technique is summarized and drawbacks of the existing
space subdivision techniques are highlighted. For all the space subdivision algorithms,
the movement of a ray has been plotted when "misses" are frequent (section 8.2).
Later some extensions of SET are presented in sections 8.4-8.8.

8.2. Modeling Ray Tracing Process
A ray tracing filter performs the following three steps for every ray:
(1)

An initial cell is found so that the object-list associated with that cell can be
obtained.
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(2)

The ray-object intersection(s) is performed. If an intersection is found then we
are done for the present ray. Two new rays are generated if necessary. If no
intersection is found or the object-list is null then Step 3 is performed.

(3)

The next cell is selected. If the ray is now outside the enclosing cube then we
return the background intensity as the ray did not hit any object; else we find
the object-list of the new cell and return to Step 2.
For convenience, we intend "cell" above to mean a leaf-cube for the oct tree

implementation; voxel in ARTS and EXCELL methods; and cell on a slice for SET
method.
Although a large number of rays are generated, step 2 for every ray is independent. In other words, once the object-list for a ray is obtained, the ray-object intersection for different rays can be executed in parallel.
We discussed the details of the space subdivision techniques in earlier chapters.
Note that step 3 is repeated for every ray whenever a "miss" is encountered in step 2.
The ARTS and the oct tree implementations use trees to move from one cell to another
and therefore have O(H) complexity for step .3, where H is related to the height of the
oct tree. No tree is used in EXCELL method. However, the image generation time in
all these methods depends upon empirically selected values of the parameters (sections
4.4.3, 5.3 and 7.9). Therefore all three -- oct tree, ARTS and EXCELL -- implementations have poor memory trade-off time.
The power of SET comes from two-dimensional cells which are suitably marked
such that the blank volumes are bypassed effectively.
explained in Chapter 5.

Step 3 takes constant time as

The EXCELL method is inefficient in bypassing blank
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volumes because the nature of the subdivision forces the ray to move through the cells
which otherwise would be bypassed in SET and oct tree based schemes. For this reason, it is expected that step 3 is more frequent in the EXCELL method in comparison
to SET and oct tree based schemes.
Figure 8.1 shows the movement of the ray in case of rmsses for an oct tree,
ARTS, EXCELL and SET implementations. It should be noted that the time for step 3
in an oct tree is related to the height (H) of the tree. In SET and EXCELL methods,
step 3 takes constant or 0(1) time. Figure 8.1 represents the conjecture - "Frequency
of step 3 is the least in SET among all the four space subdivision algorithms discussed
in this dissertation" - which we feel should be true for most scenes. The four algorithms are ARTS, SET, oct tree implementation and EXCELL method. In the future,
we would like to either prove or disprove the above.
It should be emphasized that all the existing techniques can also be implemented
on parallel machines. The intent of this section was to assert that SET inherently has
the best qualities of the existing space subdivision techniques for parallel implementation.

8.3. Parallel Machine Implementation for SET
Our aim in this section is to present a feasible parallel algorithm for SET implementation.

This algorithm follows the three step algorithm presented in section 8.2.

Figure 8.2 shows a parallel machine organization for SET. There are three m ajor components - the host (H), the processor unit (PU) and the auxiliary unit (AU). Both PU
and AU have two subcomponents. The processor unit (PU) consists of an interconnec-

tion· bus (IB) and a set of identical processors (Ps).

Every processor has its own
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8.2. SET parallel machine implementation setup.
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memory and is capable of performing the ray-object intersection. The auxiliary unit
(AU) consists of an object-controller (QC) and auxiliary processors (APs).
Step 1 of finding the initial slice for a ray is performed by the host (H). Processors in the processing unit (PU) are responsible for Step 2. Step 3 is executed with
the help of auxiliary unit (AU).
In the following sections, the responsibilities of every module is discussed in
some detail. It should be noted that an optimal algorithm may be quite different than
that suggested in this section, primarily because we have not considered the best
memory distribution of the slices and various bottlenecks in the suggested architecture.

8.3.1. Function of the Host Unit
The host (H) is responsible for the following operations:
(1)

H performs the preprocessing for a given scene (see also section 5.6). Every
object-description is assigned an identification number (ID).

While marking

the cells (section 5.6), apart from storing the pointer to an object, the ID of the
object is also stored.
(2)

H also maintains the description of objects in an array (V) which can be used
to access any object by using the identification number (ID) of the object.
This array (V) is distributed to all the processors by the host.

(3)

H distributes the slices and loads them on the memory units of the auxiliary
processors. Loading schemes are described in section 8.3.4.

(4)

H also informs the memory distribution of the slices to the object-controller
(QC).
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(5)

H generates "start" rays from the view point and maintains them in a queue
(Ql). Whenever a processor in PU finishes tracing a "start" ray (that is, the

result-queue of a processor P indicates a "final" intensity value), the host
schedules another "start" ray from the queue Ql. In case more than one processors are available, then the "start" ray may go to the lower suffix processor
or is arbitrarily scheduled on any one of them.
(6)

H finds the "initial" slices (one each perpendicular to x, y and z axes) for every
"start" ray generated (also refer to section 5.5.1).

(7)

The Host picks up the "final" value information of a ray from the result queue
(RQ) of a processor and stores the intensity for that ray in an image-file.

(8)

In case Ql is empty and all the processors are idle, the host reports that "the
image generation is complete" so that the image-file can be generated.
We also assume that the host executes either a "round-robin" or on-demand pol-

icy for interacting with the processors. The round-robin policy is to interact with a
processor for a certain time at the most. After that time expires, the host connects to
the next processor and so on. In the "on-demand" policy, the host tries to establish the
interconnection with a processor only when it is requested. In the following discussion, it is assumed that some facility is available to establish the interconnection
between the host and the processor on a fair basis.

8.3.2. Interconnection Bus Description
Interconnection Bus (IB) facilitates the information transfer to and from the host
to processors in PU. It is responsible for interconnecting the host and the desired pro-
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cessor whenever necessary. For example, once "initial" slices are found for a ray by
the host, on host's request Interconnection Bus (IB) schedules the ray on the inputqueue of some selected processor of the PU. Similarly, 1B is used to transfer the final
intensity value for a ray calculated by a processor in the PU.

8.3.3. Function of the Set of Processors in the Processor Unit
All the processors in PU can work in parallel.

The ray and the initial slice

numbers are obtained from the input-queue of the processor. If the processor (P) does
not have any ray in its input-queue, it sends a message to the host that "P is available."
Otherwise a ray is obtained from the input-queue and traced as follows:
(I)

If the ray is a "start" ray then the ray description and initial slice number

(<ray, slice S>) is available in the input-queue of the processor. A new intensity tree is created for this ray.
(2)

For a <ray, slice S>, the processor asks for an object-list by passing the ray
and a slice number (<ray, slice S>) to the object-controller (QC). The objectcontroller in turn sends the object-list associated with the cell C. The cell C
contains the point of intersection of the ray and the slice S.

(3)

Every entry in the object-list contains an ID and pointer to an object (see section 8.3.1). The ID is used to obtain the object-description by using the ID as
an index in the array V. Recall that the array V was distributed to all the processors by the host (section 8.3.1). Once the object-description is known, an
actual ray-object intersection is performed. In this way, all the objects in the
object-list are tested for intersection (also refer to section 5.4.3).
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(4)

When a processor finishes tracing a ray, it either generates two rays or finds no
intersection. If the ray does not intersect with any object, the corresponding
intensity value of the node (in the intensity tree for that ray) is initialized to the
background color in the scene. If two rays are generated then the "initial" slice
numbers can be found by the processor P itself.

This is because the slice

numbers, surrounding the starting point of the new rays generated, would be in
the vicinity of the slice numbers being considered by the processor P. Both
the rays and the corresponding "initial" slice number (<ray, slice S>) are then
inserted at the bottom of a wait-queue (WQ) of the processor P.
(5)

The empty wait-queue would mean that there are no more rays to be traced
and the binary intensity tree has been fully expanded for the "start" ray. If the
wait-queue is empty then the final intensity for the "start" ray is found and sent
to the host. The processor P is again available for another "start" ray from the
host. If the wait-queue is not empty then <ray, slice S> pair is taken from the
top of the wait-queue and traced as described in the step 2 above.

8.3.4. Object-Controller Description
Every processor (in PU) is connected to the auxiliary processors (APs) via an
object-controller (QC). The main function of the object-controller (QC) is to provide
the object-list (containing the pointers and the corresponding IDs of the objects) associated with a cell. The auxiliary processors (APs) and controller (C) form the auxiliary
unit (AU).

Every auxiliary processor has a Central Processing Unit (CPU) and

attached memory. A controller-queue (CQ) is also maintained to which every processor {P) in the processing unit (PU) can feed a request for the object-list.

Such a
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request could be initiated by a processor P (in PU) by queuing <P, ray, slice S> information to the controller queue.
The object-controller finds the auxiliary processor (AP) containing the slice S by
using the memory distribution. Note that the memory distribution of the slices was
loaded to the object-controller by the host while preprocessing (section 8.3.1). Next,
the object-list is obtained by the object-controller by scheduling a request <ray, slice
S> to the auxiliary processor (AP). Once the object-list is found, the object-controller
sends the object-list to the processor P which initiated the request.

8.3.5. Function of the Auxiliary Processors
The auxiliary processors are responsible for providing the object-list corresponding to the cell C, where cell C contains the intersection point of the ray Rand the slice

s.
Before the image generation process starts, the slices are loaded directly to
memory units of the auxiliary processors by the host.

Let there be Nx, Ny and N 2

unique slices perpendicular to the x, y and z axes respectively. For the following discussion, it is assumed that txm ~Nx + Ny + N 2 , where t is the maximum number of
slices which can be stored in one memory unit and m is the number of auxiliary processors. This assumption allows the complete loading of the SET data structure for an
image.
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We assume that some fair policy of storing slices will be followed in the actual
parallel implementation. However, the following two simple strategies can be used to
store the slices -- one is to load the slices consecutively, another to store them interleaved.
In the consecutive method the slices are stored one after another. Let us assume
that first slices from Nx are stored. In this method, the first t slices are stored in the
memory of of AP 1 , slices t+l to 2t are stored in the memory of AP2 , and so on. Once
the N x slices are exhausted, then NY and then N z slices are stored. In this scheme, we
expect to benefit when a large number of requests are for next nearby slices stored in
the same auxiliary processor.
The k-interleaved memory scheme can be used to scatter different slices onto
different memory units. In this case, the scheme would be to store two consecutive
slices, perpendicular to the x, y or z axis, such that if one of them is stored in some
processor APi then the second slice is stored in processor AP((i+k)

mod m

+

1)·

This

strategy may help in avoiding one processor being heavily loaded in the first scheme.
For example, consider a case where a large number of requests (for "object-lists") is
issued to a processor containing a set of consecutive slices.

8.3.6. The Parallel Algorithm for SET
Since the number of rays generated is scene dependent, the amount of rays traced
is always the same for a given scene no matter what technique is used. Also every ray
is independent of each other, so the order in which the rays are traced is not important.
Our intention is to complete the computation of the binary trees presently active at
different processors before starting the processing of a new "starting" ray. Assuming
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the organization of Figure 8.2, and familiarity with section 8.3, the following parallel
algorithm is suggested for SET:
Procedure P ARALLEL_SET
begin
1. Function of the host (H) is to
do_in_Parallel
Load the slices in memory uni ts of the auxiliary
processors (APs). Generate the "start" rays. Load the
array (V) of objects (section 8.3.1) to all the processors
in the processing unit (PU). Load the memory-distribution
to the object-controller. Interact with the processors in PU.
enddo_in_Parallel.
2. In parallel for every processor Pin PU
do_in_Parallel
(a) Pick up a "starting" ray from its input-queue. If all
the rays are exhausted in the input-queue then inform the host
that processor P is available.
(b) Ask for the proper object-list by passing <ray, slice number>
to the controller-queue (CQ) of the controller (C). The
processor waits for the object-list from the controller C.
(c) Once the object-list is obtained then find the
object-descriptions for all the object-pointers in the
object-list using array V. Perform ray-object intersections.
If a proper intersection is found then reflect this

event in the intensity tree for that ray. Generate two
rays at the point, find there "initial" slice (S) and queue
<ray, slice S> them in the wait-queue of the processor.
In case the ray has gone outside the box then enter the
background color for that node in the intensity tree.
If no intersection is found then adjust ( +/-) the
nearest slice number by one depending upon the direction
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of the ray. The slice numbers are modified accordingly
if the cell was marked as "inside the blank volume" (see
section 5. 5. 3). Find the nearest slice and go to step 2b.
For every ray in the wait-queue perform step 2c.
If all the rays of the intensity tree are traced (that
is wait-queue is empty) then calculate the "final" intensity
and keep it in the result-queue (RQ) of the processor.

enddo_in_Parallel.
3. The object-controller picks up request <ray, slice S> from the
controller-queue.
do_in_Parallel
Find the auxiliary processor (AP) containing the slice
and queue the <ray, slice S> to the input queue of that
auxiliary processor (AP).
Once AP sends the object-list to the controller, the
object-list is sent to the processor (in PU) which initiated
the request earlier.
If no information is requested then do nothing.

enddo_in_Parallel.
4. For every auxiliary processor AP
do_in_parallel
Pick up a request <ray, slice S>. Find the point (K)
of intersection of the ray and slice S. Find the
object-list associated with the cell containing the point K
(For more details refer to section 5.4.1 and 5.4.3).
Once the object-list is found, it is sent back to the
controller C.
If no information is requested then do nothing.

enddo_in_parallel.
end PARALLEL_SET.
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The above algorithm shows the feasibility of executing the SET technique on a
parallel machine. As noted in section 8.3, the actual implementation and the details of
issues -- such as deadlock prevention, balancing and redistributing the load for optimal
algorithm etc. -- are not within the scope of this dissertation. However, in the next
section, we describe an already existing parallel machine which should be suitable for
executing the above-mentioned algorithm.

8.3.7. Implementation on an Existing Machine
We feel that the PARALLEL_SET algorithm can be executed on a parallel
machine such as Intel's personal super computer (iPSC manual 1986). The iPSC uses
hypercube topology for interconnecting its nodes or computational units. A hypercube
has 2d identical nodes in which d represents the dimension of the cube. In this topology, each node has d neighbors. The average distance between two arbitrary nodes is

~

and the maximum distance is d.
It should be realized that the actual implementation on iPSC is outside the scope

of this dissertation. However, the following observations can be made about the suitability of the hypercube topology for the implementation of PARALLEL_SET algorithm:
The cube manager of the hypercube is comparable to the host unit. The cube
manager is a microcomputer system with a CPU, a 40 megabyte of Winchester
drive, a numeric processing unit, 320 K Floppy and 2 megabytes of RAM.
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As required, the nodes of the hypercube can be divided into two sub units,
namely processor and auxiliary units. Each node is an independent single board
computer and has a central processing unit; a numeric unit which supports 32-,
64- and 80-bit floating point operations; and 512 kbytes of dynamic RAM.
Hence, a node of iPSC has sufficient resources to perform steps 2 and 4 of the
PARALLEL_SET algorithm.
The parallel algorithm can be also executed such that there is no distinction
between the processors in PU and AU. Let us assume that every other processor
is a ware of the slice numbers contained by every· processor. If it is found that a
slice is in some other processor P then a request can be made to P on the
topology-network of the hypercube.
As noted earlier, intent of this section is to only note the feasibility of SET implementation on iPSC. In future, we would like to:
(1)

Investigate various schemes of memory distributions for the slice descriptions
and find out the best memory scheme for SET.

(2)

Analyze existing parallel machines for suitability of SET implementation and
possibly suggest a new architecture if the existing machines are found to be
unsatisfactory.

(3)

Eliminate the bottlenecks and develop strategies for optimizing the resource
utilization while implementing the SET on existing parallel machines.
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8.4. Combining SET and Oct Tree Methods
SET and an oct tree can be used together. In this scheme, an oct tree is used to
isolate the blank volumes and SET is applied for all the non-blank nodes in the oct
tree.
This schemes would be particularly useful when groups of objects are scattered so
that a large volume of the scene is blank. For this case, the above scheme bypasses
blank volumes by using the oct tree and SET is applied whenever a non-blank node of
the oct tree is encountered.

8.5. Variation of the Slice Structure
We have already discussed the prototype implementation of the cell structure in
Chapter 5. In the prototype implementation, a slice is divided into uniform size rectangles or cells. The information on a slice can also be stored at least in two other
different ways as explained below.
One way is to maintain a "slice-object-list (X)" for every face (of a cubical extent
surrounding an object) which falls on a slice. If the ray passes through a slice, this
new object-list (X) is checked.
required.

The implementation is simpler and no cells are

Since there are only six faces per cube and O(N) slices, where N is the

number of objects in the scene,

it follows that the memory requirement would be

O(N). Note that this scheme is similar to the single cell per slice for the prototype system. However, due to Theorem 4 in Chapter 7, an increase in the image generation
time is expected compared to the case when more than one cell per slice is used.
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The second method is to use a quad tree defined on the cell structure of the prototype system. A slice is recursively divided into four rectangles until the conditions
for stopping the recursion are met. For a rectangle, the recursion stops if the objectlists of all the cells inside that rectangle are empty or the rectangle falls within a single
cell. For the first case, the object-list, associated with the node in the quad tree, is
empty. For the second possibility, the object-list is the same as the object-list of the
cell.
If all cells on a slice are marked, the scheme will not give a better memory

requirement per slice than the simple two-dimensional array structure. This is because,
apart from maintaining all the cells per slice, there is an overhead of maintaining the
quad tree. When there are lots of cells with an empty object-list, the quad tree storage
is expected to save memory.

In the worst case, the access time for obtaining the

object-list associated with a cell on the slice would be proportional to the height of the
quad tree.

This method would use less memory than the basic SET and would run

more slowly.

8.6. Multiple Processors for Performing Intersections
Consider a situation when more than one ray object intersection is to be performed (for step 2 in sections 8.2 or 8.3.5) and a binary tree machine (Mead and Conway 1980) is available (see Figure 8.3). In this case, each leaf node processors of the
binary tree implement the ray-object intersection (using the same ray but different
objects in each leaf-processor) and passes its results to the interior node at the same
point in time.
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Every interior node selects the nearest point of intersection from its two sons and
passes the nearest point to its father node in the binary tree. It is easy to see that if
there are p leaf node processors then in O(log p) time the nearest point of intersection
can be obtained.
Note that the results of all the nodes at the same level in the binary tree are
passed at the same time to the father nodes.

This allows the pipelining of another set

of ray-object intersections on the leaf-nodes when the results of the earlier set have
been passed on to the father nodes. Note that these architectures are called "systolic
architectures" (Kung 1982).

8. 7. VLSI Implementation
This section assumes a familiarity with the results of section 5.4. Let a ray go
through two nearest points A and B (on two different slices) and let LI and L2 be the
object-lists respectively. Associated with every entry in Ll and L2 is a marking (K).
The value of K is zero if the cell is marked 12T; K is 1 if cell is marked 1T; and K is
2 if the cell is marked 2T.
We also assume that all the objects are assigned a unique identification number
and both Ll and L2 are sorted in increasing order of identification numbers. Define L
to be a list of identification numbers of objects which need to be checked so that
correct images can be produced. In the following, note that the special VLSI Chips
can be designed for implementing the algorithm of Lemma 37.

Lemma 37: For an image of triangles, if nl and n2 are the numbers of entries in
L 1 and L2 respectively then there exists a serial algorithm such that the candidate list
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L can be found in O(nl+n2) time.
Proof: The following is the algorithm which benefits from the Lemmas in section
6.3:

Begin
1. Start from the first entry in both Ll and L2. Let the
identification numbers be Il and I2 and
K values be Kl and K2, respectively.

2. If ( (Il=I2) and ( (Kl=O) or (K2=0) or (Kl=l and K2=2)
or (Kl=2 and K2=1) ) )
then add the object Il (=12) for intersection to L.
Increment the pointers in Ll and L2 to point to next entries.
3. If (11 is greater then 12) then add object I2 to L and
increment the pointer to point to the next (higher) entry in L2.
4. If (I2 is greater then Il) then add object I1 to L and
increment the pointer to point to the next (higher) entry in Ll.
5. Let the identification number of the present object be I1 and I2 in
Ll and L2, respectively. Go to step 2 until all the entries in
Ll and L2 are exhausted.
end.

It follows that the above algorithm is O(nl +n2) as in steps 2-4 at least one of Ll
and L2 pointers are incremented by one to obtain L. Note also the similarity between
the above algorithm and merging two sorted arrays.

8.7.1. An Alternate Scheme
It should be noted that the above procedure can be implemented in parallel when
m processors are available. Let us assume that the K values for Ll [i] and L2[i] are
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Kl [i] and K2[i] respectively for an object with identification number i. Apart from initializing K from O to 2, we initialize K as 3 when the cell is not marked by the object
with identification number i.

Lemma 38: If there are m triangles in Ll and L2 then there exists a parallel
algorithm to compute L.
Proof: The following is the desired algorithm:

Procedure Find_L_in_Parallel
do_in_parallel for all the processors

/* i is between 1 to m. */
1. if ( (Kl=l and K2=2) or (K1=2 and K2=1) or (Kl=O) or (K2=0) )
then R[i] = ID
else R[i] = BLANK
end do_in_parallel

/* R[i] is the result array for the i 'th processor */
2. Use the p processors in a binary tree so that
results in R[i] for all the processors can be combined to
obtain a list L of IDs which does not contain BLANK.
This operation is O(log m) (see section 8.6 also).
end do_in_parallel.

The intent of the above discussion is that appropriate circuitry can also be implemented with the help of a special purpose VLSI chip.

8.8. Unmarking the Extents
In SET, when a ray moves from one cell to another, it is highly likely that an
object is encountered earlier and again appears because the ray passes through a cell
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covered by some other face of the cubical extent for that object.

In this case, we

avoid the actual ray-object intersection by maintaining an array (as explained in section
5.4.2).
The question which we want to ask is "Does there exist a facility for unmarking
(explained below) the cubical extent of an object so that the ray does not encounter the
same object again?"
Unmarking is an opposite operation to the "marking of cells" (section 5.4.2). For
an object J, we say that a cell C has been unmarked if cell C is covered by a face of
the cubical extent for J and the pointer to J has been deleted from the object-list associated with the cell C.
Let us assume that a ray intersects an object J and cells are unmarked for J. If a
new ray was to intersect the object J, it would not be detected as all the pointers to the
object J would have been deleted from the object-list of the cells because of unmarking. Therefore, unmarking may create problems for subsequent rays and may create an
incorrect image.
One solution for the above problem is to maintain two copies -- called the scratch
copy (SC) and the original copy (QC) -- of the same slice. Initially SC and OC are
identical. While unmarking, SC is modified for the ray. Once the ray passes through
a slice then SC is checked for the object-list. After the ray has passed a slice, OC is
copied back to SC so that other rays can be correctly traced.
In this way, there is no need to perform the lookup in an array to check whether
the ray-object intersection has been performed or not. Note that each processor could
make its own copy.

Therefore, parallel tracing of different rays is feasible.

The
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overhead of unmarking also would slow down the image generation process. In the
future, it would be interesting to see the performance of the above algorithm.

8.9. Conclusion
SET is suitable for parallel machine implementation as it combines all the good
features of the existing space subdivision algorithms.

We have given an intuitive

analysis of the movement of the ray for the space subdivision algorithms when
"misses" are encountered. Various research directions for exploiting the parallelism in
SET are also identified.

CHAPTER 9

CONCLUSION

Conceived in the Summer of 1985, the Slicing Extent Technique (SET) provides
an efficient ray tracing filter mechanism by checking only a fraction of a large number
of possible ray-object intersections. It uses space subdivision in ways somewhat similar to the oct tree, ARTS and EXCELL implementations. A precise comparison of
these heuristics is not possible as their performance may vary for different images and
there are too many factors involved. However, we have demonstrated circumstances
under which SET is a better alternative for ray tracing. We now provide a summary
of the main results in this dissertation to support the above argument.
All the other existing space subdivision algorithms (such as oct tree, ARTS and
EXCELL methods) are controlled by parameters which are manually chosen. Typically, we do not know if varying these parameters may increase or decrease the image
generation time (Chapter 7).
On the other hand, SET uses slices to subdivide the enclosing cube, and the positions of slices are not empirically selected.

Instead, they are automatically defined

depending upon the orientation of the objects. The only empirically selected parameter
affecting the SET data structure is the number of cells on the slices perpendicular to x,
y and z axes. We proved that by quadrupling the number of cells per slice, the image
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generation time would either remain same or decrease, but can never increase
(Theorem 4). Therefore SET provides a stable memory-image generation time tradeoff
(Chapter 7) and does not show anomalous behavior.
Some of the problems associated with the existing techniques (Section 5.3) are
not present in SET which combines the good qualities of the above mentioned existing
techniques and in the process eliminates some of the undesired characteristics of these
data structures (Chapter 8). The power of SET comes from the two-dimensional cells
which are suitably used while ray tracing.
SET and the recently introduced light buffer concept (Haines 1986) are only similar inasmuch as both use two-dimensional cells. Haines (also see Section 3.5.4) uses
these cells to contain pointers to objects which are visible from the light source to aid
in fast computation of the effect of the light source on an intersection point. In SET, a
light source is treated as a spherical object. However, in most details, the techniques
are completely different.
Since realizing that the ray-object intersections must be solved efficiently to
reduce the image generation time, our aim was to suggest an algorithm which eliminates any possibility of "misses" while ray tracing. SET and other space subdivision
techniques avoid most of the ray-object intersections but still may have some "misses."
For a sphere, we improved on the cubical extent by using three more slices. The
volume covered by this modification was shown to be substantially less than that of a
cubical extent (Theorem 1, Chapter 6). In the process, we raised an important question
for SET: "How to find the best extent by using minimal slices?"
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For a triangle, we observed that the plane containing the triangle would subdivide
the cubical extent into two polyhedra. In chapters 6 and 8, some results were presented
to benefit from this observation.
Because of the empirical nature of EXCELL and oct tree based subdivision, it is
possible that a large number of blank volumes are encountered along the path of a ray.
Since unevenly spaced slices are used in SET, we speculated that the above problem
may not exist in SET (section 8.2).
It should also be recognized that adding a new object in an oct tree, ARTS or
EXCELL method may have a global effect as a complete reorganization of the data
structure may be required. In SET, the effect of adding one more object is local as
only the slices containing the cubical extents are affected (Chapter 5).
The problem, "What is the minimum distance before another object-list is tested
for intersection along the path of the ray?" is effectively solved in SET (Chapter 5).
This distance is the distance the ray travels between two slices. Since the slices can
be unevenly spaced perpendicularly to the x, y or z axis, this distance would usually
vary.
SET can be used for arbitrary bounded objects in three dimensions as it provides
a general solution for marking the cubical extents around the objects. In the future, we
would like SET to be implemented on a parallel machine for live animation or realtime image synthesis for commercial and medical applications. At the least, we hope
that SET is seen as a novel approach for ray tracing.
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