Abstract-This paper shows how multiple interconnected microgrids can operate in autonomous mode in a self-healing medium voltage network. This is possible if based on network selfhealing capability, the neighbour microgrids are interconnected and a surplus generation capacity is available in some of the Distributed Energy Resources (DERs) of the interconnected microgrids. This will reduce or prevent load shedding within the microgrids with less generation capacity. Therefore, DERs in a microgrid are controlled such that they share the local load within that microgrid as well as the loads in other interconnected microgrids. Different control algorithms are proposed to manage the DERs at different operating conditions. On the other hand, a Distribution Static Compensator (DSTATCOM) is employed to regulate the voltage. The efficacy of the proposed power control, sharing and management among DERs in multiple interconnected microgrids is validated through extensive simulation studies using PSCAD/EMTDC.
I. INTRODUCTION
Smart Grid (SG) is a term referred to the improved status of existing electric networks into more reliable, efficient, sustainable and customer-interactive conditions by properly adding advanced metering, protection and communication infrastructures [1] [2] . Among various anticipated smart features, self-healing is a key attribute in SGs. In self-healing, it is expected that the network can continuously detect, analyze and respond to faults and restore feeders with minimum human participation [3] . Therefore, in the case of a fault in the network, the normal operation could be restored in different feeder sections by properly isolating only the faulted subsections such that the amount of loads affected are minimized.
Another key aspect of smart grid technology is increasing the participation of Distributed Energy Resources (DER) [3] . Microgrid (MG) is a cluster of DERs and loads which can operate in grid-connected or autonomous modes [4] . In gridconnected mode, the DERs in a MG can be operating at their rated condition while in autonomous mode, if the DER generation capacity in the MG is more or equal to local load demand, they will be sharing the loads. However, if the DER generation capacity in the MG is less than the local load demand, load shedding has to be carried out in order to maintain the voltage and frequency in the MG [5] . In [6] , the concept of distributed autonomous MGs was proposed in which the DERs can be controlled to share the power among neighbour MGs. In such a concept, if the DER generation capacity in a MG is less than the local load demand but there is available generation capacity by the DERs in the neighbour MGs, interconnecting MGs can reduce the load shedding. With the increased interest in SG and self-healing characteristics, there will be a possibility of interconnecting MGs in near future. This is the main research scope of this paper.
II. SELF-HEALING
Let us assume a radial Medium Voltage (MV) feeder with a single-automated switch installed somewhere in the middle of the feeder [7] . During a fault, the substation circuit breaker will first open and then reclose after a fixed time delay. If the fault is still present, the circuit breaker reopens again. The midpoint switch opens the circuit if it senses a voltage drop for more than 30 seconds. After a second fixed time delay, the substation circuit breaker closes the circuit again. Now, if the fault was on the downstream of the midpoint switch, the circuit breaker remains closed and the customers on the nonfaulty section are energized. Otherwise, if the fault is between the substation and the midpoint switch, the substation circuit breaker will reopen the feeder. This is the most common existing practice of feeder automation these days. However, by integration of DERs and increasing the number of switches along the feeder, the number of affected customers can be significantly reduced. This can be achieved by applying a fixed time delay between the switching operations or if the switches are equipped with communication capabilities among themselves using fibre optics or radio frequency.
Improvement in system reliability is driving the grids into smart grid concept with self-healing capability [2, 8] . The feasibility study carried out in [9] concludes that integration of self-healing capabilities for the future smart grids is inevitable due to their high financial benefits to utilities by reducing the amount of energy not supplied and the number of affected customers.
For a self-healing network, the intelligent agents are required to adapt the system operation conditions. These agents are then utilized for analysing and maintaining system reliability in real-time. A framework, required to allow deployment of autonomous agents throughout an interconnected system, was proposed in [10] [11] . Such a framework can be utilized to support a self-healing smart grid through monitoring and control. Some self-healing reconfiguration techniques were proposed in [12] [13] [14] to divide the network into isolated grids while minimizing the number of effected loads. Some utilities in US have already started implementing selfhealing projects [7] . It is to be reminded that following assumptions are required for the self-healing networks:
• Sufficient DER capability in MG • Availability of communication interfaces among DERs, protection devices, circuit breakers and switches.
III. NETWOK AND MICROGRID STRUCTURE
Let us consider a MV feeder connected to two MGs as shown in Fig. 1 . MG-1 has 3 DERs and 5 loads while MG-2 has 2 DERs and 4 loads, connected to Low Voltage (LV) feeders. A Distribution Static Compensator (DSTATCOM) is installed at the secondary side of the distribution transformer in each MG to regulate the voltage at its Point of Common Coupling (PCC). The loads are assumed as residential loads and all DERs are assumed to be converter-interfaced DERs.
During grid connected mode, all DERs will be operating in their rated conditions or based on the outcomes for economic analyses. In autonomous mode, when CB M1 and CB M2 are open, the DERs inside each MG will be sharing the loads within each MG separately. In autonomous mode, if the power demand in each MG is higher than the power generation capacity of the DERs in that MG, load shedding must be applied to some of the (non-critical) loads in that MG. Now, let us assume that a fault occurs on the upstream of CB G . Based on the network protection coordination, CB G , CB M1 and CB M2 open under such conditions. Now, each MG can work in autonomous mode. However, let us assume a situation where the power generation in MG-2 is less than its power demand; while the power generation capacity in MG-1 is higher than its power demand. Now, let us assume the network has self-healing capability and CB M1 and CB M2 close the circuit while CB G remains open. In this way, the two MGs are now connected together. Hence, the DERs in MG-1 can share some of the loads in MG-2 and prevent/reduce load shedding in MG-2. This paper focuses on the power sharing and voltage regulation issues of the network in these situations. The protection devices, their coordination, communication and resynchronization of interconnecting MGs are beyond the scope of this paper.
Power Sharing in Microgrid
In this section, the power sharing method within the MG is discussed. For a converter-interfaced DER, with the structure shown in Fig. 2(a) , the instantaneous active and reactive power flows from converter output to its PCC are ( )
where V T = |V T | ∠δ T and V cf = |V cf | ∠δ cf are respectively the RMS value of PCC voltage and AC filter capacitor voltage of DER. ωL T is the impedance of the coupling inductance between these two points which controls DER output power flow. Passing the instantaneous active power (p) and reactive power (q) through a low pass filter, the average active power (P) and reactive power (Q) can be calculated. In [15] , it was proposed that decentralized power sharing among the DERs can be achieved, similar to conventional droop control, by changing the voltage magnitude and angle of DERs as
where V rated and δ rated are respectively the rated voltage magnitude and angle of the DER when supplying the load with rated active and reactive power of P rated and Q rated while m and n are the droop coefficients.
The principle of decentralized power sharing in the MG is based on keeping the power output of DERs proportional to their ratings. This was mathematically simplified in [15] as ... , , ... , , where the number suffixes show the number of each DER.
DER Converter Structure
The converter-interfaced DERs such as photovoltaic cells (PV), fuel cells and batteries are connected to the MG through voltage source converters (VSC) as shown in Fig. 1 . All the DERs have a VSC structure consisted of three singlephase H-bridges, using IGBTs, as shown in Fig. 2(a) . Each IGBT has proper parallel reverse diode and snubber circuits. The outputs of each H-bridge are connected to a single-phase transformer, with 1 : a ratio, and three transformers are starconnected. In this figure, the resistance R f represents the switching and transformer losses, while the inductance L f represents the leakage reactance of the transformers and the filter capacitor C f is connected to the output of the transformers to bypass the switching harmonics.
DER Converter Control
In this paper, the main concept of DER converter control is based on fixing the voltage magnitude and angle across C f as defined by the droop control from (2)-(3). This is achieved by appropriate switching of IGBTs in the converter. For this, let us consider the single-phase equivalent circuit of VSC as shown in Fig. 2(b) . In this figure, u⋅a⋅V dc represents the converter output voltage, where u is the switching function that can take on ±1 value depending on which pair of the IGBTs is turned on. The VSC is utilizing a closed-loop optimal robust controller based on state feedback to generate u. For this, two different state vectors can be assumed.
First, let us assume the state vector be defined as
where v and i represent the instantaneous voltage and current, respectively. We refer to this as 3-parameter control mode. Now, the reference vector, x ref is to be calculated for each state variable. For this, each DER will have
On the other hand, the state vector can also be defined as
where ĩ f is the high frequencies of i f . We refer to this as 2-parameter control mode. In this mode, the reference vector,
For DER control in this paper, the 2-parameter control mode is used during grid-connected mode of MGs and 3-parameter control mode is used during autonomous mode.
For both of the above mentioned modes, from the circuit of Fig. 2(b) , system state space description can be given as
where u c is the continuous time version of switching function u and v T is assumed as load disturbance induced to the converter and neglected here. The discrete-time equivalent of (8)
In (9), u c (k) is computed using a suitable state feedback control law. For this, the switching control laws are given by )]
where K is a gain matrix. The gain matrix is obtained from Linear Quadratic Regulator (LQR) method which ensures the desired results for the system while the variations of system load and source parameters are within acceptable limits of reality. From u c (k), the switching function is then generated based on the error level as (11) where h shows the error level and has a very small positive value. More detail on converter control is given in [16] .
Resynchronization
After the fault is cleared in the grid, it is possible to reconnect the MG to grid. Resynchronisation should be carried out when the grid and MG have both same voltage magnitudes and frequencies. Out-of-phase reconnection will cause high currents which can damage the network assets and the network sensitive loads.
Resynchronization of the autonomous MG to grid is usually achieved by detecting the difference in the voltage angle between the MG and grid. In this paper, for resynchronisation, the voltage angle is measured in both sides of the circuit breaker through Phase-Locked Loop (PLL). The circuit breaker closes once the voltage angle is the same on both sides. This prevents huge current and power peaks at resynchronisation period.
As described before, the DERs are running in 3-parameter control mode during autonomous mode. The described resynchronisation can be slow in this case. For a faster resynchronisation, the DER control mode is changed to 2-parameter control mode once the circuit breaker closing is intended.
DSTATCOM
Based on the DER converter control described above, there is no direct voltage control in the MG in autonomous mode. This can be achieved if one of the DERs in MG regulates the network voltage. However, the DERs in residential networks can be owned by customers and are not responsible for network voltage support. Utilizing the converter of a DER to generate reactive power to support the network voltage profile will reduce the active power generation capacity of the converter. This will not be desired by their owners.
Alternatively, voltage regulation in a MG can be achieved using a DSTATCOM [16] . DSTATCOMs have the same converter structure as the DERs. The DSTATCOM can be connected at the secondary side of the distribution transformer to regulate its PCC voltage to a desired value. This can be carried out if a DSTATCOM exchanges reactive power with the network. The reactive power exchange can be controlled using the difference between the PCC RMS voltage and a desired value (V T-DSTAT,desired ). This difference is utilized to generate the required voltage magnitude across AC filter capacitor in DSTATCOM as ( )
where V cf-DSTAT,ref is the assumed reference value for this voltage, K P and K I are PI controller parameters and the suffix DSTAT represents DSTATCOM.
On the other hand, the DC capacitor voltage (V dc ) in DERs is fixed by their DC sources; however, there is no such a DC source in DSTATCOMs. V dc in DSTATCOM can be kept equal to its reference value (V dc,ref ) when the AC system does not exchange any power with the DC capacitor [17] . This can be reassured if the AC system replenishes the converter losses. For this, the angle of the voltage across the AC filter capacitor (δ cf ) must be varied versus the DC capacitor voltage variations as ( )
IV. STUDY CASE AND SIMULATION RESULTS
For investigating the performance of a network, with selfhealing capability, which includes several MGs different simulation cases are considered. The network performance is investigated in various operating conditions, with different control algorithms for DERs and DSTATCOMs. Some of the simulation cases are discussed below while the network parameters are given in the Appendix.
Case 1: Grid-Connected and Autonomous Mode
Let us consider the simple structure of Fig. 1 to investigate the MG operation during grid-connected and autonomous modes. In grid-connected mode, each DER will generate its rated power and the extra load demand will be supplied by the grid or the extra generation will flow back into the grid. In autonomous mode, total power demand is shared among the DERs proportional to their rating.
The operation of only one MG will be investigated in this section. For this, let us assume in the system of Fig. 1 , CB G and CB M1 are closed while CB M2 , CB S1 and CB S2 are open. The system is assumed to be in steady state condition at t = 0 s and all the DERs are running in their rated condition.
First, let us assume a 2-parameter control mode is deployed in DERs when the MG is in grid-connected operation which changes to 3-parameter control mode during autonomous operation. At t = 1 s, the grid is disconnected (i.e. CB G is opened) and MG-1 will work in autonomous mode. Therefore, the DERs have to increase their output power to satisfy the load demand within the MG. At t = 2 s a load increase of 3 kW and at t = 3 s a load decrease of 3 kW are applied in the MG. It can be seen that all DERs are sharing the load change proportional to their ratings. At t = 4 s, it is desired to connect the grid. To prevent a huge peak in the current and power, the resynchronization method described before is used. The resynchronization is achieved at t = 4.4 s and at this time CB G is closed and the network is connected back. It can be seen the system reaches to the steady state condition after each change within 0.5 s. Fig. 3(a) shows the active power dispatch of grid and 3 existing DERs in MG-1 between 0 and 5 seconds in the above-mentioned network.
The voltage profile of the network is also shown in Fig.  3(b) . As it can be seen in this figure, the network voltage is successfully regulated to 1 pu at all times. The active and reactive power output of the DSTATCOM is also shown in Fig. 3(c) . 
Case 2: Interconnected Microgrids
In this case, let us assume that in network of Fig. 1 , at t = 0 s, circuit breakers CB G , CB M1 and CB M2 are closed and the network is at steady state condition. The considered system has self-healing capability. Now, let us also assume, due to a fault in the MV grid and after self-healing process at t = 1, CB G is open while CB M1 and CB M2 are closed. As mentioned before, the operation of circuit breakers and resynchronization of interconnecting MGs during self-healing process is not the scope of this research. In this paper, this transition period is not considered and the network performance (i.e. power sharing and voltage regulation) is analyzed after the faulted section is isolated. At t = 2 s a load increase of 3 kW and at t = 3 s a load decrease of 3 kW are applied in MG-1.
The total active power supply from the grid in addition to the active power flow into each MG feeder is shown in Fig.  4(a) . From this figure, it can be seen that MG-2 has a negative power flow and is delivering, approximately, 20% of the load demand in MG-1. The active power output of all the DERs in MG-1 and MG-2 are shown separately in figures 4(b) and (c), respectively. It can be seen that all DERs in MG-1 and MG-2 are sharing the load demand proportional to their ratings. The voltage profile in the secondary side of the distribution transformers in each MG is regulated to the desired value of 1 pu as shown in Fig. 4(d) and (e). Now, if there is insufficient generation in MG-1 even when DER are operating at their full capacities while MG-2 has spinning capacity, the extra load demand of MG-1 can be picked up by the DERs in MG-2 and a negative power flow is seen from MG-2 to MG-1. This will prevent or reduce load shedding in MG-1.
V. CONCLUSION
The power management and control of DERs were discussed in this paper, for autonomous operation of the multiple interconnected microgrids, in a medium voltage feeder with self-healing capability. The microgrids consisted of several converter-interfaced micro sources where a decentralized power sharing algorithm based on droop control was used. Different control algorithms were developed to manage the DERs at grid-connected and autonomous operation modes. Based on the described control method, a DER with extra generation capacity can share some of the loads in other microgrids, once the other microgrids have a shortage of generation. This can prevent or reduce the load shedding in some of the interconnected microgrids. The network voltage is regulated using the DSTATCOMs installed in each microgrid. Table I . Technical data of the network parameters of Fig. 1 . 
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