Abstract：Modeling the process of ion exchange in glass requires accurate knowledge of the self-diffusion coefficients of the incoming and outgoing ions. Furthermore, correlating the concentration profile of the incoming ions to a change in refractive index requires knowledge of the correlation coefficient. A novel method of Neural Network based on Particle Swarm Optimization algorithm is considered. In the range of training, the performance parameters of ion-exchanged waveguide at any arbitrary experiment condition can be obtained easily and quickly. This method has the advantages of reliability, accuracy, and time saving, which are identified by simulation. Therefore, this way promises well in both fields of investigation and application.
Introduction
Ion exchange technique based on the substitution of a ion present in the glass substrate with an external one, was adopted for the fabrication of planar waveguides with a refractive index profile suitable for fibrecoupling. It has been demonstrated as a strongly technology for fabricating optical waveguide on account of its many benefits including low production and materials cost, low birefringence and propagation losses, and compatibility with single-mode fibres. It could be used for the realization of passive integrated optical devices such as WDM [1] , optical power splitter [2] , grating [3] and lens, and it has also been found applications in active devices [4] , such as laser and EDMA and sensing.
Ion exchange is simple and employs a very flexible fabrication process with straightforward control over waveguide parameters. We try to find the relationship between fabrication condition and waveguide parameters.
By expanding the continuity equation for ionic flux, the time evolution of A ion concentration is derived in [5] of inner and outer ion sources respectively. E ext is the external applied electric field, while q, k, and T are the electron charge, Boltzmann's constant, and the absolute temperature, respectively. The self-diffusion coefficient D A and the ratio M must be accurately known by experiments for precisely determining the refractive index profile. None of these values are routinely provided by the substrate manufacturers; they must be determined experimentally. Relationship between D A and diffusion depth d is given:
The change in refractive index over that of the substrate is described as:
Early efforts to this end generally assumed a functional form for the index distribution, allowing D A and n 0 to be calculated quickly using the Wentzel-Kramer-Brillouin(WKB) dispersion relation [6] . However, assuming a particular functional form of the refractive index is equivalent to specifying M. As the index profile can resemble a complementary error function(for M=1), parabola(M≈0.5), Gaussian profile(M≈0.1), or steplike profile (M«0.1), it is inadvisable to make such an assumption when there is no apriori information on the ion exchange system in question. Simultaneous determination of D A , M, and n 0 by comparison of measured and modeled effective mode indices was attempted by previous authors using what amounts to "brute force" methods [7] . In this procedure, the diffusion Eq.(1) is solved numerically for assumed values of D A and M, and the resulting concentration profile is converted to an index profile for an assumed value of n . The effective mode indices are solved for, and compared in a squared-error sense with 0 those measured from the fabricated waveguide using a prism coupler. The parameters are altered until the squared error is acceptably minimized. Given the nonlinearity of Eq.(1), this can be a very laborintensive process. Especially, it is more difficult to determine the aforementioned correlative parameters for mixed exchanged ion salts.
In this paper, we describe a novel method of determining the ion exchange parameters that utilizes a Neural Network based on PSO algorithm. 
Description of
x is the weighted sum of all inputs to the neurons. where
The basic principle of NN can be depicted as follows: each of the parameters is fed into the corresponding input layer neurons. Each neuron generates an output under the above reactivation function for the next layer (hidden layer). Then each of the hidden layer neurons accepts the weighed sum of all outputs of the input layer neurons and generates an output for the output layer. Likewise, the output layer takes the weighted sum of the output of all hidden layer neurons and generates the output of the whole model. The above process is a typical feed-forward procedure. With the appropriate activation functions and weights after enough learning, NN can approximate any smooth, measurable function between the input and output signals [8] . The training process is carried out on a set of data including input and output signals. Usually, the data are split into two parts namely training samples and testing samples. The learning procedure is based on the training samples and the testing samples are used to verify the performance of the trained network. During the training process, the weights in the network are adjusted iteratively till the desired error function depicted as (5) is obtained.
where, and represent the actual and the predicted values respectively, m is the number of training samples. The neural network is trained by minimizing the above error function in a search space of weights. As an alternative to GA and a relatively new population-based algorithm, PSO has no crossover between individuals and no mutation. By inducting the particles to the most promising solutions, it explores the search space efficiently. In the whole procedure, each particle memorizes its own best position found so far, which is denoted by . Similarly, the position of the best individual of the whole swarm found so far is denoted as pbest . The velocity and position of each particle is updated as follows:
th and are the current position and velocity of the i where i The performance of each particle is evaluated according to a predefined fitness function, which is related to the problems to be solved. In this work, the fitness is determined by (5).
PSO based training algorithm can be summarized in the following steps:
Step1. Define the neural network structure, parameters of PSO and the objective function. The specific pattern and parameters principally depend on the problems to be solved. Step3. Initialize the position (weight) and velocity of each particle randomly in the predefined range.
Evaluate the fitness of each particle according to the error function. In this situation, the lower the error is, the better the corresponding particle performs. Accordingly, the quality of the network is completely related with the fitness of the particle.
Step4. Update the personal best fitness and position of each particle; Update the global best fitness and the global best position of the entire swarm. Updating principle is based on the fitness function.
Step5. Update the velocity and the position according to (6) and (7). This step will lead the particle to a more promising area, i.e. the tuned network will obtain improved quality. Generally, the unrestrained particles are likely fly away from the feasible space, which will decrease the convergence speed, the remedy it imposing some proper restrictions on the particles to pull them into the feasible search space.
Step6. If the stopping condition is not satisfied, go to step 4. Otherwise, terminate the iteration and obtain the best weight set from the global best solution
Simulation and discussion
The model is for not only alkaline ions such as potassium (K algorithm is proposed to train NN. In the range of training, the performance parameters of ion-exchanged waveguide at any arbitrary experiment condition can be obtained easily and quickly. Likewise, for the prediction case, two input nodes represent exchanged ion salts and experiment condition and two output nodes represent the refractive index difference and diffusion depth of ion-exchanged waveguides. The number of hidden nodes is 4 and sigmoid function is also used as activation function.
For the classification case, set the particle swarm's parameters, set the population size popsize=20, = =2.
The inertial weight decreases from 0.9 to 0.4 linearly. The termination condition is met when the error is smaller than a predefined maximum iteration number itermax=1000. Optical measurement data of multimode surface waveguides were used to obtain information on the refractive index profiles and diffusion coefficients of slab waveguide by mixed-ion exchange processes using the inverse WKB method. The effective index of the guided modes in the fabricated waveguides samples were measured at wavelengths of λ =632.8nm and λ measuring, the improving technique of combining measurements from both TE/TM mode types [12] , at different wavelengths [12] and with different external refractive indexes [13] would be adopted for getting the refractive index profiles of single-mode and two-mode waveguides.
Diffusion coefficient of BK7 is known, but it is varied at diferent papers. So the forecasted by NN and diffused models and real measured refractive index profiles at λ 1 =632.8nm of K + + -Na ion exchange of 6 hours on BK is shown in Fig.3 , of which the diffusion coefficient is 0.134µm 2 /min as [1] . It is shown that the forecasted profile by NN model is closer to the real measured profile than that of diffused model. Fig.4 shows the forecasted by NN and diffusion models and real measured refractive index profiles at (1) All particles could converge at best solutions when PSO iterative time reaches its maximum, and it proves PSO based NN takes the advantage of convergent consistency.
(2) PSO performs much well in both accuracy and error, and improves the reliability of prediction.
(3) Computing time of NN training arithmetic based on PSO is observably short, and iterative time is reduced, all of these can effectively guarantee the testing ability as well as the training performance, which in turn verified the high self-learning ability and robustness of PSO based NN.
Conclusion
Neural Network based on Particle Swarm Optimization algorithm is proposed to modal the relationship between exchange experiments and characteristic parameters of samples. This method has the advantages of simple and convenient computing, reliability, accuracy, and time saving, which are identified by simulation.
Accuracy of this model would be improved if more correlative parameters of the ion exchange experiments would be taken into account, and the train of modal would be more complicated. The relatively research is being continued. This method would be applied in other alkaline ion exchange. Therefore, this way promises well in both fields of investigation and application. 
