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Abstract
Despite growing interest in data stream mining the most successful incremental learners still
use periodic recomputation to update attribute information gains and Gini indices. This note
provides simple incremental formulas and algorithms for computing entropy and Gini index from
time-changing data streams.
1 Introduction
Information-theoretic entropy was introduced by Shannon in the celebrated 1948 paper [Sha48] and
has since found a vast number of applications [CT06]. In machine learning, information gain [Mit97],
defined as the expected entropy reduction after splitting a leaf on a given attribute, is one of the
most popular impurity measures for decision tree learning.
However, within the data stream mining world, there is a need for computationally cheap update
formulas — an alternative being the complete and expensive recomputation — to compute the
entropy as new examples come in, changing the sample distribution. Concrete example of such
scenario is found in the incremental decision tree learners VFDT [DH00] and CVFDT [HSD01]. The
same holds for Gini index, another popular impurity measure used for decision tree and IF-THEN
rule learning.
The main contributions are twofold.
• Theorems 1 and 2 that give simple update formulas for Gini index as new examples enter
the stream (e.g. of unseen type) in and as some of the sample counts change, respectively,
and algorithms that estimate “current” Gini index of the data stream using our formulas with
sliding windows (Algorithm 1) and fading factors (Algorithm 2).
• Theorems 4 and 5 that give simple update formulas for entropy as new examples enter the
stream and as some of the sample counts change, and algorithms that estimate the current en-
tropy of the data stream with sliding windows (Algorithm 3) and fading factors (Algorithm 4).
Despite their simplicity and growing importance of the data stream model, we are not aware of
update formulas for information gain and Gini index.
The results are not general as we assume that we are incrementally computing the entropy of
distribution of labels in a data stream, where the probabilities can be expressed as fractions of label
counts (this is evident from formulas and algorithms which rely on these structural assumptions).
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However, these assumptions are satisfied in machine-learning scenarios (for example, decision tree
learning) that motivated this note.
For a more theoretical perspective, the interested reader should consult the work of Chakrabarti
et al. [CCM07, CDBM06].
The note is organized as follows. In Section 2 we derive incremental formulas for Gini index and
then use these formulas (Subsection 2.1) with sliding windows and fading factors to get algorithms
for computing Gini index of time-changing data streams. In Section 3 we give analogous formulas
for entropy and use them (Subsection 3.1) with sliding windows and fading factors to get algorithms
for estimating entropy of time-changing data streams. We conclude the note in Section 4.
2 Incremental Formulas for Gini Index
Let {xi}
n
i=1 be a sample of positive real numbers and let Sn := x1 + x2 + . . .+ xn be sum of sample
elements. Letting pi := xi/Sn we get a discrete distribution. In what follows we work with samples
of positive real numbers (modeling a data stream) and are interested in computing their Gini index
(defined below) or entropy (defined in the next section), that is, computing the Gini index or the
entropy of the distribution formed by pi’s.
Definition 1. Gini index of sample of real numbers {xi}
n
i=1 is defined as
Gn := 1−
n∑
i=1
p2i = 1−
n∑
i=1
(
xi
Sn
)2
= 1−
1
S2n
n∑
i=1
x2i .
We will use the following obvious equality throughout this section.
Lemma 1. Let {xi}
n
i=1 be a sample of positive real numbers, let Sn be the sum of sample element,
and let Gn be the sample Gini index. We then have
n∑
i=1
x2i = S
2
n(1−Gn). (1)
Proof. Write out the right-hand side and do the algebra:
S2n(1−Gn) = S
2
n
(
1 +
1
S2n
n∑
i=1
x2i − 1
)
=
n∑
i=1
x2i .
The next claim gives update formula when one of the sample elements increases by one.
Claim 1. Let {xi}
n
i=1 be sample of positive real numbers and let Gn be sample Gini index. Suppose
xi changes to xi + 1 and let G
′
n denote Gini index of the new sample. We then have
G′n = 1−
1
(Sn + 1)2
(
S2n (1−Gn) + 2xi + 1
)
. (2)
Proof. Plug the new value for xi and do the algebra:
G′n = 1−
1
S′2n
n∑
i=1
x′2i
= 1−
1
(Sn + 1)2
(
n∑
i=1
x2i + 2xi + 1
)
= 1−
1
(Sn + 1)2
(
S2n (1−Gn) + 2xi + 1
)
.
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The next theorem generalizes Claim 1.
Theorem 1. Let {xi}
n
i=1 be sample of positive real numbers and let Gn be sample Gini index.
Suppose that ith sample element xi increases by ri > 0 for i ∈ I, where I is index set (indices of
elements that change). Define r := r1 + r2 + . . .+ rn with ri := 0 for i /∈ I. We then have
G′n = 1−
1
(Sn + r)2
(
S2n (1−Gn) +
∑
i∈I
(
2xiri + r
2
i
))
. (3)
Proof. Similarly as before, we do the algebra to get the result:
G′n = 1−
1
(Sn + r)2
n∑
i=1
(xi + ri)
2
= 1−
1
(Sn + r)2
n∑
i=1
(
x2i + 2xiri + r
2
i
)
= 1−
1
(Sn + r)2
(
S2n (1−Gn) +
∑
i∈I
(
2xiri + r
2
i
))
,
where the last equality follows by Lemma 1.
Note that the number of required operations in Equation (3) grows linearly with the number of
elements that changed, i.e., it takes O(|I|) operations to update the Gini index.
The next claim gives update formula for Gini index when a new element enters the sample.
Claim 2. Let {xi}
n
i=1 be sample of positive real numbers and let Sn be the sum of sample elements
and let Gn be the sample Gini index. Suppose new element xn+1 enters the sample. Gini index then
becomes
Gn+1 = 1−
1
(Sn + xn+1)2
(
S2n(1 −Gn) + x
2
n+1
)
. (4)
Proof. We clearly have
Gn+1 = 1−
1
(Sn + xn+1)2
(
n∑
i=1
x2i + x
2
n+1
)
= 1−
1
(Sn + xn+1)2
(
S2n(1 −Gn) + x
2
n+1
)
,
where the last equality follows by Lemma 1.
The next theorem generalizes Claim 2, giving update formula for Gini index when we “concate-
nate” two samples.
Theorem 2. Let {xi}
m
i=1 and {yi}
n
i=1 be samples of positive real numbers and let Rm and Sn be
sums of sample elements. Furthermore, let Fm and Gn be sample Gini indices and define
zi :=
{
xi, 1 ≤ i ≤ m,
yi−m, m+ 1 ≤ i ≤ m+ n.
Then the Gini index becomes
Em+n = 1−
1
(Rm + Sn)2
(
R2m(1− Fm) + S
2
n(1−Gn)
)
.
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Proof. By definition we have
En+m = 1−
1
(Rm + Sm)2
n+m∑
i=1
z2i
= 1−
1
(Rm + Sn)2
(
m∑
i=1
x2i +
n∑
i=1
y2i
)
= 1−
1
(Rm + Sn)2
(
R2m(1− Fm) + S
2
n(1−Gn)
)
,
where the last equality follows by applying Lemma 1 twice.
Theorem 3. Let {xi}
n
i=1 and {yi}
n
i=1 be samples of positive real numbers, let Rn and Sn be sums
of sample elements, and let Fn and Gn be sample Gini indices. Furthermore, let zi := xi + yi for
1 ≤ i ≤ n. Then Gini index of the “union” becomes
E = 1−
1
(Rn + Sn)2
(
R2n (1− Fn) + S
2
n (1−Gn) + 2
n∑
i=1
xiyi
)
Proof. By definition we have
Fn = 1−
1
R2n
n∑
i=1
x2i
and
Gn = 1−
1
S2n
n∑
i=1
y2i .
First part of the formula follows by Theorem 1, while the last part, 2(x1y1 + x2y2 + . . .+ xnyn), is
not “stored” anywhere and has to be recomputed.
2.1 Algorithms for Computing Gini Index on Time-Changing Data Streams
Data streams are inherently changing and we are usually interested in “recent” Gini index. In this
section we propose two algorithms for this problem — Algorithm 1 uses sliding windows, while
Algorithm 2 uses fading factors to capture the “recent” Gini index.
Algorithm 1 computes Gini index of the last w ∈ N stream elements. It achieves this using sliding
window of size w, meaning its space complexity is O(w). Note that w is user-defined parameter,
which indicates what subset of stream elements is “recent”.
Algorithm 2 computes “recent” Gini index using fading factors — element contributions are
weighted with {αk : k ∈ N} for some fixed α ∈ (0, 1] according to element’s “age”. Note that
the fading factor α defines what recent means and that this algorithm has small constant space
complexity.
Of course, a number of generalizations are possible, for example a combination of sliding windows
and fading factors.
3 Incremental Formulas for Entropy
In this section we derive analogous incremental formulas and algorithms for entropy.
We define information entropy as typically used by machine learning practitioners. Recall that
the entropy of a sample of positive real numbers {xi}
n
i=1 is defined as the entropy of the distribution
formed by pi’s for pi = xi/Sn, where Sn := x1 + x2 + . . .+ xn.
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Algorithm 1 Computing Gini index using sliding windows.
Input: Sliding window size w ∈ N and a data stream S.
Output: Be ready to return the Gini index of the sliding window at any time.
1: Let W := {} be a sliding window.
2: Let n := 0 be the number of all examples.
3: Let ni := 0 be the number of examples from the i-th class.
4: Let g := 0 be the current Gini index.
5: for x ∈ S do
6: if |W | > w then
7: Remove the oldest element x′, labeled with the i-th class, from the sliding window W .
8: Update g := Dec(g, n, ni).
9: Add W :=W ∪ {x} element labeled with the i-th class.
10: Update g := Inc(g, n, ni).
11: function Add(g, n, ni) ⊲ Append
12: Update n := n+ ni
13: return 1−
1
n2
(
(n− ni)
2(1 − g) + n2i
)
14: function Del(g, n, ni) ⊲ Delete
15: Update n := n− ni
16: return 1−
1
n2
(
(n+ ni)
2(1 − g)− n2i
)
17: function Inc(g, n, ni) ⊲ Increment
18: Update n := n+ 1 in ni := ni + 1
19: return 1−
1
n2
(
(n− 1)2(1 − g) + 2ni − 1
)
20: function Dec(g, n, ni) ⊲ Decrement
21: Update n := n− 1 in ni := ni − 1
22: return 1−
1
n2
(
(n+ 1)2(1 − g)− 2ni − 1
)
Algorithm 2 Computing Gini index using fading factors.
Input: Fading factor α ∈ (0, 1] and a data stream S.
Output: Be ready to return the current Gini index at any time.
1: Let n := 0 be the number of all examples.
2: Let ni := 0 be the number of examples from the i-th class
3: Let g := 0 be the current Gini index.
4: for x ∈ S do
5: Suppose x is from the i-th class.
6: Update Gini index g := 1−
1
(n+ 1)2
(
n2(1 − αg) + 2ni + 1
)
.
7: Update counts n := n+ 1 and ni := ni + 1.
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Definition 2. Let {xi}
n
i=1 be sample of positive real numbers and let Sn := x1 + x2 + . . . + xn be
sum of sample elements. Define the entropy of the sample as
Hn := −
n∑
i=1
xi
Sn
log2
xi
Sn
.
We first prove the following technical lemma, which we use throughout this section.
Lemma 2. Let {xi}
n
i=1 be sample of positive real numbers and let Hn and Sn be sample entropy and
sum of sample elements, respectively. For any positive real number R > 0 we have
−
n∑
i=1
xi
Sn +R
log2
xi
Sn +R
=
Sn
Sn +R
(
Hn − log2
Sn
Sn +R
)
. (5)
Proof. Write
xi
R+ Sn
= 1 ·
xi
R+ Sn
=
Sn
Sn
xi
R+ Sn
=
xi
Sn
Sn
R+ Sn
. We then clearly have
−
n∑
i=1
xi
Sn +R
log2
xi
Sn +R
= −
n∑
i=1
xi
Sn
Sn
Sn +R
log2
(
xi
Sn
Sn
Sn +R
)
= −
n∑
i=1
xi
Sn
Sn
Sn +R
(
log2
xi
Sn
+ log2
Sn
Sn +R
)
= −
Sn
Sn +R
(
n∑
i=1
xi
Sn
log2
xi
Sn
+
n∑
i=1
xi
Sn
log2
Sn
Sn +R
)
=
Sn
Sn +R
(
Hn − log2
Sn
Sn +R
n∑
i=1
xi
Sn
)
=
Sn
Sn +R
(
Hn − log2
Sn
Sn +R
)
.
The next claim gives simple update formula when a new positive real number xi > 0 enters the
sample.
Claim 3 ([SS13]). Let Hn and Sn be sample entropy and sum of sample elements and suppose that
a new positive real number xn+1 > 0 enters the sample. We then have
Hn+1 =
Sn
Sn+1
(
Hn − log2
Sn
Sn+1
)
−
xn+1
Sn+1
log2
xn+1
Sn+1
. (6)
Proof. By definition we have
Hn+1 = −
n+1∑
i=1
xi
Sn+1
log2
xi
Sn+1
= −
xn+1
Sn+1
log2
xn+1
Sn+1
−
n∑
i=1
xi
Sn+1
log2
xi
Sn+1
=
Sn
Sn+1
(
Hn − log2
Sn
Sn+1
)
−
xn+1
Sn+1
log2
xn+1
Sn+1
,
with the last equality following from Lemma 2.
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The next theorem generalizes the claim and gives formula for entropy of “concatenated” samples,
given sample entropies Gm and Hn and sums of sample elements Rm and Sn.
Theorem 4. Let {xi}
m
i=1 and {yi}
n
i=1 be samples of positive real numbers and let Rm := x1 + x2 +
. . .+ xm and Sn := y1 + y2 + . . .+ yn be sums of sample elements. Furthermore let Gm and Hn be
sample entropies. Define
zi :=
{
xi, 1 ≤ i ≤ m,
yi−m, m+ 1 ≤ i ≤ m+ n,
and let Zm+n := z1 + z2 + . . .+ zn+m = Rm + Sn. We then have
Em+n =
Rm
Zm+n
(
Gm − log2
Rm
Zm+n
)
+
Sn
Zm+n
(
Hn − log2
Sn
Zm+n
)
. (7)
Proof. Similarly as before, we have
En+m = −
m+n∑
i=1
zi
Zm+n
log2
zi
Zm+n
= −
m∑
i=1
xi
Zn+m
log2
xi
Zm+n
−
n∑
i=1
yi
Zm+n
log2
yi
Zm+n
=
Rm
Zm+n
(
Gm − log2
Rm
Zm+n
)
+
Sn
Zm+n
(
Hn − log2
Sn
Zm+n
)
,
where the last equality follows by applying Lemma 2 twice.
Note that Claim 3 is a corollary of Theorem 4, if apply Equation (7) to Hn and xn+1 and think
of xn+1 as a sample with a single element.
Theorem 5 gives formula for entropy when some of the elements xi for i ∈ I increase by ri > 0,
where I is index set and we let ri := 0 for i /∈ I.
Theorem 5. Let {xi}
n
i=1 be a sample of positive real numbers and let Sn be sum of sample elements.
Let Hn be sample entropy. Suppose xi increases by ri > 0 for i ∈ I and let r := r1 + r2 + . . . + rn
with ri := 0 for i 6∈ I. Then the entropy Hn becomes
Sn
Sn + r
(
Hn − log2
Sn
Sn + r
)
−
∑
i∈I
(
xi + ri
Sn + r
log2
xi + ri
Sn + r
−
xi
Sn + r
log2
xi
Sn + r
)
. (8)
Proof. The idea is to think of the terms xi+ri
Sn+r
as new elements, apply Theorem 4, and subtract
“old” elements xi
Sn+r
for i ∈ I. Note that the elements we are subtracting have Sn + r in the
denominator—this is because we are subtracting from the updated entropy (i.e. after we have
applied Theorem 4).
Note that the number of required operations grows linearly with the number of changed elements
— if |I| = k elements change, we only need O(k) operations. Also note that formulas become
(numerically) problematic when xn is small compared to Sn.
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Algorithm 3 Computing entropy using sliding windows.
Input: Sliding window size w ∈ N and a data stream S.
Output: Be ready to return the entropy of the sliding window at any time.
1: Let W := {} be a sliding window and let h := 0 be the current entropy.
2: Let n := 0 be the number of all examples.
3: Let ni := 0 be the number of examples with the i-th class label.
4: for x ∈ S do
5: if |W | > w then
6: Remove the oldest element x′, from the j-th class, from the sliding window W .
7: Update h := Dec(h, n, nj).
8: Suppose x is from the i−th class.
9: Add W :=W ∪ {x}.
10: Update h := Inc(h, n, ni).
11: function Add(h, n, ni)
12: Update n := n+ ni
13: return
n− ni
n
(
h− log2
n− ni
n
)
−
ni
n
log2
ni
n
14: function Del(h, n, ni)
15: Update n := n− ni
16: return
n+ ni
n
(
h+
ni
n+ ni
log2
ni
n+ ni
)
+ log2
n
n+ ni
17: function Inc(h, n, ni)
18: Update n := n+ 1 and ni := ni + 1
19: return
n− 1
n
(
h− log2
n− 1
n
)
−
ni
n
log2
ni
n
+
ni − 1
n
log2
ni − 1
n
20: function Dec(h, n, ni)
21: Update n := n− 1 and ni := ni − 1
22: return
n+ 1
n
(
h+
ni + 1
n+ 1
log2
ni + 1
n+ 1
−
ni
n+ 1
log2
ni
n+ 1
)
+ log2
n
n+ 1
3.1 Algorithms for Computing Entropy on Time-Changing Data Streams
We now give algorithms for computing “recent” entropy — Algorithm 3 uses sliding windows, while
Algorithm 4 uses fading factors.
Algorithm 3, similarly as its Gini-index-analog, Algorithm 1, sliding window size w ∈ N, which
defines what subset of stream elements is recent. The space complexity is clearly O(w).
Ideally we would want an algorithm that adapts sliding window size — similarly as ADWIN [BG07]
does — because w changes with time due to time-changing nature of data streams.
Algorithm 4, similarly as Algorithm 2, defines “recent” using fading factors α ∈ (0, 1]. Element
contributions are weighted with {αk : k ∈ N} according to element “age”. The algorithm has small
constant space complexity.
4 Conclusion and Future Work
We derived simple incremental formulas and algorithms for computing entropy and Gini index on
time-changing data streams. The derivations are elementary and easy to implement.
Below, we outline several directions for future work.
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Algorithm 4 Computing the entropy from time-changing data streams.
Input: Fading factor α ∈ (0, 1] and data stream S.
Output: Be ready to return the current entropy at any time.
1: Let n := 0 be the number of all examples.
2: Let ni := 0 be the number of example in the i-th class.
3: Let h := 0 be the current entropy.
4: for x ∈ S do
5: Suppose the element x has the i-th class label.
6: Update entropy h :=
n
n+ 1
(
αh− log2
n
n+ 1
)
−
ni + 1
n+ 1
log2
ni + 1
n+ 1
+
ni
n+ 1
log2
ni
n+ 1
.
7: Update counts n := n+ 1 and ni := ni + 1
• Further investigate numerical stability issues of the derived formulas and algorithms for entropy.
• Generalize the algorithms based on sliding windows to adapt the window size automatically,
for example as ADWIN [BG07] does.
• Describe several uses cases for our formulas and algorithms, for example: avoiding recompu-
tation in learners such as VFDT and CVFDT, apply the formulas to let decision-tree learners
incorporate new attribute values that need not be prespecified, etc.
• We also plan to implement an open-source library that will allow one to use the algorithms we
derived.
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