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INTERACTION OF HIGH INTENSITY LASER RADIATION WITH METALLIC SURFACES
Glulio Varsi
ABSTRACT
Relevant aspects of the interaction between focused, pulsed laser
radiation and copper or gold targets have been investigated experi-
mentally; a phenomenological model of the process has been proposed and
its validity has been shown for values of the radiation density ranging
over approximately two decades.
A complete literature review of over 100 papers, published between
1962 and 1968, is presented to introduce the subject of the investiga-
tion and to examine critically the experimental information reported and
the models proposed by the students of the subject.
A novel experiment is reported for the accurate determination of
the yield: the amount of material ablated by the laser radiation. A
radioactive tracer technique has been employed for the measurement of
the jield as a function of energy content and duration of the laser pulse,
the range of energy densities from 1 J/cm2 to 200 J/cm2 has been
explored for three values of pulse duration (7.17, 14.3, and 23 1 nsec).
It was found that the specific energy (energy delivered to the
target per particle emitted) is of the order of a few hundred eV/atom
and that it shows a minimum, about 20 J/cm2 and 5 J/cm2 respectively
for copper and gold.
The tracer technique has also been applied to the determination
of the angular distribution of the particles emitted by a copper single
crystal. No effect attributable to the ordered structure was detected,
but the forward bias of the distribution indicated the existence of
other phenomena than evaporation.
A model of the interaction is described in which it is assumed that
the laser energy is instantaneously converted into thermal energy and
that the target material leaves the surface according to Knudsen-Langmuir
equation. The thermal behavior of the target is described by means of
the monodimensional diffusion equation. Temperature dependent material
properties are introduced.
The numerical calculation shows that the emission is simultaneous
with the laser pulse and that a significant amount of material of the
vapor phase recondenses on the surface of the target. In the upper por-
tion of the energy density range investigated the vapor phase becomes
ionized and interacts greatly with the laser beam, effectively shielding
the target surface.
Though the quantitative accuracy of the model can not be assessed
at this time because of insufficient knowledge of high temperature
material properties, it should be noted that in the rancie of measured
energy densities, the model provides an accurate prediction of the
dependence of specific energy on pulse energy and pulse duration.
This is of particular significance since the dependence exhibits
a minimum, corresponding to the transition between a regime dominated
by the thermal behavior of the target to a regime controlled by the
optical absorption of the plasma. Furthermore, while at low radiation
densities the specific energy is directly related to the pulse duration,
at high densities the relationship is inverse.
PART I. REVIEW
1.1 INTRODUCTION
The intellectual incentive for studying the interaction between
high intensity electromagnetic radiation and material surfaces rests
with the desire to extend to photon beams the knowledge acquired about
cl:c -effects of ion and electron beams impinging on solid structures.
In the early 1960's the advent of laser technology produced sources of
sufficient intensity to make such an extension possible [1 — 15]. Further-
more , the use of "giant pulses," lasting only hundredths of a microsecond
and produced by means of Q-switching techniques, offered a simple tool
for the study of very fast transients [12, 16 - 18].
It was recognized very early [1—3, j, 6] that by focusing the
output of a ruby-chromium or glass-neodymium laser it is possible to
reach light intensities sufficient to vaporize material, which then
leaves the surface in a partially ionized state. For metals, intensities
as lev as 5 MW/cm2 have been reported to be sufficient [19] to produce
vaporization of adsorbed gases with practically no icnization and no
detectable damage to the surface; higher intensities increase the degree
icnization and leave dips or craters of various morphology on the surface
(15, 2.3, 21].
Soth areas of research — the characteristics of the "plume" of
material ejected and the nature of the changes induced on the surface
of tie catcnal — have received the attention of investigators.
?h'r -ir'.atest stimulus for a study of the former derives from the
consideration that the "plume" consists of a plasma of hiqh density and
pressure - often much higher than obtained with more conventional
means — and thus offers great promise for the study of thermonuclear
processes |22, 241. Interest in applications of an immediate practical
or commercial nature has also been manifested by Smith and Turner
(231 in a study of thin film vacuum deposition in which the vapor
source investigated was a small amount of powder sublimated by a giant
pulse. Finally, a long-range view toward applications in space propulsion
was given by Cornell Aeronautical Laboratory [25] in an extensive
survey of many metals (Cu, Th, W, Pb, Cr, Fe, Zr, Hf, Ta, Al, Re,
Mo) subjected to intense radiation from a ruby laser, with some special
consideration given to the possibility of increasing the plume momentum
by skillful application of magnetic fields. No further work along
these lines has been reported by the group.
Knowledge of the effects of intense radiation on the target is
relevant to some of the technological applications of lasers, e.g.,
micro-welding machines and micro-boring machines [49, 781, which,
because of the flexibility of the laser, do not require the cumbersome
vacuum environment required by electrons beams [26J. Further study
on the use of laser vaporization in conjunction with a mass spectrometer
[27] to analyze the composition of the surface of materials appears
promising [29]. The possibilities of applying the same concept of
surface vaporization (possibly under vacuum) for affecting the composition
of the surface itself, e.g. de-oxidizing, have been explored with
partial success (281. Attention has also been given to applications
in the study of surface diffusion [28].
It has been suggested by Penner [12] that the laser-surface inter-
action be used to investigate the thermal stress behavior of partially
transparent materials, especially in what is referred to as the "glassy
limit." In the reference given, several parameters are estimated and
the possibilities of the method are evaluated. Bell and Landt [49] have
indeed performed an experiment to demonstrate the feasibility of using
giant pulses to determine thermodynamic properties of liquids at higher
dynamic pressures than had before been possible. The technique employs
a shadograph to reveal in the liquid the behavior of the shock front,
which originates from a small solid particle suspended in the liquid
and irradiated bv the laser.
Several experimental investigations have been reported [15, 32, 33]
that examined the morphology of the crater (the area of visible damage
produced by extremely high intensity beams) formed on the surface of
metals and semiconductors 120, 21].
Consideration has also been given to the mechanism by uhich a laser
pulse can cause pitting or even fracturing of transparent materials
[35 — 39], including diamond [36, 40]. Both a theory of thermal stress
[16] and a theory of photon-phonon interaction based on a stimulated
Raman process [37, 97) have been proposed as explanations of the effect.
A comment on a common characteristic of the literature on the laser-
surface interaction is appropriate here. With one notable exceotion
[10, 68, 69, 70], a very scattered pattern is apparent a relatively
large number of different aspects has been investigated, and preliminary
rough measurements have been reported, but little cr no follow-up
has appeared in subsequent publications. More significant is the
absence, except as noted above, of systematic and logically coherent
programs o1" investigation, so that — as will be noted further in this
dissertation — fundamental parameters and quantities relevant to the
phenomenon are not known. The accuracy and the significance of many
others is also uncertain because of lack of systematics in the measurements
and definitions of quantities.
This status of things contrasts quite sharply with the developments
ir the kindred field of laser-induced gas breakdown. Experimentally
determined dependencies on gas composition and pressure as well as laser
frequencies are available [41, 42] —not to the extent that would be
desirable, but sufficient to indicate clearly the characteristics of
the phenomenon; furthermore, a theory has been proposed [45], the role
of lonization processes in which several photons participate concurrently
has been defined [43, 46], and comparisons between predicted values and
experimental determinations have been reported [44, 45]. Truly, the
agreement is only slightly better than one order of magnitude, and refine-
ments would be desirable, but one easily perceives a certain degree of
rationality and conseauentiality in the succession of studies.
What caused the different development in these two similar areas
of research? Not lack of interest, as the number of works (about one
hundred) published in only four years witnesses, nor the difficulty
of the topic, for as such it would be openly recognized and would
stimulate a rigorous and systematic attack, even if somewhat inadequate
at the beginning. I am inclined to identify the cause in the complexity
of the phenomenon, in the close interaction of different mechanisms, the
roles of which cannot be easily separated experimentally. This seems
to prevent a rigorous test of a theory whose predictions depend on
the unknown values of several quantities (e.g., electrical conductivity
at high frequency, thermal properties at high temperature and pressure)
Because of the abovementioned interplay between different mechanisms,
it is also quite difficult to reverse the strategy and to try to determine
those unknown quantities by comparing a plausible, if not yet tested,
theory with the available measurements. Thus a condition of uneasy
haziness is forced on the relation between theory and experiment,
which probably discourages a given individual from further work. I
believe these claims will become more evident in the course of this
dissertation.
I shall conclude this brief review by mentioning a curious experience
by Stimler and Slawsky [47] and by describing a few original applications
in the field of laser-surface interaction.
The former [47] consisted of directing the beam on the arm of
a ballistic torsional pendulum and observing the deviation from equilibrium
as a function of the ambient pressure. For a given intensity of the
radiation the deviation is constant at low pressures but exhibits
a knee at approximately 10~" Torr, decreases uniformly, and finally
reverses direction when the pressure is approximately 9 x 10 Torr.
No explanation has been formulated.
An application, at the microscopic level, of the momentum imparted
to the target has been illustrated by WaniecX and Jarmuz 1311. By
focusing the laser beam on to a minute particle and vaporizing a fraction
of its mass, they are able to accelerate the remainder to speeds in
excess of 10" cm/sec (see also Ref. 51).
Finally, we have an outright commercial application, in
Dr. schawlow's typewriter eraser [48], in which a high intensity laser,
exploiting the different absorption coefficients of white paper and
black typed characters, vaporizes errors and misprints, at the touch
of a button.
1.2 EARLY EXPERIMENTAL WORK
in this and in the following chapters a succinct survey will be
presented of the literature in the field of laser interaction with
metal surfaces. The reader is addressed to the previous introduction
and to the bibliography for information on uses of laser for plasma
production as well as on the interaction with transparent dielectrics
and semiconductors.
A communication [1] by Linlor in 1962 appears to be the first
document on the subject; together with a subsequent letter (51],
"Ion Energies Produced by Laser Giant Pulses," published by the same
author, it marks the beginning of the research on this phenomenon.
In the following two years some twenty papers by about as many
investigators reported measurements of electron current and ion current
emitted by various targets when struck by the laser pulse [2—11,
25, 52 — 57]. Fast photographic techniques were also employed to
follow the behavior of the plasma plume [64, 68].
Considerable difficulty is encountered in analyzing the publications
of this period and, especially, in comparing the results reported.
Too often information on the characteristics of the laser pulse is
missing, and exact measurements of the energy delivered are not always
available. A particularly elusive quantity is the area over which
the energy contained in the laser pulse is delivered, so that +-v»e
actual energy density is uncertain.
Collectively, however, these early experiments yield a good qualitative
and semi-quantitative framework for presenting the relevant aspects
of the phenomenon.
Giant pulses from a ruby laser (wavelength = 6943 angstrom) with
an energy content varying from a few tens of a millijoule to a few
^oules and with a duration of between approximately 10 to a few hundred
nanoseconds are focused by a simple convex lens onto a metal target
held in a vacuum chamber at a pressure of 10 5 Torr or better.
The target is positively or negatively biased with respect to
a collecting electrode placed in front of it. Many different geometrical
shapes have been reported for the collector: a disc parallel to the
surface of the target and perforated in the center for the transmission
of the laser pulse [53]; an approximately square right cylinder [7],
coaxial with the laser beam; a fine tungsten wire wound in a small
helix [57]; and even a Faraday cup [25], with opportune electrostatic
shielding to offset the contribution of secondary particles emitted
by the collecting surface when this is struck by the primary particles
coring fron the target. A photomultiplier was employed by Isenor
[5], a mass analyzer in front of a photographic plato was employed by
Honig and Woolston [3]; both techniques forced the adootion of an
off-axis collector and suggested a non-normal incidence of the laser
bean.
With some imprecision due to the uncertainty in attributing the
measured current pulses entirely to primary particles and in excluding
the presence of a discharge between the target and the collector due to
the conducting plasma between them, the following conclusions can apply.
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Signals are detected for both positive and negative bias and
tend to stabilize at a lower level after a few pulses '..are been directed
at the sane spot and have, presumably, vaporized the surface impurities
(4]. With one exception [4] coincidence (to the order of perhaps
1/10 of a microsecond) is reported between laser pulse, positive current
pulse, and negative current pulse [2, 7, 53], This finding is also
confirmed by Alcock et al. [52] , who experimented with a laser operated
in the so-called conventional mode, which produces a train of light
spikes with a period of approximately 1 microsecond and a total duration
of the order of 1 millisecond.
Under the assumption that the electron current could be attributed
to thermionic effect, plots of retarding potentials were drawn to
yield rather disparate estimates of the surface temperature — from
8800°K (2! to 29,000°K [7].
More quantitative, if somewhat contradictory, results were obtained
by Jsenor in a series of time-of-flight experiments in which a "denuded"
photomultiplier was used as a collector. In the first paper [5] it
is shown that the velocity of the ions is proportional to the peak
power of the laser pulse and, sirce the duration of the pulse was
substantially constant, the velocity is also proportional to the energy
contained in the pulse. In the following reference [6] it is shown
that it is the kinetic energy of the ions that is proportional to
the energy of the laser pulse and that the same constant applies to
magnesium, zinc, and lead ions:
A similar dependence was claimed earlier by Linlor [51], who
e'xp'enmented with ten'different metals and found the proportionality
constant to be of the order of a few electron-volts (kinetic energy
of the ions) per millijoule (laser pulse energy) over a target area
of approximately 10 3 cm2. The diagram that illustrates the relationship,
however, would better support a relation of the type:
rm>2/2 « E/"ia
where a seems close to unity. The same author, experirenting with
thin aluminum and gold foils (1 — 2 * 10 * g/cn2), which one laser
pulse was capable of perforating, established in a later paper [64]
that the 5 * 1011* vaporized atoms absorb over 90% of the pulse energy.
This, incidentally, is one of the very few available estimates of
the number of atoms vaporized and is surprisingly close to the one
(4 x 10'*) obtained later by Ehler [61] who used a laser pulse of
sinilar shape and duration that was 50k n»re pouerful (0.3 J).
Few connents and, more often, none were spared by the authors
on tne neanings or the interpretations of these measurements. The
sir.ple hypothesis of target heating didn't reall\ fin;3 exrlicit formulation
and in one instance [14] was refuted; however, more exotic ideas were
advanced. A "direct field action" [7], presumably a stripping due
to the very intense (106 v/cm) electric field at the ler.s focus, and
a "tunneling effect" [8], responsible for the ion emission observed
to emerge in thin foils from the surface opposite to the one struck
by the laser beam, are perhaps the most unusual suggestions
1.3 EXPERIMENTS AND THEORIES
1.3.1 J. F. Ready's Research
Ready, in a series of papers [68 — 70] beginning in 1963, was
the first to attempt a theoretical explanation of his experimental
results.
The earliest presentation describes a mechanism for electron
emission based on Richardson's equation, the surface temperature for
which is determined by monodlmensional diffusion, within the metallic
target, of the electromagnetic energy contained in the laser pulse
and assumed to be transformed instantaneously in thermal motion of
the atoms.
The experimental details included a tungsten spiral collector
biased at 1000 V, 3 x 10~8 Torr of hydrogen in the vacuum chamber
and radio-frequency cleaning of the target surface. Characteristics
of the laser pulse were: 50 nsec full width at half maximum (FWHM)
and 2 MW peak power. On-line pulse monitoring was provided, and
determination of the target area (10~3 en2) struck by the beam was
obtained by microscopic observation of a photograchic film olaced
at the target position. Tungsten, thonated tungsten, and olatinum
targets were employed. Both angles of incidence investiaated (0°
and 48°) gave identical results.
The author reports absence of emission for power densities
lower than 10 MW/cm2. At the maximum power (25 MW/cra:) a current of
480 mA/cm was measured from tungsten, without any damage to the surface.
The author feels confident in excluding a direct photoelectric
effect (which would require multiphoton ionization for radiation at
6943 A, carrying 1.785 eV/photon, to reach ionization potentials of
several eV) on the basis of a 20 nsec delay between the laser pulse
peak and the current peak. This delay fits very nicely with the thermal
calculation.
In the following paper [70] the theory is consolidated and extended
to the much more powerful pulses (1011 - 105 MW/cm2) required to produce
pitting and cratering of the surface. The author discusses both cases
of giant pulses and "conventional mode" pulses (10 — 100 MW/cm ,
0.5 — 1 msec), but only the former will be surveyed presently.
The central argument is made (see also Ref. 12) that the relaxation
time for the definition of a local temperature is of the order of
and therefore much shorter, by several orders of magnitude, than the
duration of a giant pulse (K)""9 — 10 l sec) . With the possible exception
of certain transition metals the electromagnetic energy is "instantaneously"
transformed into heat as soon as it is absorbed by internal photoeffect.
Ore -eunstic assumption is then advanced (see also Ref. 50)
as sco" as the surface of the metal begins to vaporize, the material,
recoilincr acainst the surface itself, produces an extremely high pressure,
estimated [50] at 10 atmospheres and sufficient to keep the metal
in the condensed phase. The material leaves the surface only if it
exceeds the thermodynamical critical temperature. The theor\ then
predicts trat a crater would be produced to a depth where, at some
time during or after the laser pulse, the temperature reaches or exceeds
the critical value.
For the execution of the calculation some simplifications are
introduced and justified: 1) plane geometry is adopted, since the
volume heated is much wider than deep; 2) radiation of energy from
the surface is omitted, because this quantity is never larger than
approximately 1/10 of 1% of the energy flux from the laser,
3) thermal properties of the material are constant, and melting is
neglected; 4) none of the radiation is reflected.
The model predicts, correctly as will be shown in the following
?art II, that, for pulses of equal shape and duration, an increase
in power (or energy) produces an increase in the depth of the crater,
but smaller than a linear dependence would entail; also correct is
the prediction that the depth increases if the given amount of energy
is delivered by a longer and, therefore, less powerful pulse.
Typical values reported for copper aier
pulse energy = 22 J/cm2
pulse duration = 44 nsec
crater depth = 3.0 x 10 cm
Fron these values, together with the indicative value of 8.95 g/cm3
for the density of copper, we can compute a typical value for the
reciprocal of the specific yield. 5.5 eV (of energy in the laser
pulse) per atom ejected, in this particular case. This result is
not surprising in view of the fact that the latent heat of vaporization
of copper is of the order of 80,000 Cal/mole or 3.5 eV/atom and that,
for a specific heat capacity of 7 Cal/mole-°K and an assumed
thermodynamical critical temperature of 6000°K, the enthalpy of the
solid at vaporization is 42,000 Cal/mole or, approximately 1,8 eV/atom.
Truly, critical temperatures for non-alkali metals are not known, and
Ready does not mention what values were used in the reported calculations;
but, as it will be shown further/ it is possible to estimate it to be
between 5000°K and 8500°K for copper.
What is surprising, however, is that the value of 5.5 eV/atom
is between one and a half and two orders of magnitude smaller than
the measured value, as the present experiments show. An indication
that the computed figure is suspect can be found even in a later paper
by Bernal, Ready, and Levine [75], in which ion speed measurements
suggest ion energies in excess of 170 eV. The spread between these
values seems wider than even a very broad energy distribution would
be able to account for.
1.3.li. Speed Measurements
The attempt to measure ion speeds by ti"ie-of-f light technique
was repeated by Namba et al, and reported in a series of paoers [65,
66, 67) between 1965 and 1967, which, however, did not change considerably
Li.-.lcr's findings [51]. One novel result vas tie reported existence
of two groups of ions with energies (of the order of 1 eV and 100 eV,
respectively) rather independent of the composition of the target and
even of the tvpe of laser — cromium-doped ruby or neodymium-doped
glass. The difficulties encountered in evaluating these results stem
nainly from inadequate information about the precautions taken to
account for secondary emission from the collector itself and to dis-
tinguish the oscilloscope signals due to the various parts of the
plasma plume and its shock front. In any case, the authors claim that
only the slower group of ions is of thermal origin, emanating from
a surface at a temperature estimated at 10,000°K to 16,000°K.
Again kinetic energies and plasma temperatures were investigated
by Gregg and Thomas [80, 81] by means of a time-of-f light technique
in which the detector consisted of a spectrometer _(properly equipped
to filter out the reflected laser beam) aligned with a narrow window
on the wall of the flight tube. The somewhat qualitative arguments
presented indicate a plasma temperature approximately proportional
to the square root of the laser power density on the target and of
the order of 100,000°K for 10,000 MW/cm2. In another related study
[79] the same authors employed a ballistic pendulum to determine the
momentum of the ejected particles. They were able to demonstrate that
1) the momentum transfer is limited to the interval of time in which
the laser radiation strikes the surface — no material is ejected by
the heated surface, subject to thermal and mechanical shocks, after
the end of the laser pulse; 2) the specific momentum transferred is
of the order of 5 — 10 dyne-sec/J (of laser pulse energy) and, as a
function of laser power density, it exhibits a broad maximum in the
neighborhood of 5,000 MW/cm . It is opportune to recall that Neumann
[11], by means of a piezoelectric transducer, measured a momentum of
0.18 dyn-sec with a laser pulse carrying 0.3 J and striking a comparable
area do"2 cm2) on targets of similar composition so that the indicated
specific momentum transferred per joule is one order of magnitude smaller
than the value reported by Gregg et al. [79].
A variant of the previously discussed measurement of the speed
ot the plasma's luminous front was employed by Weichel and Avizonis
[86] in a very informative experiment. The experimental tool employed
was a high-speed STL image converter camera directed perpendicularly
to the laser beam and focused on the expanding "plume". A relatively
long giant pulse of 60 nsec FWHM and 2 J energy was directed to a pyrolitic
graphite target, achieving a reported energy density of 70 J/cm and,
in a second run, 700 J/cm2. The vacuum chamber pressure was 10 " Torr,
somewhat higher than in most other experiments reviewed here.
The plasma luminous front was found to begin expanding much before
the pulse maximum — the more powerful the pulse, the earlier the
expansion. The speed of expansion increased from an extrapolated minimum
of 4.8 " 10s cm/sec (independent of the laser power) to a steady value
at the end of the laser pulse. The final steady value depended on
the energy content (or, perhaps power, but the use of pulses of unique
duration hinders the distinction): 7 x lo6 cm/sec for the 700 J/cm2
pulse, 1.7 x 10 cm/sec for the 70 J/cm pulse. The authors, stressing
the importance of the determination of the initial value of the expansion
speed and the fact that it is independent of the laser pulse character-
istics , were able to show how such a value agrees, w- thin 30%, with
a speed V computed from:
(ZPIO 1/2
as if all the thermal energy were converted into kinetic energy. In
the formula, PV is the product of pressure times specific volume evaluated
at the sublimation temperature. The legitimate conclusion could then
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be drawn that, indeed, some material begins to vaporize quite early
during the pulse, precisely when the surface of the target reaches
the sublimatic" ^ mperature; subsequently the vaporized material absorbs
some energy directly from the laser beam and converts it into kinetic
energy, so as to accelerate the rate of expansion. This process of
energy conversion and acceleration terminates only at the end of the
laser pulse.
1.3.in Plasma Characteristics
Broader investigations of the properties of the plasma generated
by laser radiation were reported by Haught and Polk [82] for irradiation
of single particles and by Archbold et al. [73] and Ehler and Weissler
[62] for irradiation of metal surfaces.
The first paper [82] describes a phenomenon a liucle different/
since the target is a microscopic {diameter = 10 — 20 x 10 "* cm) particle
of lithium hydride, suspended electrodynamically at the focus of the
laser beam. While many of the results of this experiment, in which
the plasma expansion appears to be isotropic, cannot be applied directly
to the laser-surface interaction; the analysis of plasma expansion
and absorption, the latter based on Dawson's woik [77], represents
a very useful contribution to the understanding of the role of the
plasma plume. The interesting observation was made that, even with
a quite sophisticated current collecting system,* the electron current
was much larger than the ion current. The anomaly can be explained,
without renouncing the neutrality of the plasma, by the possible
existence of conduction currents to ground; these currents would be
much larger for electrons than for ions due to the different mobilities.
This example is mentioned here to show the difficulty in performing
measurements of current or charge and the questionability of some of
the interpretations that can be drawn from such measurements.
Of more immediate relevance to our problem is the investigation
conducted by Archbold et al. [73] on the spectrum of the radiation
emitted by the plasma generated by several materials (Al, Cu, Zn, Ge,
Sn, W, Au, Pb, SiOz, Al20a) when struck by ruby laser radiation. The
experiment was conducted in air with a rotating mirror cavity and related
optics capable of delivering a density of radiation of the order of
10u MW/cm2
following:
1. Existence of a strong continuous emission extending
beyond 2300 A, simultaneous with the giant pulse and
ending together with it.
2. Existence of lines belonging to neutral as well as
singly, doubly, and even triply charged ions, which
continue to radiate long after the end of the laser pulse:
the lower the degree of lonization, the longer the duration
of the radiation.
3. Existence of first spectrum absorption lines, indicating
a rather high concentration of neutral atoms very soon after
the laser pulse begins.
*a metallic capsule, which completely shielded two, flat, biased electrodes
parallel to the direction of the plasma that emerged from a narrow slit
in the capsule itself
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4. Absence of band spectra and of oxygen or nitrogen lines,
even though the targets were in air, as noted above.
5. Absence of higher harmonics of the laser frequency.
Furthermore, on the assumption that the radiating surface of the target
is a blackbody, a temperature of 5 x 103 °K could be roughly estimated.
In the discussion that follows, the authors, while agreeing
with Ready [70] on the simple thermal origin of the plasma, refute
his assumption that material leaves the surface only after the end
of the laser pulse. Prom the existence of Ge and Sn fourth spectrum
and an application of Saha's equation, they deduce a plasma temperature
greater than or equal to 20,000°K.
The authors recognize the great difficulty in attempting a description
of the heating process because of uncertainty in the reflection coefficient
and in the thermal properties of the materials and, therefore, simply
indicate the outline of a model for the absorption of the laser radiation.
Because of the observed intense spectrum from neutral atoms, the
authors feel justified in using Saha's equation to calculate the degree
of lonization. This quantity is introduced in Allen's [94] expression
for free-free absorption and stimulated emission, to yield an absorption
coefficient per particle, which is approximately independent of density
and increases greatly with temperature. It is then possible to show
that with a typical power density of 1010 W/cm2 and a typical lonization
potential of S eV a "take-off" temperature of about 6000°K is required,
above which very rapid heating of the plasma occurs. The "take-off"
temperature, which will be lower at higher power densities, must be
>e to the temperature reached by the surface. In this regard the
/lously mentioned experimental determination of 5,000°K is comfortably
56.
Because of the difficulty of predicting the density and temperature
;ribution of the plasma, the authors do not consider possible an
Lmate of the maximum plasma temperature.
The investigation the plasma ultraviolet radiation reported by
jr and Weissler [62], though affected by some uncertainties of calibration,
ns to indicate a superposition of a line spectrum on a continuum,
:h peaks at two different energies: 3.5 eV and 30 eV, for a tungsten
get. The authors attribute the different temperatures to two different
itions within the plasma. However they do not report any evidence
inst interpreting the two peaks of the spectrum as belonging to
Eerent times during the evolution of the plasma. Somewhat different
rgies were reported for Al, Be, and Pt targets, but of the same
ar of magnitude. Absence of radiation on the X-ray region was noted,
a confirmation of the essential simultaneity between laser pulse
plasma radiation was obtained.
In a subsequent, more comprehensive study Ehler [61] claimed to
able to determine the kinetic energy of the electrors by means of
arding potentials applied to the electron current: the figure quoted
30 eV. The collector, different from the others mentioned up to
s point, was a "20-mil tungsten wire insulated by a fused glass
ering. Only the front face of the wire was exposed to the plasma."
ime-of-flight measurement, however, yielded an ion velocity of
x 10 6 cm/sec, equivalent to 900 eV/ion. These results, together
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with the previous spectroscopio measurement, seem to indicate a much
higher ratio of kinetic to thermal energy for ions than for electrons.
How this is possible is neither immediate nor explained.
Other measurements reported in the same paper include: a ballistically
determined impulse of 0.2 dyn-secf in fair agreement with Neuman
[11], as noted previously, and also consistent with the hypothesis
that all of the evaporated target material was ionized and that it
expanded keeping the plasma fireball tangent to the target surface;
a micro-balance determination of target mass loss, caused by 50 laser
shots directed at separated locations, of 6 x id"6 g (± 60%) and equivalent
to 4 x 10 atoms per shot; and, finally, a series of pictures of
the expanding plasma taken with an STL image-converter framing camera,
capable of 5 nsec exposure time, which indicated the existence of
a well-defined plasma after only 10 nsec from the start of the laser pulse
(FWHM = 40 nsec) and the accelerating expansion of such a plasma.
The information provided by the author is sufficient to evaluate
the reciprocal of the specific yield; 4680_ eV/atom. Even the
very large uncertainty indicated does not significantly affect the
discrepancy — of approximately three orders of magnitude — with the
nurber obtainable from the model proposed by Readv.
As a conclusion of the paper, Ehler presents a model based essentially
on ar. energy balance or, more accurately, on a power balance, supported
by his experimental determination that:
1. 1% of the laser light is reflected or scattered (as
measured with a photodiode).
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2. 3% of the laser pulse energy is spent in heating the
target (as measured by a thermocouple),
3. 10% of the laser pulse energy appears as kinetic energy
of the plasma (as determined by the pictures).
It is necessary to comment at this point that no details
are given for these measurements, and therefore, it is impossible
to judge, or to be convinced, of their accuracy; no extensive comparison
is possible either since, with the exception of a rather indirect
determination by Linlor [64], which is in substantial agreement, they
stand unique in the literature.
The model states that, at any given time, P« the power contained
in the laser pulse — reduced by the reflection and scattering losses
and by the power required to heat the target — equals P the power
radiated by the plasma plus P. the power required to heat and ionize
Tf
the plasma itself. The power required for the expansion of the plasma
is considered negligible during the first 50 nsec.
The formal expression is:
Pl - Pr + Pi
where
(consti) • fl2 • Z5 • Tl/2 • V l • (1 +
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and
(const2)
The symbols have the following meaning:
N = number of atoms (neutral and charged)
2 « average ion charge
!T - temperature
7 = volume
X = ionization potential
The prime (') indicates the time derivative.
The expression for the radiated power is given according to Griem [95]
for continuum emission from free-free and free-bound transitions.
The need to eliminate four of the five unknowns so that the
remaining one can be determined by the proposed equation is satisfied
as follows:
V is derived, presumably, from pictures of the fireball.
T is assumed constant at 30 ev as suggested by the retarding
potentials measurements of the electron energy.
X is set equal to 7 times the electron temperature (or 210 eV)
by the condition that the number of ions with charge Z be
equal to the number of ions with charge Z + 1, as determined
by Saha's equation.
Z is estimated at 13 (electronic charges) from the tabulated values
of ionization potentials for platinum, since data were not avail-
able for tungsten, and corresponds to the 210 eV determined above.
The remaining first-order differential equation in N can then be solved:
it is shown that N increases at a diminishing rate to reach an asymptotic
value of 3.7 * 1011* atoms, which appears remarkably close to the experi-
mental value, determined as it will be remembered to within 60%.
A small modification is introduced in the theory to account for
the expansion kinetic energy for times later than 50 nsec when this
term is no longer negligible. It is then possible to show that as the
plasma becomes transparent, due to its rarefaction, some more material
is added to the plasma from the target surface so that the final number
of atoms matches perfectly the experimental value.
The comment to this work can easily criticize and, possibly, doubt
assumptions often not sufficiently justified, as well as the perfect
agreement with the experiment, however, the pioneering effort in directing
attention to the importance of the plasma absorption of the laser radiation
should undoubtedly be recognized.
A comprehensive theory of the interaction between laser radiation
and plasma is available in the papers by Dawson [77] and Kidder [22],
reference to which will be made in Part III.
I.3.iv Lebedev Institute's Research and Thermonuclear Applications
The Russian literature shows a more direct and open interest in
study of very dense and hot plasmas approaching the conditions
necessary for a thermonuclear process.
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An early work by Basov and Krokhin [74] presents a compact analysis
of a 3 x 1021 cm3, Id' "K deuterium plasma. It is found that, for
the pressure and temperature mentioned above, the plasma relaxation
time is approximately one sixth of a nanosecond, so that one can assume
a uniform temperature and, more important, that the linear absorption
coefficient is of the order of 10 cm , so that the plasma can be
heated effectively by the laser beam. An order of magnitude evaluation
of the energy losses from the plasma shows that the recombination and
brer.sstrahlung radiation are negligible as compared to electronic
therrxal conductivity, which determines the maximum obtainable temperature
r as a function of laser power Q(T = 3 ) .
Finally, by describing the kinetic energy of the expanding
fireball in terms of average parameters, the authors can show that,
for a constant power input (i.e. a step laser pulse), a characteristic
dinensic". of the plasma increases proportionally to the third power
of tine and that, asymptotically, the ratio of the thermal energy to
the "<inetic energy has the constant value of 1/3. The disagreement
»if the energetic assessment claimed by Ehler [61] may be noted.
In order to achieve the maximum temperatures, it is therefore
usefji co employ short pulses and to deliver all the energy before
the expansion starts absorbing a large amount of energy. The following
indicative numerical values are reported here:
Laser power 0 = 10s W
Plasma mass M = 10 7 g
Plasma volume V = 10 5 cm3
Critical time, 'after which the expansion becomes severely
limiting = 2 x Id""9 sec.
Afanasyev et al. [93] , in analyzing the evaporation from a
target caused by laser radiation, take the position that "the problem
. . . should be solved as a gas-dynamic problem and that the temperature
conductivity in the condensed medium may be neglected." The support
for this claim is provided by an order of magnitude analysis, which shows
that if the radiation flux density exceeds a threshold, the thermal wave
and the evaporation wave in the solid target coincide — the maximum computed
speed of the latter being larger than the speed of the former.
The hydrodynamic equations of continuity, momentum, and energy
are then written in plane geometry for the gaseous phase; the same
equations are then repeated in discrete form — with a procedure similar
to the one normally employed to describe a shock front — for the region
of the solid-vapor transition.
It should be noted that the details of this work are obscured
considerably by the editing style, by several misprinted formulas,
and, even more disturbingly, by the use in related expressions of
the same typographical symbol for such different physical quantities
as: absorption coefficient, thermal diffusivity, and index of adiabatic
expansion; and for atomic weight and mass.
Clearly, however, the authors distinguish two cases: 1) low
temperatures at which the gaseous phase is transparent to radiation;
2) higher temperatures that are associated with some lonization and
absorption of the type:
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k = (const) p2 T~3/2,
where p and T represent plasma density and temperature, respectively.
The solution for the first case is given as a function of a, the
ratio of the density of the vapor to that of the solid, across the
solid-vapor interface. It is shown that the vapor temperature depends
linearly on cf2 and on the square of the radiation flux density. The
mass evaporated and the speed of the expansion front depend very weakly
on a: the first quantity results substantially equal to the amount
of energy delivered by the laser pulse divided by the specific latent
heat of vaporization per unit mass of the solid; the second quantity is
substantially equal to the radiation flux density divided by the specific
latent heat per unit volume of the solid.
For the second case, as mentioned previously, an absorption coefficient
of the form k = a p2 T~3 , which practically implies complete lonization
of tne gas, is postulated. The coefficient is then rewritten as
< = C O / 2 p 3 2 (where p indicates pressure) and it appears, multiplied
by the radiation flux density, in the energy eauation for the gas
chase.
Solutions are then offered in a very appealing and useful
approximate nonomial form as:
0.97 1/2 -i/i, .iA
(Z
p = 0.31 ~3/"
qi = 0.78 q
where cgs units are used, and:
-4 - atomic weight
T - gas temperature at the solid-gas interface
p = gas density at the solid-gas interface
p - mass evaporated
<Jl = radiation flux density at interface
q = laser radiation flux density
t = laser pulse duration
b = previously defined
Z = average ion charge
R = gas constant = 8.31 • 10' erg °K~' (mole)""1
The accuracy of these simple expressions is quite remarkable,
as will be shown in Part III. Substantial agreement of the relation
T « a1 with the Gregg and Thomas experiment [80] should be noted. The
authors also offer a solution that employs a spherically symmetric
expansion. These results have a much more cumbersome appearance tian
the former and do not seem to improve considerably the accuracy.
At the end of the paper an experiment with neodymiun laser and
carbon target in vacuum is mentioned, and agreement with the theory is
reported as good.
V = 0.28 <.sA
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The third paper [92], mentioned at the beginning of the section,
arid authored as the previous two were by members of the Lebedev Institute
of the Academy of Sciences, U. S. S. R., addresses itself to the study
of multiphoton processes in the interaction between laser beams and
both gases and solid surfaces. With regard to the latter process
we have seen that the heating" of the surface and the consequent thermo-
electronic emission are the predominant features; the development
of a technique that would permit one to observe the normally small
contribution of a multiphoton ionization is, therefore, a challenging
goal.
Bunkin and Prokhorov [92] propose to select skillfully the duration
and the intensity of the laser pulse so that the surface temperature
rnay be kept quite low and, at the same time, the photon density may
be sufficiently high that the probability of a multibody collision
(at least three photons are necessary for most metals) becomes significant.
The authors estimate the thermoelectronic current by means of
Richardson's equation and by means of monodimensional heat diffusion
of the energy delivered by the laser, corrected for the metal reflectivity.
The electric current due to multiphoton photoelectric effect is computed
by means of the method developed by Keldysh [98], by which the electron
transition probability is integrated over the momenta of the emitted
electrons and over the electronic states inside the metal, assumed
to have a Fermi distribution. The electronic wave functions employed
are suitable to represent a free electron in a strong radiation field,
but a correction is introduced in the final result to account for
the "non-free nature of the electron motion."
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For silver (80% reflective) and ruby laser radiation (1.785 eV/photon)
the authors obtain:
Critical intensity = 0.9 x 10° W/cm2
Critical pulse duration = 1.2 x lo""9 sec
after having imposed a 1:10 ratio between the two contributions to the
total electric current and a lower detectability threshold of
10~"15 C/cm2 for the integrated current.
1.3 .v Surface Damage
The status of a metal surface struck by intense laser
pulses has been carefully investigated by Vogel and Backlund [15] by
means of optical as well as electron microscopy. Radiation from a
ruby laser was directed onto polycrystalline silver, aluminum,
berillium, copper, lead, and steel at a flux density varying from
aoproximately 10 to 200 MW/cm2 (pulse duration approximately
30 » lo""9 sec) . Optical magnification up to 1250X and electronic
magnification of the replica up to 10,OOOX were employed. The
replica consisted of a platinum layer shadowed on the specimen and
supported by a carbon backing. The resolution of the replica
technique was estimated by the authors at 100 A for a damage area of
the order of 2 mm2.
The investigation indicated the existence of two fairly
well-defined and concentric zones, identifiable on all the targets
mentioned: 1) melting zone, centermost and populated by formations
31 32
due to melting and resolidification. This zone coincides approxi-
mately with the mark that the naked eye identifies as laser spot;
2) crater zone, surrounding the former and populated by crater-like
fomations with a maximum diameter of about 10 cm. Size and number
density of the craters decrease progressively toward the outer boundary
of the zone. Two types of craters were recognized: 1) ejection craters
characterized by a central peak; 2) surface craters similar to impact
craters but without the central peak — these craters are often packed
along scratches of the surface. An increase of the power density
increased the size of both zones, but the ratio between their diameters
renamed constant; at the highest levels of intensity the large amount
of matter evaporated from the melting zone caused the formation of
a macroscopic crater. At the lowest radiation intensities only the
crater zone was present.
An interesting experiment was also conducted by shielding part
of the irradiation area with a steel blade in contact with the target.
The unshielded area showed the zone structure described above; a clear-
cut macroscopic boundary and a significant change in the microtopography
indicated the transition from the meltinq zone to the shielded area.
In t^e shielded area, along the boundary with the neltina zone and
at a maximum distance of about 1.5 x 10 2 cm from it typical crater
fields were observed. The global conclusions proposed by the authors
are that the radiation damage is dominated by heating, melting, and
vaporization and by an ejection mechanism initiated by transient heat
transfer. The structures of the craters and the crater fields and,
even more, the experiments with the partial shield support the view
that heat diffusion essentially contributes to the formation of
craters outside the melting zone and exclude the interpretation that
a microcrater is a primary effect due to the action of a high-intensity
micromode or of a so-called filament. The concept of volcano-like
ejection from superheated centers seems to apply well to the microstructure
of the individual craters.
Further support to the melting-resolidification viewpoint came
from a brief study by Murphy and Ritter [32], who reported a measurement
of the variation of metallurgical Vickers1 hardness across a diameter of
the macroscopic crater. The graphic display of this measurement shows
a symmetric increase of the Vickers1 number on the surface of the crater
to a maximum in the center 35% to 40% higher than the value for the
undamaged surface. The authors refer to calculated heating and cooling
rates of the order of 109 °K/sec to support the attribution of the
marked surface hardening to a quenching process.
Radiation flux densities of the order of 103 to 101* MW/cm
were used successfully [78] to produce gratings on silicon and copper
surfaces by directing on the specimen two interfering branches
of a splitted laser beam. The authors proposed an interpretation
based upon evaporation according to the interference pattern.
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1.4 SUMMARY
The review of the published research presented in the previous
three sections appears to suggest that the following points can be
considered established:
1. The damage to the target surface and the ejection of
material is interpretable in terms of a rise of the
temperature of the specimen itself (except as noted for
special cases in I.3.iv and in [92]).
2. Mechanical stresses and shock waves are most likely associated
with the thermal event, however their relevance in the deter-
mination of the development of the phenomenon has not been
assessed and is probably not very great.
3. A plume of very dense, very hot plasma develops simultaneously
with the laser pulse and has the capability of effectively
absorbing the incoming radiation, thereby shielding the
target.
4. At very high radiation flux densities the plasna cloud seems
to reach an equilibrium [22, 93] by which, as the absorption
increases, the target surface cools and the supply of material
to the plasma and the densitv of the latter are reduced.
This process in turn causes the absorption to decrease and to
correct the perturbation. Such an equilibrium may not be
reached at intermediate radiation densities where the behavior
of the condensed material of the target may be more relevant.
5. The various processes involved in the interaction seem
susceptible of description in terms of equilibrium thermo-
dynamics (or quasistatic thermodynamics) even though the
degree of accuracy of such a description has not been assessed
and is open to question because of the very rapid rates of
changes in temperatures, pressures, etc.
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II. 1 INTRODUCTION
As demonstrated by the review presented in Part I, a great
variety of quantities have been measured that are, or could be,
relevant to the interaction between intense laser beams and material
surfaces — currents and charges, temperature and spectral emission,
PART II. EXPERIMENT speed and momentum. It strikes one, however, as surprising that one
quantity of particularly immediate interest has not been measured or
otherwise seriously investigated, namely the amount of material which
is e3ected or vaporized from the surface, which will be referred to
as yield.
Different aspects of the importance of information about the
yield or, more accurately, specific yield can be mentioned to illustrate
the usefulness of a measurement of this quantity. First it can be
compared directly with available theoretical predictions and, as will
be shown in Part III, can provide critical information for the
discrimination between different models.
Furthermore, measurement of this quantity can be compared for
consistency with measurements of speed and momentum of the ions and
atoms emitted and can be interpreted as an independent check of their
accuracy. Finally, yield information can be of immediate use in
applications involving vaporization of minute quantities for analytical
purposes; machining or heat-treating surfaces; or, for instance,
trimming to size under vacuum precision resistors, as has been recently
demonstrated on an industrial scale.
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In the conditions of the present experiment the mass to be measured
is of the order of a few nanograms to several hundred nanograms. In
different conditions the mass evaporated can be higher but still too
small to be measured accurately with a microbalance, unless one resorts
to multiple laser firings for each weighing. Still this method is
subject to severe limitations, as Ehler's reported 60% accuracy illustrates,
and it becomes even more questionable when one considers the difficulty
of controlling the energy of the laser pulse to much better than 10%.
Two techniques are available, however, that permit very accurate
mass measurements in the range of interest — magnetic resonance and
radioactive tracing. The former has much appeal because it requires
iveither special safety precautions nor the expensive and complex equipment
of the latter (e.g., nuclear reactor); also, it is not subject to
the restrictions on the duration of the measurement due to radioactive
decay. Furthermore, it has been recently shown [98] that measurements
of the resonance of the nuclear magnetic moment can, by means of liquid
nitrogen cooling, detect quantities of material as small as 10 atoms
and therefore outperform radioactive tracing in sensitivity. In
the present case, however, the comparative availability of equipment
and expertise suggested the adoption of the radioactive tracing technique.
The influence on the yield of the variation of two parameters
of the laser pulse was investigated: variation of energy content
and variation of duration. Particular care was taken to insure that
the other quantities were kept constant, especially the geometric
characteristic of the laser beam.
In addition to the yield measurements for two metals — copper
id gold in polycrystalline form — pictures of the crater or "spot"
•re taken to gain familiarity with the qualitative features of the
lenomenon, and X-ray Laue diffraction patterns of copper single crystals
•re obtained before and after the beam had struck the specimen.
Finally, a very limited amount of data was collected regarding
16 angular distribution of the emitted particles. These were also
>tained by means of radioactive tracing, by adaptation of a technique
•veloped earlier in this laboratory for sputtering studies [99J .
The details of the apparatus employed and of the measurements
•rformed are exposed in the following chapters, while some comments
id possible explanations are given in Part III.
II.2 EQUIPMENT
II.2.1 Laser and Pulse Monitoring
The fairly standard, experimental arrangement is shown
in Figure 1. The laser is part of Korad's* KQ-1 system:
the 4 in. x 9/16 in. ruby rod of standard doping (0.5% Cr3+) was selected
at the factory for uniformity and cylindrical symmetry. Optical pumping
was provided by a helical Xenon flashlamp, cooled, together with the
ruby rod, by forced water flow. The totally reflecting prism p includes
the passive dye cell (Kodak's cryptocyanine solution in methanol) in
order to Q-switch the resonant cavity. The output resonator o is
a sapphire crystal with a 13% transmission coefficient. Nominal maximum
system output in switched mode is 100 MW and 1.25 J obtained with a
punping energy of approximately 5000 J. In Figure 1, S indicates
a cell containing a water solution of copper sulfate, the
concentration of which controlled the amount of light delivered to
the target.
Further along the beam path, the thin glass flat g sampled out
approximately 1% of the power for pulse monitoring; past the vacuum
chamber window a, the lens I (simple, symmetrical biconvex with 100-mm
focal distance) focused the beam to the target t through the central
opening in the collecting structure o.
The pulse-monitoring system consisted of a magnesium oxide
diffusor d, which received the sampled beam 6, of a fast photodiode
ITT 144 mounted in the Korad photodetector KD-1 whose two outputs are
•Division of Union Carbide, Santa Monica
displayed on the two oscilloscopes ri and r-a: the direct output (rise
time 3 x 10 10 sec) on a Tektronix 519, for shape and duration monitoring;
the integrated signal on a Tektronix 531, for pulse energy monitoring
and for the equally important function of insuring the existence of only
one giant pulce per firing. Double-pulsing often can be detected from
the direct signal except when the two pulses have equal energy, in which
case the two traces may superimpose on the 519 fast sweep (5 to 20 nsec/cm).
The slower sweep (0.2 msec/cm) on the integrated signal, of course,
guarantees the detection of any multiple pulsing. The sensitivity
of the photodiode was adjusted to the geometry of the experiment by
attenuation through an Optics Technology neutral filter (optical
density = 1.0).
All the components of the optical system, as well as an additional
gas laser {not shown in the figure) used for alignment, were supported
by a 1/2 in. steel plate and held in position by magnetic clutches.
II.2.ii Vacuum System, Collector, and Targets
The vacuum chamber consisted of a 6 in. glass pipe cross, sealed
with 1/2 in. aluminum flanges and pumped by a Consolidated Vacuum
Corporation system comprised of a 4 in. oil-diffusion pump with water
baffle aided by a liquid nitrogen cryogenic trap and capable, in the
condition of operation, of a vacuum of 10 Torr.
The collector was located at the center of the chamber on the
same support that provided adjustable positioning of the focusing lens.
The target was held by a supporting rod sliding vertically through the
flange at the top of the glass cross.
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The collector used in the measurement of total yield is shown
in cross section in Figure 2. It consists of a cylindrical wall p of
aluminum foil (0.05 mm thick) and a base b of the same material with a
5 mm hole exactly matching the opening in the support. Both parts of
the aluminum foil structure were fastened by tightening the collar r.
The collector used for angular distribution measurements
consisted of a 10 x 10 array of aluioinum cubes, positioned around the
central opening needed for the passage of the laser beam. This structure
is described in detail in 199].
The copper targets were 48.2 * 3.56 « 0.32 mm strips of oxygen-
free polycrystalline copper of natural isotopic composition. The strips
were obtained by chemical etching from 1/16 in. OFTC shim stock and were
mounted on a 99.99* pure aluminum support suitable for neutron irradia-
tion. Gold targets were similarly obtained from 99.9% pure gold foil.
The aluminum support was housed in a holder rigidly attached to the
previously mentioned sliding rod, so that fresh surface could be exposed
to each laser pulse.
For the angular distribution measurement, single crystal
targets of the same shape and size as the strips mentioned above were
obtained, by spark-cutting, spark-planing, and chemical etching, from
a copper crystal (1 in. diameter * 5 in. length).
To minimize the effects on the ejected material of the electric
fields, caused by the rapid movement of the electric charges associated
with the emission itself, continuous metallic connection was provided
between all elements of the target collector assembly.
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II. 3 YIELD MEASUREMENT
II.3.i Procedure
A radioactive tracer technique was adopted (as discussed briefly
in Chapter 1) to measure the amount of material ejected from the target
upon laser irradiation. Of the two available choices — activation
of the target prior to irradiation, or activation of the material
collected on the aluminum foil structure following irradiation — the
former was selected. The need to irradiate somewhat larger quantities
of material (0.5 — 1.0 grams) imposed some restrictions on the handling
of the samples (due to personal safety regulations) but offered the
considerable advantage of avoiding the radioactivation of the many
impurities contained in the aluminum foil collector. These activated
impurities Disturb and can even mask completely the activity of the
ejected material.
At the start of an experimental run, the target, lodged in its
pure alurainum support, was exposed to a neutron flux of approximately
3 x 10 n cm sec to reach a specific activity of the order of 4%
and 0.4% of the saturation activity, respectively, for copper and
gold, according to the following reactions:
63Cu + n •* "cu + Y
1
 'Au + 71 - '"Au + Y
neutron activation was performed in the pool of the nuclear research
reactor Triga Mark III of the Department of Nuclear Engineering.
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Following activation, the target was placed in the holder
inside the vacuum chamber, which was evacuated to 10 ' Torr. Upon
impact by the laser pulse the ions and neutral atoms ejected by the
target were stopped and collected by the aluminum foil, which was then
removed from the vacuum chamber, separated from its support and folded
into a small volume — taking care that the collecting surface was
always inside the folds — and, finally, placed in a glass test tube.
A new foil was then mounted on the support and placed in the
vacuum chamber. Evacuation and lasing on a fresh portion of target surface
with a different cencentration in the CuSOi, cell followed.
The folded foil and the emitted atoms were then dissolved by
concentrated hot acid attack. The test tube was kept in a cold water
bath at about 11°C while 7 cm3 of a solution of 75% hydrocloric acid
and 25% nitric acid were added, about 1 cm3 at a time after waiting
for the reaction to subside, to prevent the occurrence of violent
boiling, which would have ejected part of the solution from the top
of the test tube. A period of approximately 45 minutes at 60 — 70°C,
followed by approximately 10 sec in ultrasonic bath, was sufficient
to expel all of the dissolved gas and entrained bubbles and to render
the solution perfectly homogeneous and uniform.
The test tube was then placed in a wooden holder, which fit snugly
on a 3 in. x 3 in. Nal(Tl) crystal detector housed in a counting well
and connected to standard power supply, analyzer, and counter.
II.3.11 Yield Errors and Calibrations
Calibration of the counting rate was obtained by irradiation of
fragments cut from each target. The fragments were weighed accurately
with a microbalance, placed symmetrically around the target, and irradiated
together with it. The size of these fragments was of the order of
one tenth of a cubic millimeter. Their presence, as well as that of
the target and of its support, did not disturb the neutron flux appreciably.
The target itself was placed in the reactor pool parallel to the axis
of the reactor, but since it was not possible to determine its angular
position, it was necessary to have several calibration fragments around
it to calibrate the neutron flux accurately. It was found that four
fragments, placed in the plane of the target (two on each side) were
sufficient to achieve an accuracy better than 1%.
After activation, the fragments were dissolved in the acid
solution (using the same procedure described in the previous section)
with an equivalent amount of aluminum foil to provide equal radiation
absorption. After a delay of a few days, to allow the counting rate to
fall to a level compatible with the detector and its electronics, the
dissolved fragments were counted using a procedure identical to the one
described previously.
The following sources of error in the yield measurement can be
identified:
1. Weighting of standards (fragments activated with target)
2. Nonuniformity of neutron flux
3. Nonuniform distribution of radioactive nuclei in solution
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4. Inaccurate control of solution volume in test tube
5. Statistic of radioactive decay and counting
6. Systematic error on the value of radioactive isotope half-life
1. The weight of the fragments used as standards of specific
activity (between 0.5 and 1.0 mg) was determined with a Mettler M5
microbalance rated for 10 5 g. The standard deviation, calculated
from a series of weightings of the same fragment, was 0.9%.
2. The nonuniformity of the neutron flux was due essentially
to the dynamics of diffusion .from the reactor core, the perturbation
caused by the samples and the holder being negligible. The effects
of such nonuniformity were minimized by placing the long side of the
target parallel to the core axis. Furthermore, as mentioned previously,
between four and six fragments were arranged in a symmetrical pattern
around the target and irradiated with it. Experimental tests showed
that the specific activity of the target could be determined to slightly
better than 1*, as noted.
3. An experimental measurement of the degree of uniformity
of the distribution of radioactive nuclei in the acid solution contained
in each test tube could not be obtained. However repeated agitation
of sampled test tubes, prepared and cured as described in the previous
section, was shown to have no discernible effect on the counting rate.
4. During counting, the test tubes were placed vertically and
coaxially on top of the crystal detector, so that a variation in the
filling level, from tube to tube, would cause the counting efficiency
to change. The i.iaccuracy calculated according to 1/P2 law was 2.38%
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per centimeter of variation of the level. This variation was due
not to the difficulty of filling the tubes to a predetermined level,
but rather to the difficulty of doing so while the chemical attack
and dissolution was not completed; if different quantities of gas
were still in solution at the time of filling, then a different final
level would result. Filling with a fixed volume of acid proved less
satisfactory mainly because of diameter variation in the test tubes.
The measured variation in the filling level was never in excess of
0.3 cm, so that the efficiency variation could be estimated at 0.715%.
5. The statistical error due to radioactive decay and counting
was computed according to Foisson distribution for each sample and
varied from 0.2% to 1.9%.
6. The decay of 6l*Cu activity in the present experiments, measured
over approximately 100 hours was found to have a half-life of 12.68
± 0.05 h. This value is approximately 1.1% shorter than the value
of 12.82 ± 0.02 h recommended by Nuclear Data Sheets. A determination
[100] of half-life made at Oak Ridge in 1951 yielded a value of 12.74
± 0.07 h, in agreement with the one found in the present investigation;
however, more recent determinations [101, 102] indicate considerably
higher values: 12.87 ± 0.05 h [101] in 1957 and 12.80 ± 0.03 h [102]
in 1955. The one reference [103] that reports the experimental data
used to derive the estimate of 12.88 ± 0.03 h shows a typical positive
curvature of the semi logarithmic plot and therefore leaves some doubts
that the half-life could be as long as claimed. The data of the present
measurements were reduced using a half-life of 12.68 h. Should the
larger value be the proper one, the data would have to be corrected
as follows.- the term that compensates for the activity decay between
the time when the test tubes are counted and the time when standards
are counted has the form:
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where t is the time interval and T is the isucope half-life. The
logarithmic differential of this term is
(In 2) x (t x dT)/r2
for dT = 12.82 — 12.68 = 0.14 h and t = 60 h (average value), the
correction can be computed as: 0.693 x 60 x 0.14/166 = 0.035 or 3.5%.
In conclusion, should the correct value for the 61<Cu half-life be
12.88 h rather than 12.68 h, the values of yield for the copper targets
given in Tables I, II, and III would have to be increased by approximately
3.5%. Because of the shorter span of time between the test tube countings,
the half-life correction has negligible effect on the relative values
of the data obtained. No discrepancy was found in the value of 64.752
± 0.048 fc for the half-life of 198Au.
Tests were conducted to ascertain that contact between target
and aluminum foil collector or accidental brushing during installation
of the latter did not result in transfer of radioactive material to
the aluminum foil.
It may be appropriate to mention that a possible source of
error in the measurement, as outlined above, could be constituted by
those atoms ejected from the target and reflected or scattered by the
collector back onto the target itself; however, previous studies [99]
indicated that the "sticking probability" in cases analogous to the one
under consideration is practically unity. Moreover the collector
geometry adopted here (a cylinder much longer than wide) required, on
the average, almost two reflections for an atom to be directed back to
the target.
A correction was necessary however to compensate the yield
data for the material lost through the 0.5 cm hole provided in the
collector for the passage of the laser beam. The solid angle subtended
by the aperture was approximately 0.25 x lo""2 x 211, indicating a loss
of l/4th of 1%. However the angular distribution of the material
emitted is not isotropic (see Chapter 5), but can be closely approximated
by an expression of the form:
C x exp(- ez/6o)
where C is a normalization constant, 6 is the polar angle, and 60 is
a constant. Integration of this term over the aperture yields the
value of 0.98 x 10 2, or slightly less than 1%, for the amount of
material lost through the laser beam passage.
II.3.111 Laser Pulse Energy Calibration
Generally it is not very satisfactory to vary the energy
content of the laser pulse by changing the concentration of the dye
in the passive cell and by adjusting the energy supplied to the optical
pump, because the same ruby rod, if pumped at different intensities,
will exhibit different distributions of excited ions ("inverted popula-
tion") , due largely to saturation of the outer layers of the rod at the
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higher light intensities. Consequently, different energy distributions
will be achieved in the cavity and in the output beam. Such changes
in the intensity distribution of the-12211 may prevent meaningful
comparisons between firings at different energy or power levels.
Therefore each experimental run in the present study was performed
by operating the laser in constant conditions at the maximum ratings
to guarantee reproducible intensity distribution over the "spot" on
the target. The variation in intensity was achieved by means of a
light filter, constituted, as indicated in Figure 1, by a cell containing
a solution of copper sulfate.
The danger that the filter itself may saturate in regions of
very intense irradiation, perhaps at the center of the beam, was
recognized but was proven unfounded by plotting for each run the
energy delivered to the target versus the concentration of the filter
solution and by verifying the linearity of the semilogarithmic diagram.
Calibration of the integrated signal from the KD-1 monitoring
photodetector in terms of energy delivered to the target was accomplished
by means of a Korad KJ-1 calorimeter. This is a high quality instrument
designed to measure laser energy output and calibrated to within 3%.
The target support and holder were removed from the vacuum
chamber, and the calorimeter was aligned with the beam a short distance
beyond the focus of the lens in order to prevent the very high light
intensity at the position of the focus to damage the sensitive element
of the calorimeter. Since it was not possible, because of the size of
the instrument, to close the back flange and evacuate the chamber during
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Uie calibration, it was necessary to verify that the high light intensity
present at the focus of the lens did not ionize the air, increase the
absorption coefficient locally, and reduce the calorimeter reading. Such
a verification was provided by the linearity of the calibration diagram
of photometer versus calorimeter readings.
11.3-iv Laser Pulse Duration Calibration
Duration of the laser pulse was varied by changing the distance
between the reflectors of the laser cavity. Distances of 100 cm, 56 cm,
and 28 cm corresponded to durations, respectively of 23.1 nsec, 14.3 nsec,
and 7.17 nsec. The durations quoted represent the FWHM of the pulse
waveforms displayed on the oscilloscope screen.
Least square fit of a typical waveform indicated a modified Lorentzian
as a better approximation than any Gaussian or combination of two Gaussians
with or without exponential tails; however, a simple Gaussian was
better than a simple Lorentzian. The optimized form was
PW i +
where P indicates the power of the pulse, PC the peak power, and T
a parameter directly dependent upon the duration of the pulse.
Reproducibility of the pulse duration from shot to shot was
evaluated, from oscilloscope recordings, at 10%. Variation of the
intensity spatial distribution for pulses of different duration was
estimated, as will be discussed in II.3.v, and was found to be not
very significant.
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II.3.v Area of Interaction
As noted in Part I, the current literature seldom gives accurate
information on the area of the surface hit by the laser beam. As
a consequence, the reported values of radiation intensity at the target
are mostly estimates derived by distributing the total power uniformly
over the area of the visible crater. Since the relationship between
radiation intensity and yield is not linear, such an averaging process
can be quite misleading.
A substantially better determination of the intensity of
radiation was obtained in the present investigation by adopting a
procedure, based on the observation that the craters exhibit a quite
sharp boundary that is easily defined by means of a metallurgical
microscope with low magnifications. The very low reflectivity of
the central region can be attributed to the melting and successive
quenching of the material, so that the boundary itself seems to occur
where the radiation intensity is equal to the threshold value necessary
for local melting. The procedure adopted, however, does not rely
on any particular explanation for the existence of the boundary, but
only on the assumption that the boundary occurs at a fixed value of
radiation intensity. A second assumption was made that the pulse
intensity could be represented by a circularly symmetric Gaussian
distribution [139]:
IjW =^(0) exp <-r2/0e),
where J(r) is the intensity at a distance r from the center of the
crater and Oi^ T is the mean radius of the distribution. Since the
different pulses, distinguished by the index if differed only for the
uniform filtering action of the CuSOit solution, a is independent of i.
If the value of intensity at the crater boundary and the
radii of the boundaries are indicated respectively with I, and fl. then:
J = I. (0) exp (-/??/<J2>
ts T, 1,
Indicating with P. the spatially integrated intensity (i.e. the power),
00 00
P.. = / I.(r) 2Trr<fr = T.(0) / exp(-r2/a2) 2vrdr = J.(0) TO2;
" 0 i ' i - O * -
so that:
For each tEirget then, the series of craters produced by pulses of the
same geometrical characteristics and duration but of different power
were considered, and the square of their diameters were plotted versus
the logarithm of the power or, rather, of the energy of the pulses,
since the time and space variable have been separated. Incidentally, one may
observe that the same results can be obtained by postulating a fixed
energy density at the crater boundary rather than a fixed intensity I .
t
1
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The substantial linearity of the plots, of which Figure 3
is an example, seems to confirm the two assumptions presented above:
the slope of the diagram is an estimate of o2. The value of this estimate
0 = 0.27 mm; the accuracy of this value is estimated at ± 10%. The
maximum intensity at the center of the crater J(0) can be obtained by
dividing the value of the power P by the area TO2 « 2.39 x 10 ? on2.
The average intensity over the central area receiving 90% of the light
can be obtained by dividing P by TO2ln(l/(l - 0.90)) = TO2 * 2.3026
= 5.50 x io~3 cm2.
Within the accuracy claimed, the intensity distributions
derived for all the targets and for all pulse durations, employed in
the yield measurement, coincided.
A confirmation of the assumptions formulated above and of the
value O = 0.27 mm was obtained by calculating the "spot" size from the
value of the divergence of the laser beam. The far field pattern can
be represented by a Gaussian with 1/e-folding aperture of 5.00 milli-
radiants (± 12») . To obtain the spot size or, rather its 1/e-folding
diameter one multiplies the divergence by the focal length of the
focusing lens (100 mm): 1.00 x io~3 x 100 mm = 0.5 mm. This value
agrees, within the stated accuracy, with the 1/e-folding value of
J =» 0.27 mm obtained before.
It has not been possible to describe quantitatively the
regularity and symmetry of the intensity distribution; however the
circularity and symmetry of the craters, together with the linearity
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of Figure 3, indicate that the ruby rod selection process had been
very successful and that the Gaussian expression discussed above represents
the distribution in a very satisfactory way.
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II.4 YIELD DATA
The results of the yield mea&wxc^ant for the polycrystalline copper and
gold targets are reported in Tables I — VI (Figs. 11, 12). The column
headed "peak energy density" gives the value of the time-integrated
intensity at the center of the Gaussian distribution as described
in II.3.v. The column headed "specific energy" gives, in more convenient
units, the ratio between the first and the third column: the amount
of energy delivered to the surface of the target per atom or ion emitted.
A useful term of comparison for the yield figures is the surface
density of atoms in the crystal. This quantity has the value of
1.93 x 1015 atoms/layer-cmz for copper and 1.52 * 1015 atoms/laycr-cm2
for gold. If the value TO2 = 2.39 * Itf3 on2 is taken somewhat
arbitrarily as a characteristic area, then one layer of copper contains
4.6 * 1012 atoms, one layer of gold contains 3.6 x 10>2 atoms.
The depth of the craters can then be estimated to vary from a few
thousands to a few tens of layers. It is not possible to measure
crater depths directly, because of their shallow shape, however
microscopic observations of the larger craters do not contradict the
values estimated as indicated above.
As noted in Part I, these results are in very sharp contrast
with the ones reported by Ready but in substantial agreement, within
half an order of magnitude, with the model proposed by Afanasyev et al.
[93]. The values of "specific energy" in the range of a few hundred
eV/atom are also in agreement with the many measurements of kinetic
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energy of the plume and with the estimates that kinetic energy accounts
for 3/4th of the total energy of the particles emitted (see I.3.ii
and I.3.iii).
A word of comment is appropriate on the considerable increase
in the value of the specific energy at very low intensity levels.
Because of the capability of the vacuum system do""6 Torr), it has
not been possible to establish an atomically "clean" surface on the
targets. Even though the two materials selected, copper and gold,
have quite low oxidation rates, it was not possible to prevent the
formation of oxide; since the detection method is sensitive only to
the metal atoms, it is possible that the yield indicated is somewhat
lower than the total number of particles emitted: metal plus surface
contaminants. This spurious contribution is, however, quite small:
with the oxidation curves reported in Ref. [113] for copper, the amount
of oxide over the area of the crater can be estimated to be of the
order of 1012 molecules. Thus most of the increase in the values
of specific energy is real.
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II. 5 ANGULAR DISTRIBUTION
As mentioned in Part II, Chapters 1 and 2-ii, the measurement
of angular distribution was performed with a technique similar to the
one previously outlined for the yield measurements. The aluminum foil
collector was replaced by a 10 x 10 array of aluminum square tiles
(1 en ^  1 cm). Bach tile was placed, collecting-face down, in a glass
test tube, which was then positioned by an automatic Packard sample
changer in the well of a 3 in. * 3 in. crystal detector. The same
collector and counting arrangement is described in [99]. The well-type
detector was adopted to approach a 4n counting geometry, in order
to minimize errors due to minor differences in the positioning of
each tile and to differences in the distribution of the radioactive
source on the surface of each tile. It was found, by repetitive counting
of the same tile, repositioned each time, that the reproducibility
obtained was quite satisfactory.
However, absolute calibration of the procedure in terms of atoms
of radioactive material per tile was not possible. In fact, it was
found that counting rates differing as much as 22% were recorded for
the same 0.5-mm3 copoer fragment placed in different positions of the
bottom half-sphere of a 15 mm d'.ameter test tube that rested in the well
of the crystal detector. Apparently the well crystal was quite
insensitive (within 4%) to the small changes in the source geometry
relative to the positioning of the tiles, but too sensitive to the
position of a point source within a volume of approximately 1.5 cm3
at the bot-om of the well. The likely hypothesis was advanced that
58
the disappointing result should be attributed to a faulty crystal
detector, however, two detectors from the same manufacturer were tested
and yielded similar results..
The situation described, however, did not affect the measuiement,
since the interest was in determining the angular distribution rather
than the yield.
The target employed was a single crystal of copper of natural
isotopic composition (of the same size as those used in the yield
measurements) and was mounted in the same sliding holder. The crystal
was spark-cut, spark-planed, and finally chemically etched to size
in a solution of 50% HN03, 25% HjPOn, and 25% CHsCOOH. Laue diffraction
patterns were obtained from 11 locations on the surface of the mounted
target to guarantee the integrity of the crystal.
The sliding holder, described in II.2.ii, made it possible to fire
up to 16 laser shots on different locations of the surface of the
target and therefore to increase the radioactivity of the tiles and
to improve the sensitivity of the method.
Due to subsequent unavailability of part of the equipment, only
one run was possible. For this run the 16 laser pulses had an
average energy of 0.328 J with a relative standard deviation oi 2.44%
and an average FWHM of 19.5 nsec with a relative standard deviation
of 9.7%, The peak energy density, calculated with a method analogous
to the one described in II.5.v for the yield measurement, resulted
equal to 34.3 J/cm: (a different optical arrangement accounts for
a characteristic area approximately four times that of the the yield data).
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The typical plots, shown in Figures 4 and 5, were obtained from
the activity measurement of the aluminum tiles after a considerable
amount of numerical data reduction and smoothing, the most delicate
and significant part of which is an interpolating procedure. This
computer subroutine computes the yield angular density at any given
direction by determining the m tiles whose centers are closest to the
given direction and by averaging their yields weighted according to
the reciprocal of the angle between the given direction and the direction
of the center of the tiles as seen from the laser spot on the target
(the yield of each tile having been previously corrected for the proper
solid angle subtended by the tile itself). The value of n that insured
maximum stability of the interpolation was 5.
The angular distribution does not display any feature that can be
attributed to the crystalline-face-centered symmetry of the target.
The plots reported show the yield angular density for two typical azimuthal
angles: <t> = 45° and 6 = 90° (((> = 0° being parallel to the <100> axis
of the crystal), as a function of the polar angle. The curves
terminate at approximately 60° because of the limited size of the
collector.
A comprehensive view of the distribution is offered by Figure 6,
a plotting of isoyield or level curves. The parameter is a normalized
yield angular density, such that the total yield over a 2TT solid angle
be equal to 2n.
The asymmetry of the measured distribution, which is less dramatic
(as will be shown later) than the isoyield curves suggest to the imagina-
tion, can probably be attributed to the effect of irregular
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electromagnetic fields caused by the emitted particles themselves,
against which this measurement was screened less effectively than
during the measurement of the total yield. The counting statistic
varied from 1.4% for the centermost tiles to 40% to the most periferic
and accounted for the rough outline of the graphs, especially for the
outermost curves corresponding to very low radioactivity of the tiles.
To a minor degree the somewhat less than satisfactory counting statistic
can also account for the asymmetry.
In order to obtain an approximate analytical description of the
yield angular distribution, a least square optimizing procedure was
adopted. The following table is a summary of the significant features
of four of the most simple and most fitting expressions considered
to approximate the experimental distribution normalized to 2ir.
None of the expressions containing a dependence on the azimuthal
angle was found significant. Those reported below show that a Gaussian
is a much better description than a cosine, or Lambert, distribution,
as it also appears readily from the drop to practically zero at a
polar angle of approximately 45° (see Figures 4 and 5). Tne last
expression indicates that the portion of the distribution that could
be regarded as Lambertian is not greater than 30%.
The Gaussian expression in (3) was employed to determine the
correction for the opening in the collector used in the total yield
measurements. The correction may not be very accurate, because the
analytical expressions derive from a measurement at only one selection
of pulse energy and duration, but the value of the correction itself
(approximately 1%) is so small that the possible error is negligible.
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II.6 DEPTH OF DAMAGE
(l) y(e, 1.86 x cos(e)
Average deviation = - 12%, average absolute deviation = 31%
(2) y(6, <>) = 3.33 x (cos (e))2'90
Average deviation = 5.6%, average absolute deviation = 25.8%
(3) y(6, $) = 3.50 x exp -(e/(2 * 0.378))2
Average deviation = 2.48%, average absolute deviation = 23.32%
(4) y(6, <p) = 0.602 x cos(e) + 3.01 x exp -(6/(2 x 0.330))
Average deviation = 0.91%, average absolute deviation = 22.5%
The data presented in this section support the hypothesis that
the emission of material from a metal surface struck by laser radiation
cannot be regarded solely as evaporation caused by heating of the
surface.
Figures 7, 8, and 9 are representative of the general aspect of
a laser-produced crater. The target was a copper single crystal and
the laser pulse energy was of the order of 0.4 J and its duration was
19.5 nsec. The pictures are in substantial agreement with the findings
reported by Vogel and Backlund [15] of a central melting zone and
a surrounding zone of less tormented aspect. The magnifications used •
here, between SOX and 400X, are so much lower than the ones used in [15]
that it is not possible to identify the details of the microcraters
described and discussed in that reference.
The fine ripples exhibited by the zone ijimediately adjacent to the
undisturbed surface could be construed as evidence of a condition of
mechanical stress propagating through the crystal. The structure and
direction of the frozen droplets that cover the central zone contribute
to the surmise of rapid expansion of a liquid mass, possibly associated
with shocks in the unmolten regions of the target.
Rather surprisingly, considering the conditions of the crater
surface, the Laue diffraction obtained by directing the X-ray beam
to the crater and to the intact surface, several millimeters away
from the crater itself, produced indistinguishable patterns. The
diameter of the X-ray beam was substantially the same as the diameter
of the crater, so that large contributions from the undamaged surface
cannot be claimed for the good diffraction pattern. The explanation
seems to lie with the X-rays penetrating to a greater depth than the
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damage caused by the laser radiation. An order of magnitude estimate
of the X-ray's wavelength can be obtained from the easily identifiable
<311> spot of the diffraction pattern. With the usual crystallographic
notation and the symbols explained by Figure 10, one obtains:
+ 1')2, 1/2 0.472
<l>/2 = 25.2°
6 = 90° - <j>/2 = 65°
3.6 A 1.08 A
A2 + I2 + 32 /IT
where a is the lattice constant.
From the Bragg diffraction equation one then obtains:
X = 2£jsin(6) = 2 x 1.08 x sin(65°) = 2 A
From [104] (pp. 9-15) one can compute the absorption coefficient:
y = 17.22 x (A)2-66 = 110 cffl2/g
and, finally the relaxation length L
L = (vp)"1 = 10 3 cm = 10 microns
where o = S.95 g/cm3 is the density of copper.
The indication, rather qualitative, given the approximate nature
of the calculation, is that the damage is quite superficial as compared
with the dimensions of the droplets shown in Figure 9, in fact it
extends only a few microns underneath the rugged crater floor.
PART III. INTERPRETATIONS AND COMMENTS
11 I.I COMMENTS AND COMPARISONS
65
Ill.l.i Angular Yield Distribution, Hypothesis
In the first two sections of this chapter, brief comments will
be presented on the results of the measurement of angular distribution
and on the X-ray Laue patterns, described in II.5 and II.6. These
considerations are reported here in view of their contribution
to the development of the following chapters.
The forward bias, with respect to a cosine law, of the yield
angular distribution, is in substantial agreement with the findings
reported in [25] and attest to the importance of phenomena other than
evaporation. Two such mechanisms can be considered: (1) interaction
between the laser radiation and the emitted material, subsequent to
evaporation, and (2) the explosive character of the emission itself.
An explosion at the surface of the target or in the immediate
proximity could conceivably be generated by the stresses caused by
the density changes associated with rapid heating and melting of
material. (The pressure of the laser radiation for a typical 150 J/cm2,
10 nsec pulse is of the order of 5 x 106 dyn/cm2 = 5 atm, and its effect
is negligible.)
The interaction between the laser light and the vaporized
material would obviously be characterized by radiation absorption,
lonization, and heating of the plume. The dynamic study of this
process, which would take into account nonuniform plasma density and
absorption, and nonuniform heating, could conceivably explain the forward
bias in the yield distribution.
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The literature does not offer detailed analysis of either of
the two processes. The stress-strain behavior under laser irradiation
has been computed only for dielectric, transparent materials [13,
17] , and the expansion of a plasma-produced plume has been investigated
only in postulated spherical symmetry [22, 77, 82]. Since, however,
the plasma produced by laser radiation impinging on a plane target
does indeed absorb radiation in conditions of spherical asymmetry,
it appears legitimate at this time to attribute the forward bias to
this process and to neglect the possibility of an explosion-like emission.
This view is supported by the following facts:
(1) Evidence of strain in the material has never been found
in any of the experiments reported in the literature.
The cracks and fractures common in transparent materials
exposed to laser radiation [34, 37, 40] were never detected
in metallic or even simply nontransparent targets.
(2) Evidence of material emitted in other than gaseous state
has not been reported. Neither fragments nor droplets have
been detected in the emission.
(3) The computed temperature profile for the target heating
due to a typical giant pulse shows that the temperature
decreases monotonically toward the interior (except for a
very minor surge quite close to the surface). This feature
tends to prevent the formation of hot "pockets" of low density
and high pressure that could be a major source of explosive
behavior.
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With the view, outlined above, that the nonuniform plasma
absorption is responsible for the bias in the yield distribution, and
remembering the finding by Archbold et al. 173] that a temperature of
about 5000 — 6000°K is required for the plasma lonization and absorption
to "take off," it becomes extremely interesting to measure the yield
-distribution at quite low intensities of laser radiation: at intensities
so low that the gaseous emission would at all times be un-ionized and
transparent. As the calculation discussed in the following chapters
shows, the energy density of the pulse could be a few joules per centi-
meter and its duration one or two tens of nanoseconds.
According to the view held here, the yield distribution should
approach a cosine law more and more closely as the pulse intensity
decreases and should coincide with it for the indicative values given
above. It is regrettable that, as noted in II.5, unavailability of
equipment prevented this crucial test during the course of this investigation.
The limited results obtained were nevertheless reported in II.5
for the purpose of presenting the issue and providing parameters useful
in the applications of laser-surface interaction to vapor deposition.
III.l.ii Depth of Damage and Target Heating
As will become more evident and better justified in the following
chapters, this investigation is particularly concerned with the thermal
behavior of the target; therefore, it is opportune to examine briefly
the information on the depth of damage (II.6) in view of target temperature
profiles.
With reference to a plane monodimensional target (x >_ 0)
heated by a plane source at x = 0, consider the profile of the maximum
temperatures reached at any time as a function of x (depth into the
target as measured from the surface). For a first order approximate
evaluation we can establish, as reference values, a surface maximum
temperature equal to the thermodynamical critical temperature of the
material and a maximum depth of damage (loss of crystalline structure,
in the present context) as the depth to which the maximum temperature
is equal to the melting temperature.
The algebraic expressions of the calculations are not
reported here because of their straightforward and tedious nature*
and because the results quoted have been evaluated numerically in
the course of the calculations referred to in III.2. These results,
computed for a heat source with the time dependence discussed xn
II.3.iv and for a copper target with a thermodynamical critical temperature
of 8500°K, indicate a depth of 3.2 * lo""1* cm for the shortest pulse
(7.17 nsec) and 5.6 * 10~" cm for the longest (23.1 nsec).
These values, consistent with gradients of the order of 106 "K/cm
as calculated by Ready t70], seem in reasonable agreement with the
X-ray indication, presented in II.6, that the depth of permanent loss
of crystalline structure be substantially less than 10 x 10 cm.
*See [105) p. 78 and following.
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III.1.iii Yield Data Characteristics
This section and the rest of the chapter will be devoted to
comments on the yield data reported in II.4 and comparisons with some
of the studies referred to in Part I.
The adoption of pulse energy, rather than the more widely used
pulse power, as an independent variable requires justification. As
discussed in II.3.iv and II.3.v, carfc has been taken to determine
with good accuracy the time and space distribution of the energy contained
in the laser pulse, so that the important parameters of the distribution
can be derived readily from the value of the integral; still the energy
content is the only quantity measured directly and, therefore, the
quantity to which reference for comparisons can be made more safely.
An indication of the energy density at the center of the crater has
been provided, but the process of averaging to obtain a mean energy
density will be considered more carefully later. Since most of the
measurements reported in the literature did not explore the effect
of changing the pulse duration, it made little difference to use J/cm2
or W/cm2 as an independent variable; however, with the latter,
accurate comparisons between experiments are practically impossible
because they would involve the computation of an average of an average,
with little being known about either distribution. As will be shown
later, because of the essentially monodimensional character of the
laser-surface interaction it is possible, with some caution, to define
a mean energy density, but the evaluation of a mean intensity (i.e.:
mean power density), however obtained, appears useless and of rather
obscure meaning.
Furthermore, the energy rather than the power manifests itself
as the relevant parameter that determines the yield, as is particularly
evident in the case of the gold target.
In the case of the copper target, where a minor dependence
on the power of the pulse is in evidence, the use of the energy variable
shows clearly the significant fact that, at constant energy delivered
to the target, the yield decreases (over most of the range explored)
as the power increases.
Especially interesting information that can be derived from the data
is both values and trends exhibited by the specific yield, or rather its
reciprocal, the specific energy, expressed in eV/atom and equal to the
ratio between energy and yield.
The values, of the order of a few hundred eV, agree well with
the reported kinetic energies (see I.3.ii) between one and two hundred eV
(some of the energy delivered to the target is spent in ionizing the
emitted atoms and in heating the target itself).
These values will be discussed more precisely in the following
chapter, but now it is opportune to consider their trend. For any
duration of the laser pulse, the specific energy decreases with increasing
energy density, to a minimum and then increases steadily through the
range investigated. The explanation of this trend can be found readily
in terms of heating of the target surface. At low energy densities
the surface barely reaches the melting point, and very little material
can vaporize at such low temperatures; as the pulse energy increases
and the surface temperature rises the exponentially growing vapor
pressure causes much greater quantities of material to vaporize.
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However, when the "take off" temperature is approached the rapidly
increasing absorption of the plasma reduces the amount of light
reaching the target surface and causes the specific energy to rise.
Deposition and condensation of the vaporized material also affect
the trend of the specific energy in the same direction as the plasma
absorpLi^u <both effects increase with the temperature and the density
of the plasma) , but to a minor extent.
Ill.l.iv Pulse Energy Density
The existence of a minimum for the specific energy suggests a
natural comparison with the maximum observed by Gregg et al. [79]
in diagrams of specific impulse of the emitted plasma per joule of
laser pulse energy (see I.3.ii). Another necessary comparison should
be made with the model proposed by Afanasyev et al. [93]. However,
since both references, as well as most of the literature, employ averages
of energy and power densities as independent variables, it is necessary
to establish a valid scheme for comparisons.
As indicated in Part II, the energy density impinging on the
target will be represented by a Gaussian form:
I(r) = Jo exp(- rW). (3.1)
According to the assumption of a plane geometry model [12, 70, 93],
one can define a yield density y(I) as the quantity of material emitted
per unit area as a function only of the local energy density J. Leaving
the exact form temporarily undefined, one can write
yd) = yo (3.2)
where i/o &nd I* are dimensional constants.
The total yield 7, which will be primarily a function of Jo,
can then be computed by substituting 3.1 into 3.2:
Idol = /7 2Ttr y(l(rl)dr = y^o1 /*" f (1/1*1 j-, (3.3)
where the last expression is obtained by changing variables:
r = o(log(ro/I))1/2 .
Similarly one can compute the specific energy E:
(3.4)
edo) (3.5.a)
(3.5.b)
By using the previous expression:
the yield density y(II = yo f(1/1*1 can be derived immediately from
the experimental data:
(3.6)
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However this procedure is quite unsatisfactory because of the difficulty
of obtaining the derivative from a comparatively sparse set of experi-
mental points.
Better results can be achieved by specializing Equation 3.6
with an approximate expression. Ref. 70 (see I.3.iv), as well as
Figures 11 and 22, suggests a monomial form:
yd) = y0(I/I*) (3.7)
The exponent n has the value 1/2 in [70], but here it will be left
indeterminate.
The expression chosen has the property that:
//o d/I*} j- = (1/n) (I/I*)" = ~(l/n> ft (I/I*), (3.8)
so that:
(yoTO2/") do/I*)" « !/do). (3.9)
For the dependence chosen in Equation 3.7 the total yield *" corres-
ponding to a peak energy density Io differs only by a proportionality
constant from the yield density y do) computed from the plane geometry
model. One can now compute the specific energy:
c(Io) = ndo/yo) d*/Io) (3.10)
ana1 compare i£ with th'e corresponding value of £o (I), the specific
energy derived from the plane geometry model:
eo (I) -5757- (I/yi) (!•/!} (3.11)
It is now possible to define an average energy density I and an
average area of interaction A, as follows:
edo) = eo(I) (3.12)
and
?do) = A yd). (3.13)
By comparing Equations 3.10 to 3.11 and 3.7 to 3.9, one obtains:
I - It/a,
A =
(3.14)
(3.15)
where the coefficient has the form:
,(i/(n - 1)1 (3.16)
and the following selected values:
75 76
n
0.500
0.667
0.750
1.000
1.500
2.000
4.00
3.38
3.16
2.72
2.25
2.00'
The meaning of the average I is that the eV/atom computed from
a monodimensional model for the energy density J coincide with the
eV/atom obtained for a. Gaussian energy distribution of peak value Jo.
In a similar way the area A converts the yield density y (I) into the
total yield measured for Jo.
For the data presented in Part II it is apparent that the exponent
n has values comprised between 2/3 and 1 for most of the range investi-
gated, so that the coefficient c? can be taken as approximately equal
to 3. It is therefore legitimate to test the predictions of a mono-
dimensional model, provided the value of the energy density is approxi-
mately 1/3 of the experimental peak value.
It should necessarily be remembered that the treatment presented
in this section, though quite adequate, is only approximate, since the
experimental evidence proves that y (I) cannot be exactly represented
by a monomial form; furthermore the concept of & monodimensional model
is, itself, an approximation. For these reasons a closer determination
of the exponent n and a better evaluation of the coefficient a is not
warranted. Only the monomial approximation makes it possible to
relate Z to To by means of a coefficient, because y and Y have the
same algebraical form; any other expression for y(J) requires evaluation
of the integrals indicated in Equations 3.3 and 3.5.
III.l.v Comparison with Afanasyev's and with Gregg's Results
It is now possible to compare the present data with the model
proposed by Afanasyev et al. [70] and reviewed in I.3.iv. The equation
of more direct interest here is the one that relates the yield density
to the energy density and to the duration of the pulse in Case II (the
treatment for Case I obtains Co ^  5 — 10 eV and therefore appears
inadequate):
V = 0.28 ZrlAII/2AilA, (3.17)
where: y is the yield density in gem , I, as usual, is the energy
density, At is the pulse duration, and b is defined by the expression:
k = bp'/2p~3/2, (3.18)
which provides the reciprocal of the relaxation length for plasma
absorption; o and r> represent plasma density and pressure. All
quantities are expressed in cgs units.
The coefficient 6 can be estimated from the detailed expression
of >. [77]
 :
k =
irZ^n^e6 InA(v)
2 3/2
(3.19)
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T
A
Z
Boltzmann constant
temperature
ionic charge
K
n. - ionic number density
— e = 'ele'cUujiic charge
m - electronic mass
e
n = electronic number density
a = speed of light
V = laser frequency
y = electronic thermal velocity
ID " plasma pulsation
p . = minimum impact parameter.
mi,>t
For copper and for gold it results, respectively:
b = 3.47 x 1021 Z2 InA cmag~~2sec (3.20)
6.55 x 1019 Z2 InA (3.21)
The indicated factor Z InA depends on the instantaneous conditions of
the plasma and, therefore, its further specification is somewhat
arbitrary; however the exponent 1/4, which affects b in the yield
formula, reduces much of the indetermination. Here the frequent assumption
will be followed that the plasma is fully ionized and that Z2 InA is close
to unity.
Before computing some numerical examples, it is necessary to
verify the condition given by the authors for the validity of the model.
Such condition is expressed by the inequality:
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I > Xp0KI/2At1/2, (3.22)
where: I - energy density
X = latent heat of vaporization
po = density of the solid
< = thermal diffusivity
At = pulse duration
For both copper and gold the threshold value is of the order of 7 J/cm2,
corresponding to a peak energy density of the order of 25 — 30 J/cm
according to the procedure outlined in the previous section, where the
value of 1/2 was chosen for the exponent n.
The upper end of the range of the present data is sufficiently far
from the threshold to meet the conditions for the applicability of the
model, however its validity can be expected to improve at much higher
energy densities where the behavior of the plasma becomes the preponder-
ant feature of the interaction.
From Equation 3.17 one can obtain (with the notation used earlier
in this investigation):
y = 0.28 (HA/A) b l/*l (3.23)
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where: N, is the Avogadro number, and A is the atomic number. The
specific energy EO can also be evaluated:
Eo = 65.6 eV/atom for gold. (3.28)
EO = l/y = 3.57 (A/S.) blAJ1/2At~lA. (3.24)
As an indicative example, one can compute the specific energy for an
energy density peak value Jo = 60 J/cm2, pulse width fit = 7 nsec and
23 nsec. From the table in Ill.l.iv the scaling constant for n = 1/2
is a = 4, the average energy density is therefore J = Jo/4 or
J = 15 j/cm2. For copper one obtsins:
Eo = 3.57 (63.5/6.02 x 1023}(3.47 x 102')l/*(15 x 107)I/2(7 x lo"9),-l/o
76.5 eV/atom (3.25)
For gold:
Eo = 3.57 (197/6.02 x 1023)(6.55 x 1019)l/*{IS x 107)1/2(7 x lo"9) 1/*
=88.2 eV/atom (3.26)
The equivalent figures for the longer pulse can be obtained by dividing
the previous ones by (23/7)1/lf = 1.346.
Eo = 56.9 eV/atom for copper. (3.27)
The total yield ¥ can be computed by multiplying y, obtained from
Equation 3.23, by J = TO2c - 2.39 x io~3 x 4 = 9.56 x io~3 cm2.
Figures 11 and 12 show in logarithmic coordinates these results
as compared with the present data. Given the very simple structure of
Equation 3.23 the discrepancy is remarkably small, generally less than
one order of magnitude, and the effect of pulse duration is correctly
predicted with regard to the trend. The slope of the.curves is also not
far from the value of 0,5 predicted by the model: approximately 0.67 for
gold, 0.9 for copper.
Tho data also show that the effect due to pulse duration is quite
considerable for the copper target, but much smaller for the gold
target. The dependence on the 1/4 power of the model discussed here
underestimates the effect in the former case, and overestimates it in
the latter. It seems reasonable to attribute the difficulty to the fact
that Equation 3.23 does not make provision for the different rate of
expansion of the plasma due to the atomic weight of the substance.
In view of the essentially gas-dynamical derivation of Equation 3.17
the comment to the comparison just presented cannot but confirm the
determining importance of the behavior of the plasma plume in controlling
the interaction, specifically at the higher energy densities.
As mentioned earlier in this chapter, we shall briefly re-examine
the data reported by Gregg and Thomas [79]. Unfortunately, the materials
investigated (Be, Graphite, Al, Zn, Ag, W) do not include copper nor
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gold, furthermore the average energy density is not known accurately
because of the discussed difficulty of defining the area of interaction.
The comparison, therefore can only be rather qualitative. Gregg and
Thomas show diagrams of specific impulse, which we shall indicate
with j (dyn-sec/J) versus pulse intensity (w/cm2), which can be
translated immediately, if only approximately, into energy density by
multiplication by the pulse duration: 7.5 nsec. For the materials
mentioned above, except tungsten, the diagrams show broad maximums at
approximately 3.5 — 4.0 J/cm2; for tungsten the maximum is approximately
a factor 2 higher. Since the quantity j is related to the specific
energy 6:
uv/I yv/I U/E, (3.29)
where: V indicates an average velocity of the vaporized atoms and ions.
It is comforting to see a matching minimum in the values of £ reported
in Tables I and IV (specifically those for pulse durations close to the
one of Gregg and Thomas' experiment).
The comparison can.be carried further by noticing that for copper
the peak energy density in correspondence to the minimum value of e is
approximately 21 J/cm ; for gold it ie approximately 3.5 J/cm . Since
the experimental dependence of y on I is close to 0.8 — 0.9, as shown
in Figure 12, the proper value of the coefficient c is approximately
Z, as discussed in Ill.l.iv. We obtain therefore the values of
approximately 7 J/cm2 and 1.2 J/cm2 respectively for copper and for gold.
Within the accuracy of the argument presented here neither of these
values seems to contradict the 3.5 —4.0 J/cm found in [791. Indeed
the position of the maximum of j and the minimum of e should be shifted
with respect to each other, since the velocity V is not independent of
I; however, the effect is likely to be small according to the indication
of [93] that the plasma temperature T is proportional to I and to the
normal assumption that V is proportional to 1 , so that v <* I .
The reason that copper and gold obtain their minimum specific
energies at different values of the energy density should be searched
for again in the different speed of expansion of the plasma for the two
substances. The fact that a copper plasma expands more rapidly, and,
therefore, attains a smaller absorption than a gold one accounts for the
necessity of reaching higher pulse energies before the copper plasma
becomes effective in shielding the target and thereby increasing e.
The difference in ionization potentials of the two substances further
enhances the effect, and the broader minimum of the copper data, as
compared with the gold data, confirms the etiology presented.
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111.2 INTERPRETATION
III.2.1 Introduction
One of the most valuable characteristics of the yield data
presented in this dissertation is the range covered, which extends from
very low energy densities - typically 1 J/cm2 — barely sufficient to
raise the surface of the target above the melting temperature, to high
energy densities - typically 100 J/cm2 — sufficient to generate such a
conspicuous emission of material as to belong to the region controlled
by plasma absorption.
Through the review of Part I, as well as in the exposition of the
present experiments, evidence for both phenomena of the laser-surface
interaction — the heating and melting of the surface and the development
and influence of the "plume" — has been exposed, with reference to the
former, the following are specifically recalled here: the microscopic
observations of vogel and Backlund (151 (with open and semi-covered
target), the hardness determinations of Murphy and Ritter [32, 33], the
photographs referred to in II.6, and the argumentation in III.l.n.
The evidence for the development of a plasma cloud simultaneous with
the laser pulse specifically includes the measurements by Archbold
et al. [73] and Ehler and Weissler [59-62].
From the theoretical viewpoint, the masterful treatment by
Kidder [22] of the dynamics of the interaction between laser radiation
and plasma in the general case and the model proposed by Afanasyev [93]
leave little doubt that, at very high intensities, the controlling
phenomenon is plasma absorption and that the vaporiz.ng surface provides
just enough material to keep the optical density of the plasma close to
unity. As we have seen in the last chapter the implementation of this
model is not totally satisfactory, and some refinements should be added
to bring the prediction closer to the experimental data; but the sub-
stance of the model is undoubtedly correct.
It is necessary however to investigate the behavior of the target
surface in order to account for the low energy density data, where the
vaporized material at low density and temperature is essentially transpar-
ent to the laser radiation. The behavior of the gaseous phase cannot
however be completely neglected if the medium range data are considered.
In this respect the simplifying assumption [97] that the gas is fully
ionized cannot be regarded as valid, and the difficult problem of the
inception of the ionization has to be considered.
A model is presented in the following section that includes several
of the interacting phenomena discussed above in order to provide a
predictive tool as well as a means to understand the succession of
events and their relationships.
III.2.11 Model Proposed
The behavior of the target has been identified as essentially
thermal, neglecting entirely the study of its stress and strain pattern.
As noted elsehwere (1.4, III.l.i, III.l.n), there is little or no
evidence that the emission of material is much affected by the mechanical
behavior of the target, as has also been recognized in the literature
which unanimously neglects (III.l.i) the mechanical analysis. This is
not to suggest that the mechanical deformation of the target is
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negligible, which certainly is not [79], but to justify its omission
in this analysis, which is mainly directed to determine the amount of
material emitted or yield.
It is assumed, largely on the force of the arguments already presented
[12, 70] (I.3.i) that the light that is not reflected at the target sur-
face is instantaneously converted into thermal energy. Furthermore the
absorption density in the target has been assumed exponential, essentially
for lack of a better and sufficiently simple assumption, but with
justification, which will be given later (III.2.iv).
It is also assumed that such thermal energy be described accurately
by a first order diffusion equation. Material vaporizes from the sur-
face of the target at a rate determined by the local temperature: the
process is governed by Knudsen equation [106, 107] where the reflection
coefficient is regarded as negligible [108]. The vaporization or
ablation rate determines the regression speed of the target surface,
account of which is taken in the heat diffusion equation. Condensation
of vapor from the gaseous phase is also considered.
The lonization of the vaporized gas is determined by means of
Saha's equation [109] at low temperatures and low ionic charge; the
assumption of full lonization is resumed at high temperatures. lonizataon,
together with temperature and density of the plasma, determines the
absorption coefficient, which in turn permits the computation of the
amount of light reflected by the plasma, the amount that reaches the
target, and the amount that is absorbed by the plasma and contributes to
its further heating. A minor contribution to the heating of the plasma
comes from the light that reaches the target and is reflected back.
The behavior of the plasma, especially in the early stages of
development is extremely complex due to likely non-equilibrium conditions
and to spatial nonunifonnity: great simplifications have been introduced
since the objective of the calculation was not to determine plasma
characteristics but to obtain a realistic absorption coefficient that
could be applied to the radiation flux directed toward the solid target.
With regard to the treatment of the solid phase, a major question,
which has found only a very partial answer, can be posed with regard to
the applicability of concepts like thermal diffusivity to phenomena
involving temperature changes with rates of the order of 1010 "n/sec
and gradients of the order of 10s °K/cm. Even if the answer were
positive, the most justified doubts would arise about the applicability
to such rapid transients of the numerical values determined in steady
conditions, the only ones available. All these, at present, are moot
questions [108], notably in consideration of the lack of extensive
information even on the steady state high temperature properties. As
will be shown later, however, the results of the present application do
not suggest that the range of validity of the steady state values has
been dangerously exceeded.*
The complexity of the calculation and the desire to include certain
important dependencies (e.g.: the accurate laser pulse waveform rather
than the simpler but misleading square wave; the dependence of several
•Partial encouragement can be derived from the consideration that the
electronic conductivity largely predominates the phononic contribution
in metals. The electron-phonon collision mean free path associated with
the electronic conductivity is of the order of 100 A at room temperature,
but decreases rapidly with increasing temperature and at the high
temperatures of concern here it can be estimated at only a few angstroms
[1191.
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properties — reflection coefficient, heat of vaporization — on the
temperature) imposed the adoption «jf numerical analysis for the imple-
mentation of the model and the renunciation of the intuitive appeal of
a resulting expression in closed form. In this regard it seems very
difficult to improve upon the monomial form discussed in III.l.v.
The organization of the numerical procedure and some of the"
computing devices employed are given in III.3, while the details of the
model follow in the next sections.
III.2.iii Material Properties
The model presented has been tested extensively against the yield
data for copper, and the values of the properties given in this and the
following sections refer to copper.
Vapor pressure; the following expressions, fitting U. S. National
Bureau of Standards data, have been adopted from [114]:
log(p) = - (17,770/T) -0.86 logCF) + 15.415
for 298°K <. T <. 1357°K (mp)
log(p) = - (17,520/2") -1.21 log(T) + 16.335
for T > 1357°K
where: p is the vapor pressure in (dyn/cm2), and T the temperature in
degrees Kelvin.
[114] the latter expression is given for the range:
1357°K = mp <. T <. 2846°K = bp
e its validity has been extrapolated beyond the indicated temperature.
Critical temperature; no experimental determinations are available;
imates are possible however by means of the principle of corresponding
tes [120, 121). From [121], by assuming the critical compressibility
= 0.27, one obtains T = 5200°C. Work by Grosse [122, 123, 124] in
last decade, however, indicates that the principle of corresponding
tes, as applied to metals, shows a different behavior. By means of
diagram provided in [123], the critical temperature of copper
ults T 8500°K. This was the value selected for the present calcula-
n. The values of the entropy of evaporation, necessary for the
lication of the principle of corresponding states, have been obtained
m [118].
Density: the small variation of density between standard conditions
the liquid at the melting point has been approximated by a linear
ationship between the values of p (273°K) = 8.93 gem 3 and
.(1357°K) = 8.23 acuT3. Furthermore, the density at the criticalquid
nt was estimated by means of the equation of state for perfect gases.
critical pressure was computed from the expression for the vapor
ssure for T = T = 8500°K. The value obtained: p = 1 gcm~3 is not
disagreement with Grosse's hypothesis [122] that the density of a metal
the critical point is from 1/4 to 1/5 of the density at the normal
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boiling point. The temperature dependence, in the liquid region, as
suggested by the law of rectilinear diameters, is indicated graphically
in [122] and, in the present calculation, it has been simulated by the
following expression, which insures that:
liquid
p = 8.23 gem
mp
dp.liquid
= o
Specific heat; with reference to 1118), a linear dependence on the
temperature has been assumed up to the melting point, and a constant
value has been assigned to the liquid phase. To avoid the singularity,
especially annoying in numerical analysis, the heat of fusion has been
introduced in an indirect way, by altering the true values of the specific
heat at temperatures below the melting point, so that the linear dependence
mentioned above yielded the correct enthalpy for the liquid phase at the
melting temperature.
The procedure is justified by the fact that most of the relevant
processes develop when the surface temperature is above the melting point.
Heat of vaporization;
\(T) = 5.27 x 10" x | (Tg - T)/(To - 900) | erg/g
for T <. T
XCH = 0 for T > T
where: T is the thermodynamical critical temperature. The expression
for T <. T has been obtained by fitting the low and medium (up to
3000°K> data (118) with the requirements that:
With reference to the values of the vapor pressure, it may be noted that
the above expression is closely, but not exactly, consistent with
Clapeyron equation [114]:
a = 2.48 x io6 + 4.65 x 103 T{°K) erg/g-°K
for T <. 1357°K
c - 4.94 x io6 erg/g-°K
for 1 > 1357-K
Thermal conductivity: the following expressions were employed:
KIT) = 3.94 x ( 1 - 0.00018 x (T - 273.15)) for T £ 1300°K
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K(1300°K) + (T - 1300) x (X(1400°K) - K(1300°K))/100
for 1300°K < r < 1400°K
K(T) = ISO x (a/ (9
mp
for 1 1400°K
mp
where: #(T) = thermal conductivity in W/cm-°K
T = temperature in °K
L = Lorentz constant = 2.443 x lo""8 W-ohm/(°K)2
electrical conductivity at the melting point
= SO.OOOtohm-cm)"1
a = 0.575
b = 0.408
9 = reduced temperature - (T - T }/(ro~TK}
The low temperature expression is a least squares fi; of the experimental
data reported in [110]. The semi-empirical formulation of Grosse (124]
has been adopted for the liquid range: this expression, which agrees
with the experimental values of conductivity for liquid copper close to
the melting point reported in [117] , reaches a maximum of about
1.8 W/cm-°K at 2500°K and decreases to practically zero at the critical
temperature is introduced to avoid, in the numerical computation, the
discontinuity due to thf rhange of state at the melting point. An
indication that convective heat transfer in the liquid is not important
can be obtained by estimating the Raleigh number:
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Reflection coefficient: the values reported for room temperature
range from 83.1% [112] to 96% [110] at 7000 A, sufficiently close to the
e
ruby laser wavelength of 6943 A. The high temperature information is
quite scattered [110], but shows the intuitively expected decrease. In
order to express the temperature dependence of the reflection coefficient
in a useful mathematical form, the following seni-guantitative theoretical
treatment was employed. Considering the case of a plane sinusoidal
electromagnetic wave £ = SQ& , impinging on a plane metallic surface,
we can express [125] the current y and polarization P in the metal as:
_
-mi (3.30)
where: a = electrical conductivity
™ « electronic mass
— e = electronic charge
-V = electronic number density
Recalling tne expression for the complex index of refraction:
n + ik = (1 + 4irP/£)1/2 (3.31)
one obtains [125]:
n2 -k* = 1 -: (3.32)
93 94
(3.33)
where: T - mo/He2.
The solution of Equations 3.32 and 3.33 for n and k yields the values to
be substituted in the expression of the normal incidence reflectivity [125]:
P = (n - I)
2
 +
(n + I)2 +
(3.34)
The only unknown parameter is the electrical resistivity O. From [126],
however, we have the following estimate for the mean free path A in a
free-electron gas:
(3.37)
8
1p(T)a(T) S£+ S(x. t)
where: the independent variables t and x represent respectively time
and space, the latter measured from the surface into the target.
T = T(x, t) is the temperature, on the local values of which the material
properties depend. T = T (t) = T(0, t) is the temperature of the
8 8
surface, which controls the ablation rate and, in turn, the regression
rate of the surface V(T ). The boundary conditions at x « + °° are the
8
traditional [1381:
A = 50 x (3.35) 0 <. T(x, t) <. upper bound (3.38)
where: a is the lattice constant, T and T the temperature and the
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melting temperature, respectively. It is then possible to write a
relationship of the type:
A = o = (const)/? (3.36)
at I = 0 the following heat losses obtain:
x = 0
(1 - fl) x 5.67
POT
x (T u - 29311)
(3.39)
The value of the constant has been selected so that at room temperature
the reflectivity P had the value of 83% in agreement with the experimental
determination.
III.2.iv Details of the Calculation
In agreement with the excellent arguments already presented [12, 70]
(see I.3.i) on the validity of a monodimensional treatment, the following
equation has been employed to describe the temperature of the target:
where: R » E(T ) is the surface reflectivity. The first term on the8
right hand side represents radiation losses in (erg/cm2-sec), the second
heat losses due to evaporation.
The source term S(I, t) can be separated in the time factor given
in II.3.iv and a space factor 8(x):
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S(x, t) = So x U -fl) x A 1 + (t/T) s(x) (3.40)
where: R = R(t) and A = A (t) represent, respectively, surface reflecti-
vity and plasma absorption. The function e(x) indicates the depth to
which the laser radiation penetrates in the metal and is therefore re-
lated to the skin effect. Classical electromagnetic theory [130] predicts:
8(x) = exp( -1/6') (3.41)
where: 6' = 5/2. The electric field relaxation length 6 is known as
skin depth, and it has the classical expression [130]:
6 = (ircryv)-1/2 (3.42)
where: o = electrical conductivity
V = magnetic permitivity
v = radiation frequency
The validity of these expressions has been verified experimentally [131]
to a lower wavelength limit of approximately 100,000 A. It has, however,
been shown [127, 128, 129] that at optical frequencies, not only the
values, but the concept itself of skin depth are unacceptable, since
s (x) does not have exponential form. The actual expression of the electric
field in the metal is indeed extremely complicated. It cannot be given
in closed form and has to be computed case by case [129]. Fortunately,
however, the present calculation and in particular the values of the
surface temperature T , which controls the evaporation rate and,
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therefore, the yield, are quite insensitive to the value of 6' in
Equation 3.41 as it will be shown below. Therefore Kittel's suggestion
to define an anomalous skin depth has been followed (ref. 119, p. 231):
1/3
2ime2u) '
73 A (3.43)
where: a = speed of light in vacuum
m = electronic mass
— e = electronic charge
U = Fermi velocity
n = electronic number density
0) = radiation pulsation
and Equation 3.41 has been retained:
six) = exp( -x/36.5 A) (3.44)
The relative independence of the surface temperature 7 from the source
relaxation length can be shown directly from ref. 105, p. 80. The
solution T(x, t) to Equation 3.37 in which v(Tg) = 0 and the material
properties are constant is given for a source term of the form:
Ao exp( — ox). The solution is reported here for X = 0:
HO, t) = -M; (Kt)1/2 ierfc(0) - ^ = 1 - exp(a2Kt) erfc(a/rt ) (3.45)
AcA CtA t J
where: K = diffusivity
I - At/ AQQ dx = — = energy density to target
At - average pulse duration
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With the following indicative values, in cgs units:
I = 107
it - 4 x 10~"
K = 4 x 107
K - 1.15
t = 2 x 10~*
a = 10s,
one obtains a value of ^  103 for the first term on the right hand side
of Equation 3.45 and of ^  lo""6 for the second, the only one dependent
on cc.
The process that has been previously termed evaporation, is indeed
a balance between atoms leaving the surface at a rate controlled by the
surface temperature and atoms of the gas phase impinging on the surface
and condensing on it at a rate determined by the temperature and density
of tne gas phase itself. The regression velocity u is properly a
function not only of the surface temperature T but of the gas density
8
and temperature and as such has been computed. As stated earlier the
mass flow from the solid to the gas phase has been represented by means
of Knudsen equation [106, 107] with the sticking probability set equal
to unity [108]:
du
for T <
(3.46)
where: u = mass vaporized per unit area
p = p(T ) = vapor pressure
A = atomic weight
R = universal gas constant
T = surface temperature
o
T = thermodynamical critical temperature
The condition for T > T had the purpose of preventing the solid from
8 "
exceeding the critical temperature. In effect, in the numerical procedure
enough material was let vaporize as to keep 1 <_ T at all times.
Consistently with the derivation of Equation 3.46 the mass flow in the
opposite direction was also computed according to kinetic theory. Again
the reflection coefficient was assumed equal to unity, furthermore, the
contribution to the current due to the gradient of the concentration was
found negligible, so that the mass flow from the gas to the solid was
expressed as:
a ntv A
~3t = 4 ' W
where: 'j,, = mass condensed per unit area
tto « gas number density at the solid-gas interface
V = average thermal speed <
A = atomic weight
:< - Avogadro' s number
(3.47)
Since this calculation treats the plasma through the average
values of its parameters, «o had to be estimated from an assumed density
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distribution. A recently published study by Fader [132] on the detailed
behavior of flosma produced by giant pulses shows that a good approxima-
tion of the density distribution for most of the duration of the
phenomenon can be obtained with a linear relation:
n(x) (3.48)
Thus if n represents the average density: no = 2n. The average density
r. was computed by dividing the total number of atoms in the gas phase by
/ "•>__(*) dt, where u„_(*) is the instantaneous speed of expansion.Q BX GX
Such expansion of the emitted material was also considered
monodimensional (v (t) being antiparallel to the x direction of the
diffusion equation) and treated [22] as free expansion into a vacuum.
Thus [133]:
- 1)
1/2
(3.49)
It was therefore necessary to cover the inception of ionization, by
means of Saha's equation [109, 134]:
~
(3.50)
where the subscripts e, i,and a refer, respectively, to the number
densities of electrons, ions and neutral atoms: x = 7.72 eV is the
ionization potential. The absorption coefficient is also given by
[134]:
k = 6.36 x io~*7 (c2/27t) (2 + s)2 -^—TV
lit rP\ 1' 2
(3.51)
in cgs units for the free-free spectrum. The quantity (Z + s)2 has
been approximated by [134]:
(Z + s)2 = 42 x (7.72/13.6) (3.52)
where: \ = ar/av = 5/3 for monoatomic gas and TO is the stagnation
temperature.
Because of the range of laser energy densities that the calculation
was intended to cover, the frequent assumption [22, 77, 132] that the'
plasma is fully ionized throughout the process was not acceptable. At
low energy densities in fact the degree of ionization is quite negligible
as shown by Archbold [73] a "take-off" temperature of 5000 — 6000°K is
required before lonization causes appreciable absorption of radiation.
The line spectrum has been neglected since the two lines in the copper
o
spectrum closest to the laser wavelength are [112]: 5782.13 A and
8092.63 A, both in the first spectrum and far enough from the laser
o
6943 A as not to contribute appreciably to the absorption.
From Saha's equation the average ion charge Ze was obtained:
Ze (3.53)
101 102
Finally, this quantity was used to determine the stagnation temperature
and close a cycle of the iterative procedure:
E. = (3/2) (n + n. + n ) fcJTo + «-X
\f CL If fS D Lr
(3.54)
where the total plasma energy E. inciuues the thermal energy of the
vaporized atoms and the energy absorbed from the laser beam. The last
equation needed expresses the relationship between 2"o, the stagnation
temperature and T, the average temperature:
T = (5/6) T, (3.55)
This equation can be obtained by assuming, in agreement with the
results of [132], approximate linear dependencies for density and
velocity as functions of distance:
Then the average temperature T can be obtained as:
(Ln(x1 T(x) dx
r = -p
fntx) dx
0
= (22VD JL (1 -x/L) 1 - <x/L)2 \dc
(3.59)
When, at relatively high laser energy densities, the average
icnization, as computed from Saha's equation, became close to unity, the
plasma was considered fully ionized and its absorption coefficient was
computed according to the expression given by Dawson [77] and reported
in III.l.v. Kef. 77 also contains the justification for ignoring the
plasma radiation losses for densities of the order 10le — 1021 cm 3 and
temperatures below 100 eV, such as it is for the present case, and for
identifying a unique temperature for ions and electrons. Plasma reflec-
tion of radiation was accounted for by a transmission term of the form:
n(x) = nod - x/L) and u(x) = u (x/L) (3.56)
where: u = const » TO according to the expression given earlier
u(x) = const x (To — T(s)) according to the isenthalpic
expansion. From this last equation we can derive:
(3.57)T(x) = T, - u(x)/const .
Substitution of the linear expression for V(x) yields:
T(x) = To 1 - (x/L) (3.58)
4/1 - (Vp/V)2 jl + /I - (V / (3.60)
where: v » laser radiation frequency
V = plasma frequency = 8.9 x 103 n in cgs units.
P
II1.2.V Results
The results of the calculation are summarized and compared with the
experiment in Figure 13 where the specific energy £ in eV/atom is
plotted against the energy delivered to the target, both quantities
being represented in logarithmic scales.
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As noted in III.l.iv the abscissas are affected by some uncertainty.
A proper comparison would require integration of the yield density
obtained from the monodimensional model over the Gaussian distribution
of the energy density. In figure 13 the simpler and, in view of the
other approximations, adequate method of using a, scaling factor has been
adopted. As suggested in III.l.iv a value of 3 was selected for the
factor c.
It is quite apparent that the prediction of the actual values could
stand some improvement, however, because of the many assumptions
necessarily made on the properties of the material, quantitative
inaccuracy is of no great concern here. The relevant test is the
correct prediction of the trends of £ versus both the energy and the
pulse duration.
The model presented properly describes the minima resulting, as
discussed in III.l.in from competition between an increase in the
efficiency of the evaporation due to the vapor pressure, very rapidly
increasing with increasing surface temperatures, and a decrease in
efficiency due to plasma absorption of radiation and due to condensation
from the gas phase. This condensation also increases with the amount
of material vaporized and with its rate of vaporization.
Another feature of interest is the crossing over of the three curves:
at low energies shorter pulses have higher efficiency, but at high
energies the opposite is true. The qualitative — or intuitive — explana-
tion for this effect is that at high energy densities, the surface
reaches the "take-off" temperature very quickly under the action of a
short pulse, the vapor thus generated has a relatively high density, due
to the rapidity of evaporation and the little expansion possible in the
short time available before the end of the pulse; both mechanisms —
laser radiation absorption of most of the pulse energy and condensation
of the gas phase — are therefore quite effective in reducing the yield
and increasing the specific energy. Longer pulses, however, take more
time before the take-off temperature is reached and, therefore allow more
material to vaporize. The gas, moreover, is not as dense as in the case
of short pulses and therefore the negative contributions to the yield and
the positive ones to the specific energy are smaller.
At low energy densities the "take-off" temperature is never reached,
both density and temperature are relatively small, the yield is essentially
determined by the vapor pressure reached and here the short pulses have the
advantage of providing more power to the target which reaches higher
temperatures. Truly for short pulses the evaporation process lasts less
than for long pulses, but such a duration difference is not sufficient to
offset the approximately exponential increase of the vapor pressure with
temperature.
The third feature that will be discussed is the sharpening of the
minima as the duration of the pulses increases. This effect can be
considered as a topological necessity of the previously described cross
over of the three curves, but can also be interpreted. Because of the
phenomena outlined previously, the maximum temperature reached by the
surface at high energy densities can be regarded in a rough approxima-
tion as a constant, independent of the energy density — about 7000 degrees
— and the higher yield of the longer pulse can be attributed to the
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surface staying at high temperature for a longer time. Consider now a
"lower energy density, below the value for the "take-off". The longer
pulse, because of its lower power, would produce surface temperatures
far lower than the temperatures produced by the shorter pulse. It is then
possible to see how, for the same drop in energy density, the long pulse
will be associated wiui a larger drop in temperatures than the short pulse.
In other words the derivative of the surface temperature — i.e.: a
representative value of this time-varying quantity — with respect to energy
density is steeper for long pulses than for short ones. The function
linking temperature to yield is essentially the vapor pressure, its rapid
variation with temperature further enhances the effect due to the different
steepness of the derivatives mentioned above. The steepness of the
derivative can then be directly related to the sharpness of the minimum.
There are four important facts revealed by the present calculation
that deserve mentioning. As verified experimentally in several papers,
the material is emitted during the laser pulse, and the argument that
the high pressure developed at the surface effectively prevents evapora-
tion does not appear valid. The condition can be simulated with the
present calculation by setting the vapor pressure equal to zero:
emission would still occur, however, when the surface reaches the
critical temperature. The results show an excessively low yield,
especially for the lower energy densities, below the minimum of the
specific energy. Similarly the argument that the Knudsen equation, derived
for equilibrium conditions, may not apply to transients as fast as those
presently considered does not appear to constitute a serious objection.
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Secondly, the simplification, often encountered, of setting the
reflectivity of the target equal to zero, on the grounds that this is a
fair approximation at the high temperatures, does not appear tolerable
in the range of energies considered here. Again the values of specific
energies attained are much too low, as expected, however, the variation
is less conspicuous at high energy densities for which, as shown by
Afanasyev [931, the gas phase predominates. The possibility of reinsta-
ting the proper values of yield and specific energy by setting simulta-
eously equal to zero both the vapor pressure and the reflection
coefficient does not in reality obtain.
The third important feature is the condensation current or the
rate at which particles from the gas phase condense on the target surface.
It was found that this quantity is of comparable magnitude with the
evaporation current, larger at times, so that the net current was from
the gas to the solid. This circumstance may partially account for the
very deep crater sometimes reported [70]: if the crater is not shallow,
but exhibits a V-like shape the condensation process may be hindered
resulting in an even deeper crater that would be obtained if condensa-
tion were allowed. Given the energy of the condensing atoms, it is not
believed that sputtering occurs, but the shiny appearance of the crater
floor should probably be attributed to the condensed material.
The influence of the value of the thermodynamical critical tempera-
ture is not very significant, in fact the temperature of the surface
very seldom reaches the critical value, so that generally the effect of
a variation of the critical value can only be felt through the heat of
vaporization as indicated ir. III.2.iii. This last finding casts rather
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substantial doubts on the feasibility of using giant pulses in the
nanosecond range for the determination of the critical parameters.
III.3 NUMERICAL PROCEDURE
II.3.i Introduction
In this chapter some details of the numerical calculation will be
ascribed for a better illustration of the model presented.
A block scheme of the principal subprograms and of a few of the
inking variables is provided in Figure 14. The calculation proceeds
n iterative cycles at the end of any one of which the values of the
enables are computed for a time incremented of the interval DT with
aspect to the previous cycle. With reference to Figure 14 —where
" ectangles denote subprograms and circles indicate variables — subpro-
ram CALC comj^ t^ s the temperature profile TEMP — as a function of the
istance x from the surface — using the temperature profile at the end
f the previous cycle and the current power density, or intensity, P
rom the laser beam, as calculated by SOURCE. The surface temperature
s used by ABSOR to calculate the surface reflectivity P and is then
nput in EROVEL to obtain the regression rate VEL and the closely
elated incremental yield which is added to the accumulator YIELD: at
he end of the calculation the accumulator contains one of the main re-
ults, the yield. VSL is input in CALC for the next iteration for which
t provides the boundary conditions at the surface and the convective
erro of the diffusion equation. In the present iteration, however,
SL or rather the incremental yield is used by subprogram ?7AS'-1 together
ith the laser intensity P, the surface temperature, the reflection
oefficient R, and the time interval DT, to determine the character-
sties of the gaseous phase and in particular the attenuation
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coefficient ATN due to plasma absorption. Finally TEMP, surface
reflectivity K, laser intensity P, and absorption ATN are employed by
TIMER to determine the next time increment DT. The iteration then
repeats from CALC which uses the newly computed DT, the surface reflecti-
vity R, the plasma absorption ATN, and the regression rate VEL, as mentioned
earlier.
Subroutine TIMER performs the essential function of adjusting the
time increment to the current conditions so that a reasonable accuracy
can be maintained without wasting iterations. At the beginning and at
the end of the laser pulse, when P is small the rate of variation of the
various quantities is also small and large DT can be afforded, but near
the peak of the pulse very small time increments are necessary to pre-
vent dangerous jumps. Typically in the course of one computation DT
can vary as much as two or three orders of magnitude so that the expense
and even the impossibility of using a fixed time increment is apparent.
TIMER determines DT so that the variation of the surface temperature is
approximately kept, throughout the computation, at a constant set value,
provided with the input data at the start of the computation. The choice
of the surface temperature as the variable to be controlled is mostly
due to its sensitivity, larger than that of most other variables. TI^ fEF
has to operate quickly to be useful and therefore cannot make a lengthy
calculation, rather it employs a predictive-adaptive procedure that uses
the current values of the variables as well as the immediately past
experience. Illustration of its actual implementation however would
have to be too detailed to be of interest here.
III.B.ii Subprogram CALC
Subprogram CALC solves the diffusion equation presented in
III.2.iv by means of a finite difference method. The problem of
describing accurately the region close to the surface where the heat
source — with a relaxation length of the order of a few tens of
angstroms — is located and at the same time of reaching most of the depth
affected by the phenomenon, without, however, using several thousands of
mesh points, was resolved by adopting a variable space interval DX. The
nonuniform grid, constant throughout the calculation, was constructed as
follows. The first space interval DX\ from the surface inward, was set
in relation to the source relaxation depth 6':
DXi 0.0352 &'
The following DX's are in geometric progression:
0*2 Dlc
The selected value of a places 21 mesh points from the surface to the
depth 6 ' — which covers most of the heat source — and causes the space
interval to double every 20 mesh points. The geometric progression is
suggested very naturally by the shape of the temperature profile, which
resembles the half Gaussian of the Green's function.
With such a grid it is possible to have a fine mesh — with points
about 1 A apart — close to the surface, but also reach depth of the order
of several tens of microns with only a few hundred mesh points. In fact
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it has been possible to treat the boundary condition at infinity in a
very straic,'..tforward manner simply by extending the grid to regions
unaffected by the phenomenon. An adiabatic condition was imposed on the
end point ani throughout the computation it was verified that the end
point tecperarure did not change.
As knc%— the finite difference methcia applied to the parabolic
equation:
requires the stability condition:
The backward difference equation modified as suggested in [136]
and applied to Equation 3.37 gives:
T . .i-l
T
'i D*i Dxi+l
+ T'.i+l
por.jccr.) T. K'(T.)
if tf if if
K(T.) VT K(T.) "i+l 1-
If *•
K(Ti>
K(T.) DT
Tf
DX.
At <. jix2
between the tine and space interval. This restriction can, however, be
removed by using the so-called bacfajord difference equation [135, 136,
137]:
~ "t,n ^  "i+l.n+l * ui-l,n+i
where the second difference is computed at time n + 1 rather than at the
traditional r. Such a difference equation allows complete flexibility
in the choice of fa: and At and is therefore very suitable for variable
time intervals and nonuniform grid.
where: the index indicates the space mesh point, the prune indicates the
next time mesh point except in K' (7): this is the derivative of the
thermal conductivity.
A set of equations like the one above, written for each mesh point
constitute a typical band system which is susceptible of a very efficient
solution algorithm as indicated in [135], p. 14. The algorithm requires
two auxiliary vectors besides T. but the new values T'. are generated
Tr i,
in such a sequence that they can be written in the same memory location
asT..
III.3.111 Subprogram PLASM
A simplified block diagram of subprogram PLASM — to compute the
radiation absorption due to the ionized gas emitted from the target
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surface — is presented in Figure 15. The rectangles identify input
variables, the circles represent some of the relevant internal variables.
The temperature T and the stagnation temperature TO are shown together
because of the simple multiplicative relationship between them. ATN
is both an internal and output variable.
The stagnation temperature To determines the gas expansion velocity
SPD, the integral of which — accumulated in THK — represents the distance
from the surface of the plasma front, in the approximation outlined in
the previous chapter. From the incremental yield VEL and from THK the
new value of the density is computed! this value, together with the
temperature T and the average ionization ZAVE, is used to determine the
absorption coefficient K, which, multiplied by THK, yields the absorption
ATK.
The quantity ATS, before being output, is also used, together with
the current laser intensity P, the time interval OT, and the surface
reflectivity ff — which indicates the amount of radiation that traverses
the plasma twice — to determine the amount of energy ABSESX added to the
plasma, so that the new average temperature and the average ionization
can be computed. ATM is then output for the next cycle of subprograms
Tlim, EROVEL, and CALC.
The basic cycle of PLASM is essentially the same for lightly
ionized as for fully ionized gas, but the algorithms are different.
For a typical laser energy density of 30 J/cm2 and surface temperature
increments of SO°C, the computation, carried to a depth of Id""2 cm and to
1.5 x Iff sec after the peak of the laser pulse, requires between 300
and 400 time iterations. The availability of a variable time interval,
automatically regulated by TIMER, consents to extend the time limit of
the calculation without a large increase in the number of iterations.
Typical running times were 60 sec for CDC 6400 and 30 sec for CDC 6600.
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FIGURE 3. Relationship between the energy delivered
to the target and the square of the crater
radius.
FIGURE 4. Angular distribution of the emitted particles,
in dimensioniess units, normalized to an
integrated yield of ZTT, and shown as a function
of the polar angle, at an azimuthal angle = 45°.
Pulse peak energy density = 34.3 J/cm2, pulse
FWHM = 19.5 nsec (see II.5).
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FIGURE 5. Angular distribution of the emitted particles, in ,
dimensionless units, normalized to an integrated
yield of Zir, and shown as a function of the polar
angle, at an azimuthal angle = 90°. Pulse peak
energy density and duration as in Fig. 4 (see II.5).
FIGURE 6. Isoyield curves. The parameter indicates the yield
density, normalized to an integrated yield of 2-.
Pulse characteristics as in Fig. 4 (see II.5).
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FIGURE 7. Crater produced by a laser pulse of approxi-
mately 0.4 J and 19.5 FWHM impinging on a crystal of
copper. (Magnification SOX: 1 division = 20u).
FIGURE 8. Detail of the crater shown in Figure 7.
Magnification 100X- 1 division = 10u).
FIGURE 9. Detail of the edge of the crater shown
in Figure 7. (Magnification 400X: 1 division =• 2.5U).
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FIGURE 10. Approximate determination of the depth
of damage (see II.6).
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Yield from copper target, as a function of
peak energy density (II.4). The straight
lines represent ths monomial expression
proposed by Afanasyef et al. [93] and dis-
cussed in III.l.v, adjusted as described in
III.1.iv with a coefficient a = 3.
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FIGURE 12. Yield from gold target, as a function of peak
energy density (II.4). The straight lines
represent the monomial expression proposed by
Afanasyef et al. [93] and discussed in III.l.v,
adjusted as described in Ill.l.iv with a
coefficient a = 3.
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FIGURE 13. Specific energy as a function of peak energy
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shown and computed according to the model
described in III.2.
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