with the weight w k−1 (i) represents the prediction results for time step k, on the basis only of data available until time k-1. As a result, we could get the predicted reported measles cases of particles generated by importance sampling of the particles -that is, sampling those particles according to weight. Following this, all the I (i) rpk will make up a matrix. One dimension is the time steps (k ). The other dimension is the particles (i ).
To perform the classification analysis, we need to conduct two processes. In the first process, we define the threshold of a particle i at time step k above which to consider that particle as positing an outbreak (θ ik ). In this project, we suppose that the reported count threshold above which we consider there as being an outbreak is "mean plus 1.5 times the standard deviation of the empirical monthly reported cases". As given by equation (1) and (2), if for a particle i we have I (i) rpk ≥ θ ik , we label this data I (i) rpk as an "outbreak". Otherwise, it is considered not to be an outbreak. In the second process, we define a threshold of fraction (θ k ) of particles required to posit an outbreak at time k for us to consider there as being an outbreak at time k. The equations for classification are listed as follows:
Where µ E is the mean of empirical data, σ E is the standard deviation of the empirical data, and N s is the total number of particles.
We could get the predicted classification vector {z k } T f k=1 by conducting the particle filtering algorithm and applying equation (1) and (2) . We further denote {y lk } T f k=1 as the empirical vector of whether a measles outbreak indeed obtained at time k, y lk ∈ {0, 1}. The calculation method of y lk is similar to that of z ik :
