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Motivated by recent progress in the realization of artificial gauge fields and SU(N) Mott insu-
lators using alkaline-earth-like atoms in optical lattices, we develop an unbiased SU(N) real-space
dynamical mean-field theory (DMFT) approach to study the effect of spin-orbit coupling and onsite
Hubbard interaction U on SU(3) fermionic systems. We investigate the behavior of the local mag-
netization, double occupancies, and the triple occupancy versus the Hubbard interaction across the
metal to Mott insulator transition. We map out the magnetic phase diagram in the large-U limit
and show that the spin-orbit coupling can stabilize long-range orders such as ferromagnet, spiral,
and stripes with different orientations in SU(3) Mott insulators.
PACS numbers: 71.30.+h,71.10.Fd,37.10.Jk
I. INTRODUCTION
Since the experimental observation of Bose-Einstein
condensation1, ultracold atoms have attracted a lot of
attention as a flexible playground to mimic various mod-
els of condensed matter physics2 and beyond3. The
Haldane model is a fundamental model in the field of
topological insulators which describes the transition be-
tween topologically distinct phases in the absence of net
magnetic flux through the unit cell4. Thanks to the
lattice-shaking technique and Floquet theory, the Hal-
dane model which was initially considered difficult to re-
alize is implemented in optical lattices and its phase dia-
gram has been mapped out5. In the same spirit, although
technically differently, the time-reversal-invariant Hofs-
tadter Hamiltonian has been realized6–8, the Chern num-
ber of the lowest Hofstadter band has been determined9,
and the Berry curvature of the Bloch bands measured10.
Going beyond Abelian gauge fields11, non-Abelian gauge
fields for SU(2) systems can also be engineered in optical
lattices12–14 leading, for example, to the prediction of the
Hofstadter moth12.
The perfect decoupling of nuclear spin from electronic
angular momentum in alkaline-earth atoms provides a
unique possibility to study SU(N) Mott insulators in
optical lattices with N as large as 1015–17. Depend-
ing on the value of N and the lattice geometry, phases
such as multi-flavor magnetism18,19, valence-bond solid
states20–22, and quantum spin liquids20,21 are predicted
to emerge. While the strong spin-orbit coupling in SU(2)
Mott insulators leads to phases such as collinear, spiral,
and tetrahedral spin orders23–26, in high-spin systems the
phase diagram is expected to be richer not only in mag-
netic order but also with respect to topology. For in-
stance, a translationally constant gauge field in an SU(3)
system can lead to non-trivial topological bands, in con-
trast to the SU(2) case27. Proposals to realize effec-
tive SU(3) spin-orbit coupling in optical lattices already
exist28–30.
In this paper, we explore the SU(3) Hubbard model
on the triangular lattice at 1/3-filling subject to homoge-
neous non-Abelian gauge fields, using the real-space dy-
namical mean-field theory (DMFT) approximation31,32.
The method is applied to various 2-component mod-
els with spin-orbit coupling25,33,34. We have employed
the exact diagonalization (ED) approach as the impu-
rity solver. Although the SU(3) Hubbard model with-
out gauge fields has been investigated near 1/2-filling
with anisotropic interactions35–37 and at 1/3-filling in the
large-U limit18,19,38, there are no results available across
the metal to Mott insulator transition in the SU(3)-
symmetric version. First, we set the gauge field to zero
and show that the SU(3) Hubbard model on the triangu-
lar lattice at 1/3-filling shows a transition from a metallic
phase to Mott insulator with 3-sublattice magnetic order
at the Hubbard interaction Uc ≃ 10.7t. We study the
behavior of different local quantities such as the magne-
tization, double occupancies, and the triple occupancy
versus U . Next, we analyze the effect of gauge fields on
the emergence of exotic SU(3) magnetism in the Mott
regime. We find SU(3) Mott insulators with long-range
orders such as ferromagnetic, spiral, and stripes with dif-
ferent kinds of orientations.
II. TECHNICAL ASPECTS
The real-space DMFT (RDMFT) method was ini-
tially introduced to investigate film geometries, where
a large but finite number of layers are coupled39.
Since then, RDMFT has been applied to different
problems40 ranging from disordered systems31,34 to topo-
logical insulators25,33 and exotic magnetism41,42.
We adapt the RDMFT method in this section to ad-
dress SU(N) systems in the presence of flavor-mixing
hopping terms. A hopping term which flips the spin can
be induced as a result of spin-orbit coupling in solid state
systems or by creating artificial gauge-fields for ultracold
atoms in optical lattices30. Due to the recent progress in
realization of SU(N) systems and artificial gauge fields
in optical lattices, such a methodological development
seems in high demand.
Here we consider the version of RDMFT in which the
2self-energy Σ(iωn) is approximated to be spatially local
but it can be position dependent,
[Σ(iωn)]rα,r′α′ = δrr′ [Σ(iωn)]rα,rα′ , (1)
where r specifies a lattice position, α and α′ are internal
degrees of freedom, δrr′ is the Kronecker delta function,
and ωn stands for a Matsubara frequency. The notation
[M ]m,n is used to refer to the elements of the matrix M .
We notice that the self-energy matrix Σ(iωn) is block-
diagonal with the size of each block being N ×N for an
SU(N) system.
The self-consistency cycle starts with an initial guess
for the self-energy, from which the lattice Green function
G(iωn) can be computed using the lattice Dyson equa-
tion:
G(iωn) = [iωn1−H0 −Σ(iωn)]−1 , (2)
where H0 is the matrix representation of the model
Hamiltonian H in the 1-particle subspace {|rα〉}:
[H0]rα,r′α′ := 〈rα|H |r′α′〉 . (3)
Using Eq. (2) one finds the local Green function Gr(iωn)
which is an N ×N matrix given by
[Gr(iωn)]α,α′ := [G(iωn)]rα,rα′ , (4)
and subsequently the inverse dynamical Weiss field
G
(0)
r (iωn)
−1 is calculated from the local Dyson equation
G
(0)
r (iωn)
−1 = Gr(iωn)
−1 +Σr(iωn) (5)
with [Σr(iωn)]α,α′ := [Σ(iωn)]rα,rα′ . We consider the
SU(N) Anderson impurity model (AIM)
HAIMr =−Ψ†rµrΨr +
∑
α<α′
Urαα′nrαnrα′
+
lmax∑
l=1
εrl Φ
†
lΦl +
lmax∑
l=1
(
Φ†lV
r
l Ψr +H.c.
)
(6)
to describe the local physics at the lattice position r. The
chemical potential matrix µr is defined as [µr]α,α′ :=
−〈rα|H |rα〉δαα′ , and Urαα′ is the Hubbard interaction
between flavors α and α′ at the lattice site r. The SU(N)
field operators Ψr and Φl act at the lattice position r and
at the bath orbital l, respectively. They are column vec-
tors with the elements [Ψr]α = crα, [Φl]α = alα, where
crα and alα are the normal fermionic annihilation opera-
tors at the impurity site r and at the bath orbital l with
the flavor α. We have also defined nrα = c
†
rαcrα. The
real parameters εrl describe the bath onsite energies and
the N ×N matrices V rl with complex elements describe
the hopping from the impurity to the bath. They are de-
termined by fitting the dynamical Weiss field (5) to the
finite-orbital function
G˜
(0)
r (iωn)
−1 = iωn1+ µr −
lmax∑
l=1
V rl
†V rl
iωn − εrl
(7)
via a least-square minimization process. The AIM is
diagonalized exactly and the finite-orbital interacting
Green function G˜r(iωn) at the impurity site is obtained
using the Lehmann representation. The new self-energy
is calculated via
Σr(iωn) = G˜
(0)
r (iωn)
−1 − G˜r(iωn)−1, (8)
and is used for the next iteration.
The matrix inversion (2) and the AIM diagonalization
are the two main time-consuming parts of the RDMFT
and in both cases exploiting the symmetry reduces the
runtime significantly. Using the translational symmetry
of the phase under study we consider the nonequivalent
lattice sites closest to the lattice center as “representative
sites”, for which the corresponding columns of the lattice
Green function (2) are found and the AIM (6) is set up.
The representative sites are chosen to be close to the lat-
tice center in order to minimize the edge effects on the
bulk properties in the case of open boundary conditions.
We need to keep track of the self-energy Σr(iωn), the
inverse dynamical Weiss field G(0)r (iωn)
−1, and the local
interacting Green function Gr(iωn) solely at the repre-
sentative sites. Only for the construction of the inverse
lattice Green function in Eq. (2) one needs to temporar-
ily generate the self-energy over the full lattice. This full
exploitation of the translational symmetry allows us to
address translationally ordered and disordered systems
efficiently on an equal footing using RDMFT.
We notice that as far as the hopping terms in the
Hamiltonian H are of short range the matrix H0 can
be treated as an sparse matrix, and if in addition the
boundary conditions are open (one or all of them) it can
be realized as a block-tridiagonal matrix, which allow for
a fast inversion.
In contrast to the normal DMFT method the above
described approach is not biased towards any specific so-
lution in the case of spontaneous breaking of SU(N) sym-
metry, and, in principle, one can produce all the degener-
ate states. However, it is also possible to concentrate on
a solution with a diagonal dynamical Weiss field and con-
sider the hopping matrices V rl to be diagonal in order to
exploit the conservation of the total charge for each fla-
vor in the diagonalization of the AIM (6). An example
would be the Ne´el AF order with spins pointing in the
Sˆz-direction in the SU(2) Hubbard model on the square
lattice. However, one notices that there is not such a
solution in the SU(2) Hubbard model on the triangular
lattice where spins form a 120◦ spiral order.
Now we discuss the calculation of the total energy for
fermionic SU(N) systems using the RDMFT method.
While the contributions of the local terms to the en-
ergy can be easily found from the local impurity problem,
computing the non-local contributions coming from the
hopping term is a bit challenging. But it can also be
done in an straightforward manner. We consider a gen-
3eral hopping term given by
Ht =
∑
rr′
Ψ†rTrr′Ψr′ (9)
where the N × N hopping matrix Trr′ satisfies Trr′ =
T
†
r′r and we have supposed Trr′ = 0 for r = r
′. Using the
imaginary time Green function and its Fourier transform
one obtains
〈Ht〉= lim
ǫ→0+
1
β
∑
n
∑
rr′
∑
αα′
[Trr′ ]α,α′ e
+iωnǫ [G(iωn)]rα,r′α′
(10)
where β is the inverse temperature. Using the lattice
Dyson equation (2) the hopping matrix can be expressed
as
[Trr′ ]α,α′ = [∆r(iωn)]α,α′ δrr′ +
[
Gr(iωn)
−1]
α,α′
δrr′
− [G(iωn)−1
]
rα,r′α′
(11)
where we have used the local Dyson equation (5) to sub-
stitute the self-energy and we have defined the hybridiza-
tion function ∆r(iωn) = iωn1+µr −G(0)r (iωn)−1. Sub-
stituting the hopping matrix from Eq. (11) into Eq. (10)
we get
〈Ht〉= lim
ǫ→0+
1
β
∑
n
∑
r
e+iωnǫTr [∆r(iωn)Gr(iωn)] , (12)
which expresses the kinetic energy in terms of only local
functions. The value of ǫ in Eq. (12) can safely be set
to zero as the summand falls off as 1/ω2n for large ωn.
In practical calculations one requires to introduce a cut-
off for Matsubara frequencies. The total energy of the
system reads
E = 〈Ht〉+
∑
r
Tr
[
µrρ
T
r
]
+
1
2
∑
r
Tr [Urdr] (13)
where [ρr]α,α′ := 〈c†rαcrα′〉, [dr]α,α′ := 〈nrαnrα′〉, and
[Ur]α,α′ := U
r
αα′ = U
r
α′α with the assumption U
r
αα = 0.
In the following we apply the above formalism to the
SU(3) Hubbard model on the triangular lattice with and
without spin-orbit coupling and further applications of
the method will be discussed in future publications.
III. HAMILTONIAN
We consider the Hamiltonian
H=− t
∑
r
∑
δ
(
Ψ†r+δTδΨr +H.c.
)
+ U
∑
r
∑
α<α′
nrαnrα′
− µ
∑
r
Ψ†rΨr , (14)
where we have defined the SU(3) creation field operator
Ψ†r =
(
c†r,+1, c
†
r,0, c
†
r,−1
)
. The operators c†rα and crα rep-
resent the fermionic creation and annihilation operators
Figure 1. (color online). Schematic representation of the
SU(3) Hamiltonian (14) on the triangular lattice. The hop-
ping matrices in the directions xˆ, xˆ + yˆ, and yˆ are denoted
by blue, red, and green bonds. The interaction between dif-
ferent flavors occupying the same lattice site is described by
the isotropic Hubbard interaction U . The dashed lines are
guide-to-eye for a better realization of reflection symmetries
with respect to the horizontal and vertical axes.
at the position r with the flavor α = ±1, 0. We define
also the occupation operator nrα = c
†
rαcrα. The position
vector r runs over the triangular lattice and the nearest-
neighbor (NN) vector can have the values δ = xˆ, yˆ, xˆ+ yˆ
where xˆ and yˆ are the unit vectors according to the refer-
ence frame specified in Fig. 1 with the lattice constant set
to unity. The first term in Eq. (14) describes the NN hop-
ping in the three different directions on the triangular lat-
tice, see Fig. 1, the second term is the SU(3)-symmetric
Hubbard interaction, and the last term enables us to
reach the desired filling by adjusting the chemical po-
tential µ. The blue, red, and green bonds in Fig. 1 cor-
respond to the hopping in xˆ, xˆ+ yˆ, and yˆ directions, re-
spectively. The diagonal elements of the hopping matrix
Tδ depict flavor-conserving hoppings and its off-diagonal
elements depict flavor-mixing hoppings. The hopping
matrices in the three different directions are given by
Txˆ = e
+2πiγ(λ2−λ5+λ7)/
√
3, Tyˆ = e
+πiκ(λ3+
√
3λ8), and
Txˆ+yˆ = e
+πiκTxˆTyˆ where λ1 · · ·λ8 are the eight Gell-
Mann matrices and γ and κ are spin-orbit coupling con-
stants. With this choice of hopping matrices, the first
term in Eq. (14) at γ = κ = 1/3 can be mapped by the
gauge transformation (r = xxˆ+ yyˆ)
Ψ†r −→ Ψ†re+πiκy(λ3+
√
3λ8)U
x; U = −i


0 0 1
1 0 0
0 1 0

 ,
(15)
to three identical copies of the Hatsugai-Harper-
Hofstadter model described by Txˆ = 1, Txˆ+yˆ =
e+2πiφ(2x+1)1, and Tyˆ = e
+4πiφx
1 with the flux per tri-
angle φ = 1/643. Therefore, the Hamiltonian (14) at
γ = κ = 1/3 is equivalent to the SU(3) Hatsugai-Harper-
Hofstadter-Hubbard (HHHH) model, which at 1/3 filling
shows a C = −3 Chern insulator at weak interaction and
4a Mott insulator in the large-U limit.
Despite the interesting topological properties of the
Hamiltonian (14), in this work we concentrate mainly on
the exotic magnetic textures, which appear in the Mott
regime. We would like to mention the recent analyses
of the SU(2) Haldane-Hubbard model, which identify
not only interaction-induced Chern insulators at mod-
erate interactions44 but also interesting spin orders in
the Mott insulator phase26,45. The topological proper-
ties of the Hamiltonian (14) in the non-interacting limit
and at γ = κ = 1/3 have been analyzed on the square lat-
tice in Ref. 27, where the relation between N decoupled
copies of the Harper-Hofstadter model and an SU(N)
system with homogeneous non-Abelian gauge fields was
first proven.
The Hamiltonian (14) for γ = κ = 0 reduces to the
SU(3) symmetric Hubbard model which can be realized
in optical lattices using fermionic 6Li atoms at large mag-
netic field, where nuclear spin and electronic angular mo-
mentum get decoupled46,47. The spin-orbit coupling at
finite γ and κ can be realized by creating artificial gauge
fields in optical lattices using, for example, the so-called
tetrapod setup scheme28–30. In the following we treat
γ and κ as two continuous parameters and we believe
by changing the lattice wave vectors a wide parameter
regime can be accessed in experiment24.
Before ending this section, let us discuss the symme-
tries of the Hamiltonian. The Hamiltonian is invariant
under translational symmetry. There is no electron-hole
symmetry and hence the chemical potential has to be ad-
justed during the DMFT loop. We find that unless the
system is in a metallic phase or close to a critical point,
the chemical potential µ = U/2 leads to a density of one
fermion per lattice site. At the spin-orbit coupling κ = 0,
one has Tyˆ = 1 and Txˆ = Txˆ+yˆ, and hence the Hamilto-
nian is invariant under reflection with respect to the axis
(2xˆ+ yˆ), i.e., the horizontal dashed line in Fig. 1. In ad-
dition, the Hamiltonian is invariant under reflection with
respect to the yˆ axis, provided that we apply the trans-
formation γ −→ −γ which maps Txˆ −→ T †xˆ. This allows
one to limit 0 ≤ γ < 0.5 at κ = 0. The time-reversal
operator is Θ = e−iπJyK where Jy is the yˆ-component
of the spin operator and K is the complex conjugate op-
erator and we set ~ = 1. Under the time-reversal trans-
formation the SU(3) creation field operators transform
as
ΘΨ†rΘ
−1 =
(
c†r,−1,−c†r,0, c†r,+1
)
=: Ψ†r(1 − 2J2y )
=: Ψ†rΘK (16)
where Jy andΘ are the matrix representations of the op-
erators Jy and Θ. Since the Gell-Mann matrix λ5 is even
under time-reversal, i.e., Θλ5Θ
−1 = +λ5, the Hamilto-
nian (14) is not time-reversal-invariant for any finite γ
and κ.
IV. METAL-INSULATOR TRANSITION
The SU(3) Hubbard model at and near 1/2-filling
with anisotropic interactions has already been studied
in detail in Refs. 35–37 where Fermi-liquid, superfluid,
paired Mott insulator, and color-selective Mott insula-
tor phases are characterized. At 1/3-filling and in the
large-U limit, the fermionic SU(3) Hubbard model can
be effectively described by the SU(3) Heisenberg model,
which is shown to have 3-sublattice magnetic order on
both square and triangular lattices18,38. Thermal fluctu-
ations destabilize this 3-sublattice order into 2-sublattice
order and subsequently into a paramagnetic phase19,48.
Nevertheless, the interaction-driven transition between
the metal and the 3-sublattice order Mott insulator phase
at 1/3-filling has not been addressed yet. In this section,
we set the spin-orbit coupling γ = κ = 0 which reduces
the Hamiltonian (14) to the fermionic SU(3) Hubbard
model on the triangular lattice. We fix the inverse tem-
perature to βt = 20. The ED impurity solver is used
with 4 bath sites and the results are checked versus 5 bath
sites. We consider 30×30 lattices with periodic boundary
conditions. The results remain unchanged upon increas-
ing the system size to 51× 51.
We identify a phase transition from a metallic to a
Mott insulator phase at Uc ≃ 10.7t upon increasing the
Hubbard interaction. The Mott insulator phase is char-
acterized by the 3-sublattice order shown in Fig. 2a. The
system consists of horizontal stripes with a sequence of,
e.g., A, B, and C stripes. We call this phase horizontal-
stripe phase to be distinguished from more elaborate lat-
tice patterns that we find in the next section. To re-
veal the pseudospin order we calculate the 8-dimensional
pseudospin vector
Sr :=
1
2
〈Ψ†rλΨr〉 (17)
where λ := (λ1,λ2, · · · ,λ8) is a vector made of Gell-
Mann matrices. The angle between pseudospin vectors
is computed using the scalar product. The Mott insulator
phase shows an in-plane 120◦ pseudospin order sketched
in Fig. 2b. This is similar to the spiral long-range order
in the SU(2) Hubbard model on the triangular lattice.
Due to the spontaneous breaking of the SU(3) symme-
try, the plane in which the pseudospin vectors lie is not
unique. With our unbiased real-space DMFT method we
have been able to generate different of these degenerate
states. The trivial solution is the one where 〈c†rαcrβ〉 = 0
for any α 6= β and consequently the pseudospin vectors
lie in the Sˆ3−Sˆ8 plane, where Sˆi stands for the unit vec-
tor in the ith direction in the pseudospin space. In this
state, at each sublattice one of the flavors has the dom-
inant density and the densities of the other two flavors
are equal. Similar spiral orders for frustrated classical
spin systems are recently created and detected in optical
lattices49.
There are three different double occupancies D1, D2,
and D3 corresponding to different α and β in 〈nrαnrβ〉.
5Figure 2. (color online). The 3-sublattice order (a) and the in-
plane 120◦ pseudospin order (b) specifying the Mott insulator
phase of the SU(3) Hubbard model on the triangular lattice.
(c) the three different double occupanciesD1, D2, and D3, the
triple occupancy T , and the local magnetizationM versus the
Hubbard interaction U in the SU(3) Hubbard model.
In Fig. 2c, we have plotted the double occupancies, the
triple occupancy T := 〈nr,+1nr,0nr,−1〉 as well as the lo-
cal magnetization M := |Sr| versus the Hubbard inter-
action U . The three double occupancies are equal in the
metallic phase and decrease upon increasing U up to the
transition point Uc. In the Mott phase, two of the dou-
ble occupancies are equal and larger than the third one.
Right above Uc, two of the double occupancies increase
and the third one decreases sharply. At large values of
U , the larger double occupancies decrease as power-law
and the third one is negligible. The triple occupancy de-
creases exponentially versus U and in the entire metallic
phase can be fitted almost perfectly with the function
〈nrα〉3e−0.3U/t. The local magnetization M , similar to
the double occupancies, changes sharply across the tran-
sition point and in the large-U limit approaches the fully
polarized value 1/
√
3 ≃ 0.58. We believe the data sup-
port a second order or very weakly first order transition.
V. SPIN-ORBIT-COUPLED MOTT
INSULATORS
We fix the Hubbard interaction to U = 15t and explore
the effect of the spin-orbit coupling on the 3-sublattice
magnetic order with horizontal stripes discussed in the
previous section. The inverse temperature is fixed to
βt = 20. We have considered the ED impurity solver
with 3 bath sites and checked the results versus 4 bath
sites. We have mainly considered 30 × 30 lattices, peri-
odic boundary conditions, and unit cells as large as 6×3.
But we have checked for some selected points that the re-
sults remain unchanged upon increasing the system size
to 48 × 48 and increasing the unit cell to 12 × 6. This
allows us to find commensurate magnetic orders with rel-
atively large periodicity.
In contrast to the SU(2) systems where spins are
3-dimensional objects, the 8-dimensional nature of the
pseudospin vectors in the SU(3) systems make it diffi-
cult to identify and name the pseudospin order. We have
mostly concentrated on the stabilization of different lat-
tice patterns induced by the spin-orbit coupling. The
pseudospin order is discussed only in some cases. For
any values of γ and κ, we always find that the norm of
the pseudospin vector is the same on every lattice site.
We first set κ = 0 and study the effect of γ. In
Fig. 3, we have plotted the ground state energy per
lattice site ǫ shifted by U/2 versus γ, panel (a), as
well as the schematic representation of different lat-
tice patterns which appear, panels (b)-(d). We al-
ways find the pseudospin vector in the five dimensional
Sˆ1 − Sˆ3 − Sˆ4 − Sˆ6 − Sˆ8 space, i.e., 〈S2〉 = 〈S5〉 = 〈S7〉 =
0. However, we do not exclude the possibility that there
might be other degenerate solutions as the SU(3) symme-
try is not fully broken by γ 6= 0. Moreover, we find that
the pseudospin vectors in the yˆ direction always form an
in-plane 120◦ order as depicted in Fig. 2b.
We discuss the simpler phases in Fig. 3a first. One
can see from Fig. 3a that the ground state energy of the
phase with horizontal stripes increases upon increasing γ.
This phase is stable up to γ ≃ 1/12 where a first order
transition takes place. For 1/4 . γ . 5/12, the system
has a ferromagnetic order along the xˆ direction and an
in-plane 120◦ spiral order along the yˆ direction. This
phase is schematically displayed in Fig. 3b. The lattice
comprises diagonal stripes with a sequence of a 3-color
cycle. Due to the spontaneous breaking of the horizontal
reflection symmetry, this state is degenerate with the one
in which diagonal stripes are oriented along xˆ+ yˆ direc-
tion. We have explicitly checked this degeneracy. As the
hopping matrices at γ = 1/3 and κ = 0 simplify to
Txˆ = Txˆ+yˆ =


0 1 0
0 0 1
1 0 0

 , Tyˆ = 1ˆ , (18)
a diagonal-stripe phase in the vicinity of γ = 1/3 is what
one would expect from a second order perturbation the-
ory in the large-U limit50. The SU(2) counterpart of such
a phase would have the ferromagnetic and the antiferro-
magnetic orders along xˆ and yˆ directions and is found,
for example, as a result of a Rashba-like spin-orbit cou-
pling in both bosonic24 and fermionic systems25,41. This
is usually called collinear or nematic order.
For 5/12 . γ . 1/2, we identify a phase with 6-
sublattice order shown schematically in Fig. 3c. In con-
trast to the 3-sublattice order sketched in Fig. 2a, this is
6(e) cone order
Figure 3. (color online). (a) Ground state energy per lattice site ǫ shifted by U/2 versus the spin-orbit coupling γ at κ = 0
and U = 15t. Schematic representation of diagonal stripes (b), nested horizontal stripes (c), and 18-sublattice order (d). (e)
schematic sketch of the 3-site cone order.
a phase with the length of the unit cell along xˆ direction
doubled. One can understand this phase as two pene-
trating rectangular lattices specified by black dotted lines
and by orange dashed lines in Fig. 3c. On each rectan-
gular lattice there is a ferromagnetic order along the hor-
izontal direction and an in-plane 120◦ spiral order along
the vertical direction, i.e., the pseudospin vectors at the
sites A, B, and C obey the relation SA + SB + SC = 0
and likewise for the pseudospin vectors at the sites D,
E, and F . One notices that the norm of the pseudospin
vector is the same on every lattice site. Each rectangular
lattice represents horizontal stripes with a sequence of a
3-color cycle. Although the states over the two rectangu-
lar lattices are obviously coupled, we have not been able
to find a specific relation between the pseudospin order
at the sites A, B, and C and the pseudospin order at
the sites D, E, and F . One can interpret this state also
over the full triangular lattice as consisted of horizontal
stripes with a succession of a 6-color cycle. We refer to
this state as nested horizontal stripes.
We proceed with the state which appears for 1/12 .
γ . 1/4 in Fig. 3a. The symmetry in this phase is
quite reduced and the system shows an 18-sublattice or-
der. This phase is schematically shown in Fig. 3d with a
6-site periodicity along xˆ and a 3-site periodicity along yˆ
direction. To have a simpler understanding of this state,
we have interpreted the triangular lattice again as two
penetrating rectangular lattices specified by black dot-
ted lines and orange dashed lines in Fig. 3d. The letters
A, B, and C and the letters D, E, and F distinguish the
sites of the two rectangular lattices. On each rectangular
lattice, one has a 3-site cone order along the horizontal
direction shown in Fig. 3e, where X stands for any of the
letters from A to F . The SU(3) cone order is character-
ized by equal angles between any pair of the pseudospin
vectors, but the pseudospin vectors are not coplanar like
the spiral order in Fig. 2b. The state remains invari-
ant under translation along 2xˆ + yˆ direction provided
that one applies the following two independent transfor-
mations in the pseudospin space: (I) a clockwise 120◦
rotation in Sˆ3 − Sˆ8 space and (II) the cyclic permuta-
tion Sˆ1 → Sˆ4 → Sˆ6 → Sˆ1. The state with the opposite
chirality appears in the area −1/4 . γ . −1/12 due to
the vertical reflection symmetry. We have checked this
fact explicitly. Similar to all the previous phases that we
discussed, the system shows an in-plane 120◦ spiral order
in the yˆ direction.
We notice the coexistence regions near the transition
points in Fig. 3a, which indicates the requirement for the
calculation of the ground state energy in order to deter-
mine the precise positions of the transition points. The
transition points occurring at the nice fractional num-
bers γ ≃ 1/12, 1/4, and 5/12 is reminiscent of the classi-
cal analysis of spin models. This is plausible because in
the large-U limit the local fluctuations are frozen and
our unbiased real-space DMFT becomes equivalent to
the classical approximation. The minima of the energy
in Fig. 3a occurring at γ ≃ 0, 1/6, 1/3, and 1/2 are
interestingly very close, which illustrates how different
long-range orders become favorable in different spin-orbit
coupling regimes.
We turn now to the case of finite κ. The Hamiltonian
is invariant under the transformation κ → κ+ 2. In ad-
dition, we find that the phase diagram is symmetric with
respect to κ = 0. Hence, we restrict 0 ≤ κ ≤ 1. Upon
introducing a finite value of κ, all the 8 components of
the pseudospin vector become finite, making the recog-
nition and the discussion of the pseudospin order more
complicated. In the following we focus only on ordering
patterns in real space.
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-oriented(c)
Figure 4. (color online). Schematic phase diagram of the
Hamiltonian (14) versus κ at γ = 1/2 (a) and γ = 1/6 (b) for
the Hubbard interaction U = 15t. Schematic representation
of diagonal stripes (c) and nested diagonal stripes (d) with
xˆ+ yˆ orientation.
We consider the values γ = 0, 1/6, 1/3, and 1/2 and
study the effect of κ on the different lattice patterns that
we discussed. We find that the horizontal-stripe pat-
tern in Fig. 2a as well as the diagonal-stripe pattern in
Fig. 3b remain stable upon introducing the spin-orbit
coupling κ. The phase diagram versus κ at γ = 1/2
is presented in Fig. 4a. At γ = 1/2, an intermediate
ferromagnetic phase appears for 0.62 . κ . 0.80. Below
and above this region we find the nested horizontal-stripe
pattern sketched in Fig. 3c. The phase digram versus κ
at γ = 1/6 is plotted in Fig. 4b. In addition to the
18-sublattice order, see Fig. 3d, near κ = 0 and κ = 1,
we detect a diagonal-stripe order and a nested diagonal-
stripe order. In both phases, stripes are oriented in the
xˆ+ yˆ direction and they are depicted in Figs. 4c and 4d.
In the nested diagonal-stripe state, the triangular lattice
is seen as two penetrating rectangular lattices, each one
forming a (xˆ + yˆ)-oriented diagonal-stripe order. The
phase diagram in Fig. 4b is approximately symmetric
with respect to κ = 1/2, but this does not apply to phys-
ical quantities such as, for example, the ground state en-
ergy. Upon increasing κ from 0 to 1/2 at γ = 1/6 the
symmetry of the lattice is restored; first from the 18-
sublattice order to the 6-sublattice order with nested di-
agonal stripes and subsequently to the 3-sublattice order
with diagonal stripes.
VI. SUMMARY AND OUTLOOK
In recent years, there has been a noticeable devel-
opment on realization of artificial gauge fields in op-
tical lattices, which led to the implementation of the
fundamental models such as the Haldane5 and Hofs-
tadter Hamiltonians7–9. Beside experimental achiev-
ments, there has been a number of experimental propos-
als and theoretical predictions especially for non-Abelian
gauge fields and effective spin-orbit coupling in SU(2)
and SU(3) systems30. While the spin-orbit coupling in
non-interacting systems is essential to realize topological
bands51, in strongly interacting regimes it can stabilize
Mott insulators with exotic long-range orders23–26,41.
In this work, we have investigated the fermionic SU(3)
Hubbard model in the presence of spin-orbit coupling on
the triangular lattice. The SU(3) Hubbard model shows
a transition from a metallic phase to a Mott insulator52,
which we have studied in details. The Mott phase has
in-plane 120◦ spiral pseudospin order. The spin-orbit
coupling drives this 3-sublattice Mott insulator to Mott
states with various types of lattice patterns such as hor-
izontal stripes and diagonal stripes with different orien-
tations. In addition, we find more complex lattice or-
ders which we have interpreted as two nested rectangular
lattices with horizontal and diagonal stripes each. Due
to the complex 8-dimensional nature of the pseudospin
vector, the pseudospin order is discussed only in some
cases where ferromagnetic, spiral, and cone orders are
recognized. While this work is mainly devoted to the
spin-orbit-coupled Mott insulators, we have shown that
the Hamiltonian considered here has interesting topo-
logical features through the connection with the SU(3)
Hatsugai-Harper-Hofstadter-Hubbard model. The real-
space DMFT method equipped with the continuous-time
quantum-Monte-Carlo impurity solver enables us to ad-
dress edge states of interacting topological phases on
cylindrical geometries. An alternative approach to dis-
cuss topological phase transitions would be the calcula-
tion of the Chern number, which is already formulated for
SU(3) systems in the non-interacting case27. This could
be extended to interacting phases using, for example, the
effective topological Hamiltonian approach53. However,
fractional topological insulators still remain out of reach
for (real-space) DMFT calculations based on a local self-
energy.
Having implemented a real-space DMFT which can
work for SU(N) systems with arbitrary N , it would not
be difficult to generalize it to the case of cluster real-
space DMFT. Strictly speaking, one requires in the An-
derson impurity model (6) to consider a chemical poten-
tial matrix µr with finite off-diagonal elements and to
make the bath onsite energies εrl flavor-dependent. The
main computational restriction would be the diagonaliza-
tion of the Anderson impurity model. One would need to
focus on zero temperature properties and use the Lanc-
zos algorithm to reach a larger number of bath sites.
By taking into account non-local quantum fluctuations
8this cluster real-space DMFT would allow us to identify
phases such as quantum spin liquids20, valence-bond solid
states with different dimerization patterns16,21, and ori-
entational bond states with and without magnetic long-
range order54.
While our system describes the single-orbital Hubbard
model characterized by a single Hubbard U , two-orbital
SU(N) Mott insulators involving intra-orbital Hubbard
term and inter-orbital direct and exchange interactions
can also be realized in optical lattices17. It is left for fu-
ture research to explore the topological properties of the
model at finite spin-orbit coupling and different interac-
tion strengths, to consider multi-orbital SU(N) systems,
and to study the effect of non-local quantum fluctuations
by going beyond a local self-energy.
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