This paper presents a new construction of error correcting codes which achieves optimal recovery of a streaming source over a packet erasure channel. The channel model considered is the sliding window erasure model, with burst and arbitrary losses, introduced by Badr et al. . Recently, two independents works by Fong et al. and Krishnan and Kumar have identified optimal streaming codes within this framework. In this paper, we introduce streaming codes when the rate of the code is at least 1/2. Our proposed construction is explicit and systematic, uses off-the-shelf maximum distance separable (MDS) codes and maximum rank distance (MRD) Gabidulin block codes as constituent codes and achieves the optimal error correction. It presents a natural generalization to the construction of Martinian and Sundberg which tolerates an arbitrary number of sparse erasures. The field size requirement which depends on the constituent MDS and MRD codes is also analyzed.
I. INTRODUCTION
With the development of many interactive multimedia applications such as high-quality video conferencing and virtual reality (VR), the need for reliable transmission with strict latency constraints is a major consideration. The International Telecommunication Union recommends the end-to-end latency for such interactive applications to be less than 150 ms [1] , [2] . Packet loss at the physical layer often occurs in streaming application caused by the unsteady nature of the physical link e.g. wireless or caused by packet drops at transmission points in the network such as routers or switches due to high traffic. Since losses at the physical layer are inevitable, to prevent these two main error control schemes are currently implemented: Automatic Repeat Request (ARQ) and Forward Error Correction (FEC). ARQ schemes present limitations for the low-latency interactive application in the case of longdistance communication given that each retransmission of a lost packet requires an additional round-trip delay The solution studied in this paper relies on FEC schemes which prevent the need for retransmission of dropped packets.
Motivated by these considerations, the streaming setup studied in this paper was introduced by Martinian and Sunderberg in [3] . However this work only considered the case when the packet losses occurred in bursts, separated by sufficiently long guard intervals. The sliding-window burst erasure model, considered in this paper, was proposed by Badr et al. in [4] along with upper and lower bounds on the capacity of the channel. The exact capacity in this setup was determined in independent works by Fong et al. [5] and Krishnan and Kumar [6] .
This paper presents a new class of optimal rate convolutional codes when the rate of the code is at-least R ≥ 1/2. Our construction uses off-the-shelf MDS and MRD block codes as constituent codes. It uses a systematic generator matrix. It generalizes in a natural way the construction of Martinian and Sundberg [3] which was limited to correcting burst erasures. The structure of the generator matrix is fully described for any set of parameters when R ≥ 1 2 and the field size requirement of the construction is also discussed.
The rest of the paper is organized as follows. In Section II, we define the channel model and formulate the problem. In Section III, we state the preliminaries required to present the proof. We remind some properties of MDS, MRD and Gabidulin codes and the standard argument of interleaving a block code into a convolutional code. In Section IV, we present the structure of the generator matrix used in the diagonal interleaving technique and the main results. In Section V, we discuss the field size requirements of the construction and we compare our construction to the others currently available in the literature.
II. PROBLEM STATEMENT A. Notations
The finite field of size q is denoted by F q . The extension field is denoted by F q m . The set of all row vectors of size k in the base field is denoted by F k q and the set of k × n matrices by F k×n q . Vectors are represented using the bold character s. A generator matrix is denoted by G. The identity matrix of size k is denoted by I k . The all-zero matrix of size A × B is denoted by 0 A×B .
In a standard manner, we define by R = k n the rate of the code. In this paper, we will consider high rate regime codes as codes with R ≥ 1 2 . Using the fact that R = k n and n = k + B (c.f. (4)) this is equivalent to requiring that k ≥ B. B denotes the size of a burst erasure (c.f. II-C).
B. Streaming Codes
We consider a sending source S which generates at each time instant t ∈ {0, 1, 2, . . . } a packet
is encoded using a causal convolutional encoder E such that the encoded packet
Each encoded packet x[t] is transmitted over a channel which introduces erasures on a packet level. The receiver receives at each time t ∈ {0, 1, 2, . . . } the packet y[t] such that 
C. Channel Model
The channel model considered in this work is the slidingwindow burst errasure channel denoted by C(W, B, N ) that was introduced by Badr et al. in [4] . This model admits up to B consecutive erasures or N sparse non-consecutive erasures in any window of size W among the sequence of transmitted packets x[t]; see Fig. 1 for an example. Throughout the paper, we will assume that W ≥ T +1. The setting when B < W ≤ T + 1 can be handled by reducing the effective delay to W = T + 1 as discussed in [4] . Furthermore the capacity is trivially zero if W ≤ B as an erasure sequence which erases all channel packets may be admitted.
Thus we can assume without loss of generality.
D. Capacity
A streaming code with the encoder and decoder definitions in Section II-B is feasible for the C(W, B, N ) sliding window channel if every source packet can be recovered with a delay of T . The maximum achievable rate R = k n of a feasible code is the capacity. In Badr et. al [7] upper and lower bounds on the capacity were established:
For the special case when R = 1/2 it was already known that the upper bound is tight [4] . However only recently independent works in [5] , [6] established that for all parameters in (2) the capacity is given by:
and thus the upper bound in (3) is indeed tight.
III. PRELIMINARIES A. Linear Block Code
Our construction involves using linear block codes in conjunction with diagonal block interleaving (c.f. III-D) to obtain the desired streaming code. Our main contribution involves designing a linear block code with certain properties as discussed in the sequel.
Let us denote by G ∈ F k×n q m the generator matrix corresponding to a given linear block code (n, k), with k being the dimension of the source packet s ∈ F k q m and n the dimension of the encoded packet x ∈ F n q m . In a linear block code, the encoding process can be expressed in terms of matrix multiplication,
denotes the source symbols. Each one of such encoded symbols is successively transmitted over the erasure channel C(W, B, N ), one symbol per timeslot.
In this paper we only consider generator matrices that are in their systematic form, i.e.,
with 1) I k being the identity matrix of size k 2) P being the k × (n − k) parity matrix In our analysis we consider the following error correction property of a linear block code over the sliding window channel C(W, B, N ).
. . , k − 1}, L = min{i + T + 1, n} and * denoting an erasure such that s i = δ i+T (y 0 , y 1 , . . . , y L−1 ). In other words, given {y 0 , y 1 , . . . , y L−1 } the symbols received at the decoder up to time t = L − 1, the block code allows perfect recovery of all the source symbols s i under a decoding delay T for any pattern of N sparse erasures or B burst in the time window W .
B. MDS codes
We remind the reader with some general results of the maximum-distance separable (MDS) codes, used in our construction.
The generator matrix of a systematic (n, k)-MDS code can be expressed as
being a Cauchy matrix. Such generator matrix is guaranteed to exist for q ≥ n and q is prime [8] . In our construction, we extensively use the following property of MDS codes.
Lemma 1: [8] A given (n, k)-code C is MDS iff any set of k columns of its generator matrix G MDS are linearly independent over F q .
C. MRD Gabidulin codes
Given that Gabidulin codes matrices are used in our construction, we present the reader with the main elements of the theory of maximum rank distance (MRD) and Gabidulin codes.
Definition 2: A Rank Code C is a specific matrix code which is defined as an non-empty subset of F m×n
Given that F n×m q ∼ = F n q m , any rank code can be also represented in its corresponding block code over the extension field F q m .
Definition 3: A Maximum Rank Distance (MRD) Code with a generator matrix G ∈ F k×n q m is a code that achieves equality in the Singleton bound
Such codes present an useful property in the scope of our construction.
Theorem 1: [9] , [10] Let G ∈ F k×n q m be the generator matrix of a rank code C ⊆ F n q m . Then C is an MRD code iff ∀T ∈ F n×k q s.t. rank (T) = k, G · T is also of rank k. For m ≥ n, Gabidulin introduced in [9] a class of such codes called Gabidulin codes.
Definition 4: For m ≥ n, let g 1 , g 2 , . . . , g n ∈ F q m be linearly independent elements over F q . Then an (n, k)-Gabidulin code is defined by the following generator matrix G
Note that Gabidulin codes are also MDS codes given that any MRD code s.t. n ≤ m is also an MDS code [11] . The following observation is immediate.
be the generator matrix of an MRD code in (7) . Let G ∈ F k×n q m be a sub-matrix of G obtained by selecting any n > k columns of G. Then G is the generator matrix of an (n , k) MRD code. The proof of Lemma 2 follows by noting that every column in G involves powers of a distinct element in F q m ; thus taking a subset of columns results in the same form as in (7) . Lemma 3: [12] If C ⊆ F n q m is an MRD code, then there exists for this code a generator matrix G ∈ F k×n q m which can be written as
with P a parity matrix having all its entries from F q m \F q . We present the reader with a lemma which is useful in our analysis.
Lemma 4: Any subset of n > k columns of a systematic Gabidulin code generator matrix G ∈ F k×n q m yields a generator matrix G ∈ F k×n q m of a MRD code. The proof of this lemma is found in [13] .
D. Diagonal Interleaving
In order to construct the desired streaming code over the sliding window C(W, B, N ) channel with delay T , it suffices to construct a block code with the constraint (W, T, B, N ) in Definition 1. One can then use the method of periodic interleaving of a linear block code into a convolutional code. [14] , [3] . Due to space constraints we do not discuss this transformation in detail but refer to the following result from prior works.
Theorem 2: (Lemma 1, [5] ) Given an (n, k) block code achieving the set of constraints (W, T, B, N ) as in Definition 1, it is possible to construct an (n, k, n − 1) convolutional code for the sliding window C(W, B, N ) channel which recovers each source packet with a delay of T .
IV. MAIN RESULTS

A. Proposed Construction
In this subsection we present the reader with the specifications of the structure of the generator matrix G of the optimal block code that respects the set of constraints (W = T + 1, T, B, N ). By Theorem 2, it is possible to construct the corresponding convolutional code which also respects the same set of constraints.
In this paper we consider the high rate regime with R = k n ≥ 1 2 . We define k T − N + 1 and n k + B in the same manner as Fong et al. in [5] . Note that this implies that k ≥ B, which is assumed throughout the paper.
We first introduce two quantities M and δ as defined below:
Note that δ and M are the remainder and quotient respectively of dividing B by N . Our proposed block code which satisfies the set of constraints (W = T + 1, T, B, N ) is a systematic block code with generator matrix:
where I k is a k × k identity matrix and P is an k × B parity matrix as defined in (10) on the top of the next page. Note that in (10): 1) P δ ∈ F δ×N q m denotes a δ × N matrix over the extension field F q m that partially overlaps with P 0 as illustrated in (10) . 2) P 0 , . . . , P M −1 ∈ F N ×N q denote N × N matrices that are mutually non-overlapping and constructed over the base field F q . B) × B matrix over the extension field that overlaps with all P 0 , . . . , P M −1 . Our proposed choice of the matrices P δ , P 0 , . . . , P M −1 , W is as follows. We select (11) such that P MDS denotes the parity check part of a (2N, N ) MDS block code with a systematic generator matrix:
We further consider a systematic generator matrix associated with a maximum rank distance Gabidulin code G MRD ∈ F (k−B+δ)×(k+δ) q m of the following form:
where I k−B+δ denotes an identity matrix of size (k − B + δ), P A is a matrix of dimension δ × B and P B is a matrix of dimension (k − B) × B. By Lemma 2 such a matrix can be constructed using the Gabidulin construction and transforming the generator matrix into a systematic form. In addition, since we select m ≥ k + δ it also guarantees the code to be MDS. In our construction we will select the following:
where P A (1), · · · , P A (N ) denote the first N columns of the matrix P A . We present the reader with an example of our construction.
Example 1: Possible G matrix for parameters (W = 10, T = 9, B = 5, N = 3)
In this example note that M = B N = 1 and δ = B − N · M = 2. We make the following choices for the constituent matrices:
Then we select:
(18) and the resulting generator matrix is given by:
B. Error Correction Properties
In order to demonstrate the error correction properties of the code we provide the reader with the following lemmas which establishes the principles of the recovery schema for sparse and burst erasures. The proofs of all the lemmas are relegated to [13] .
We first present the results relative to the recovery from arbitrary erasure pattern we establish the following lemmas.
Lemma 5: For any sequence of N erasures in arbitrary positions, our construction guarantees recovery of the first δ source symbols s 0 , . . . , s δ−1 and last k −B symbols s B , . . . , s k−1 by time t = T i.e., the recovery deadline corresponding to the first source symbol: s 0 .
Lemma 6: For any sequence of N erasures in arbitrary positions, ∀j ∈ {0, 1, . . . , M − 1}, the recovery of the s δ+j·N , . . . , s δ+(j+1)·N −1 is guaranteed by time t = T + δ + j · N i.e., the deadline of the first symbol s δ+j·N in this block of symbols.
Remark 1: Lemma 5 and 6, together establish that every source symbol will be recovered by its deadline for any pattern of N erasures in arbitrary positions. In fact the first δ and last k − B symbols are guaranteed to be recovered by time t = T , i.e., the deadline of the first source symbol. Each set of N source symbols associated with the block P j , in P from (9) , is guaranteed to be recovered by the deadline of the first symbol in this block. In a similar manner as for the sparse erasure case, we present two central lemmas on which the burst erasure recovery depends.
Lemma 7: For any erasure burst of maximum length B, any source symbol in the interval [0, δ − 1] is recovered by time t = k + δ ≤ T , i.e., by the deadline of the first symbol s 0 . Remark 2: Together, these lemmas show that our construction achieves perfect recovery of all symbols s i , i ∈ {0, 1, . . . , k − 1} at their respective time deadline t = i + T for any burst of size B.
V. COMPARISON OF THE STATE OF THE ART OPTIMAL STREAMING CODES
A. Field Size Requirements
Recall that in (10), we use a (2N, N ) MDS code which requires a field size of q ≥ 2N with q being a prime number. In addition, in our construction we also need a (k−B+δ, k+δ) Gabidulin code. A generator matrix for such code exists as long as the size of the extension field satisfy m ≥ k + δ. In addition, due to k T −N +1 and δ ≤ N −1 our construction requires a field size of O (2N ) T .
B. Comparison with other Constructions
In this subsection we compare our construction with the two other ones presented in the works of Fong et al. [5] and Krishnan and Kumar [6] .
The construction from Fong et al. differs from ours as some of the symbols used in their generator matrix are not in a block matrix form. Furthermore [5] only provides an existential proof of these matrix entries. In contrast all the variables in (10) Krishnan and Kumar presented in [6] an explicit construction of optimal codes using a linear combination of MDS code coefficients over an extension field or linearized polynomials evaluations, depending on the given set of parameters (W, T, B, N ). Their construction is based on a concatenation approach and is rather different than our technique.
After this work was completed, we became aware of a recent work [15] where a new construction which only requires quadratic field size in the delay is proposed. This work was further extended in [16] to make the construction explicit. Nevertheless we believe that our approach is of practical importance as it uses off-the-shelf MDS and MRD codes as constituent codes in contrast to previous works. Our approach could be viewed as a more direct generalization of the construct for burst erasure channels in [3] , compared to other techniques.
VI. CONCLUSION
We propose a new class of streaming codes for the sliding window erasure channel model C(W, B, N ). Our work focuses on the case when the code rate is at least 1/2. Our construction yields a systematic generator matrix based on MDS and Gabidulin codes available off-the-shelf and achieves optimal error correction. Our proof involves a careful application of the properties of MRD and MDS codes to show successful recovery of the source symbols from all considered erasure patterns.
As a future work, it will be of interest to examine the case when R < 1 2 . Indeed such a setting was studied in our investigation. However in our attempts thus far it became necessary to use multiple MRD codes, where the field size of one code is required to be the base field in the subsequent code. This induces a very high field size and thus is not practical. It would be interesting to determine if other approaches involving off-the-shelf MRD or MDS codes could be used in this regime.
