During training, the weights of a Deep Neural Network (DNN) are optimized from a random initialization towards a nearly optimum value minimizing a loss function. Only this final state of the weights is typically kept for testing, while the wealth of information on the geometry of the weight space, accumulated over the descent towards the minimum is discarded. In this work we propose to make use of this knowledge and leverage it for computing the distributions of the weights of the DNN. This can be further used for estimating the epistemic uncertainty of the DNN by sampling an ensemble of networks from these distributions. To this end we introduce a method for tracking the trajectory of the weights during optimization, that does not require any changes in the architecture nor on the training procedure. We evaluate our method on standard classification and regression benchmarks, and on out-of-distribution detection for classification and semantic segmentation. We achieve competitive results, while preserving computational efficiency in comparison to other popular approaches.
Introduction
In recent years, Deep Neural Networks (DNNs) have achieved remarkable results in various computer vision tasks. Although the actual optimization process is well understood, much less is known about effective regularization and about the characterization of the convergence results, since non-convex cost functions lead to loss surfaces in high dimensional spaces with many local minima. The studies of the convergence of DNNs and their optimization in the light of reaching interesting local minima have been conducted on a variety of works [5, 42, 23] . In this article, we focus on interpreting the result of a DNN training process by track- Figure 1 : Our algorithm uses Kalman filtering in order to track during training, for all DNN neurons, the weight distribution W from a generic prior W(0) to the final estimate W(t * ). We also estimate the covariance matrix of all the trainable network parameters. Popular alternative approaches rely typically either on ensembles of models trained independently [26] with a significant computational cost, approximate ensembles [9] or on averaging weights collected on different local minima [31] .
ing the distribution of the network weights as the network structure emerges during learning.
Modern deep learning networks have good accuracy, however the learnt representation might be overconfident on ambiguous instances bordering two classes (e.g., human wearing a cat costume), or on unrelated instances (e.g. plastic bag classified with high probability as rock). Knowledge about the distribution of the network weights during training opens an avenue for studying the evolution of the underlying covariance matrix, and the uncertainty of the model parameters, referred to as the epistemic uncertainty [22] . This uncertainty is due to the inherently limited data and knowledge available during training, and its evaluation is of crucial importance. Works in [15, 11] focus on proposing effective distributions for the initialization of the DNN weights. Then, by assuming that weights follow a Gaussian distribution at time t = 0, owing to the central limit theorem we know that weights will also converge to a Gaussian distribution. Hence, one needs to track during training only the mean and covariance of the weights in order to determine their distribution. To this effect, Kalman filtering [12] is an appropriate strategy for tractability reasons, as well as for the guaranteed optimality as long as the underlying assumptions are valid (linear dynamic system with Gaussian assumption in the predict and update steps). To the best of our knowledge, our work is the first attempt to use such technique to track the DNN weight distribution, and subsequently to estimate its epistemic uncertainty. Our technique can be extended to any training algorithm and any architecture model. At its core, it relies on a well-grounded method which is at the same time simple and straightforward to deploy in a tracking algorithm. In our experiments, we underline that the weight distribution provides new, effective statistics related to the uncertainty of the DNN during training, and relevant for regression tasks for which we achieve state of the art results.
Contributions. The keypoints of our contribution are: (a) this is the first work which filters in a tractable manner the trajectory of the entire set of trainable parameters of a DNN during the training process (b) the paper proposes as well a tractable approximation for estimating the covariance matrix of the network parameters (c) we achieve competitive or state of the art results on most regression datasets, and on out-of-distribution experiments on the AUPR-Error metric. We propose a framework that can be easily plugged into existing architectures and which is an effective indicator for the epistemic uncertainty of the considered model.
Related work
Uncertainty estimation is an important aspect for any machine learning model and it has been thoroughly studied across years in statistical learning areas. In the context of DNNs a renewed interest has surged in dealing with uncertainty in recent years, due to both the increasing effectiveness and popularity of such models, and their reputation as hard to interpret black models. In the following we briefly review methods related to our approach.
Bayesian methods. Bayesian approaches deal with uncertainty by identifying a distribution of the parameters of the model. The current posterior distribution is computed from a prior distribution assumed over the parameters and the likelihood of the model for the current data. The posterior is iteratively updated across training samples. The predictive distribution is then computed through Bayesian model averaging by sampling models from the posterior. This simple formalism is at the core of many machine learning models, including neural networks. Early approaches from Neal [33] leveraged Markov chain Monte Carlo variants for inference on Bayesian Neural Networks. However on modern multi-million parameter DNNs, such methods are computationally intractable for computing the posterior, leaving the lead to gradient based methods.
Modern Bayesian Neural Networks (BNNs). Progress in variational inference has enabled a revival of BNNs in recent years. Most notably, Kingma and Welling [24] introduce the reparameterization trick for training deep latent variable models and allowing backpropagation through learned distributions Blundell et al. [4] extend it to learn distributions over neurons via a Gaussian mixture prior. While such models are computationally appealing and easy to reason along, this type of methods are limited to small to medium networks, in particular MLPs. Gal and Ghahramani [9] suggest that Dropout [40] can be used to mimic a BNN by sampling different subsets of neurons at each forward pass during test time and use them as ensembles. Multiple MC Dropout variants and extensions have been subsequently proposed: for learning the dropout probability [10] , introducing stochasticity through BatchNorm layers [41] , heteroscedastic Dropout [27] . MC Dropout is currently the most popular instance of BNNs due to its speed and simplicity. However, the benefits of Dropout are more limited on convolutional layers and specific architectural design choices must be made on such networks, e.g. placing Dropout only next to a specific set of layers [21, 32] . The main criticisms of MC Dropout concern the fact that its uncertainty is not reducing with more training steps [34, 35] , in which case ensembles would be preferable. Our approach is compatible with both fully-connected and convolutional layers, while our uncertainty estimates are expected to improve with training as we are relying on the Kalman filter formalism.
Ensemble Methods. Ensemble methods are arguably the top performers for measuring epistemic uncertainty, and are largely applied to various areas, e.g., active learning [3] . Lakshminarayan et al. [26] propose using an ensemble of DNNs with different random seeds at initialization and trained over the same data. The major drawback of this method is its computational cost since one has to train multiple DNNs, a cost which is particularly high in the case of typical architectures used for computer vision tasks, e.g. se-mantic segmentation [8, 46] . Izmailov et al. [19] collect weight snapshots from different local minima in the final optimization part and average the weights to get an ensemble behavior of the final network corresponding to a wider and more robust optimization minimum. Maddox et al. [31] further extend this idea by fitting a distribution over the weights collected at multiple local minima and sample networks from this distribution at test time. Although this approach is less computationally intensive, the limitation of these methods is that the observations from these local minima are relatively sparse for such a high dimensional space and are less likely to capture the true distributions of the space around these weights. With TRADI we are mitigating these points as we collect statistics for the distribution of the weights at each step of the Stochastic Gradient Descent (SGD) optimization. Furthermore, our algorithm has a lighter computational cost than [26] during training.
Kalman filtering. The Kalman filter [20] is a recursive estimator that constructs an inference of unknown variables given measurements over time. With the advent of effective DNNs, researchers have tried integrating ideas from Kalman filtering in DNN training: for SLAM using RNNs (e.g., IONet [7] , BackpropKF [14] ), improving optimization (e.g., Batch Kalman Normalization [43] ), or differentiable fusion of predictions from different networks [30] . In our approach, we employ Kalman filtering for keeping track of the statistics of the network during training such that at "convergence" we have a better coverage of the distribution around each parameter of a multi-million parameter DNN. The Kalman filter provides a clean and relatively easy to deploy formalism to this effect.
Weight initialization and optimization. Most of the initialization techniques [11, 15] of DNNs start with weights that are i.i.d samples from a Normal distribution. At each layer the samples are further scaled with factors depending on the number of input and output units, and on the downstream activation function. Batch Normalization [18] , a highly effective optimization and regularization technique for DNNs, enforces a Normal distribution of intermediate activations at each layer leading to more stable activations and facilitating higher learning rates and faster convergence. WeightNormalization [39] has a similar effect over the weights at each layer making sure they are sticking to the initial distributions. From a Bayesian perspective the L 2 regularization, known as weight decay, is equivalent to putting a Gaussian prior over the weights. In our approach, we consider a prior over the weights, however we use it only in the filtering in order reduce any major drifts in the estimations of distributions of the weights across training, while potentially mitigating instabilities that can happen in SGD steps (in particular in first steps with high learning rates).
TRAcking of the weight DIstribution (TRADI)
In this section, we detail our approach aiming to first estimate the distribution of the weights of a DNN at each time step during optimization in the training phase, and then to generate an ensemble of networks by sampling from the computed distributions.
Notations and hypotheses
• X and Y are two random variables, with X ∼ P X and Y ∼ P Y . Without loss of generality we consider the observed samples {x i } n i=1 and the corresponding labels {y i } n i=1 as vectors. From this set of observations, we derive a training set of n l elements and a testing set of n τ elements: n = n l + n τ .
• Training/Testing sets are denoted respectively by
. Data in D l and D τ are assumed to be i.i.d. distributed according to their respective unknown joint distribution P l and P τ .
• The DNN is defined by a vector containing the K trainable weights ω = {ω k } K k=1 . During training, ω, is iteratively updated for each mini-batch and we denote by ω(t) the state of the DNN at iteration t of the optimization algorithm, and following the random variable W (t). g represents the architecture of the DNN associated with these weights and g ω(t) (x i ) its output at t. ω(0) is the initial set of weights {ω k (0)} K k=1 following N (0, σ 2 k ), where σ 2 k are fixed as in [15] .
• L(ω(t), y i ) is the loss function used to measure the dissimilarity between the output g ω(t) (x i ) of the DNN and the expected output y i . Different loss functions can be considered according to the type of task.
• Weights on different layers are assumed to be independent of one another at all times. Each weight ω k (t), k = 1, . . . , K, follows a non-stationary Normal distribution (e.g., W k (t) ∼ N (µ k (t), σ 2 k (t))) whose two parameters are tracked.
TRAcking of the DIstribution (TRADI) of weights of a DNN

Tracking the mean and variance of the weights
DNN optimization typically starts from a set of randomly initialized weights ω(0). Then, at each training step t, several SGD updates are performed from a randomly chosen mini-batch towards minimizing the loss. This makes the trajectory of the weights vary, but not necessarily in the good direction each time [28] . Since gradients are averaged over mini-batches, we can consider that weight trajectories are averaged over each mini-batch. After a certain number of epochs, the DNN converges, i.e., it reaches a local optimum with a specific configuration of weights that will then be used for testing. However, this general approach for training does not consider the evolution of the distribution of the weights, which may be estimated from the training trajectory and from the dynamics of the weights over time. In our work, we argue that the history of the weight evolution up to their final state is an effective tool for estimating the epistemic uncertainty, i.e., the model uncertainty.
More specifically, our goal is to estimate, for all weights ω k (t) of the DNN and at each training step t, µ k (t) and σ 2 k (t), the parameters of their normal distribution. Furthermoe, for small networks we can also estimate the covariance cov(W k (t), W k (t)) for any pair of weights (ω k (t), ω k (t)) at t in the DNN (see supplementary material for details). To that end, we leverage mini-batch SGD in order to optimize the loss between two weight realizations. The loss derivative with respect to a given weight ω k (t) over a mini-batch B(t) is given by:
Weights ω k (t) are then updated as follows:
with η the learning rate.
The weights of DNNs are randomly initialized at t = 0 by sampling W k (0) ∼ N (µ k (0), σ 2 k (0)), where the parameters of the distribution are set empirically on a per-layer basis [15] . By computing the expectation of ω k (t) in Equation (2), and using its linearity property, we get:
We can see that µ k (t) depends on µ k (t − 1) and on another function at time t − 1: this shows that the means of the weights follow a Markov process. As in [2, 45] we assume that weights during backpropagation and forward pass are independent. We then get:
This leads to the following state and measurement equations for the mean µ k (t):
with ε µ being the state noise, andε µ being the observation noise, as realizations of N (0, σ 2 µ ) and N (0,σ 2 µ ) respectively. The state and measurement equations for the variance σ k are given by:
with ε σ being the state noise, andε σ being the observation noise, as realizations of N (0, σ 2 σ ) and N (0,σ 2 σ ), respectively.
Approximating the covariance
Using the measurement and state transition equations (5) and (6), we can apply a Kalman filter to track the state of each trainable parameter. As the computational cost for tracking the covariance matrix is significant, we propose to track instead only the variance of the distribution. We propose here to approximate the covariance by employing a model inspired from Gaussian Processes [44] . We consider the Gaussian model due to its simplicity and good results. Let us denote Σ(t) the covariance of W (t), and let v(t) = σ 0 (t), σ 1 (t), σ 2 (t), . . . , σ K (t) be a vector of size K composed of the standard deviations of all weights at time t. The covariance matrix is approximated byΣ
where is the Hadamard product, and K(t) is the kernel corresponding to the K ×K Gram matrix of the weights of the DNN, in which the coefficient (k, k )
The computational cost for storing and processing the kernel K(t) is however prohibitive in practice as its complexity is quadratic in terms of the number of weights, which may reach, for recent DNNs, K ≈ 10 9 .
Rahimi and Recht [38] alleviate this problem by approximating non-linear kernels, e.g., Gaussian RBF, in an unbiased way using random feature representations. Then, for any translation-invariant positive definite kernel K(t), ∀ (ω k (t), ω k (t)), K(ω k (t), ω k (t)) depends only on ω k (t) − ω k (t). We can then approximate the matrix by:
where Θ ∼ N (0, σ 2 rbf ) (this distribution is the Fourier transform of the kernel distribution) and Φ ∼ U [0,2π] . In detail, we approximate the high-dimensional feature space by projecting over the following N -dimensional feature vector:
where the 2π] . In this new feature space we can approximate kernel K(t) byK(t) defined by:
Furthermore, [38] prove that the probability of having an error of approximation greater than ∈ R + depends on exp(−N 2 )/ 2 . To avoid the Hadamard product of matrices of size K × K, we evaluate r(ω k (t)) = σ k (t)z(ω k (t)), and the value at index (k, k ) of the approximate covariance matrixΣ(t) is given by:
Training the DNNs
In our approach, for classification we use the crossentropy loss to get the log-likelihood similarly to [26] . For regression tasks, we train over two losses sequentially and modify g ω(t) (x i ) to have two output heads: the classical regression output µ pred (x i ) and the predicted variance of the output σ 2 pred . This modification is inspired by [26] , who propose having two outputs. The first loss is the MSE
as used in the traditional regression tasks. The second loss is the negative loglikelihood (NLL) [26] which reads: (10) We first train with loss L 1 (ω(t), y i ) until reaching a satisfying ω(t). In the second stage we add the variance prediction head and start fine-tuning from ω(t) with loss L 2 (ω(t), y i ). During our training of the original loglikelihood loss we have found it unstable, due to the logarithm non linearity. Hence, our sequential training is the key for having a more stable training.
TRADI training algorithm overview
We detail the TRADI steps during training in Algorithm 2. For tracking purposes we must store µ k (t) and σ k (t) for all the weights of the network. Hence, we are computationally lighter than Deep Ensembles, which has a training complexity scaling with the number of considered models. In addition, TRADI can be applied to any DNN without any modification of the architecture, contrarily to MC dropout that requires adding dropout layers to the underlying DNN. For clarity we define L(ω(t), B(t)) = 1 |B(t)| (xi,yi)∈B(t) L(ω(t), y i ). Here P µ , P σ are the noise covariance matrices of the mean and variance respectively and Q µ , Q σ are the optimal gain matrices of the mean and variance respectively. These matrices are used during Kalman filtering [20] .
TRADI uncertainty during testing
After having trained a DNN, we can evaluate its uncertainty by sampling new realizations of the weights from to the tracked distribution. We callω(t) = {ω k (t)} K k=1 the vector of size K containing these realizations. Note this vector is different from ω(t) since it is sampled from the distribution computed with TRADI, that does not correspond exactly to the DNN weight distribution. In addition, we note µ(t) the vector of size K containing the mean of all weights at time t.
Then, two cases can occur. In the first case, we have access to the covariance matrix of the weights (by tracking or Figure 2 : TRADI algorithm during training 1 : ω(t): weights, η learning rate, σµ,σµ, σσ,σσ 2: Pµ(0) = 0, Pσ(0) = 0, ω(0), t = 1 3: for B(t) ∈ data do 4:
(Forward pass) 5:
evaluate the loss L(ω(t), B(t)) 7:
(Backward) 8:
for
end for 11:
(Tracking with Kalman filter) 12:
for k = 1 doK 13:
# Update predicted (a priori) estimate covariances 14 :
25:
# Update (a posteriori) estimate covariances 26 :
end for 29:
(Time update) 30: t ← t + 1 31: end for by an alternative approach) that we denote Σ(t), we simply sample new realizations of W (t) using the following formula:ω
in which m 1 is a realization of the multivariate Gaussian N (0 K , I K ), where 0 K , I K are respectively the K-size zero vector and the K × K size identity matrix. When we deal with a DNN (the considered case in this paper), we are constrained for tractability reasons to approximate the covariance matrix following the random projection trick proposed in the previous section and we generate new realizations of W (t) as follows:
where R(ω(t)) is a matrix of size K × N whose rows k ∈ [1, K] contain the r(ω k (t)) defined in Section 3.2.2. R(ω(t)) depends on (θ 1 , . . . , θ N ) and on (φ 1 , . . . , φ N ) defined in Equation 7. m 2 is a realization of the multivariate Gaussian N (0 N , I N ), where 0 N , I N are respectively the zero vector of size N and the identity matrix of size N × N .
Note that since N K, computations are significantly accelerated.
Then similarly to works in [31, 22] , given input data (x * , y * ) ∈ D τ from the testing set, we estimate the marginal likelihood as Monte Carlo integration. First, a sequence {ω j (t)} N model j=1 of N model realizations of W (t) is drawn (typically, N model = 20). Then, the marginal likelihood of y * over W (t) is approximated by:
For the regression, we use the strategy from [26] to compute the log-likelihood of the regression and consider that the outputs of the DNN applied on x * are the parameters 
Experiments
For our implementations we use PyTorch [37] . For evaluation, we use the NLL uncertainty, for classification the accuracy, and for regression we use the MSE L 1 (t) between the predicted and the target outputs. For the out of distribution experiments we use the AUC, AUPR-Success AUPR-Error as in [16] .
Unless otherwise specified, we use mini-batches of size 128 and Adam optimizer with fixed learning rate of 0.1 in all our experiments.
Toy experiments
First we perform a qualitative evaluation of our method on a one-dimensional synthetic dataset generated with a Gaussian Process of zero mean vector and as covariance function an RBF kernel K with σ 2 = 1, denoted GP (0, K). In addition to this process, we add a zero mean Gaussian noise of variance 0.3. We train a neural network composed of one hidden layer and 200 neurons. In Figure 3 we plot the regression estimation provided by TRADI, MC Dropout [9] and Deep Ensembles [26] . Although GP (0, K) is one of the simplest stochastic processes, results show clearly that the compared approaches do not handle robustly the variance estimation, while TRADI neither overestimates nor underestimates the uncertainty.
Regression experiments
For the regression task, we consider the experimental protocol and the data sets from [17] , and also used in related works [26, 9] . Here, we consider a neural network with one hidden layer, composed of 50 hidden units trained for 40 epochs. For each dataset, we do 20-fold cross-validation. For all datasets, we set the dropout rate to 0.1 except for Yacht Hydrodynamics and Boston Housing for which it is set to 0.001 and 0.005, respectively. We compare against MC Dropout [9] and Deep Ensembles [26] and report results in Table 1 . TRADI outperforms both methods, in terms of both RMSE and NLL. Aside from the proposed approach to tracking the weight distribution, we assume that an additional reason for which our technique outperforms the alternative methods resides in the dual training (MSE and NLL) proposed in Section 3.3.
Classification experiments
For the classification task, we conduct experiments on two datasets. The first one is the MNIST dataset [29] , which is composed of a training set containing 60k images and a testing set of 10k images, all of size 28 × 28. Here, we use a neural network with 3 hidden layers, each containing 200 neurons, followed by ReLU non-linearities and BatchNorm, and fixed the learning rate η = 10 −2 . We share our results in Table 3 : Comparative results on an out-of-distribution task.
Uncertainty evaluation for out-of-distribution (OOD) test samples.
In this experiment, we evaluate uncertainty in OOD classes. We consider two datasets, and the objective of these experiments is to evaluate to what extent the trained DNNs are overconfident on instances belonging to classes which are not present in the training set.
First we consider MNIST trained DNNs trained and use them on a test set composed of 10k MNIST images and on an additional NotMNIST dataset containing 19k images representing instances of ten classes of letters. Standard DNNs will assign letter instances of NotMNIST to a number class with high confidence as shown in [1] . For these OOD instances, our approach is able to decrease the confidence as illustrated in Figure 4a , in which we represent the accuracy vs confidence curves as in [26] .
The accuracy vs confidence curve is constructed by considering, for different confidence thresholds, all the test data for which the classifier reports a confidence above the threshold, and then by evaluating the accuracy on this data. The confidence of a DNN is defined as the maximum prediction score. We also evaluate the OOD uncertainty using AUC, AUPR-Success and AUPR-Error metrics, introduced in [16] , and which characterize the quality of the prediction that a testing sample is OOD with respect to the training dataset. We note that TRADI DNN with 20 models provides incorrect predictions on such OOD samples with lower confidence than Deep Ensembles and MC Dropout.
In the second experiment, we train an Enet DNN 1 [36] for semantic segmentation on CamVid dataset [6] . During training, we delete three classes (pedestrian, bicycle, and car), by marking the corresponding pixels as unlabeled. Subsequently, we test with data containing the classes represented during training, as well as the deleted ones. The goal of this experiment is to evaluate the DNN behavior on the deleted classes which represent thus OOD classes. In this experiment we use N model = 10 models trained for 90 epochs with SGD and using a learning rate η = 5×10 −4 . In Figures 4b and 4c we illustrate the accuracy vs confidence curves and the calibration curves [13] for the CamVid experiment. The calibration curve as explained in [13] consists in dividing the test set into bins of equal size according to the confidence, and in computing the accuracy over each bin. Both the calibration and the accuracy vs confidence curves highlight whether the DNN predictions are good for different levels of confidence. However, the calibration provides a better understanding of what happens for different scores. The results show that TRADI outperforms the alternative methods in terms of calibration, and that it may provide more reliable confidence scores. Regarding accuracy vs confidence, the most significant results for a high level of confidence, typically above 0.7, show how overconfident the network tends to behave; in this range, our results are similar to those of Deep Ensembles. Lastly, in both experiments TRADI obtains the best AUPR-Error, i.e., it performs best in predicting the OOD instances. Qualitative discussion In Figures 5 and 6 we give as example a scene featuring the three OOD instances of interest (bike, car, pedestrian). Overall, MC Dropout outputs a noisy uncertainty map, but fails to highlight the OOD samples. On the contrary, Deep Ensembles is overconfident, with higher uncertainty values mostly around the borders of the objects. TRADI uncertainty is higher on borders and also on pixels belonging to the actual OOD instances, as shown in the zoomed-in crop of the pedestrian in Figure 6 . 
Conclusion
In this work we propose a novel technique for computing the epistemic uncertainty of a DNN. TRADI is simple and easily pluggable in the optimization of any DNN architecture. We show the effectiveness of TRADI over extensive Future works involve extending this strategy to new tasks, e.g., object detection, or new settings, e.g., active learning. Another line of future research concerns transfer learning. So far TRADI is starting from randomly initialized weights sampled from a given Normal distribution. In transfer learning, we start from a pre-trained network where weights are expected to follow a different distribution. If we have access to the distribution of the DNN weights we can improve the effectiveness of transfer learning with TRADI.
TRADI: Tracking deep neural network weight distributions (Supplementary material) 6. TRAcking of the DIstribution (TRADI) of weights of a neural network
In this section, we append to section 3.2.1 of the main paper a part in which we explain how to track the covariance matrix of a shallow neural network and 3.4 on the main article by explaining how we choose the parameters of TRADI.
Tracking the mean and variance of the weights and the covariance
We consider a neural network (NN) for which each layer has few neurons, less than 100. Our goal here is to estimate, for all weights ω k (t) of the NN and at each time step t of the training process, µ k (t) and σ 2 k (t) the parameters of their normal distribution. Furthermore, we want to estimate Σ k,k (t) which is the covariance matrix between the ω k (t) and ω k (t). Note that, since we assume that weights on different layers are independent, we evaluate the covariance for k, k belonging to the same layer, otherwise their covariance is null. To this end, we leverage mini-batch SGD to optimize the loss between two weight realizations.
The derivative of the loss with respect to a given weight ω k (t − 1) over a mini-batch B(t) is given by:
The weights of NNs are randomly initialized at t = 0 by sampling W k (0) ∼ N (µ k (0), σ 2 k (0)), where the parameters of the distribution are set empirically on a per-layer basis as in [15] . In addition, for all couples of weights (k, k ), the corresponding element of the covariance matrix is given by Σ k,k (0) = 0 since all the weights are considered independent at time t = 0.
Similarly with the main article, we use the following state and measurement equations for the mean µ k (t):
where nµ is the state noise, andñµ the observation noise, realizations of N (0, σ 2 µ ) and N (0,σ 2 µ ) respectively. The state and measurement equations for the variance σ k are given by:
where n σ is the state noise, andñ σ is the observation noise, realizations of N (0, σ 2 σ ) and N (0,σ 2 σ ) respectively. As proposed in the main article, and similarly with [2, 45] , we assume that weights during back-propagation and forward pass are independent. We then get:
This leads to the following state and measurement equations for the covariance Σ(t) k,k :
where n Σ is the state noise andñ Σ is the observation noise, realizations of N (0, σ 2 Σ ) and N (0,σ 2 Σ ) respectively.
TRADI parameters
We've set the number of random projections N = 10 in all experiments in order to get a fast approximation of the covariance matrix. We validated this choice experimentally and noticed that the performance is similar for larger values of N . N = 10 ensures a relatively low computational cost. We used σ rbf = 1 for the RBF parameter of the random projection. We have tested different values, without substantial changes in the results. As it can be seen in the algorithm section we have performed a weighted average between the estimated variance/mean with the tracked variance/mean, where the weight depends on Kalman gain.
Complementary results
In this section, we detail some of the results reported in the main article for the OOD experiments. The major interest of OOD experiments is that they allow one to see how much we can rely on a DNN. This question is also crucial for industrial research. In this scenario, a particular DNN is trained for a specific application/context which takes into account a certain number of classes. However, in the testing phase new unforeseen objects may appear, potentially leading to wrong/dangerous decisions if the DNN confidence is badly calibrated. Figure S1 shows the calibration plots for the OOD experiments with MNIST and NotMNIST datasets. As one can see, our strategy (blue curve) has better performances on predicting OOD classes. Calibration plots can easily show whether a DNN is overconfident or not and give an idea on how reliable are the predictions of the DNN. From these plots we see that Deep Ensembles and MC dropout are overconfident, hence they classify non-digits with wrong classes and with high confidence. Our strategy is therefore more suitable for this problem, although still improvable in the lower confidence ranges. 
Results on MNIST
Results on CamVid
We provide additional scores for CamVid experiments. In Figure S2b we illustrate the average precision calibration curve. This curve is similar to the calibration plot, with the different that for each confidence bin, we do not plot the accuracy but the average precision. The usefulness of the precision is that it highlights more the false-positive effects than the accuracy. We observe in in Figure S2 that TRADI is better on both measures at identifying OOD classes.
In Table 1 we report the mIoU and the global accuracy scores. On these metrics, TRADI is between Deep Ensembles and MC Dropout. In contrast to Deep Ensembles we do not need to train multiple DNNs. In order to achieve good performances on semantic segmentation for complex urban scenes, high capacity DNNs are necessary. Training multiple instances of such networks as in Deep Ensembles brings a significant computational cost. Furthermore, these models are usually updated when new data is recorded and each time the full ensemble needs updating. TRADI requires training a single network each time.
In Figures S4, S5 , S6, and S7 we report additional qualitative results. Figures S6 and S7 Figure S3 : Color map for the CamVid experiment. Figure S4 : Results on the CamVid experiments. First row: input image (the image contrast has been enhanced for clarity with respect to the original dataset image) and ground truth, second, third and fourth rows: output and confidence score given by MC dropout, Deep Ensembles and our TRADI method, respectively. Figure S5 : Results on the CamVid experiments. First row: input image (the image contrast has been enhanced for clarity with respect to the original dataset image) and ground truth, second, third and fourth rows: output and confidence score given by MC dropout, Deep Ensembles and our TRADI method, respectively. Figure S6 : Zooms of the confidence results on the CamVid experiments. First row: input image (the image contrast has been enhanced for clarity with respect to the original dataset image) and ground truth, second, third and fourth rows: output and confidence score given by MC dropout, Deep Ensembles and our TRADI method, respectively. Figure S7 : Zooms of the confidence results on the CamVid experiments. First row: input image (the image contrast has been enhanced for clarity with respect to the original dataset image) and ground truth , second, third and fourth rows: output and confidence score given by MC dropout, Deep Ensembles and our TRADI method, respectively.
