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HOMOGENIZATION OF LATERAL DIFFUSION ON A RANDOM SURFACE
A. B. DUNCAN
Abstract. We study the problem of lateral diffusion on a static, quasi-planar surface generated by a stationary,
ergodic random field possessing rapid small-scale spatial fluctuations. The aim is to study the effective behaviour of
a particle undergoing Brownian motion on the surface viewed a projection on the underlying plane. By formulating
the problem as a diffusion in a random medium, we are able to use known results from the theory of stochastic
homogenization of SDEs to show that, in the limit of small scale fluctuations, the diffusion process behaves quanti-
tatively like a Brownian motion with constant diffusion tensor D. While D will not have a closed-form expression
in general, we are able to derive variational bounds for the effective diffusion tensor, and using a duality transfor-
mation argument, obtain a closed form expression for D in the special case where D is isotropic. We also describe
a numerical scheme for approximating the effective diffusion tensor numerically and illustrate this scheme with two
examples.
Key words. stochastic homogenisation, random media, Laplace-Beltrami, diffusion, multiscale-analysis.
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1. Introduction. Lateral diffusion of particles along interfaces is a frequently occurring
phenomenon in cellular biology. In the case of lipid bilayer membranes, the lipid molecules
and integral membrane proteins which constitute the cell membrane themselves undergo lat-
eral diffusion as a result of thermal agitation [4]. The mobility of membrane proteins has
far-reaching implications for many cellular processes, in particular protein transport, sig-
nalling and morphology [2, 6, 9], thus there has been considerable interest in measuring how
the mobility of these proteins is affected by the membrane and its surrounding environment.
The dynamics of protein diffusion within a fluid membrane was first considered by Saffman
and Delbru¨ck [43] who proposed a continuum hydrodynamic model for a laterally diffusing
particle in a flat, homogeneous fluid membrane. The model predicted a relationship for the
diffusion tensor of a particle in the membrane in terms of the particle radius, the thickness
and viscosity of the membrane and the viscosity of the bulk medium. Continuum models
for studying the influence of shape fluctuations of the membrane on the macroscopic protein
diffusion rate were subsequently considered in [18, 19, 32, 41] in which the proteins undergo
Brownian motion laterally along an infinitesimally thin two dimensional surface embedded
in R3. The equilibrium fluctuations of the surface are characterised by the Canhan-Helfrich
Hamiltonian [10, 20]. In [32], an expression for the effective diffusion tensor was derived by
considering the joint Markov process for the coupled particle and surface, applying an adia-
batic elimination to average out the rapid temporal surface fluctuations. Another approach,
based on a path-integral formulation was considered in [41]. More recently, in [13], a multi-
scale approach to the problem of lateral diffusion on rapidly fluctuating surfaces was adopted
and expressions for the macroscopic diffusion tensor were derived rigorously, firstly on a
static surface with periodic undulations, and subsequently on a surface possessing both rapid
spatial and temporal oscillations.
In this paper we build on the work of [13], moving on from the case of periodic media to
allow random surface fluctuations generated by a stationary, spatially ergodic random field.
For simplicity, we restrict our attention to the static membrane model. The resulting model
is very general and thus applicable to a wide variety of surfaces containing inhomogeneities
and micro-structure, making the approach especially attractive for biological applications.
By viewing the system as diffusion in a random medium, under reasonable assumptions, it is
possible to apply stochastic homogenization methods to derive expressions for the effective
diffusion tensor for such a model, and in many cases, obtain a closed form expression. To our
1
ar
X
iv
:1
40
1.
56
89
v2
  [
ma
th.
PR
]  
30
 Ja
n 2
01
4
2 A. B. DUNCAN
knowledge, the study of lateral diffusion on random surfaces with spatially ergodic fluctua-
tions has not been considered previously, either analytically or numerically. The novelty of
this paper thus lies in the application of standard results from the theory of stochastic homog-
enization and random media to analyse the dynamics of this model rather than any particular
mathematical result.
Consider a random field hε(x) which describes the surface fluctuations about the plane, where
the small scale parameter ε 1 controls the small scale amplitude and wavelength of the sur-
face fluctuations. In Section 2 we will describe the model for lateral diffusion of a particle on
this rapidly-fluctuating, random surface. Moreover, we will show that the trajectory Xε(t) of
such a particle can be described by an Itoˆ SDE with rapidly varying, random coefficients and
with a singularly perturbed drift term. The problem of identifying the macroscopic behaviour
of the projected trajectory Xε(t) in the limit as ε → 0 is a homogenization problem.
Homogenization of parabolic and elliptic problems with random, stationary coefficients has
been widely studied, both from a PDE perspective [36, 37] as well as from a probabilistic
perspective [12, 24, 34]. In this paper we approach this problem probabilistically, and in Sec-
tion 3 we formulate this system as a stochastic homogenization problem using the framework
of [26]. Using methods from the theory of stochastic homogenization for SDEs one can then
identify the limiting behaviour of the diffusion process. Indeed, in Section 4, under certain
reasonable assumptions on the surface fluctuations, we show that, in the limit of vanishing
ε , the evolution of the particle is well approximated by a pure diffusion process on the plane
with constant effective diffusion tensor D.
As in the periodic case, D will not generally have a closed form in two dimensions. In
Section 5 we show that it is possible to generalize the results of [13, Proposition 2] and ex-
press D in terms of a variational minimisation problem, from which Voigt-Reuss variational
bounds [22] on D can be derived. In Section 6, by generalising the results of [13, Section 5.3]
we apply a duality transformation argument to show that for two-dimensional surfaces, if D
is isotropic then it is equal to 1Z where Z is the average surface area of the random surface
with respect to its projection on the plane. This is a generalisation of the area scaling approx-
imation described in [17, 19, 23, 31]. Moreover, we identify a natural sufficient condition for
the effective diffusion tensor D to be isotropic. In particular, we show that it is sufficient for
the random field to be isotropic itself for the area scaling approximation to hold.
When the effective diffusion tensor is not isotropic, then one must resort to numerical meth-
ods to compute D. Unlike in the periodic case [13, Section 5], the expression for the effective
diffusion tensor is not amenable to direct numerical approximation. In Section 7 we describe
a well-known approach to computing the effective diffusion tensor via a periodization ap-
proximation [3, 8, 35]. This allows us to approximate the solution of the infinite cell problem
with the solution of a periodic cell problem over a suitably large domain in Rd .
We apply this scheme to two particular examples. First we consider a random protrusion
model, where the random surface is generated by randomly placed protrusions, whose po-
sition is determined by a Poisson point process. This model falls under the framework dis-
cussed in the previous sections, and we demonstrate that the area scaling approximation holds
for this example. In the second example we consider lateral diffusion on a random surfaces
defined by the graph of sufficiently smooth Gaussian random field. Due to the unbounded-
ness of the fluctuations this example will not fall under the above theory, however, numerical
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simulations suggest that homogenization limit does appear to exist for this particular model,
and moreover, the area scaling approximation holds all the same.
In Section 8 we provide concluding remarks as well as suggestions for future avenues of
research.
2. Model. In this section we introduce the model for lateral diffusion on a rough, ran-
dom surface. For simplicity, we will we restrict our attention to surfaces S which can be
expressed as the graph of a sufficiently smooth function h : Rd → R known in the biology
literature as the Monge gauge for S. We will model the rough interface as a surface Sε con-
sisting of low amplitude, high frequency undulations about the plane. More specifically, for
a small scale parameter ε  1, we consider a surface Sεh with Monge Gauge:
(2.1) hε(x) = εh
( x
ε
)
, for x ∈ Rd ,
so that
Sεh =
{
(x,hε (x))
∣∣∣x ∈ Rd} .
We assume that the function h(x) is a random field with measure P having mean 0 and being
stationary, that is, having two-point covariance function of the form:
EP [h(x)h(y)] =C(x− y), x,y ∈ Rd ,
for some positive function C. Moreover, we will assume that the random field is ergodic with
respect to spatial translations, so that expectations with respect to P can be replaced by spa-
tial averages. Finally, we assume that realisations of h(x) are P-almost surely bounded with
(sufficiently many) bounded derivatives (which precludes the possibility of Gaussian random
fields).
In local coordinates, the surface Sεh has metric tensor g
ε(x,h) = g(x/ε,h), where g is given
by:
(2.2) g(x,h) = I+∇h(x)⊗∇h(x), x ∈ Rd ,
and the infinitesimal surface element is given by
√
|g|( xε ) where |g| denotes the determinant
of g. Since the random field is ergodic with respect to spatial translations the average surface
area Z can be written as
(2.3) Z := EP
[√
|g|(x,h)
]
= lim
R→∞
1
(2R)d
∫
[−R,R]d
√
|g|(x,h)dx.
In particular, for fixed ε the average surface area is given by
lim
R→∞
1
(2R)d
∫
[−R,R]d
√
|gε |(x,h)dx = lim
R→∞
(
2R
ε
)−d ∫
[−R/ε,R/ε]d
√
|g|(y,h)dy = Z.
This implies that as ε → 0, the surface area is conserved, which suggests that (2.1) is the
natural scaling for this problem. This is illustrated for the 1D case in Figure 2.1, which plots
a realisation of the surface generated by a Gaussian random field hε(x). The arc-length of the
surface over [−R,R], for R 1, is approximately 2RZ. Consider the projected trajectory of
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a particle undergoing lateral diffusion on Sεh starting from 0. The escape time of the process
from [−R,R] is equal to the expected escape time of a free R-valued Brownian motion from
the interval [−RZ,RZ] which is R2Z22 . Taking ε → 0, the expected escape time remains R
2Z2
2
in the limit, which implies that the law of the lateral diffusion process behaves identically
to a free Brownian motion on R with constant diffusion coefficient 1Z2 . We note that any
other scaling would result in the surface area going to 0 or ∞ as ε → 0. It follows that
the scaling given in (2.1) preserves the average surface area which suggests that (2.1) is the
correct scaling for this problem.
−2.0 −1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 2.0
² = 1
² = 0.5
² = 0.1
FIG. 2.1. Realisation of the 1D surface generated by a Gaussian random field hε for increasingly small values
of ε . As ε → 0, the average arclength Z is remains constant at around 6.5.
Consider a particle diffusing along the surface Sεh and let X
ε(t) denote the position of the
particle at time time given in local coordinates, with Xε(0) = x. Then, the evolution of Xε(t)
is described by the following Itoˆ SDE
(2.4) dXεh (t) =
1
ε
F(Xεh (t)/ε,h)dt+
√
2Σ(Xεh (t)/ε,h)dB(t),
where
(2.5) F(x,h) =
1√|g|(x,h)∇x ·
(√
|g|(x,h)g−1(x,h)
)
,
and
(2.6) Σ(x,h) = g−1(x,h).
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Equivalently, consider an observable uεh(x, t) of X
ε
h (t) defined by
uεh(x, t) = E [u(X
ε
h (t) |Xεh (0) = x] ,
where u ∈Cb(Rd). Then uεh(x, t) satisfies the following backward Kolmogorov equation [15,
Chapter 6]:
(2.7)
∂uεh(x, t)
∂ t
=L εh u
ε
h(x, t), (x, t) ∈ Rd× (0,T ],
uεh(x, t) = u(x), (x, t) ∈ Rd×{0}.
where
(2.8) L εh f (x) =
1√|g|(x/ε,h)∇x ·
(√
|g|(x/ε,h)g−1(x/ε)∇x f (x)
)
,
Our objective is to show that as ε→ 0, the process Xεh (t) behaves quantitively like a Brownian
motion with a constant effective diffusion tensor D independent of the particular realisation
of h. Equivalently, we show that uεh converges pointwise to the solution u
0 of the PDE
(2.9)
∂u0(x, t)
∂ t
= D : ∇x∇xu0(x, t), (x, t) ∈ Rd× (0,T ],
u0(t,x) = u(x), (x, t) ∈ Rd×{0}.
3. Problem Formulation and Set-up. In this section we will rigorously state the as-
sumptions on the random field h(x) which are necessary for the problem to be well-defined
and for a homogenization limit of both the SDE (2.4) and the PDE (2.7) to exist. The ap-
proach described here is a direct application of the results in [26, Chapter 9], whose approach
we will follow very closely.
Let Ω be the space of all C3 functions from Rd to R equipped with the Fre´chet metric gener-
ated by seminorms of the form
‖ f‖N = sup
|x|≤N
∑
k≤3
∣∣∣∇k f (x)∣∣∣ , N ∈ N.
Equipped with this metric, one can show that Ω is a Polish space.
For x ∈ Rd , define the translation operator τx : Ω→Ω by
τx(h) = h(·+ x), h ∈Ω.
Let P be a Borel probability measure on the measurable space (Ω,B(Ω)) and define the
group of translations {τx : x ∈ Rd}. We assume that the following conditions hold on the
random field h(x):
A. P
(
τ−1x (B)
)
= P(B), for all B ∈B(Ω) and x ∈ Rd . (Stationarity)
B. For B ∈B(Ω), τx(B) = B for all x ∈ Rd implies that P(B) = 0 or P(B) = 1, (Ergodicity)
C. For all δ > 0, limx→0P [|τxh−h|> δ ] = 0. (Stochastic Continuity)
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Moreover, we shall make the following assumption regarding the derivatives of realisations
of h:
D. There exists a constant K > 0 such that for P-almost surely every realisation of h ∈Ω,
(3.1) |∇h(x)|+ |∇∇h(x)| ≤ K, x ∈ Rd , P− a.s.
Assumption D is a very restrictive assumption which precludes considering Gaussian random
fields, however, without this assumption one encounters insurmountable technical problems
when attempting to obtain a homogenization result.
We note that the scenario of diffusion on surfaces possessing static, periodic fluctuations, as
considered in [13] can be expressed in the framework described above. Indeed, if h0 ∈C3(Td)
extended to Rd by periodicity, then we can define a random field by
h(x) = h0(x+ζ ),
where ζ is distributed according to the Lebesgue measure on Td . The corresponding proba-
bility measure P on Ω clearly satisfies the conditions A-D, and moreover the SDE (2.4) and
the PDE (2.7) reduce to their periodic counterparts for the periodic surface map h0.
Since Brownian motion is invariant under the diffusive scaling t → t/ε2, x→ x/ε we can
express the process Xεh (t) in law as
Xεh (t) = εXh
( t
ε2
)
,
where Xh(t) is the solution of the Itoˆ SDE
(3.2) dXh(t) = F(Xh(t),h)dt+
√
2Σ(Xh(t),h)dB(t),
where B(t) is a standard Rd-valued Brownian motion.
For a fixed h ∈Ω the infinitesimal generator of Xh(t) is given by
(3.3) Lh f =
1√|g|(x,h)∇x ·
(√
|g|(x,h)g−1(x,h)∇x f (x)
)
, f ∈C2b(Rd)
First, we establish the well-posedness of the SDE for Xh(t):
PROPOSITION 3.1. Let X0 be a random variable with finite second moments, indepen-
dent of B(·) and the random field h(x). Then, under assumption (3.1), for P-almost every
h ∈ Ω, the SDE (3.2) has a unique strong solution Xh(t) satisfying Xh(0) = X0. Moreover,
the Xh(t) is a Markov diffusion process and possesses a strictly positive continuous transition
density p(t,x,y,h).
Proof. Result follows from a direct application of Theorems 2.2, 3.6, 4.3 and 6.4.6
of [15].
4. The Homogenization Result. In this section we state the homogenization result for
the SDE (2.4) and PDE (2.7) making use of standard stochastic homogenization techniques
such as [7, 24, 26]. The approach adopted here closely follows that of [26]. The assumption
that the random field h is stationary and ergodic with respect to spatial translations is essential
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to obtaining a limiting diffusion process in the limit as ε → 0. To obtain such a homogeniza-
tion limit, we need to express SDE (3.2) in terms of a stationary ergodic Markov process.
Following the work of [12, 24, 36], we considered the so-called environment viewed from the
particle.
We first define the derivatives with respect to the translation group {τx}x∈Rd , which are nec-
essary for the formulation of the environment process. For i ∈ {1, . . . ,d}, let Di be the L2(P)
generator of τx in the ei direction, that is
DiV :=
d
dλ
V (τ(λei)h)
∣∣
λ=0,
in the L2(P) sense. Assumption C permits us to apply Corollary 1.1.6 of [14], to show that
the D(Di) are dense in L2(P). Note that Di is antisymmetric with respect to the L2(P) inner
product, so that for all U,V ∈D(Di)⊂ L2(P),
〈DiU,V 〉L2(P) =−〈U,DiV 〉L2(P).
For V ∈ H1 :=⋂di=1D(Di), we can then define the gradient to be
(4.1) DV := (DiV )di=1 .
For a vector field V = (Vi)di=1 such that Vi ∈ H1 we define the divergence to be
(4.2) D ·V :=
d
∑
i=1
DiVi.
We express the coefficients of the SDE as stationary random variables on Ω. Abusing
notation, we define the random variable g(h) by
g(h) := g(0,h) = I+∇h(x)⊗∇h(x)∣∣x=0,
we can express the coefficients of the SDE (3.2) as random variables on Ω. Indeed, by
defining
F(h) := F(0,h) =
1√|g|(x,h)∇ ·
(√
|g|(x,h)g−1(x,h)
)∣∣∣∣∣
x=0
=
1√|g|(h) D ·
(√
|g|(h)g−1(h)
)
,
and,
Σ(h) := Σ(0,h) = g−1(h),
we can then express (3.2) as
dXh(t) = F(τXh(t)h)dt+
√
2Σ(τXh(t)h)dB(t).
Let ζh(t) be the stochastic process given by
ζh(t) =
{
τXh(t)h, if t > 0
h if t = 0.
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This stationary, Ω-valued stochastic process known as the environment viewed from the par-
ticle, and was considered in works such as [12, 24, 36]. It describes the evolution of the
environment h which is observed from a frame of reference fixed on the particle. The process
ζh(t) is Markovian and possesses an invariant measure pi absolutely continuous with respect
to P. The particle trajectory Xh is driven by ζh(t), in the sense that we can express Xh(t) in
terms of the environment process as follows
Xh(t) =
∫ t
0
F(ζh(s))ds+
∫ t
0
√
2Σ(ζh(s))dB(s).
By assumption (3.1) it follows that
(4.3) Z =
∫
Ω
√
|g|(h)P(dh) =
∫
Ω
√
1+ |∇h(0)|2P(dh)< ∞.
Define pi to be the probability measure on h given by
pi(dh) =
√|g|(h)
Z
P(dh)
The following proposition summarises the properties of the environment process ζh(t)
required to obtain a invariance principle for Xh(t). A proof of this result can be found in
various places, in particular of [26, Proposition 9.7].
PROPOSITION 4.1 (Proposition 9.7, [26]). The environment process ζh(t) is Markovian
and its transition semigroup P(t) can be written as
(4.4) P(t) f (h) =
∫
Rd
p(t,x,0,h) f (x,h)dx, f ∈ L∞(P)
which can be extended to a positive preserving contraction semigroup on Lp(Ω) for any p≥ 1.
In particular
‖P(t) f‖Lp(pi) ≤ ‖ f‖Lp(pi) , f ∈ L2(pi).
Moreover, ζh(t) possesses an invariant measure pi with respect to which ζh(t) is reversible
and ergodic. Finally, the domain C2b(Ω) is a core for the L
2-generator L of P(t) and L is
the unique self-adjoint extension of
(4.5) Lˆ f =
1√|g|(h)D ·
(√
|g|(h)g−1(h)D f
)
, D(Lˆ) =C2b(h),
and we can express the Dirichlet form corresponding toL as follows
(4.6) 〈(−L ) f , f 〉L2(pi) =
1
Z
∫
Ω
D f (h) ·g−1(h)D f (h)
√
|g|(h)P(dh).
We now introduce the spaces H1 and its dual H−1 as defined in [24] and [12]. Let H1
be the completion of the space{
φ ∈C2b(Ω)
∣∣ ∫
Ω
φ(h)pi(dh) = 0 and ‖φ‖1 := 〈(−L )φ ,φ〉L2(pi) < ∞
}
,
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with respect to ‖·‖1. The dual spaceH−1 is the completion of the space{
φ ∈C2b(Ω)
∣∣ ∫
Ω
φ(h)pi(dh) = 0 and ‖φ‖−1 < ∞
}
,
where the dual norm is given by
‖φ‖2−1 =
1
2
〈φ ,(−L )−1φ〉L2(pi) = sup
ψ∈H1
{2〈φ ,ψ〉−〈(−L )ψ,ψ〉} .
Note that φ ∈ L2(pi) lies inH−1 if and only if there exists C > 0 such that
〈φ ,ψ〉L2(pi) ≤C‖ψ‖1 ,
for all ψ ∈H1. Moreover, sinceL is positive, self-adjoint
H1 =D
(
(−L) 12
)
, and H−1 =D
(
(−L)− 12
)
.
By assumption (3.1), the matrix g(ω) is uniformly elliptic. This implies that
K1〈Dφ ,Dφ〉L2(pi) ≤ 〈φ ,L φ〉L2(pi) ≤ K2〈Dφ ,Dφ〉L2(pi), for φ ∈C1b(Ω),
for some positive constants K1 and K2. This implies that there is an isomorphism between
the spaces H1 and H1, and thus, given φ ∈ H1 we are justified in defining the gradient
Dφ ∈ L2(Ω).
Following the typical approach adopted in the homogenization of SDEs we wish to decom-
pose the singularly perturbed drift term into a martingale and a remainder term which vanishes
as ε → 0 and then apply the Martingale Central Limit Theorem [21] to obtain convergence
to a limiting Brownian motion. Unlike in the periodic case, due to the lack of a spectral gap
(or equivalently of a Poincare´ inequality) forL , the Poisson problem −L χ = F will not be
well posed. However, since the resolvent of P(t) in L2(pi) is (0,∞), for a fixed unit vector
e ∈ Rd and λ > 0, we can consider the following resolvent equation for χe ∈ L2(pi):
(4.7) (λ I−L )χe = Fe,
where Fe = F · e.
LEMMA 4.2. For any unit vector e ∈ Rd ,
Fe ∈ L2(pi)∩H−1
Proof. To show that Fe ∈ L2(pi), we note that
|F(h)e|= |F(h) · e| ≤C |∇∇h(x)|2 ,
which is bounded almost surely, by assumption (3.1). To show that Fe ∈H−1 we first note
that the centering condition holds, so that∫
Ω
Fe(h)pi(dh) = 0.
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Let ψ ∈H1, then
〈Fe,ψ〉L2(pi) =
1
Z
∫
Ω
e ·g−1(h)Dψ(h)
√
|g|(h)P(dh)
≤
(
1
Z
∫
Ω
e ·g−1(h)e
√
|g|(h)P(dh)
) 1
2
‖φ‖H1
≤ ‖φ‖H1 .
It follows that Fe ∈ H−1 with ‖Fe‖H −1 ≤ 1.
The λ -corrector χeλ can be written as
χeλ (h) =
∫ ∞
0
e−λ tP(t)Fe(h),
and so by the contractivity of P(t) we have that
∥∥χeλ∥∥L2(pi) ≤ 1λ ‖Fe‖L2(pi). Moreover, taking
the inner product of (4.7) with χeλ we have that
λ
∥∥χeλ∥∥2L2(pi)+∥∥χeλ∥∥2H1 = 〈F,χeλ 〉 ≤ ‖F‖H −1 ∥∥χeλ∥∥H 1 ,
so that that
∥∥(λ I−L )−1Fe∥∥
H1
≤ ∥∥χeλ∥∥H−1 . Consequently, we can extend the resolvent
operator (λ −L )−1 from L2(pi) to a bounded operator fromH−1 toH1. To be able to obtain
a central limit theorem one must show that the λ -correctors decay suitably fast in L2(pi) as
λ → 0 and that χλe converges to an element inH1. These two results are typically the core of
any invariance principle for additive functionals of Markov processes.
LEMMA 4.3 ( [24], [12]). There exists χe ∈H1 such that
(4.8) lim
λ→0
∥∥χeλ −χe∥∥H1 = 0,
and
(4.9) lim
λ→0
λ 〈χeλ ,χeλ 〉L2(pi) = 0
We can now state the homogenization theorem for Xεh (t). The proof is a straightforward
extension of the arguments given in [24] or [12]. An equivalent, but far more general, ap-
proach can be found in [26]. As in [16] we use the convention that (Dχ)i j = D jχi.
THEOREM 4.4. Suppose that conditions A-D hold. Then, the process Xεh (t) converges
weakly in C([0,T ];Rd) to a Brownian motion with constant diffusion tensor D given by:
(4.10) D =
1
Z
∫
Ω
(I+Dχ(h))g−1(h)(I+Dχ(h))>
√
|g|(h)P(dh),
where χ = (χei)i=1,...,d is theH1 limit of (χeiλ )i=1,...,d which exists by Lemma 4.3.
COROLLARY 4.5. Let uε(t,x,h) be the solution to the Kolmogorov backward equation
(2.7), with initial condition v ∈Cb(Rd), independent of ε . Then
(4.11) lim
ε→0
EP
∣∣uεh(t,x)−u0(t,x)∣∣= 0, for all (t,x) ∈ [0,T ]×Rd ,
where u0 : [0,T ]×Rd → Rd is the solution of
(4.12)
∂u0(t,x)
∂ t
= D : ∇∇u0(t,x), (t,x) ∈ [0,T ]×Rd ,
where D is given by (4.10).
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5. Properties of the Effective Diffusion Tensor. In this section we study the properties
of the effective diffusion tensor D given by (4.10). For one dimensional surfaces, one can
show that:
Dχ(h) =
√|g|(h)
Z
−1,
so that D = 1Z2 , where Z is the average excess surface area given by (2.3). This generalises
the corresponding result for lateral diffusion on a raplidy fluctuating periodic surfaces consid-
ered in [13]. As in the periodic case, in two-dimensions or more it is not generally possible
to obtain a closed form expression for Dχ and hence D. This is compounded by the fact that
χ is obtained as the limit of the λ -correctors χλ in the abstract spaceH1.
In this section we show that Dχ can be expressed as the unique weak solution of a varia-
tional problem in
(
L2(Ω)
)d , and that the effective diffusion tensor D can be identified as the
minimum value of quadratic functional over the space of mean-zero, curl-free vector func-
tions of Ω. Using this variational formulation one can easily obtain bounds on the effective
diffusion tensor. By considering the dual minimisation problem one can also obtain lower
bounds for D. The approach taken here follows the exposition given in [26, Chapter 10].
Denote by (L2(P))d the space ofRd-valued functions ofΩwith components in L2(P), equipped
with the inner product
〈U,V 〉=
d
∑
i=1
〈Ui,Vi〉P.
The gradient operator D defined in (4.1) maps H1 into (L2(P))d . Define L2pot(P) to be the
range of D in (L2(P))d . Let L2c(P) be the space of constant vector fields in (L2(P))d , that is
L2c(P) = span{ei | i = 1, . . . ,d},
where ei is the ith coordinate basis element of Rd . Finally, define L2div(P) to be the orthogo-
nal complement of L2c(P)⊕L2pot(P) in (L2(P))d , so that we obtain the following Helmholtz
decomposition
(L2(P))d = L2pot(P)⊕L2div(P)⊕L2c(P).
The space L2div(P)⊕ L2c(P) can be interpreted as the space of divergence-free vector fields
with square integrable components. The following result shows that Dχ can be expressed as
the unique weak solution of a cell equation posed in
(
L2(P)
)d . Note that in the case where
the fluctuations are periodic this reduces to the “periodic” cell problem.
PROPOSITION 5.1. For any e ∈ Rd such that |e|= 1, V = Dχe is the unique solution of
the problem
V ∈ L2pot(P),√
|g|(h)g−1(h)(e+V (h)) ∈ L2div(P).
(5.1)
Analogously to the corresponding result for periodic surface fluctuations, given in [13], D
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can be expressed as the minimum of a particular quadratic functional. Indeed, if e ∈ Rd is a
unit vector, then the macroscopic rate of diffusion in the direction e can be written as
(5.2) e ·De = 1
Z
inf
V∈L2pot (P)
∫
Ω
(e+V (h)) ·g−1(h)(e+V (h))
√
|g|(h)P(dh).
This can be seen by noting that that the weak cell equation (5.1) is the Euler-Lagrange equa-
tion (5.2), and that Dχe is the unique minimiser of this variational problem. In particular, by
substituting V = 0 we obtain a (rough) upper bound for the effective diffusion tensor.
One can also obtain a lower bound for D simply by extending the domain over which (5.2) to
L2pot(P)⊕L2div(P), in particular:
e ·De≥ 1
Z
inf
V∈(L2(h))d ,∫
VP(dh)=0
∫
Ω
(e+V (h)) ·g−1(h)(e+V (h))
√
|g|(h)P(dh).
This minimisation problem can be solved directly to obtain a closed-form expression for the
minimum value, giving the following lower bound.
e ·De≥ e · 1
Z
(∫
Ω
g(h)√|g|(h)P(dh)
)−1
e.
We summarize the above properties of D in the following theorem:
THEOREM 5.2. The effective diffusion tensor D satisfies the following properties:
1. D is strictly positive definite.
2. For all e ∈ Rd , e ·D is given by:
(5.3) e ·De = 1
Z
inf
V∈L2pot (P)
∫
Ω
(e+V (h)) ·g−1(h)(e+V (h))
√
|g|(h)P(dh),
Moreover, χ is the unique minimiser of this functional.
3. For all e ∈ Rd , the effective diffusion tensor D satisfies the following inequality:
e ·D∗e≤ e ·De≤ e ·D∗e,
where
(5.4) D∗ =
1
Z
∫
Ω
g−1(h)
√
|g|(h)P(dh),
and
(5.5) D∗ =
1
Z
(∫
Ω
g(h)√|g|(h)P(dh)
)−1
.
4. In particular D satisfies:
(5.6)
1
Z2
≤ e ·De≤ 1.
REMARK 5.3. In particular, Theorem 5.2 implies that the macroscopic diffusion tensor
D is always depleted with respect to the microscopic diffusion tensor (which is rescaled to
be I. This is intuitively clear, as we expect a particle undergoing Brownian motion along a
surface to require extra effort to surpass surface undulation compared to a free Brownian on
the underlying plane. This is analogous to the case of diffusive transport of passive particles
in a potential flow, where the macroscopic diffusion tensor is always depleted, [39].
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6. The Area Scaling Approximation. In this section we derive a closed-form expres-
sion for the effective diffusion tensor D which holds for a large class of two-dimensional
random surfaces. More specifically, we show that if D is isotropic, then the area-scaling
approximation holds, namely that D = 1Z , where Z is the average surface area given by
(2.3). This result generalises the corresponding result for the periodic surface case described
in [18, 19, 32] and proved rigorously in [13]. The result is based on a duality transformation
argument similar to that described in [25] and [22, Section 1.5], which relates the effective
conductivity coefficient corresponding to the two-dimensional multiscale problem:
−∇ · (Aε(x)∇uε(x)) = 0, x ∈Ω⊂ R2
to the effective conductivity coefficient AQ arising from the “rotated problem”:
−∇ ·
(
Q>Aε(x)Q∇uε(x)
)
= 0, x ∈Ω⊂ R2
where Q is a rotation about the origin. A particular corollary of this argument is that the
determinant of the conductivity coefficient is preserved in the limit as ε→ 0, that is, if Aε has
determinant k for all ε > 0 then A has determinant k also.
In two dimensions, the matrix g−1(x/ε,h)
√|g|(x/ε,h) has determinant 1 for all ε > 0. By
a straightforward modification of the arguments of [25, Theorem 1] we are able to provide a
closed form expression for the determinant of the effective diffusion tensor, relating |D| to the
average excess surface area Z. In the particular case when D is isotropic, we thus obtain an
explicit formula for D. This generalises the area scaling estimate described in [13, 18, 19, 32]
for periodic surfaces to surfaces defined by stationary, ergodic random fields.
THEOREM 6.1. In two dimensions, D satisfies the following relationship
(6.1) det(D) =
1
Z2
.
Consequently, if λ1 and λ2 are the eigenvalues of D with λ1 ≤ λ2, then
(6.2)
1
Z2
≤ λ1 ≤ 1Z ≤ λ2 ≤ 1.
In particular, if D is isotropic, then it can be written explicitly as
(6.3) D =
1
Z
I.
Proof. We follow an approach similar to [25]. We first note that Thompson’s duality
principle [30, Section 2.6.2] applies equivalently in the space
(
L2(P)
)d
= L2pot(P)⊕L2div(P)⊕
L2c(P), so that
(6.4) e · (ZD)−1 e = inf
F∈L2div(P)
∫
Ω
(F(h)+ e) · g(h)√|g|(h) (F(h)+ e) P(dh)
Let Q : R2→ R2 denote a pi2 rotation about the origin in R2. Given F ∈ L2div(P), define
QF(h) = (QF)(h).
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The mapQ :
(
L2(P)
)d → (L2(P))d defined by
QG(h) = (QG)(h),
is an isomorphism between the sets{
D f | f ∈C1b(Ω)
}
and {F ∈ (C1b(Ω))2 |
∫
Ω
F(h)P(dh) = 0 and D ·F = 0},
which can be extended to an isomorphism between L2pot(P) and L2div(P). Thus (6.4) can be
rewritten as
e · (Z D)−1 e = inf
G∈L2pot (P)
∫
Ω
(QG+ e) · g(h)√|g|(h) (QG+ e) P(dh)
= inf
G∈L2pot (P)
∫
Ω
(
G+Q>e
)
·Q> g(h)√|g|(h)Q
(
G+Q>e
)
P(dh).
However, in two dimensions, for any invertible matrix A we have that
(6.5) Q>A−1Q = A>/det(A),
so that, since det
(
g−1
√|g|(y))= 1,
e · (Z D)−1 e = inf
G∈L2pot (P)
∫
Ω
(
G+Q>e
)
·g−1(h)
(
G+Q>e
)√
|g|(h)P(dh)
=
(
Q>e
)
·Z D
(
Q>e
)
.
Thus
1
Z
e ·D−1e = Z e ·QDQ>e = Z det(D)e ·D−1 e,
so that det(D) = 1Z2 .
Following the results of Theorem 6.1 it is natural to ask for conditions which guarantee that
D is isotropic. By applying Schur’s lemma [3, 44] we are able to provide a natural sufficient
condition for D to be isotropic. To this end, let Q ∈ R2×2 be a proper orthogonal matrix.
DefineQ> : Ω→Ω to be
Q>h(x) = h(Q>x) x ∈ R2.
Clearly Q> is an isometry on h which induces the following transformations on the metric
tensor.
LEMMA 6.2. Let Q ∈ R2×2 be any rotation about the origin, then
(6.6) g−1(x,Q>h) = Qg−1(Q>x,h)Q>
and
(6.7) |g|(x,Q>h) = |g|(Q>x,h),
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for all x ∈D .
Proof. It follows from the chain rule that
(6.8) D
(
Q>h
)
(x) = ∇h◦Q>(x) = Q(Dh)(Q>x).
From this, it is clear that
g(x,Q>h) = I+D
(
Q>h
)
(x)⊗D
(
Q>h)
)
(x)
= I+Q
[
(Dh)(Q>x)⊗ (Dh)(Q>x)
]
Q>
= Qg(Q>x,h)Q>.
We can now state the sufficient condition for the effective diffusion tensor to be isotropic.
THEOREM 6.3. Let Q ∈ R2×2 be a rotation about some point by an angle not equal to 0
of pi . Suppose that the random field measure P is invariant with respect to the corresponding
operatorQ>, that is
P◦
(
Q>
)−1
= P.
Then D is isotropic.
Proof. By stationarity, we may assume that Q is a rotation about the origin. The set
{D f | f ∈C1b(Ω)} is dense in L2pot(P), thus we may minimise (5.2) over this set. Moreover,
sinceQ> is measure-preserving we can make the substitution h→ τxQ>h in (5.2) to get
e ·De = 1
Z
inf
f∈C1b(Ω)
∫
Ω
[(
∇ f (x,Q>h)+ e
)
·g−1(x,Q>h)
(
∇ f (x,Q>h)+ e
)√
|g|(x,Q>h)
]
P(dh),
Substituting (6.6) in the above we obtain
e ·De = 1
Z
inf
f∈C1b(h)
∫
Ω
[
Q>
(
Q∇ f (Q>x,h)+ e
)
·g−1(Q>x,h)Q> (Q∇ f (x,h)+ e)
√
|g|(Q>x,h)
]
P(dh).
Using the fact that Q is orthogonal and P is invariant under translations τy for any y ∈ R2 we
obtain
e ·De = 1
Z
inf
f∈C1b(Ω)
∫
Ω
(
D f (h)+Q>e
)
·g−1(h)
(
D f (h)+Q>e
)√
|g|(h)P(dh)
=
(
Q>e
)
·D
(
Q>e
)
= e ·
(
QDQ>
)
e.
Since e is arbitrary, it follows that D = QDQ> and so, by applying Schur’s lemma it follows
that the effective diffusion D is isotropic.
As an immediate corollary of Theorem 6.2 we note that it is sufficient that the random field is
isotropic, i.e. the two point covariance is of the form C(x,y) =C(|x− y|) for D to be isotropic.
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7. Numerical Scheme. In general, when the effective diffusion tensor cannot be ex-
pressed in terms of a closed-form expression, one must resort to numerical methods to ap-
proximating D. Unlike in the periodic case, the expression (4.10) for D does not lend itself
to numerical approximation, due to the fact that the corrector χ exists only in the abstract
space H1. In this section we describe a widely applied scheme to numerically approximate
D making use of a periodic approximation [8, 35].
For a fixed realisation h of the random field and R > 0, the scheme is as follows:
1. Define FR(x,h) and ΣR(x,h) to be the “periodized”coefficients given by
(7.1) FR(x,h) = F((x mod BR),h), and ΣR(x,h) = Σ((x mod BR),h),
where F(x,h) and Σ(x,h) are the drift and diffusion coefficients given by (2.5) and
(2.6) respectively and where BR = [0,R]d .
2. Let XR(t) be the solution of the Itoˆ SDE
XR(t) = FR(XR(t),h)dt+
√
2ΣR(XR(t),h)dB(t),
and consider the corresponding periodic homogenization problem which gives rise
to an effective diffusion tensor DR(h). There are numerical approaches to computing
the periodized effective diffusion tensor DR(h). We adopt a PDE approach, solv-
ing the corresponding periodic cell equation using a piecewise linear finite element
scheme, and using this solution to compute DR(h) via quadrature. This approach is
described in detail in [13, Section 5.6].
By a simple modification the arguments given in [35] and [8], as R → ∞, one can show
that the periodic approximation DR(h) will converge to D for P almost every h ∈ h. As
an illustration of the above numerical scheme we present two random surface models and
explore the properties of D using numerical simulations.
7.1. The Random Protrusion Surface. In the first example we consider the problem
of lateral diffusion on a “random protrusion surface” a two-dimensional random surface com-
prised of randomly distributed protrusions, represented as ”bump” functions where the cen-
ters of the bumps are determined by a Poisson point process with constant intensity λ . More
specifically, we consider a surface which can be formally written as the the graph of
(7.2) h(x) =∑
i
f (x− xi),
where {xi}i∈N is a realisation of a Poisson point process and
(7.3) f (x) =
{
α exp
(
− 11−x2
)
|x|< 1
0 |x| ≥ 1,
where α > 0 is a constant amplitude. A realisation of this random field over the region [0,20]2
is plotted in Figure 7.1. We note that the inclusions are allowed to overlap.
Similar models for random media are widely studied, in particular in the study of ran-
dom Schro¨dinger operators [28, 38]. A Poisson point process with intensity λ satisfies the
following two fundamental properties [11]:
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FIG. 7.1. Plot of a realisation of the random protrusion surface h(x) with homogeneous intensity λ = 1, over
the interval [0,20]2. Note the overlapping protrusions.
1. For every bounded, closed set B, the counting measure
N(B) := |{i : xi(h) ∈ B}| ,
is a Poisson process distributed with mean λµ(B), where µ(B) is the Lebesgue
measure of B.
2. If B1, . . .Bm are disjoint regions then N(B1),N(B2), . . .N(BM) are independent.
The Poisson point process is completely characterised by its Laplace functional, indeed if φ
is a positive smooth function with compact support on R2 and we define
ν(φ) =∑
i
φ(xi(h)),
then
(7.4) E
[
e−ν(φ)
]
= exp
(
λ
∫
e−φ(y)−1dy
)
.
From (7.4) we see that the Poisson point process is stationary with respect to spatial trans-
lations, and thus so is h(x). Furthermore, it is well known that h(x) is ergodic with respect
to spatial translations [29, Proposition 2.6]. Realisations of the field h(x) are clearly smooth
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and bounded with all derivatives bounded, so that this random field satisfies the conditions
of Theorem 4.4, which guarantees the existence of a homogenization limit. Moreover, it is
straightforward to see that since the intensity λ is constant, the conditions of Theorem 6.3
holds, and so D is isotropic and thus equal to 1Z .
Properties 1 and 2 of the Poisson point process can be used to generate realisations of h(x)
over the domain BR = [0,R]2. To sample the centers of the inclusions in this region, we first
sample the number of points N from the Poisson distribution with mean value λR2. The cen-
ters of the inclusions x1(h), . . . ,xN(h) are sampled uniformly in [0,R]2.
To demonstrate the periodic approximation scheme, in Figure 7.2 we plot values of DR of
the effective diffusion tensor for the random protrusion model, for varying R and for two
sets of parameters, namely λ = 0.5, α = 1 and λ = 1.5, α = 1. Since DR quickly becomes
isotropic as R increases, we only show the first component. For each value of R, 103 inde-
pendent surface realisations are generated, and for each realisation, DR is computed using a
piecewise linear finite element scheme, refining the mesh-size until the relative error between
successive refinements is 10−2. The dashed lines denote the area scaling approximation of D,
given by Das = 1Z , and we see that there is good agreement between the mean value of DR(h)
and D for large values of R.
To further confirm the results of Theorems 4.4 and 6.1, we compare the area-scaling esti-
mate for this surface to the macroscopic diffusion tensor estimated from a long time MCMC
simulation of a particle undergoing Brownian motion on a single realisation of the surface,
using an Euler-Maruyama discretisation of (2.4). In Figure 7.3 we plot the macroscopic dif-
fusion tensor computed for surfaces with parameters λ = 0.5,α = 1 and λ = 1.5 and α = 1,
respectively. The particle trajectory is simulated with timestep length 10−6 for t ≤ 4000. The
macroscopic diffusion tensor Dmcmc is computed ergoically from a single run of the Markov
process using a sampling time-step of size 1. The dashed lines denote the area scaling approx-
imation, and we see that, as time increases, the long term diffusion coefficient converges to
the area-scaling estimate. We note that while approximating the effective diffusion tensor di-
rectly from a Monte-Carlo simulation is far more straightforward than using the finite-element
approach adopted here, the latter method is more robust and allows one to explore parameter
regimes where surface realisations are possess rapid variations. For such surfaces, the re-
sulting SDE becomes increasingly stiff and one must take increasingly smaller time-steps to
correctly capture the long-term diffusion tensor, which quickly becomes prohibitively expen-
sive in terms of computation time.
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FIG. 7.2. Plots of the distribution of the first component DR(h) for varying R, for random protrusion surfaces
with parameters λ = 0.5,α = 1.0 (square markers) and λ = 1.5,α = 1.0 (circle markers). Error bars denote one
standard-deviation of the distribution of DR(h), generated from 103 surface realisations. The dashed line indicates
the value of the area-scaling estimate 1Z .
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FIG. 7.3. Plot of the first component of the macroscopic diffusion tensor computed from a long-time MCMC
simulation of a Brownian motion on a single realisation of random protrusion surfaces with parameters λ = 0.5 and
λ = 1.5 respectively.
20 A. B. DUNCAN
7.2. Gaussian Random Field Surface. The second example we consider is a surface
generated by a two-dimensional stationary Gaussian random field. Due to the unbounded
support of the random field fluctuations, this case does not fall into the framework of this
paper, however, numerical experiments suggest that a homogenization limit does exist for
lateral diffusion on such a surface and that the conclusions of Theorems 4.4 and 6.1 appear to
still hold in this case.
We consider an isotropic Gaussian random field h : R2 → R with mean zero and exponen-
tially decaying autocorrelation given by cα(r) = e−piα|r|
2
, where α is a positive constant. By
Bochner’s theorem [40, Theorem IX.9], the function cα(x− y) defines a covariance opera-
tor Cα , and a Gaussian measure on L2(Rd) with mean 0 and covariance Cα . Moreover, by
application of the Sobolev embedding theorem one can see that realisations of h(x) have an
almost-surely smooth modification.
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FIG. 7.4. A realisation of the Gaussian random field h(x) using a truncated Karhunen-Loeve expansion, with
α = 1, M = 1024 and R = 5 (Note that the field has been translated periodically from [−2R,2R]2 to [0,4R]2). The
region enclosed by the dotted line is what is retained as a sample of h(x).
To simulate realisations of h(x) over a domain BR = [−R,R]2, we make use of the
Karhunen-Loeve expansion [1, Chapter 3] of the random field with respect to the standard
Fourier basis in the space of periodic square-integrable functions on [−2R,2R]2. Given a re-
alisation hper(x) in this space, the random field h(x) is then approximated by h(x) = h
∣∣
BR
(x),
Homogenization of lateral diffusion on a random surface 21
provided R is sufficiently large so that
(7.5) cα(r)≈ 0 for |r|> R.
For a given realisation of the surface h(x) we use the periodic approximation scheme to com-
pute DR(h) for varying R and parameters α = 0.01 and α = 0.1, respectively. As before, for
each value of R, 103 realisations of the surface are generated and the periodic approximation
DR computed for each realisation. A starting mesh-size of 2−6 is used, refining globally until
the relative error of DR(h) between successive refinements is 10−2. As R increases, the vari-
ance of the samples of DR decreases, the ergodic average converges very quickly. Indeed for
R ≥ 10 the ergodic average converges to the mean after only 50 iterations. As noted in the
previous example however, this comes at the cost of requiring smaller mesh-sizes to maintain
a constant error for the finite element approximation as R increases. In Figure 7.5, for each R
we plot the average value of first component of DR(h). We note that there is good agreement
between the mean value of DR(h) and the effective diffusion tensor predicted by the area
scaling approximation for large values of R.
In Figure 7.6 we compare the area-scaling estimate with the first component of the macro-
scopic diffusion tensor Dmcmc computed from a long-time simulation of Brownian motion on
a single realisation of the Gaussian random surface, directly simulated from the SDE (2.4)
using an Euler-Maruyama discretisation, with timestep 10−7. Once again, the macroscopic
diffusion tensor is well approximated by the area-scaling approximation. The results plotted
in Figures 7.6 and 7.5 suggest that the conclusions of Theorems 4.4, 6.3 and 6.1 appear to
hold true for the case of a Gaussian random field despite the fact that the homogenization
theorem requires the assumption uniform bounds on the field and its derivatives.
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FIG. 7.5. A plot of the distribution of DR(h) for increasing values of R, for the Gaussian random field surface,
with parameters α = 0.01 (square markers) and α = 0.1 (circle markers) respectively. For each value of R, 103
realisations were generated. The error bars denote one standard deviation. The dashed line indicates the value of
the area scaling estimate Das given by 1Z .
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FIG. 7.6. Plot of the macroscopic diffusion tensor computed from a long-time simulation of a Brownian motion
on a realisation of the Gaussian random surface with parameters α = 0.01 and α = 0.1, respectively.
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8. Conclusion. In this paper we have studied the problem of diffusion on a quasi-planar
surface defined by a random field which is stationary and ergodic with respect to spatial
translations. We have shown that the problem of computing the effective dynamics can be
expressed as a stochastic homogenization problem, and subject to suitable conditions on the
random field, we have applied standard results to show that the lateral diffusion process is
well-approximated by a Brownian motion on the plane, with constant effective diffusion ten-
sor D, independent of the particular surface realisation. Although D does not generally have
a closed form, we have been able to identify a number of properties of the effective diffusion
tensor. In particular, we have obtained variational bounds on D, showing that it is depleted
with respect to the microscopic diffusion tensor. Moreover, we have been able to show that
for two dimensional surfaces, the area scaling approximation D = 1Z holds for isotropic D,
and provided a natural sufficient condition on the random field for D to be isotropic. We have
also described a practical numerical scheme to approximate the effective diffusion tensor us-
ing a periodic approximation, and used this method to consider two very simple examples.
The macroscopic behaviour of lateral diffusion on static surfaces with random fluctuations
has been studied before in the context of modelling protein diffusion on Helfrich-elastic sur-
faces with quenched fluctuations, [13,19,32]. However, these papers have all assumed that the
random surface is periodic in each direction, with period length L characterising the macro-
scopic length scale of the model. The long-time/macroscopic limit, computed via periodic
homogenization, captures the dynamics of the particle which diffuses over a periodic rep-
etition of a single realisation of the random surface. The results in this paper characterize
the macroscopic behaviour of diffusion on random surfaces without imposing any such pe-
riodization. The existence of a homogenization limit is entirely due to the stationarity and
ergodicity of the random surface and not any imposed periodicity. Moreover, the resulting
macroscopic limit depends only on the quantitative statistical properties of the random field,
and independent of the particular surface realisation (unlike in the periodic case).
There are several extensions to the present work. Clearly, as in the periodic case, it would be
interesting to study the more general problem where the surface possesses a slowly varying
component, and the rapid fluctuations occur normally to this slow surface. The problem of
finding the effective behaviour would result in a locally-stationary homogenisation problem
as was considered in [42]. More generally, it would be interesting to extend the approach to
study more general surfaces, possibly even closed surfaces embedded in R3 , which to our
knowledge has not been previously considered.
Another direction of interest would be to relax Assumption D, namely the requirement that
realisations of the field and its derivatives must be uniformly bounded. Relaxing this assump-
tion would permit one to obtain analytical results for Gaussian random fields. Removing
Assumption D introduces several technical issues: the crux of the problem lies in the fact
that the drift of the SDE (3.2) is no longer bounded, and the diffusion term no longer remains
uniformly elliptic. The issue of unbounded coefficients might be resolvable by adopting an
approach similar to [5, 27, 33], however it is still unclear how to handle the lack of elliptic-
ity. Nonetheless, numerical results suggest that a homogenization limit for Gaussian random
fields exists, and thus we believe that it is possible to obtain a homogenization result for such
surfaces and leave the problem of proving this rigorously as scope for future work.
Acknowledgements. The author is grateful to Grigorios Pavliotis and Andrew Stuart
for useful suggestions and comments. Moreover, the author wishes to acknowledge EPSRC
for financial support and thanks the Centre for Scientific Computing at Warwick for compu-
24 A. B. DUNCAN
tational resources.
REFERENCES
[1] R. J. Adler and J. E. Taylor. Random fields and geometry, volume 115. Springer, 2007. 20
[2] B. Alberts, A. Johnson, J. Lewis, M. Raff, K. Roberts, and P. Walter. Molecular biology of the cell. Garland,
2002. 1
[3] A. Alexanderian, M. Rathinam, and R. Rostamian. Homogenization, symmetry, and periodization in diffusive
random media. Acta Mathematica Scientia, 32(1):129–154, 2012. 2, 14
[4] P. F. F. Almeida and W. L. C. Vaz. Lateral diffusion in membranes. Handbook of biological physics, 1:305–
357, 1995. 1
[5] M. Avellaneda and A. J. Majda. An integral representation and bounds on the effective diffusivity in passive
advection by laminar and turbulent flows. Communications in Mathematical Physics, 138(2):339–391,
1991. 23
[6] D. Axelrod, D. E. Koppel, J. Schlessinger, E. Elson, and W. W. Webb. Mobility measurement by analysis of
fluorescence photobleaching recovery kinetics. Biophysical journal, 16(9):1055–1069, 1976. 1
[7] A. Bensoussan, J.L. Lions, and G. Papanicolaou. Asymptotic analysis for periodic structures, volume 5. North
Holland, 1978. 6
[8] A. Bourgeat and A. Piatnitski. Approximations of effective coefficients in stochastic homogenization. In
Annales de l’Institut Henri Poincare (B) Probability and Statistics, volume 40, pages 153–165. Elsevier,
2004. 2, 16
[9] P. C. Bressloff and J. M. Newby. Stochastic models of intracellular transport. Reviews of Modern Physics,
85(1):135, 2013. 1
[10] P. B. Canham. The minimum energy of bending as a possible explanation of the biconcave shape of the human
red blood cell. Journal of Theoretical Biology, 26(1):61–81, 1970. 1
[11] D. J. Daley and D. Vere-Jones. An introduction to the theory of point processes. Volume II: General theory
and structure, volume 2. Springer, 2007. 16
[12] A. De Masi, P. A. Ferrari, S. Goldstein, and W. D. Wick. An invariance principle for reversible Markov
processes. applications to random motions in random environments. Journal of Statistical Physics, 55(3-
4):787–855, 1989. 2, 7, 8, 10
[13] A. B. Duncan, C. M. Elliott, G. A. Pavliotis, and A. M. Stuart. A multi-scale analysis of diffusions on
rapidly-varying surfaces. J. Nonlin. Sci., 2013. 1, 2, 6, 11, 13, 16, 23
[14] S. N Ethier and T. G Kurtz. Markov processes: characterization and convergence, volume 282. Wiley, 2009.
7
[15] A. Friedman. Stochastic differential equations and applications. Dover books on mathematics. Dover Publi-
cations, dover ed. edition, 2006. 5, 6
[16] O. Gonzalez and A. M. Stuart. A first course in continuum mechanics. Cambridge University Press, 2008. 10
[17] N. S. Gov. Diffusion in curved fluid membranes. Physical Review E, 73(4):041918, 2006. 2
[18] R. Granek. From semi-flexible polymers to membranes: Anomalous diffusion and reptation. Journal de
physique. II, 7(12):1761–1788, 1997. 1, 13
[19] S. Gustafsson and B. Halle. Diffusion on a flexible surface. The Journal of chemical physics, 106:1880, 1997.
1, 2, 13, 23
[20] W. Helfrich et al. Elastic properties of lipid bilayers: theory and possible experiments. Z. Naturforsch. c,
28(11):693–703, 1973. 1
[21] I. S. Helland. Central limit theorems for martingales with discrete or continuous time. Scandinavian Journal
of Statistics, pages 79–94, 1982. 9
[22] V. V. Jikov, S. M. Kozlov, and O. A. Oleinik. Homogenization of differential operators and integral function-
als. Springer Verlag, 1994. 2, 13
[23] M. R. King. Apparent 2-d diffusivity in a ruffled cell membrane. Journal of theoretical biology, 227(3):323–
326, 2004. 2
[24] C. Kipnis and S. R. S. Varadhan. Central limit theorem for additive functionals of reversible Markov processes
and applications to simple exclusions. Communications in Mathematical Physics, 104(1):1–19, 1986. 2,
6, 7, 8, 10
[25] W. Kohler and G. C. Papanicolaou. Bounds for the effective conductivity of random media. In Macroscopic
properties of disordered media, pages 111–130. Springer, 1982. 13
[26] T. Komorowski, C. Landim, and S. Olla. Fluctuations in Markov Processes: Time Symmetry and Martingale
Approximation, volume 345. Springer, 2012. 2, 5, 6, 8, 10, 11
[27] T. Komorowski and S. Olla. On the sector condition and homogenization of diffusions with a gaussian drift.
Journal of Functional Analysis, 197(1):179–211, 2003. 23
[28] H. Leschke, P. Mu¨ller, and S. Warzel. A survey of rigorous results on random Schro¨dinger operators for
amorphous solids. In Interacting Stochastic Systems, pages 119–151. Springer, 2005. 16
Homogenization of lateral diffusion on a random surface 25
[29] R. Meester. Continuum percolation, volume 119. Cambridge University Press, 1996. 17
[30] C. C. Mei and G. Vernescu. Homogenization methods for multiscale mechanics. World Scientific Publishing
Company, 2010. 13
[31] A. Naji, PJ Atzberger, and FL Brown. Hybrid elastic and discrete-particle approach to biomembrane dy-
namics with application to the mobility of curved integral membrane proteins. Physical review letters,
102(13):138102, 2009. 2
[32] A. Naji and F. L. H. Brown. Diffusion on ruffled membrane surfaces. The Journal of chemical physics,
126:235103, 2007. 1, 13, 23
[33] K. Oelschlager. Homogenization of a diffusion process in a divergence-free random field. The Annals of
Probability, pages 1084–1126, 1988. 23
[34] H. Osada. Homogenization of diffusion processes with random stationary coefficients. In Probability theory
and mathematical statistics, pages 507–517. Springer, 1983. 2
[35] H. Owhadi. Approximation of the effective conductivity of ergodic media by periodization. Probability theory
and related fields, 125(2):225–258, 2003. 2, 16
[36] G. C. Papanicolaou and S. R. S. Varadhan. Boundary value problems with rapidly oscillating random coeffi-
cients. Seria Colloquia Mathematica Societatis Janos Bolyai, 27:835–873, 1981. 2, 7
[37] G. C Papanicolaou and S. R. S. Varadhan. Diffusions with random coefficients. Statistics and probability:
essays in honor of CR Rao, pages 547–552, 1982. 2
[38] L. A. Pastur. On the Schrodinger equation with a random potential. Teoreticheskaya i Matematicheskaya
Fizika, 6(3):415–424, 1971. 16
[39] G. A. Pavliotis and A. M. Stuart. Multiscale methods: averaging and homogenization. Springer Verlag, 2008.
12
[40] M. Reed and B. Simon. Methods of Modern Mathematical Physics: Vol.: 2.: Fourier Analysis, Self-
Adjointness. Academic Press, 1975. 20
[41] E. Reister and U. Seifert. Lateral diffusion of a protein on a fluctuating membrane. EPL (Europhysics Letters),
71(5):859, 2007. 1
[42] R. Rhodes. Homogenization of locally stationary diffusions with possibly degenerate diffusion matrix. In
Annales de lInstitut Henri Poincare´-Probabilite´s et Statistiques, volume 45, pages 981–1001, 2009. 23
[43] P. G. Saffman and M. Delbru¨ck. Brownian motion in biological membranes. Proceedings of the National
Academy of Sciences, 72(8):3111–3113, 1975. 1
[44] I. Schur. Neue begru¨ndung der theorie der gruppencharaktere. Sitzungsberichte der Kniglich Preuischen
Akademie der Wissenschaften zu Berlin, 1905. 14
