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Abstract
Motivated by boundary value problems we give new results for a class of nonlinear Hammerstein
integral operators acting in a cone to have a ﬁxed point index equal to one. The idea is to allow
the nonlinearity to be large on one part of its domains provided it is suﬃciently small on a
second part. Stronger results are obtained when the nonlinearity is decreasing on the second
part of its domain. This allows new classes of nonlinearities to be treated and existence of a
positive solution is established under weaker conditions than in previous works. The results are
ﬂexible and are not tied to any particular boundary conditions but can be applied to very many
problems. We give several examples including applications to problems arising in chemical reactor
theory.
1. Introduction
A standard approach to proving existence of positive solutions of boundary value problems
(BVPs) for ordinary diﬀerential equations on the interval [0, 1] is to re-write the problem as
an equivalent ﬁxed point problem for a nonlinear Hammerstein integral operator N of the
form
Nu(t) =
∫ 1
0
G(t, s)f(u(s)) ds, (1.1)
in the space C[0, 1], where the nonlinearity f and the kernel G (the Green’s function of the
BVP) are both non-negative. One seeks ﬁxed points of N in a suitable cone of non-negative
functions.
Existence of one ﬁxed point, or of multiple ﬁxed points, in the cone can be shown using
Krasnosel’ski˘ı’s theorems of cone compression and cone expansion, or the more ﬂexible theory
of ﬁxed point index, whose properties we take as known, see, for example, [1, 10] and many of
the cited papers.
In the space C[0, 1], endowed with the supremum norm ‖u‖ := supt∈[0,1] |u(t)|, the usual
cone of non-negative functions is
P := {u ∈ C[0, 1] : u(t)  0, for every t ∈ [0, 1]}.
However it is often convenient to work in a smaller cone K provided the kernel G has suitable
mild properties.
When the ﬁxed point index is deﬁned and equals 1 on some open (relative to the cone K)
subset Ω of K then there is a ﬁxed point inside Ω, but this is often the zero solution. To obtain
a positive (non-negative and non-zero) ﬁxed point, one can show that the index equals 0 on
some other open subset Ω0, then properties of ﬁxed point index show that there is a ﬁxed point
between the two sets which is therefore a positive solution.
In the present paper we are particularly interested in the case when f is non-negative for
u in some ﬁnite interval [0, r] but either is only deﬁned on this interval or becomes negative
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outside this interval. We may extend or redeﬁne f to be non-negative on all of R+ := [0,∞)
so that N is deﬁned on all of P , but we only use the values of f for u ∈ [0, r] so that we ﬁnd
solutions of the original problem satisfying 0  u(t)  r.
Some known results use the norm of the associated linear operator
Lu(t) =
∫ 1
0
G(t, s)u(s) ds, (1.2)
while some others, which are particularly useful when related to the behaviour of f(u)/u for
u near 0 and for u near ∞, use the spectral radius r(L) and give sharp conditions. A general
set-up is given in [22] which allows discussion of many types of boundary conditions of both
local and nonlocal type.
A known ﬁxed point index result which uses a constant upper bound related to ‖L‖ and
applies on the (relatively) open set P (r) = P ∩B(r), where B(r) is the open ball centred at 0
and radius r in C[0, 1] is the following:
If f(u) < mr for 0  u  r, then iP (N,P (r)) = 1 if m ‖L‖  1. (1.3)
This remains true for the index on a sub-cone K of P such as the well-known cone, for a
subinterval J ⊂ [0, 1] and a constant cJ ,
K := {u ∈ P : u(t)  cJ‖u‖ for t ∈ J}.
The result (1.3) can be combined with properties of f being bounded below on some interval
that give the index equal to 0 to prove existence of a positive solution. This is often done
using what is often called the Krasnosel’ski˘ı–Guo ﬁxed point theorem [10, 12], which is cone
compression and cone expansion theorem using norms. Also such conditions can be nested to
give theorems for existence of multiple positive solutions, see for example [13, 19, 21, 22].
Some results that combine constant upper bounds and spectral radius bounds are given in [7].
We will give new results which prove the ﬁxed point index equals 1 which are more closely
related to ‖L‖.
Our new results improve on the above result in (1.3) in that other classes of nonlinearities
can be considered and, when we consider λf , a greater range of parameter λ is allowed. Our
idea is to take advantage of the possible diﬀerent behaviour of f on parts of its domain, we
can allow a weaker condition with f(u) > mr on part of the domain [0, r] provided that the
stronger condition f(u) < mr holds on another part. It is crucial that we calculate the index
of N in (1.1) on open subsets of a cone such as K. For this, a key assumption on the kernel G
is the following.
There exist Φ ∈ L1(0, 1) and c ∈ P \ {0} with 0  c(t)  1 such that for a.e. s ∈ [0, 1] and
all t ∈ [0, 1], c(t)Φ(s)  G(t, s)  Φ(s).
This is satisﬁed by very many Green’s functions arising from BVPs, including second and
higher order ordinary diﬀerential equations with either local or nonlocal boundary conditions
(BCs), see for example [21].
Our ﬁrst result does not make any monotonicity assumptions. However, when f is decreasing
on a relevant part of its domain we give a stronger second result which exploits the decreasing
property. The third result is for f decreasing on all (of the relevant part) of its domain; we also
have a uniqueness result for this case.
Some recent work that exploits the behaviour of f on diﬀerent parts of its domain is in [4],
which uses the Leggett–Williams [23] and related ﬁxed point theorems, for example [2, 3].
Some other recent ﬁxed point theories [5, 9] assume existence of an upper or a lower solution
and employ monotonicity assumptions on parts of the domain.
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We give examples to a right focal BVP similar to some studied in [3, 4] and to a Dirichlet
BVP. We also discuss some problems arising in chemical reactor theory as previously studied
in [8, 11] and we obtain improvements of those results.
2. Preliminaries
A closed subset C of a Banach space X is called a cone if x, y ∈ C and α  0 imply that
x+ y ∈ C and αx ∈ C, and C ∩ (−C) = {0}. We always suppose that C = {0}. A cone deﬁnes
a partial order by x  y ⇐⇒ y − x ∈ C. A cone is called normal if there exists σ > 0 such that
for all 0  x  y it follows that ‖x‖  σ ‖y‖. A cone is said to be reproducing if X = C − C
and to be total if X = C − C.
We will work in the space C[0, 1] of real-valued continuous functions on [0, 1], endowed with
the usual supremum norm, ‖u‖ := sup{|u(t)| : t ∈ [0, 1]}. The standard cone of non-negative
functions is P := {u ∈ C[0, 1] : u(t)  0}. The cone P is well known (and easily shown) to be
normal and reproducing, hence total.
It has proved to be convenient, especially when discussing existence of multiple positive
solutions, to consider, for a subinterval J = [t0, t1] ⊂ [0, 1] and a constant cJ > 0, the sub-cone
K deﬁned by K := {u ∈ P : u(t)  cJ‖u‖ for t ∈ J}.
We shall consider a nonlinear Hammerstein integral operator
Nu(t) =
∫ 1
0
G(t, s)f(s, u(s)) ds
deﬁned on the cone P . When f is non-negative for u in some ﬁnite interval [0, r] but either is
only deﬁned on this interval or becomes negative outside this interval, we may extend f , or
redeﬁne f for u > r, to be non-negative on all of [0, 1]× R+ so that N is deﬁned on all of P .
For simplicity, we therefore assume that f is deﬁned on [0, 1]× R+, but in our results we only
use the values of f(t, u) for u ∈ [0, r].
The following hypotheses will be assumed throughout the paper. The conditions on G are
relatively weak but natural so that N maps C[0, 1] to C[0, 1] and in order that N maps P
into K.
(C1) For almost every (a.e) s ∈ [0, 1], t → G(t, s) is continuous and there exists Φ ∈ L1(0, 1)
such that for a.e. s ∈ [0, 1] and all t ∈ [0, 1], 0  G(t, s)  Φ(s).
(C2) There is c ∈ P \ {0} with c(t) ∈ [0, 1] such that G(t, s)  c(t)Φ(s) for all t ∈ [0, 1] and
a.e. s ∈ [0, 1].
(C3) The nonlinearity f satisﬁes an L∞-Carathe´odory condition, that is, t → f(t, u) is
measurable on [0, 1] for every u ∈ R+ and u → f(t, u) is continuous on R+ for a.e. t ∈ [0, 1],
and in addition, for each ρ > 0 there exists an L∞ function φρ such that 0  u  ρ implies
that f(t, u)  φρ(t).
The conditions (C1) and (C2) hold for many problems of second- or higher-order involving
either local or nonlocal boundary conditions. For example, for second-order diﬀerential
equations such as
(p(t)u′(t))′ + q(t)u(t) + f(t, u(t)) = 0, t ∈ (0, 1),
where p > 0 and p, q, f are continuous with q  0, and with the local boundary conditions
a0u(0)− b0p(0)u′(0) = 0, a1u(1) + b1p(1)u′(1) = 0,
where a0b1 + b0a1 + a0a1
∫ 1
0
1/p(s) ds > 0, the Green’s function is continuous and (C2) is
satisﬁed. Moreover c(t)  c0 > 0 for t ∈ [0, 1] if b0 > 0 and b1 > 0. (C2) also holds for many
nonlocal BCs, see for example [21].
4 J. R. L. WEBB
To use the cone K given above we need c(t)  cJ > 0 for t ∈ J = [t0, t1]. When c(t) > 0 on
(0, 1) J can be chosen arbitrarily in (0, 1) taking cJ := mint∈J c(t). We shall consider the case
when c(t)  cJ > 0 for t ∈ J but also give special consideration to the case when c(t)  c0 > 0
for all t ∈ [0, 1]. To cover both cases at once we deﬁne the cone
P0 := {u ∈ P : u(t)  c0‖u‖ for t ∈ [0, 1]}, where we only assume c0  0. (2.1)
We now deﬁne the cone KJ by
KJ := {u ∈ P0 : u(t)  cJ‖u‖ for t ∈ J}. (2.2)
When G satisﬁes (C1) and f satisﬁes the L∞-Carathe´odory condition then it is known that
N : C[0, 1] → C[0, 1] is continuous and compact, that is, maps bounded sets into relatively
compact sets (also often called completely continuous), see for example Martin’s book [14,
Chapter 5, Proposition 3.1]. Moreover, under (C1) and (C2) and c(t)  cJ > 0 for t ∈ J , N
maps P0 into KJ , in particular N maps KJ into KJ . In fact for u ∈ P0 we have
Nu(t) =
∫ 1
0
G(t, s)f(s, u(s)) ds 
∫ 1
0
Φ(s)f(s, u(s)) ds,
hence it follows that ‖Nu‖  ∫ 1
0
Φ(s)f(s, u(s)) ds. We also have, for t ∈ J ,
Nu(t) 
∫
J
G(t, s)f(s, u(s)) ds 
∫
J
cJΦ(s)f(s, u(s)) ds,
which proves that Nu(t)  cJ ‖Nu‖ for t ∈ J .
Some reasons for assuming (C1) rather than assuming that G is continuous are the
following.
(1) It covers the cases of nonlocal boundary conditions, see for example [21].
(2) If we start with a boundary value problem such as u′′(t) + g(t)f(t, u(t)) = 0 with
standard types of boundary conditions, where f is continuous and g ∈ L1 may have pointwise
singularities, then the corresponding integral operator is
Nu(t) =
∫ 1
0
G0(t, s)g(s)f(s, u(s)) ds
where the Green’s function G0(t, s) is continuous, this is of the type we study if we write
G(t, s) = G0(t, s)g(s) and G satisﬁes (C1) and (C2).
The following constants have been used many times in ﬁxed point index calculations for
nonlinearities deﬁned on ﬁnite intervals.
m :=
(
max
t∈[0,1]
∫ 1
0
G(t, s) ds
)−1
, MJ :=
(
min
t∈J
∫
J
G(t, s) ds
)−1
.
The constant m is equal to 1/‖L‖ where L is the associated linear operator acting in the
space C[0, 1] deﬁned by Lu(t) =
∫ 1
0
G(t, s)u(s) ds.
For ρ > 0 we recall the following notations of some open subsets of KJ :
K(ρ) := {u ∈ KJ : ‖u‖ < ρ}, Ω(ρ) :=
{
u ∈ KJ : min
t∈J
u(t) < cJρ
}
. (2.3)
The set Ω(ρ) was ﬁrst given and used in [13].
The known ﬁxed point index results that have used the constants m,MJ are the following;
the second part uses ﬁxed point index on the open set Ω(ρ) ⊂ KJ and gives a better result for
index equals zero than using the Krasnosel’ski˘ı–Guo ﬁxed point theorem on sets of the form
K(ρ), as shown in [16, Theorem 2.8].
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Theorem 2.1 (See for example [13]).
(I1) Suppose that f(t, u) < mr for t ∈ [0, 1] and 0  u  r. Then we have iKJ (N,K(r)) = 1.
(I0) Suppose that f(t, u) > cJMJρ for t ∈ J and cJρ  u  ρ. Then we have
iKJ (N,Ω(ρ)) = 0.
Remark 2.2. (1) The importance of using the sub-interval J is that (I0) depends only on
the behaviour of f on the sub-interval [cJρ, ρ] and not on all of [0, ρ], hence it can be combined
with the condition (I1) to get multiple positive solutions if f has suitable properties on intervals
of the form [cJρ1, ρ1], [0, r1], [cJρ2, ρ2], [0, r2], etc.
(2) For (I0) the interval is smaller, so the condition is less restrictive if cJ is chosen as large
as possible, whereas the condition is weaker if MJ is as small as possible. If J is to be chosen
then these are often opposing requirements so any ‘optimal’ choice of J is dependent on the
behaviour of the nonlinearity.
If C is any total cone and L : C → C is continuous and compact and r(L), the radius of
the spectrum of L, satisﬁes r(L) > 0, then r(L) is an eigenvalue of L with eigenfunction in
C, by the Krein–Rutman theorem (for some delicate versions of the Krein–Rutman theorem
see [15]). Under our hypotheses the operator L given in (1.2) does satisfy r(L) > 0. We write
μ1(L) := 1/r(L) and call it the principal characteristic value of L. The following result gives
index is zero depending on the behaviour of f near u = 0; it is valid for any subcone K
of P .
Theorem 2.3 [22, Theorem 3.4]. If for some ε > 0 there exists ρ > 0 such that f(t, u) 
(μ1(L) + ε)u, for a.e. t ∈ [0, 1] and 0  u  ρ then iK(N,K(ρ)) = 0. In particular, this holds
if lim infu→0+ f(t, u)/u > μ1(L) uniformly for t ∈ [0, 1].
There is also a result for index equals one when we have f(t, u)  (μ1(L)− ε)u, for a.e.
t ∈ [0, 1] and 0  u  ρ, and also similar index results related to the behaviour of f(t, u)/u
relative to μ1(L) for u tending to ∞, see [22] for details. These results are sharp; for ‘crossing
the eigenvalue’ is a necessary condition for the existence of positive solutions under the standing
assumptions (C1)–(C3).
Theorem 2.4 [19, Theorem 4.4]. Let D be a non-empty subset of C[0, 1] with D ∩ P = ∅.
(i) Suppose that 0  f(t, u)  au for almost all t ∈ [0, 1] and all u ∈ D ∩ P where a < μ1(L).
Then the equation u = Nu has no non-zero solution in D ∩ P .
(ii) Suppose that f(t, u)  bu for almost all t ∈ [0, 1] and all u ∈ D ∩ P with b > μ1(L).
Then the equation u = Nu has no non-zero solution in D ∩ P .
This was given in a more abstract form in [17, Theorem 4.9]. The proof used a comparison
result from [19]; the method is also given in [18].
3. Fixed point index result without monotonicity
Our new results take advantage of the possible diﬀerent behaviour of f on parts of its domain,
we can allow f(u) > mr on part of the domain at the expense of having f(u) < mr in a precise
way on another part.
Let J = [t0, t1] be a subset of [0, 1] and let JC := [0, 1] \ J be the complement of J relative
to [0, 1] which consists of the (possibly empty) intervals [0, t0), (t1, 1]. We will work in the
cone KJ = {u ∈ P0 : mint∈J u(t)  cJ‖u‖}. Working in the cone KJ the natural interval that
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occurs is [cJr, r], but we sometimes have extra knowledge from working in P0 and we also utilise
this.
The ﬁrst result is for f suﬃciently small on the second part of its domain. We use the open
set K(r) and standard properties of ﬁxed point index, see for example [1, 10]. The boundary
∂K(r) is the relative boundary, that is ∂K(r) = {u ∈ KJ : ‖u‖ = r}.
Deﬁne SJ , S0 and sJ , s0 by
SJ := sup
t∈[0,1]
∫
J
G(t, s) ds, S0 := sup
t∈[0,1]
∫
JC
G(t, s) ds, (3.1)
sJ := sup
t∈J
∫
J
G(t, s) ds, s0 := sup
t∈J
∫
JC
G(t, s) ds. (3.2)
Theorem 3.1. Let the hypotheses (C1)–(C3) be satisﬁed and let A  m  B and let f
satisfy 0  f(t, u)  Ar for t ∈ [0, 1] and c0r  u  cJr and 0  f(t, u)  Br for t ∈ J and
cJr  u  r. Then BSJ +AS0 < 1 implies that iKJ (N,K(r)) = 1.
Proof. For u ∈ ∂K(r) we have ‖u‖ = r, hence cJr  u(t)  r for t ∈ J and c0r  u(t)  r
for all t ∈ [0, 1] because K(r) ⊂ P0. Thus we obtain
Nu(t) =
∫
J
G(t, s)f(s, u(s)) ds+
∫
JC
G(t, s)f(s, u(s)) ds

∫
J
G(t, s)Br ds+
∫
JC
G(t, s)Ar ds,
since f(s, u(s))  Ar for all s by the assumption B  A. Taking the supremum for t ∈ [0, 1]
gives
‖Nu‖  BSJr +AS0r = (BSJ +AS0)r, (3.3)
which proves that ‖Nu‖ < r for u ∈ ∂K(r) and this gives the result. 
When f depends only on u, writing f¯0 = maxu∈[c0r,cJr] f(u), f¯J = maxu∈[cJr,r] f(u), we can
write the result in the following equivalent way.
Corollary 3.2. Let the hypotheses (C1)–(C3) be satisﬁed and suppose that f¯0  f¯J . If
f¯JSJ + f¯0S0 < r then iKJ (N,K(r)) = 1.
An example of the type of nonlinearity that can be handled by our new result but previous
results could fail to apply is illustrated in Figure 1.
Taking A = B = m with essentially the same proof as that of Theorem 3.1, but without
splitting the integral into two parts, we obtain:
Corollary 3.3. Let the hypotheses (C1)–(C3) be satisﬁed and let f satisfy 0  f(t, u) 
mr for t ∈ [0, 1] and c0r  u  r, then iKJ (N,K(r)) = 1.
Remark 3.4. (1) Corollary 3.3 is well known when c0 = 0 ((I1) of Theorem 2.1), it has
novelty when c0 > 0, when it shows that only the behaviour of f(u) for c0r  u  r is relevant.
(2) The same proof gives index equals one for the non-strict inequality BSJ +AS0  1 if
f satisﬁes strict inequalities from above, or if we know that N has no ﬁxed points on ∂K(r).
In fact, if we are only interested in the existence of one positive ﬁxed point, then either N
has a ﬁxed point on the boundary which is a positive solution, or the index is one and then if
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Figure 1. A type of nonlinearity for Theorem 3.1.
also we know iK(N,Ω(ρ)) = 0 for some small ρ < r, there is at least one positive solution in
K(r) \ Ω(ρ), by properties of ﬁxed point index.
It is natural to consider the situation where f is small on the ﬁrst part of its domain and
larger on the second part. We have a result but its application is much trickier, for many
problems the result does not improve the known Theorem 2.1, see Example 3.7 below.
We will use the open set
U(r) :=
{
u ∈ KJ : max
t∈J
u(t) < cJr
}
, (3.4)
which we have not seen before in such calculations. Since U(r) is a subset of KJ we have
cJ ‖u‖  mint∈J u(t)  maxt∈J u(t) < cJr, so U(r) ⊂ K(r) is bounded.
Theorem 3.5. Let the hypotheses (C1)–(C3) be satisﬁed. Let A  m  B and let f satisfy
0  f(t, u)  Ar for t ∈ J and c0r  u  cJr and 0  f(t, u)  Br for t ∈ [0, 1] and cJr  u 
r. Then AsJ +Bs0 < cJ implies that iKJ (N,U(r)) = 1.
Proof. We show that σu = Nu for all u ∈ ∂U(r) and all σ  1 which will prove the result
by properties of ﬁxed point index, see for example [1] or [10]. For a contradiction argument
suppose that there is σ  1 and u ∈ ∂U(r) such that σu = Nu. Then we have c0r  u(t)  r
for all t ∈ [0, 1] and maxt∈J u(t) = cJr so that c0r  u(t)  cJr for t ∈ J . Thus we obtain
u(t)  Nu(t) =
∫
J
G(t, s)f(s, u(s)) ds+
∫
JC
G(t, s)f(s, u(s)) ds

∫
J
G(t, s)Ar ds+
∫
JC
G(t, s)Br ds,
since f(s, u(s))  Br for all s by the assumption A  B. Taking the supremum for t ∈ J
gives
cJr  ArsJ +Brs0 < cJr, by the hypothesis, (3.5)
a contradiction which proves the result. 
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Remark 3.6. For Theorem 3.5 to give a new result it is necessary that the nonlinearity
should not be too small on the interval J , for if f(t, u)  mr1 for t ∈ [0, 1] and u ∈ [c0r1, r1] we
can apply Corollary 3.3 on the set K(r1). We show in Example 3.7 below that in some cases
no new result is possible, properties of the kernel G of the integral operator are crucial.
We will show that Theorem 3.5 can not give a better result than Theorem 2.1 for the
right-focal boundary value problem (BVP)
−u′′(t) = f(u(t)), t ∈ (0, 1), u(0) = 0, u′(1) = 0. (3.6)
When f is continuous, u′′ is continuous and satisﬁes (3.6) if and only if u ∈ C[0, 1] satisﬁes the
Hammerstein integral equation
u(t) =
∫ 1
0
G(t, s)f(u(s)) ds, where G(t, s) = min{t, s}. (3.7)
The Green’s function satisﬁes G(t, s)  s and G(t, s)  t s, that is, (C1) and (C2) hold for an
arbitrary [t0, t1] ⊂ (0, 1] with Φ(s) = s, and c(t) = t, so that with J chosen to be of the form
J = [t0, 1] (with t0 > 0) we have cJ = t0.
Example 3.7. For the BVP (3.6) we can easily calculate sJ and s0 for J = [t0, 1]. In fact,
we have, for t  t0,∫
J
G(t, s) ds =
∫ t
t0
s ds+
∫ 1
t
t ds
= t2/2− t20
/
2 + t(1− t) = t− t2/2− t20/2.
Thus, taking the supremum for t ∈ J we obtain sJ = 1/2− t20/2. Note also that taking t0 = 0
this shows that m = 2 for this BVP, as is well known. Similarly, for t ∈ J we have∫
JC
G(t, s) ds =
∫ t0
0
s ds = t20
/
2,
hence s0 = t20/2. The requirement for Theorem 3.5 is A(1− t20) +Bt20 < 2t0, since cJ = t0. For
a new result it is necessary to have B > m = 2 and then we must have A(1− t20) < 2t0 − 2t20.
This implies that we must have A < 2t0 = t0m. The assumption of Theorem 3.5 is f  Ar for
0  u  t0r which implies here that f(u)  t0mr for 0  u  t0r which means we could apply
Theorem 2.1 on [0, t0r]. Thus, if B = m we only have the usual result, and if B > m we have
a less precise result no matter how we choose J of the form [t0, 1], with t0 > 0 arbitrary.
4. The case of decreasing nonlinearity
In the case when the nonlinearity f(u) is non-increasing on the interval [cJr, r] we can give
results that improve Theorem 3.1. We only give the case of f depending only on u, adding
dependence on t is a minor change which we omit for clarity. For a parameter λ > 0 we consider
the operator Nλu(t) =
∫ 1
0
G(t, s)λf(u(s)) ds, where c(t)  c0  0 in (C2). The ﬁrst observation
is that the conditions required for Corollary 3.2 can be written in a simpler form. Recall that
f¯0 = maxu∈[c0r,cJr] f(u).
Theorem 4.1. Let (C1)–(C3) be satisﬁed and suppose that f is decreasing on [cJr, r] (hence
f(u)  f¯0 for all u ∈ [c0r, r]). Then we have iKJ (Nλ,K(r)) = 1 for each positive λ satisfying
λ
(
f¯0S0 + f(cJr)SJ
)
< r.
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The second observation is that we can improve this result by working in the following
cone
Kc := {u ∈ C[0, 1] : u(t)  c(t) ‖u‖} where c is given in condition (C2). (4.1)
It is routine to show that Nλ maps P into Kc.
Theorem 4.2. Suppose that (C1)–(C3) are satisﬁed and that f is decreasing for u ∈ [cJr, r].
Then we have iKc(Nλ,K(r)) = 1 for each positive λ satisfying
λ
(
f¯0S0 + sup
t∈[0,1]
∫
J
G(t, s)f(rc(s)) ds
)
< r.
Proof. Let Kc(r) = {u ∈ Kc : ‖u‖ < r}. For u ∈ ∂Kc(r) we have ‖u‖ = r and u(t)  c(t)r
for every t ∈ [0, 1] and u(t)  cJr for t ∈ J . Since f is decreasing on [cJr, r] this gives f(u(s)) 
f(rc(s)) for every s ∈ J . Therefore we have
Nλu(t) = λ
(∫
JC
G(t, s)f(u(s)) ds+
∫
J
G(t, s)f(u(s)) ds
)
 λ
(∫
JC
G(t, s)f¯0 ds+
∫
J
G(t, s)f(rc(s)) ds
)
.
Taking the supremum for t ∈ [0, 1] gives
‖Nλu‖  λ
(
S0f¯0 + sup
t∈[0,1]
∫
J
G(t, s)f(rc(s)) ds
)
.
By our hypothesis this shows that ‖Nλu‖ < r on ∂Kc(r) which implies iKc(Nλ,Kc(r)) = 1. 
When f is decreasing on [c0r, r] we obtain the following result.
Theorem 4.3. Suppose that (C1)–(C3) are satisﬁed and that f is decreasing on [c0r, r].
Then we have iKc(Nλ,K(r)) = 1 for each positive λ satisfying
λ sup
t∈[0,1]
(∫ 1
0
G(t, s)f(rc(s)) ds
)
< r.
Proof. The proof is the same as in Theorem 4.2 taking J = [0, 1]. 
The following result is less precise than Theorem 4.2 but is easier to check.
Corollary 4.4. Suppose that (C1)–(C3) are satisﬁed and f is decreasing for u ∈ [cJr, r].
Then we have iKc(Nλ,K(r)) = 1 for each positive λ satisfying
λ
(
f¯0S0 +
∫
J
Φ(s)f(rc(s)) ds
)
< r.
5. A uniqueness result
We give a uniqueness result in the case when f(u) is decreasing, this is essentially the maximum
principle but we give the simple arguments for completeness.
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Theorem 5.1. Consider the BVP u′′(t) + p(t)u′(t)− q(t)u(t) + f(u(t)) = 0 with boundary
conditions a0u(0)− b0u′(0) = 0, a1u(1) + b1u′(1) = 0, where p, q are continuous with q  0,
a0, b0, a1, b1 are non-negative with a0a1 + b0a1 + a0b1 > 0. It is known the problem is equivalent
to the integral equation u(t) =
∫ 1
0
G(t, s)f(u(s)) ds where G satisﬁes the hypotheses (C1), (C2).
Suppose that f is continuous and decreasing on [c0r, r] (strictly decreasing if q takes any zero
values), then there is at most one solution of the problem with ‖u‖  r.
Proof. Suppose there are two solutions u, v which satisfy c0r  u(t), v(t)  r and let
w = u− v. Then w satisﬁes
w′′(t) + p(t)w′(t)− q(t)w(t) + f(u(t))− f(v(t)) = 0,
a0w(0)− b0w′(0) = 0, a1w(1) + b1w′(1) = 0.
Suppose that w has a positive maximum at a point τ ∈ [0, 1]. If τ ∈ (0, 1) then w′(τ) = 0 and
w′′(τ)  0. The equation then gives q(τ)w(τ)  f(u(τ))− f(v(τ))  0; if q(τ) > 0 this is a
contradiction, and if q(τ) = 0 the right hand inequality is strict by the hypothesis, again a
contradiction. If w has a positive maximum at 0 then w′(0)  0 and the boundary condition
gives w(0)  0 unless b0 = 0 in which case w(0) = 0, hence this is not a positive maximum. If w
has a positive maximum at 1 then w′(1)  0 and the boundary condition gives w(1)  0 unless
b1 = 0 in which case w(1) = 0, and again this is not a positive maximum. Similar arguments
prove that w does not have a negative minimum, so w ≡ 0. 
6. Examples for right focal and Dirichlet BCs
It is easy to give examples of nonlinearities f deﬁned piecewise to show Theorem 3.1 can be
applied where previous results and in particular (I1) of Theorem 2.1 do not apply, but we
prefer to give examples involving functions deﬁned by simple formulae and we carry out the
calculations that need to be done.
Note that in our examples that follow the constants that appear are usually given rounded
to four decimal places unless exact, occasionally ﬁve for greater precision.
We study nonlinearities where f is small on the second part of its domain as in Theorem 3.1.
We consider problems of sublinear type where the behaviour of f(u) near u = 0 implies
iK(N,K(ρ)) = 0 for ρ small, and then show that a (strictly) positive solution exists for λ  λ0
where using the new results allows a larger value of λ0 than using (I1) of Theorem 2.1.
We ﬁrst give two simple examples to illustrate Theorem 4.2 for the case c0 = 0, an example
for c0 > 0 is a chemical reactor problem discussed in Section 7 below.
Example 6.1. Consider the right focal BVP
u′′(t) + λf(u(t)) = 0, t ∈ (0, 1), u(0) = 0, u′(1) = 0,
for the nonlinear term f(u) = 4− u deﬁned by this formula only for 0  u  2 and we seek a
solution with 0  u(t)  2 on [0, 1].
Clearly 0 is not a solution of this problem for any λ > 0. We have r = 2 and with J = [t0, 1]
we have cJ = t0 and c0 = 0. Applying Theorem 2.1 gives a solution for λ  1/2. To apply
Theorem 4.1 we note that, by calculation as in example 3.7, with extra cases taken into
consideration, we have SJ = 1/2− t20/2, S0 = t20/2. The optimal t0 is found by minimising
f(2cJ )SJ + f(0)S0 and this is t0 ≈ 0.57735. This gives the largest λ to be λ ≈ 1.2383. This
shows that Theorem 4.1 is an improvement on that obtainable using Theorem 2.1.
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We now see how Theorem 4.2 improves on this. Recall that G(t, s) = min{s, t} and c(t) = t
for the right focal BVP. By a direct calculation,∫ 1
0
G(t, s)f(2c(s)) ds = t3/3− 2t2 + 3t, with max
t∈[0,1]
= 4/3.
Hence iKc(Nλ,Kc(2)) = 1 for each λ satisfying λ  3/2. Thus there exists at least one positive
solution for each 0 < λ  3/2. In fact, for the decreasing case the solution is unique by a simple
application of the maximum principle, see Theorem 5.1.
We can give information on the location of the solution. Consider the case λ = 3/2. By
Theorem 2.4(ii) no positive solution can exist if λf(u) > μ1(L)u where μ1(L) = π2/4, that is,
if u  1.5123. Hence a positive solution must satisfy ‖u‖  1.5123 and then u(t)  1.5123 t for
each t ∈ [0, 1].
The same argument shows that no positive solution with ‖u‖  2 exists if λ satisﬁes λf(u) >
μ1(L)u for all u ∈ [0, 2], that is if λ > π2/4 ≈ 2.4674. Hence we have proved that there is one
positive solution satisfying 0  u(t)  2 for every λ with 0 < λ  3/2 and no such positive
solution exists for λ > π2/4.
Since this simple problem is a second order linear ODE the exact solution is given by
u(t) = 4− 4cosh(
√
λ (1− t))
cosh(
√
λ)
.
But for this to be valid it is necessary to have u(t)  2 and this is true if and only if λ  1.7344.
This shows that our Theorem is not a best possible result for speciﬁc nonlinearities but, of
course, it applies to many cases including those where an exact solution is not available.
Remark 6.2. It would be more natural to consider this nonlinearity on the interval [0, 4],
but for that case a solution exists for every λ > 0, as can be shown theoretically by using the
method of upper and lower solutions or, as we have seen, simply by a direct calculation.
Remark 6.3. In [4, Theorem 4.1] the authors used a ﬁxed point theorem and give upper and
lower bounds conditions to be satisﬁed on two parts of an interval so that at least one positive
solution exists. In this case their upper bound on the ﬁrst interval is of the type f(u)  Ar for
0  u  2r/5 with A = 4, and on the second subinterval is f(u)  Br for 2r/5  u  r where
B = 368/220 ≈ 1.6727. This corresponds to us taking c = 2/5 and the interval J = [2/5, 1].
Then our condition for Theorem 3.1 is 4A+ 21B < 50 which for A = 4 give B < 34/21 ≈
1.6190. Thus our upper bound is a little worse than theirs but we do not need the lower
bounds imposed in [4] which are carefully exploited in that paper. Their lower bounds prevent
them from treating cases with f(0) = 0 which is allowed in our result. Similarly for the example
in [3], Theorem 3.1 gives existence more easily but we have less information on the location of
solutions.
We now consider the BVP with Dirichlet boundary conditions
−u′′(t) = λf(u(t)), t ∈ (0, 1), u(0) = 0, u(1) = 0, (6.1)
where λ > 0 is a parameter.
For this problem, the Green’s function is G(t, s) = t(1− s)− (t− s)H(t− s) where H is the
Heaviside function. Hence c(t)s(1− s)  G(t, s)  s(1− s) where c(t) = min{t, 1− t}. Since G
is symmetric for simplicity we consider intervals of the form J = [t0, 1− t0] with cJ = t0 for
t0 < 1/2.
By a calculation, which can be done by hand or with a computer algebra package, we have
SJ(t0) = 1/8− t20/2, S0(t0) = t20/2, which also recovers the known value m = 8.
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The principal characteristic value of the associated linear operator (also called the principal
eigenvalue of the BVP) is well known to be π2.
Example 6.4. Let f(u) := u(4− u)3, for 0  u  4, here we have r = 4. Of course, zero is
a solution of the BVP for any λ, but we want a positive solution. There is no positive solution
for 0 < λ < π2/64 by Theorem 2.4(i). Since f(u)/u → 64 as u → 0+, if λ > π2/64 then the
ﬁxed point index iK(λN,K(ρ)) = 0 for ρ very small by Theorem 2.3.
The nonlinearity f has a maximum at u = 1 and fmax = 27. If we apply Theorem 2.1 we
get index equals one if λ < 32/fmax = 32/27, this gives existence of a positive solution for each
λ satisfying π2/64 < λ < 32/27, that is (approximately) 0.1542  λ  1.1852 and no positive
solution exists for λ < π2/64.
We ﬁrst see how Theorem 4.1 can improve on this. If we choose J = [1/4, 3/4] then we
get exactly the same result since fmax occurs at u = 1 = cJr. The optimal choice for this
method is with t0 ≈ 0.412 which gives existence of a positive solution for each λ satisfying
0.1542  λ  1.2690.
We next see what Theorem 4.2 can give. Since the maximum of f(u) occurs for u = 1 and f is
decreasing on [1, 4] it is readily seen that the best choice of J for Theorem 4.2 is J = [1/4, 3/4]
with cJ = 1/4. By some calculations done with Maple, the maximum of
∫
J
G(t, s)f(rc(s)) ds
occurs for t = 1/2 and then Theorem 4.2 gives that iKc(Nλ,K(4)) = 1 for λ  1.36947.
We can also give some information on the location of the positive solution. For λ = 1.36947
since λf(u) > π2u for u  2.0684, by Theorem 2.4(ii) there does not exist a positive solution
satisfying 0  u(t)  2.0684, therefore ‖u‖ > 2.0684 and, since the positive solution is in the
cone Kc, we have u(t)  min{t, 1− t} ‖u‖ > 2.0684min{t, 1− t} for t ∈ [0, 1].
Remark 6.5. It is important to ﬁnd ‘optimal’ Φ and c, that is, obtain Φ as small as
possible and c as large as possible. Here we have Φ(s) = s(1− s) and c(t) = min{t, 1− t}.
Some authors have used the lower bound c˜(t) = t(1− t) in discussing similar problems. The
calculation is simpler for this case but the result obtained here is that λ  1.1914, which is
worse than using Theorem 4.1. In Theorem 4.2 we could use Φ in place of G, with the best c,
again this is a simpler calculation but the result is λ  1.1671, which is worse than using the
old result Theorem 2.1 with the constant m = 8.
7. Applications to chemical reactor problems
We now study a problem arising in chemical reactor theory, which is, in our notation,
u′′(t)− pu′(t) + λpf(u(t)) = 0, t ∈ (0, 1), u′(0) = pu(0), u′(1) = 0. (7.1)
The function u represents the dimensionless local temperature at a distance t along the reactor
tube in a steady-state process, and the function f essentially represents the rate of heat
generation in the reactor. Some background information can be found in [6].
It is convenient to include the term p multiplying f in these problems, then it is known, and
it can be shown by routine integrations, that the BVP is equivalent to the integral equation
u(t) =
∫ 1
0
Gp(t, s)f(u(s)) ds, where Gp(t, s) =
{
1, if s  t,
exp(−p(s− t)), if s > t. (7.2)
Here we have exp(−p) exp(pt)  Gp(t, s)  1 for every t, s, so (C1), (C2) are satisﬁed with
Φ(s) = 1, c(t) = exp(−p) exp(pt) and c0 = c(0) = exp(−p). Also the constant m is equal to 1.
We consider the problem with f(u) = (r − u) expu which is discussed in [8] using the
Krasnosel’ski˘ı--Guo ﬁxed point theorem and in [11] using ﬁxed point index theory; note
that [11] also discussed nonlocal boundary conditions. Some other nonlinearities are discussed
in [6, 23, 24].
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We note that if r  1 then f is decreasing, and if r > 1 then f is increasing on [0, r − 1] and
decreasing on [r − 1, r].
The following values of the parameters were studied in [11, Example 4.1], we obtain an
improved estimate on the values of λ allowed.
Example 7.1. Let f(u) = (r − u) expu and take p = 1/3, r = 3/5. Then the BVP (7.1) has
a unique positive solution for each λ with λ  4.1190.
Note that 0 is not a solution of the problem; also f(u)/u → ∞ as u → 0+ so the
ﬁxed point index of Nλ is zero on an arbitrarily small ball in the cone for every λ > 0.
Since Φ(s) = G(1, s) = 1 the integral in Theorem 4.2 attains its maximum at t = 1 and is∫ 1
0
f(s, c(s)r) ds. This involves the exponential integral special function which was calculated
using the mathematical software Maple, and gives λ  4.1190. Uniqueness follows from
Theorem 5.1.
Remark 7.2. Theorem 3.6 of [11] allows λ  2.7782 so our result improves this. Theorem 2.1
only gives that a positive solution exists for λ  mr/fmax = 1.
Example 4.1 of [11] considers λ = 9/10 and gives some information on the location of
solution. They show by diﬀerent methods to ours that for these parameter values 0.26  u(t) 
0.385. We will show that 0.2326  u(t)  0.3835 for t ∈ [0, 1]. In fact, by Theorem 2.4(ii) no
positive solution can exist if λf(u) > μ1(L)u where for these parameter values μ1(L) ≈ 1.05616
(in fact, using the method given in [20] we have calculated 1.056160  μ1(L)  1.056166).
Then for a positive solution to exist it is necessary that ‖u‖ exceeds the root u1 of the equation
9f(u)/10 = μ1(L)u, that is ‖u‖  u1 ≈ 0.32465. Then from the integral equation, since f is
decreasing, we have
u(t) = (9/10)
∫ 1
0
Gp(t, s)f(u(s)) ds
 (9/10)
∫ 1
0
Gp(t, s)f(c(s)u1) ds
 (9/10)
∫ 1
0
f(c(s)u1) ds ≈ 0.3835.
We also have
u(t)  c(t) ‖u‖ = exp (pt− p) ‖u‖  exp (pt− p)u1  exp(−p)u1 ≈ 0.2326.
Thus, for the given parameter values, the method of [11] gives a better lower bound and a
slightly worse upper bound than we obtain.
We now take parameter values that ﬁt the second alternative in [11, Theorem 3.6].
Example 7.3. Let f(u) = (r − u) expu and take r = 2, p = 3. Then the BVP (7.1) has
a positive solution for each λ with λ  0.7774. Moreover, for λ = 0.7774 we have u(t) 
1.296 exp(3t− 3) for t ∈ [0, 1].
Recall that c(t) = exp(pt− p). Since f is decreasing for u ∈ [1, 2] we choose J = [t0, 1] so
that cJ = 1/2, that is t0 ≈ 0.76895. We apply Theorem 4.2 and after a calculation done with
Maple we get the existence result.
For information on the location of the solution, we calculated μ1(L) ≈ 1.5433 and we have
that λf(u) > μ1(L)u for u  u˜ ≈ 1.296. By the non-existence Theorem 2.4(ii) we must have
‖u‖ > u˜ and so u(t)  c(t) ‖u‖ which gives the result.
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Remark 7.4. The value found from [11, Theorem 3.6] is λ  r/(exp(r − 1) = 2 exp(−1) ≈
0.73576. Here this is the same as using the old result from Theorem 2.1 since m = 1 and the
maximum of f occurs at u = 1.
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