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NOTE ON BERLEKAMP’S SWITCHING GAME
FERNANDO COSTA JU´NIOR, DANIEL PELLEGRINO AND JANIELY SILVA
Abstract. Berlekamp’s switching game consists of an n× n square board of light bulbs set up
at an initial configuration Θn of on and off lights. The board has n row and n column switches,
which invert the state of each bulb in the corresponding row or column. Denoting by i(Θn) the
smallest final number of on-lights achievable by row and column switches starting from Θn, the
problem asks for the value Rn of i(Θn) when Θn is (one of) the worst initial patterns. Probabilistic
methods assure that Rn = 2
−1(n2 − αnn3/2) for a certain αn ∈ [2−1/2,
√
128 log 12]. For bigger
values of n, constructive approaches seem impracticable and to find such a “bad” configuration Θn
is a challenging problem. This note provides an elementary initial configuration of lights Θn for
n = 2k, and all positive integers k, which assures that the exact value of αn belongs to [2
−1/2, 1].
In particular, when n = 16, we show that Rn ≥ 96, improving the estimates of Carlson and
Stolarski obtained by difficult combinatorial arguments combined with computational assistance.
1. Introduction
The solution of a variety of problems in Analysis requires the existence of n × n matrices
with entries ±1 satisfying certain properties. In some cases, specially for bigger values of
n, the construction of suitable matrices is accompanied by huge combinatorial difficulties and
probabilistic methods come into play. On the one hand, probabilistic approaches are a deep
tool of modern mathematics which allows us to avoid extremely difficult combinatorial problems,
but on the other hand they only turn over the existence of certain objects; in addition, the way
arguments are designed sometimes leads to rough estimates.
Berlekamp’s switching game (sometimes called Gale-Berlekamp switching game or unbalancing
lights problem) is a mathematical problem that faithfully illustrates the virtues and shortcomings
of probabilistic methods. It consists of an n × n square matrix of light bulbs set up at an initial
configuration Θn. The board has n row and n column switches, which invert the on-off state
of each bulb (on to off and off to on) in the corresponding row or column. Let i(Θn) denote
the smallest final number of on-lights achievable by row and column switches starting from Θn.
The goal is to find the value Rn of i(Θ
(0)
n ) when Θ
(0)
n is (one of) the worst initial patterns, i.e.,
i(Θ
(0)
n ) ≥ i(Θn) for all Θn. Thus
Rn := max{i(Θn) : Θn is an initial configuration of n× n lights}.
Some authors state this optimization problem as to find the maximum of the difference between
the state of the light bulbs (starting from one of the worst initial patterns, as before), which we
shall henceforth denote by Gn. It is simple to check that both problems are equivalent as
(1) Rn =
1
2
(
n2 −Gn
)
.
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However, the determination of the exact value of Rn seems to be conceivable only for small values
of n due to involving combinatorial arguments (we refer to [11] for the hardness of solving the Gale-
Berlekamp game and [5, 10] for some variants of the game). The exact value of Rn for n up to 12
was obtained by Carlson and Stolarski ([6]; see also [7]). For bigger values of n optimal constructive
approaches seem impracticable and no algorithm to construct such a “bad” configuration Θn seem
to be known. Thus, for bigger values of n, probabilistic (non-deterministic) methods are used to
provide estimates for Rn and Gn. The natural approach to modeling Berlekamp’s switching game
is by associating +1 to the on-lights and −1 to the off-lights from the array of lights (aij)ni,j=1 and
observing that
(2) Gn = min
{
max
xi,yj∈{−1,1}
∣∣∣∣∣
n∑
i,j=1
aijxiyj
∣∣∣∣∣ : aij = −1 or + 1
}
,
where xi and yj denote the switches of row i and of column j, respectively. Therefore, combining
the information we have thus far (see [2, Theorem 3.1] and [4, Theorem 4]), we know that
1√
2
≤ Gn
n3/2
≤
√
128 log 12
and hence
Rn = 2
−1
(
n2 − αnn3/2
)
,
for a certain
(3) αn ∈ [2−1/2,
√
128 log 12].
It is worth to stress that, despite this may seem a relatively satisfactory asymptotic estimate for
the values of Rn, the non-deterministic nature of [4, Theorem 4] does not give us any specific initial
configuration of lights Θn for which i(Θn) = 2
−1
(
n2 − αnn3/2
)
with αn ∈ [2−1/2,
√
128 log 12].
This note has a twofold purpose: to improve the information given by (3) and to provide an
explicit initial configuration of lights Θn providing this estimate. In the next section we shall
produce an initial configuration of lights Θn, for all n = 2
k. For n = 4 and 8, our results recover
the optimal values of Rn (which were already known) and, for n = 16, we obtain R16 ≥ 96,
improving the estimate R16 ≥ 94, which was obtained in [6, Theorem 8] with a computer-assisted
argument. For bigger values of n = 2k, we show that our initial configuration gives
Rn = 2
−1
(
n2 − αnn3/2
)
,
with αn ∈ [2−1/2, 1].
2. Results
We start off by recalling that ℓnp denotes R
n equipped with the ℓp-norm, for all p ∈ [1,∞]. The
core of the proof of our main result rests on properties of the Walsh system (see [12, page 8]),
which is the set formed by the following functions:
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f0(x) = 1, 0 ≤ x ≤ 1,
f1(x) =
{
1, 0 ≤ x < 12 ,
−1, 12 < x ≤ 1,
f
(1)
2 (x) =
{
1, 0 ≤ x < 14 , 34 < x ≤ 1
−1, 14 < x < 34 ,
f
(2)
2 (x) =
{
1, 0 ≤ x < 14 , 12 < x < 34 ,
−1, 14 < x < 12 , 34 < x ≤ 1,
...
f
(2k−1)
n+1 (x) =
{
f
(k)
n (2x), 0 ≤ x < 12 ,
(−1)k+1f (k)n (2x− 1), 12 < x ≤ 1,
f
(2k)
n+1(x) =
{
f
(k)
n (2x), 0 ≤ x < 12
(−1)kf (k)n (2x− 1), 12 < x ≤ 1,
where n ∈ N and k = 1, 2, . . . , 2n−1.
We shall state our main theorem in a more general fashion than we actually need, as it can be
useful in other contexts.
Theorem 2.1. Let m,n1, n2 be positive integers, with 2 ≤ n1 ≤ n2 := 2m, and let g1, . . . , gn1 the
first n1 functions of the Walsh system. For j = 1, . . . , n1 and i = 1, . . . , n2, let a
(n1,n2)
i,j be the
value that each gj takes in the interval ((i − 1)/n2, i/n2). Then, for all p ∈ [2,∞], the bilinear
form An1,n2 : ℓ
n1
p × ℓn2∞ → R defined by
An1,n2(ej , ei) = a
(n1,n2)
i,j
satisfies
sup
‖ϕ‖p≤1
sup
‖ψ‖∞≤1
∣∣∣∣∣An1,n2
(
n1∑
j=1
ϕjej,
n2∑
i=1
ψiei
)∣∣∣∣∣ ≤ n2n
1
2
− 1
p
1 .
Proof. We borrow an argument credited to Pelczynski (see [8, page 332]). Recall that g1 = f0,
g2 = f1, g3 = f
(1)
2 , g4 = f
(2)
2 , and so on. Note that
sup
‖ϕ‖p≤1
sup
‖ψ‖
∞
≤1
∣∣∣∣∣An1,n2
(
n1∑
j=1
ϕjej,
n2∑
i=1
ψiei
)∣∣∣∣∣ = sup‖ϕ‖p≤1 sup‖ψ‖∞≤1
∣∣∣∣∣
n2∑
i=1
n1∑
j=1
ψiϕja
(n1,n2)
i,j
∣∣∣∣∣
≤ sup
‖ϕ‖p≤1
n2∑
i=1
∣∣∣∣∣
n1∑
j=1
ϕja
(n1,n2)
i,j
∣∣∣∣∣,
where ϕ = (ϕ1, . . . , ϕn1) and ψ = (ψ1, . . . , ψn2). For each i = 1, 2, . . . , n2, by the definition of gj
in the interval ((i− 1)/n2, i/n2), we obtain∫ i/n2
(i−1)/n2
∣∣∣∣∣
n1∑
j=1
ϕjgj(t)
∣∣∣∣∣dt = 1n2
∣∣∣∣∣
n1∑
j=1
ϕja
(n1,n2)
i,j
∣∣∣∣∣,
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i.e.,
(4)
∣∣∣∣∣
n1∑
j=1
ϕja
(n1,n2)
i,j
∣∣∣∣∣ = n2
∫ i/n2
(i−1)/n2
∣∣∣∣∣
n1∑
j=1
ϕjgj(t)
∣∣∣∣∣dt.
Hence, by (4),
(5)
n2∑
i=1
∣∣∣∣∣
n1∑
j=1
ϕja
(n1,n2)
i,j
∣∣∣∣∣ = n2
n2∑
i=1
∫ i/n2
(i−1)/n2
∣∣∣∣∣
n1∑
j=1
ϕjgj(t)
∣∣∣∣∣dt = n2
∫ 1
0
∣∣∣∣∣
n1∑
j=1
ϕjgj(t)
∣∣∣∣∣dt.
By (5) and by the monotonicity of the Lp-norms, we have
(6)
n2∑
i=1
∣∣∣∣∣
n1∑
j=1
ϕja
(n1,n2)
i,j
∣∣∣∣∣ = n2
∫ 1
0
∣∣∣∣∣
n1∑
j=1
ϕjgj(t)
∣∣∣∣∣dt ≤ n2
(∫ 1
0
∣∣∣∣∣
n1∑
j=1
ϕjgj(t)
∣∣∣∣∣
2
dt
) 1
2
.
Since
∫ 1
0 gj(t)gk(t)dt = δjk, where δjk denotes the Kronecker delta, for j, k = 1, . . . , n1, we have
(7)
∫ 1
0
∣∣∣∣∣
n1∑
j=1
ϕjgj(t)
∣∣∣∣∣
2
dt =
n1∑
j=1
|ϕj |2.
Combining (6) and (7), we get
(8)
n2∑
i=1
∣∣∣∣∣
n1∑
j=1
ϕja
(n1,n2)
i,j
∣∣∣∣∣ ≤ n2
(
n1∑
j=1
|ϕj |2
) 1
2
.
On the other hand, by the Ho¨lder inequality, using that ‖ϕ‖p ≤ 1, we obtain
(9)
(
n1∑
j=1
|ϕj |2
) 1
2
≤
(
n1∑
j=1
1
) 1
2
− 1
p
·
(
n1∑
j=1
|ϕj |p
) 1
p
≤ n1
1
2
− 1
p .
Thus, by (8) and (9), we have
sup
‖ϕ‖p≤1
n2∑
i=1
∣∣∣∣∣
n1∑
j=1
ϕja
(n1,n2)
i,j
∣∣∣∣∣ ≤ n2n1 12− 1p
and the proof is done. 
In this case, when p =∞ and n1 = n2 = n = 2k, we have an explicit example of a bilinear form
An : ℓ
n
∞ × ℓn∞ −→ R with coefficients ±1 such that
(10) sup
‖ϕ‖
∞
≤1
sup
‖ψ‖
∞
≤1
∣∣∣∣∣An
(
n∑
j=1
ϕjej ,
n∑
i=1
ψiei
)∣∣∣∣∣ ≤ n3/2.
It is well known that the above suprema are attained when ϕ and ψ belong to the extreme points
of the closed unit ball of ℓn∞ and thus
Gn = min
{
max
xi,yj∈{−1,1}
∣∣∣∣∣
n∑
i,j=1
aijxiyj
∣∣∣∣∣ : aij = −1 or + 1
}
= min
{
sup
‖x‖
∞
≤1
sup
‖y‖
∞
≤1
∣∣∣∣∣
n∑
i,j=1
aijxiyj
∣∣∣∣∣ : aij = −1 or + 1
}
≤ n3/2.
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Therefore
(11) Rn ≥ 2−1
(
n2 − n3/2).
It is worth mentioning that we may use the configuration of aij = ±1 (which is equivalent to an
initial configuration of lights Θ
(0)
n ) given by Theorem 2.1 to eventually improve (11) calculating
the exact value of
max
xi,yj∈{−1,1}
∣∣∣∣∣
n∑
i,j=1
aijxiyj
∣∣∣∣∣.
When n ∈ {4, 8}, it is simple to check that
max
xi,yj∈{−1,1}
∣∣∣∣∣
4∑
i,j=1
aijxiyj
∣∣∣∣∣ = 8 and maxxi,yj∈{−1,1}
∣∣∣∣∣
8∑
i,j=1
aijxiyj
∣∣∣∣∣ = 20,
which give us
i
(
Θ
(0)
4
)
≥ 4 and i
(
Θ
(0)
8
)
≥ 20.
Comparing these estimates with the optimal values of R4 and R8 (see [6, Table 2]), we note that
the above estimates are optimal. When n = 16, the exact computation of
max
xi,yj∈{−1,1}
∣∣∣∣∣
16∑
i,j=1
aijxiyj
∣∣∣∣∣
demands more serious computational assistance and it is not the purpose of this note but, using
(11) we obtain
R16 ≥ 96,
improving the estimate R16 ≥ 94 given by [6, Theorem 8], which was calculated with
computational assistance.
We conclude this note pointing out that if we were only interested in the proof of the existence
of a bilinear form An1,n2 : ℓ
n1
p × ℓn2∞ → R with coefficients ±1 satisfying
(12) sup
‖ϕ‖p≤1
sup
‖ψ‖
∞
≤1
∣∣∣∣∣An1,n2
(
n1∑
j=1
ϕjej ,
n2∑
i=1
ψiei
)∣∣∣∣∣ ≤ Cn2n
1
2
− 1
p
1
for some unknown universal constant C, we could just invoke [3, Proposition 3.2], which proves
(12) by means of probabilistic methods similar to those used in [4, Theorem 4] (see also [1, 9]
for recent related results). Our deterministic approach has two advantages: it has an elementary
construction and shows that C ≤ 1 when n1 and n2 are as in Theorem 2.1.
When p = ∞ and n1 = n2 = n, [4, Theorem 4] ensures the existence of a bilinear form
An : ℓ
n
∞ × ℓn∞ −→ R with coefficients ±1 such that
sup
‖ϕ‖
∞
≤1
sup
‖ψ‖
∞
≤1
∣∣∣∣∣An
(
n∑
j=1
ϕjej ,
n∑
i=1
ψiei
)∣∣∣∣∣ ≤
√
128 log (12)n3/2
but, as we mentioned, the proofs are absolutely non-constructive and we have no hint of what
configurations of ±1 give us these estimates. With our result, when p =∞ and n1 = n2 = n = 2k,
we provide an explicit example of a bilinear form An : ℓ
n
∞×ℓn∞ −→ R with coefficients ±1 satisfying
(10), thus we have a constructive approach and, besides, quite better estimates.
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