The paper continues the study of differential Banach *-algebras A S and F S of operators associated with symmetric operators S on Hilbert spaces H. The algebra A S is the domain of the largest *-derivation δ S of B(H) implemented by S and the algebra F S is the closure of the set of all finite rank operators in A S with respect to the norm A = A + δ S (A) . When S is selfadjoint, F S is the domain of the largest *-derivation of the algebra C(H) implemented by S. If S is bounded, F S = C(H) and A S = B(H), so A S is isometrically isomorphic to the second dual of F S . For unbounded selfadjoint operators S the paper establishes the full analogy with the bounded case: A S is isometrically isomorphic to the second dual of F S . The paper also classifies the algebras A S and F S up to isometrical *-isomorphism and obtains some partial results about bounded but not necessarily isometrical *-isomorphisms of the algebras F S .
Introduction and preliminaries.
Extensive development of non-commutative geometry requires elaborating of the theory of differential Banach *-algebras, that is, dense *-subalgebras of C * -algebras whose properties in many respects are analogous to the properties of algebras of differentiable functions.
Blackadar and Cuntz [2] and the authors [12] introduced and studied various classes of differential Banach *-algebras; the most interesting class consists of D-algebras, that is, dense *-subalgebras A of C * -algebras (U, · ) which, in turn, are Banach *-algebras with respect to another norm · 1 and the norms · and · 1 on A satisfy the inequality:
xy ≤ D( x y 1 + x 1 y ), for x, y ∈ A, (1.1) symmetric S, and that the ideals J S and F S have a bounded approximate identity if and only if S is selfadjoint. For selfadjoint S, it was also proved that K S = J S = F S .
In spite of the fact that the structure of the algebras F S , J S , K S , A S and U S is comparatively simple, many important questions still remain open. In Section 2 we mainly study the structure of the algebras A S and U S in the case when S is a selfadjoint operator. However, we also consider the case when S is a symmetric operator with at least one finite deficiency index and show that the algebras A S and U S contain closed ideals of finite codimension.
If S is a bounded symmetric operator on H then F S = C(H) and A S = B(H), so A S is isometrically isomorphic to the second dual of F S . In Section 3 we investigate the structure of the dual and the second dual spaces of the algebras F S for unbounded symmetric operators S. In the case when S is selfadjoint we establish the full analogy with the bounded case: The algebra A S is isometrically isomorphic to the second dual of F S .
In Section 4 we study the problem of classification of the algebras F S and A S up to *-isomorphism. For isometrical *-isomorphism this problem is completely solved in Theorem 4.4. For bounded but not necessarily isometrical *-isomorphism we obtain some interesting partial results in the case when S is selfadjoint.
Structure of the algebras A S and the enveloping C * -algebras
U S .
The main purpose of this section is to study the structure of the algebras A S and U S in the case when S is a selfadjoint operator. However, we start the section by considering the case when S is a symmetric operator with at least one finite deficiency index. Making use of the existence of a J-symmetric representation of A S on the deficiency space of S, we will show that the algebras A S and U S contain closed ideals of finite codimension. Let S be symmetric, S * be the adjoint operator, let N − (S) and N + (S) be the deficiency spaces of S and n ± (S) = dim (N ± (S)) be the deficiency indices of S. It is well known that D(S * ) is a Hilbert space with respect to the scalar product Set N (S) = N − (S) + N + (S) and let Q be the projection on N (S) in D(S * ). It was shown in [7] and [8] that The operator S is well-behaved if the representation π S has no neutral invariant subspace. Let κ S = min(n − (S), n + (S)) and assume that 0 < κ S < ∞. It was proved in [10] that the representation π S has a κ S -dimensional subrepresentation σ. Let ρ be an irreducible subrepresentation of σ. It was shown in [11] that ρ is bounded with respect to the operator norm · in A S and, therefore, extends to a bounded *-representation of the enveloping C * -algebra U S . If S is well-behaved, it follows from Theorem 28.13 [14] that K S ⊆ Ker(ρ). This yields Theorem 2.1. Let S be a symmetric unbounded operator and 0 < κ S < ∞.
(i) There exists a closed two-sided ideal J in the Banach *-algebra (A S , · ) such that the quotient algebra A S /J is isomorphic to the full matrix algebra M n (C) with 0 < n ≤ κ S . It was proved in [9] that S is well-behaved. Therefore it follows from Theorem 2.1 that there exists a closed two-sided ideal J in (A S , · ) containing K S such that dim(A S /J) = 1 and that the uniform closure of J in U S is an ideal of codimension 1.
(ii) The uniform closure J of J in U S is a closed two-sided ideal and the quotient algebra U S /J is isomorphic to the full matrix algebra M n (C). (iii) If S is well-behaved then K S ⊆ J and C(H)
Let S be the same as in Example 2.2 and let Lip (0, 1) be the algebra of all functions on [0, 1] satisfying a Lipshitz condition: (The authors are grateful to the referee of the paper for pointing out an error in the definition of the algebra B in the first version of the paper.)
The assumption that a symmetric operator S is selfadjoint makes the task of studying the structure of the algebras A S and U S easier. First of all, the structure of the ideals K S , J S and F S is simpler. While for arbitrary symmetric operators S it is only known (see [13] ) that (K S ) 2 = (J S ) 2 = F S , where the closure is taken with respect to the norm · S , for selfadjoint operators S it was shown in [13] that F S = J S = K S . Secondly, in the selfadjoint case we can employ the Spectral Theorem to establish the structure of A S and U S .
Let
be the spectral decomposition of S. For every integer n, set 
and F S = F [S] and the norms · S and · [S] are equivalent on A S . This reduces the problem of the description of the structure of the algebras A S and U S to the case when Sp (S) ⊆ Z.
We denote by S Z the set of all selfadjoint operators S on H such that Sp (S) ⊆ Z and set
We omit the proof of the following simple result.
Proposition 2.4. Let S, T ∈ S Z . If there exists a one-to-one mapping
Let S ∈ S Z . Every operator A in B(H) has a block-matrix form A = (A ij ), i, j ∈ Sp(S), with respect to decomposition (2.3). We denote by D S the C * -algebra of all block-diagonal operators A = (A ij ) in B(H), that is, A ij = 0 if i = j. By R we denote the subalgebra of all operators A = (A ij ) in B(H) with only finite number of non-zero entries A ij . Then, clearly,
Let R S be the closure of R S in (A S , · S ) and let C S (H) be the uniform closure of R S in B(H).
Proof. Let L be the uniform closure of
Therefore it follows from Corollary 1.8.4 [4] Assume that {A n } converge to A in A S with respect to · S . Then
and therefore, by (1.2) and (2.4),
as n → ∞.
Hence A n converge to A with respect to · S . Suppose now that B ∈ R S . Then there are {B n } in R S converging to B with respect to · S . It follows from (2.5) that B n converge to B with respect to · S and, since B n belong to R S , we obtain that B ∈ R S .
Finally, let C n = A n + B n converge to C in A S with respect to · S where A n ∈ D S and B n ∈ R S . Then C n = B n and, by (2.5), B n converge to C with respect to · S . Since, by the above argument, all B n belong to R S , the operator C also belong to R S . Hence C ∈ D S + R S and D S + R S is a closed *-subalgebra of (A S , · S ).
Let S ∈ S Z . We number the elements of Sp(S) in such a way that Sp(S) = {n i } i∈I is an increasing sequence, 0 ≤ n i , for 0 ≤ i, and 0 > n i , for 0 > i.
Then |i| ≤ |n i | and, depending on S, the set I is either the set Z of all integers, or the set of all integers from −∞ to some m, or from m to ∞. We consider the case when I = Z. Two other cases can be considered similarly.
Set
, for k = 0, and ρ S (0) = 0.
Since inf i∈Z |n i+k − n i | ≥ |k|, 
It follows from (2.7) that the operator 
Proof. Condition (2.6), clearly, holds. Let k > 4N. Then
. Therefore condition (2.7) also holds and the result follows from Proposition 2.6. Suppose now that dim(H S (n)) = ∞ for all n ∈ Sp(S) and let n 0 ∈ Sp(S). Set K = H S (n 0 ). Then there exists a Hilbert space H with dim(H) = ∞ such that the C * -algebra C S (H) is isomorphic to the tensor product B(K)⊗C(H) where C(H) is the C * -algebra of all compact operators on H. Choosing a basis {e n } ∞ n=1 in H, we obtain that the algebra D S is isomorphic to the von Neumann algebra tensor product B(K)⊗L of B(K) and the W * -algebra L of all operators on H diagonal with respect to {e n } ∞ n=1 . From this and from Proposition 2.6 we obtain the following result. Assume now that dim(H S (n)) < ∞ for all n ∈ Sp(S). Then C S (H) coincides with the algebra C(H) of all compact operators on H. Taking into account the definition of the ideal K S and applying Proposition 2.6 we obtain the following result. Then S ∈ S Z and U is the shift operator. We have that
so that U ∈ A S . Hence U S contains the C * -algebra C(D S , U) generated by U and by the commutative algebra D S of all operators diagonal with respect to
3. Dual and second dual spaces of the algebras F S .
Let S be a closed symmetric operator. Recall that F S is the closure with respect to the norm · S (see (1.2)) of the subalgebra of all finite rank operators in A S . If S is a bounded symmetric operator on H, it follows that F S = C(H) and A S = B(H), so that A S is isometrically isomorphic to the second dual of F S . In this section we study the structure of the dual and the second dual spaces of the algebra F S for unbounded symmetric operators S. In the case when S is selfadjoint we establish the full analogy with the bounded case: The algebra A S is isometrically isomorphic to the second dual of F S .
By T (H) we denote the Banach *-algebra of trace class operators on H with the norm
where
is the set of all eigenvalues of the positive compact operator
It is well known that T (H) can be identified with the dual space of the algebra C(H): For any T ∈ T (H),
is a bounded linear functional on C(H) and F T = |T |; and that B(H) can be identified with the dual space of T (H): For any B ∈ B(H), θ B (T ) = Tr (BT ), T ∈ T(H),
is a bounded linear functional on T (H) and θ = B .
Set B(H) = B(H) ⊕ B(H) and C(H) = C(H) ⊕ C(H). Then B(H) and C(H) are Banach spaces with the norm
A ⊕ B = A + B .
Set T (H) = T (H) ⊕ T (H). It is a Banach space with the norm

|R ⊕ T | = max(|R|, |T |), T,R ∈ T(H),
and it can be identified with the dual space of C(H): For R, T ∈ T (H),
is a bounded linear functional on C(H) and
is a bounded linear functional on T (H) and θ A⊕B = A ⊕ B .
Therefore A S is a closed subspace of B(H) and F S is a closed subspace of
extends to a bounded trace class operator T .
Therefore T * ∈ T S . For x, y ∈ H, the rank one operator x ⊗ y on H is defined by the formula
It is easy to check that
Let x, y ∈ D(S * ) and T = x ⊗ y. By (3.4) and (3.5),
so that T ∈ T S . By Φ S we denote the set of all linear combinations of the operators
is a linear subspace ofŤ S . Let X * be the dual space of a Banach space X and Y be a linear subspace of X. The annihilator 
Since F S ⊆ C(H), the annihilator ( F S ) ⊥ is a closed subspace of the dual space C(H) * = T (H) and, sinceΦ S ⊆Ť S ⊆ T (H), the annihilator (Φ S ) ⊥ is a closed subspace of the dual space T (H) * = B(H).
Theorem 3.2. (i)Ť S is a closed subspace in T (H) and ( F
S ) ⊥ =Ť S . (ii) (Ť S ) ⊥ ⊆ (Φ S ) ⊥ = {A ⊕ A S : A ∈ A S and AD(S * ) ⊆ D(S)} ⊆ A S .
Proof. Let T S ⊕ T ∈Ť S and x, y ∈ D(S).
Then A = x ⊗ y ∈ F S and, by (3.3) and (3.5),
Therefore, by (3.1), (3.6) and (3.8),
It follows from Lemma 3.1 [13] that any finite rank operator
Since, by definition of F S , finite rank operators are dense in (F S , · S ) and since (F S , · S ) and ( F S , · ) are isometrically isomorphic, the operators A ⊕ A S , where A are finite rank operators, are dense in
From this it follows that T y ∈ D(S * ) and S * T y = T Sy + Ry. Hence
From this we also obtain thatŤ S is a closed subspace of T (H). Part (i) is proved.
It was shown in Lemma 3.1 [13] that
For x, y ∈ D(S * ), the operator T = x ⊗ y belongs to Φ S and, taking the above equality into account, we obtain from (3.5) and (3.7) that
Therefore, by (3.2) and (3.6),
Since AD(S * ) ⊆ D(S), it follows that S * Ay = SAy and (Ay, S * x) = (SAy, x). Hence θ A⊕A S (T S ⊕T ) = 0 and, by linearity, it holds for all T ∈ Φ S . Therefore
Therefore Ay ∈ D(S * * ) and S * * Ay = AS * y + By. Since S is closed, S * * = S and we obtain that
Restricting (3.10) to D(S), we have
AD(S) ⊆ D(S) and B| D(S) = (SA − AS)| D(S) .
Making use of (3.10), we obtain that for z ∈ D(S) and u ∈ D(S * ),
Combining this with (3.9), we complete the proof of the theorem.
Since the Banach spaces (F S , · S ) and ( F S , · ) and the Banach spaces (A S , · S ) and ( A S , · ) are isometrically isomorphic and since ( F S , · ) is a closed subspace of C(H), Lemma 3.1 and Theorem 3.2 yield: Corollary 3.3. The dual space of the Banach *-algebra (F S , · S ) is isometrically isomorphic to the quotient space T (H)/Ť S and the second dual space of (F S , · S ) is isometrically isomorphic to a closed subspace of (A S , · S ).
The following example shows that if S is not selfadjoint then, generally speaking, (Φ S ) ⊥ = A S , so that (F S ) ⊥⊥ = A S and the second dual space of (F S , · S ) is isometrically isomorphic to a proper subspace of (A S , · S ). 
Then S is a symmetric operator, non-selfadjoint and
Let g(t) be a differentiable function on [0, 1] such that g(0) = 0 and let M g be the bounded operator of multiplication by
It is well known (see, for example, [5] and [6] We consider now two equivalent norms on T S :
is a Banach *-algebra and a D-subalgebra of C(H) (see (1.1)) with D = 1.
Proof. It was shown in [13] that if S is selfadjoint then F S coincides with the algebra J S = {A ∈ A S : A and A S belong to C(H)}. Since T S ⊂ J S , we obtain that T S ⊂ F S . In Theorem 3.2(i) it was shown thatŤ S is a closed subspace of T (H). Since (T S , | · | 2 ) is isometrically isomorphic toŤ S , it is a Banach space. Let T ∈ T S and A ∈ A S . Then T, T S ∈ T (H). Since T S ⊂ A S and T (H) is a two-sided ideal of B(H), it follows that AT ∈ T (H) ∩ A S and, by (3.12),
Therefore AT ∈ T S . Making use of (3.11), we obtain that
Similarly, T A ∈ T S and |T A|
From (i) and from the fact that T S ⊆ A S , we have that T S is an algebra. We also have that T * ∈ T S and, since T S = T S , it follows from (3.3) that (T * ) S = −(T S ) * ∈ T (H). Taking this and (3.11) into account, we obtain that
If S is selfadjoint, it follows from Theorem 3.2 that (Φ S ) ⊥ = A S and 
Proof. Let A = x⊗y, x, y ∈ H. By (3.5), A * A = y 2 (x⊗x) and the operator (
is a finite rank operator then, by (3.5) and (3.13),
as n → ∞. For any T in T (H) and any ε > 0, there is a finite rank operator T ε such that |T − T ε | < ε. Making use of the inequality (3.11), we obtain that
Since T ε is a finite rank operator, by the above argument, there is n ε such that
Proof. Let [S] be the selfadjoint operator constructed in Section 2. Then D(S) = D([S]), so that Φ S = Φ [S] . Since B = S − [S] is a bounded operator, BT − T B ∈ T (H), for T ∈ T (H). Therefore, taking into account that (ST − T S) D(S) = ([S]T − T [S]) D(S) + (BT − T B) D(S) , we conclude that T S = T [S] and T S = T [S] + BT − T B.
Making use of (3.11), we obtain that for any T ∈ T S ,
Similarly, |T |+|T [S] | ≤ (1+2 B )(|T |+|T S |).
Thus the norms |·| 1 generated by the operators S and [S] on T S are equivalent. Hence to obtain the proof we only have to show that Φ [S] is dense in (T [S] , | · | 1 ). In every subspace H S (n) (see (2.2)) we choose an increasing sequence of finite-dimensional projections {Q k n } ∞ k=1 converging to the projection P S (n) (see (2.1)) in the strong operator topology as k → ∞. Set
Then Q k are finite-dimensional projections commuting with [S] . Hence
. The projections Q k converge to 1 H in the strong operator topol-
.
, we obtain from Lemma 3.6 that
Corollary 3.8. Let S be a selfadjoint operator. Then:
is isometrically isomorphic to the quotient space B(H)/ A S .
Proof. Let I be a closed two-sided ideal of (T S , | · | 1 ) and 0 = T ∈ I. Since D(S) is dense in H, there is x ∈ D(S) such that T x = 0. Since S is selfadjoint, it follows from the definition of T S that T x ∈ D(S).
From this and from the discussion before Lemma 3.1 we obtain that the rank one operators y ⊗ x and T x ⊗ z belong to T S for any y, z ∈ D(S). By (3.5),
Thus y ⊗ z ∈ I and, therefore, Φ S ⊆ I. Since I is closed, we obtain from Proposition 3.7 that I = T S . Part (i) is proved. Since the norms | · | 1 and | · | 2 are equivalent on T S , it follows from Proposition 3.7 that Φ S is dense in (T S , | · | 2 ). Taking into account that (T S , | · | 2 ) is isometrically isomorphic to the closed subspaceŤ S of T (H), we obtain that the linear subspaceΦ S is dense inŤ S . From this and from Theorem 3.2(ii) we obtain (
The dual space of (T S , | · | 2 ) is isometrically isomorphic to the dual space of the closed subspaceŤ S of T (H). Since T (H) * = B(H), part (iii) follows from (ii) and from Lemma 3.1.
Theorem 3.9. If S is a selfadjoint operator then ( F S ) ⊥⊥ = A S and the second dual space of the algebra (F S , · S ) is isometrically isomorphic to the algebra (A S , · S ).
Proof. Combining Theorem 3.2(i) and Corollary 3.8(ii) yields ( F S ) ⊥⊥ = A S . Therefore it follows from Lemma 3.1 that the second dual space of ( F S , · ) is isometrically isomorphic to ( A S , · ). Taking into account that (F S , · S ) is isometrically isomorphic to ( F S , · ) and that (A S , · S ) is isometrically isomorphic to ( A S , · ), we complete the proof.
Isomorphism of the algebras F S and A S .
In this section we study the problem of classification of the algebras F S and A S up to *-isomorphism. For isometrical *-isomorphism this problem is completely solved in Theorem 4.4. As far as bounded but not necessarily isometrical *-isomorphism is concerned, we have obtained some partial results in Theorems 4.6 and 4.8 for the case when S is selfadjoint. 
Lemma 4.1. Let R and T be symmetric operators on H, S be a symmetric operators on H, U be an isometry operator from H onto H and t ∈ R. (i) If F R = F T then the norms · R and · T on this algebra are equivalent, so that the Banach *-algebras (F
The same results hold for the algebras A S .
Proof. By Proposition 3.2 [13] , the algebras F R and F T are semisimple.
Hence if F R = F T then it follows from Johnson's uniqueness of norm theorem that the norms · R and · T on this algebra are equivalent. Therefore the identity mapping is a bounded *-isomorphism from (
The sets of finite rank operators in the algebras F R and F T coincide and, since these algebras are the closures of these sets with respect to the norm · T , we obtain that F S = F T .
If S = λU T U * + B then D(S) = UD(T ) and, for A ∈ A T , UAU * D(S) = UAD(T ) ⊆ UD(T ) = D(S)
and
Let S be a symmetric operator with domain D(S). It was shown in Lemma 3.1 [13] that a finite rank operator A belongs to F S if and only if
Theorem 4.2. Let S and T be symmetric operators on H and H and let B and C be closed *-subalgebras of (A S , · S ) and (A T , · T ), respectively, such that F S ⊆ B and F T ⊆ C. Let ψ be a bounded *-isomorphism from C onto B and let
(ii) there is an isometry operator U from H onto H implementing ψ:
and D(S) = UD(T ) and
Since (z ⊗ z) * = z ⊗ z and ϕ is a *-isomorphism, it follows from (3.5) that
. From this and from (3.5) and (4.2) it follows that
This contradiction shows that Y is a rank one operator. Hence Y ∈ F S and, by (4.1), ϕ maps all finite rank operators in F T into finite rank operators in
Making use of the equality x 0 ⊗ y = (x 0 ⊗ y)(x 0 ⊗ x 0 ), we obtain that
Thus Uy 2 = y 2 , for y ∈ D(T ), and U extends to an isometry operator from H into H which we also denote by U. We have that, for x, y ∈ D(T ),
Similarly, there is an isometry operator V which maps
Thus UV ξ = λ(ξ)ξ where λ is a function on D(S) such that |λ(ξ)| = 1. Hence UD(T ) = D(S). Since D(S) is dense in H and
Therefore R(x ⊗ y) = x ⊗ Ry = x ⊗ Ay, so that Ry = Ay. Thus R = A and
The operator F = UT U * is symmetric and
It was shown in Theorem 3.4 [13] that the algebra (F S , · S ) has a bounded approximate identity if and only if S is selfadjoint. Making use of this and of Theorem 4.2, we obtain the following result. Apart from the sufficient conditions of Lemma 4.1 and the necessary conditions of Corollary 4.3 for two algebras F S and F T to be *-isomorphic we do not know any other sufficient or necessary condition in the case when S and T are arbitrary symmetric operators. Later, in Theorem 4.6 and Corollary 4.8 we consider a particular case when the operators S and T are selfadjoint.
It follows from Theorem 4.2 that if F S and F T are *-isomorphic, they are unitary isomorphic. This, however, does not necessarily imply that they are isometrically isomorphic. In the following theorem we obtain necessary and sufficient conditions for algebras F S and F T to be isometrically *-isomorphic. Proof. From Lemma 4.1 it follows that the conditions of the theorem are sufficient. From Theorem 4.2 it follows that if these conditions are necessary for the algebras (F S , · S ) and (F T , · T ) to be isometrically *-isomorphic, they are also necessary for the algebras (A S , · S ) and (A T , · T ).
Let ϕ be an isometric *-isomorphism from (F T , · T ) onto (F S , · S ) and let U be the isometry operator as in Theorem 4.2 which implements ϕ:
Since ϕ is isometric, the norms · S and · F coincide. We will show that there is λ ∈ R such that either
Step 1. Suppose that z ∈ D(S) is not an eigenvector of S and z = 1. Set
Since S an F are symmetric, s, t ∈ R, the operators R and G are symmetric and
Since F S = F F and the norms · S and · F coincide, it follows from Lemma 4.1 that F R = F G and the norms · R and · G coincide. Taking into account that R and G are symmetric, we obtain from (3.5) that
Represent the elements Rx and Gx in the form
where x R and x G are orthogonal to x. Then
Thus α(x) is real, for x ∈ D. Therefore
Since x and x R are orthogonal, any u ∈ H can be represented in the form u = νx+τ x R + u, where ν, τ ∈ C and u is orthogonal to x and x R . Therefore
and, by (3.5),
Consequently,
Similarly,
and it follows from (4.5) that
Hence
In particular, it follows from (4.4), (4.6) and (4.7) that
Step 2. Set D ⊥ Z = {y ∈ D : y is orthogonal to z}. Let y ∈ D ⊥ Z and x = y+µz, µ ∈ C. Then x 2 = y 2 + µz 2 = y 2 + |µ| 2 and, by (4.8),
Since R is symmetric, it follows from (4.4) that (Rx, x) = (Ry, y) + (µRz, y) + (Ry, µz) + (µRz, µz)
Similarly, (Gx, x) = (Gy, y) + 2Re[µ(Gz, y)]. Since R and G are symmetric, (Ry, y) and (Gy, y) are real. Hence
Comparing the coefficients of the same powers of r in (4.9), we obtain that
Re(e iψ B) = 0, A = 4E and C = 0.
Taking into account that Re (e iψ K) = 0, for 0 ≤ ψ < 2π, implies K = 0, we obtain that C = 0 implies (Ry, y)(Rz, y) − (Gy, y)(Gz, y) = 0. (4.10) Set (Rz, y) = ae ib and (Gz, y) = ce id . Then
Since A = 4E and since A does not depend on ψ, neither does E. Hence a 2 = c 2 and
Z is dense in the subspace {Cz} ⊥ . Hence (4.11) holds for all y ∈ {Cz} ⊥ . From (4.9) it follows that Rz = z R ∈ {Cz} ⊥ . Substituting Rz for y in (4.11), we obtain Rz = (Rz, Rz) = ±(Gz, Rz). Let Gz = νRz + u, where ν ∈ C and u is orthogonal to Rz. Then
Since Rz = 0 (see (4.4)), ν = ±1. Taking (4.9) into account, we obtain
Hence u = 0 and either Rz = Gz or Rz = −Gz.
Step Taking into account that W is symmetric, we obtain that
Similarly, in the case when Rz = −Gz we obtain that S − λ1 H = −F = −UT U * which concludes the proof of the theorem.
In the rest of this section we study conditions for the algebras F S and F T to be *-isomorphic but not necessarily isometrically *-isomorphic in the case when S and T are selfadjoint operators. Taking Theorem 4.2(ii) into account, we may assume, without loss of generality, that F S = F T and
D(S) = D(T ).
In Example 4.7 we show that the coincidence of the domains of selfadjoint operators S and T even in the case when Sp(S) ⊆ Z, Sp(T ) ⊆ Z and S and T have the same sets of eigenvectors is not sufficient for F S = F T . In other words, the algebras F S and F T may be the closures of the same set of finite rank operators and, nevertheless, be non-isomorphic. Necessary and sufficient conditions for these algebras to be *-isomorphic will be obtained in |M | B(H) .
Hence |M| B(H) ≤ |M| B(H) . On the other hand, it is easy to see that |M | B(H) ≤ |M| B(H) . Thus |M| B(H) = |M | B(H) .
Let S and T be selfadjoint operators on H and assume that Sp(S) ⊆ Z, Sp(T ) ⊆ Z and that
, for i = j, and m ii = 0, and 
We assume now that M and N are Schur multipliers and show that F S = F T . By Lemma 4.5 and (4.15),
Let A ∈ F S . Then Q p A ∈ F S and, since Q p commute with S,
Since A and A S are compact and since Q p converge to 1 H in the strong operator topology,
is a finite rank operator. Therefore Q p AQ p ∈ F S ∩ F T and, by (4.17),
Since {Q p } is a bounded approximate identity in F S , the operators Q p AQ p converge to A with respect to · S . From the above inequality it follows that {Q p AQ p } is a fundamental sequence with respect to · T . Hence there is
Suppose now that F S = F T . Choose elements e i ∈ H i such that e i = 1 and let H be the subspace of H generated by all e i , −∞ < i < ∞. Then H is invariant for S and T, Se i = s i e i and T e i = t i e i . By S H and T H we denote the restrictions of S and T to H. Since F S = F T ,
We shall show now that M and N are Schur multipliers on H.
The function f (t) = i(π − t) on [0, 2π] has Fourier coefficients c 0 = 0 and c n = Thus |W | ≤ |R| = π. Let P n be the orthoprojections in H on the subspaces n j=−n ⊕{Ce j }. Then P n are finite rank operators commuting with operators S H and T H and P n H ⊆ D(S H ). Hence P n ∈ F S H . For every B ∈ B(H), P n BP n are finite rank operators preserving D(S H ) and their adjoints P n B * P n also preserve D(S H ). Therefore Set A = W • B. Since W is a Schur multiplier, A ∈ B(H) and, by (4.18), P n AP n ∈ F S H . It is easy to check that P n B 0 P n = T H (P n AP n ) − (P n AP n )T H = (P n AP n ) T H , and (4.22) M • (P n B 0 P n ) = S H (P n AP n ) − (P n AP n )S H = (P n AP n ) S H .
Since F S H = F T H , it follows from Lemma 4.1(i) that the norms · S H and · T H are equivalent. Therefore there exists D > 0 such that P n AP n S H ≤ D P n AP n T H . Hence we obtain from (4.19), (4.21) and (4.22) that
Thus all operators M • (P n BP n ), 1 ≤ n < ∞, lie in the ball B ρ of B(H) of radius ρ. Compactness of B ρ in the weak operator topology implies that the sequence {M • (P n BP n )} ∞ n=1 has a cluster point K ∈ B(H). Therefore there is a subsequence {M • (P n j BP n j )} such that for all e k and e m , (Ke k , e m ) = lim j→∞ (M • (P n j BP n j )e k , e m ).
If n j ≥ max(|k|, |m|) then P n j e k = e k and P n j e m = e m and, by (4.20 
This shows that M is not a Schur multiplier and, therefore, F S = F T .
Making use of Theorem 4.6, we obtain the following result of a more general character. Consider the selfadjoint operator R on H such that all subspaces H S (i) are invariant for R and R| H S (i) = ϕ(i)1 H S (i) . Since M and N are Schur multipliers, it follows from Theorem 4.6 that F R = F [S] .
On the other hand, since dim(H T (ϕ(i))) = dim(H S (i)), for all i ∈ Z, there exists an isometry operator U from H onto H which maps H S (i) onto H T (ϕ(i)). Then U * [T ]U = R. By Lemma 4.1, the algebras F R and F [T ] are *-isomorphic. Hence the algebras F S and F T are *-isomorphic.
