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Résumé
Les systèmes automatisés de production (SAP) représentent une classe importante de
systèmes industriels qui sont devenus complexes et sensibles aux dysfonctionnements avec
des conséquences importantes sur la productivité, la qualité de production et la sécurité
des biens et des personnes. Un défi majeur est de mettre en œuvre des approches systé-
matiques d’aide ou de diagnostic afin de garantir la sûreté de fonctionnement. Cette thèse
s’intéresse donc au diagnostic en ligne des comportements indésirables des SAP ayant des
capteurs et des actionneurs délivrant des signaux binaires et dont la dynamique corres-
pond à celle des systèmes à évènements discrets (SED).
L’efficacité d’une approche de diagnostic au service de ce type de systèmes se mesure à
travers le taux de bonne détection de fautes, la précision d’isolation, le nombre de fausses
alarmes et la complexité de mise en œuvre de l’approche. L’objectif de ce travail est donc
de concevoir des solutions de diagnostic intelligentes qui satisfont les critères mentionnés
sans requérir la connaissance complète du fonctionnement interne du système, capables
de se mettre à jour en temps réel pour améliorer les performances et ayant un faible coût
de mise en œuvre.
L’approche proposée dans cette thèse est basée sur le Raisonnement à Partir de Cas
(RàPC) qui est à la fois une méthodologie de raisonnement par analogie et une méthodolo-
gie d’apprentissage issue du domaine de l’intelligence artificielle. L’originalité des travaux
réside en finalité dans les quatre items suivants : (1) l’approche proposée utilise le RàPC
pour le diagnostic des SAP ayant une dynamique de type SED, (2) elle propose un for-
mat de représentation de cas inspiré du formalisme Signatures Temporelles Causales qui
s’adapte à l’aspect dynamique des systèmes à surveiller, (3) elle introduit une phase qui
couplent simulation et mise en forme de données pour la transformation des données issues
du système simulé après son émulation en mode normal et défaillant, et (4) elle présente
une phase de raisonnement et d’apprentissage qui permet non seulement le diagnostic en
ligne du système surveillé mais aussi la mise à jour de la base de cas suite à l’apparition
de nouveaux comportements inconnus.
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4Mots-clés : diagnostic, apprentissage automatique, raisonnement à partir de cas,
système d’aide à la décision, systèmes à évènements discrets, systèmes automatisés de
production, métriques de distance, systèmes à base de données.
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Abstract
Automated Production Systems (APS) represent an important class of industrial sys-
tems. They have become complex and susceptible to malfunctions, with significant ne-
gative consequences on productivity, production quality and security of property and
people. The main challenge when using such systems is to implement systemic assistance
or diagnosis approaches in order to ensure their operating safety. Within this framework,
we focus, in this thesis, on the online diagnosis of the APS equipped with sensors and
actuators emitting binary signals. These systems can be considered as ‘Discrete Event
Systems’ (DES).
The effectiveness of an approach for diagnosing such systems is measured through good
detection rate, isolation accuracy, false alarms number and the method implementation
complexity. The objective of this work is, thus, to propose intelligent diagnosis solutions
satisfying the mentioned criteria without complete knowledge about the system’s internal
functioning. The solutions, whose implementation is not expensive, are able to update
themselves in real time in order to improve their performance.
The introduced approach is based on a reasoning and learning methodology derived
from ‘Artificial Intelligence’ (AI) which is the ‘Case Based Reasoning’ (CBR). The ori-
ginality of our research work is observed in the following 4 aspects : (1) the developed
approach uses the CBR for the diagnosis of the APS with DES dynamics, (2) it suggests
a case representation format inspired by the ‘Causal Temporal Signatures’ (CTS) which
is able to adapt to the dynamic aspect of the systems to be monitored, (3) it exploits
data acquired from a digital twin after its emulation in both normal and faulty modes
to build an empirical knowledge called ’cases’ and finally (4) it presents a reasoning and
learning phase that allows not only the online diagnosis of the monitored system, but also
the updating of the case base following the appearance of the new unknown behaviors.
Keywords : diagnosis, machine learning, case-based reasoning, decision support sys-
tem, discrete event systems, automated production systems, distance metrics, data driven
systems.
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Introduction générale
Contexte du sujet
Au cours de ces dernières décennies, les Systèmes Automatisés de Production (SAP)
[Vogel-Heuser et al. (2015); Bakkari et al. (2015); Araújo et al. (2018)] ont permis
d’augmenter la production, d’améliorer la qualité des produits, de réduire les coûts
de main-d’œuvre et d’économiser l’énergie et la matière première. En retour, cette
automatisation a nécessité de garantir la sécurité et la fiabilité des systèmes tout au
long du processus de production. En effet, la réduction de l’intervention humaine et
l’automatisation de certaines fonctions ont rendu les SAP plus complexes avec comme
conséquence une augmentation des risques de dysfonctionnements.
Jusqu’à présent le diagnostic des SAP est en grande partie une activité humaine, exécu-
tée par les Opérateurs Humains de Surveillance (OHS)[Kim and Wysk (2012); Proctor
and Van Zandt (2018)]. Ces opérateurs permettent d’analyser les données acquises du
système surveillé et de prendre des décisions adéquates suite à l’apparition des compor-
tements indésirables qui traduisent la présence d’un ou de plusieurs dysfonctionnements
dans le système. Les OHS sont des «facteurs» de fiabilité en exécutant leurs tâches grâce
à leurs connaissances, leur expérience et leur savoir-faire [Longo et al. (2017); Mosier
and Skitka (2018); Tao et al. (2018b)]. Cependant, ils peuvent aussi être responsables
du manque de fiabilité du système. En effet, gérer une grande quantité de données et
agir rapidement peuvent les conduire à prendre des décisions incorrectes qui dégradent la
situation [Trentesaux and Millot (2016); Pacaux-Lemoine et al. (2017)]. Par conséquent,
la détection et la localisation des dysfonctionnements sont cruciales pour éviter aux sys-
tèmes de se diriger vers des situations indésirables voire même catastrophiques sur le plan
humain, environnemental et économique. Ceci s’entend sous le vocable « Diagnostic de
défaillances ou de fautes ». Le diagnostic est l’un des enjeux les plus importants dans
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l’industrie [Miljković (2011); Gao et al. (2015); Isermann (2017)], notamment dans l’in-
dustrie manufacturière [Vogl et al. (2016); Rajaoarisoa and Sayed-Mouchaweh (2017); He
et al. (2018a)]. En effet, chercheurs et industriels ne recherchent pas seulement à détecter
et à localiser l’occurrence d’une faute, mais aussi de faire progresser les solutions actuelles
de diagnostic dont la mise en œuvre est difficile et coûteuse en temps. Ils proposent pour
les améliorer des solutions dites intelligentes. Pourquoi « intelligentes » [Aldrich and
Auret (2013); Liu et al. (2018); Jia et al. (2018)] parce que ces nouvelles approches ne
nécessitent pas d’avoir une connaissance complète du fonctionnement interne du système
et parce qu’elles sont capables de se mettre à jour en temps réel afin d’améliorer leurs
performances. Elles informent et assistent les OHS dans une solution simple à mettre en
œuvre dont l’implémentation n’est pas coûteuse.
Objectifs de la thèse
Dans ce contexte, cette thèse s’intéresse au diagnostic des comportements indésirables
dans les SAP. La littérature propose différentes approches traitant de cette problématique.
Ces approches se répartissent selon la dynamique des SAP en trois classes : la classe des
systèmes continus [Cellier and Kofman (2006)], la classe des systèmes à évènements dis-
crets (SED) [Cassandras and Lafortune (2009)] et la classe des systèmes dynamiques
hybrides (SDH)[Zaytoon et al. (2001)]. Dans cette étude, nous nous intéressons au diag-
nostic des SAP possédant des capteurs et des actionneurs délivrant des signaux binaires
(c’est-à-dire Tout ou Rien (TOR)) et qui relèvent des SED. L’objectif de ce travail est
donc de proposer des solutions de diagnostic dites intelligentes afin de répondre aux be-
soins des industriels.
Les approches de diagnostic au service de cette catégorie de systèmes peuvent être
vues selon que le diagnostic s’effectue en ligne ou non, selon que le modèle soit spécifié
(par automate ou par réseau de Petri) ou non, selon la structure de prise de décision du
diagnostic (centralisée, décentralisée ou distribuée), selon la représentation des fautes et
leurs reconnaissances [Zaytoon and Lafortune (2013)], etc. En général, les approches se
classent en trois grandes familles selon le mode du raisonnement utilisé pour le diagnostic :
les approches à base de modèles [Sampath et al. (1995); Debouk et al. (2000); Philippot
(2006); Zaytoon and Lafortune (2013)], les approches à base de connaissances [Dousson
et al. (1993); Bertrand (2009); Saddem et al. (2012)] et les approches à base de données
[Venkatasubramanian et al. (2003); Moosavian et al. (2013); Dou and Zhou (2016); Vazan
et al. (2017); Han et al. (2017)]
Les approches à base de modèles sont généralement utilisées dans le cadre d’une
connaissance suffisante du fonctionnement interne du système. Elles sont efficaces et ca-
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pables de valider la cohérence et la complétude des défauts à diagnostiquer. Cependant,
pour fonctionner correctement, ces approches nécessitent des modèles analytiques précis
et approfondis du domaine et la difficulté majeure est le coût élevé de mise en œuvre des
modèles [Danancher et al. (2011); Saddem and Philippot (2014)]. En effet, la complexité
temporelle de mise en œuvre de la plupart des modèles est une complexité exponentielle.
Les approches à base de connaissances ont une capacité de diagnostic élevée à cause
de la connaissance des symptômes des fautes qu’elles modélisent [Cordier and Dousson
(2000)]. Néanmoins, la difficulté majeure réside dans la formalisation des connaissances
expertes et dans leurs mises à jour [Guerraz and Dousson (2004); Dousson et al. (2008);
Cram et al. (2012); Subias et al. (2014); Saddem and Philippot (2014)]. Ainsi, pour que
les approches remplissent leurs missions convenablement, elles nécessitent une base de
connaissance complète et cohérente. Les approches à base de données [Venkatasubrama-
nian et al. (2003); Moosavian et al. (2013); Dou and Zhou (2016); Vazan et al. (2017);
Han et al. (2017)] ne nécessitent pas de connaitre de manière approfondie le fonctionne-
ment interne du système. Elles n’ont pas besoin d’une modélisation explicite du système
à travers un modèle mathématique. Elles utilisent les données d’historiques disponibles
et à partir de ces données, elles font des prévisions. Ces approches apprennent de chaque
expérience afin d’améliorer leurs performances. Elles s’appuient sur les techniques de l’ap-
prentissage automatique pour atteindre ses objectifs. Toutefois, elles nécessitent une étape
de préparation de données afin d’extraire les données les plus pertinentes qui vont être
formatées selon la technique d’apprentissage automatique à utiliser.
Contributions de la thèse
Les limitations de certaines de ces approches nous ont conduit à proposer, dans ce
travail de thèse, une méthode de diagnostic à base de données qui s’appuie sur une tech-
nique d’apprentissage automatique. Parmi les techniques existantes, nous avons choisi
d’utiliser le « Raisonnement à Partir de Cas (RàPC) » [Kolodner (1992); Aamodt and
Plaza (1994)] qui se présente comme une méthodologie de raisonnement par analogie,
dérivée de l’intelligence artificielle (IA) et appartenant à d’autres disciplines telles que les
sciences cognitives, l’apprentissage automatique et les systèmes à base de connaissances
[Bergmann (2002)]. Le choix du RàPC est justifié par sa capacité de raisonnement et par
sa capacité d’apprentissage incrémental [Aha et al. (1991); Ali et al. (2018)]. En effet,
cette technique est capable d’apprendre de chaque expérience et les résultats peuvent être
facilement examinés pour découvrir ce qui a été appris et comment.
Dans ce cadre, nous proposons dans la première partie de la thèse un système d’aide
au diagnostic des SAP qui combine l’utilisation d’un Système d’Aide à la Décision (SAD)
et le RàPC [Ben Rabah et al. (2017a)]. Ce système s’appuie sur un bloc hors ligne et un
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bloc en ligne. Le bloc hors ligne permet de définir un format de représentation de cas, de
construire une base de cas normaux (BCN) et une base de cas défaillants (BCD) à partir
d’une base de données d’historique. Le bloc en ligne permet d’aider les OHS dans la prise
de la décision du diagnostic la plus adéquate. Les résultats des expérimentations sur un
système de tri de caisses illustrent l’approche au niveau du format de représentation de
cas et au niveau de la base de cas utilisée. Cependant cette première approche ne donne
pas entièrement satisfaction et présente certaines limites : (i) elle s’avère incomplète puis-
qu’elle ne modélise pas toutes les fautes des SAP ; (ii) elle n’est pas évolutive surtout dans
le contexte de l’industrie du futur où les SAP doivent être extensibles, évolutifs et recon-
figurables ; (iii) elle conduit à un problème d’explosion combinatoire des descripteurs lors
de l’implémentation sur des systèmes réels ayant un grand nombre de composants ; et (iv)
elle est difficilement compréhensible par les utilisateurs du système d’aide au diagnostic.
Pour surmonter ces difficultés et améliorer les résultats, nous avons cherché à étendre
cette première approche et nous proposons dans la suite de la thèse une approche de
diagnostic en ligne des SAP [Ben Rabah et al. (2017b)] basée sur 3 propositions (voir la
figure 1) :
1. la proposition d’un nouveau format de représentation de cas qui s’adapte à l’as-
pect dynamique des SAP, qui est assez expressif et facile à comprendre par les
OHS.
2. la proposition d’une phase qui couple simulation et mise en forme de données
pour la transformation des signaux des capteurs et des actionneurs à des cas.
[Ben Rabah et al. (2017c)]. Les signaux sont issus du système simulé après son
émulation en mode normal et défaillant.
3. la proposition d’une phase de raisonnement et d’apprentissage qui permet le diag-
nostic en ligne du système réel surveillé et la mise à jour de la base de cas suite
à l’apparition de nouveaux comportements inconnus. Cette phase repose sur 5
étapes : (a) l’élaboration d’un nouveau cas non résolu, (b) la recherche du cas
source le plus similaire en utilisant un nouveau indice de dissimilarité qui supporte
notre représentation de cas, (c) la réutilisation de la solution du cas sélectionné
(d) l’affichage du nouveau cas résolu et (e) la sauvegarde et la révision.
Le SAP virtuel utilisé dans l’approche correspond au jumeau numérique d’un SAP
réel. Ce concept "Digital Twin" en anglais [Tao et al. (2018a), Zambal et al. (2018), He
et al. (2018b)] a récemment été introduit dans le cadre de l’industrie du futur. Il s’agit du
double numérique d’un système physique qui repose sur les données des capteurs et des
actionneurs. Il offre de nombreux avantages pour les industriels tels que la compréhension
et l’anticipation de l’évolution du système réel, l’optimisation de ses performances sans
avoir besoin d’embarquer un autre système, la réduction des coûts liés aux réparation, etc.
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Figure 1 – Les différentes étapes de construction de l’approche de diagnostic proposée.
Organisation du mémoire de thèse
Nos travaux de thèse comportent cinq chapitres.
Le premier chapitre est consacré à la présentation de l’état de l’art du diagnostic des
fautes dans les SAP. Nous y présentons leurs structures de base et les différents types pour
positionner le type de systèmes qui nous intéresse parmi les SAP existants. Nous exposons
dans la deuxième partie les méthodes et les approches existantes pour le diagnostic des
SAP. Nous présentons à cet effet une classification de ces approches en trois classes : les
approches à base de modèles, les approches à base de connaissances et les approches à
base de données. Nous présentons ensuite une synthèse de ces approches. Nous concluons
le chapitre par un bilan critique de l’existant et une synthèse de la problématique.
Dans le deuxième chapitre nous présentons un état de l’art sur le diagnostic à base
d’apprentissage automatique. Dans la première partie du chapitre, nous introduisons l’ap-
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prentissage automatique à travers la présentation de quelques notions de base. Nous com-
mençons alors par définir l’apprentissage automatique et les différents avantages de son
utilisation. Nous exposons ensuite les différentes méthodes d’apprentissage automatique
existantes. Nous nous intéressons spécialement au RàPC. Nous présentons à cet effet son
principe, ses différentes étapes et les défis majeurs pour le développement d’un système
de diagnostic utilisant le RàPC.
Dans le troisième chapitre, nous détaillons notre première approche d’aide au diag-
nostic que nous illustrons sur un exemple de tri de caisses proposé dans plusieurs travaux
comme benchmark [Philippot et al. (2012); Niguez et al. (2015); Pichard et al. (2016)].
Dans le quatrième chapitre, nous détaillons notre seconde approche que nous illustrons
sur un exemple de plateau tournant présenté également comme benchmark dans plusieurs
travaux [Riera et al. (2011); Saddem and Philippot (2014); Niguez et al. (2017)].
Dans le dernier chapitre, nous présentons la performance de la seconde approche. En-
suite nous menons une étude comparative sur la performance de cette approche vis-à-vis
de certaines méthodes d’apprentissage automatique et également vis-à-vis d’une méthode
de diagnostic à base de modèles. Toutes les méthodes sont testées sur le même exemple
qui est le plateau tournant.
Nous terminons ce mémoire de thèse par les conclusions sur nos travaux et les pers-
pectives de recherche associées.
Une annexe, placée en fin de document, complète le mémoire en présentant le principe
des méthodes d’apprentissage automatique les plus utilisées pour la résolution des pro-
blèmes de classification : machines à vecteurs de support (SVM), les arbres de décision,
les forêts aléatoires, les réseaux de neurones et la régression logistique.
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Introduction
Le diagnostic des Systèmes Automatisés de Production (SAP) est devenu un sujet
d’actualité dans la recherche scientifique et industrielle en raison de la complexité et des
coûts croissants des interventions de maintenance. Cette complexité et le besoin d’amé-
liorer la sécurité, la fiabilité et la disponibilité de ces systèmes nécessitent des approches
de diagnostic afin de détecter et de localiser les dysfonctionnements possibles. Dans ce
contexte, nous proposons une synthèse de l’état de l’art sur le diagnostic des SAP.
Le chapitre se compose de trois parties. Dans la première partie nous introduisons
les SAP à travers la présentation de quelques notions de base. Nous commençons par
définir les SAP et expliquer leurs structures de base. Ensuite, nous présentons leurs diffé-
rents types pour positionner la classe des systèmes qui nous intéresse parmi les SAP exis-
tants. Enfin, nous exposons le principe du fonctionnement desAutomates Programmables
Industriels (API) qui sont les principaux composants d’automatisme destinés à la com-
mande des SAP. Dans la deuxième partie de ce chapitre, nous présentons la terminologie
adoptée pour désigner les dysfonctionnements présents dans les SAP et nous définissons
le module du diagnostic. Dans la troisième partie de ce chapitre, nous exposons les mé-
thodes et les approches réalisées pour le diagnostic des SAP. Nous proposons à cet effet
une classification de ces travaux en trois classes selon le mode du raisonnement utilisé
pour le diagnostic : à partir de modèles, de connaissances ou de données. Un bilan de
l’existant et une synthèse de la problématique seront présentés à la fin de ce chapitre.
1 Les systèmes automatisés de production
Les SAP représentent une classe importante des systèmes industriels qui sont de plus
en plus complexes à cause du grand nombre d’interactions et d’interconnexions entre leurs
différents composants. De ce fait, ils sont plus sensibles aux dysfonctionnements dont les
conséquences peuvent être importantes en termes de productivité, de sécurité et de qualité
de production. Par conséquence, les communautés scientifiques des automaticiens et des
informaticiens travaillent ensemble pour mettre en œuvre des approches systématiques
d’aide au /de diagnostic pour détecter, localiser et identifier les fautes possibles.
1.1 Structure d’un SAP
Un système de production est un ensemble de moyens humains et matériels qui inter-
agissent sur des matières premières, des produits semi-finis ou finis afin de produire d’une
manière efficace les produits attendus par les clients. En réduisant l’intervention humaine,
ces derniers deviennent des systèmes automatisés de production (SAP). L’automatisation
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traduit la capacité des systèmes à gérer seuls les plus grands nombres de situations et
à décider de façon optimale les comportements à adopter dans ces situations [Fournier
(2002)]. Cette automatisation présente plusieurs avantages tels que [Trentesaux (1996),
Perrin et al. (2004)] :
• L’amélioration de la qualité, de la fiabilité et de la sécurité de la production ;
• La diminution du temps de réponse ;
• La gestion efficace de la production ;
• La réduction des coûts de main-d’œuvre, l’économie de l’énergie et des matières
premières, etc.
Comme exemples des SAP, nous citons [Groover (2007)] :
– Des machines automatisées qui traitent les pièces ;
– Des lignes de transfert effectuant une série d’opérations d’usinage ;
– Des systèmes de manutention et de stockage automatiques des matériaux ;
– Des systèmes manufacturiers qui utilisent des robots industriels pour effectuer
des opérations de traitement ou d’assemblage ;
– Des systèmes d’inspection automatique pour le contrôle de qualité ; etc.
Un SAP se compose de deux parties : la partie opérative (PO) et la partie commande
(PC). La partie opérative représente l’ensemble des moyens matériels opérant physique-
ment sur la matière d’œuvre. La partie commande est l’ensemble des moyens de traitement
et d’acquisition de l’information qui assurent le pilotage et la conduite du procédé. Les
échanges d’information entre la PC et la PO sont de deux types :
• La PC envoie les ordres vers les actionneurs et les pré-actionneurs de la PO afin
d’obtenir les effets souhaités ;
• La PO envoie les comptes rendus vers la PC à travers les capteurs ;
La partie dialogue « Homme Machine (HM) » qui est présentée dans la figure 2 per-
met la communication entre la PC et les opérateurs humains. En effet, ces opérateurs
échangent les informations avec la PC à travers une interface. Ils donnent des consignes à
l’aide des boutons marche arrêt ou par un clavier. En parallèle, la PC renvoie des signa-
lisations diverses telles que les voyants lumineux, les sonneries, les messages affichés sur
les écrans, etc.
1.2 Les différents types de dynamiques des SAP
Selon leur dynamique de fonctionnement, les SAP peuvent être classés en trois fa-
milles [Derbel (2009)] : les systèmes continus, les systèmes à événements discrets (SED)
[Cassandras and Lafortune (2009)] et les systèmes hybrides.
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Figure 2 – Structure d’un SAP.
a) Systèmes continus
Les systèmes continus sont les systèmes dans lesquels le temps s’écoule de façon continue
et où les variables qui décrivent leurs états peuvent changer de valeurs à chaque instant
[Erard and Déguénon (1996)].
b) Systèmes à évènements discrets (SED)
Les SED [Cassandras and Lafortune (2009)] sont des systèmes dans lesquels les va-
riables caractérisant leurs états ne changent de valeurs qu’en un nombre fini ou dénom-
brable de points isolés dans le temps. Ces points représentent des évènements ponctuels
qui peuvent être généralement l’arrivée d’un signal ou l’achèvement d’une tâche. A titre
d’exemple, les variables décrivant un état dans un système de tri de caisses sont ses dif-
férents valeurs de capteurs et actionneurs. Le changement de valeurs de ces variables
s’effectue par exemple lors l’arrivée d’une caisse ou lors son déplacement sur les différents
convoyeurs. Pour cela, le système de tri de caisses peut être classé comme un SED. La
plupart des SED partagent des caractéristiques communes comme [Philippot (2006)] :
– Le parallélisme, qui permet à plusieurs événements d’avoir lieu simultanément et
indépendamment dans différentes parties du système ;
– La synchronisation, qui se traduit par l’apparition simultanée de plusieurs événe-
ments dans une même période. L’accomplissement de ces évènements nécessite la
disponibilité simultanée de plusieurs ressources ou la vérification simultanée de
plusieurs conditions.
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– La compétition, qui se manifeste par l’occurrence de certains évènements qui ex-
cluent l’apparition d’autres.
c) Systèmes hybrides
Les Systèmes Dynamiques Hybrides (SDH) sont des systèmes qui intègrent à la fois une
dynamique continue et une dynamique discrète [Zaytoon et al. (2001); Antsaklis and Kout-
soukos (2003)]. Ils sont composés : (a) d’un SED dont l’espace d’état est un ensemble fini
et les transitions entre les états sont réalisées suite à des évènements ponctuels, (b) d’un
"ensemble de modèles continus" représenté par des équations différentielles contraignant
l’évolution de l’état continu et (c) d’une "interface" pour l’échange des informations entre
la partie discrète et la partie continue [Hamdi (2010)].
1.3 Les Automates Programmables Industriels
Quel que soit le type de SAP, il est souvent contrôlé par un "Automate Programmable
Industriel (API)". Ces API sont très utilisés dans l’industrie grâce à leurs performances
de sécurité et à leurs différents langages de programmation [Commission et al. (1993)].
Un API exécute un cycle (T) comprenant trois opérations successives (voir la figure 4) :
– E : la lecture des entrées qui consiste à la réalisation d’une image du monde
extérieur à travers un enregistrement des états des entrées qui sont des variables
non contrôlables (c’est-à-dire les capteurs) ;
– Pg : l’exécution du programme de l’API ;
– S : la mise à jour des états des variables contrôlables (c’est-à-dire les actionneurs).
Figure 3 – Le cyle d’un API.
Le cycle de l’API peut être exécuté cycliquement ou périodiquement. L’exécution
cyclique permet à l’API d’exécuter un nouveau cycle dès que le cycle précédent est terminé
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(voir la figure 4) alors que l’exécution périodique exécute un nouveau cycle après avoir
reçu une synchronisation par une horloge [Commission et al. (1993)]. Les durées de lecture
des entrées et la mise à jour des sorties sont des constantes qui ne dépendent que de l’API
utilisé et de sa configuration. Le temps de traitement, lui, dépend de la taille du code que
le microprocesseur de l’API doit exécuter [Rohee (2005)].
Par la suite, nos travaux s’articuleront autour des SAP commandés par des API dont
l’algorithme d’exécution est cyclique (voir la figure 4).
Figure 4 – Le fonctionnement cyclique d’un API sur plusieurs cycles au cours du temps.
2 Le problème du diagnostic dans les SAP
Pour traiter le diagnostic des SAP, les deux communautés scientifiques des automa-
ticiens et des informaticiens n’utilisent pas la même terminologie. En effet, il n’existe
ni une terminologie consensuelle pour désigner les dysfonctionnements, ni une définition
consensuelle du terme diagnostic. Pour cette raison, nous présentons dans ce qui suit la
terminologie adoptée pour désigner les dysfonctionnements et la définition utilisée dans
ce travail pour le terme diagnostic.
2.1 Terminologie adoptée pour les dysfonctionnements
La communauté scientifique des automaticiens utilise le terme "faute" pour désigner
un dysfonctionnement dans le système. Pour cela, l’ensemble des méthodes développées
pour le traitement des dysfonctionnements des systèmes industriels est connu sous la
dénomination de "Fault Detection and Isolation (FDI)". En parallèle, la communauté
scientifique des informaticiens utilise plutôt le terme de "défaillance".
Nous pouvons nous demander si ces termes sont interchangeables ou non. Dans la réa-
lité, il y a une causalité phénoménologique entre "faute", "erreur" et "défaillance". Cette
causalité est définie dans [Boulanger (2013)]. Elle est illustrée à travers la figure 5. Une
faute résulte en général d’une défaillance. L’activation d’une faute dans une entité en-
gendre une erreur. La propagation de l’erreur aboutit à une nouvelle défaillance. Cette
nouvelle défaillance pourra à son tour engendrer une faute et le processus est itéré. Quelles
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que soient les fautes, les erreurs ou les défaillances, toutes constituent des entraves à la
sûreté de fonctionnement d’un SAP. Dans cette étude, nous utiliserons le terme "faute" et
nous supposons que les terme "faute" et "défaillance" sont interchangeables.
Figure 5 – Relation entre "faute" et "défaillance" selon [Boulanger (2013)].
Les fautes présentes dans un SAP peuvent être classifiées selon plusieurs critères tels
que la vitesse d’apparition, l’instant d’apparition, le degré d’importance et les consé-
quences et l’origine [Saddem (2012)] :
– Vitesse d’apparition : L’évolution d’une faute dans le temps peut être une évolu-
tion soudaine due à une évolution quasi-instantanée de certaines caractéristiques
du SAP ou une évolution graduelle causée par un changement progressif des ca-
ractéristiques du SAP.
– L’instant d’apparition : Une faute peut se produire pendant le fonctionnement
d’un SAP (faute en fonctionnement) ou à son arrêt (faute à l’arrêt).
— Degré d’importance : Une faute entraine l’inaptitude d’une entité à accomplir
certaines ou toutes les fonctions requises. Dans le premier cas, il s’agit d’une
faute partielle et dans le deuxième cas, il s’agit d’une faute complète d’un SAP.
– Les conséquences : Si la faute cause des dommages corporels, des dégâts matériels
importants ou si elle conduit à d’autres conséquences jugées inacceptable alors
elle est critique et majeure, sinon elle est non critique et mineure.
– L’origine : L’origine d’une faute peut être attribuée à l’entité elle-même (la faute
est interne) ou à des facteurs externes à l’entité elle-même (la faute est externe).
Les fautes internes [Derbel (2009)] peuvent être à titre d’exemple le blocage d’un
capteur ou d’un actionneur à 0 ou à 1, le passage inattendu de 0 à 1 d’un capteur
ou d’un actionneur, etc. Les fautes externes peuvent être par exemple un court-
circuit causant un changement dans la spécification du produit, une coupure de
l’alimentation électrique d’un SAP, la rupture du stock d’une matière première,
etc.
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2.2 Définition du diagnostic
La littérature scientifique présente plusieurs définitions du diagnostic industriel. Nous
nous intéressons aux définitions de la communauté SED. Nous pouvons classer ces défi-
nitions [Toguyeni (1992); Combacau et al. (2000); Darkhovski and Staroswiecki (2003);
Philippot (2006)] en deux classes en fonction de l’emplacement de la fonction de détection.
En effet, cette fonction représente très souvent un sujet de débat concernant sa place.
• La première classe, considère la détection comme une entité de diagnostic. Cette
classe regroupe les méthodes appelées "Fault Detection and Isolation (FDI)" [Dar-
khovski and Staroswiecki (2003); Philippot (2006)] qui génèrent des indicateurs
de défauts appelés "résidus" contenant des informations sur les anomalies ou les
dysfonctionnements du système à diagnostiquer. A partir de ces indicateurs, elle :
– Détecte tout écart entre l’état réel de la PO et celui estimé par le modèle ;
– Détermine l’origine de l’anomalie et localise le ou les composants défec-
tueux ;
– Identifie l’instant d’apparition de la faute, sa durée et son importance.
• La deuxième classe, ne considère pas la détection comme une entité de diagnos-
tic. Elle la considère plutôt comme une entité de surveillance [Toguyeni (1992);
Combacau et al. (2000); Boufaied (2003). Selon [Toguyeni (1992)] la détection est
une tâche réactive positionnée entre la PC et la PO. Elle joue un rôle filtre des
comptes rendus émis par la PO. Si le compte rendu reçu correspond à un compte
rendu attendu alors il est émis vers la PC, sinon un "symptôme" est détecté. Si
ce symptôme est jugé dangereux (c’est-à-dire un symptôme qui révèle une faute
critique et majeure) alors il est émis vers le module de recouvrement, sinon il est
émis vers le module de diagnostic.
– Le module de diagnostic comporte trois sous fonctions : (a) la localisation
qui permet de déterminer le sous-ensemble défaillant, (b) l’identification
qui détermine le composant fautif et (c) le pronostic qui prédit la panne
induite par la faute. C’est une fonction de post-recouvrement utilisée afin
d’éviter les fautes.
– Le module de recouvrement permet de gérer l’arrêt complet du système,
la reprise et la reconfiguration dynamique.
Par la suite, nos travaux s’articuleront autour de la définition du diagnostic proposée
par les méthodes FDI qui consiste à détecter l’occurrence d’une faute et identifier son
type et son emplacement. Aussi, nous diagnostiquerons des fautes internes en particulier
celles causées par la PO comme "le passage inattendu d’un capteur ou d’un actionneur de
0 à 1 ou de 1 à 0" et "le blocage d’un capteur ou d’un actionneur à 0 ou à 1".
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Figure 6 – La définition du diagnostic selon la classe 1.
3 Les méthodes de diagnostic existantes
La littérature présente diverses approches et méthodes pour le diagnostic des SED.
Ces méthodes peuvent être classées selon plusieurs critères tels que l’implémentation du
diagnostic (en ligne ou hors ligne), l’outil de description du modèle (par automate ou par
réseau de Petri), la structure de prise de décision du diagnostic (centralisée, décentrali-
sée ou modulaire) et la représentation des fautes et leurs reconnaissances [Zaytoon and
Lafortune (2013)], etc.
En général, nous distinguons trois familles d’approches : les approches à base de mo-
dèles [Sampath et al. (1995); Debouk et al. (2000); Philippot (2006)], les approches à base
de connaissances [Dousson et al. (1993); Bertrand (2009); Saddem et al. (2012)] et les ap-
proches à base de données [Venkatasubramanian et al. (2003); Moosavian et al. (2013)].
Nous présentons dans la suite une synthèse de ces différentes approches. En effet, l’objec-
tif de cette section est de positionner la classe des méthodes qui nous intéresse parmi les
méthodes existantes.
3.1 Approches à base de modèles
Le diagnostic à base de modèles a été initié par [Reiter (1987)] et [De Kleer and
Williams (1987)]. Il consiste à générer des indicateurs de défauts, appelés résidus qui
déterminent tout écart entre le comportement réel et le comportement du modèle de ré-
férence du système. Cet écart résulte d’un dysfonctionnement dans le système réel. Une
description précise du principe général est donnée dans la figure 7.
Figure 7 – Le principe d’un système de diagnostic à base de modèles.
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Les méthodes de diagnostic à base de modèles sont nombreuses. Zaytoon et Lafortune
présentent dans [Zaytoon and Lafortune (2013)] un état de l’art des différentes méthodes à
base de modèles pour le diagnostic des SED. Nous retiendrons dans la suite une approche
très connue par sa grande efficacité, elle est dite approche par "diagnostiqueur".
La méthode du diagnostiqueur a été initiée par [Sampath et al. (1995, 1996)]. Elle
se base sur un modèle d’automate classique noté G = (X,E, δ, x0) avec :
– X est l’ensemble des états normaux et défaillants du système ;
– E est l’ensemble des évènements observables et inobservables. Les évènements
inobservables sont généralement des fautes ou des évènements générés suite à
l’indisponibilité d’un ou de plusieurs capteurs. Bien que les fautes soient des
événements inobservables, leurs comportements fautifs sont décrits par des évé-
nements observables.
– δ est la fonction de transition ;
– x0 est l’état initial.
Le diagnostic des fautes consiste à construire un automate déterministe appelé "ob-
servateur" dont les transitions sont des événements observables du système et les états
sont des estimations du vrai état du système. Cet observateur est construit à partir du
modèle global du système qui est modélisé à travers un automate à états finis dont l’al-
phabet est composé d’événements observables et d’événements inobservables. Les fautes
sont représentées par des événements inobservables. La construction de l’observateur se
fait par réduction des transitions correspondants aux événements inobservables.
(a) L’automate. (b) L’observateur.
Figure 8 – L’automate (a) et son observateur (b).
La figure 8b présente un exemple d’observateur construit à partir du modèle global
du système qui est présenté dans la figure 8a. Cet observateur est obtenu en supprimant
les transitions correspondant aux événements inobservables (c’est-à-dire l’événement f
qui relie l’état 2 et l’état 4 et qui modélise l’occurrence d’une faute et l’événement u0
qui relie les deux états 5 et 6 et qui représente un évènement inobservable normal) et
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en fusionnant les états auxquels conduisaient ces transitions avec les états dans lesquels
arrivent l’événement observable (c’est-à-dire fusionner les états 2 et 4 dans un seul état,
fusionner les états 3, 5 et 6 dans le même état et fusionner aussi les états 5 et 6 dans un
même état). Dans [Cassandras and Lafortune (2009)], l’auteur présente un algorithme de
construction d’observateurs discrets.
La construction de l’observateur peut conduire à un problème d’explosion d’états. En
effet, dans le pire des cas, la taille de l’observateur est exponentielle par rapport à la taille
de l’automate. Ceci est dû au fait que les états d’observateur sont des sous-ensembles
d’états d’automates [Zaytoon and Lafortune (2013)].
L’automate de l’observateur peut être raffiné pour construire un automate appelé
"diagnostiqueur" en associant les étiquettes "Fi" et/ou "N " aux états de l’observateur.
Chaque état du diagnostiqueur est représenté sous forme de couples (état, étiquette) où
l’étiquette est la liste de fautes {F1,F2,Fi, ...} sur le chemin menant dans cet état. L’état
du diagnostiqueur peut être qualifié "Normal", "Fi − certain" ou "Fi − incertain". Il est :
– "Normal" si l’état du diagnostiqueur est étiqueté par N ,
– "Fi − certain" si tous les couples de l’état du diagnostiqueur ont Fi dans l’éti-
quette ;
– "Fi − incertain" s’il ne coïncide à aucun des deux cas précédents.
Afin de décrire le fonctionnement du diagnostiqueur, nous considérons de nouveau
l’exemple de la figure 8a. La figure 9 représente le diagnostiqueur de cet automate. Ses
états sont étiquetés par F et N . N pour désigner normal et F pour signifier fautif. L’état
qui est représenté en vert est un état normal. Les états représentés en rouges sont des
états F − certain et ceux qui sont en orange représentent des états F − incertain.
Cette approche de diagnostiqueur autour d’une structure centralisée fournit les meilleures
performances en terme de diagnostic, cependant la principale limite de l’approche réside
dans la gestion de l’explosion combinatoire liée au formalisme des automates [Saddem
and Philippot (2014)]. En effet, l’approche classique consiste à décomposer le système
en plusieurs composants. Ensuite, un modèle automate est associé à chaque composant.
Le diagnostiqueur global du système dans une approche centralisée est alors obtenu par
le produit synchrone des automates de ses composants. C’est ce produit synchrone qui
engendre souvent une explosion combinatoire quand le système est complexe.
Pour combler cette limite, des diagnostiqueurs décentralisés [Debouk et al. (2000);
Philippot (2006)] et distribués ont été proposés [Boufaied (2003); Su (2004); Fanti and
Seatzu (2008)]. A titre d’exemple, [Philippot (2006)] a proposé un diagnostiqueur décen-
tralisé basé sur un ensemble de diagnostiqueurs locaux à partir des modèles élémentaires
de la PO et d’un modèle de spécifications en intégrant l’information temporelle des ac-
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Figure 9 – Le diagnostiqueur de Sampath.
tionneurs. L’occurrence de toute faute doit être détectée et isolée par au moins un diag-
nostiqueur local en utilisant sa propre observation locale sur l’exécution du système. Les
diagnostiqueurs locaux sont construits par un expert qui doit analyser pour chaque état
de la PO la possibilité de survenance des fautes et surtout la possibilité de détecter et
d’isoler ces fautes.
3.2 Approches à base de connaissances
Les experts humains sont capables d’effectuer un niveau élevé de raisonnement à cause
de leurs grandes expériences et connaissances sur leurs domaines d’expertise. Les sys-
tèmes à base de connaissances modélisent ces expériences et connaissances pratiques de
l’expert sous forme de règles ou d’autres formalismes de description de comportements
pour le diagnostic des fautes. La performance des systèmes à base de connaissances doit
être comparable à celle de l’expert humain. Pour le diagnostic des SED, la littérature
distingue plusieurs méthodes à base de connaissances telles que les chroniques avec ces
différentes formalisations [Dousson et al. (1993); Boufaied (2003); Bertrand (2009); Carle
et al. (2011)] et les Signatures Temporelles Causales (STC) [Saddem et al. (2012)]. La
conception de ces méthodes est divisée en deux étapes (voir la figure 10) :
– La construction d’une base de connaissance qui décrit les comportements normaux
et/ou défaillants en se basant sur l’expérience et la connaissance experte ;
– La reconnaissance de ces comportements dans un flux d’événements.
Les chroniques selon [Dousson et al. (1993)] sont un ensemble de motifs d’évènements
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Figure 10 – Le principe d’un système de diagnostic à base de connaissances.
qui représente les évolutions possibles du monde observé. Ces motifs sont exprimés par
des prédicats. Ils sont partiellement ordonnés, contraints par des relations temporelles et
reliées par une conjonction explicite. Chaque chronique est étiquetée par une situation qui
peut être normale ou défaillante. L’ensemble des chroniques forme la base de chroniques
(appelé en anglais « Chronicle Base »). Les événements d’une chronique représentent les
alarmes et les contraintes temporelles représentent leurs temps d’apparition. Le système
de reconnaissance de chronique (appelé en anglais « Chronicle Recognition System : CRS
») est chargé d’analyser les flux d’entrées d’alarmes et d’identifier tout motif représen-
tant une situation décrite par une chronique sans aucune historisation (c’est-à-dire sans
garder une traçabilité sur les flux d’alarmes qui ont mené à chaque reconnaissance d’un
comportement détecté). Le modèle de temps utilisé est linéaire et discret.
Ce formalisme a été appliqué et étendu par plusieurs chercheurs. [Boufaied (2003)] a
proposé une architecture de détection de fautes dans des SED physiquement distribués.
Une chronique est définie sous forme d’un ensemble de sous-chroniques. En effet, le sys-
tème industriel à diagnostiquer est divisé en un ensemble de sous-systèmes communiquant
et la chronique qui modélise le modèle temporel du système industriel est représentée par
plusieurs sous chroniques associées chacune à un superviseur (voir la figure 11). Afin de
rendre le formalisme plus expressif, plusieurs types de contraintes temporelles ont été pris
en compte tels que les contraintes de type intervalle, précédence et fenêtre d’admissibilité
[Boufaied (2003)].
Les chroniques développées par [Bertrand et al. (2007); Bertrand (2009)] au sein de
l’ONERA sont bien distinctes des chroniques développées par [Dousson et al. (1993)]. En
effet, une chronique est décrite à travers des relations qui séparent des évènements dans
une séquence ordonnée dans le temps. Ces relations peuvent être logiques (relations de
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Figure 11 – La distribution d’une chronique en n sous chroniques selon [Boufaied (2003)].
conjonction et de disjonction) ou temporelles (séquence ou absence). La reconnaissance
d’une chronique est définie par la mise en correspondance entre un flux d’évènements ob-
servé et les évènements de la description d’une chronique tout en gardant une traçabilité
sur les flux d’événements qui ont mené à chaque reconnaissance d’un comportement dé-
tecté. Bertrand a présenté [Bertrand et al. (2007); Bertrand (2009)] différents outils pour
leur modélisation tels que à travers les automates à états finis, les automates à compteurs,
les automates dupliqués et les réseaux de Petri colorés ainsi il a proposé un algorithme
pour leurs interprétations à l’aide de la technique des automates dupliqués. Dans [Carle
et al. (2011)] les auteurs ont présenté une nouvelle sémantique pour le langage des chro-
niques, les évènements qui lient les chroniques ainsi leurs reconnaissances.
La signature temporelle causale (STC) est un concept assez proche des chro-
niques proposés au début des années 90 par [Toguyeni et al. (1990, 1997)] et ensuite
développés par [Saddem et al. (2012)]. Une STC est un formalisme de description et
de reconnaissance des comportements d’un système qui est utilisé essentiellement pour
le diagnostic des SED. Elle se présente comme un sous ensemble d’événements obser-
vables partiellement ordonnés qui caractérise un comportement défaillant d’un système.
Ces événements sont contraints par un ensemble de contraintes temporelles portant sur
leurs occurrences. Les relations entre les événements peuvent être logiques (les opérateurs
de conjonction) ou temporelles (les opérateurs de séquence, absence).
Une STC est une règle composée d’une partie "condition" et d’une partie "conséquence".
La partie "condition" est composée d’un ou plusieurs triplets. Soit (X, Y, ct) un triplet. X
et Y sont deux événements avec X représente l’événement de référence et Y est l’événe-
ment contraint, attendu par rapport à X. ct est une contrainte temporelle qui permet de
modéliser une date, un délai ou une durée. S’il n’y a pas de contrainte temporelle entre
X et Y, ct devient nct, ce qui signifie aucune contrainte de temps.
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Soit la STC décrite par I.1. Cette STC se compose de six triplets.
(In,A, nct) ∗ (In, C, nct) ∗ (A,B, ct1) ∗ (A,D, ct2) ∗ (C,D, ct3)∗!(D,E, ct4)− > G (I.1)
A, B, C, D et E sont des événements ; In est l’événement toujours occurrent, que nous
introduisons de manière théorique pour définir la référence temporelle des événements qui
ne sont pas contraints ; G est une faute ou un événement inobservable qui est déduit ; cti
est la iéme contrainte temporelle ; nct signifie pas de contrainte temporelle ; le " !" est un
opérateur de négation ; le triplet (In, A, nct) signifie donc que A est un événement sans
contrainte ; le triplet !(D, E, ct4 ) signifie que E ne doit pas survenir après D tant que la
contrainte temporelle ct4 est vraie et "*" est un opérateur qui sépare chaque triplet. Il
est utilisé comme un opérateur logique "Et" qui lie temporellement la reconnaissance de
chaque triplet. Le sens de l’équation I.1 est le suivant. Si on a l’occurrence de l’événement
A (respectivement, l’occurrence de l’événement C ), ensuite si on a les occurrences de l’évé-
nement B satisfaisant la contrainte ct1 par rapport à A et l’occurrence de l’événement
D satisfaisant la contrainte ct2 par rapport à A et la contrainte ct3 par rapport à C, et
si l’on n’a pas l’événement E après l’occurrence de D tant que la contrainte ct4 est vraie,
on peut en déduire l’événement inobservable G.
Le diagnostic à l’aide des STC consiste alors à interpréter en ligne l’occurrence d’évé-
nements afin d’instancier les motifs qui seront reconnus. Une STC est reconnue lorsque
tous ses événements se produisent en respectant leurs contraintes. Deux algorithmes de
reconnaissance de STC ont été proposés dans la littérature. Le premier est similaire à
la technique de l’automate dupliqué [Bertrand et al. (2007)]. Il peut conduire à des si-
tuations de sur-diagnostic [Saddem et al. (2011c)]. Le deuxième algorithme est basé sur
le concept du monde [Saddem et al. (2012)] qui résout le problème évoqué. Le principal
avantage de ce formalisme est sa lisibilité et son expressivité. En effet, il est capable de
décrire clairement tous les comportements souhaités. Il est également compréhensible et
lisible par les experts.
3.3 Approches à base de données
Les méthodes à base de données utilisent les données d’historiques issues du système
[Venkatasubramanian et al. (2003); Moosavian et al. (2013); Dou and Zhou (2016); Vazan
et al. (2017); Han et al. (2017)], qui traduisent l’évolution des états de fonctionnement
du système. Ces méthodes font directement des prédictions ou généralisent des modèles
à partir des données. Elles n’ont pas besoin d’une modélisation explicite du système
en utilisant un modèle mathématique. Elles apprennent de l’expérience et améliorent
leurs performances. Ces méthodes utilisent les techniques d’apprentissage automatique
qui considèrent le problème de diagnostic comme un problème de classification [Moreno
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et al. (2013); Chu et al. (2018)], de regroupement [Kiss et al. (2014)] ou de reconnaissance
de formes [Wu et al. (2015)].
– La reconnaissance des formes (appelée en anglais "Pattern recognition")[Nasrabadi
(2007); Duda et al. (2012)] est une méthode qui se base sur plusieurs algorithmes
de classification permettant de reconnaitre les formes. Une forme est représentée
par un point représentatif du fonctionnement du système.
– La classification consiste à utiliser un ensembles d’observations labélisées par
un expert afin de construire un classifieur. Ce classifieur attribuera une classe à
chaque nouvelle observation à partir des caractéristiques afin de détecter l’occur-
rence d’une faute.
– Le regroupement est une méthode de classification non-supervisée qui consiste à
regrouper les observations en différentes classes homogènes. Une fois les groupes
sont identifiés, nous pouvons distinguer les observations représentant les com-
portements normaux des observations représentant les comportements fautifs du
système [Lei et al. (2008); Al-Dahidi et al. (2015)].
Le schéma de principe d’un système de diagnostic à base de données est illustré dans la
figure 12.
Figure 12 – Le principe d’un système de diagnostic à base de données.
3.4 Synthèse sur les méthodes de diagnostic
Toutes les méthodes de diagnostic mentionnées ont montré leur efficacité dans un do-
maine ou un autre, pour un système ou un autre. Mais lorsque nous parlons de systèmes
complexes, ces méthodes rencontrent des difficultés qui les empêchent d’atteindre les ob-
jectifs de diagnostic [Philippot (2006)]. En effet, les modes de raisonnements à base de
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modèles ou à base de connaissances nécessitent pour fonctionner efficacement soit un mo-
dèle analytique précis et approfondi du domaine, soit une base de connaissances qui couvre
tous les comportements fautifs. Plus on a un modèle représentatif, correct et robuste ou
une base de connaissance complète et cohérente, plus nous privilégions les méthodes à
base de modèles ou à base de connaissances. En outre, ces méthodes ne prennent pas en
compte l’apparition de nouveaux comportements fautifs dans le système. L’ensemble des
fautes à diagnostiquer est fixe. L’ajout d’une nouvelle faute nécessite une mise à jour hors
ligne du système de diagnostic, ce qui fait appel à un expert humain pour mettre à jour
la base de connaissance ou les modèles.
En parallèle, les méthodes à base de données peuvent fonctionner avec les données
disponibles sans avoir besoin de connaissances spécifiques. En effet, elles peuvent enrichir
ces données en apprenant des solutions des problèmes rencontrés. Mais pour fonctionner
correctement, elles nécessitent une étape de prétraitement qui doit être effectuée correc-
tement afin d’extraire les données les plus pertinentes. Plus, les données sont pertinentes,
plus les méthodes à base de données sont efficaces [Tidriri et al. (2016)].
4 Conclusion
A travers ce chapitre, nous avons présenté l’état de l’art concernant le diagnostic des
SAP ayant une dynamique discrète. Nous présentons nos hypothèses de travail qui sont
les suivantes :
– Les SAP à diagnostiquer sont commandés par des API ayant un fonctionnement
cyclique ;
– La phase de diagnostic consiste à détecter les éventuelles fautes et à identifier
leurs types et leurs emplacements.
– Les fautes à diagnostiquer sont des fautes internes, causées par la PO.
Dans un deuxième temps, nous avons pu dégager le bilan des constats suivants :
– Les approches à base de modèles sont généralement utilisées dans le cas d’une
connaissance suffisante du fonctionnement du système. Elles sont capables de
valider la cohérence et la complétude des fautes à diagnostiquer. Cependant, la
difficulté majeure de ces approches est leurs coûts d’implémentations élevées.
– Les méthodes à base de connaissances offrent une capacité élevée en raison de
la connaissance des symptômes des fautes qu’elles modélisent. Cependant, leurs
difficultés majeures résident dans la formalisation des connaissances expertes et
leurs mises à jour.
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– Les méthodes à base de données profitent des données d’historique. Elles intègrent
les méthodes d’apprentissage automatique qui sont des méthodes adaptatives qui
apprennent à partir des données.
Au vu de ce bilan, nous nous intéressons dans cette thèse au diagnostic des SAP en utilisant
une méthode d’apprentissage automatique. Nous présentons donc dans le chapitre suivant
un état de l’art sur l’apprentissage automatique et ses utilisations pour le diagnostic des
systèmes industriels.
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Introduction
Au regard des limites que présentent les méthodes de diagnostic à base de modèles et
à base de connaissances, nous nous intéressons dans le reste de ce manuscrit au diagnostic
basé sur l’apprentissage automatique. Ce deuxième chapitre présente ainsi un état de
l’art pour ce type de diagnostic. Il se compose de deux parties. Dans la première partie,
nous commençons par définir l’apprentissage automatique, ensuite nous présentons les
différents avantages de son utilisation. Puis, nous exposons les différentes méthodes ainsi
les étapes de déploiement et de développement. Dans la deuxième partie de ce chapitre,
nous nous intéressons au « Raisonnement à partir de cas (RàPC) » qui se présente comme
une méthode d’apprentissage automatique appartenant à d’autres disciplines telles que
les sciences cognitives et les systèmes à base de connaissances. Nous présentons alors son
principe, les différentes étapes et les défis majeurs pour le développement d’un système
de diagnostic à base de cas.
1 L’apprentissage automatique
Il existe un nombre important d’ouvrages qui s’intéressent à l’apprentissage automa-
tique (en anglais appelé Machine Learning (ML)) [Mohri et al. (2012); Michalski et al.
(2013); Bottou (2014); Shalev-Shwartz and Ben-David (2014); LeCun et al. (2015); Jor-
dan and Mitchell (2015); Witten et al. (2016)] et ses méthodes d’apprentissage. Différentes
définitions du terme apprentissage automatique y sont proposées. Pour cette raison, nous
ne nous limitons pas ici à une unique définition de l’apprentissage automatique mais nous
présentons celles qui nous semblent les plus importants.
D’après Arthur Samuel [Samuel (1959)] :
"L’apprentissage automatique est la discipline donnant aux ordinateurs la capacité
d’apprendre sans qu’ils soient explicitement programmés."
Une autre définition plus technique du terme apprentissage automatique est donnée
par Tom Mitchel [Mitchell (1997)] :
"Étant donné une tache T et une mesure P, on dit qu’un programme informatique
apprend à partir d’une expérience E si les résultats obtenus sur T, mesurés par P, s’amé-
liorent avec l’expérience E."
Pour illustrer ces définitions, nous prenons à titre d’exemple, un problème académique
connu qui consiste à classer une fleur (il s’agit d’une iris) selon des critères observables
en trois espèces (Iris setosa, Iris virginica et Iris versicolor). Supposons que nous dispo-
sons initialement du jeu de données de l’iris proposé par [Fisher (1936)]. Il comprend 50
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échantillons de chacune des trois classes de l’iris. Quatre caractéristiques ont été mesurées
pour chaque échantillon : la longueur et la largeur des sépales et des pétales.
Maintenant la question qui se pose : Comment peut-on classer des nouvelles fleurs
d’IRIS à partir de ce jeu de données ?
Pour aborder ce problème, nous pouvons utiliser l’une des deux solutions suivantes :
X Solution 1 : Elle consiste à appliquer une technique qui nécessite des compétences
et des connaissances humaines. Son principe est illustré dans la figure 13 : premièrement
nous étudions le jeu de données (a) ; deuxièmement, nous écrivons une liste de règles qui
caractérise chacune de ces trois classes (b) ; troisièmement, nous écrivons un algorithme
utilisant cet ensemble de règle afin de raisonner et déterminer la classe d’une nouvelle
fleur iris ; et, quatrièmement, nous évaluons la solution proposée (c). Si elle est bonne,
nous pouvons la prendre en compte pour des nouvelles prédictions (d). Sinon, lors d’une
étape d’analyse d’erreur (e), nous revenons à la première étape afin d’adapter les règles
au problème. Ces ajustements manuellement doivent être répéter jusqu’à trouver une ré-
ponse satisfaisante.
Figure 13 – Le principe de la 1 ère solution.
X Solution 2 : Elle consiste à utiliser une méthode d’apprentissage automatique.
Son principe est illustré dans la figure 14. En premier lieu, nous étudions le problème à
résoudre (a). Ici, nous disposons d’un jeu de données déjà rangé et il nous faut trouver
une solution qui classe les nouvelles iris à partir de celui-ci. Il s’agit donc d’un problème de
classification. Pour cela, nous choisissons une méthode de classification parmi les méthodes
existantes comme les K-plus proches voisins (KNN), les réseaux de neurones [Rosenblatt
(1961)], les séparateurs à vaste marges (SVM) [Suykens and Vandewalle (1999)], etc. La
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figure 15 montre la classification de ce jeu de données selon ces trois algorithmes. En
second lieu, la méthode choisie déterminera la fonction de prédiction f à partir du jeu de
données. Cette fonction permettra de prédire les types des nouvelles fleurs Iris (b). En
dernier lieu, nous évaluons la solution proposée (c) à travers une mesure de performance
P pour déterminer la qualité de prédiction. Si cette performance est bonne (d), nous
pouvons la prendre en compte sinon une étape d’analyse d’erreur est nécessaire (e).
Nous détaillons dans la section 1.4 les étapes de développement et de déploiement de
ces méthodes.
Figure 14 – Le principe de la 2 ème solution.
La solution 1 nécessite la présence d’un expert humain pour la description de la liste
de règles et cela peut prendre beaucoup de temps et de nombreux ajustements manuels.
Alors que la solution 2 n’est pas couteuse puisqu’elle ne nécessite pas la présence d’une
expertise humaine, elle est rapide à mettre en œuvre et elle s’adapte automatiquement aux
évolutions des données. Il suffit seulement d’entrainer une autre fois l’algorithme choisi
avec le nouveau jeu de données.
Le nombre d’applications d’apprentissage automatique ne cesse de s’accroitre et touche
de plus en plus de domaines critiques spécifiquement le domaine industriel. Les différentes
raisons qui justifient ce succès sont présentées dans le paragraphe suivant.
1.1 Les raisons d’utilisation de l’apprentissage automatique
L’objectif de ce paragraphe est de présenter une vue d’ensemble des différentes rai-
sons d’utilisation de l’apprentissage automatique dans les systèmes industriels. Selon les
travaux réalisés au cours de ces dernières décennies, l’apprentissage automatique a été
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Figure 15 – La classification du jeu de données d’IRIS selon le KNN, les réseaux de
neurones et le SVM.
utilisé avec succès pour le contrôle de la commande [Mars (2018)], la maintenance pré-
dictive [Susto et al. (2015); Whitaker et al. (2018)], la surveillance [Shafi et al. (2018)], le
diagnostic [Azadeh et al. (2013); Luo et al. (2018); Salahshoor et al. (2010); Widodo and
Yang (2007)] et la reconfiguration [Shin et al. (2018)], etc.
D’après [Wuest et al. (2016)] ce succès est justifié par plusieurs raisons :
• Gestion des grandes quantités de données
L’apprentissage automatique est capable de gérer de grandes quantités de données
hétérogènes, complexes et provenant de différentes sources (tels que les signaux des
capteurs, voix, images, données temporelles, vidéo, etc.) avec un effort raisonnable.
• Meilleure compréhension du problème
L’apprentissage automatique permet de réduire la complexité des problèmes rencon-
trés. Elle aide les opérateurs humains de surveillance à mieux comprendre comment
les problèmes sont résolus. En effet, les algorithmes peuvent être inspectés afin de
découvrir ce qu’ils ont appris et comment ils ont appris. Parfois, cela révélera des cor-
rélations et des relations entre les données permettant une meilleure compréhension
du problème.
• Apprendre de nouvelles connaissances
L’apprentissage automatique peut fonctionner avec les données disponibles sans
avoir besoin de connaissances spécifiques et ensuite il est ensuite capable de les
enrichir en apprenant à partir des solutions des problèmes rencontrés. Ces nouvelles
connaissances peuvent aider les décideurs à la résolution des problème futurs [Al-
paydin (2014)].
• Adaptation automatique
L’apprentissage automatique peut s’adapter automatiquement à l’évolution des condi-
tions de fonctionnement des systèmes avec un effort moyen et un coût raisonnable.
En effet, les concepteurs de solutions n’ont pas besoin de prévoir et de fournir des
solutions pour toutes les situations possibles.
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• De meilleurs résultats
L’apprentissage automatique permet de fournir des meilleurs résultats sans avoir
besoin de réaliser de nombreux ajustements manuels ou décrire de longues listes de
règles.
Il est évident que ces différents avantages que présente l’apprentissage automatique fait
de ce domaine un axe de recherche très intéressant qui offre plusieurs méthodes que nous
pouvons classer selon plusieurs critères. C’est ce que nous examinons dans le paragraphe
suivant.
1.2 Les types de systèmes d’apprentissage automatique
Les systèmes d’apprentissage automatique peuvent être classés selon plusieurs critères
qui peuvent être combinés tels que [Géron (2017)] :
• La présence ou l’absence de la supervision humaine (apprentissage supervisé, non
supervisé, semi-supervisé ou avec renforcement) [Hastie et al. (2009); Gacquer
et al. (2011)] ;
• L’apprentissage s’effectue progressivement ou non (apprentissage en ligne ou ap-
prentissage hors ligne (groupé)) [Mohri et al. (2012)] ;
• La fonction de prédiction est-elle générale ou locale (apprentissage désireux ou
apprentissage paresseux).
On distingue deux types de méthodes d’apprentissage automatique : les méthodes "eager"
ou dites "désireuses" et les méthodes "lazy" ou dites "paresseuses" [Wei (2015); Wouda
et al. (2016); Homayouni and Mansoori (2017); Barbaros et al. (2018); Houeland and Aa-
modt (2018)].
1.2.1 Les méthodes d’apprentissage de type "eager"
Les méthodes d’apprentissage "désireuses", en anglais appelées "eager" sont des mé-
thodes qui construisent lors de la phase de l’apprentissage (appelée aussi phase d’entrai-
nement) une fonction de prédiction f générale pour toutes les données disponibles. Les
nouvelles observations qui se produisent après la phase d’apprentissage n’ont aucun effet
sur la fonction de prédiction [Barbaros et al. (2018)]. La figure 16 décrit ce fonctionnement
en trois étapes :
(a) La première étape consiste à choisir un algorithme d’apprentissage désireux parmi
l’ensemble des méthodes désireuses. Dans cet exemple nous avons choisi les Ré-
seaux de neurones.
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(b) La deuxième étape consiste à l’entrainement de l’algorithme choisi à partir des
données d’entrainement. Le résultat de cette étape est une fonction de prédiction
globale f ;
(c) La troisième étape consiste à l’utilisation de la fonction f pour la prédiction de
la valeur de la nouvelle observation x.
Figure 16 – Le fonctionnement des méthodes d’apprentissage désireuses.
Parmi les méthodes qui se basent sur ce type d’apprentissage et qui sont les plus
utilisées dans l’apprentissage automatique, nous pouvons citer : les machines à vecteurs
de support (voir annexe 1) , les forêts aléatoires (annexe 2), les réseaux de neurones (voir
annexe 3), la régression logistique (voir annexe 4), etc.
1.2.2 Les méthodes d’apprentissage de type "lazy"
Les méthodes d’apprentissage "paresseuses", en anglais appelées "lazy" sont appelées
méthodes d’apprentissage à base d’observations ou méthodes d’apprentissage à base d’ins-
tances ou méthodes d’apprentissage à base d’exemples ou méthodes d’apprentissage ba-
sées sur la mémoire [Brighton and Mellish (2002); Cazzolato et al. (2016); de Haro-García
et al. (2018); Barbaros et al. (2018)]. Ces méthodes retardent le traitement de l’ensemble
de données d’apprentissage jusqu’à la réception d’un nouveau problème. Cela implique
qu’elles stockent dans un premier temps les données d’apprentissage en mémoire, ensuite
elles cherchent un ensemble de voisins les plus proches à un nouveau problème à résoudre
et à partir des prédictions de ces voisins, elles construisent la solution.
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La figure 17 décrit ce fonctionnement en trois étapes :
(a) Le choix d’un algorithme d’apprentissage paresseux (dans cet exemple c’est les
K -plus proches voisins (KNN)) ;
(b) La détermination de la fonction de prédiction locale f à partir des données les
plus similaires de la nouvelle observation x ;
(c) L’utilisation de la fonction f pour la prédiction de la valeur de la nouvelle
observation x.
Figure 17 – Le fonctionnement des méthodes d’apprentissage paresseuses.
Dans les méthodes d’apprentissage "désireuses", les données d’apprentissage sont ajus-
tées à une seule fonction de prédiction globale alors que les méthodes d’apprentissage
"paresseuses" permettent d’apprendre des fonctions de prédictions locales spécifiques. En
effet, pour chaque nouvelle observation, une fonction de prédiction locale est construite
en se basant sur les données d’apprentissage les plus similaires de la nouvelle observation.
Parmi les méthodes qui se basent sur ce type d’apprentissage, on peut citer la méthode
des k-plus proches voisins (appelée en anglais k-nearest neighbor (KNN)) qui peut être
utilisée pour résoudre des problèmes de classification ou de régression. Pour fonctionner,
cette méthode nécessite de posséder une base d’apprentissage, une mesure de similarité
ou de distance et le nombre de voisins à prendre en compte. Pour un problème de classifi-
cation, son principe est le suivant : Soit X une instance non étiquetée, la méthode cherche
les k plus proches instances étiquetées de la base d’apprentissage et affecte X à la classe
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qui apparait le plus souvent. Une illustration de la méthode est donnée dans la figure 18.
Figure 18 – La méthode KNN.
Une autre méthode basée sur ce type d’apprentissage est le raisonnement à partir de cas
(RàPC). C’est à cette méthode que nous nous intéressons dans la section suivante. Mais
avant tout, il est intéressant de présenter les étapes de développement et de déploiement
des méthodes d’apprentissage automatique.
1.3 Étapes de développement et de déploiement des méthodes
de l’apprentissage automatique
Le développement et le déploiement des modèles d’apprentissage automatique im-
pliquent une série d’étapes :
a) Classer le problème : Cette étape consiste à comprendre le problème à résoudre,
à déterminer les objectifs (prédiction, regroupement, etc.), à définir les critères du
succès et les contraintes à respecter.
b) L’acquisition de données : Cette deuxième étape consiste à identifier et collecter
les données nécessaires pour supporter le problème. Ces données peuvent provenir
de plusieurs sources et peuvent être structurées (telles que les enregistrements des
bases de données, les arbres, les graphes, etc) ou non structurées (telles que les
images, les textes, les voix, etc).
c) Préparation des données : Dans cette étape, les données doivent être formatées
selon l’algorithme d’apprentissage automatique à utiliser. Elle inclut la transforma-
tion, la normalisation, le nettoyage et la sélection des données d’apprentissage (si
l’apprentissage est supervisé).
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d) Entrainer l’algorithme avec des données d’apprentissage et de validation :
Au cours de cette étape, les données disponibles sont divisées en trois groupes (don-
nées d’apprentissage, données de validation et données de test). L’algorithme est
entrainé avec les données d’apprentissage. Ensuite, les données de validation sont
utilisées pour régler les hyper paramètres 1 et les données de test sont utilisées pour
les tests.
e) Tester l’algorithme sur des données de test : Cette étape consiste à vérifier les
performances de l’algorithme sur les données de test. Si ces performances sont
bonnes, nous pouvons passer à l’étape suivante.
f) Déploiement de l’algorithme.
2 Raisonnement à partir cas (RàPC)
Le raisonnement à partir de cas (RàPC) ou CBR "Case-Based Reasoning" [Aamodt
and Plaza (1994); Watson (1999); Althoff (2001); Riesbeck and Schank (2013)] est une
méthodologie de résolution de problèmes issus de l’intelligence artificielle (IA), qui appar-
tient à plusieurs disciplines telles que les sciences cognitives, l’apprentissage automatique
et les systèmes à base de connaissances [Bergmann (2002)]. Cette méthodologie est capable
d’utiliser les connaissances spécifiques des expériences passées, formalisées sous forme de
situations problématiques concrètes appelées des cas. Un nouveau problème est résolu en
trouvant un cas passé le plus similaire et en l’utilisant pour la résolution de la nouvelle
situation problématique.
Une caractéristique très importante du RàPC est son couplage avec l’apprentissage
[Aha et al. (1991); Leake (1996); Diaz-Agudo and Goel (2017); Mosannenzadeh et al.
(2017)]. Il permet de mettre à jour des cas, d’apprendre de nouveaux cas, de s’assurer de
leur cohérence et d’apprendre des succès et des échecs. En effet, chaque nouvelle expé-
rience est retenue à chaque fois que le problème est résolu avec succès et elle est utilisée
immédiatement pour la résolution des problèmes futurs. Dans les cas d’échecs, les raisons
sont identifiées et stockées afin d’éviter de commettre à nouveau les mêmes erreurs.
2.1 Résolution des problèmes à partir de cas
Le raisonnement à base de cas (RàPC) est une méthodologie de résolution de problèmes
qui s’appuie sur la réutilisation par analogie des solutions des problèmes passés appelées
1. Un hyperparamètre est un paramètre dont la valeur est définie avant le début de la phase d’ap-
prentissage. En revanche, les valeurs des autres paramètres sont apprises à partir de données.
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"cas sources". Ces cas contiennent des connaissances qui sont utiles pour résoudre des
nouveaux problèmes. Les cas sources sont stockés dans une mémoire d’expériences passées
appelée "base de cas (BC)". Un nouveau problème présente un nouveau cas dont sa partie
solution est inconnue. Ce nouveau cas peut être appelé "cas cible" ou "une requête q"
qui nécessite un traitement en quatre étapes consécutives [Aamodt and Plaza (1994)],
présentées dans la figure 19 :
Figure 19 – Cycle de RàPC selon Aamodt and Plaza (1994).
2.1.1 Recherche
La première étape consiste à chercher un ou plusieurs cas jugés utiles pour soutenir la
résolution du nouveau problème. Selon [Stahl (2003)], la solution idéale est de trouver un
ou plusieurs cas les plus similaires et que leurs solutions soient facilement adaptables pour
la résolution du nouveau problème. La recherche des cas les plus similaires se fait selon dif-
férentes approches [De Loor et al. (2011); Lejri and Tagina (2012); Yan et al. (2017)] telles
que l’approche des plus proches voisins [Cover and Hart (1967)], [Liao et al. (1998)], l’ap-
proche inductive [Watson and Marir (1994)], l’approche à base de connaissances [Watson
and Marir (1994)] et l’approche validée [Aamodt and Plaza (1994)].
2.1.2 Réutilisation
Après avoir sélectionné le ou les cas les plus similaire(s), l’étape de réutilisation essaie
d’ utiliser les informations contenues dans les solutions de ce(s) cas afin de résoudre le
nouveau problème. Wilke et Bergmann [Wilke and Bergmann (1998)] ont présenté un
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état de l’art de différentes méthodes d’adaptation existantes. Elles sont présentées en
trois classes :
– L’adaptation Nulle qui signifie qu’il n’est pas nécessaire d’adapter la solution
du/des cas sélectionnés ou alors que l’adaptation s’effectue manuellement par un
opérateur humain. Les systèmes commercialisés de RàPC qui fonctionnent en
ligne utilisent souvent ce type d’adaptation.
– L’adaptation transformationnelle qui consiste à modifier la solution source
sélectionnée pour l’orienter afin de satisfaire le nouveau problème en utilisant des
opérateurs ou des règles d’adaptation.
– L’adaptation générative qui permet de garder pour chaque cas passé une trace
des étapes qui ont permis d’aboutir à sa solution. Pour la résolution d’un nouveau
cas, une nouvelle solution est générée en appliquant les étapes du cas source le
plus similaire.
2.1.3 Révision
Suite à l’étape de réutilisation, le nouveau cas doit être révisé pour s’assurer de
l’exactitude de la solution suggérée. L’étape de révision dépend du domaine d’application
[De Mantaras et al. (2005); Cojan and Lieber (2014)]. En effet, dans certains domaines, il
est possible de tester la solution suggérée dans le monde réel. Dans ce cas, on parle d’une
révision par simulation. Mais, dans certains domaines, il est impossible de tester dans le
monde réel en raison des dégâts qui peuvent survenir (par exemple le diagnostic médical
ou industriel). Dans ces situations, la révision doit être faite manuellement par un expert
humain. Si la solution est correcte alors le système intègre le succès sinon le système ou
l’expert améliore la solution en utilisant des connaissances spécifiques du domaine.
2.1.4 Mémorisation
Si le cas est résolu avec succès alors il peut être sauvegardé dans la base de cas
pour la résolution des problèmes futurs. Cette étape permet de conserver une nouvelle
connaissance pour enrichir la base de connaissances. Cependant, afin de contrôler cette
étape plusieurs approches ont proposé une réorganisation de la base de cas lors de l’ajout
d’un nouveau cas afin de ne garder que les cas les plus utiles [Stahl (2003)].
2.2 Formats de représentation de cas
Un cas est le composant élémentaire d’un système à base de cas. Dans la littérature,
il n’existe pas une définition consensuelle du terme cas. En effet, sa définition est liée à
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son format de représentation [Kolodner (1993); Lieber (2007)]. A partir des définitions de
la littérature, nous présentons 4 types de formats de représentation de cas : structurel,
textuel, conversationnel et hybride.
– Format structurel : les cas sont représentés selon une structure commune. Ils sont
construits à partir de l’extraction des caractéristiques importantes qui modélisent le
problème à résoudre. Les formalismes de représentation de connaissances peuvent
être statiques ou dynamiques. Ils sont statiques s’ils ne permettent pas de prendre
en compte l’aspect dynamique des éléments à modéliser dans un domaine d’appli-
cation. Sinon, ils sont dynamiques. Les représentations basées sur les vecteurs de
caractéristiques, les frames [Plaza (1995)] et la logique de description [Donini et al.
(1996)] sont des exemples de représentation statiques. La représentation basée sur
les objets [Bergmann (2002)] est un exemple de représentation dynamique.
– Format textuel : Un cas peut être représenté sous forme d’un texte libre (non
structuré) ou représenté sous forme d’un texte découpé en plusieurs portions étique-
tées par des descripteurs (semi-structuré) [Lenz et al. (2003)].
– Format conversationnel : Un cas est représenté à travers trois parties (descrip-
tion, questions, actions). (i) Description : décrit le problème à résoudre sous forme
de texte. (ii) Questions : représente une série de questions/ réponses. Chaque ques-
tion a une pondération pour représenter son importance par rapport au cas. (iii)
Actions : c’est une description textuelle de la solution à mettre en œuvre [Aha et al.
(2001)].
– Format hybride : Un cas est représenté en combinant au minimum deux formats.
A titre d’exemple, [Lejri and Tagina (2012)] ont proposé un système générique d’aide
à la décision qui se base sur le raisonnement à base de cas pour la reconfiguration des
systèmes industriels. Le format proposé est présenté dans la figure 20. Il combine
entre le modèle structurel et le modèle conversationnel. Il est composé de trois
parties :
(a) Représentation du problème qui permet de définir l’état du système et de
représenter la défaillance dont souffre le système afin de cibler l’erreur et
pouvoir la traiter.
(b) Représentation de la solution qui modélise les solutions utilisées pour re-
configurer le problème.
(c) Explications qui présentent les règles utilisées ou le chemin suivi pour abou-
tir à la solution. Dans certaines situations, la résolution du problème ne
peut pas être faite, alors le modèle conversationnel peut affiner la requête à
travers une série de questions/réponses.
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Figure 20 – Un exemple d’un format hybride proposé par [Lejri and Tagina (2012)].
Il est évident que le choix du format de représentation est un défi qui se pose lors
de la création d’un système de RàPC. Cette étape importante peut influencer toutes les
autres phases du RàPC. Afin de choisir le format le plus approprié, nous proposons dans
le paragraphe suivant une série de questions avec des réponses décisives.
2.3 Les défis majeurs pour la conception d’un système de RàPC
pour le diagnostic
Dans la littérature, plusieurs travaux de recherche ont utilisé le raisonnement à par-
tir de cas pour le diagnostic des systèmes industriels. Généralement, les concepteurs des
systèmes de RàPC sont face à un ensemble de problèmes qui peuvent influencer la perfor-
mance de leurs systèmes. Parmi ces problèmes, on peut citer le format de représentation
de cas et la mesure de similarité employée. Nous examinons dans les paragraphes suivant
ces deux défis.
2.3.1 Représentation de cas
Le choix d’une représentation de cas robuste est un problème qui se pose lors la
conception d’un système de RàPC. En effet, ce choix peut influencer toutes les phases
du cycle de raisonnement. Du point de vue utilisateur, les formats de représentation
déjà mentionnés sont équivalents mais de point du vue gestion, ils présentent un certain
nombre de différences. Il est à noter qu’un bon format de représentation doit être générique
indépendant des caractéristiques des systèmes à surveiller tels que son fonctionnement,
ses produits, ses ressources, etc. Mais avant de choisir un format de représentation, il est
nécessaire de connaitre :
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i Le type de données disponibles qui peuvent provenir de diverses sources tels que
les signaux des capteurs et des actionneurs, des images, des rapports écrits en
texte libre, etc.
ii Le nombre de caractéristiques à extraire pour obtenir un raisonnement efficace.
Etre trop spécifique rend la représentation rigide et inefficace et être trop abstrait
rend la représentation inutile [Zhou et al. (2010)].
iii Le mécanisme d’extraction des caractéristiques, manuel ou automatique.
Ce défi est largement abordé dans la littérature dans plusieurs travaux qui visent à
résoudre des problèmes de diagnostic [Vareilles et al. (2012)], [Behbahani et al. (2012)],
[Dendani et al. (2012)], [Xiong et al. (2012)], de maintenance [Chougule et al. (2011)],
[Ruiz et al. (2013)] ou de reconfiguration [Lejri and Tagina (2012)], tout en représentant
la phase de diagnostic à base de RàPC. Nous présentons ci-dessous la manière dont les
auteurs abordent l’étape de représentation de cas :
Dans le travail de [Ruiz et al. (2013)] et [Dendani et al. (2012)], les auteurs ont choisi
une représentation basée sur les connaissances du domaine à travers la construction d’une
ontologie de domaine. Un cas est décrit sous forme d’un ensemble de descripteurs où
chaque descripteur est un doublet : un concept et sa valeur. Le problème de cette repré-
sentation réside dans la construction de l’ontologie de domaine qui reste une tâche difficile
pour les systèmes complexes.
Les auteurs de [Behbahani et al. (2012)] ont proposé un système de RàPC pour ré-
soudre les problèmes de la Maîtrise Statistique des Processus (MSP). Les auteurs ont
proposé une représentation de cas enrichie basée sur 15 descripteurs qui présentent les
caractéristiques les plus importantes du problème. Le choix des index est fait en se ba-
sant sur des livres pédagogiques de MSP spécialement les tables de matières et les mots
clés des 1000 meilleurs articles de MSP. Ces index sont validés par des experts de MSP.
L’inconvénient majeur de cette représentation est le choix des descripteurs qui nécessite
beaucoup de temps et beaucoup d’efforts.
Les auteurs de [Vareilles et al. (2012)] ont présenté une représentation de cas qui prend
en compte les différents types de connaissances : généraux et contextuels. Cependant le
cas est représenté à travers 110 variables ce qui est un nombre très important. A chaque
nouveau problème de maintenance, l’utilisateur doit remplir un formulaire à 110 entrées.
Dans le travail de [Chougule et al. (2011)], les auteurs ont exposé une représentation
de cas en deux parties : description du problème et description de la solution. Le problème
est décrit à travers un ensemble de variables tels que le ou les symptômes observés (DTC),
date du DTC, numéro de véhicule, modèle du véhicule, année du modèle du véhicule, type
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de moteur du véhicule, type de transmission, région de vente. La solution est décrite par
une action de réparation utilisée pour résoudre le problème, présentée sous forme d’un
code (LB : Labor code), une date de réparation, une description textuelle réalisée par un
technicien.
Les auteurs [Xiong et al. (2012)] ont proposé une représentation de cas qui se base sur
les signaux des capteurs du système à diagnostiquer. La proposition présente en premier
lieu une étape de filtrage des signaux afin de purifier la lecture des capteurs et éliminer
les bruits contenus dans les signaux. En second lieu, une étape d’extraction identifie les
caractéristiques les plus importantes des signaux des capteurs en prenant en compte l’as-
pect temporel. Et en troisième lieu, les cas sont construits à partir des signaux horodatés
qui sont transformés en des représentations symboliques par intervalle.
Le tableau 1 présente les problèmes à résoudre dans ces différents travaux, les conte-
neurs d’informations nécessaires pour construire les cas, les formats des cas adaptés et les
descriptions des cas. A partir de ce tableau, nous pouvons remarquer que :
– l’étape d’extraction des caractéristiques importantes (l’indexation) reste dans la
plus part des travaux un processus manuel réalisé par un expert humain qui
doit analyser un ou plusieurs conteneurs d’informations comme les historiques
des pannes, les arbres de défaillances de l’équipement ou de ses composants, les
AMDEC, les signaux des capteurs, les informations disponibles dans des livres
ou à partir d’une ontologie du domaine. C’est une étape qui nécessite beaucoup
de temps et d’efforts.
– la représentation de cas la plus communément utilisée est la représentation struc-
turée en liste de descripteurs. Un cas est généralement présenté en deux parties :
une partie problème et une partie solution. Cependant, ces représentations res-
tent statiques. En effet, elles ne s’adaptent pas au fonctionnement dynamique des
systèmes industriels et ne permettent pas de manipuler des connaissances com-
plexes. Aussi, elles pourraient générer des problèmes d’explosion combinatoire de
descripteurs si le nombre de composants des systèmes à diagnostiquer est très
grand.
C’est à partir de cette analyse que nous avons choisi le format de représentation des
cas. Le défi suivant est la recherche des cas sources les plus similaires.
2.3.2 Mesures de similarité et de distance
La mesure de similarité permet de quantifier le degré de ressemblance entre une paire
de cas. Elle joue un rôle très important dans la phase de recherche des cas les plus similaires
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Table 1 – Résumé des représentations de cas dans certains systèmes de diagnostic utili-
sant le RàPC.
Références Problèmes àrésoudre
Conteneurs
d’informa-
tions
Format Descriptiondu cas
[Dendani et al.
(2012)]
Diagnostic des
fautes d’un
système turbine
à vapeur.
Ontologie du do-
maine
Structurel dyna-
mique : objet
Un cas est re-
présenté par
une suite d’at-
tributs, leurs
valeurs et leurs
poids.
Vareille et al.
[Vareilles et al.
(2012)]
Conception des
solutions pour
des problèmes
industriels
(maintenance,
diagnostic...)..
Informations
générales et
contextuelles
Structurel sta-
tique
Un cas est repré-
senté sous forme
de 110 descrip-
teurs et leurs va-
leurs.
Behbahani et
al. [Behbahani
et al. (2012)]
Résolution des
problèmes liés
à la maîtrise
statistique
des processus
(MSP).
Informations
disponibles dans
des manuels de
MSP (telles que
les tables des
matières, les
mots clés, ect.).
Structurel sta-
tique
Un cas est repré-
senté sous forme
d’un vecteur de
15 index, leurs
valeurs et leurs
poids
Xiong et al.
[Xiong et al.
(2012)]
Diagnostic des
pannes dans les
SAP.
Signaux des cap-
teurs
Structurel sta-
tique
Un cas est re-
présenté sous
forme d’un vec-
teur qui contient
toutes les ca-
ractéristiques
des signaux
des capteurs et
la classe de la
faute.
Chougoule et al.
[Chougule et al.
(2011)]
Identification
des anoma-
lies dans les
véhicules, dé-
termination de
leurs causes
et actions de
réparation.
Informations à
partir de deux
bases (BD des
symptômes et
BD de réclama-
tion).
Hybride : Struc-
turel + textuel
Un cas est un
ensemble d’at-
tributs / valeurs
+ des questions
écrites en texte
libre
Lejri et al. [Le-
jri and Tagina
(2012)]
Reconfiguration
d’un système
industriel tout
en présentant
l’étape de diag-
nostic
Informations
disponibles sur
le système
Hybride : Struc-
turel+ conversa-
tionnel
Un cas est un
ensemble d’at-
tributs, leurs
valeurs et leurs
poids.
[Bergmann and Gil (2014)]. C’est pour cette raison que les systèmes de RàPC sont parfois
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appelés "systèmes de recherche de similarité" vue l’importance de celle-ci. Il existe deux
approches principales de recherche de cas [Liao et al. (1998)] :
– Les approches appelées computationnelles ou à base de distance qui calculent la
distance entre les différents cas et déterminent le cas le plus similaire en se basant
sur une mesure de similarité.
– Les approches représentatives où les cas sont représentés dans des structures
hiérarchiques comme les arbres ou les épisodes généralisés. Afin de rechercher le
cas similaire, il suffit de parcourir ces structures.
Notons que ces deux approches peuvent être utilisées en combinaison. Notre étude
présentée ci-dessous concerne seulement les approches à base de distance. En effet, les
approches à base de distance sont les plus utilisées dans les applications de RàPC. Nous
retrouvons dans la littérature plusieurs mesures de similarité entre cas. Dans [Liao et al.
(1998)], les auteurs classent les mesures selon plusieurs critères :
i) La nature des attributs des cas : Généralement, les systèmes de RàPC sont re-
présentés à travers des cas décrits par une liste d’attributs/valeurs. Les attributs
peuvent être de types numériques ou nominaux.
ii) La typicité des cas : Certains cas peuvent contenir plus de connaissances que
d’autres. L’importance d’un cas est décrit à travers sa typicité.
iii) La pertinence des attributs : Introduire les degrés de pertinence pour les attributs
permet de déterminer les bons attributs dont les valeurs sont significatives par
rapport à une situation donnée.
iv) La complexité des attributs des cas : Certains problèmes ont généralement des
attributs de différents types et d’échelles de mesure. Donc, il est nécessaire de
transformer ces problèmes originaux et leurs attributs en équivalent afin de faci-
liter le calcul de similarité entre cas et la résolution de problèmes.
v) Les attributs avec des valeurs manquantes : En réalité, les cas enregistrés et le
cas cible peuvent contenir des valeurs manquantes ou nulles. La gestion de ces
valeurs est un problème qui se pose lors du calcul de la similarité.
D’une manière générale, nous présentons ces mesures selon trois familles :
(a) Famille 1 : Mesures pour les cas présentés par des données quantitatives
comme la distance de Manhattan, la distance euclidienne ou la distance de
Chebychev qui sont dérivées de la distance de Minkowski [Bisson (2000)] en
introduisant un paramètre p.
Soit X et Y deux cas avec : X= {x1, x2,..,xk}, Y= {y1, y2,..,yk} et k est le
nombre de descripteurs. Le tableau 2 présente les formules de calculs de ces
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mesures entre X et Y en fonction du paramètre p .
Mesure p Formule
Distance Minkowski p (
k∑
i=1
|xi − yi)p|)
1
p
Distance Manhattan 1 (
k∑
i=1
|xi − yi|1)
Distance Euclidienne 2 (
k∑
i=1
|xi − yi|2)
1
2
Distance Chebyshev ∞ lim
p→+∞((
k∑
i=1
|xi − yi)p|)
1
p )
Table 2 – Les mesures de similarité utilisées pour les données quantitatives.
Ainsi il existe des distances pondérées qui prennent en compte les degrés de
pertinence de chaque attribut comme la distance de Minkowski pondérée, la
distance euclidienne pondérée, etc.
(b) Famille 2 : Mesures pour les cas présentés par des données qualitatives qui
comportent k valeurs différentes et qui peuvent être remplacées par k attributs
binaires. Les mesures à utiliser sont soit des mesures qui donnent la même im-
portance pour tous les attributs comme la distance de Hamming [Hamming
(1950)] ou le Simple Matching Coefficient (SMC) [Stahl (2003)] ; soit des me-
sures qui donnent une importance pour certains attributs par rapport aux
autres comme la SMC pondérée, le coefficient de Jaccard, similarité cosinus,
coefficient de Dice [Bisson (2000)], etc.
(c) Famille 3 : Mesures pour les cas présentés par des données mixtes (quan-
titatives et qualitatives). Il est impossible d’avoir une mesure précise. Cette
dernière doit être modélisée pendant le processus d’acquisition des connais-
sances [Bergmann and Gil (2014)] et elle doit être simple et aussi efficace [Liao
et al. (1998)].
La plus part des travaux récents comme [Dendani et al. (2012)], [Lejri and Tagina
(2012)], [Chougule et al. (2011)], [Vareilles et al. (2012)], [Dendani et al. (2012)] conçoivent
différentes mesures pour supporter la représentation de cas complexes. La plupart des tra-
vaux étudiés partage le principe de la similarité locale et globale présentées dans [Stahl
(2003)]. En effet, la mesure de similarité locale est calculée entre les descripteurs de deux
cas et la mesure de similarité globale est l’agrégation des similarités locales en prenant en
compte le degré d’importance de chaque descripteur.
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A titre d’exemple la mesure de similarité proposée dans le travail de [Dendani et al.
(2012)] se base sur une similarité globale (équation II.1) qui mesure le degré de rappro-
chement entre une requête (q) et un cas (c) en se basant sur une mesure se similarité local
(équation II.2) qui mesure la similarité entre deux attributs. Ces mesures se calculent
comme suit :
• Similarité globale :
Sim(q, s) =
∑
S∈CS
(Sim(q.s, c.s).ws)
|CS| (II.1)
Avec ws est le poids associé à chaque attribut s, CS est l’ensemble des attributs simples
dans q et c, |CS| est son cardinal, q.s représente les attributs simples de q et c.s représente
les attributs simples de c, Sim (c.s,q.s) est la similarité locale. Elle est définie comme suit :
• Similarité locale :
Sim(q.s, c.s) =
 0 if Vq.s = Vc,s1 sinon. (II.2)
Avec Vq.s est la valeur de l’attribut s appartenant à q et Vc,s est la valeur de l’attribut
s appartenant à c.
3 Conclusion
A travers ce chapitre, nous avons exposé l’état de l’art présentant une méthode d’ap-
prentissage automatique "paresseuse" qui est le RàPC et son utilisation pour le diagnostic
des systèmes industriels. Nous avons pu à travers cette étude dégager le constat suivant :
• Comme toute méthode d’apprentissage automatique, le RàPC présente beaucoup
d’avantages telles que la mise en œuvre facile et simple, la capacité à gérer une
grande quantité de données variées avec un effort raisonnable, la capacité à ap-
prendre de nouvelles connaissances et à fournir des meilleurs résultats.
• Les concepteurs des solutions existantes pour le diagnostic des systèmes indus-
triels en utilisant le RàPC sont face à deux défis qui peuvent influencer la per-
formance de leurs systèmes. Ce sont : la représentation de cas et la recherche des
cas les plus similaires.
• Les travaux présentant des solutions pour le diagnostic des systèmes automatisés
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de production ayant une dynamique à évènements discrets sont peu nombreux.
• Les solutions existantes sont trop spécifiques aux systèmes industriels à diagnos-
tiquer et ne peuvent pas, par conséquent, être généralisées.
Au vu de tous constats, nous nous proposons de nous intéresser dans la suite de cette
thèse au diagnostic des systèmes automatisés de production en utilisant le RàPC. Dans le
reste de ce manuscrit, nous détaillons notre approche pour résoudre cette problématique.
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Introduction
Au regard des inconvénients que présentent les travaux de diagnostic industriel uti-
lisant le raisonnement à partir de cas, nous proposons dans ce chapitre de définir une
solution générique pour l’aide au diagnostic des Systèmes Automatisés de Production.
Le chapitre se compose de deux parties. Dans la première nous définissons les systèmes
d’aide à la décision et leurs différents types afin de positionner le type de systèmes qui
nous intéresse. Dans la deuxième partie du chapitre, nous présentons l’architecture du
système proposé et nous illustrons ses différents composants à travers l’application au
système de tri de caisses.
1 Systèmes d’aide à la décision
1.1 Introduction aux SAD
Un Système d’Aide à la Décision (SAD) (en anglais appelé Decision Support System
(DSS)) est un système d’information interactif, flexible, adaptable et spécifiquement déve-
loppé afin d’apporter l’aide et l’assistance aux décideurs dans leurs processus de décision.
En effet, dans les situations complexes ou mal structurées, les SAD s’avèrent nécessaires
pour fournir aux décideurs des informations pertinentes qui leur permettront de mieux
comprendre ces situations. Les SAD proposent d’effectuer des choix, des tris ou des ran-
gements pour prendre les décisions. Cette assistance par la Machine permet d’améliorer
la qualité de la prise de décision et offre un équilibre entre le jugement humain et le
traitement des informations par la Machine (coopération Homme-Machine) [Salem et al.
(2015); Pacaux-Lemoine et al. (2016)].
Les SAD sont utilisés pour résoudre de nombreux problèmes du domaine industriel.
Parmi ceux-ci, on peut citer :
• La régulation et la reconfiguration des réseaux de transports [Zidi (2007); Mejri
(2012)] ;
• Le diagnostic et la maintenance des systèmes automatisés [Hedberg et al. (2018);
Gao et al. (2009)] ;
• L’ordonnancement des systèmes manufacturiers [Trojanowska et al. (2017)] ;
• La maintenance des systèmes industriels [Reuss et al. (2018)].
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1.2 Classification des SAD
La littérature présente plusieurs manières de classer les SAD [Stodolsky (1982); Ha-
ckathorn and Keen (1981); Holsapple and Whinston (2001); Power (2007)]. Dans ce qui
suit, nous avons choisi de présenter deux classifications : celle de [Hackathorn and Keen
(1981)] et celle de [Efraim et al. (2001); Power (2007)].
Un SAD peut fournir un soutien dans toutes les phases du processus de prise de
décision et ce soutien peut être donné à une seule personne, un groupe de personnes ou une
organisation. Selon ce critère, [Hackathorn and Keen (1981)] présentent trois catégories
de SAD :
– Les SAD individuels qui fournissent de l’aide à une seule personne (décideur).
– Les SAD pour groupe qui fournissent un soutien à un groupe de personnes engagé
dans des tâches distinctes mais étroitement liées.
– Les SAD pour organisation qui offrent un soutien à un groupe de personnes co-
opérant entre eux afin de réaliser des tâches ou des activités organisationnelles.
Une autre classification est donnée par [Efraim et al. (2001)] et [Power (2007)] où
les SAD sont différenciés selon le type de fonctionnement (guidés par des modèles, des
données, des communications, des connaissances ou le web)(voir la figure 21) :
– Les SAD guidés par des modèles : Ce type de SAD utilise des données et des para-
mètres limités afin d’aider les décideurs à analyser une situation. Il se base sur des
modèles d’analyse d’hypothèses et il propose des simulations, des optimisations,
des prévisions et des suggestions de décision, etc [Kadri (2014)].
– Les SAD guidés par des données : Ce type de SAD permet d’analyser une très
grande quantité de données de différents types afin de produire des classifications,
des prévisions et des associations, etc.
– Les SAD guidés par des communications : Ce type de SAD utilise les technologies
de réseau et de communication pour faciliter la collaboration et la communication
pour la prise de décision.
– Les SAD à base de connaissances : Ce type de SAD se base sur différents types
d’expertises pour supporter la résolution des problèmes. L’expertise implique la
connaissance d’un domaine bien particulier. Cette connaissance peut avoir diffé-
rentes formes telles que des règles, des procédures, des recommandations, etc.
– Les SAD guidés par le web : Ce type de SAD est implémenté dans un environne-
ment distribué. Il soutient le processus de prise de décision des clients de web en
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leur fournissant plus d’informations avant de décider d’acheter un article ou un
service.
Figure 21 – Les types de SAD selon [Efraim et al. (2001)] et [Power (2007)].
Dans ce travail, nous nous concentrons sur les SAD à base de données étant donné
que nous ne disposons que des données d’historique qui traduisent l’évolution des états
de fonctionnement du système. A partir de ces données, ce type de SAD est capable de
les analyser, d’extraire les caractéristiques les plus importantes et de les formaliser sous
forme de cas. Pour prédire les états du fonctionnement du système à diagnostiquer, nous
utilisons le RàPC.
2 Proposition d’un système d’aide au diagnostic des
SAP
Jusqu’à présent la surveillance des systèmes automatisés de production (SAP) est une
activité humaine exécutée par des Opérateurs Humain de Surveillance (OHS). Ces opé-
rateurs analysent les informations acquises du système surveillé pour prendre des décisions
adaptées suite à l’apparition des comportements indésirables. Les OHS sont des facteurs
de fiabilité dans l’exécution des tâches puisqu’ils se basent sur leurs connaissances, leurs
expériences et leur savoir-faire mais ils peuvent aussi entrainer un manque de fiabilité.
En effet, gérer une grande quantité de données et agir rapidement peuvent les conduire à
prendre des décisions incorrectes [Fakhfakh (2015)] qui dégradent encore plus la situation.
C’est dans cette optique, que nous proposons dans la suite de ce chapitre un Système
d’Aide à la décision pour le Diagnostic des fautes dans les systèmes Automatisés de
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Production (SADAP) permettant d’apporter l’aide et l’assistance aux OHS afin d’ac-
complir leurs tâches. Le système proposé présente une synergie entre les SAD et le RàPC.
Le raisonnement à base de cas a été utilisé pour aider à la prise de décision dans plusieurs
domaines tels que la médecine [Choy et al. (2018)], [Brown et al. (2017)] et l’industrie
[Abele and Weyrich (2017)], [Chen et al. (2016)], [Berman et al. (2018)]. Mais comme
nous l’avons indiqué dans le chapitre précédent, il y a eu peu de travaux importants pour
le diagnostic des SAP ayant une dynamique à évènements discrets. Ceci contribue à l’ori-
ginalité de notre approche qui présente un système d’aide à la décision à base de cas pour
le diagnostic de cette classe de systèmes.
2.1 Architecture du système proposé
Le modèle fonctionnel générique de notre SADAP comprend trois composants :
a) Une Interface Homme-Machine (IHM) qui se présente comme un outil de dia-
logue entre le SADAP et les opérateurs humains de surveillance. En effet, c’est le
principal outil au travers duquel ces derniers expriment leurs choix et donnent leurs
décisions finales.
b) Un Bloc Hors Ligne (Bloc_HL) qui permet de collecter et représenter les don-
nées les plus pertinentes afin de décrire les comportements normaux et défaillants
du SAP sous la forme d’un ensemble de cas. Ce bloc s’appuie sur deux conteneurs
(voir la figure 22) :
• Un conteneur de données qui regroupe toutes les données disponibles sur
le système à diagnostiquer. Ces données vont servir à la formulation et
à la construction des cas. Généralement, elles peuvent provenir de diverses
sources telles que les bases de données des historiques contenant entre autres
les signaux des capteurs et des actionneurs dans différents moments, les
cahiers des charges des systèmes, les rapports écrits par les experts du do-
maine, etc.
• Un conteneur de connaissances qui regroupe deux bases de cas et un en-
semble des mesures de similarité. Ce conteneur appartient également au
bloc en ligne.
– Les deux bases de cas BCN et BCD permettent de sauvegarder res-
pectivement les deux sous-ensembles de cas (Normal et Défaillant)
construites dans le Bloc_HL et mises à jour suite à chaque nouvelle
observation non connue par le SADAP.
– L’ensemble des mesures de similarité représente les différentes mesures
de similarité permettant de quantifier la différence entre cas afin de
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déterminer les cas sources les plus similaires à un nouveau cas non
résolu. Le choix de la mesure se fait par l’OHS dans le Bloc_HL et
elle peut être modifiée dans le bloc en ligne. En effet, dans certaines
situations, l’OHS peut tester plusieurs mesures de similarité afin de
déterminer la meilleure.
Figure 22 – Le Bloc_HL du SADAP.
c) Un Bloc En Ligne (Bloc_EL) permettant de résoudre chaque nouveau cas en
déterminant sa partie solution et d’enrichir au fur et à mesure les deux bases de cas
précédentes (BCN et BCD) par des nouvelles connaissances.
Ces deux blocs sont développés dans les sous-sections suivantes.
2.1.1 Le Bloc_HL
Dans ce premier bloc, nous décrivons comment mettre en forme et transformer les
données existantes en connaissances lisibles et exploitables par la machine. Ces connais-
sances sont appelées des cas et elles sont sauvegardées dans deux bases de cas. Mais avant
de décrire le fonctionnement de ce bloc, il est important de choisir le format de représen-
tation des cas.
z Proposition d’un format pour la représentation des cas
La représentation des cas est la première étape de ce bloc. Comme nous avons indiqué
auparavant, cette étape importante peut influencer toutes les autres phases du cycle du
raisonnement à partir de cas. Dans cette partie, nous proposons un format de représen-
tation de cas générique [Ben Rabah et al. (2017a)] capable de formaliser les différentes
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données existantes dans des cas. Un cas, de manière globale, est composé de deux parties :
la représentation du problème et la description de la solution. Ce format est illustré dans
la figure 23.
Figure 23 – Le format générique d’un cas.
a) Représentation du problème
Cette partie sert à représenter les caractéristiques les plus importantes du système
à diagnostiquer afin de comprendre la situation à diagnostiquer. Pour ce faire, nous
nous sommes basés sur les mesures des capteurs et des actionneurs obtenus pendant
le cycle de l’API actuel (noté t) et le cycle ou les cycles d’API précédents (t − 1,
t− 2, t− 3, ..., t− z) avec z le nombre de cycles précédents dont les entrées/sorties
évoluent (voir la figure 24). Ces mesures sont représentées par un ensemble de
descripteurs où chaque descripteur est un z+1 triplet représenté par :
<Coi, Vt, Vt-1,Vt-2,...,Vt-z>
Coi est l’identifiant d’un capteur ou d’un actionneur du système, Vt-1, Vt-2, Vt-3,...,Vt-z
sont les valeurs du composant Coi aux cycles t− 1, t− 2, t− 3,..., t− z et Vt est
la valeur du composant Coi au cycle t.
Figure 24 – Représentation du problème.
b) Représentation de la solution
Cette partie permet de qualifier le type de cas : normal ou défaillant. Un cas normal
est un cas représentant un fonctionnement normal du système à diagnostiquer
tandis qu’un cas défaillant est un cas décrivant un fonctionnement défaillant du
système à diagnostiquer suite à l’occurrence d’une ou plusieurs fautes. Cette partie
est composée de deux sous-parties :
– La localisation permettant de repérer le composant affecté.
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– L’identification permettant d’identifier la faute détectée (son type et son
identifiant).
Nous rappelons que les fautes à diagnostiquer peuvent être de quatre types : (i)
blocage d’un capteur ou d’un actionneur à 0, (ii) blocage d’un capteur ou d’un
actionneur à 1, (iii) passage inattendu d’un capteur ou d’un actionneur de 0 à 1 et
(iv) passage inattendu d’un capteur ou d’un actionneur de 1 à 0.
z Construction des cas de la base d’apprentissage
Pour ce faire, un regroupement des mesures, qui sont enregistrées dans la BD his-
torique, est nécessaire pour construire les parties problèmes des cas. Le principe de ce
regroupement est détaillé à travers un exemple présenté dans la figure 25.
Soit un SAP qui possède un actionneur X et deux capteurs Y et Z. Les mesures de
ces différents composants pour différents cycles d’API sont décrits dans le tableau (a) de
la figure 25. Les parties problèmes sont définis à travers le regroupement d’moins deux
instances consécutives et différentes. En effet, il faut prendre en compte seulement les
cycles où les capteurs et les actionneurs changent de valeurs. Par exemple, le Problème1
est défini à travers le regroupement des valeurs de l’instance i1 et l’instance i4.
Figure 25 – Le principe de regroupement.
Après la formation des parties problèmes des cas, vient l’étape de labellisation des cas
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où un expert humain donne son avis par rapport à chaque cas en indiquant son état du
fonctionnement (c’est-à-dire normal ou défaillant) et son interprétation. Deux situations
peuvent se présenter :
– Si le cas présente un fonctionnement normal alors l’expert définit la sous par-
tie Etat à N et donne son interprétation pour le cas. Cette interprétation sert
à expliquer la partie problème en décrivant les événements occurrents dans le
système.
– Si le cas présente un fonctionnement défaillant alors l’expert repère le composant
affecté et identifie la faute détectée.
Le sous-ensemble des cas représentant les comportements normaux du système est
répertorié dans la base de cas normaux (BCN) et le sous-ensemble des cas représentant
les comportements défaillants du système, est stocké dans la base de cas défaillants (BCD).
z Choix de la mesure de similarité
Avant d’entamer le Bloc_EL, l’OHS peut modifier la mesure de similarité choisie par
défaut parmi un ensemble de mesures de similarité [Cha (2007)]. Le choix de cette mesure
dépend de la représentation de cas utilisée et du type de données à comparer (nominal,
ordinal, continu ou binaire, etc.). Dans nos travaux, nous exploitons des SAP avec des
capteurs et des actionneurs ayant seulement deux valeurs possibles : 0 ou 1 (c’est-à-dire
Tout Ou Rien). Pour cela, le système propose un ensemble de mesures de similairité et de
distance pour les données binaires. Soit Casi et Casj deux cas dont leurs parties problèmes
sont composés par des valeurs binaires avec n est le nombre des bits du cas Casi et m est
le nombre des bit du cas Casj. A partir des variables s, q, r, p qui sont définies comme
suit, ces mesures sont décrites dans le tableau 3.
– s représente le nombre d’attributs des bits dont la valeur est à 1 dans le Casi et
dans le Casj ;
– q représente le nombre d’attributs des bits qui sont à 1 dans le Casi et 0 dans le
Casj ;
– r représente le nombre d’attributs des bits qui valent 0 dans le Casi et 1 dans le
cas Casj ;
– p représente le nombre d’attributs des bits qui sont à 0 dans le Casi et dans le
cas Casj.
Nous avons choisi d’utiliser le coefficient d’appariement simple (en anglais appelé
"Simple matching coefficient (SMC)") [Legendre and Legendre (1998)] comme une mesure
par défaut (décrite dans tableau 3). Cette mesure calcule la similarité entre les attributs
binaires qui sont symétriques, c’est-à-dire les attributs dont leurs valeurs ont les mêmes
importances [Legendre and Legendre (1998)].
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Figure 26 – Les valeurs de s, q, r et p pour le calcul de la similarité SMC.
Table 3 – Les mesures pour les données binaires.
Mesure Formule
Similarité SMC p+sp+s+q+r
Similarité de Jaccard pp+q+r
Similarité Dice 2p2p+q+r
Similarité 3W_Jaccard 3p3p+q+r
Similarité Roger&Tanimoto p+sp+2(q+r)+s
Distance de Hamming q + r
Distance Euclidienne √q + r
Distance V ari q+r4(p+q+r+s)
2.1.2 Le Bloc_EL
Dès la mise en fonctionnement du SAP, le SADAP recueille les signaux des capteurs
et des actionneurs pour le cycle d’API actuel et les cycles précédents. Ensuite, il forme un
nouveau cas non résolu (noté Ncas) et il exécute les quatre étapes suivantes (voir figure
27) afin de déterminer le type de cas :
– Recherche du ou des cas sources les plus similaires ;
– Choix de la solution la plus adéquate par l’OHS ;
– Réutilisation de la solution du cas sélectionné ;
– Sauvegarde du nouveau cas résolu dans la base de cas correspondante.
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Figure 27 – Le Bloc_EL en ligne du SADAP.
i) Recherche
Cette première étape permet de sélectionner le cas source similaire ou les cas sources
les plus similaire(s) au nouveau cas. Afin d’atteindre un tel objectif, le SADAP peut
avoir trois scénarios possibles :
(a) Le Ncas existe dans la BCD alors le SADAP se retrouve dans une situation
défaillante déjà connue.
(b) Le Ncas existe dans la BCN alors le SADAP se retouve dans une situation
normale déja connue.
(c) Le Ncas n’existe pas dans les deux bases BCN et BCD alors le SADAP
calcule la similarité entre ce cas et tous les cas sources des deux bases.
Ensuite, il affiche, sur son interface, les résultats de calcul de similarité.
ii) Choix de la solution
Dans le troisième scénario et suite aux calculs des similarités entre le Ncas et les
cas sources des deux bases, le SADAP demande l’avis de l’OHS afin de sélection-
ner le résultat qui lui semble le plus adéquat en se basant sur ses expériences, ses
connaissances et son savoir-faire.
iii) Réutilisation de la solution du cas sélectionné
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Dans cette étape, nous avons choisi d’utiliser une adaptation Nulle (décrite dans le
chapitre précédent), ce qui veut dire qu’il n’est pas nécessaire d’adapter la solution
du cas sélectionné. Le nouveau cas héritera directement la solution du cas sélectionné
par l’OHS.
iv) Sauvegarde du nouveau cas résolu
Le nouveau cas résolu est sauvegardé dans l’une des deux bases pour des utilisations
futures. L’étape de sauvegarde est capable d’enrichir la base de cas avec des nouvelles
connaissances acquises.
2.2 Exemple illustratif
Le but de cette section est d’appliquer la méthode proposée sur un SAP afin d’illustrer
notre première contribution. La phase d’expérimentation a été réalisée sous le logiciel ITS
PLC (Interactive Training System for PLC) proposé par la société portugaise Real Games
(www.realgames.pt). ITS PLC est un outil éducatif, de formation à l’automatisation et
de validation des algorithmes de commande grâce à une expérience interactive en temps
réel [Riera et al. (2010)]. Il offre des simulations 3D de parties opératives de cinq systèmes
industriels (tri de caisses, système de mélange, palettiseur, robot « pick and place » et
magasin automatisé). L’utilisateur de ITS PLC peut injecter des fautes dans les capteurs
et les actionneurs à travers deux panneaux des pannes (voir les figure 28 et 29). Le pan-
neau de la figure 28 permet d’injecter des fautes de blocage à 0 dans les capteurs et les
actionneurs sélectionnés alors que le panneau de la figure 29 permet d’injecter des fautes
de blocage à 1 dans les différents capteurs et actionneurs.
Figure 28 – Le panneau de création de fautes de blocage à 0.
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Figure 29 – Le panneau de création de fautes de blocage à 1.
Dans notre étude, nous avons choisi le système de tri de caisses de l’outil ITS PLC
pour appliquer notre approche. Il a été proposé dans [Saddem and Philippot (2014)]
comme un système de référence. Ce système qui est présenté dans la figure 30, permet
de transporter des caisses d’un convoyeur d’alimentation vers des monte-charges en les
triant en fonction de leurs tailles (petites ou grandes caisses). Ce système est composé
d’un convoyeur d’alimentation (A), de trois convoyeurs à bande (B, E, G), d’un plateau
tournant (C), de rouleaux (D) et de deux monte-charges d’évacuation (F ou H). Le
convoyeur d’alimentation (A) délivre aléatoirement des petites et des grandes caisses,
chargées sur des palettes. Les palettes sont transportées au moyen d’un convoyeur à bande
(B) vers un plateau tournant (C) et doivent ensuite être chargées sur les rouleaux (D). Les
palettes effectuent ensuite une rotation de 90˚ , au moyen du plateau tournant. La taille
de la caisse est détectée à l’entrée du convoyeur à bande (B). Les palettes sont envoyées
sur les convoyeurs à bande (E ou G) en fonction de leur taille par la mise en rotation des
rouleaux dans un sens ou dans l’autre. Enfin, les palettes sont évacuées automatiquement
dès qu’elles atteignent un monte-charge (F ou H).
Figure 30 – Vue générale du système tri de caisses.
Le système dispose de 11 capteurs décrits dans le tableau 4 et de 7 actionneurs listés
dans le tableau 5.
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Capteur Description
c0 Capteur de fin du convoyeur d’alimentation
c1 Capteur petite caisse
c2 Capteur grande caisse
c3 Fin du convoyeur à bande
c4 Plateau tournant en position chargement
c5 Plateau tournant en position déchargement
c6 Présence caisse sur le plateau tournant
c7 Capteur au début du convoyeur de sortie
c8 Capteur au début du convoyeur de sortie
c9 Capteur à la fin du convoyeur de sortie vers H
c10 Capteur à la fin du convoyeur de sortie vers F
Table 4 – Les capteurs du système tri de caisses issu du logiciel ITS PLC.
Actionneur Description
S0 Tapis d’alimentation
S1 Convoyeur à bande
S2 Rouleaux du plateau tournant (chargement)
S3 Rouleaux du plateau tournant (déchargement)
S4 Plateau tournant
S5 Convoyeur de sortie vers H
S6 Convoyeur de sortie vers F
Table 5 – Les actionneurs du système tri de caisses issu du logiciel ITS PLC.
2.2.1 Base de cas normale et base de cas défaillante
L’une des étapes les plus importantes dans un système de diagnostic utilisant le RàPC
est la construction de la base de cas normale et la base de cas défaillante. Dans cette partie,
nous décrivons cette étape qui se base sur les mesures des capteurs et des actionneurs du
système "Tri de caisses" dans différents cycles d’API. Il s’agit donc de réaliser plusieurs
tests sur le système afin de récolter ces mesures pour plusieurs scénarios de fonctionnement
dans une BD historique.
Plusieurs scénarios ont été produits lors de ces mesures :
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– Fonctionnement normal,
– Passage inattendu de 0 à 1 du capteur ci,
– Passage inattendu de 1 à 0 du capteur ci,
– Capteur ci bloqué à 1,
– Capteur ci bloqué à 0,
– Passage inattendu de 0 à 1 de l’actionneur Sj,
– Passage inattendu de 1 à 0 de l’actionneur Sj,
– Actionneur Sj bloqué à 1,
– Actionneur Sj bloqué à 0.
avec i = 0..10 et j = 0..6.
Un regroupement de ces mesures est nécessaire pour construire les parties problèmes
des cas (voir la section 2.1.1) de sorte que chaque instance représente un "cas". Ensuite,
une étape de labélisation, effectuée par un expert, est essentielle afin d’étiqueter les cas
normaux et les cas défaillants.
Le tableau 6 montre quelques instances de la BCN. Les instances de cette base dé-
crivent le transport d’une petite caisse du convoyeur d’alimentation vers le convoyeur de
sortie. Elles sont représentées selon 2 caractéristiques. Nous distinguons : l’"Instance" et le
"Problème". Les 7 premiers bits du "Problème" représentent les mesures des 7 actionneurs
(de S0 à S6) et les 11 bits suivant représentent les mesures des capteurs (de c0 à c10).
Les colonnes "Etat" et "Interprétation" représentent l’étiquette établi par l’expert et son
interprétation. Par exemple, l’instance 7 représente un cas normal qui décrit l’occurrence
de ces événements : RS0, RS1, Rc0, Rc1, FS0, Fc0, Fc1, RS2 et Rc3. R est un front mon-
tant d’un capteur ou d’un actionneur et F est un front descendant d’un capteur ou d’un
actionneur.
Le tableau 7 montre quelques instances de la BCD. Ces instances décrivent des fautes
dans le système de tri de caisses. Elles sont représentées selon deux caractéristiques.
Nous distinguons : l’"Instance" et le "Problème". Le "Problème" est représenté de la même
manière que dans la BCN. Les colonnes "Localisation" et "Identification" représentent
l’étiquette établie par l’expert en définissant le composant affecté et la faute détectée.
2.2.2 Le Bloc_EL
Dans le Bloc_EL et à chaque cycle d’API, le SADAP élabore la partie problème d’un
nouveau cas non résolu Ncas et il commence l’étape de recherche afin d’extraire le cas
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source similaire ou les cas sources les plus similaires. Le calcul de la similarité entre le
nouveau cas et tous les cas sources des deux bases s’effectue suivant la formule présentée
dans le tableau 3.
A titre d’exemple, le calcul de la similarité SMC entre un nouveau cas généré Ncas=
"000000000001000000 100000000001000000 110000010001000000 " et l’instance 6 de la
BCN (C1) , l’instance 1 de la BCD (C2) et l’instance 3 de la BCD (C3) est :
– SMC(Ncas, C1) = 0.848
– SMC(Ncas, C2) = 0.968
– SMC(Ncas, C3) = 0.88
Suite à ces calculs, l’OHS intervient pour choisir la solution la plus adéquate. Le
nouveau cas héritera la solution du cas sélectionné.
2.3 Limites et critiques
Notre système proposé analyse les flux de données en ligne et rapidement par rapport
à leurs fréquences d’arrivée. Il est capable de fournir l’aide et l’assistance à l’OHS dans
un temps de calcul réduit. Il ne nécessite pas une connaissance complète du domaine
ou des règles pour construire sa base de connaissances et il est capable d’apprendre des
expériences passées. Cependant, il présente certaines limites qui sont sujet à extensions
et améliorations. Nous présentons ici quelques-unes de ces limites :
– Représentation incomplète : Nous remarquons à travers les expérimentations
effectuées sur le système "Tri de caisses" que le format de représentation de cas est
incomplet. En effet, il ne permet pas de modéliser toutes les fautes existantes. Pour
illustrer cette limite, regardons l’instance 8 de la BCN et l’instance 7 de la BCD
présentées dans la section précédente. Nous remarquons que les deux instances sont
identiques. Alors que l’instance 8 représente un comportement normal du système et
l’instance 7 représente un comportement défaillant qui est le blocage de l’actionneur
S4 à 0. En effet, le format de représentation de cas proposé ne permet pas de décrire
cette faute. Il décrit efficacement les fonctionnements normaux du système, les fautes
de type "Passage inattendu d’un capteur ou actionneur de 0 à 1" et les fautes de
type "Passage inattendu d’un capteur ou actionneur de 1 à 0". Mais, il ne permet
pas de couvrir toutes les fautes de type "blocage des capteurs et des actionneurs à
0 ou à 1".
– Explosion combinatoire des descripteurs : Le format proposé peut causer une
explosion combinatoire des descripteurs si le nombre de composant du système à
diagnostiquer est très grand.
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Figure 31 – L’instance 7 de la BCD et 8 de la BCN.
– Lisibilité : Le format proposé n’est pas facilement compréhensible par les utilisa-
teurs du système.
3 Conclusion
Dans ce chapitre, nous avons proposé un système d’aide à la décision pour le diagnos-
tic en ligne des fautes dans les SAP. Le système fournit l’aide et l’assistance aux OHS
en ligne et sans avoir besoin d’une connaissance complète du domaine. Le modèle fonc-
tionnel du système proposé comporte trois composants : les interfaces Homme-Machine,
le Bloc_HL et le Bloc_EL. Le Bloc_HL permet de définir le format de représentation de
cas, construire les cas de deux bases d’apprentissage et choisir la mesure de similarité. Le
Bloc_EL cherche à déterminer la solution de chaque nouveau cas non résolu.
A travers ce chapitre, nous avons montré que le format de représentation de cas utilisé
pour la formalisation des différentes données existantes est l’un des principaux piliers
qui peut jouer sur la performance du système proposé. Un format de représentation non
expressif ne permet pas de représenter tous les comportements du système à diagnostiquer
et il est de plus non compréhensible et non lisible par les OHS. Ceci est dû à la non
modélisation de certaines fautes (blocage des capteurs et des actionneurs à 0 ou à 1)
et à la représentation binaire des signaux des capteurs et des actionneurs pour différents
cycles d’API. L’une des solutions pour remédier à ce problème est de proposer un nouveau
format de représentation de cas qui est assez expressif pour représenter toutes les fautes à
diagnostiquer dans le SAP et il est aussi compréhensible et lisible par les OHS. Ceci sera
détaillé dans le chapitre 4.
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Instance Problème Etat Interprétation
1 000000000001000000
100000000001000000
110000010001000000
N RS0, RS1, Rc0
...
6 000000000001000000
100000000001000000
110000010001000000
110000011001000000
010000001001000000
010000000001000000
011000000011000000
N RS0, RS1, Rc0, Rc1, FS0, F c0, F c1,
RS2, Rc3
7 000000000001000000
100000000001000000
110000010001000000
110000011001000000
010000001001000000
010000000001000000
011000000011000000
011000000001000000
N RS0, RS1, Rc0, Rc1, FS0, F c0, F c1,
RS2, Rc3, F c3
8 000000000001000000
100000000001000000
110000010001000000
110000011001000000
010000001001000000
010000000001000000
011000000011000000
011000000001000000
000010000001010000
N RS0, RS1, Rc0, Rc1, FS0, F c0, F c1,
RS2, Rc3, F c3, FS1, FS2, RS4, Rc6
...
17 010000001001000000
010000000001000000
011000000011000000
011000000001000000
000010000001010000
000010000000010000
001011000000110000
001011000000110100
001011000000100100
001011000000100000
001011000000100001
000000000000100000
000000000000000000
000000000001000000
N RS0, RS1, Rc0, Rc1, FS0, F c0, F c1,
RS2, Rc3, F c3, FS1, FS2, RS4, Rc6,
F c4, RS2, RS5, Rc5, Rc8, F c6, F c8,
Rc10, FS2, FS4, FS5, F c10, F c5, Rc4
Table 6 – Base de cas normale.
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Instance Problème Localisation Identification
1 000000000001000000
100000000001000000
100000001101000000
Capteur c0 Blocage à 0 du cap-
teur c0.
2 000000010001000000
100000010001000000
110000010001000000
Capteur c0 Blocage à 1 du cap-
teur c0.
3 000000000001000000
100000000001000000
110000010001000000
110000011101000000
010000001101000000
010000000001000000
010000010001000000
Capteur c0 Passage inattendu
de 0 à 1 du capteur
c0.
4 000000000001000000
100000000001000000
110000010001000000
110000000001000000
Capteur c0 Passage inattendu
de 1 à 0 du capteur
c0.
5 000000000001000000
000000000001000000
100000000001000000
110000010001000000
110000011101000000
010000001101000000
010000000001000000
011000000011000000
011000000001000000
Capteur c6 Blocage à 0 du cap-
teur c6.
6 000000000001000000
100000000001000000
100000000000000000
Actionneur S4 Blocage à 1 de l’ac-
tionneur S4.
7 000000000001000000
100000000001000000
110000010001000000
110000011001000000
010000001001000000
010000000001000000
011000000011000000
011000000001000000
000010000001010000
Actionneur S4 Blocage à 0 de l’ac-
tionneur S4.
8 000000000001000000
100000000001000000
100000000000000000
Actionneur S4 Passage inattendu
de 0 à 1 de l’action-
neur S4.
9 000000000001000000
100000000001000000
...
000010000001010000
000010000000010000
000010000001010000
Actionneur S4 Passage inattendu
de 1 à 0 de l’action-
neur S4.
Table 7 – Base de cas défaillante.
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Introduction
Dans le chapitre précédent, nous avons exposé une approche d’aide au diagnostic en
se basant sur le RàPC. La méthode proposée s’appuie sur une phase hors ligne pour
construire la base de cas initiale et sur une phase en ligne pour aider l’OHS à la prise de
la décision adéquate. Nous avons conclu que le format de représentation de cas proposé et
la base de cas utilisée sont deux piliers qui peuvent jouer sur la performance du système
proposé. En effet, une base de cas non représentative, non compréhensible et de taille
faible ne permet pas de modéliser et de reconnaitre tous les comportements défaillants du
système à diagnostiquer. Aussi, les cas construits sont difficile à inspecter par les OHS.
Dans ce chapitre, nous présentons une amélioration de l’approche précédemment pré-
sentée afin de répondre à notre objectif principal qui est le diagnostic en ligne des fautes
présentes dans les SAP.
Nous commençons le chapitre par décrire l’architecture du système de diagnostic pro-
posé. Ensuite nous présentons une illustration de ses différentes étapes à travers une
application pour le diagnostic du plateau tournant.
1 Architecture de l’approche proposée
La mise en œuvre de notre approche nécessite une démarche impliquant deux phases
telles que la phase de construction de la base de cas initiale et la phase de raisonnement
et d’apprentissage en ligne. La phase de construction de la base de cas initiale permet
l’acquisition des connaissances empiriques à partir des données issues d’un SAP virtuel.
Alors que la phase de raisonnement et d’apprentissage en ligne permet l’analyse en ligne
des données issues d’un SAP réel afin de diagnostiquer les fautes occurrentes. Elle permet
aussi la mise à jour de la base de connaissances suite l’apparition de nouveaux compor-
tements inconnus. Notons que l’originalité de cette proposition réside dans les trois items
suivants :
• Proposition d’un format de représentation de cas inspiré du formalisme Signatures
Temporelles Causales (STC) qui s’adapte à l’aspect dynamique des systèmes à
surveiller et qui est expressif, compréhensible et lisible par les OHS.
• Mise en œuvre d’une phase qui couple simulation et mise en forme de données
pour la transformation des données, issues du système simulé après son émulation
en mode normal et défaillant, à une base de cas.
• Présentation d’une phase de raisonnement et d’apprentissage qui permet le diag-
nostic en ligne du système surveillé et la mise à jour de la base de cas suite à
l’apparition de nouveaux comportements inconnus.
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La figure 32 illustre ces propos dont les détails sont donnés dans les sections suivantes.
Figure 32 – L’architecture de l’approche proposée.
1.1 Construction de la base de cas initiale
L’objectif principal de cette phase est de construire les cas de la base de cas initiale.
Afin d’atteindre cet objectif, cette phase couple un module de simulation et un module de
mise en forme de données. Le module de simulation sert à décrire l’évolution du système
étudié au fil du temps afin de fournir des données utiles sur son comportement dynamique
dans différentes situations (y compris les situations de dysfonctionnement)[Pierreval and
Ralambondrainy (1990)]. Le module de mise en forme de données permet de transformer
les données fournies à des connaissances empiriques (appelées aussi des cas) qui sont
exploitées par la suite par la phase de raisonnement et d’apprentissage. Ces deux modules
sont détaillés dans la suite du chapitre.
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1.1.1 Le module de simulation
Le module de simulation permet de fournir différentes données décrivant les compor-
tements normaux et défaillants d’un SAP virtuel. Ces données représentent les mesures
de différents capteurs et actionneurs du système virtuel. Nous avons choisi d’utiliser à ce
niveau un SAP virtuel au lieu d’un SAP réel car il est possible d’y injecter différentes
fautes sans avoir de dégâts matériels. Ceci veut dire que ce module n’est pas coûteux. Le
principe de ce module est comme suit :
• Étape 1 : Simuler le système virtuel en fonctionnement normal suivant plusieurs
scénarios (sans injection de fautes).
• Étape 2 : Pour chaque scénario possible, collecter les données des capteurs et
des actionneurs et les mettre en forme finale (c’est-à-dire le passage des données
vers les connaissances empiriques). Ce processus de mise en forme des données
est détaillé dans le paragraphe suivant.
• Étape 3 : Pour les N fautes à diagnostiquer dans le SAP, simuler le système
virtuel en injectant à chaque fois une faute Fi et refaire l’étape 2.
Les scénarios de fonctionnement normal à simuler sont déduits à partir du cahier
de charge du SAP alors que les scénarios de fonctionnement défaillant correspondent
aux fautes que l’on souhaite diagnostiquer dans le système. Nous rappelons que nous
considérons dans cette étude deux types de fautes : observables et non observables. Les
fautes observables comme le passage inattendu de 0 à 1 ou de 1 à 0 d’un capteur ou d’un
actionneur et les fautes non observables tels que le blocage à 1 ou à 0 d’un capteur ou
d’un actionneur.
1.1.2 Le processus de mise en forme des données
Dans ce processus, les données issues du SAP virtuel sont traitées pour extraire des
informations pertinentes qui sont modélisées ensuite sous forme de cas. Ces cas carac-
térisent et modélisent les comportements normaux et défaillants du SAP. Comme nous
avons souligné auparavant, nous accordons une grande importance à l’étape de représen-
tation de cas. De ce fait, nous proposons dans la suite un format de représentation de cas
capable de caractériser et de modéliser les différents comportements des SAP et qui est
compréhensible et visible par les OHS. Ce format est inspiré des Signatures Temporelles
causales (STC) [Toguyeni et al. (1996); Saddem et al. (2011a, 2012); Saddem and Philip-
pot (2014)] présentés dans le chapitre 1.
A) Pourquoi s’inspirer des STC?
Les STC sont un formalisme de description et de reconnaissance des comportements
très proche du formalisme "Chronique". Elles sont utilisées seulement pour le diagnostic
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des systèmes à événements discrets alors que les chroniques sont utilisés pour la supervision
et la surveillance des systèmes dynamiques [Dousson and Ghallab (1994); Micalizio et al.
(2011)], la gestion des systèmes de communications mobiles [Dousson et al. (2007)], la
reconnaissance des comportements dans les systèmes aérospatiale [Carle et al. (2011)] et
aussi le diagnostic des fautes [Le Guillou et al. (2008); Vizcarrondo et al. (2015); Maitre
et al. (2015)]. Nous rappelons qu’une STC est un sous-ensemble d’événements observables
partiellement ordonnés et respectant certaines contraintes temporelles afin de caractériser
un comportement défaillant. Une STC est une règle composée d’une partie condition X
et d’une partie conséquence Y . La partie condition X est composée d’un ou plusieurs
triplets et la partie conséquence Y décrit la faute ou les fautes résultantes suite à cette
signature temporelle. Soit la STC décrite dans l’équation IV.1. Elle se compose de trois
triplets.
(In,A, nct) ∗ (A,B, ct1) ∗ (B,D, ct2) => G (IV.1)
A, B et D sont des événements ; In est un événement "spécial" qui est toujours oc-
current, qui est introduit de manière théorique pour définir la référence temporelle des
événements qui ne sont pas contraints ; cti est la i ème contrainte temporelle ; nct signi-
fie qu’il n’y a pas de contrainte temporelle ; ’*’ est un opérateur de séparation entre les
triplets et G est la faute qui est déduite. Le sens de l’équation (IV.1) est le suivant. Si
on a l’occurrence de l’événement A, ensuite on a l’ occurrence de l’événement B après A
satisfaisant la contrainte ct1 par rapport à A et après on a l’occurrence de l’événement D
après B satisfaisant la contrainte ct2 par rapport à B alors nous pouvons déduire la faute
G.
Il est à noter que les STC sont un formalisme qui est :
(a) suffisamment expressif puisqu’il est capable de décrire formellement tous les com-
portements désirés du système à diagnostiquer, cela se fait grâce aux contraintes
temporelles et aux opérateurs de conjonction [Saddem and Philippot (2014)].
(b) compréhensible et lisible par les opérateurs humains de supervision afin de faciliter
l’inspection des règles et la découverte des corrélations et des relations entre elles.
(c) d’une grande efficacité au vu de la connaissance des symptômes des fautes à
diagnostiquer.
Cependant, parmi les difficultés à surmonter pour le diagnostic à l’aide de ce forma-
lisme ou du formalisme "chronique" se trouve l’acquisition et la mise à jour d’une base
de connaissance (c’est-à-dire une base de STC ou une base de chronique) représentative
et riche [Saddem and Philippot (2014); Subias et al. (2014)]. En effet, une base pauvre
et non représentative peut aboutir à un mauvais système de diagnostic. Diverses tech-
niques ont été développées durant ces dernières années pour résoudre ce problème. Elles
se divisent en deux familles : à base de modèles [Guerraz and Dousson (2004); Saddem
and Philippot (2014)] et à base de données [Dousson et al. (2008); Cram et al. (2012);
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Subias et al. (2014)]. Les techniques à base de modèles sont des techniques de résolution
de problèmes qui se basent généralement sur des modèles représentant soit le système à
diagnostiquer, soit les fautes qui peuvent se présenter dans le système. Cependant, ces
techniques nécessitent une connaissance suffisante du fonctionnement interne du système.
Les techniques à base de données sont des techniques qui s’appuient sur les données d’his-
torique en extrayant les caractéristiques significatives. Elles sont fondées généralement sur
l’analyse des journaux d’alarmes (en anglais appelées log files of alarms) en utilisant les
techniques d’exploration de données temporelles. Cependant l’inconvénient majeur de ces
méthodes est qu’elles nécessitent la présence d’ experts humains soit pour la qualification
des chroniques [Dousson et al. (2008)], soit pour la définition des contraintes afin de gui-
der l’algorithme de découverte des chroniques d’intérêts [Cram et al. (2012); Subias et al.
(2014)].
Suite à cette étude, nous avons conclu que les STC représentent une véritable piste
dont on peut s’inspirer pour représenter nos cas. Dans les paragraphes suivants nous dé-
taillerons notre format de représentation ainsi que l’algorithme de génération automatique
des cas.
B) Nouveau format de représentation
Pour pallier les limites de la représentation de cas introduite dans le chapitre 3, nous
proposons d’adopter un format de représentation basé sur les objets. Ce dernier offre :
• Une facilité de maintenance et d’évolutivité puisque le format objet est facilement
modifiable et il est capable de prendre en compte l’aspect évolutif des systèmes à
diagnostiquer, c’est-à-dire que nous pouvons facilement modifier un des éléments
d’un cas sans affecter les autres.
• Une réutilisation des éléments d’un cas à travers la relation d’héritage et le concept
de polymorphisme.
Un cas est alors représenté par un objet qui possède un identifiant unique (ID) et dé-
crit par deux attributs : Problème (P ) et Solution(S). Le Problème P est décrit par
un vecteur d’objets de type Triplet. Un objet Triplet est représenté par un "Événement
Référent (ER)", un "Événement Contraint (EC)" et une "Contrainte Temporelle de type
période (CT)". La Solution S est décrite par un objet Etat qui détermine la nature du
comportement du système à diagnostiquer. Ce comportement peut être un comporte-
ment "normal", "défaillant" ou "non identifié". L’état "non identifié" est un nouveau état
qui n’est pas évoqué dans l’ancienne proposition. Il permet de garantir un bon taux de
bonne détection et de diminuer le nombre de fausses alarmes. En effet, ranger un cas
comme étant "non identifié" est mieux de le ranger incorrectement. Le format de repré-
sentation adopté est décrit sous la forme d’un diagramme de classe UML dans la figure 33.
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Figure 33 – Le format de cas proposé sous la forme d’un diagramme de classe UML.
C) Génération des parties problèmes
Selon notre représentation de cas choisie, la partie problème d’un nouveau cas est un
ensemble de triplets. Chaque triplet est représenté par (ER, EC, CT ). Dans cette partie,
nous présentons un algorithme qui transforme les signaux des capteurs et des actionneurs
calculés lors de chaque cycle d’API à un triplet et qui construit la partie problème d’un
nouveau cas à partir de ce triplet et les triplets associés aux cycles d’API précédents.
Nous notons que cet algorithme est capable de décrire seulement les changements
d’états des entrées/sorties qui ont une relation de causalité entre elles. Alors que les STC
sont capables de décrire les changements d’états des entrées/sorties qui ont une relation de
causalité entre elles et aussi les changements d’états des entrées/sorties qui ne possèdent
pas nécessairement une relation de causalité entre elles.
L’algorithme proposé a comme entrées les signaux des capteurs et des actionneurs du
SAP et le temps de cycle de l’API et il a comme sortie la partie problème d’un nouveau
cas. Il consiste à effectuer 6 étapes qui sont illustrées à travers l’organigramme présenté
dans la figure 34 et détaillées par le pseudo-code présenté dans l’annexe 1.
Les notations utilisées :
— SignatureBinaire : regroupe les signaux des capteurs et des actionneurs pendant un
cycle API.
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— T : cycle d’API actuel.
— T-1 : cycle d’API précédent.
— EC : événement contraint.
— ER : événement référent.
— CT : contrainte temporelle.
— BI : borne inférieure de la CT.
— BS : borne supérieure de la CT.
— TempsCyclecourant : mesure de temps associée au cycle T.
— TempsCycleprécédent : mesure de temps associée au cycle T-1.
• Étape 0 : Regrouper les signaux des capteurs et des actionneurs du SAP pen-
dant le cycle T pour construire une signature binaire. Si cette signature binaire
est différente de la signature binaire du cycle T-1 alors nous passons à l’étape
suivante.
• Étape 1 : Formulation de l’événement référent (ER) : Si c’est le premier cycle
exécuté alors l’ER est un événement "In" (c’est-à-dire c’est un événement non
contraint) sinon l’EC du cycle T-1 devient l’ER du cycle T.
• Étape 2 : Formulation de l’événement contraint (EC ) : Chaque élément de la
signature binaire est transformé en un événement qui peut être soit le front mon-
tant (désigné par le préfixe "R") ou le front descendant (désigné par le préfixe
"F") d’un capteur ou d’un actionneur. Cet événement est défini comme un EC.
• Étape 3 : Formulation de la CT qui est décrite à travers deux attributs BI et BS.
Si ER est égal à "In" alors il n’y a pas de contrainte temporelle c’est à-dire BI=0
et BS=0. Si ER est différent de "In" alors la CT est calculée après une estimation
des erreurs aléatoires de mesure dues au matériel, aux paramètres physiques ou
à l’opérateur.
Cela conduit à exprimer premièrement le temps estimé :
Tempsestime = TempsCyclecourant− TempsCycleprécédent (IV.2)
par la suite :
BI = Tempsestime−∆T (IV.3)
et
BS = Tempsestime+ ∆T (IV.4)
avec ∆T représente l’incertitude sur la valeur du temps, sa valeur est >0 et elle
est fixée à l’avance par un expert du domaine.
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• Étape 4 : Regroupement des 3 résultats précédents pour formuler un nouveau
triplet.
• Étape 5 : Ajout du nouveau triplet aux triplets précédents pour construire la
partie problème d’un nouveau cas.
D) Étiquetage des cas
Le fonctionnement du SAP virtuel en mode normal ou en mode défaillant permet d’étique-
ter automatiquement chaque cas sans avoir besoin d’un expert accompagnant le processus
de formatage des données. Les opérations normales du systèmes sont représentées par un
ensemble de cas étiquetés normaux tandis que les opérations défaillantes sont décrites par
un ensemble de cas étiquetés défaillants. Les deux types de cas sont stockés dans la base
de cas initiale.
La complexité de construction de la base de cas initiale est une complexité linéaire par
rapport à la taille de la signature binaire : O (Ncas * Z) où Ncas est le nombre de cycles
d’API effectués (qui est il égal aussi au nombre de cas construits) et Z est le nombre des
capteurs et des actionneurs du SAP.
1.2 Phase de raisonnement et d’apprentissage en ligne
Une fois la base de cas obtenue, nous déclenchons la phase de raisonnement et d’ap-
prentissage en ligne. Cette phase permet d’une part le diagnostic du système et d’autre
part la mise à jour de la base de cas par des nouveaux comportements inconnus. Elle
consiste : premièrement, à récupérer les signaux des capteurs et des actionneurs pour
chaque cycle d’API ; deuxièmement, à représenter ces signaux sous la forme d’une nou-
velle signature binaire (via l’algorithme décrit dans la section précédente) ; troisièmement,
à transformer cette signature à un nouveau problème d’un nouveau cas appelé "Nouveau
cas non résolu" ; quatrièmement, à rechercher le cas source similaire ou le plus similaire
de ce nouveau cas ; cinquièmement, à réutiliser la solution du cas source le plus similaire
et finalement à sauvegarder le nouveau cas résolu dans la base.
Dans la suite, nous allons détailler les différentes étapes : recherche, réutilisation et
sauvegarde.
1.2.1 Recherche
L’étape de recherche permet d’extraire pour chaque nouveau cas, les cas similaires ou
les plus similaires. Dans cette étude, cette étape est basée premièrement sur l’extraction
des différents cas qui ont le même nombre de triplets que le nouveau cas et deuxièmement
sur le raffinement du choix par le calcul de similarité entre le nouveau cas et le premier
groupe sélectionné. Le calcul de similarité est basé sur l’utilisation d’un indice de similarité
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Figure 34 – L’organigramme de l’algorithme proposé.
qui permet de calculer le degré de ressemblance entre les cas. Elle est généralement dérivée
de produits scalaires ou de mesures de dissimilarité [Bergmann and Gil (2014)].
A) Nouveau indice de dissimilarité
Dans cette partie, nous utilisons un « calculateur de similarité » qui est décrit dans
la figure 35 afin de calculer la similarité entre deux cas. Il a comme entrée le nouveau cas
non résolu et comme sortie l’indice de similarité calculé entre ce cas et chaque cas source
appartenant au premier groupe sélectionné. Le calcul de l’indice de similarité entre deux
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cas Casi et Casj revient à mesurer l’indice de dissimilarité noté D séparant leurs deux
problèmes Pi et Pj.
Figure 35 – Le calculateur de similarité.
S(Casi,Casj) = 1−D(Pi,Pj) (IV.5)
Soit D l’indice de dissimilarité défini par :
D : Pi ∗ Pj− > [0, 1]
• Si Pi et Pj sont identiques et ont la même taille alors D (Casi , Ccasj)= 0
• Si Pi et Pj n’ont pas la même taille ou aucun triplet identique alors D (Casi,
Casj)=1
Par la suite, nous considérons les notions suivantes :
– Pi={Tr1,i, Tr2,i, Tr3,i,..., Trmt,i} avec mt est le nombre de triplet de Pi.
– TrK,i=(ERK,i, ECK,i, CTK,i) est le k-ème triplet de l’ i-ème cas. Les événements
(ERK,i et ECK,i) sont des données qualitatives nominaux et la contrainte tempo-
relle CTK,i est une donnée quantitative de type intervalle.
L’indice de dissimilarité D séparant deux problèmes Pi et Pj est défini comme suit :
D(Pi,Pj) =
∑mt
k=1DT (Trk,i,Trk,j)
3mt (IV.6)
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avec mt est le nombre de triplet de deux problèmes Pi et Pj, DT est l’indice de
dissimilarité séparant les deux triplets TrK,i et TrK,j. Il se calcule comme suit :
DT (Trk,i,Trk,j) = DEV (ERk,i,ERk,j)
+DEV (ECk,i,ECk,j)
+IPOS(CTk,i,CTk,j)Datemax
(IV.7)
avec DEV indique l’indice de dissimilarité séparant deux événements, IPOS est l’indice
de positionnement entre deux contraintes temporelles et Datemax correspond à la date
maximale de tous les intervalles du temps de la base de cas.
• DEV se calcule selon cette équation :
DEV (Ek,i,Ek,j) =
 0 Si Ek,i et Ek,j sont égaux1 sinon. (IV.8)
• IPOS se calcule comme suit :
IPOS([x, y] , [a, b]) =
 0 Si x ∈ [a, b] ∩ [x, y]MinPos([x, y], [a, b]) sinon. (IV.9)
avec :
MinPos([x, y], [a, b]) = min(Pos(x, [a, b]), Pos(y, [a, b])) (IV.10)
[a,b] est la contrainte temporelle du triplet Trk,i, [x,y] est une contrainte temporelle
du triplet Trk,j et Pos est l’indice de positionnement entre un point et un intervalle.
• Pos se calcule comme suit :
Pos(x, [a, b]) =
 0 Si x ∈ [a, b]Min(|x− a|, |x− b|) sinon. (IV.11)
B) Exemple récapitulatif
Supposons un nouveau problème non résolu défini par :
Pn = (A,B, [5, 10]) ∗ (B,C, [1, 5])
Soit quelques problèmes de la base de cas représentés dans le tableau 8 et supposons que
la Datemax = 100.
Le calcul manuellement de l’indice de dissimilarité séparant Pn et les différents ins-
tances se fait de la façon suivante :
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Problèmes sources Tr1 Tr2
ER1 EC1 CT1 ER2 EC2 CT2
P1 A B [5,10] B C [1,5]
P2 A B [11,12] B C [10,25]
P3 A C [3,4] C D [5,10]
P4 B D [5,10] D E [15,25]
Table 8 – Exemples de problèmes sources.
X D(Pn,P1) = (DT (Tr1,n,Tr1,1) +DT (Tr2,n,Tr2,1))/6
= ((DEV (A,A)+DEV (B,B)+(IPOS([5, 10], [5, 10])/100) +(DEV (B,B)+DEV (C,C)+
(IPOS([1, 5], [1, 5])/100))/6
= (0 + 0 + (0/100)) + (0 + 0 + (0/100))/6
= 0
X D(Pn,P2) = (DT (Tr1,n,Tr1,2) +DT (Tr2,n,Tr2,2))/6
= ((DEV (A,A) + DEV (B,B) + (IPOS([5, 10], [11, 12])/100) + (DEV (B,B) +
DEV (C,C) + (IPOS([1, 5], [10, 25])/100))/6
= ((0 + 0 + (min(Pos(5, [11, 12]), Pos(10, [11, 12]))/100))
+(0 + 0 + (min(Pos(1, [10, 25]), Pos(5, [10, 25]))/100)))/6
= ((0 + 0 + (min(Min(|5− 11|, |5− 12|),Min(|10− 11|, |10− 12|))/100))
(0 + 0 + (min(Min(|1− 10|, |1− 25|),Min(|5− 10|, |5− 25|))/100))/6
= (0 + 0 + (1/100)) + (0 + 0 + (5/100))/6
= 0, 01
X D(Pn,P3) = (DT (Tr1,n,Tr1,3) +DT (Tr2,n,Tr2,3))/6
= ((DEV (A,A)+DEV (B,C)+(IPOS([5, 10], [3, 4])/100)+(DEV (B,C)+DEV (C,D)+
(IPOS([1, 5], [5, 10])/100))/6
= ((0 + 1 + (min(Pos(5, [3, 4]), Pos(10, [3, 4]))/100)) + (1 + 1 + 0))/6
= ((0 + 1 + (min(Min(|5− 3|, |5− 4|),Min(|10− 3|, |10− 4|))/100)) + 2)/6
= ((0 + 1 + (1/100)) + 2)/6
= 0, 501
X D(Pn,P4) = (DT (Tr1,n,Tr1,4) +DT (Tr2,n,Tr2,4))/6
= ((DEV (A,B) +DEV (B,D) + (IPOS([5, 10], [5, 10])/100)
+(DEV (B,D) +DEV (C,E) + (IPOS([1, 5], [15, 25])/100))/6
= ((1 + 1 + (0/100)) + (1 + 1 + (min(Min(|1 − 15|, |1 − 25|),Min(|5 − 15|, |5 −
25|))/100)))/6
= (2 + (2 + (10/100)))/6
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= 0, 683
1.2.2 Réutilisation
L’étape de réutilisation permet de transformer la solution du cas sélectionnée à une
solution adéquate au nouveau cas. Cette étape peut être effectuée manuellement par
un expert ou automatiquement par copie de la solution sélectionnée ou à l’aide d’un
algorithme, de formules ou de règles [Johansson and Cederfeldt (2012); Henriet et al.
(2014); Reyes et al. (2015)].
Dans notre étude, nous avons utilisé une adaptation par copie où le nouveau cas
héritera la solution du cas source le plus similaire. Le cas source le plus similaire doit
avoir un indice de similarité maximal qui doit être supérieur à certain "seuil de décision".
Si cet indice est inférieur ou égal à ce "seuil de décision" alors le cas est rangé comme
un cas "non identifié". Le "seuil de décision" doit être fixé à l’avance par le concepteur
du système. Nous montrons dans le chapitre suivant comment nous pouvons le choisir
expérimentalement.
1.2.3 Sauvegarde et révision
Une fois la solution trouvée, elle est retenue dans la base de cas et elle est utilisée
immédiatement pour la résolution de nouveaux problèmes de reconnaissance. L’ajout du
nouveau cas à la base favorise un apprentissage incrémental et permet d’enrichir la base
de cas par des nouveaux comportements inconnus. Afin de réduire le nombre de cas non
identifié, une étape de maintenance est nécessaire afin de supprimer les cas inutiles ou
redondants. Cette étape est réalisée par un expert humain qui intervient pour examiner
le contenu de la base afin de garantir que les performances du système restent stables.
L’intervention de l’expert se fait lorsque le nombre de cas non identifié dépasse un nombre
"nidmax" à fixer par les utilisateurs du système.
2 Exemple illustratif
Reprenons l’exemple du système de tri de caisses présenté dans le chapitre 3. Ce
système est composé de 11 capteurs et de 7 actionneurs. Chaque capteur ou actionneur
peut avoir 4 types de fautes : (a) blocage du capteur ou de l’actionneur à 0, (b) blocage
du capteur ou de l’actionneur à 1, (c) le passage inattendu du capteur ou de l’actionneur
de 0 à 1 et (d) le passage inattendu du capteur ou de l’actionneur de 1 à 0. Bien que ce
système ne soit pas constitué d’un grand nombre d’entrées/sorties (18 E/S), nous devons
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diagnostiquer au total 72 fautes ce qui est un nombre relativement élevé. Par conséquent,
afin de simplifier notre étude, nous la limitons à un seul composant du système de tri de
caisses. Nous avons choisi d’étudier le « plateau tournant » puisqu’il a été utilisé comme
sous-système de référence dans d’autres approches de diagnostic [Philippot et al. (2012);
Saddem and Philippot (2014)]. Nous aurions pu choisir un autre composant du système,
la procédure aurait été identique. A travers cette section, nous illustrons les différentes
étapes de l’architecture du système proposé pour le diagnostic du plateau tournant.
2.1 Description du plateau tournant
Le plateau tournant qui est présenté dans la figure 36a est un actionneur monostable
noté S4. Il possède deux capteurs C4 et C5. Le capteur C4 est le détecteur de la position
de chargement et le capteur C5 est le détecteur de la position de déchargement. La
figure 36b expose un automate avec 6 états et 10 transitions qui représente le modèle de
comportement normal du plateau tournant. Le comportement normal du plateau peut
être décrit à travers deux scénarios possibles :
• Scénario 1 :
À l’état initial "0", le plateau tournant est à la position de chargement (C4=1). Si
l’actionneur S4 est activé alors le plateau tournant est en mouvement et le capteur
C4 est désactivé (passage de l’état "1" à l’état "2"). De là, si la commande est toujours
active, le plateau tournant revient à la position de déchargement (transition de l’état
"2" à "3"). La désactivation de l’ actionneur S4 permet de revenir à la position initiale
(l’état "4" après l’état "5" puis l’état "0").
• Scénario 2 :
De l’état "2", pendant le mouvement, si le contrôleur envoie la désactivation de S4
alors le plateau revient directement à l’état "0".
Un travail d’expertise a permis d’obtenir une liste des fautes internes qui peuvent se
produire dans le plateau tournant. Cette liste est décrite dans le tableau 9 à travers deux
colonnes : l’étiquette et la description de la faute.
2.2 Illustration des différentes étapes du système proposé pour
le diagnostic du plateau tournant
Pour le diagnostic des fautes du plateau tournant, il est essentiel de construire la base
de cas initiale. Pour se faire plusieurs cas de fonctionnement ont été produits sur le pla-
teau tournant c’est à dire des cas de fonctionnement normal (sans injection des fautes)
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(a) Le plateau tourant.
(b) Le modèle du plateau tournant : F : Front
descendant et R : Front montant.
Figure 36 – Le plateau tournant et son modèle.
Étiquette Description
F1 Blocage du capteur C4 à 0
F2 Blocage du capteur C4 à 1
F3 Blocage du capteur C5 à 0
F4 Blocage du capteur C5 à 1
F5 Blocage de l’actionneur S4 à 0
F6 Blocage de l’actionneur S4 à 1
F7 Passage inattendu du capteur C4 de 0 à 1
F8 Passage inattendu du capteur C4 de 1 à 0
F9 Passage inattendu du capteur C5 de 0 à 1
F10 Passage inattendu du capteur C5 de 1 à 0
F11 Passage inattendu du capteur S4 de 0 à 1
F12 Passage inattendu du capteur S4 de 1 à 0
Table 9 – Les fautes du plateau tournant.
et des cas de fonctionnement défaillant (avec injection des fautes). La figure 37 présente
quelques exemples des fautes injectées dans le plateau tournant. La figure 37(a) met en
évidence la simulation de la faute F5 qui représente le blocage de l’actionneur S4 à 0. La
figure 37(b) montre le cas de blocage de l’actionneur S4 à 1. Quant à la figure 37(c), elle
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met en évidence le blocage du capteur C5 à 1. Finalement un blocage du capteur C5 à 0
est illustré dans la figure 37(d). Ces quatre types de blocages entrainent une interruption
de transfert des caisses.
(a) Blocage du capteur S4 à 0.. (b) Blocage de l’actionneur S4 à 1
(c) Blocage du capteur C5 à 1. (d) Blocage du capteur C5 à 0.
Figure 37 – La simulation des fautes F5, F6, F3 et F4.
Chaque cas de fonctionnement qui s’est produit est représenté par un ou plusieurs
cas. En effet, l’algorithme présenté dans la sous section 1.1.2 permet de transformer les
signaux binaires des capteurs et des actionneurs à des nouveaux cas non résolus. L’étique-
tage de ces nouveaux cas se fait selon le mode de fonctionnement du plateau tournant. Si
le plateau tournant est dans l’un des scénarios normaux décrits en hauts alors le ou les
nouveaux cas sont étiquetés normaux, sinon ils sont labellisés par l’étiquette de la faute
injectée.
Nous supposons que notre base de cas initiale est composé de 2 cas normaux et 12 cas
défaillants. Les cas défaillants sont étiquetés par les différentes fautes présentées précé-
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demment. La base est présentée dans le tableau 10. Comme nous avons mentionné dans
la section 1.1.2, chaque cas est caractérisé selon deux attributs. Nous distinguons : le
Problème et la Solution. L’attribut Problème est caractérisé selon m triplets. Chaque
Triplet est représenté par 3 attributs. Nous distinguons : l’événement référent (ER),
l’événement contraint (EC) et la contrainte temporelle (CT ). La contrainte temporelle
est décrite par deux attributs : borne inférieur (BI) et borne supérieur (BS). L’attribut
Solution représente l’étiquette établi automatiquement par le système proposé. Nous rap-
pelons que si le SAP est dans un mode de fonctionnement normal alors cette étiquette est
égale à "N" sinon, elle est égale à l’étiquette de la faute injectée dans le système.
L’instance 1 du tableau représente un cas de fonctionnement normal qui décrit le scé-
nario de fonctionnement 1 (introduit ci-dessus). Le sens de l’instance est le suivant. Si
nous avons : (t1) premièrement, l’occurrence de l’événement « front montant de l’action-
neur S4 noté RS4 » ; (t2 deuxièmement, l’occurrence de l’événement « front descendant
du capteur C4 noté FC4 » entre 80 et 85 suite à l’événement RS4 ; (t3) troisièmement,
l’occurrence de l’événement « front montant du capteur C5 noté RC5 » entre 2816 et
2821 après l’événement FC4 ; (t4) quatrièmement, l’occurrence de l’événement « front
descendant de l’actionneur S4 noté FS4 » entre 6480 et 6485 après l’événement RC5 ;
(t5) cinquièmement, l’occurrence de l’évènement « front descendant de l’actionneur C5
noté FC5 » entre 80 et 85 après l’événement FS4 et finalement, (t6) l’occurrence de
l’événement « front montant du capteur C4 noté RC4 » entre 2816 et 2821 après FC5
alors nous pouvons conclure que ce cas représente un fonctionnement normal du SAP
(Solution =’N ’).
L’instance 3 présente un cas de fonctionnement défaillant qui décrit les symptômes de
la faute F6. Cette faute correspond à un blocage à 1 de l’actionneur S4. Le sens de l’ins-
tance est le suivant. Si nous avons : (t1) l’occurrence de l’événement « front descendant
du capteur C4 noté FC4 », ensuite (t2) l’occurrence de l’événement « front montant du
capteur C5 noté RC5 » entre 2816 et 2821 après l’événement FC4 alors nous pouvons
déduire la faute F6 au sein du SAP.
Après la phase de simulation et la mise en forme des données vient la phase de raison-
nement et d’apprentissage en ligne. Cette phase se base sur les connaissances empiriques
stockées dans la base d’apprentissage. Le diagnostic en ligne consiste à transformer les
signaux des capteurs et des actionneurs durant les différents cycles d’API à des nouveaux
problèmes (des nouveaux cas non résolus). Chaque nouveau problème est résolu à travers
l’étape de recherche et l’étape de réutilisation. L’étape de recherche consiste à sélection-
ner les différents cas de la base qui ont le même nombre de triplets que ce nouveau cas
et ensuite à calculer l’indice de dissimilarité séparant ce cas des anciens cas du groupe
sélectionné. Le calcul de l’indice de dissimilarité se fait suivant la formule proposée dans
1.2.1. L’étape de réutilisation permet de prédire l’étiquette de ce nouveau cas (normal,
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défaillant ou non identifié).
Par exemple, soit un nouveau cas non résolu défini comme suit :
(IN, FC4, [0, 0]) ∗ (FC4, RC5, [2900, 2905])
Le calcul de l’indice de dissimilarité entre ce nouveau cas et le groupe des cas possédant
2 triplets est présenté dans le tableau 11.
ID P S indice
de dissi-
milarité
proposé
Similarité
3 (IN,FC4,[0,0])*(FC4,RC5,[2816,2821]) F6 0.123 0.877
4 (IN, RS4,[0, 0])*(RS4,FC4,[80,85]) F3 0.546 0.454
Table 11 – Calcul de l’indice de dissimilarité entre le nouveau cas non résolu et le groupe
sélectionné.
Le nouveau cas héritera la solution du cas numéro 3 puisqu’il a un indice de similarité
maximal qui est supérieur au seuil de décision. Ce nouveau cas résolu est stocké dans la
base de cas et il est utilisé immédiatement pour la résolution des problèmes futurs.
3 Conclusion
Dans ce chapitre, une extension de l’approche proposée dans le chapitre 3 a été pré-
sentée. Cette extension permet premièrement de générer automatiquement un ensemble
de connaissances empiriques stockées dans une base de cas. Deuxièmement, à partir de
cette base et d’une phase de raisonnement et d’apprentissage en ligne, il est ainsi possible
de diagnostiquer en ligne le système surveillé, d’apprendre de nouvelles connaissances et
de mettre à jour la base de cas. Après avoir expliqué le principe de l’approche proposée,
il convient maintenant de mesurer expérimentalement la performance de notre approche
et de comparer ses résultats avec d’autres approches basées sur les modèles ou sur les
techniques d’apprentissage automatique. Ceci sera détaillé dans le chapitre 5.
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Introduction
Dans le chapitre précédent, nous avons présenté un système de diagnostic en ligne
des fautes possibles dans les SAP. Le système s’appuie sur une méthode d’apprentissage
automatique paresseuse qui est le « RàPC ». Contrairement au système présenté dans le
chapitre 3, ce système prend la décision de diagnostic d’une manière autonome. Il pro-
pose un format de représentation de cas expressif et facile à inspecter par les opérateurs
humains de surveillance. Pour reconnaitre le comportement d’un nouveau cas (c’est à
dire une nouvelle observation), le système se base sur le comportement du cas source le
plus similaire en utilisant un nouveau indice de dissimilarité. Ce nouveau indice permet
de quantifier la différence entre deux cas qui sont représentés par des données catégo-
riques appelées aussi qualitatives et des données numériques appelées aussi quantitatives.
Si l’indice de similarité séparant le nouveau cas et le cas le plus proche est supérieur à un
certain "seuil de décision" alors le nouveau cas hérite la solution de ce cas. Sinon, il est
rangé comme un cas non identifié. Nous avons ainsi illustré ces différentes étapes pour le
diagnostic en ligne du plateau tournant.
Dans ce dernier chapitre, nous nous intéressons à mesurer la performance du sys-
tème proposé pour le diagnostic du plateau tournant présenté dans le chapitre 4. Nous
comparons les résultats de notre proposition avec certaines méthodes d’apprentissage au-
tomatique et avec une méthode de diagnostic à base de modèles.
1 Démarche expérimentale
Pour mesurer la performance du système de diagnostic proposé, nous reprenons l’exemple
du plateau tournant. A partir des séries de mesures effectuées sur ce composant pour dif-
férents scénarios de fonctionnement, une base de cas contenant 348 cas a été construite.
Les cas de cette base sont répartis sur les différentes classes comme suit (voir la figure
38) :
• 176 cas décrivant des fonctionnements normaux du plateau tournant. Ces cas
sont étiquetés (N) ;
• 172 cas décrivant différentes fautes injectées sur le plateau tournant. Elles sont
réparties sur les différentes classes comme suit :
— 11 cas représentent des fautes de type "blocage du capteur C4 à 1" la-
bellisés F2 ;
— 28 cas représentent des fautes de type "blocage du capteur C5 à 0" éti-
quetés F3 ;
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Figure 38 – La répartition des cas sur les différentes classes.
— 30 cas représentent des fautes de type "blocage du capteur C5 à 1" éti-
quetés F4 ;
— 16 cas représentent des fautes de type "blocage de l’actionneur S4 à 1"
étiquetés F6 ;
— 26 cas représentent des fautes de type "passage inattendu du capteur C4
de 0 à 1" étiquetés F7 ;
— 18 cas représentent des fautes de type "passage inattendu du capteur C4
de 1 à 0" étiquetés F8 ;
— 13 cas représentant des fautes de type "passage inattendu du capteur C5
de 0 à 1" étiquetés F9 ;
— 11 cas représentent des fautes de type "passage inattendu du capteur C5
de 1 à 0" étiquetés F10 ;
— 15 cas représentent des fautes de type "passage inattendu du capteur S4
de 0 à 1" étiquetés F11 ;
— 4 cas représentent des fautes de type "passage inattendu du capteur S4
de 1 à 0" étiquetés F12.
Les fautes de type "blocage du capteur C4 à 0" qui sont étiquetées F1 et de type
"blocage de l’actionneur S4 à 0" qui sont étiquetées F5 ne sont pas représentées dans
la base de cas. En effet, à chaque simulation de ces fautes, les cas construits restent les
mêmes. Ils ne changent pas de valeurs. Le cas qui décrit la faute F1 est représenté par le
triplet (IN , FC4, [0, 0]) et le cas qui représente la faute F5 est décrit par le triplet (IN ,
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RS4, [0, 0]). Pour cette raison, nous ne pouvons pas avoir plusieurs instances de ces fautes.
Afin de diagnostiquer le plateau tournant, le système de diagnostic proposé peut être
considéré comme un classifieur multi-classes qui cherche à ranger correctement chaque
nouveau cas dans l’une de ces classes prédéfinies. Si le nouveau cas ne correspond à
aucune de ces classes alors il est rangé comme un cas "non identifié". Avant d’entamer les
expérimentations et la présentation des résultats, nous décrivons dans cette section les
moyens techniques et les mesures utilisées pour calculer la performance de notre système
de diagnostic.
1.1 Validation croisée stratifiée
Pour évaluer un classifieur, une solution consiste à l’entrainer sur la base de données
initiale (appelée aussi la base d’apprentissage) et de le tester sur la même base. L’éva-
luation se fait en mesurant "l’erreur d’apprentissage" qui calcule le nombre de fois où le
classifieur a mal classé les instances de la base d’apprentissage. Mais cela nous conduit
à un problème de "surapprentissage" appelé aussi "sur-ajustement" ou "surinterprétation"
(en anglais appelée "overfitting" [Japkowicz and Stephen (2002); Zhang et al. (2018)]). Il
se traduit par le fait que cette erreur est biaisée car le classifieur apprend par cœur cette
base de données. Par contre, on ne sait pas s’il est capable d’avoir ces mêmes capacités
sur des nouvelles données.
Une solution qui permet de déterminer le comportement du classifieur avec des nou-
velles données consiste à partager la base de données en deux sous ensembles : le jeu
d’entrainement (appelé aussi jeu d’apprentissage) et le jeu de test. Le classifieur est en-
trainé sur le jeu d’apprentissage et il est testé et évalué sur le jeu de test. Plusieurs portions
peuvent être choisies lors de cette division mais généralement 80% des données de la base
sont utilisées pour l’entrainement et 20% des données de la base sont utilisées pour le
test [Géron (2017)]. L’évaluation du classifieur se fait à travers le calcul du taux d’erreur
sur les nouvelles données. Ce "taux d’erreur" appelé aussi "erreur de généralisation" ou
"erreur de classification" permet de nous informer sur le comportement du classifieur sur
les instances du jeu de test. Le fait de mesurer ce taux d’erreur à de multiples reprises
sur le jeu de test, le classifieur et ses hyperparamètres s’adaptent pour obtenir le meilleur
modèle pour ces données. Il aura un taux d’erreur très satisfaisant. Ce qui nous mène une
fois encore à un problème de "surapprentissage".
Pour résoudre ce problème, la base de données est partagée en trois sous ensembles :
le jeu d’entrainement, le jeu de validation et le jeu de test. Le classifieur est entrainé sur
le jeu d’apprentissage. L’évaluation initiale est effectuée sur le jeu de validation et lorsque
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l’expérience semble réussie, l’évaluation finale peut être effectuée sur le jeu de test. Cepen-
dant, en partageant la base de données en trois ensembles, nous réduisons nécessairement
le nombre d’instances pouvant être utilisées pour l’entrainement du classifieur. Dans ce
cas, on peut avoir un classifieur peu performant pour le diagnostic surtout si notre base
de cas initiale n’est pas de grande taille.
Une solution pour ce problème est une technique appelée "Validation Croisée" (en an-
glais appelée "Cross Validation" [Arlot et al. (2010); Pedregosa et al. (2011)]). C’est une
technique qui utilise la totalité de la base de données pour l’apprentissage et la validation.
Le principe de cette technique est le suivant : partager la base de données en k parties (en
anglais appelé "folds") à peu prés égales. Chacune des K parties est utilisée comme un
jeu de test et le reste des parties (k-1 ) sont utilisées pour l’entrainement du classifieur.
A chaque "fold" test, l’erreur du modèle est calculée en comparant les étiquettes prédites
aux étiquettes réelles des instances du "fold" test. L’erreur moyenne pour les k "folds" est
calculée à partir de ces erreurs. La figure 39 montre un exemple d’une validation croisée
de 4 folds. Les instances présentées en rouge sont les instances du "fold" test et celles qui
sont en vert sont les instances pour l’entrainement du classifieur.
Figure 39 – Validaton croisée de 4 "folds".
La validation croisée nous permet d’utiliser l’intégralité des données pour l’entraine-
ment du classifieur et le test du modèle. Cependant, pour un problème de classification
cette technique peut nous mener à des situations de divisions où le jeu de test contient des
instances étiquetées normales (N) et le jeu d’entrainement ne contient que des instances
étiquetées défaillantes (D) (comme dans l’exemple de la validation croisée présentée dans
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la figure 40).
La figure 40 montre un exemple d’application d’une validation croisée de 4 folds et
d’une validation croisée stratifiée de 4 "folds". La base de cas initiale présentée se com-
pose de 4 instances étiquetées défaillantes (D) et 7 instances labellisées normales (N). La
division en 4 "folds" de cette base selon une validation croisée permet à titre d’exemple
d’avoir un "fold" contenant 3 instances défaillantes alors que les autres "folds" contiennent
des instances normales. Dans ce cas, le classificateur apprend un modèle pour classer les
instances normales alors qu’il va être tester pour classer des instances défaillantes. Cela
va sûrement fausser les résultats d’évaluation [Rao et al. (2008); Géron (2017)]. Pour ré-
soudre ce problème, nous utilisons une "validation croisée stratifiée"[Zhang et al. (2016);
Géron (2017)] qui permet de garantir que chaque "fold" contient les mêmes portions d’ins-
tances de chaque classe que la base de données. Elle permet de résoudre ce problème en
garantissant que chaque "fold" contient au moins une instances défaillante (D).
Figure 40 – Validaton croisée stratifiée de 4 "folds".
1.2 Les indicateurs de performance
Les indicateurs qui permettent de mesurer la qualité d’un classifieur peuvent être
calculés à partir d’une matrice de confusion. Soit M un modèle généré par le classifieur et
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t un nouveau jeu de test. La matrice de confusion MC présente dans ses lignes les valeurs
réelles de l’attribut cible pour toutes les instances du jeu de test (i.e. l’attribut cible est
la classe du cas) et dans ses colonnes les valeurs prédites de ce dernier. Le principe de la
matrice de confusion est de compter le nombre de fois où des cas de la classe A ont été
rangées dans la classe B. La matrice de confusion peut être représentée à travers quatre
types de réponses :
• Vrais Positifs (VP) (en anglais appelés "True Positives") : représentent les éle-
ments étiquetés positifs qui sont correctement prédits.
• Vrais Négatifs (VN) (en anglais appelés "True Negatives") : représentent les
éléments étiquetés négatifs qui sont correctement prédits.
• Faux Positifs (FP) (en anglais appelés "False Positives") : représentent les élé-
ments étiquetés négatifs qui sont mal prédits.
• Faux Négatifs (FN) (en anglais appelés "False Negatives") : représentent les
éléments étiquetés positifs qui sont mal prédits.
Dans le cas d’un classifieur binaire c’est à dire un classifieur qui prédit seulement deux
classes : la première contient des données étiquetées positifs et la deuxième contient des
données étiquetées négatifs, on obtient cette matrice de confusion présentée dans la figure
41.
Figure 41 – Matrice de confusion pour un calssifieur binaire.
Un classifieur parfait aurait une matrice de confusion diagonale c’est à dire qu’il n’au-
rait que des VP et des VN.
Une matrice de confusion multi-classes permet d’évaluer plus que deux classes. L’éva-
luation de chaque classe se fait en indiquant le nombre de prédictions correctes et incor-
rectes. Les métriques utilisées pour une classification multi-classes sont les mêmes que
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dans une classification binaire. En effet, pour chaque classe (Ci), il suffit de regrouper
toutes les autres classes dans une seconde classe (Cj) et de représenter les informations
V PCi , FNCi, FPCi et le V NCi pour la première classe par rapport à Cj. Pour notre
système de diagnostic qui permet de distinguer 11 classes décrites précédemment, une
illustration de V PN, FNN, FPN et V NN pour la classe N est présentée dans la figure 42
et pour la classe F2 est présentée dans la figure 43.
Figure 42 – Illustration de V PN, FNN, FPN et V NN pour la classe N.
Figure 43 – Illustration de V PF2, FNF2, FPF2 et V NF2 pour la classe F2.
Bien que la matrice de confusion nous donne beaucoup d’informations sur la qualité
du système de classification, nous pouvons ainsi calculer d’autres métriques plus concises
comme la "Précision" (en anglais "precision"), le "Rappel" (en anglais "recall"), le score
F-mesure (en anglais "F1 score"), le "taux de bonne classification" (en anglais "average ac-
curacy"), etc. Dans notre étude, nous adoptons le taux de bonne classification, la précision
et le rappel comme des mesures de performances. En effet, le taux de bonne classification
nous informe sur le taux de bonne détection de fautes, la précision nous permet d’étudier
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le taux des prédictions positives et le rappel nous indique le taux d’observations positives
ayant été correctement détectées par le classifieur. Pour une classification multi-classes,
ces mesures sont décrites à travers ces équations.
— Précisioni : Mesure le nombre de cas que le classificateur a correctement assigné
à la classe Ci divisé par le nombre de cas attribués à cette classe.
Précisioni =
VPi
VPi + FPi
(V.1)
— Rappeli (ou Sensibilité) = Mesure la proportion de cas correctement affectés à la
classe Ci divisée par le nombre de cas appartenant à cette classe.
Rappeli =
VPi
VPi + FNi
(V.2)
Pour calculer la précision et le rappel moyen de toutes les classes, nous pou-
vons utiliser soit une macro-moyenne ou une micro-moyenne. La macro-moyenne
consiste à calculer la précision ou le rappel pour chaque classe puis à calculer la
moyenne des classes [Sokolova and Lapalme (2009)]. La micro-moyenne fait le
calcul global de la précision ou du rappel sur l’ensemble des classes. Dans notre
étude, nous avons choisi de calculer la macro-moyenne de la précision (notée
PrecisionM) et la macro-moyenne du rappel (notée RappelM) car pour le calcul
de ces mesures finales, toutes les classes ont le même poids. Elles sont décrites
respectivement à travers les équations V.3 et V.4.
PrecisionM =
∑l
i=1
VPi
VPi+FPi
l
(V.3)
RappelM =
∑l
i=1
VPi
VPi+FNi
l
(V.4)
avec l est le nombre de classes.
— Average Accuracy (AC) : Mesure le taux de bonne classification. Elle est intro-
duite dans cette équation :
AC =
∑l
i=1
VPi+VNi
VPi+FNi+FPi+VNi
l
(V.5)
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— Couverture : C’est une mesure que nous introduisons afin de mesurer le taux de
bonne classification en prenant en compte le nombre de cas non identifiés puisque
AC calcule le taux de bonne classification en prenant en compte le nombre de
cas mal classés. La couverture est définie comme suit :
Couverture = 1− Nnid
N
(V.6)
avec N est le nombre de cas de la base et Nnid est le nombre de cas non identifiés.
2 Résultats
Afin d’estimer la fiabilité de notre système et vérifier la stabilité des résultats obtenus,
nous avons utilisé une validation croisée stratifiée de 10 folds. Les tests sont effectués
sur un processeur 4 cœurs avec 32 GO de RAM. La méthode proposée a été répétée
10 000 fois pour effectuer les expérimentations décrites ci-dessous. Dans cette section,
nous présentons comment définir le "seuil de décision" et ensuite nous donnons le taux de
bonne classification de notre approche ainsi que l’influence du nombre de K cas à prendre
en compte pour la construction de la solution et l’indice de dissimilarité choisie sur la
performance obtenue.
2.1 Choix du seuil de décision
Nous avons mentionné dans la sous section 1.2.2 du chapitre 4 que le cas source le
plus similaire à un nouveau cas à résoudre doit avoir un indice de similarité maximal qui
doit être supérieur à un certain seuil de décision. Si ces deux conditions sont vérifiées
alors le nouveau cas hérite la solution du cas cible, sinon le nouveau cas est classé comme
un cas "non identifié". Afin de choisir ce seuil de décision, nous avons calculé différents
indicateurs dont les résultats sont décrits dans les figures 44, 45, 46 et 47 :
• La figure 44 présente le nombre de "Faux Positifs" (FP ), le nombre de "Faux
négatifs" (FN), le nombre de "cas défaillants mal classés" et le nombre de "cas non
identifiés" pour différentes valeurs de seuil qui varient entre [0, 1]. La figure 45 est
un zoom pour les valeurs de seuils qui sont comprises entre [0.750, 0.950]. Les FP
représentent les fautes qui sont classées par le système en tant que comportements
normaux. Les FN présentent les cas normaux qui sont classés par le système
comme étant des comportements défaillants. Cette valeur représente les "fausses
alarmes" qui déclenchent le système d’alarme sans présence de vraie faute. Les
cas défaillants mal classés sont les cas défaillants qui sont classés dans des classes
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Figure 44 – Variations des faux positifs, des faux négatifs, de cas mal-classés et cas non
identifiés en fonction des seuils de décision dans l’intervalle [0, 1].
Figure 45 – Variations des faux positifs, des faux négatifs, de cas mal-classés et cas non
identifiés en fonction des seuils de décision dans l’intervalle [0.750, 0.950].
autres que leurs classes réelles (leurs classes prédites sont différentes de leurs
classes réelles).
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Figure 46 – Variations de la macro-moyenne de précision, la macro-moyenne du rappel,
le taux de bonne classification et la couverture en fonction des seuils de décision dans
l’intervalle [0, 1].
Figure 47 – Variations de la macro-moyenne de précision, la macro-moyenne du rappel,
le taux de bonne classification et la couverture en fonction des seuils de décision dans
l’intervalle [0.750, 0.950].
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• La figure 46 illustre les valeurs de la macro-moyenne de précision, la "macro-
moyenne du rappel", le "taux de bonne classification" et la "couverture" du système
proposé pour différentes valeurs de seuils qui varient entre [0, 1]. La figure 47 est
un zoom pour ces mesures pour les valeurs de seuils qui sont comprises entre
[0.750 ; 0.950].
A partir des figures 45 et 47, nous avons choisi la valeur de seuil de décision qui est
égale à "0.85 ". Cette valeur de seuil nous donne le meilleur compromis précision/rappel
qui dépasse 98% et une couverture qui est égal à 99% (voir la figure 47). Ainsi à partir de
cette valeur de ce seuil, le nombre de "cas défaillants mal classés" diminue et le nombre
de "cas non identifiés" augmente (voir la figure 45).
La figure 48 présente la matrice de confusion multi-classes obtenue à partir d’une exé-
cution aléatoire de notre module de raisonnement et d’apprentissage en ligne en utilisant
la valeur du seuil définie précédemment. Le nombre de cas dans sa diagonale donne une
image de la bonne classification : 345 cas sont correctement classés, 176 cas sont classés
comme étant des cas normaux et 169 cas sont classés comme étant des cas défaillants.
Aucune fausse alarme n’a été générée (voir les cases orange de la matrice) et aucune faute
n’ a été classée comme étant un comportement normal (voir les cases bleu de la matrice).
Seulement deux instances de la faute F8 sont mal classées et une instance de la faute F4
n’a pas été identifiée.
Figure 48 – Matrice de confusion multi-classes pour notre approche proposée.
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2.2 Influence du nombre K et de l’indice de dissimilarité sur la
performance du système
La méthode desK plus proches voisins (KNN) est une méthode de classification super-
visée non paramétrique qui est largement utilisée dans la classification multi-classes vue
sa simplicité conceptuelle, son applicabilité générale et son efficacité. Elle suppose qu’une
nouvelle observation est similaire à ses K voisins. K représente le nombre d’instances (les
voisins) à prendre en compte pour ranger cette nouvelle observation. Ce nombre est un
hyperparamètre dont la valeur doit être fixée avant le début de l’algorithme. Il représente
ainsi un des facteurs les plus importants de l’algorithme qui peut fortement influencer la
qualité des prédictions.
Notre phase de raisonnement et d’apprentissage utilise le même principe que la mé-
thode KNN. Nous pouvons donc la considérer comme une méthode KNN. La première
question importante qui se pose lors l’utilisation de cette méthode est quelle valeur de K
devrions-nous utiliser pour avoir un bon taux de bonne classification. Par conséquent, le
but est de déterminer si l’augmentation du nombre de cas à prendre en compte pour la
construction de la solution augmente ou diminue la performance de notre méthode.
La deuxième question qui se pose lors de l’utilisation d’une méthode KNN concerne
le choix d’une mesure de distance ou d’une mesure de similarité ou encore d’un indice de
dissimilarité ou de similarité. En effet, pour faire des prédictions avec l’approche KNN,
nous devons définir ou choisir une métrique de distance ou de similarité ou un indice de
dissimilarité ou de similarité. Cette métrique ou cet indice à utiliser peut aussi largement
affecter les résultats de prédiction surtout que dans la littérature il y a peu de consensus
sur les métriques les plus performantes et leurs domaines d’applications [Cha (2007)].
Ces deux questions peuvent être résolues expérimentalement. Pour cela nous avons réa-
lisé une étude sur la variation des valeurs de K (entre 1 et 25) pour différentes métriques
de distance et de similarité tels que la distance de Jaccard, la distance de Hamming, le
coefficient d’appariement simple (Simple Matching Coefficient (SMC)) et notre indice de
dissimilarité. Pour chaque variation de K, nous avons calculé le taux de bonne classifica-
tion en utilisant une mesure différente. A travers cette étude, nous pouvons ainsi comparer
la performance de notre indice de dissimilarité vis à vis ces métriques.
Avant de présenter les résultats de cette étude, nous rappelons les équations de diffé-
rentes métriques qui sont représentées à travers les équations V.7, V.8, V.9 et V.10.
DEuclidienne(X, Y ) =
k∑
i=1
|xi − yi|2)
1
2 (V.7)
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DHamming(X, Y ) =
k∑
i=1
[xi 6= yi] (V.8)
DJaccard(X, Y ) =
NTF +NFT
NTF +NFT +NTT (V.9)
DSMC(X, Y ) =
NTF +NFT
NTF +NFT +NFF +NTT (V.10)
Avec X= {x1, x2,..,xk}, Y= {y1, y2,..,yk} et k est le nombre de descripteurs,
– NTT représente le nombre de variables dont la valeur est à 1 dans xi et dans yj ;
– NTF représente le nombre de variables qui sont à 1 dans xi et à 0 dans le yi ;
– NFT représente le nombre de variables qui valent 0 dans xi et 1 dans yi ;
– NFF représente le nombre de variables qui sont à 0 dans xi et 0 dans yj.
Figure 49 – Comparaison du taux de bonne classification des différentes méthodes KNN
en fonction de K. Les barres d’erreur indiquent les performances obtenues avec la meilleure
(respectivement la mauvaise) répétition de ces méthodes.
La figure 49 illustre les résultats de cette étude. Nous constatons que le taux de
bonne classification (Average Accuracy) à K=1 est aux alentours de 0.99% pour toutes
les métriques ce qui conduit à une classification correcte de 345 cas parmi 348 cas. Nous
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pouvons ainsi remarquer que la valeur de K augmente, le taux de bonne classification
diminue avec toutes les mesures. Pour les valeurs de K dans ∈ [1, 9] et k =24 notre
métrique donne un meilleur taux cependant pour les valeurs de K dans ∈ [10, 23] les
autres métriques fournissent des taux de bonne classification plus élevés. Par conséquent,
nous pouvons déduire à partir des résultats obtenus que K=1 est la meilleure valeur de cet
hyperparamètre et que pour cette valeur de K, notre métrique donne un taux de bonne
classification qui est égal aux taux des autres métriques.
3 Comparaison avec les approches d’apprentissage
automatique
Dans cette partie, nous nous intéressons à la comparaison de notre approche à certaines
méthodes d’apprentissage automatique. Ces méthodes sont :
• "Les k plus proches voisins" connue sous le nom de KNN de l’anglais « k-nearest
neighbor» ;
• "Les réseaux de neurones artificiels" (en anglais « artificial neural networks »)
[Rosenblatt (1961)] ;
• "Les machines à vecteurs de support" (en anglais Support Vector Machine (SVM ))
[Suykens and Vandewalle (1999)] ;
• "La régression logistique" (en anglais Logistic regression) [Berkson (1944)] ;
• "Les forêts aléatoires" (en anglais Random forest) [Breiman (2001)].
Ces méthodes sont implémentées dans une librairie libre pour l’apprentissage automa-
tique, appelée « Scikit-learn » [Pedregosa et al. (2011)]. Elle est écrite en python. Elle
implémente des algorithmes d’apprentissage supervisés pour résoudre des problèmes de
classification, de regréssion et aussi des algorithmes d’apprentisage non supervisés pour
résoudre des problèmes de regroupement.
Dans la suite de ce chapitre, ces méthodes vont être appelées «classifieurs» puisqu’elles
sont utilisées pour résoudre un problème de classification. Le choix de ces classifieurs s’ef-
fectue de manière semi-aléatoire pour leur diversité de représentation et leur style d’ap-
prentissage. Ils sont décrits dans l’annexe 1. Nous adoptons le taux de bonne classification
(AC) comme une mesure de performance et la validation croisée stratifiée avec 10 folds
comme une méthode d’évaluation. Les classifieurs utilisées sont répétés 10 000 fois pour
mesurer AC et les écarts types.
Avant de présenter les résultats d’évaluation et de comparaison, il est nécessaire d’ex-
poser premièrement comment nous avons préparé nos données pour que les classifieurs
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fonctionnent correctement et deuxièmement, comment "Scikit-learn" réalise des classifica-
tions multi-classes en utilisant des classifieurs binaires.
3.1 Préparation des données
Avant d’entrainer un classifieur, il est important de préparer les données. En effet, cer-
tains classifieurs peuvent fonctionner directement avec des données catégoriques comme
le KNN et notre approche proposée. Cependant plusieurs nécessitent que les variables
d’entrées et de sorties soient numériques pour fonctionner correctement.
Les données catégoriques sont les variables qui contiennent des valeurs de type "chaine
de caractères". Par exemple un attribut "Couleur" peut avoir trois couleurs "Rouge", "Vert"
et "Bleu". Chaque valeur représente une catégorie différente. Certaines variables peuvent
avoir une relation entre-elles. A titre d’exemple un attribut "Place" peut avoir trois valeurs
"Un", "Deux", "Trois". Il y a une relation d’ordre entre les valeurs de la variable "Place"
c’est pour cette raison elle est appelée "variable catégorique ordinale".
Nos cas sont formés par des données catégoriques (les événements référents, les évé-
nements contraints et la solution (S)) et aussi par des données numériques (les bornes
inférieures et supérieures des contraintes temporelles). Pour cela, nous devons convertir
les données catégoriques à des données numériques. Scikit-learn propose deux techniques :
"label encoding" et "Onehot Encoding".
• La méthode "Label encoding" consiste à attribuer pour chaque catégorie une valeur
entière. Par exemple pour l’attribut "couleur", elle attribue "1" pour la couleur
rouge, "2" pour la couleur vert et "3" pour la couleur "bleue".
• La technique "One hot Encoding" est utilisée pour la représentation entière, la
variable qui est codé en entier est remplacée par un ensemble de valeurs binaires.
Pour les données catégoriques qui représentent nos cas, il n’existe pas de relation
d’ordre entre elles. A titre d’exemple dans la figure 50, ER2 peut avoir quatres valeurs
possibles : FC4, RS4, RC5 et FS4. Si nous appliquons la méthode "Label encoding", la
valeur "FC4" sera remplacée par "1", "RS4" par "2", "RC5" par "3" et "RS4" par 5. Ce-
pendant les valeurs entières ont une relation d’ordre entre elles. Les classifieurs peuvent
comprendre et exploiter cette relation et en conséquence, ils donnent des performances
médiocres et des faux résultats. Pour palier le problème, nous avons utilisé avec cet enco-
dage un encodage "One hot encoding" qui remplace l’attribut ER2 par quatres variables
"EstFC4", "EstRS4", "EstRC5", et "EstFS4" (voir figure 50).
page 114
V.3 Comparaison avec les approches d’apprentissage automatique 115
Figure 50 – Le codage de nos données en utilisant la méthode "Label encoding" et la
méthode "One hot coding".
3.2 Classifications multi-classes en utilisant des classifieurs bi-
naires
Certains classifieurs comme les "forêts aléatoires" et le "KNN " sont capables de gérer
directement des classifications multi-classes alors que d’autres algorithmes comme les
"SVM " et la "régression logistique" sont des classifieurs binaires. Pour cela, "scikit-learn"
utilise deux méthodes permettant de réaliser des classifications multi-classes avec des
classifieurs binaires. Ces méthodes sont : la méthode "Un contre tous " connue sous le
nom de "One vs All (OvA)" ou "One vs Rest (OvR)" et la méthode "Un contre un "
connue sous le nom de "One vs One".
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a) La méthode OvA consiste à entrainer un classifieur binaire pour chaque classe.
A titre d’exemple, si on a trois classes classe "A", classe "B" et classe "C ", pour
classer une observation "x" à l’une de ces classes, la méthode entraine trois
classifieurs : ((i) Un détecteur de la classe "A", (ii) un détecteur de la classe
"B" et(iii) un détecteur de la classe "C " ). Après il suffit d’obtenir le score de
décision de toutes les classes et de ranger "x" à la classe qui a le meilleur score.
b) La méthode OvO permet d’entrainer un classifieur pour chaque paire de classe.
Pour N classes, elle entraine "N*(N-1)/2 " classifieurs binaires. Pour l’exemple
de trois classes, la méthode OvO entraine trois classifieurs binaires : (i) un
pour distinguer la classe "A" et la classe "B", (ii) un pour distinguer la classe
"A" et la classe "C " et (iii) un pour distinguer la classe "B" et la classe "C ".
Après pour ranger l’observation "x" à la bonne classe, il suffit de sélectionner
le classifieur qui donne le meilleur score de décision.
3.3 Résultats de comparaison
Nous présentons dans cette partie les résultats de comparaison de notre méthode avec
les classifieurs présentés ci-dessus. Les implémentations de ces classifieurs sous Scikit-learn
sont les suivantes :
• MLPClassifier 1 est un algorithme qui implémente un perceptron multicouche
en utilisant pour l’entrainement la méthode de rétropropagation décrite dans
l’annexe 3.2. Il supporte la classification multi-classes en utilisant la fonction
"Softmax". Le nombre de couches cachées est égal à 100. La fonction d’activation
utilisée est la fonction "Rectified Linear Unit" ReLU qui est une fonction linéaire
qui renvoie le résultat s’il est positive sinon elle renvoie 0 (voir l’équation V.11).
ReLU(z) = max(0, z) (V.11)
avec z est la somme pondérée calculée par un neurone d’une couche cachée.
Pour la fixation des poids, la méthode de gradient ordinaire calcule les gradients
d’erreurs en fonction de l’ensemble du jeu d’entrainement alors la méthode de
"descente de gradient stochastique" utilisée par cet algorithme, calcule les gra-
dients d’erreurs en prenant en compte seulement une seule observation du jeu
d’entrainement prise au hasard [Géron (2017)]. Cela permet de rendre l’algo-
rithme plus rapide.
1. https ://scikit-learn.org/stable/modules/generated/sklearn.neural_network.MLPClassifier.html
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• SVC 2(Support Vector Classification) est un algorithme qui implémente la mé-
thode de Séparateur à vaste Marge (SVM ) pour résoudre les problèmes de classi-
fication. Le principe de la classification SVM linéaire et non linéaire est présentée
dans l’annexe 1. Cette implémentation de SVM utilise une fonction noyau linéaire
(Linear Kernel) définie dans l’équation V.12 et l’hyperparamètre C qui permet
de contrôler la taille de la marge qui est fixé à 1. Dans cette implémentation, la
classification multi-classes est gérée selon la technique "OvO".
NoyauLinéaire(x, l) = xT l + C (V.12)
avec x est l’observation, l est un point de repère.
• Logistic Regression classifier 3 (LRC) est l’implémentation de la méthode "Ré-
gression logistique" qui est détaillée dans l’annexe 4. Dans cette implémentation,
la classification multi-classes est gérée selon la méthode "OvR".
• KNeighbors Classifier 4 (KNC) est l’implémentation de la méthode KNN qui est
décrite dans la sous section 1.2.2 du chapitre 2. En se basant sur l’étude réalisée
dans la sous section , nous avons fixé la valeur de K à 1 et nous avons utilisé la
distance de Hamming (voir l’équation V.8).
• Random Forest Classifier 5 (RFC) est l’implémentation de la méthode de "Forêts
aléatoires".
Pour analyser l’efficacité de ces méthodes, nous avons utilisé comme méthode d’éva-
luation une validation croisée stratifiée de 10 "folds". La fiabilité de ces méthodes est
évaluée par le calcul du taux de bonne classification (AC) qui désigne la proportion des
prédictions correctes faites par le modèle. Après avoir appliqué ces implémentations à la
même base de données expérimentale, nous avons constaté que notre approche proposée
effectue la meilleure prédiction avec un taux de bonne classification d’environ 99,4% suivie
de KNC, SVC et RFC qui ont respectivement un AC d’environ 99,3%, 99,2% et 99,2%
(voir le tableau 12). Les résultats suggèrent que ces méthodes peuvent effectuer une bonne
prédiction avec le moins d’erreurs pour le diagnostic du plateau tournant. Le principal
avantage de notre approche proposée est la réduction du nombre de cas mal classés en les
rangeant comme des cas non identifiés. C’est pour cette raison la couverture est de l’ordre
de 99.7 % (voir la figure 47).
2. https ://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
3. https ://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
4. https ://scikit-learn.org/stable/modules/generated/sklearn.neighbors.KNeighborsClassifier.html
5. https ://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
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Table 12 – Résultats de comparaison entre l’approche proposée et les différents classi-
fieurs.
Classifieurs Taux de bonne classification (AC) ± écart type
SVC 0.992± 0.002
KNC 0.993± 0.003
LR 0.988± 0.002
MLPC 0.613± 0.008
RFC 0.992± 0.003
Approche proposée 0.994± 0.002
Cependant, du point de vue de la complexité computationnelle de l’entraînement et de
la prédiction, le RFC est le plus rapide suivi par notre méthode et le KNC puis le SVC. En
effet, sa complexité d’entraînement est de l’ordre de O(M ∗n∗m∗ log(n)) et sa complexité
de prédiction est de l’ordre de (O(M ∗ log(m))). Notre méthode proposée et le KNC ont
une complexité d’entraînement nulle et une complexité linéaire de prédiction (O(m ∗ n)).
La complexité d’entraînement de SVC est de l’ordre de O(m2 ∗ n) et la complexité de la
prédiction est de O(nsv ∗ n) avec M est le nombre d’arbres de décision, n est le nombre
d’attributs, m est la taille de l’ensemble d’apprentissage et nsv est le nombre de vecteurs
de support.
4 Comparaison avec une approche à base de modèle
Nous avons aussi évalué et comparé les performances de notre approche avec une
méthode à base de modèles pour le diagnostic du plateau tournant. Cette méthode est
l’approche diagnostiqueur proposée par [Philippot et al. (2012)] et qui est décrite dans
le section 1. L’évaluation est réalisée à travers 4 indicateurs de performance : le taux de
bonne détection (TD), la précision d’isolation (PI ), le nombre de fausses alarmes (FA)
et la complexité de mise en œuvre de l’approche. Le tableau 13 résume les résultats de
cette comparaison.
L’indicateur TD indique la capacité de la méthode à détecter correctement toutes
les fautes présentes dans le système. Ce critère est égal au nombre de fautes qui sont
correctement détectées divisé par le nombre total de fautes. D’après les simulations, le
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diagnostiqueur permet de détecter correctement toutes les fautes qui ont été introduites
dans le modèle (172/172=100%) [Philippot et al. (2012)] alors que l’approche proposée
ne détecte correctement que 98.2% (169/172) des fautes.
Le critère PI nous informe si la méthode est capable d’isoler une faute détectée avec
certitude ou non. Il donne un pourcentage < 90 % s’il isole la faute avec certitude, < 10
% s’il l’isole avec deux candidats possibles et < 5 % s’il l’isole avec trois candidats ou
plus. L’expérience a montré que les deux approches sont capables de localiser les fautes
détectées avec certitude.
Un des objectifs d’une bonne méthode de diagnostic est de diminuer le nombre de
fausses alarmes. Ces alarmes vont causer des arrêts inutiles des systèmes de production.
D’après les simulations, les deux approches ne présentent aucune fausse alarme.
Pour évaluer la complexité de mise en œuvre de l’approche, nous nous basons sur deux
critères : la complexité de la phase hors ligne et la complexité de la phase en ligne. La
complexité de la phase hors ligne (CH ) représente la complexité temporelle de construction
du modèle ou de la base de cas. La complexité de la phase en ligne (CL) désigne la
complexité temporelle du parcours du diagnostiqueur ou la complexité de prédiction. La
complexité de construction du modèle de l’approche diagnostiqueur est égale à O(2Z−1 ∗
L + Z ∗ L) avec Z est le nombre de capteurs et d’actionneurs du système et L est est le
nombre des états normaux du modèle. Il s’agit alors d’une complexité exponentielle par
rapport au nombre des entrées/sorties du système. La complexité du parcours du modèle
est linéaire. Elle est à l’ordre de O(L + A) avec A est le nombre des transitions dans le
modèle. La limite majeure de cette méthode se manifeste donc dans la construction du
modèle qui est une tâche très coûteuse surtout lors du diagnostic d’un système de taille
plus importante. Aussi, il est à noter que ce modèle doit être correct pour ne pas avoir des
fausses alarmes, robuste et complet pour garantir la détection de la totalité des fautes.
Tant dis que notre approche proposée est moins coûteuse en terme de la complexité de
construction de la base de cas qui est à l’ordre O(Ncas∗Z) et en terme de la complexité de
prédiction qui est égale à O(n ∗Ncas) où Ncas est la taille de la base cas initiale. En plus,
elle est plus facile à mettre en place puisque la construction de la base des cas initiale se
fait automatiquement sans avoir besoin de la présence de l’expertise humaine.
Table 13 – La comparaison entre l’approche proposée et l’approche diagnostiqueur de
[Philippot et al. (2012)].
Méthodes TD PI FA CH CL
L’approche diagnostiqueur 100% 100% 0 O(2Z−1 ∗ L+ Z ∗ L) O(L+ A)
L’approche proposée 98.2% 100% 0 O(Ncas ∗ Z) O(n ∗Ncas)
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5 Conclusion
Dans ce chapitre, nous avons mesuré la performance de l’approche présentée dans le
chapitre 4 pour le diagnostic du plateau tournant. Ceci est fait à travers plusieurs séries
de mesures effectuées sur le plateau tournant qui ont permis de construire la base de cas
initiale. A partir de cette dernière, une étude de classification multi-classes a été réalisée.
Elle a montré les avantages de l’approche sur le taux de bonne classification, le nombre
de fausses alarmes, la précision d’isolation et la complexité de mise en œuvre de l’approche.
Nous avons aussi mené une étude comparative entre notre approche, certaines mé-
thodes d’apprentissage automatique et une méthode de diagnostic à base de modèles. Les
différentes méthodes sont testées sur le même benchmark qui est le plateau tournant du
système de tri de caisses. Nous avons conclu que la méthode proposée possède un taux de
bonne classification comparable aux meilleures méthodes d’apprentissage automatique.
Cependant, elle n’a pas le meilleur taux de bonne détection par rapport à l’approche à
base de modèles. En effet, cette dernière détecte toutes les fautes décrites dans le modèle.
Cependant, elle est difficile à mettre en œuvre et sa complexité temporelle de construc-
tion est très coûteuse principalement lorsque le système est plus complexe. En parallèle,
la méthode proposée est facile à mettre en œuvre et sa complexité temporelle de construc-
tion est moins coûteuse même avec des systèmes complexes. Ceci montre l’efficacité de
l’approche proposée pour le diagnostic des fautes des SAP.
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Conclusion et perspectives
La motivation de ce travail de thèse est le diagnostic des fautes dans les systèmes
automatisés de production ayant une dynamique discrète. L’objectif est de proposer des
solutions de diagnostic intelligentes afin de remplacer les solutions traditionnelles qui
offrent de bons taux de détection de fautes mais qui sont difficiles à mettre en œuvre.
Trois familles de méthodes existent pour le diagnostic de cette catégorie de systèmes :
les méthodes à base de modèles, les méthodes à base de connaissances et les méthodes
à base de données. Les deux premières familles sont capables de détecter et de localiser
les fautes possibles efficacement mais elles nécessitent pour fonctionner correctement soit
un modèle analytique, précis et approfondi du système, soit une base de connaissance
qui doit être complète et cohérente. Le modèle analytique du système à diagnostiquer
est généralement difficile à établir et sa complexité temporelle de construction est très
coûteuse essentiellement lorsque le système à diagnostiquer est complexe. Bien que la
construction d’une base de connaissance riche et représentative peut s’effectuer automa-
tiquement en utilisant des approches de construction à base de modèles [Guerraz and
Dousson (2004); Saddem and Philippot (2014)] ou des approches de construction à base
de données [Dousson et al. (2008); Cram et al. (2012); Subias et al. (2014)], la mise à
jour et l’enrichissement de la base de données ne peut pas se faire automatiquement. En
effet, les méthodes n’ont pas la capacité d’apprendre de nouvelles connaissances à partir
des solutions des problèmes rencontrés et elles ne s’adaptent pas automatiquement aux
évolutions du système à diagnostiquer. Ce sont les experts humains qui doivent intervenir
pour prendre en compte les nouvelles modifications dans les spécifications du système afin
de mettre à jour la base de connaissance, ces nombreux ajustements manuels nécessitent
du temps.
Ces limites nous ont motivés à orienter nos travaux vers les méthodes à base de don-
nées [Venkatasubramanian et al. (2003); Moosavian et al. (2013); Dou and Zhou (2016);
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Vazan et al. (2017); Han et al. (2017)] qui présentent plusieurs avantages et comblent
les limites des deux premières familles. Elles gèrent de grandes quantités de données,
offrent une meilleure compréhension du problème, apprennent de nouvelles connaissances
à partir des solutions des problèmes rencontrés, s’adaptent automatiquement aux évo-
lutions et donnent de bons résultats. Les méthodes à base de données se basent sur les
techniques d’apprentissage automatique qui sont nombreuses. Le choix de la technique à
utiliser dépend de la nature du problème à résoudre et ses objectifs (c’est-à-dire prédiction,
regroupement, etc.)[Géron (2017)].
Apports de la thèse
Dans notre étude, nous avons cherché à déterminer la nature du comportement du
système à diagnostiquer à partir des différents signaux binaires des capteurs et des ac-
tionneurs dans différents cycles d’API. Pour y parvenir, nous avons suggéré l’utilisation
du raisonnement à partir de cas pour sa capacité de raisonnement et d’apprentissage in-
crémental [Aha et al. (1991); Ali et al. (2018)]. Les contributions apportées dans le cadre
de ce travail de thèse se présentent sous la forme de deux propositions :
1. La première proposition est un système d’aide à la décision pour le
diagnostic en ligne des SAP en utilisant le RàPC [Ben Rabah et al.
(2017a)]. L’approche présentée propose l’aide et l’assistance aux OHS en temps
réel. Elle ne requiert pas la connaissance complète sur le fonctionnement du sys-
tème. Elle est capable d’apprendre à partir des problèmes rencontrés. Elle se base
sur un format de représentation de cas qui représente les signaux binaires des
capteurs et des actionneurs pendant différents cycles d’API. Cependant, cette
représentation s’est avérée incomplète car elle ne permet pas de modéliser cer-
taines fautes comme le blocage d’un capteur ou d’un actionneur à 0 ou à 1. De
plus, si le nombre de composants du système à diagnostiquer est très important,
la proposition est confronté à un problème d’explosion combinatoire des descrip-
teurs. Aussi, cette approche n’est pas évolutive et devient inapplicable dans le
contexte de l’industrie du futur où les SAP doivent être extensibles, évolutifs et
reconfigurables.
2. La seconde proposition est une amélioration de la première proposition [Ben Ra-
bah et al. (2017b)] et se compose de deux phases. Dans la première phase, les cas
de la base de cas initiale sont construits à partir des données issues du système
simulé après son émulation en mode normal et fautif. Chaque cas de la base est
étiqueté (N ) si le comportement du système est normal et il est étiqueté par
le nom de la faute si le comportement du système est fautif [Ben Rabah et al.
(2017c)]. Dans la deuxième phase, pour chaque cycle d’API, un nouveau cas est
construit à partir des signaux des capteurs et des actionneurs. Ensuite, pour clas-
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ser ce nouveau cas, la proposition agit comme un classifieur multi-classes qui
cherche à ranger correctement le cas dans l’une des classes prédéfinies.
La validation de cette proposition a été réalisée pour le diagnostic de fautes sur un
plateau tournant. Elle a montré ses avantages du point de vue du « taux de bonne
classification », du « nombre de fausses alarmes », de la « précision d’isolation » et de
la « complexité de la mise en œuvre de l’approche ». L’étude comparative menée entre
l’approche proposée avec certaines techniques d’apprentissage automatique et avec une
méthode de diagnostic à base de modèles a montré l’efficacité de notre approche pour le
diagnostic en ligne des fautes dans les SAP.
Perspectives
Les perspectives présentées dans le cadre de cette thèse s’appuient sur les compétences
complémentaires du CReSTIC et du laboratoire "Computing, web services composition,
Optimization, Supervision, simulation,Multiagent systems and mobility for Outstanding
(COSMOS)" de l’ENSI.
Le travail développé dans la thèse semble exploitable dans le cadre de l’industrie du
futur mais il comprend quelques restrictions qu’il faut lever. Pour cela, nous envisageons
différents voies d’amélioration à court ou à moyen terme et nous prévoyons plusieurs pers-
pectives d’application à plus long terme.
I Améliorations possibles
• Test de l’approche sur un système réel ayant un jumeau numérique
Pour valider totalement notre approche, il faut la tester sur un système réel. Grâce
au projet de recherche de plateformes interconnectées « Factories of Future Champagne-
Ardenne » (FFCA). financé dans le cadre du CPER 2018-2020, le CReSTIC va disposer
d’un jumeau numérique de l’atelier flexible CELLFLEX 6. Pour appliquer notre approche,
nous cherchons à améliorer l’algorithme de génération de cas pour prendre en compte
les changements d’états simultanés de plusieurs E/S. En effet, l’algorithme de génération
automatique de cas proposé dans ce travail de thèse n’est pour le moment, pas capable
de décrire les changements d’états des entrées/sorties qui ont une relation de causalité
entre elles. En effet, l’hypothèse retenue prend uniquement en compte le changement
d’état d’une entrée E ou d’une sortie S précédé par le changement d’état d’une seule E/S
suivi par le changement d’état d’une seule E/S (voir la figure 51a). Alors que dans les
6. (http ://www.univ-reims.fr/meserp/accueil/plateau-de-formation-et-de-transfert-
technologique,9485,27019.html)
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systèmes plus complexes, deux autres situations peuvent se produire : la convergence et la
divergence. La convergence signifie qu’il peut y avoir des changements d’états de plusieurs
E/S au même temps suivi par un changement d’état d’une seule E/S (voir la figure 51b).
La divergence caractérise le changement d’état d’une seule E/S suivi par les changements
d’états de plusieurs E/S (voir la figure 51c). Une amélioration possible consiste alors à
prendre en compte ces deux situations dans l’algorithme de génération automatique de
cas.
(a) Séquentiel. (b) Convergence. (c) Divergence.
Figure 51 – (a) Graphes temporels des différents situations possibles.
• Optimisation de la base de cas
Le système de RàPC pour le diagnostic des SAP est conçu pour résoudre des problèmes
tout au long du fonctionnement du système industriel. En fonctionnant sur de longues
périodes, il est possible que de très nombreux cas soient générés augmentant ainsi la taille
de la base de cas. La conséquence directe est la détérioration des résultats du système
de diagnostic en raison d’une augmentation du temps dans l’étape de recherche des cas
sources les plus similaires. Pour pallier ce problème, l’optimisation de la base de cas
devient nécessaire. Elle vise à réduire la taille de la base de cas en supprimant des cas
afin de diminuer le temps de recherche tout en préservant la qualité de la base de cas. La
littérature présente plusieurs stratégies de suppression de cas :
• La suppression aléatoire qui consiste à éliminer aléatoirement un cas de la base
dès que sa taille dépasse un certain seuil [Markovitch and Scott (1988)].
• La suppression des cas les moins utilisés qui s’effectue en calculant la fréquence
d’utilisation de chaque cas. Les cas qui ont une fréquence faible sont supprimés
de la base de cas [Minton (1990)].
• La suppression basée sur la redondance et l’inconsistance qui consiste à prendre
chaque cas de la base pour lui faire passer dans un premier temps, un test de
redondance. Si le cas n’est pas redondant, un deuxième test d’inconsistance est
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réalisé. Il faut vérifier s’il y a un conflit entre la partie problème et la partie
solution du cas. Si le test n’est pas vérifié alors une alerte est générée pour avertir
l’utilisateur. Ce dernier peut ignorer l’alerte ou supprimer le cas [Racine and Yang
(1996)].
• La suppression basée sur la distribution qui étudie l’organisation des cas dans la
base de cas. Il s’agit de garder un ensemble de cas homogène car dans une base
de cas non homogène, le système de RàPC résoudra les problèmes incorrectement
[Smyth and McKenna (1998)].
Les deux premières méthodes sont simples à mettre en œuvre mais elles peuvent in-
fluencer la qualité de la base de cas et la performance du système de diagnostic. En
effet, en supprimant des cas de la base aléatoirement, des cas de grandes importances
peuvent être éliminés. En supprimant les cas les moins utilisés, des cas peuvent être reti-
rés alors que certains cas représentent des fautes dont la fréquence d’apparition est faible.
Les deux autres méthodes semblent intéressantes car elles prennent en compte soit les
deux critères de redondance et d’inconsistance soit le critère d’homogénéité des cas. Re-
grouper ces critères dans une solution nous semble intéressant étant donné qu’ils assurent
l’optimisation de la taille de la base tout en garantissant son homogénéité et sa cohérence.
I Perspectives d’application
• Applicabilité de l’approche sur des systèmes embarqués
Les systèmes embarqués intègrent du logiciel et du matériel et sont conçus pour assu-
rer des fonctionnalités critiques. Ils se caractérisent par une interaction continue avec leur
environnement, une puissance de traitement de plus en plus importante, un faible coût
d’utilisation, etc. Cependant, afin d’assurer le bon fonctionnement et garantir la disponi-
bilité de ces systèmes, il est important de concevoir un système de diagnostic fiable. Dans
ce contexte, nous pouvons appliquer notre proposition pour le diagnostic des systèmes
embarqués logiques. Cette classe des systèmes embarqués propose des fonctions logiques
mises en œuvre à l’aide de composants numériques comme les micro-contrôleurs, FPGA,
CPLD. Chaque fonction logique permet de calculer au fil du temps la valeur d’une sortie
en fonction de ses entrées et de son état interne. Ses entrées/sorties sont de type Tout ou
Rien (TOR). Notre approche peut être utilisée pour le diagnostic de cette classe de sys-
tèmes dans plusieurs domaines d’application comme le transport (diagnostic de la carte
de commande du système de freinage d’un train [Saddem et al. (2011b)]), les télécommu-
nications (détection d’intrusion dans des réseaux embarqués mobiles [Studnia (2015)], le
médical (diagnostic des instruments de mesures), etc.
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• Orientation de l’approche vers une structure distribuée
A long terme il est possible de proposer une architecture de diagnostic distribuée en
temps réel qui repose en particulier sur notre proposition et sur les Systèmes Multi-Agents
(SMA)[Ferber and Weiss (1999); Van der Hoek and Wooldridge (2008)]. En effet, les avan-
cées scientifiques réalisées dans cette thématique de recherche montrent bien l’adaptation
des SMA à la gestion efficace des systèmes complexes, dynamiques et fortement décentra-
lisés [Ben Hmida et al. (2015)]. Ce genre de systèmes est utilisé dans une grande variété
d’applications comme par exemple le contrôle du trafic aérien [Breil et al. (2017)], le
diagnostic des systèmes manufacturiers [Peixoto et al. (2015); Rocha et al. (2017)], la
fabrication des jeux [Ocio and Brugos (2009)], etc. Ces systèmes se caractérisent par un
ensemble de propriétés qui leur permettent de résoudre les problèmes les plus importants
dans les systèmes complexes [Ben Hmida (2013)]. A titre d’exemple, la décomposition
en agents offre un moyen efficace pour partitionner le problème complexe en plusieurs
sous problèmes plus faciles à résoudre. Dans ce cas, chaque agent remplit une partie du
problème d’une manière autonome et après l’ensemble d’agents coopèrent et coordonnent
leurs actions pour résoudre le problème initial. Cependant nous devons choisir une archi-
tecture multi-agents avec un nombre minimum de communication entre les agents afin de
minimiser le temps de résolution du problème de diagnostic.
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Nous présentons dans cette partie le principe des méthodes d’apprentissage automa-
tique les plus utilisées pour la résolution des problèmes de classification. Ces méthodes
sont les Machines à vecteurs de support (SVM), les arbres de décision, les forêts aléatoires,
les réseaux de neurones et la régression logistique. Ces méthodes sont détaillées dans la
suite.
1 Machines à vecteurs de support (SVM)
Les Machines à vecteurs de support ou Séparateurs à Vaste Marge (SVM)(en anglais
appelés Support Vector Machines) sont des algorithmes d’apprentissage automatique dési-
reuses qui sont capables de faire des classifications linéaires et non linéaires, des régressions
et des détections de données aberrantes [Géron (2017)]. Dans la section suivante, nous
allons présenter le principe d’une classification SVM linéaire et non linéaire.
1.1 Classification SVM linéaire
Pour expliquer le principe d’une classification SVM linéaire, supposons que nous dis-
posons de deux ensembles de formes géométriques différentes : un ensemble qui regroupe
les triangles et un ensemble qui rassemble les cercles. Les deux ensembles sont représentés
dans la figure 52. Pour ranger une nouvelle forme géométrique, par exemple l’étoile verte
de la figure 52, le classifieur SVM linéaire dessine une ligne droite qui sépare les formes
en deux classes (c’est à dire une classe pour les cercles et une pour les triangles). Après
il peut repérer si cette nouvelle forme est rangée comme étant un triangle ou un cercle.
Dans cet exemple, la nouvelle observation est classée comme étant un cercle.
L’emplacement de la ligne par rapport aux formes nous informe sur la qualité du mo-
dèle. En effet, si la ligne droite est très proche des formes de deux classes alors il s’agit
d’un mauvais modèle. Il ne donnera pas probablement des bons résultats pour des nou-
velles observations. Si la ligne droite est distante par rapport aux formes les plus proches
comme dans le cas de la figure 52 alors le modèle est bon. Cette classification est appelée
une "classification à large marge".
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Figure 52 – Classification SVM linéaire à large marge.
Cependant en ajoutant d’autres données, nous pouvons les avoir à l’intérieur du chemin
(représenté par les deux lignes pointillées). Pour cette raison, il est mieux d’utiliser un
modèle qui fait un compromis entre une large marge et limite le nombre de données à
l’intérieur du chemin. L’hyperparamètre "C " permet de contrôler cette proportion. Si la
valeur de C est grande alors la marge est petite comme dans l’exemple présenté dans la
figure 53. A l’inverse avec une petite valeur de C, la marge devient large et dans ce cas
nous aurions plus de données à l’intérieur du chemin (voir l’exemple de la figure 52).
Figure 53 – Classification SVM linéaire à petite marge.
Les classifieurs SVM linéaires sont efficaces cependant ils sont valables seulement pour
les jeux de données linéairement séparables. Dans la section suivante, nous présentons
comment nous pouvons classer les jeux de données qui ne sont pas linéairement séparables.
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1.2 Classification SVM non linéaire
Pour gérer les jeux de données qui ne sont pas linéairement séparables avec un clas-
sifieur SVM linéaire, une solution consiste à ajouter des nouvelles données à l’ancien jeu
de données. Le nouveau jeu de données est généralement linéairement séparable. L’ajout
des nouvelles données se fait en ajoutons pour chaque donnée une nouvelle donnée calcu-
lée en utilisant par exemple une fonction polynomiale du second degré. Cette technique
est efficace avec un faible degré polynomiale pour les données simples mais elle n’est pas
efficace pour les données complexes avec un faible degré polynomial. En effet, pour qu’on
puisse traiter les données complexes nous avons besoin d’avoir un degré polynomial élevé
[Géron (2017)]. Mais cette solution ralentit le traitement. Pour résoudre ce problème, une
solution consiste à utiliser la technique de "noyau" qui permet d’avoir plus de données
comme la technique précédente mais sans ajouter les données réellement. Cela permet de
diminuer le temps de traitement.
Une autre solution pour la classification des jeux de données non linéaire consite à
ajouter des données calculées à travers une fonction de similarité qui calcule la similarité
entre chaque donnée du jeu de données et un "point de repère" . Un exemple de fonction de
similarité est "la fonction de base radiale gaussienne" (en anglais Radial Basic Function
(RBF)) définie à travers l’équation 13.
φ(x, l) = exp(−γ‖x− l‖2) (13)
avec x est l’observation, l est un point de repère et γ est un hyperparamètre. L’emplace-
ment de chaque donnée du jeu de données est définie comme un point de repère.
2 Forêts aléatoires
En apprentissage automatique, il existe des méthodes d’apprentissage appelées "en-
semblistes". Elles combinent les prédictions de plusieurs modèles qui sont construites avec
un algorithme d’apprentissage donné. Il existe deux types des méthodes ensemblistes :
• Les méthodes ensemblistes hétérogènes combinent un ensemble de modèles pro-
duit par des algorithmes différents sur un même jeu de données.
• Les méthodes ensemblistes homogènes combinent un ensemble de modèles pro-
duits par un même algorithme d’apprentissage sur un même jeu de données.
Ainsi nous pouvons distinguer une autre classification pour ces méthodes :
• Les méthodes ensemblistes de calcul de la moyenne qui consistent à construire
plusieurs modèles indépendamment puis de faire la moyenne de leurs prédictions.
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En général le modèle combiné est meilleur que les autres modèles. L’algorithme
des forêts aléatoires est un algorithme ensembliste qui s’appuie sur ce principe.
• Les méthodes ensemblistes de boosting [Freund et al. (1996); Schapire (2003)]
qui consistent à construire plusieurs modèles séquentiellement. Le principe de
ces méthodes consiste : (i) à construire un premier modèle et l’évaluer ; (ii) à
augmenter les poids des observations qui induisent en erreur afin de leur donner
plus d’importance ; (iii) à construire un deuxième modèle avec le nouveau jeu
de données pondéré ; (iv) à construire plusieurs modèles qui s’appuient chacun
sur les erreurs effectuées par le modèle précédent et à pondérer à chaque fois le
nouveau jeu de données et finalement à combiner ces modèles afin d’obtenir un
modèle plus performant. AdaBoost [Freund et al. (1996); Freund and Schapire
(1997)] est un algorithme de boosting qui s’appuie sur ce principe.
Dans cette section, nous allons détailler le principe des forêts aléatoires qui est une mé-
thode d’apprentissage ensembliste homogène. Elle se présente comme l’une des méthodes
les plus puissantes [Breiman (2001)]. Elle permet de produire un ensemble de modèles en
se basant sur un même algorithme qui est les "arbres de décision". En effet, cet ensemble
d’arbres de décision est entrainé sur différents sous-ensembles du jeu d’entrainement. Pour
déterminer la classe d’une nouvelle observation x, il suffit d’obtenir les prédictions de cha-
cune des arbres puis de choisir la classe qui a le plus grand nombre de votes.
Puisque les arbres de décision sont les composants fondamentaux de cette méthode,
nous décrivons dans la suite leurs principes.
2.1 Arbres de décision
Ce sont des algorithmes d’apprentissage automatique permettant de résoudre des pro-
blèmes de classification et de régression. Ils sont très puissants et ils s’adaptent facilement
à des jeux de données complexes [Géron (2017)]. Aussi, ils sont simples, faciles à com-
prendre et à interpréter par les opérateurs humains puisqu’ils sont capables de retracer
les questions à poser pour effectuer leurs choix.
La figure 54 montre un exemple d’un arbre de décision pour la classification des fleurs
IRIS en utilisant le jeu de données d’IRIS [Fisher (1936)] introduit dans le chapitre 2. Le
sens de cet arbre est le suivant : si nous voulons ranger une nouvelle fleur d’IRIS, nous
commençons par vérifier la largeur du pétale du noeud racine de l’arbre.
– Si la largeur du pétale de cette fleur est inférieure ou égale à 0.8 cm alors nous
descendons vers le nœud coloré en orangé qui représente un noeud terminal. Il
est appelé "feuille" puisqu’il n’a pas de nœuds fils. Afin de déterminer la classe
prédite, il suffit de voir l’attribut "class". Dans ce cas la nouvelle fleur est un
"IRIS setosa".
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Figure 54 – Arbre de décision IRIS.
– Si la largeur du pétale de cette fleur est supérieure à 0.8 cm alors nous descen-
dons vers le nœud inférieur à droite coloré en blanc. Ce nœud n’est pas un nœud
terminal. Pour cette raison nous vérifions la condition "la largeur de pétale est
elle inférieure ou égale à 1.75 cm ?". Si la condition est vrai alors nous descendons
vers le nœud inférieur à gauche (coloré en vert). Dans ce cas la fleur est un "IRIS
versicolor". Sinon, nous descendons vers le nœud inférieur à droite qui n’est pas
un nœud terminal. Dans ce cas la fleur est un "IRIS verginica". Nous continuons
ce raisonnement jusqu’à arriver aux feuilles qui sont responsables de la prise de
décision.
L’attribut "samples" représente le nombre d’observations du jeu d’entrainement qui
ont vérifié (ou non) la condition du noeud du niveau précédent. A titre d’exemple, dans
le nœud présenté en orangé, il y 50 observations qui vérifient la condition "largeur du
pétale est inférieur ou égale à 0.8 cm". L’attribut "value" indique la répartition de ces
observations dans les différentes classes [x, y, z] avec x est le nombre d’observations de la
classe "setosa", y est le nombre d’observations de la classe "versicolor" et z est le nombre
d’observations de la classe "virginica". Dans l’exemple du noeud présenté en orangé, toutes
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les observations retenues appartiennent à la classe "setosa".
L’attribut "gini de chaque nœud mesure son impureté. Cette notion a été introduite
par Breiman en 1984 [Breiman (1984)]. Elle caractérise le degré de mélange des classes
dans un même nœud. En effet, le fonctionnement d’un arbre de décision se base sur l’ordre
des attributs selon leur emplacement dans chaque nœud. Le choix des attributs se fait par
rapport à la capacité de séparer les différentes observations en classes homogènes. Cette
capacité est calculée à travers une mesure d’impureté [Breiman (1996b)] qui peut être
la mesure « gini » (présenté à travers l’équation 14) ou la mesure d’ «entropie»(décrite
dans l’équation 15).
Mesure gini :
Gi =
n∑
K=1
(pi,k)2 (14)
Mesure d’entropie :
Entropiei =
n∑
K=1
pi,klog(pi,k) (15)
avec n est le nombre de classes et pi,k est le pourcentage d’observations de la classe K
parmi toutes les observations d’entrainement dans le ième nœud. Une fois cette mesure est
calculée pour les différents attributs, nous choisissons l’attribut qui a la mesure la plus
élevée.
Plusieurs algorithmes exploitent les arbres de décision, parmi ces algorithmes nous
citons : ID3 (Iteractive Dichotomizer 3) qui est développé en 1986 par « Ross Quinlan »
[Quinlan (1986)], C4.5 qui est extension de ID3 [Quinlan (1993)], C5.0 est le successeur
de C4.5 et CART (Classification and Regression Tree (CART)). Scikit-learn utilise une
version optimisé de CART : Decision Tree Classifier pour les classifications multi-classes
et Decision Tree Regressor pour les problèmes de régression [Pedregosa et al. (2011)].
Comme nous venons d’indiquer au début de cette section, une forêt aléatoire est un
ensemble d’arbres de décision qui utilise le même algorithme d’entrainement sur des sous-
ensembles différents du jeu d’entrainement. Le fait d’utiliser le même classifieur (arbre de
décision) sur différents sous-ensembles du jeu d’entrainement, sélectionnés aléatoirement,
permet d’avoir des résultats diversifiés. Il suffit d’obtenir les prédictions de chacun des
arbres puis de choisir la classe ayant le plus grand nombre de votes.
Il existe deux méthodes de sélection aléatoire : le « bagging »[Breiman (1996a)] et le
« pasting » [Breiman (1999)]. Le principe de ces deux méthodes est détaillé dans la sous
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section suivante.
2.2 Bagging et Pasting
Lorsque la sélection des sous-ensembles du jeu d’entrainement s’effectue avec re-
mise, la méthode est appelée « bagging » (l’abréviation d’agrégation bootstrap)[Breiman
(1996a); Quinlan et al. (1996)] et lorsque la sélection se fait sans remise, la méthode est
appelée « pasting »[Breiman (1999)]. La figure 55 présente un exemple d’un jeu d’entrai-
nement initial qui comporte 4 balles rouges, 3 vertes et 2 bleues. Après un tirage aléatoire
avec remise, le sac 1 contient 2 balles bleues et 4 rouges et le sac 2 contient deux balles
bleues et 2 vertes. Puisque le tirage est avec remise, les deux balles bleues sont tirées dans
le sac 1 et le sac 2.
Figure 55 – La méthode bagging.
Suite à un tirage sans remise (figure 56), le sac 1 contient 4 balles rouges et 2 bleues
alors que le sac 2 contient 2 balles vertes. En effet, le sac 2 ne peut pas contenir ni des
balles rouges ni des balles bleues car elles sont utilisées dans le sac 1.
Figure 56 – La méthode pasting.
L’objectif principal de ces deux méthodes est de prélever plusieurs fois des observa-
tions du jeu d’entrainement et de les utiliser pour l’entrainement de plusieurs prédicteurs.
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Les arbres de décision représentant une forêt aléatoire sont généralement entrainés selon
la méthode bagging mais aussi ils peuvent être entrainés selon la méthode pasting.
Pour entrainer une forêt aléatoire avec scikit-learn, il existe deux solutions : (a) uti-
liser la classe Bagging Classifier pour l’échantillonnage et ensuite la classe Decision Tree
Classifier pour l’entrainement. (b) utiliser directement la classe Random Forest Classifier
qui est plus optimisée [Géron (2017)].
3 Réseaux de neurones
Les réseaux de neurones sont un ensemble de neurones interconnectés. Ces intercon-
nexions peuvent avoir plusieurs architectures. Dans la suite nous présentons le perceptron
[Rosenblatt (1957)] qui est l’une des premières architectures les plus simples. Nous pré-
sentons ensuite les perceptrons multicouches [Rosenblatt (1961)].
3.1 Perceptron simple
Le perceptron est l’une des architectures des réseaux de neurones les plus simples qui
est inventée par Rosenblatt en 1957 [Rosenblatt (1957)]. Cette architecture est présentée
dans la figure 57.
Figure 57 – Un perceptron.
Elle est formée de deux couches : une couche d’entrée et une couche de sortie. La couche
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d’entrée représente les neurones d’entrée qui permettent de sortir les mêmes entrées four-
nies. La couche de sortie représente un type de neurone artificiel différent des autres, appelé
«Unité Linéaire à Seuil (ULS)» en anglais appelé "Linear Threshold Unit(LTU)"(voir la
figure 58). Chaque neurone ULS est connecté à toutes les neurones d’entrées et aussi à un
neurone particulier appelé "neurone de biais" dont la sortie est toujours égale à 1 (neu-
rone de terme constant). Les neurones de la couche d’entrée sont connectés à toutes les
neurones ULS à travers des poids Wnm entre les n neurones d’entrée les m neurones de
sortie.
L’ULS sert à calculer une somme pondérée de toutes les entrées puis il applique une
"fonction d’activation" (appelée aussi une "fonction de transfert") pour cette somme. La
fonction Heaviside présentée à travers l’équation 16 et la fonction sign décrite à travers
l’équation 17 sont deux exemples des fonctions de transfert.
Heaviside(z) =
0 Si z < 01 sinon z >= 1 (16)
Sign(z) =

−1 Si z < 0
0 Si z = 0
1 Si z > 0
(17)
Figure 58 – Unité linéaire à seuil.
Pour entrainer un perceptron c’est à dire déterminer les poids de connexion, le prin-
cipe se base sur la règle de Hebb proposée par "Donald Hebb" [Hebb et al. (1949)] qui
suggère que "si un neurone biologique déclenche un autre alors la connexion entre ces
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deux neurones se renforce". Cela veut dire que chaque neurone de sortie qui produit une
prédiction juste, ses connexions liées aux neurones d’entrée sont renforcées. Donc pour
l’entrainement du perceptron en utilisant un jeu d’entrainement, l’algorithme est itératif
car à chaque instance d’entrainement, il effectue des prédictions et pour chaque neurone
de sortie qui produit une prédiction juste il renforce ses connexions suivant la règle décrite
dans l’équation 18. Cette règle prend en compte l’erreur commise pendant l’apprentissage.
Wij = Wij + η(yi − Yi)xi (18)
— Wij représente le poids de la connexion entre le ième neurone de la couche entrée et
le jème neurone de la couche de sortie ;
— xi correspond à la ième valeur d’entrée de l’instance d’entrainement courante ;
— yj correspond à la sortie prédite du jème neurone de sortie pour l’instance d’entrai-
nement courante ;
— Yj correspond à la sortie réelle du jème neurone de sortie pour l’instance d’entraine-
ment courante ;
— η est le taux d’apprentissage dans le réseau.
Le perceptron simple permet de résoudre uniquement les problèmes qui sont linéaire-
ment séparables. Pour cette raison, il est incapable d’apprendre des motifs complexes. En
1969, Minsky ont dévoilé plusieurs faiblesses des perceptrons simples qui sont incapables
de résoudre des problèmes simples comme le problème de classification de "OU exclusif".
Pour résoudre ce problème, des chercheurs ont proposé une autre architecture des résaux
de neurones appelée "les perceptrons multicouches PMC"(en anglais Multilayer Percep-
tron).
3.2 Perceptron multicouche (PMC)
L’architecture PMC [Rosenblatt (1961)] est constituée d’une couche d’entrée, d’une
ou plusieurs couches ULS qui sont appelées des couches cachées et d’une dernière couche
ULS qui présente la couche de sortie. L’architecture est présentée dans la figure 59. La
couche d’entrée et la ou les couches cachées comprennent un "neurone de biais" dont la
sortie est toujours est égale à 1.
L’entrainement du PMC consiste à donner au réseau les instances d’entrainements et
ensuite de lui demander de modifier ses poids afin de retrouver les sorties réelles de ces
instances de traitement. L’algorithme d’entrainement de PMC est appelé "Rétropropaga-
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Figure 59 – L’architecture du PMC.
tion" [Rumelhart et al. (1985)]. Pour chaque instance d’entrainement et après avoir affecté
des poids aléatoires dans le résau, il consiste à :
a) Calculer la sortie de chaque neurone dans chaque couche consécutive (de la
couche d’entrée vers la couche de sortie) ;
b) Calculer l’erreur du réseau en comparant la sortie calculée (c’est-à-dire la sortie
prédite) avec la sortie réelle ;
c) Pour chaque neurone de sortie, calculer la contribution à l’erreur des neurones
des couches cachées qui précédent le neurone de sortie (il s’agit d’un passage
en arrière : de la couche de sortie vers la couche d’entrée). Cette étape mesure
le "gradient d’erreur" pour tous les connexions du réseau.
d) Ajuster les poids de connexions entre les couches en utilisant la méthode de
"descende de gradient" et les gradients d’erreurs calculés pour chaque connexion
dans l’étape précédente. La descente de gradient est un algortithme d’optimi-
sation qui consiste à corriger petit à petit les poids de connexions afin de
minimiser l’erreur dans le réseau. La modification des poids se fait dans le sens
inverse du gradient d’erreur.
Les PMC peuvent être utilisés pour la classification binaire et aussi pour la classifica-
tion multi-classes. Dans le cas d’une classification multi-classes les fonctions d’activations
de la couche de sortie sont remplacées par une fonction partagé "Softmax". Cette fonction
calcule pour chaque observation x et pour les k classes les probabilités Pk d’appartenance
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de x au différents classe k (voir l’équation 19). La sortie de chaque neurone de la couche
de sortie est la probabilité estimée pour la classe qui la représente. Pour l’observation x
le perceptron multicouche prédit alors la classe ayant la plus grande probabilité.
Pk =
exp(zk)∑k
i=1 exp(zi)
(19)
avec K est le nombre de classes et zk est la somme pondérée calculée par le neurone de
sortie de la classe k.
4 La régression logistique
L’algorithme de régression logistique [Berkson (1944, 1951)] appelé aussi régression
logit peut être utilisé pour la régression (estimer la valeur numérique de la variable cible)
et aussi pour la classification binaire. Il permet d’estimer la probabilité d’appartenance
d’une observation x à une classe particulière. Si la probabilité calculée est supérieure ou
égale à 50% alors le modèle range l’observation x à cette classe (classe positive), sinon il
range l’observation à l’autre classe (classe négative).
Pour l’estimation des probabilités, le modèle de régression logistique calcule première-
ment une somme pondérée pour toutes les variables d’entrées (notée s) et deuxièmement
il calcule une fonction logistique de cette somme pondérée (équation 21). Cette fonction
logistique (noté σ) est une fonction "sigmoïde" qui est définie dans l’équation 20 et repré-
sentée dans la figure 60.
σ(s) = 11 + exp(−s) (20)
p = σ(wT ∗ x) (21)
Avec w est le vecteur de pondérations des différentes variables de l’observation x, wT
est le transposé du vecteur w.
Après le calcul de la probabilité qu’une observation x appartienne à la classe positive,
le modèle peut facilement ranger x soit à la classe positive (si p >=0.5) soit à la classe
négative (si p <0.5).
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Figure 60 – Fonction logistique.
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Annexe B
1 Algorithme de génération automatique des parties
problèmes
Algorithme 1 Algorithme de génération automatique des parties problèmes
Entrées: O, I, TempsCycleAPI {O est un tableau d’objets contenant les signaux de n
actionneurs, I est un tableau d’objets contenant les signaux de m capteurs et Temps-
CycleAPI est le temps du cycle de l’API}
Sorties: PartieProbleme
1: EV T ←′′′′
2: tampon←′′′′
3: PartieProbleme← [] {La partie problème}
4: TempsCyclecourant← 0
5: TempsCycleprécédent← 0
6: pour chaque cycle d’API faire
7: SignatureBinaire←′′′′
8: Etape 0 : Formulation de la SignatureBinaire
9: pour i = 1, i++, i <= n faire
10: SignatureBinaire ← SignatureBinaire + str(O[i]) {Convertir les n éléments
de O et les assigner à la Signature Binaire}
11: fin pour
12: pour i = 1, i++, i <= m faire
13: SignatureBinaire ← SignatureBinaire + str(I[i]) {Convertir les m éléments
de I et les assigner à la Signature Binaire}
14: fin pour
15: SignatureBinaire← SignatureBinaire+Remplacer(”True”, 1)
16: SignatureBinaire← SignatureBinaire+Remplacer(”False”, 0)
17: TempsCyclecourant← TempsCyclecourant+ TempsCycleAPI
18: si tampon != SignatureBinaire alors
19: Etape 1 : Formulation de l’événement référent (ER)
20: si tampon == ′′′′ alors
21: tampon← SignatureBinaire
22: TempsCycleprécédent← TempsCyclecourant
23: EV T ←′′′′
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24: sinon
25: Etape 2 : Formulation de l’événement contraint (EC)
26: pour i de 1 à longueur de la SignatureBinaire faire
27: si (tampon[i] !=SignatureBinaire[i]) alors
28: si (tampon[i]=="0" et SignatureBinaire[i]=="1") alors
29: EV T ← EV T + ”R” {R représente un front montant}
30: EV T ← EV T +Appoint(i) {Appoint(i) permet d’associer pour chaque
élément i le nom du capteur ou de l’actionneur qui lui correspond}
31: EC ← EV T
32: sinon
33: EV T ← EV T + ”F” {F représente un front descendant}
34: EV T ← EV T +Appoint(i) {Appoint(i) permet d’associer pour chaque
élément i le nom du capteur ou de l’actionneur qui lui correspond}
35: EC ← EV T
36: fin si
37: fin si
38: fin pour
39: tampon← SignatureBinaire
40: Etape 3 : Formulation de la CT
41: BI ← (TempsCyclecourant− TempsCycleprécédent)−∆T
42: BS ← (TempsCyclecourant− TempsCycleprécédent) + ∆T
43: si ER="" alors
44: ER← ”IN”
45: BI ← 0
46: BS ← 0
47: fin si
48: Etape 4 : Formulation d’un nouveau triplet
49: T=new Triplet(ER,EC,BI,BS)
50: Etape 5 : Formulation d’une nouvelle partie problème
51: PartieProbleme.ajouter(T )
52: TempsCycleprécédent← TempsCyclecourant
53: ER← EC
54: fin si
55: fin si
56: fin pour
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 APPROCHE INTELLIGENTE À BASE DE RAISONNEMENT À PARTIR DE CAS POUR LE DIAGNOSTIC EN LIGNE DES SYSTÈMES AUTOMATISÉS DE 
PRODUCTION  
Les systèmes automatisés de production (SAP) représentent une classe importante de systèmes industriels qui sont devenus complexes et 
sensibles aux dysfonctionnements avec des conséquences importantes sur la productivité, la qualité de production et la sécurité des biens et 
des personnes. Un défi majeur est de mettre en œuvre des approches systématiques d’aide ou de diagnostic afin de garantir la sûreté de 
fonctionnement. Cette thèse s’intéresse donc au diagnostic en ligne des comportements indésirables des SAP ayant des capteurs et des 
actionneurs délivrant des signaux binaires et dont la dynamique correspond à celle des systèmes à évènements discrets (SED). L’efficacité d’une 
approche de diagnostic au service de ce type de systèmes se mesure à travers le taux de bonne détection de fautes, la précision d’isolation, le 
nombre de fausses alarmes et la complexité de mise en œuvre de l’approche. L’objectif de ce travail est donc de concevoir des solutions de 
diagnostic intelligentes qui satisfont les critères mentionnés sans requérir la connaissance complète du fonctionnement interne du système, 
capables de se mettre à jour en temps réel pour améliorer les performances et ayant un faible coût de mise en œuvre. L’approche proposée 
dans cette thèse est basée sur le Raisonnement à Partir de Cas (RàPC) qui est à la fois une méthodologie de raisonnement par analogie et une 
méthodologie d’apprentissage issue du domaine de l’intelligence artificielle. L’originalité des travaux réside en finalité dans les quatre items 
suivants : (1) l’approche proposée utilise le RàPC pour le diagnostic des SAP ayant une dynamique de type SED, (2) elle propose un format de 
représentation de cas inspiré du formalisme Signatures Temporelles Causales qui s’adapte à l’aspect dynamique des systèmes à surveiller, (3) 
elle introduit une phase qui couplent simulation et mise en forme de données pour la transformation des données issues du système simulé 
après son émulation en mode normal et défaillant, et (4) elle présente une phase de raisonnement et d’apprentissage qui permet non seulement 
le diagnostic en ligne du système surveillé mais aussi la mise à jour de la base de cas suite à l’apparition de nouveaux comportements inconnus. 
 
MOTS CLES : Diagnostic, apprentissage automatique, raisonnement à partir de cas, système d’aide à la décision, systèmes à évènements 
discrets, systèmes automatisés de production, métriques de distance, systèmes à base de données.  
INTELLIGENT APPROACH USING CASE-BASED REASONING FOR ONLINE DIAGNOSIS OF AUTOMATED PRODUCTION SYSTEMS 
Automated Production Systems (APS) represent an important class of industrial systems. They have become complex and susceptible to 
malfunctions, with significant negative consequences on productivity, production quality and security of property and people. The main 
challenge when using such systems is to implement systemic assistance or diagnosis approaches in order to ensure their operating safety. Within 
this framework, we focus, in this thesis, on the online diagnosis of the APS equipped with sensors and actuators emitting binary signals. These 
systems can be considered as ‘Discrete Event Systems’ (DES). The effectiveness of an approach for diagnosing such systems is measured through 
good detection rate, isolation accuracy, false alarms number and the method implementation complexity. The objective of this work is, thus, to 
propose intelligent diagnosis solutions satisfying the mentioned criteria without complete knowledge about the system’s internal functioning. 
The solutions, whose implementation is not expensive, are able to update themselves in real time in order to improve their performance. The 
introduced approach is based on a reasoning and learning methodology derived from ‘Artificial Intelligence’ (AI) which is the ‘Case Based 
Reasoning’ (CBR). The originality of our research work is observed in the following 4 aspects : (1) the developed approach uses the CBR for the 
diagnosis of the APS with DES dynamics, (2) it suggests a case representation format inspired by the ‘Causal Temporal Signatures’ (CTS) which is 
able to adapt to the dynamic aspect of the systems to be monitored, (3) it exploits data acquired from a digital twin after its emulation in both 
normal and faulty modes to build an empirical knowledge called ’cases’ and finally (4) it presents a reasoning and learning phase that allows not 
only the online diagnosis of the monitored system, but also the updating of the case base following the appearance of the new unknown 
behaviors. 
KEYWORDS: Diagnosis, machine learning, case-based reasoning, decision support system, discrete event systems, automated production 
systems, distance metrics, data driven systems. 
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