In a real uniformly convex and uniformly smooth Banach space, some new monotone projection iterative algorithms for countable maximal monotone mappings and countable weakly relatively non-expansive mappings are presented. Under mild assumptions, some strong convergence theorems are obtained. Compared to corresponding previous work, a new projection set involves projection instead of generalized projection, which needs calculating a Lyapunov functional. This may reduce the computational labor theoretically. Meanwhile, a new technique for finding the limit of the iterative sequence is employed by examining the relationship between the monotone projection sets and their projections. To check the effectiveness of the new iterative algorithms, a specific iterative formula for a special example is proved and its computational experiment is conducted by codes of Visual Basic Six. Finally, the application of the new algorithms to a minimization problem is exemplified.
The above inequality is equivalent to the following:
A Banach space E is said to be uniformly convex [1] if for any two sequences {x n } and {y n } in E such that x n = y n = 1 and lim n→∞ x n + y n = 2, lim n→∞ x n -y n = 0 holds.
If E is uniformly convex, then it is strictly convex. The function ρ E : [0, +∞) → [0, +∞) is called the modulus of smoothness of E [2] if it is defined as follows:
ρ E (t) = sup 1 2 x + y + x -y -1 : x, y ∈ E, x = 1, y ≤ t .
A Banach space E is said to be uniformly smooth [2] if
The Banach space E is uniformly smooth if and only if E * is uniformly convex [2] .
We say E has Property (H) if for every sequence {x n } ⊂ E which converges weakly to x ∈ E and satisfies x n → x as n → ∞ necessarily converges to x in the norm.
If E is uniformly convex and uniformly smooth, then E has Property (H).
With each x ∈ E, we associate the set
Then the multi-valued mapping J : E → 2 E * is called the normalized duality mapping [1] . Now, we list some elementary properties of J. 
) for x ∈ E and k ∈ (-∞, +∞), J(kx) = kJ(x).
For a nonlinear mapping U, we use F(U) and N(U) to denote its fixed point set and null point set, respectively; that is, F(U) = {x ∈ D(U) : Ux = x} and N(U) = {x ∈ D(U) : Ux = 0}.
Definition 1.2 ([3]) A mapping T ⊂ E × E
* is said to be monotone if, for ∀y i ∈ Tx i , i = 1, 2,
we have x 1 -x 2 , y 1 -y 2 ≥ 0. The monotone mapping T is called maximal monotone if R(J + θ T) = E * for θ > 0.
Definition 1.4 ([5])
Let B : C → C be a mapping, then (1) an element p ∈ C is said to be an asymptotic fixed point of B if there exists a sequence {x n } in C which converges weakly to p such that x n -Bx n → 0, as n → ∞. The set of asymptotic fixed points of B is denoted byF(B); (2) B : C → C is said to be strongly relatively non-expansive ifF(B) = F(B) = ∅ and ϕ(p, Bx) ≤ ϕ(p, x) for x ∈ C and p ∈ F(B); (3) an element p ∈ C is said to be a strong asymptotic fixed point of B if there exists a sequence {x n } in C which converges strongly to p such that x n -Bx n → 0, as n → ∞. The set of strong asymptotic fixed points of B is denoted byF(B); (4) B : C → C is said to be weakly relatively non-expansive ifF(B) = F(B) = ∅ and ϕ(p, Bx) ≤ ϕ(p, x) for x ∈ C and p ∈ F(B).
Remark 1.5 It is easy to see that strongly relatively non-expansive mappings are weakly relatively non-expansive mappings. However, an example in [6] shows that a weakly relatively non-expansive mapping is not a strongly relatively non-expansive mapping. 
is a closed and convex subset of E; (2) if x n → x and y n ∈ Tx n with y n y, or x n x and y n ∈ Tx n with y n → y, then x ∈ D(T) and y ∈ Tx.
Definition 1.8 ([4])
(1) If E is a reflexive and strictly convex Banach space and C is a nonempty closed and convex subset of E, then for each x ∈ E there exists a unique element v ∈ C such that x -v = inf{ x -y : y ∈ C}. Such an element v is denoted by P C x and P C is called the metric projection of E onto C. (2) Let E be a real reflexive, strictly convex, and smooth Banach space and C be a nonempty closed and convex subset of E, then for ∀x ∈ E, there exists a unique element x 0 ∈ C satisfying ϕ(x 0 , x) = inf{ϕ(y, x) : y ∈ C}. In this case, ∀x ∈ E, define C : E → C by C x = x 0 , and then C is called the generalized projection from E onto C. It is easy to see that C is coincident with P C in a Hilbert space.
Maximal monotone mappings and weakly or strongly relatively non-expansive mappings are different types of important nonlinear mappings due to their practical background. Much work has been done in designing iterative algorithms either to approximate a null point of maximal monotone mappings or a fixed point of weakly or strongly relatively non-expansive mappings, see [5] [6] [7] [8] [9] [10] and the references therein. It is a natural idea to construct iterative algorithms to approximate common solutions of a null point of maximal monotone mappings and a fixed point of weakly or strongly relatively non-expansive mappings, which can be seen in [11] [12] [13] [14] [15] and the references therein. Now, we list some closely related work.
In [12] , Wei et al. presented the following iterative algorithms to approximate a common element of the set of null points of the maximal monotone mapping T ⊂ E × E * and the set of fixed points of the strongly relatively non-expansive mapping S ⊂ E × E, where E is a real uniformly convex and uniformly smooth Banach space:
Under some mild assumptions, {x n } generated by (1.1), (1.2), or (1.3) is proved to be strongly convergent to N(T)∩F(S) (x 1 ). Compared to projective iterative algorithms (1.1) and (1.2), iterative algorithm (1.3) is called monotone projection method since the projection sets H n , V n , and W n are all monotone in the sense that H n+1 ⊂ H n , V n+1 ⊂ V n , and W n+1 ⊂ W n for n ∈ N . Theoretically, the monotone projection method will reduce the computation task.
In [13] , Klin-eam et al. presented the following iterative algorithm to approximate a common element of the set of null points of the maximal monotone mapping A ⊂ E × E * and the sets of fixed points of two strongly relatively non-expansive mappings S, T ⊂ C × C, where C is the nonempty closed and convex subset of a real uniformly convex and uniformly smooth Banach space E.
(1.4)
Under some assumptions, {x n } generated by (1.4) is proved to be strongly convergent to j=1 . They constructed the following two iterative algorithms in a real uniformly convex and uniformly smooth Banach space E:
and
(1.6)
Under some assumptions, {x n } generated by (1.5) or (1.6) is proved to be weakly conver-
. Inspired by the previous work, in Sect. 2.1, we shall construct some new iterative algorithms to approximate the common element of the sets of null points of countable maximal monotone mappings and the sets of fixed points of countable weakly relatively non-expansive mappings. New proof techniques can be found, restrictions are mild, and error is considered. In Sect. 2.2, an example is listed and a specific iterative formula is proved. Computational experiments which show the effectiveness of the new abstract iterative algorithms are conducted. In Sect. 2.3, an application to the minimization problem is demonstrated.
The following preliminaries are also needed in our paper.
Definition 1.9 ([16]
) Let {C n } be a sequence of nonempty closed and convex subsets of E, then (1) s-lim inf C n , which is called strong lower limit, is defined as the set of all x ∈ E such that there exists x n ∈ C n for almost all n and it tends to x as n → ∞ in the norm. (2) w-lim sup C n , which is called weak upper limit, is defined as the set of all x ∈ E such that there exists a subsequence {C n k } of {C n } and x n k ∈ C n k for every n k and it tends to x as n k → ∞ in the weak topology; (3) if s-lim inf C n = w-lim sup C n , then the common value is denoted by lim C n .
Lemma 1.10 ([16])
Let {C n } be a decreasing sequence of closed and convex subsets of E, i.e., C n ⊂ C m if n ≥ m. Then {C n } converges in E and lim C n = ∞ n=1 C n .
Lemma 1.11 ([17]) Suppose that E is a real reflexive and strictly convex Banach space.
If lim C n exists and is not empty, then {P c n x} converges weakly to P lim C n x for every x ∈ E. Moreover, if E has Property (H), the convergence is in norm.
Lemma 1.12 ([18]
) Let E be a real smooth and uniformly convex Banach space, and let {u n } and {v n } be two sequences of E. If either {u n } or {v n } is bounded and
Lemma 1.13 ([19]) Let E be a real uniformly convex Banach space and r ∈ (0, +∞). Then there exists a continuous, strictly increasing, and convex function
y ∈ E with x ≤ r and y ≤ r.
Strong convergence theorems and experiments

Strong convergence for infinite maximal monotone mappings and infinite weakly relatively non-expansive mappings
In this section, we suppose that the following conditions are satisfied: (A1) E is a real uniformly convex and uniformly smooth Banach space and J : E → E * is the normalized duality mapping; (A2) T i ⊂ E × E * is maximal monotone and S i : E → E is weakly relatively non-expansive for each i ∈ N ; (A3) {s n,i } and {τ n } are two real number sequences in (0, +∞) for i, n ∈ N . {α n } is a real number sequence in (0, 1) for n ∈ N ; (A4) {ε n } is the error sequence in E.
Algorithm 2.1
Step 1. Choose u 1 , ε 1 ∈ E. Let s 1,i ∈ (0, +∞) for i ∈ N . α 1 ∈ (0, 1) and τ 1 ∈ (0, +∞). Set n = 1, and go to Step 2.
Step
otherwise, go to Step 3.
Step 3. Construct the sets V n , W n , and U n as follows:
Step 4.
Step 4. Choose any element u n+1 ∈ U n+1 for n ∈ N .
Step 5. Set n = n + 1, and return to Step 2.
Proof We split the proof into eight steps.
Step 1. V n is a nonempty subset of E. In fact, we shall prove that (
Thus p ∈ V 2,i , which ensures that p ∈ V 2 . Suppose the result is true for n = k + 1. Then, if n = k + 2, we have
Then p ∈ V k+2,i , which ensures that p ∈ V k+2 . Therefore, by induction, (
Step 2. W n is a nonempty closed and convex subset of E for n ∈ N .
2 , then it is easy to see that W n,i is closed and convex for i, n ∈ N . Thus W n is closed and convex for n ∈ N . Next, we shall use inductive method to show that (
In fact, ∀p ∈ (
). If n = 1, it is obvious that p ∈ W 1 = E. Then, from the definition of weakly relatively non-expansive mappings, we have
Combining this with Step 1, we know that p ∈ W 2,i for i ∈ N . Therefore, p ∈ W 2 . Suppose the result is true for n = k + 1. Then, if n = k + 2, we know from Step 1 that
which implies that p ∈ W k+2,i , and then p ∈ (
Step 3. Set y n = P W n+1 (u 1 ). Then y n → y 0 = P ∞ n=1 W n (u 1 ), as n → ∞. From the construction of W n in Step 3 of Algorithm 2.1, W n+1 ⊂ W n for n ∈ N . Lemma 1.10 implies that lim W n exists and lim W n = ∞ n=1 W n = ∅. Since E has Property (H), then Lemma 1.11 implies that y n → y 0 = P ∞ n=1 W n (u 1 ), as n → ∞.
Step 4. {u n } is well defined. It suffices to show that U n = ∅. From the definitions of P W n+1 (u 1 ) and infimum, we know that for τ n+1 there exists b n ∈ W n+1 such that
This ensures that U n+1 = ∅ for n → ∞.
Step 5. u n+1 -y n → 0 as n → ∞.
Since u n+1 ∈ U n+1 ⊂ W n+1 , then in view of Lemma 1.13 and the fact that W n is convex, we have, for ∀k ∈ (0, 1),
Therefore,
Letting k → 1, then y n -u n+1 → 0 as n → ∞. Since y n → y 0 , then u n → y 0 , as n → ∞.
Step 6. u n -v n,i → 0 for i ∈ N , as n → ∞.
Thus, by using Step 5 and by letting ε n → 0, we have
Step 7. w n,i -u n → 0 for i ∈ N , as n → ∞.
Since u n+1 ∈ U n+1 ⊂ W n+1 , then noticing Steps 5 and 6,
as n → ∞. Lemma 1.12 implies that u n+1 -w n,i → 0, as n → ∞. Since u n → y 0 , then w n,i → y 0 for i ∈ N , as n → ∞.
Step 8. 
Corollary 2.3 If i ≡ 1, denote by T the maximal monotone mapping and by S the weakly relatively non-expansive mapping, then Algorithm 2.1 reduces to the following:
where {ε n } ⊂ E, {s n } ⊂ (0, ∞), {τ n } ⊂ (0, ∞), and {α n } ⊂ (0, 1).
Suppose that E, {ε n }, {τ n }, and {α n } satisfy the same conditions as those in Theorem 2.
If N(T) ∩ F(S) = ∅ and inf n s n > 0, then the iterative sequence
u n → y 0 = P ∞ n=1 W n (u 1 ) ∈ N(T) ∩ F(S), as n → ∞.
Algorithm 2.2 Only doing the following changes in Algorithm 2.1, we get Algorithm 2.2:
w n,i = J -1 α n Ju 1 + (1 -α n )JS i v n,i for all i ∈ N, and ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ W 1 = E, W n+1,i = {z ∈ V n+1,i : ϕ(z, w n,i ) ≤ α n ϕ(z, u 1 ) + (1 -α n )ϕ(z, v n,i )}, W n+1 = ( ∞ i=1 W n+1,i ) ∩ W n .
Theorem 2.4 If, in Algorithm 2.2, v n,i = u n + ε n and w n
Proof Similar to Theorem 2.1, the result follows.
Theorem 2.5
We only change the condition that 0 < sup n α n < 1 in Theorem 2.2 by α n → 0, as n → ∞. Then the iterative sequence u n → y
Proof Copy Steps 1, 3, 4, 5, and 6 in Theorem 2.2 and make slight changes in the following steps.
2 , then it is easy to see that W n,i is closed and convex for i, n ∈ N . Thus W n is closed and convex for n ∈ N .
Next, we shall use inductive method to show that (
). If n = 1, it is obvious that p ∈ W 1 = E. Then, from the definition of weakly relatively non-expansive mappings, we have ϕ (p, w 1,i ) ≤ α 1 ϕ(p, u 1 ) + (1 -α 1 )ϕ(p, S i v 1,i ) ≤ α 1 ϕ(p, u 1 ) + (1 -α 1 )ϕ(p, v 1,i ).
Combining this with Step 1, we know that p ∈ W 2,i for i ∈ N . Therefore, p ∈ W 2 . Suppose the result is true for n = k + 1. Then, if n = k + 2, we know from Step 1 that p ∈ V k+2,i for i, k ∈ N . Moreover,
which implies that p ∈ W k+2,i and then p ∈ (
Step 7. w n,i -u n → 0 for i ∈ N , as n → ∞. Since u n+1 ∈ U n+1 ⊂ W n+1 , then in view of the facts that α n → 0 and Step 6,
as n → ∞, for i ∈ N . Lemma 1.12 implies that w n,i -u n → 0 for i ∈ N , as n → ∞.
Step 8.
). In the same way as Step 8 in Theorem 2.2, we have
Thus in view of Lemma 1.6,
. This completes the proof.
Corollary 2.6 If i ≡ 1, denote by T the maximal monotone mapping and by S the weakly relatively non-expansive mapping, then Algorithm 2.2 reduces to the following:
where {ε n } ⊂ E, {s n } ⊂ (0, ∞), {τ n } ⊂ (0, ∞) and {α n } ⊂ (0, 1). Then
(2) Suppose that E, {ε n }, {τ n }, and {α n } satisfy the same conditions as those in Theorem 2.5. If N(T) ∩ F(S) = ∅ and inf n s n > 0, then the iterative sequence
Remark 2.7 Compared to the existing related work, e.g., [12] [13] [14] , strongly relatively nonexpansive mappings are extended to weakly relatively non-expansive mappings. Moreover, in our paper, the discussion on this topic is extended to the case of infinite maximal monotone mappings and infinite weakly relatively non-expansive mappings.
Remark 2.8 Calculating the generalized projection H n ∩V n ∩W n (x 1 ) in [12] or H n ∩V n (x 1 )
in [13] is replaced by calculating the projection P W n+1 (u 1 ) in Step 3 in our Algorithms 2.1 and 2.2, which makes the computation easier.
Remark 2.9 A new proof technique for finding the limit y 0 = P ∞ n=1 W n (u 1 ) is employed in our paper by examining the properties of the projective sets W n sufficiently, which is quite different from that for finding the limit N(T)∩F(S) (x 1 ) in [12] 
or N(A)∩F(S)∩F(T) (x 1 )
in [13] .
Remark 2.10 Theoretically, the projection is easier for calculating than the generalized projection in a general Banach space since the generalized projection involves a Lyapunov functional. In this sense, iterative algorithms constructed in our paper are new and more efficient.
Special cases in Hilbert spaces and computational experiments
Corollary 2.11 If E reduces to a Hilbert space H, then iterative Algorithm 2.1 becomes the following one:
The results of Theorems 2.1 and 2.2 are true for this special case.
Corollary 2.12 If E reduces to a Hilbert space H, then iterative Algorithm 2.2 becomes the following one:
The results of Theorems 2.4 and 2.5 are true for this special case.
Corollary 2.13
If, further i ≡ 1, then (2.1) and (2.2) reduce to the following two cases:
3)
The results of Corollaries 2.3 and 2.6 are true for the special cases, respectively. Remark 2.14 Take H = (-∞, +∞), Tx = 2x, and Sx = x for x ∈ (-∞, +∞). Let ε n = α n = τ n = 1 n and s n = 2 n-1 for n ∈ N . Then T is maximal monotone and S is weakly relatively
Remark 2.15 Taking the example in Remark 2.14 and choosing the initial value u 1 = 1 ∈ (-∞, +∞), we can get an iterative sequence {u n } by algorithm (2.3) in the following way: 5) where
Proof We can easily see from iterative algorithm (2.3) that
To analyze the construction of set W n , we notice that
In view of (2.7), compute the left-hand side of (2.8):
Meanwhile, compute the right-hand side of (2.8):
Using (2.8)-(2.10), we get
Next, we shall use inductive method to show that
for n ∈ N. , thus
. So we have
Therefore, we may choose u 2 ∈ U 2 as follows:
From ( . Thus (2.12) is true for n + 1.
Suppose (2.12) is true for n = k, that is,
Then, for n = k + 1, we first analyze the set V k+2 .
From (2.11),
It is easy to check that u 1 + (u 1 -v k+1 ) 2 + τ k+2 > 1 > v k+1 , and
Then we may choose u k+2 ∈ U k+2 such that
Now, we show that v k+2 > 0.
Since
, which is obviously true. Thus v k+2 > 0.
Next, we show that , then
< 0, which implies that v k+2 < v k+1 . Therefore, by induction, (2.12) is true for n ∈ N . Since 0 < v n+1 < v n < 1, then lim n→∞ v n exists. Set a = lim n→∞ v n . From (2.12), lim n→∞ u n = a and from (2.6), a = 0. Then in view of (2.7), lim n→∞ w n = 0. That is, lim n→∞ w n = lim n→∞ v n = lim n→∞ u n = 0.
This completes the proof.
Remark 2. 16 We next do a computational experiment on (2.5) in Remark 2.15 to check the effectiveness of iterative algorithm (2.3). By using the codes of Visual Basic Six, we get Table 1 and Fig. 1 , from which we can see the convergence of {u n }, {v n }, and {w n }. , n ∈ N, (2.14)
where v n = u n +ε n 1+2s n and w n = α n u 1 + (1 -α n )v n for n ∈ N . Then {u n }, {v n }, and {w n } converge strongly to 0 ∈ N(T) ∩ F(S), as n → ∞.
Remark 2. 18 We do a computational experiment on (2.14) in Remark 2.17 to check the effectiveness of iterative algorithm (2.4). By using the codes of Visual Basic Six, we get Table 2 and Fig. 2 , from which we can see the convergence of {u n }, {v n }, and {w n }. 
Applications to minimization problems
