Abstract. We provide a theoretical framework for model predictive control of infinite-dimensional systems, like, e.g., nonlinear parabolic PDEs, including stochastic disturbances of the input signal, the output measurements, as well as initial states. The necessary theory for implementing the MPC step based on an LQG design for infinite-dimensional linear time-invariant systems is presented. We also briefly discuss the necessary ingredients for the numerical computations using the derived theory.
Introduction
The control of nonlinear processes is a fundamental problem in engineering. A usual strategy for computer-aided control consists in pre-computing, in an offline phase, an optimal trajectory and control input, and in the implementation (online phase) to endow the system with a feedback controller in order to compensate for external disturbances and deviations from the optimized trajectory. A successful strategy for designing a nonlinear control scheme for complex dynamical systems, whose global optimization is impossible in real time, is model predictive control (MPC), see, e.g., [10, 14] . In this approach, the behavior of the dynamical process is predicted on a small (local) time horizon and then optimized for a certain time interval using an auxiliary problem for which the computational solution of the local optimization problem is feasible in real-time. The control strategy is then applied for a small time step, the process is advanced in time, and for the next time step, prediction and optimization are repeated for the new state of the system based on new available measurements. Under certain conditions, this process converges to the optimal solution of the global control problem if the time steps and prediction/optimization horizons tend to zero, see, e.g., [10, 14] and references therein. If used as a feedback control scheme, the "optimization" goal is to minimize the deviation from the desired trajectory so that stabilization, i.e., convergence to zero, becomes the goal.
If the state is not fully available in the prediction step, one is faced with the problem of incomplete observations. This requires to include a state estimator in the prediction/optimization step. If the local optimization problem is solved via an auxiliary linear-quadratic optimal control (LQ) problem (based on a suitable linearization of the nonlinear system) without control and state constraints, the optimal state estimator in a least-squares sense is given by the Kalman(-Bucy) filter [19] , and the solution of the local LQ problem is obtained by the linearquadratic Gaussian (LQG) design, consisting of a combination of the Kalman filter and the linear-quadratic regulator (LQR). This requires the solution of two Riccati equations. Depending on whether the linearization is time-invariant or time-varying, these are the algebraic or differential Riccati equations (ARE or DRE, respectively) -see, e.g., [12] or any other textbook on linear control design. In [18] , this MPC/LQG approach was suggested for finite-dimensional problems. Here, we will extend this idea to infinite-dimensional systems.
In the following we consider the control problem
subject to the semi-linear stochastic system with additive unmodeled disturbancė
u(t) ∈ U, x(t) ∈ X , where v(t) is an unknown Gaussian disturbance process with covariance V and η denotes the noise in the initial condition. Since in many applications the state is not completely available we introduce the output function (simulating measurements)
where w(t) is a measurement noise process which will also be assumed to be Gaussian with covariance W . If (2) is an ordinary differential equation then we have a finite-dimensional problem with X = R n , Y = R p and U = R m . In the case of a partial differential equation (PDE), the problem is infinite-dimensional and X , Y, U are appropriate Hilbert spaces. Here, B, F, Q, R are linear operators on these Hilbert spaces, f is a nonlinear map, and . , . are inner products on the respective Hilbert spaces.
The outline of the paper is as follows: in the next section, we will briefly sketch the MPC/LQG control design. In Section 3, we will then provide the necessary theoretical background to solve the local LQG problems for infinite-dimensional systems and briefly discuss a framework for the numerical approximation of the solution of the AREs to be solved in a practical implementation of the infinite-dimensional controller. Note that we have demonstrated the efficiency of the suggested MPC/LQG approach for the stabilization of the noisy Burgers equation in [4] and for a 3D reaction-diffusion system in [6] . Concluding remarks are provided in Section 4.
The MPC/LQG controller
Given a reference trajectory and control (x(t),ū(t)) obtained, e.g., from an offline optimization procedure, in the following we design a model predictive feedback control strategy. This MPC/LQG approach is based on a linearization of (2) on small intervals to obtain a linear time-invariant (LTI) or time-varying (LTV) problem. Due to space restrictions, we will concentrate here on the LTI case. For the general strategy in the LTV case, we refer to [5, 15] We solve this linear problem on a small interval by using an LQG design. Note that we write M * to denote the adjoint operator corresponding to the linear operator M and the derivative of f from (2) is to be understood as the Fréchet derivative. With these preliminaries, the strategy is the following:
(1) Prediction and optimization step on
linearize (2) around a given set pointx to obtain A = f (x(t i )) and the linear state equatioṅ
in order to obtain X and
where V , W are the covariance matrices of the noise processes. Feed the real system on [t i , t i + T c ] with
and obtain the "measurement" y(t) by solving the nonlinear system on [t i , t i + T c ]. Estimate the state byx(t) by solvinġ
using the estimator gain L = Σ C * W −1 .
(3) Receding Horizon
Step: update t i+1 = t i + T c and go to the first step.
Note that the solutions of the AREs (3) and (4) [16] . Analogous results for the LTV case in the slightly more general MPC setting are obtained in [5, 15] .
Remark 2. Solving the AREs (3) and (4) yields an LQG controller for an infinite time-horizon. Therefore, we can also consider this scheme as an MPC scheme with infinite prediction and optimization horizon.
In the following, we will discuss an appropriate setting in which this procedure is well-posed and can be approximated using an appropriate numerical scheme. Note that using efficient numerical algorithms, large-scale AREs resulting from discretized PDE control problems can be solved in a reasonable time-scale, see [7] . Whether or not this is real-time feasible depends on the control horizon T c of the process. Further advances in computer hardware and improvements of the numerical algorithms will certainly allow real-time solution of AREs for moderately fast processes with medium-fine granularity of the discretization in the near future.
Infinite-dimensional LQG theory
Consider the following nonlinear optimal control problem:
subject toẋ(t) = f (x(t)) + Bu(t) + F v(t), t > 0,
Following the infinite-dimensional LQG theory derived in [11] and denoting the set of linear maps from M to N by L(M, N ), we will assume the following:
, all self-adjoint and nonnegative and ν, Rν ≥ α||ν|| 2 for all ν ∈ U and some α > 0; -x 0 ∈ X , η is a zero mean Gaussian random variable on X with covariance Σ 0 , -v(t) and w(t) are Wiener processes (Gaussian with zero mean) on the Hilbert spaces U and Y with incremental covariance operators V ∈ L(U) and
Assuming that f (x) is Fréchet-differentiable and linearizing on small intervals [t i , t i + T p ] around a stationary operating pointx, we obtain the stochastic LTI problem in differential form on [t i , t i + T p ]:
with z(t) := h(t) = x(t) −x(t),ũ(t) = u(t) −ū(t) and
where A := f (x(t i )) is the Fréchet derivative of f , evaluated atx(t i ).
Note that the linear system (6) is only a local approximation to the original nonlinear system, but nevertheless we will use it to solve the LQG problem on an infinite horizon. The so obtained control is then only applied locally on the control horizon [t i , t i + T c ], then the prediction horizon is shifted by T c , and a new linearization based onx(t i + T c ), leading to a new LQG problem, is used.
To avoid problems of existence and uniqueness of the stochastic evolution equation (6), we use its integral form on [t i , t i + T p ]:
where S t is a strongly continuous semigroup on X generated by A on [t i , t i + T p ] (see, e.g., [13] for the notion of semigroups and their properties). A direct consequence of results from [11] is then the following theorem which yields the solution to the MPC/LQG/LTI problem on [t i , t i + T p ] for T p = ∞: Theorem 1. Under the Assumptions 1., the optimal control and corresponding estimated state for the minimization problem (5) subject to (7) 
where S t is the strongly continuous semigroup generated by
and Π ∞ and Σ ∞ are the unique nonnegative, self-adjoint solutions of the ARE
and the FARE
Note again that the global solution of the LQG problem which is computed for T p = ∞ in the above theorem is only used locally on [t i , t i + T c ]. In this way, we can implement the infinite-dimensional MPC/LQG controller for any infinite dimensional system satisfying the assumptions made in this section. Checking the Assumptions 1 for a practical problem is tedious. In [15] , as an example the control problem for the Burgers equation
is considered and it is shown that linearization about a set point leads to an infinite-dimensional LTI system satisfying the Assumptions 1.
For a practical implementation, it is of course necessary to discretize the infinite-dimensional system and to work with a finite-dimensional approximation. If the infinite-dimensional problem is defined via a PDE, this can be achieved using a spatial semi-discretization based on finite differences or finite elements. As both A and its adjoint A * appear in the formulation of the problem and their discretizations A h and A T h are used to define the finite-dimensional AREs that need to be solved to obtain the approximate feedback and estimator gain matrices K h and L h , standard convergence results for finite element discretizations are not sufficient. The necessary conditions for dual convergence are stated in [2] for linear parabolic equations with distributed control and are generalized in [8] to boundary control problems. Both papers only consider the LQR problem, the extension to the LQG case is rather straightforward and is executed in [15, Section 8.2.6] . The numerical solution of the resulting large-scale AREs is the computational bottleneck of the suggested control approach. The effective solution of large-scale AREs and associated LQR problems is discussed, e.g., in [1, 3, 7, 20] . The main idea is to apply a Newton-type method to the quadratic nonlinear systems of equations defined by the AREs and to solve the Newton steps by effective iterative methods. It should be noted that for LQG design as discussed here, the actual solution operators/matrices are not necessary as one is only interested in the feedback and estimator gain matrices K and L. Note that the Newton iteration for AREs can be re-written in such a way that one directly iterates on approximations to these operators rather than on approximations to the ARE solutions. This saves a significant amount of workspace and computational effort and is thus recommended in the context of the suggested MPC/LQG scheme. For an efficient variant of the Newton-Kleinman iteration suitable for large-scale AREs, see [9] . Numerical examples demonstrating the effectiveness of the proposed MPC/LQG feedback control design for PDE-constrained optimization problems are shown in [4] for the Burgers equation and in [5] for a bilinear 3D reaction-diffusion system.
Conclusions
We have presented a framework for model predictive control of infinite-dimensional nonlinear systems subject to stochastic perturbations based on an LQG design to implement the optimization step. This includes the state estimation using a Kalman filter. Linearization about the set point leads to an LTI system. We have focused here on the necessary theoretical ingredients to render this step well-posed. Sufficient conditions for convergence of a numerical approximation scheme to implement the LQG design in a computational procedure can be derived, but are not detailed here due to space restrictions. Though stabilization properties of the nonlinear infinite-dimensional MPC/LQG controller have not been shown yet, numerical experiments in [4, 5] illustrate the good performance of this control scheme. Further improvements can be obtained if one allows for time-varying linearizations in the optimization step, i.e., linearization around the reference trajectory. The treatment of this case is similar to the LTI case and will be described, together with further numerical experiments, in a forthcoming detailed publication. A convergence and stabilization proof of the infinite-dimensional design based on ideas presented in [16] [17] [18] is in progress. Further investigations are necessary in order to make the approach real-time feasible. This may require algorithmic improvements in the Riccati solvers or the inclusion of a model reduction strategy in the prediction and optimization step.
