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Abstract
The main aim of this study was to show that scattered radiation in the backward direction can be used as 
an additional source of material-specific information about a sample measured simultaneously to a 
primary method in the forward direction, e.g. X-ray diffraction imaging. Many applications for material and 
structural discrimination employing X-ray scattering and absorption collimate the emitted radiation in a 
defined direction. Scattered radiation into other directions often remains disregarded or is shielded.
The major physical effects characterising the backward-scattered spectra are, besides attenuation, 
Compton shift and material-specific Doppler broadening of the photon spectrum in the sample. The shape 
of a Compton-broadened peak can reveal information about the electron momentum of an element or, 
even to some extent, of a chemical compound. Since most applications utilises polychromatic X-ray 
sources the focus of this work was the analysis of Compton scattered characteristic anode peaks from 
sample materials. The multiplet structure of these characteristic peaks superimposed to a broad 
Bremsstrahlung spectrum is challenging for peak-shape analysis.
The initial part of this work was the design and characterisation of an experimental set-up for measuring 
energy-resolved Compton scattered spectra of sample materials. Subsequently different calculation 
models were developed for describing the broadening of the characteristic lines of the anode material. 
These models were adapted to the specific experimental conditions. Essentially, two types of methods 
were considered. The first calculation procedure evaluated scattered spectra based on tabulated material- 
specific Compton profiles. The second model was a phenomenological approach. It fitted a function 
consisting of Gaussian curves above a linearly approximated background to the curvature of the 2"  ^
derivative of the Compton spectrum.
These models were experimentally validated on Compton profiles of a variety of sample materials 
containing period 2 and period 3 elements. It was proven that in principle comparing measured spectra 
with calculated spectra provides high material differentiation capabilities, but for most molecules tabulated 
Compton profiles are not available and the independent atom approximation causes deviations.
The phenomenological method employed extracted Gaussian curve fit-parameters to distinguish 
measured materials quantitatively. Most of the samples could be distinguished from each other based on 
their profile structure.
A principal component analysis of corrected spectra provided an alternative approach and showed 
capabilities to separate scatter-spectra of different materials.
In principle, more sample-specific information valuable for material separation could be extracted as 
compared to a simple integration method of backscattered radiation.
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1. Introduction
The practical application of X-ray technologies for material analysis has been well established for non 
destructive testing and especially for security applications. The major portion of applied technologies is 
based on the acquisition of radiation penetrating an object of interest and the subsequent analysis of the 
specific absorption [\^,%  In most cases the recorded radiation intensity provides information about the 
material characteristics in terms of density and averaged atomic numbers. Combining these data with the 
spatial position two or three dimensional images can be generated. Visualisation software displays the 
revealed structural information. In addition technologies such as Dual energy methods provide even more 
specific material information to a certain extent.
Besides the transmission imaging techniques newer approaches of X-ray diffraction imaging have been 
established capable to reveal more specific useful material parameters especially in situations where the 
typical observables density and effective atomic numbers are very similar, not accessible or ambiguous 
The scattered radiation is often considered as a disturbing side-effect that needs to be reduced or 
totally shielded. However, even this kind of radiation contains specific information about the scattering 
materials. The analysis of this scattered radiation might reveal additional data to support the primary 
measurement method. A potential utilisation especially of Compton scattered radiation suffers often from 
low intensity combined with spatial resolution requirements. This can be compensated either by increased 
measurement time or by large solid angles in combination with larger sensitive detector areas. In recent 
years low cost room temperature semiconductor detectors demonstrating energy resolution capability 
nearly of the order of Germanium detectors became available. Thus, apart from specialised lab 
applications the approach of analysing energy resolved Compton backscattered spectra became worth to 
be more closely investigated.
1.1. Incoherent scattering and Compton profiles
Laue and Bragg investigated in the early 20*  ^ century the interaction between X-rays and matter. An 
incident photon can stimulate a bound electron that emits as secondary source radiation with the same 
wavelength. Compton predicted theoretically an additional mode of interaction of X-rays with electrons 
resulting into a loss of energy of the emitted photons due to an energy transfer process from an incident 
photon on a free electron at rest. This inelastic process named Compton scattering was and still is subject 
of intensive experimental and theoretical studies [®j. Compton performed several experimental 
investigations in order to determine the frequency shift. He predicted the correlation between the energy 
of an incoming photon co-i and an inelastically scattered photon of the energy 0)2 in dependency on the 
scattering angle <9 which is the angle between the incident and outgoing photon momentum. The constant 
mc^ represents the rest mass of an electron.
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û>2 = ----------------- — ----------------------------------------------------------------------------------- Equation (1)
l +  - ^ ( l - c o s ^ )  
me
The validity of the correlation in equation (1) was confirmed in Compton’s experiments, but insufficient 
instrumentation and resolution of the measurement devices left it not undiscovered but disregarded. The 
consideration of a free electron at rest is a conditionally valid approximation. Generally, electrons in matter 
are bound and in motion. The distribution of momentum of the scattering electrons causes a Doppler shift 
in the scattered photon f  ]. Thus, an energy distribution of the outgoing photons caused by the momentum 
variation of the involved electrons emerges despite of a monochromatic incident photon. This distribution 
in the inelastic scattering process is known as the Compton profile (CP). The shape depends on the 
specific atomic binding. Later when this relationship became clearer the investigation of the CPs was used 
to study these binding effects. It turned out that the analysis of measured CPs provides an experimental 
access to the (one-dimensional) electron density distribution of the target material [^ ].
A substantial part of the theoretical discussion has been the formal description of the electron momentum 
distribution. A standard theory was established in terms of the Impulse Approximation (lA) suggested by 
DuMond in 1929 [®] which describes the Compton scattering from bound electrons treated as a scattering 
process from free electrons. This approximation is valid as long as the recoil energy of the involved 
electron is much higher than its binding energy. Based on the lA an expression for a double differential 
scattering cross-section was established [®]. A more precise expression was found in the relativistic 
treatment of the lA, it is the Relativistic Impulse Approximation RIA f°].
Further work was done to find a precise criterion for the validity of lA and RIA. Theoretical investigations 
beyond the validity of the approximation such as the investigation of asymmetry effects and scattering at 
low energies were conducted These investigations showed increasing deviations from the lA/RIA 
partially verified by high resolution experiments. Modifications of the theoretical models were suggested. 
Many experimental investigations were performed in order to confirm theoretical predictions. In order to 
keep the analysis simple monochromatic radiation sources like X-ray tubes with filters or crystal 
monochromators as well as radio nuclides were employed in a suitable y-ray emission range. 
The scattered spectra were acquired using preferably detectors with a high energy resolution capability or 
using spectral analyser. These measurements were performed at different primary energies and 
scattering angles and, more importantly, with different scattering materials and material compounds from 
low to high atomic numbers and from gases in pressure cells f®] to metallic samples f"*]. A series of 
experiments worth mentioning was the experimental determination of Compton profiles from transition 
metals with y-sources f®]. These experiments exemplified the dependency on the measurement time. In 
order to get sufficient peak count-rate a measurement time of 20 days was necessary. The count-rate
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problem is one of the key parameters for an efficient material analysis. The use of X-ray sources would 
provide essentially more primary photon flux, but measures have to be taken to achieve an acceptable 
energy resolution in the acquired scattered spectrum [%
High resolution Compton scattering measurements on crystals along their main crystallographic directions 
were carried out by using incident low-energy radiation from synchrotron sources. The high brilliance and 
flux rate enables the investigation of high resolution ground-state electronic properties of matter 
Besides the principle investigations of the electron density distribution in mater the measurement of 
Compton scattering can be found in the material analysis and in medical studies. This can be divided into 
two levels. In the first level the entire scattered spectrum is analysed as a kind of integrated scatter 
response from a scattering object. In many applications large scattering angles were chosen in order to 
gain large energy shifts. In a different scenario a measuring device cannot be placed in a direction of a 
low scattering angle due to geometrical constraints. It is often named as Compton backscattering 
analysis. Applications can be found in the non destructive testing [^ ®] of hidden defects underneath a 
covering surface up to the detection of buried landmines f®]. y-ray sources were used for the 
characterisation of samples like tissue for instance in medical studies Polychromatic sources were 
often utilised in case of low energy resolution requirements.
More rarely the second level can be found in literature. It is the energy resolved analysis of Compton 
scattered spectra, especially the investigation of the Compton profile in terms of efficient material analysis 
using polychromatic sources. Some investigations were made with filtering methods in order to narrow the 
continuous spectrum and multiple peaks p ].
An important project was the theoretical description and technical realisation of a Compton scattering 
spectrometer to investigate the emission spectrum of medical X-ray tubes. Within this project the incident 
radiation was determined backwardly from a measured Compton spectrum scattered from a defined 
object p ]. The determined spectrum was in good agreement to a directly measured spectrum which is not 
simply accessible. The method presented an effective approach to analyse the spectral quality of a high- 
flux X-ray tube and was used to adjust the exposure time to minimise the dose-rate.
The fact that the Compton profile analysis is more sensitive to lower Z material than other methods (like 
X-ray fluorescence analysis) became of particular interest in the quality analysis of mining products, for 
instance the content of ash in coal [^ ®].
A good overview about Compton scattering and Compton profiles can be found in literature 
summarising published results from theoretical discussions up to experimental methods and results. In 
summary, theoretical models based on the electron momentum distribution function determined with 
combinations of electron wave-functions could be verified with experimental data. The basic physical 
processes are well understood. In principle materials in terms of chemical elements and molecules show
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specific shapes of CPs. In comparison to coherent X-ray diffraction patterns which shows several more or 
less distinctive peaks in the momentum transfer spectrum due to the geometrical arrangement of scatter 
centres in the sample the CP analysis is concentrated on the shape of the incoherently scattered, Doppler 
broadened and Compton shifted peaks of a primary intensity distribution.
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1.2. Objectives
From the considerations above the objective of this study can be derived. The analysis of CPs reveals 
information on the material the primary photons were scattered from. With a view on the acquisition time 
required for collecting spectral information of sufficient resolution this study investigates an efficient 
measurement and analysis method to determine and distinguish sample materials. In contrast to 
coherent X-ray scattering the analysis of CPs is expected to be less sensitive to geometrical resolution 
effects owing to its more broaden structure. Larger scattering volumes can be tolerated which might be 
beneficial for scanning applications.
Subsequent to the introduction the fundamental theory of the scattering process and the CPs are 
described in the second chapter.
In the third chapter the influence of the scattering angle on the geometrical resolution of the 
Compton scattering process is investigated. Using the results a compact Compton spectrometer 
was designed utilising an arrangement of an X-ray tube as a primary radiation source, a primary 
and secondary collimator and finally an energy resolving room temperature detector.
In fourth chapter followed by some initial system performance measurements several series of energy 
resolved Compton scattered spectra from different material samples were acquired. In addition a 
deterministic calculation routine was created to simulate and investigate the effect of Compton 
broadening using this spectrometer. The results provided a better understanding of the influence of the 
primary tube spectrum with its broad Bremsstrahlung spectrum and specific characteristic peak 
structure on the measured scatter spectra.
In the fifth chapter different spectra and peak-shape analysis methods are investigated capable to 
extract numerical and in this manner comparable spectral features focused on a potential material 
differentiation. A reference spectrum based attenuation correction was introduced to process 
spectra of unknown samples and to mitigate the influence of sample attenuation. Finally principal 
component analysis was applied to a set of sample spectra. It exemplified the potential material 
discrimination capability of this mathematical approach.
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2. Theory
In the following chapter the physical model of Compton scattering and the Compton profiles is briefly 
described.
2.1. Compton process and cross-section
In literature several models to describe the scattering process are presented [^ ]^. A simplified 
consideration of the scattering process (independent particle approximation) is reduced to a bound 
electron and a photon in an initial state in addition to a final state consisting of an ejected electron, a 
residual ion and a scattered photon. The most common physical model is based on the impulse 
approximation (lA) [®]. It assumes that the scattering process is a one-particle process of an electron 
considered only in an initial and a final state. The bound electron is treated as a free electron while 
keeping the momentum distribution of the bound electron wave-function. Other interactions are neglected 
[®]. Due to the assumption that the energy transfer during the scattering process is much larger than the 
binding energy it can also be neglected. For low Z-materials the electron binding energies lb are in a 
magnitude less than 3 keV (e.g. oxygen/&= 0.54keV, chlorine lb=2.8 keV).
From theoretical model an expression for the CP in the momentum space J(pz) can be derived as [®]; 
J ^ P z ) = \ \  p i p )  dp ,d p  y .  Equation (2)
PxPy
Thus the CP J(pz) is directly related to the momentum distribution of the electrons p(p) before scattering. 
The direction was chosen as z-axis (Pz). For an electron in a state i//(r) the momentum distribution p(p) is 
identical to the state wave momentum representation | çj(p)\^ and <p(p) is the Fourier transform of the 
spatial wave function i//(r) [®°].
1 “
ç (p ) =  - f =  I r f V  Equation (3)
- i
It can be obtained by the conservation relations from energy and momentum, where ki and kz are the 
wave vectors of the incoming and outgoing photons (Figure 2-1). The conservation of energy is given by 
Ei+coi=E2+co2 and the momentum pi+ki=p 2+k2. Using the energy-momentum relation +mc^ one
can obtain f®]:
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=
2m
P + (^ 1 - £ l  =  _ + i ^ P2m 2m m
Equation (4)
The expression Pz is the projection of the momentum p of the electrons before scattering onto the 
scattering vector k  of the photon.
p - k  c ù .(D .{ l-œ s 6 ) -m c ^ ( (o .- (D j)
r -  1 *  =^  C-^CO  ^ +CO2 -20 )^C 02 COS 0
Equation (5)
Figure 2-1: Schematic diagram of the interaction of the incoming photon and the moving electron. Subscripts 1 and 2 
denote the incoming and Compton scattered photons and electron. The scattering angle is 0. The photons have the 
energy o i and 0 2  in atomic units (h=e=m=1) and the wave vectors k i and k2 . The energies of the electron are E i and £2 
and the momenta p i and p 2 .
Considering several electron stages the momentum distribution can be obtained by the sum of the 
occupied stages N:
p ip ) = 'E \ v , ( p t Equation (6)
The peak centre energy of the Compton shift can be calculated by setting Pz = 0, where coi and (02 are the 
incoming and outgoing photon energies and 0 is the scattering angle. As a simple example the Compton 
profile of a photon scattered from the electron of a hydrogen atom is calculated in the appendix (chapter 
8.4).
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An expression for the double-differential incoherent scattering cross-section with respect to the solid angle 
d n  and energy of the scattered photon (02 in the relativistic impulse approximation was obtained as [^]:
d^a Equation(7)
d c O jd Q . 2 k
Where m is the rest mass of the electron and ro its classical radius. The dimension of atomic units was 
selected with k=c=1. The Klein-Nishina type of expression X kn arises from the assumption that in case of 
low energy- and momentum transfer relativistic effects are less important [^ °].
—  -  sin^ (0 ) Equation (8)
CO2 co^
Since the Klein-Nishina part is a slowly changing part the CP dominates the cross section. Integrating the 
double differential cross-section in equation (7) over the energy (02 leads in an approximation for Pz« 0 to 
the differential cross-section for incoherent scattering. It was shown that the numerical integration 
(allowing Pz to vary) of equation (7) leads only to small derivations The difference was less than 0.1%  
in comparison to the integration using the approximation made above. W e define the relative cross- 
section as:
d<7 ^  ‘ Equation (9)
\^ 2  ^1
The graph in Figure 2-2 shows the dependency of the relative cross-section of equation (9) to the primary 
energy-range at the fixed angle 0 =  The relation between coi and (02 was expressed by equation (1). 
Generally the atomic profile J(pz) becomes smaller with increasing |pz| and the double differential cross- 
section vanishes far away from the centre of the Compton shift determined by scattering from an electron 
at rest.
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Ikn relative scattering crossection for 0=150°
•o
0,5 -
14080 100600 20 40
Energy ( * i )  [keV]
Figure 2-2: Plot of the relative Klein-Nishina cross-section in dependence of the primary radiation at a scattering angle 
of 0 =  150°.
2.2. The role of the incoherent scatter function S(x,Z)
The function S(x,Z) is often found in literature and is widely-used in data-tables to describe the
incoherent scatter function in dependency on the photon deflection angle and the momentum transfer 
variable x = sin(0/2)/A. The unit for momentum transfer is nm'  ^ or in classical notation A '\ Z  is the atomic 
number. Analogously, the coherent scattering function is described by the atomic form factor F(x,Z). To 
describe the scattering of photons in terms of a differential scattering cross section the Born 
approximation allows writing a two term product. The first one describes the nature of interaction and the 
second a generalised scattering factor related to the target
The differential Klein-Nishina expression Ikn = da/dÜKN is modified by multiplying the scatter functions S 
and in order to keep completeness the coherent part is represented by the atomic form factor and the 
classical Thomson cross section do/dÜTH The scattered intensity l(coi) can be expressed by;
l{co^)= Io{cOi)
dQ TH
Equation (10)
where A n  represents the geometrical influence and A(co,6,Z) the attenuation effects including the 
attenuation path and material. The primary intensity distribution lo is expressed in terms of the primary 
energy coi. The Klein-Nishina cross-section was discussed in a previous section and the Thomson cross- 
section is given by [^ ]^:
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Equation (11)
In this equation re is the classical electron radius.
Generally the scattering functions F(x,Z) and S(x,Z) can be regarded as the ratio of elastic and inelastic 
scattered intensities and the scattering intensity of a free stationary electron [^ ]^.
Considering an experimental set-up as described in this work with its large scattering angle in backward 
direction and an energy range from 20 keV to 150 keV the momentum transfer becomes large. For 
example at 0=150°  the momentum transfer at 60 keV is 4.7 A '\  The inelastic scattering becomes the 
dominating effect, thus the atomic form factor is almost zero.
Coherent and Incoherent scatter function Z=13 A!
14 -1
S(Z,x)
F(Z,X)
12 -
x ( E )  a t  6 = 1 5 0
10 -
50  -
40  -
jéIO -
6 -
4 -
0.5 1.5
x=sin(6/2)/A [A i]
3.52.5
2 -
0 0.5 1 1.5 2 42.5 3.53
x=sin(6/2)/A[Â
Figure 2-3: Coherent and Incoherent scatter function for Aluminum. Small image: momentum transfer as a function of 
energy for a fixed angle of 0=  150°.
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For higher values of x in the range above 4 A'  ^ the incoherent scatter function S(x,Z) can be roughly 
approximated with S(x,Z) = Z  To give an example in Figure 2-3 the coherent and incoherent scatter 
functions are plotted according to the atomic data table for the element Aluminium. The small image 
shows the corresponding energy calculated for a scattering angle of ^ = 150°. A considerable decrease of 
S(x,Z) and an increase of F(x,Z) occur in the low momentum transfer range at energies less than 25 keV.
2.3. Compton Profiles
For most elements the Compton profiles are listed in atomic data tables [^]. These data are usually 
numerically calculated discrete values in dimension of atomic units [a.u.].
In this notation the parameters are set to e = m = /? = ■/, c = 137, the unit of energy is 27.21 eV, the 
momentum is 1.99*10'^'^ kg m s'"" and a unit length 5.29*10'^^m.
The projection of the momentum of the initial electron on the scattering vector Pz is converted to the 
parameter q approximated with q = P z /511 * 137.
The CP of a hydrogen atom as a one-electron system can be directly calculated using the ground state 
wave function and solve the Schrodinger equation. More complex systems require approximations in 
terms of reducing many-body problems like Coulomb repulsion of electrons and their interaction to simpler 
constructions in which solutions can be determined.
The referenced atomic data table [^] uses one-electron wave functions to calculate CPs in impulse 
approximation. These wave functions of the orbitals are expressed as
Equation (12)
in spherical coordinates. The angular factors depending on the angles S and ^ generates the orbital type 
(s,p,d...) where are the usual spherical harmonics and Rni represent the radial functions in position 
space. The angular and the radial parts are separated and treated independently. In this case the radial 
part is derived as a hydrogen-like orbital calculated from the solution of the Schrodinger equation. It has 
nodes and decays exponentially with the distance from the nucleus. The subscripts indicate the principle 
and azimuthal quantum numbers of the orbital Transferring the wave function into the momentum 
space the electron momentum density is calculated and finally the CP is determined using the definition 
as in equation (2).
In case of atoms or molecules a many electron problem needs to be considered. The radial function in 
equation (12) is usually extended to a set of functions. The forms of the Slater-type orbitals (STO) are 
similar to the hydrogen-like orbitals in equation (12) but differ in the radial part. It is a mathematical form
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without radial nodes but decays also with increasing distance from the nucleus. The final wave function is 
expressed as a linear combination of the Slater functions. The STOs are preferable for numerical 
calculations of atoms and simple molecules since the linear combination of STOs can replace the nodes 
of the hydrogen-like atomic orbital [^ ®]. In data-tables atomic STO wave-functions are listed approximating 
individual shells
It is not possible to solve the Schrodinger equation exactly for more than a single electron system. 
Approximation methods based on the energy variation principle are used for the determination of the 
wave functions. A refinement of the guessed wave function is obtained by the minimization of the total 
energy which corresponds to a maximum of kinetic energy. That simply means that the better the wave 
function the higher the kinetic energy and the broader the Compton profile p ] .  It underlines observations 
made in the comparison of measured and calculated CPs.
Widely known are iterative self consistent field methods based on the approach to reduce a many-electron 
to a one-electron problem. Considering one electron the contribution of the other electrons is averaged in 
the mean-field. Starting with a set of one-electron wave-functions the total energy is iteratively minimized 
by optimizing the wave-functions. In most cases the calculations are processed numerically [%
Once the space wave functions are determined the Fourier transform provides the wave momentum 
representation and the CPs are calculated. These CPs are tabulated for each element subdivided in 
individual orbitals k described by the quantum numbers n and I (1s, 2s, 2p...).
The CP of each shell k is normalised such as:
Equation (13)
And consequently for the independent atom with k = Z  shells:
j  J{q)dq = Z  Equation (14)
In order to get a continuous function the tabulated data needs to be fitted to a curve-function. Especially 
for higher Z-elements the CP is a combination of single functions described by the influence of separated 
occupied orbital ["^ ]. Thus a CP can be described by a set of fitted functions of each orbital. Best results 
can be achieved by fitting Gaussian shaped functions for each orbital (Figure 2-4). It should be mentioned 
that for many-electron systems adding the shell specific CPs is a one-electron approximation. The 
interaction between the shell electrons is neglected. Flowever the calculation (equation (7)) gives a very
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satisfactory description at high energies and high momentum transfers At lower scattering angles
(e.g. 0 < 10°, CÛ1 = 60 keV) substantial modifications of the CPs are required.
Deviations of the fitted Gaussian curve occur at the lower part of the tail and at the peak (Figure 2-5). 
However in the superposition of the orbital CP the tail deviations are reduced. Only a slight mismatch in 
the top region of the peak remains. These deviations are acceptable for the further analysis within this 
study.
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Figure 2-4: Tabulated CPs of single orbital and total CP of Carbon in the free atom model.
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Figure 2-5: Gaussian curve fit to the single orbital and the total as summation of all shells.
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Considering the elements C, O and N it was found that the relative width of the orbital functions for 2s and 
2p are nearly independent from the atomic number when normalised against the 1s orbital function 
The width Wis of the Is  orbital is a linear function of the atomic number Z and the ratios and
Wz/Wis are constant. The amplitude Ais of the Is  orbital momentum distribution can be expressed as a 
power-law to Z and the ratios A2/ A 1S as well as A2p/Ais are constant multiplied with the occupation number 
of the shell.
W e define the model function as a superposition of all Gaussian curve fitted orbital momentum 
distributions:
J i9 )= 'Z » ,y ,{< ! )  =  Equation (15)
i W^ yJlTT
With /?/ the number of occupied positions in the i^  ^shell and y, the fitted function. The parameter Xc can be 
set to zero. Within the impulse approximation the CP is symmetric around the maximum a iq  = 0. Setting 
the y-axis offset to zero is necessary because most fitting-algorithms find the best for low yo-values. 
These values are very low in contrast to the peak values, but for high q values the fitting function becomes 
incorrect.
As a result of the normalisation in equation (13) the integral of J(q) over all q is Z  when all shells are 
occupied.
The mean kinetic energy of an electron is nearly equal to its binding energy. With increasing kinetic 
energy of the electron and related binding energy the CPs become more broaden.
In Figure 2-6 the calculated atomic CPs of aluminium, oxygen and carbon are depicted in the free atom 
model [^]. The peak structure of aluminium differs strongly form both other materials. The high peak 
structure at q=0 is a result of the 3 weakly bound valence electrons which are dominating the profile 
shape. With increasing q the influence decreases and the contribution of the stronger bound core 
electrons increases. In comparison this effect is not so strong for a carbon atom. Although the peak 
broadening for aluminium is stronger than for carbon the FWHM of the total CP as a parameter is not a 
sufficient descriptor when comparing the two substances (Figure 2-6 d). The direct comparison of the total 
CPs of oxygen and carbon shows significant differences in the peak width (Figure 2-6 c) mainly due to the 
contribution of the 2p-shell. Since the 2p-shell of oxygen is occupied with 4 electrons in comparison to 
carbon having 2 electrons the individual CP is more flat and broad than the 2p CP of carbon. In total the 
sum over all individual CP in that shall accumulates to a stronger and broader CP for the fully occupied 
oxygen 2p shells (Figure 2-6 b). The influence of the stronger occupied 2p shells can be observed in the 
profiles of the 2s shells. The 2s shell super positioned on the Is  shell of oxygen is more compressed in 
comparison to carbon (Figure 2-6 a).
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Figure 2-6; Plot of the tabulated Compton profiles J(q) of the elements C, O and O, Al. Data were calculated in the 
independent atom model In a) the s-shells and b) the p-shells of carbon (Z=6) and oxygen (Z=8) are compared. In c) 
the CPs of all occupied shells (C and O) and in d) the CPs of oxygen and aluminium (Z=13)
In the previous section the role of the incoherent scattering function S was discussed. Regarding the case 
of (cDi - CÛ2) < Ibi where the electron of the orbital / cannot be excited due to the limitation caused by the 
ionisation energy Ibi the shape of the CPs are affected. Let the CPs of N  occupied orbitals i//i(r) be (relation 
in equation (2) and (3)):
Equation (16)
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Considering the highest value of Pz that can be obtained for an electron in the orbital i // i( r)  we define it as 
the expression Pi_max- The orbital occupation number /?,{p/,maxj can be obtained as the integral over Pz
[30 43].
« / W , n . « ) =  \ d P z J , ( P z )  Equation (17)
Numerically the expression of p,-max is calculated by the substitution of co2 = coi- Ibi in equation (5). Due to 
the normalisation in equation (13) the numerical value of a7, is in the range of 0 to 1  In case of n, ~ 1 the 
contribution of the binding energy is insignificant since the electron can nearly always be excited. For 
smaller values of n, the limitation (coi - C02) > Ibi due to the binding energy needs to be considered (e.g. for 
small scattering angles or high binding energies).
Finally we obtain for the incoherent cross section and the incoherent scattering function:
d a  d a
^^inc
N
= Equation (18)
2.4. Materials
Material compounds are often treated as a mixture of elements and their orbital p ] .  Their CPs can be 
estimated by summing the atomic profiles of the elements to a molecule. For instance the material PMMA 
((C5Hs02)n) can be calculated as a sum of its elements Carbon, Hydrogen and oxygen:
J{<l)LucUe =  ^ -J i< l)z ^ + ^ -A q )z ^ i+ '2 .-J {q )z ^  Equation (19)
This is an approximation in the independent atom model (lAM) consideration. For instance it is known 
from the liquid water that isolated atom calculation is no longer accurate when the atoms are covalently 
bond. The charge density changes and the electron density is more centred on the oxygen atom [®°].
A directional character was discovered while investigating carbon-hydrogen bonds [®^ ]. Observations 
especially on C-H and C = 0  bonds showed these directional characteristics; the momentum of an electron 
is more likely directed perpendicular to the bond axis. Generally it was found that while decreasing the 
total energy in bond formation accompanied by a derivation from an isotropic concentration the kinetic 
energy increases. It leads to broader CPs in comparison to the lAM
The investigation of CPs was much more important in physics as it was in chemistry [®]. The consideration 
of single atoms and their core electrons was better theoretically described than valence electrons involved
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in chemical bonding. Redistributions of momentum density occur when chemical bonds are formed from 
lAMs. It was observed that the association in bonding the peak height decreases and the CPs slightly 
broadens and vice versa for anti-bonding orbitals.
Liquids and Gases
The directional CP J(pz) is not directly experimentally accessible in isotropic systems or liquids. The 
observable is its spherical average. The scalar radial momentum density l(p) is the spherical average over 
the entire volume in momentum space (d/2p) of p(p) [®]. Equation (2) simplifies to:
00 \
J{q) = - ^ j - ^ c i p  with l { p ) =  p ^ [p {p )d Q ^  Equation (20)
1,1 P
The momentum density p(p) can be obtained from the momentum wave function in the momentum space. 
Similar to the hydrogen atom as discussed before the wave function can be obtained by solving the 
Schrodinger equation directly in the momentum space. However it becomes difficult to be solved in cases 
of more electron-systems.
Solids
Since the atomic data-tables are based on free-atom models solids needs to be considered more closely. 
In general the electrons of an atom in a solid can be divided into core electrons tightly bound to the 
nucleolus and slower moving outer valence electrons responsible for the bound. Experimental data 
showed differences to the free atom model p ] .  As an example the Compton Profiles of crystalline iron 
differ in the peak value about 30% between the independent atom-model to a system containing band 
structures. In Figure 2-7 these differences between the independent atom model and the measurement 
results for crystalline aluminium in [100] direction are plotted. The CPs of the core electrons are 
comparable, however those of the valence electrons differ strongly due to the crystalline binding. 
Depending on the orientation the profiles of aluminium differs slightly f l .
A number of studies showed the sensitivity to anisotropy effects in CPs of transition metals due to their 
nature of bonding in the crystalline lattice structure. Depending on the orientation the CPs can vary in the 
magnitude of 1%. These effects were describe for instance with theoretical calculations and experimental 
results of crystalline Cu and Ni [^ ]^.
For alkali metals a good approximation is to separate the single valence electron responsible for the 
metallic binding from the core electrons. When neglecting the electron interactions the valence electron
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can be treated as a free electron gas and the momentum density is nearly constant up to the Fermi 
momentum Qf. The CP can be described as an inverted parabola with a maximum a \q  = 0 [®].
Equation (21)
For light metals the valence electrons are represented by a homogeneous gas of free electrons [^ °], With 
increasing Z  the electron momentum distribution extends to higher momentum.
For most solid materials applying the free-electron model to treat the valence electrons is not very precise. 
Calculation model functions are derived from the specific band structure methods p ].
Compton Profile of At Z=13
Free atom model total 
Free atom model core 
Measured directional total 
Measured directional core
5 0 5
q [a.u.]
Figure 2-7: Total and core Compton Profiles of aluminium calculated In a free atom model [^] and measured data In 
[100] direction [“ ]. The 1s  ^contribution Is not Included.
In conclusion the usage of the free atom model to calculate CPs can lead to strong deviations from 
measurement results.
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3. Experimental Method -  Compton Spectrometer
The high level task of this study was to investigate the capability of material separation by analysing the 
shape of materials Compton Profiles (CPs). The measurement arrangement should be able to record data 
efficiently from a limited scattering volume size allowing a suitable angular resolution. The resolution has 
to be good enough to extract the shape of the Compton profiles from scattered peak. Furthermore a high 
flux of scattered radiation should guarantee low acquisition times. In a long-range the method should be 
able to measure larger objects in subsequent series of single volume elements (voxel). These flux 
requirements can only be fulfilled by using an X-ray tube for non-stationary systems.
To evaluate the impact of polychromatic radiation on the potential energy resolution of CPs a fixed angle 
Compton spectrometer (Figure 3-1) was build capable to test a variety of samples. In addition the selected 
room temperature semiconductor detector has also a lasting effect on the energy resolution. These 
detectors require larger band-gaps to suppress thermally generated electron-hole pairs. Due to the higher 
band-gap the number of electron-hole pairs an absorbed photon generates decreases. Combined with a 
lower mobility of these charge carriers and a lower crystal purity allowing a higher recombination and 
trapping rate room temperature detectors often show lower energy resolution capabilities In the
following chapters we describe the design parameters and several device related features.
X-Ray tube
Detector
Object
Figure 3-1: Conceptual drawing of the experimental backscattering arrangement considered to investigate CPs. It 
consists of an X-ray source, a collimation system and an energy resolving X-ray detector. Note: the indicated scattering 
angle is defined in the text as ;r-^in backward direction.
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3.1. Design parameter scattering angle
3.1.1. Choice of the scattering angle
The optimum choice of the scattering angle 6 is essential for the design of the spectrometer, since the 
energy shift due to the scattering process is directly related to it (equation (1)). In a backward scattering 
geometry where the detector is on the same side as the source the sample thickness becomes a minor 
parameter since primary and secondary beam-path are related to the same surface. With an increasing 
scattering angle the energy shift of inelastic scattered photons increases. But also with an increasing 
angle the scattered energy spectrum is compressed due to the increasing Compton shift. This will have an 
impact on the energy resolution of the measured spectrum. Additionally the CPs become broader with 
increasing scattering angle as a simple effect of equation (5) and atomic number of the target material [^ °]. 
A major point of interest is to measure the peak broadening on the energy scale due to inelastic 
scattering; thus, the loss of energy resolution owing to geometrical or intrinsic effects should be 
comparable small.
3.2. Angular resolution
The variation of the scattering angle due to finite aperture size should be minimized; however decreasing 
aperture slits limits the photon flux. An acceptable ratio between accuracy in the scattering angle 9 and 
measurement time is an important design parameter. The intrinsic energy resolution of the detector and 
its influence on line broadening is pre-defined by the choice of the detector type and material. The loss of 
accuracy due to the angular resolution can be optimized by the design of the apertures.
a)
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Figure 3-2: a) Energy spread AG (59.3 keV) for varying scattering angles ^ at fixed angular resolution A 6 =  +/- 1.5° and 
A6=*/-2°. At higher and lower scattering angles the impact of geometry on the energy resolution AG decreases, b) 
Energy spread /dGas a function of angular resolution J ^ fo r fixed angles 0=150° ar\6 0=90°.
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G (0 ,® ,) = ------ ^ ------------  AG(a>,) =  G (0 ^ ,c o ,) -G (0 ^ ,a > ,)  Equation (22)
1 +  — ^ (1 -c o s ^ )  
me
The finite dimensions of a realistic experimental set-up cause a variation in the scattering angle for the 
detected photons. Disregarding the Compton broadening effect and considering only the Compton shift 
function G(9,coi) analogue to equation (1) an energy interval for a scattered photon AG(co-i) = Acoz can be 
obtained by the angle variation. The angles Omin and Omax represent the smallest and largest possible 
scattering angles for photons passing the apertures. The range of G(6,coi) is AG and is defined by AG(o)i) 
= G(6 +A9,coi) - G(e-A6,(Di) with the angle variation 2A6 =  Omin-
Practically the secondary collimator was optimized in hole-diameter to irradiate the active area of the 
detector most efficiently while limiting the dimensions of the scattering volume (Figure 3-1). This volume is 
defined by the intersection of the primary beam and secondary solid-angle.
The primary collimation was adapted to the dimensions of the secondary collimator. In case of larger 
scattering angles the primary aperture slit width in-plane with the secondary collimator shows a stronger 
effect on the angular resolution as in perpendicular direction. Due to the geometrical overlap of both solid 
angles -  which defines the scattering volume -  the in-plane extension in the radiation direction increases 
stronger as in case of a 9=90° arrangement.
The maximum of the energy spread AG for a constant angular resolution A9 can be found at a nominal 
scattering angle 9 = 79° in dependence of the peak energy. In Figure 3-2 the energy spread zlG was 
calculated for varying scattering angles and plotted for the Compton scattered characteristic W -Kai tube 
peak. In the left figure (a) the energy spread AG(E=59.3 keV) is plotted against the nominal scattering 
angle 9. In the backward direction AG(E) decreases with increasing scattering angle. The absolute value 
of AG depends also on the angular resolution A9. The graphs for constant zl^of 1.5° and 2° are depicted. 
In the right image of Figure 3-2 the spread of energy is plotted against the angular resolution for constant 
nominal scattering angles.
The spread zlG for the nominal scattering angle 9  = 150° and A 9=  +/- 2.5° results into a geometrical 
energy resolution of 0.2 keV. This is far below the expected Compton broadening and detector resolution 
f  Assuming a hydrogen atom the broadening at 0=150° and E=59.3 keV is 1.5keV full width half 
maximum. In contrast, the influence of the geometrical spread on the energy resolution a t # =  90° is much 
higher. An equivalent energy resolution of 0.2 keV can be achieved only by a maximum spread of A 9=  1°. 
As a result, the nominal scattering angle should be selected as large as possible and mechanically 
feasible in the spectrometer. The higher attenuation due to the shifted energies into a lower regime is not 
considered here.
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3.3. Spectrometer design
This study is a principle investigation of a detection method and not an analysis of a specific material. For 
that reason the maximum sample size was specified to 2-3 cm ,^ such that the entire dimension of the 
spectrometer could be kept small but allowing to include the total scattering volume. The second essential 
parameter is the size of the active area of the detector which affects the design of the secondary 
collimator.
Using the results from the previous section a nominal scattering angle o f # =  150° was selected. It was a 
compromise between the energy spread, angular resolution and practical geometric dimensions of the 
spectrometer. The principle arrangement is depicted in Figure 3-3 a) and the physical dimensions are 
listed in Table 1.
a) b)
1 0 , 1 0 , 1 0  , 10
Ds2 Ds2' DsV Dsl
Figure 3-3: a) Conceptual drawing of the Compton spectrometer that consists of a primary collimator the scattering 
object (sample) a secondary collimator and an energy resolved CdTe detector. The physical dimensions are listed in 
Table 1. b) Secondary collimator designed as a row of cylindrical hole-aperture inserts each 10mm thick.
Collimators in a compact design to be used in the energy range up to 150 keV needs to be considered 
closely, because they must provide an effective shielding while material-specific fluorescence should be 
suppressed. In the considered energy range a minimum collimator thickness of 3 mm tungsten or its 
equivalent is required. Selecting tungsten or tungsten alloy can be a beneficial choice, because the 
wavelength of the mean material fluorescence is identical to the characteristic radiation peaks of the 
anode material of commonly used X-ray tubes. In contrast the Compton-scattered characteristic tube 
peaks are shifted to a lower energy and tungsten fluorescence peaks of the secondary collimator material 
appear in the measured spectrum. In this case materials with a lower or much higher atomic number are a
29/146
better solution such as lead-bronze (CuSnPb) although tin and lead fluorescence peaks would be 
measurable at around 25 keV and 75 keV. But in this energy range no interference with scattered 
radiation of interest is expected. A diaphragm pair made of lead-bronze with a thickness of 20mm 
provides the necessary shielding. The entire inner surface of the hole is a source for fluorescence and a 
stepwise arrangement of apertures of different diameters can reduce this kind of radiation while it is partly 
blocked at the edges of decreasing hole diameters.
In this spectrometer the secondary collimator is made of 4 cylindrical apertures, eachIO mm in thickness, 
with a centric aperture drilling placed in a row (Figure 3-3b). These cylinders can be exchanged easily and 
replaced by apertures with a different drilling diameter in order to have a high flexibility. Mostly in use were 
sets with smaller outer hole-diameters (Dsi,Ds2) and larger inner diameters (D s/,D s 2 ') to reduce 
scattering from the wall material. The dimensions of the collimator and the scattering angle have an 
impact on the minimum distance between detector and scattering object. The primary collimator, which 
dimensions were adapted to the secondary collimator, consists of two tungsten aperture inserts. The 
aperture inserts were available in different hole-diameters and they can be exchanged easily.
Parameter Distance [mm] Parameter Size
Lpo 85.1 Dpi Sets: hole 1,2,3 [mm] 3mm thick (W -  alloy)
LobJ 58.2 Dp2 Sets: hole 2,3,4 [mm] 
3mm thick (W -  alloy)
Lpi 1 0 . 0 Dsl Sets: hole 1.5, 2, 2, 3 
10mm thick (CuSnPb)
Lp2 35.0 Ds2 Sets: hole 1.5, 2, 2, 3 10mm thick (CuSnPb)
Lsi 4.0 Dsl’ Sets: hole 1.5, 2, 2, 3 
10mm thick (CuSnPb)
LS2 44.0 Ds2’ Sets: hole 1.5, 2, 2, 3 10mm thick (CuSnPb)
Angle 150°
Table 1: Distances and dimensions of the basic geometry in Figure 3-3. The L-parameters represent manly distances 
between apertures, housing and scattering point; the D-parameters are related to the aperture’s hole-diameter.
In Figure 3-4 the drawing of the spectrometer assembly is illustrated. Collimators, sample and detector 
were fixed on a brass mounting plate and the entire assembly was covered with a lead shielded housing. 
This shielding was necessary to reduce scattered radiation from other mechanical parts of the test-bench 
where the tube and pre-collimators were mounted. Furthermore the detector unit was electrically isolated 
in order to reduce electronic noise.
The diameter of an aperture has a direct influence of the size of the scattering volume inside the sample.
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For example the choice of the diameter of Dsi = 1.5 mm and Dsz = 2 mm will result into an angle variation 
of approximately A 0= 2.5°, a projected diameter (area) of 1.9 mm on the detector surface and expansion 
of 3.3 mm diameter at the position of the nominal scattering point that spreads this point to line of 6 mm 
length projected on the incoming beam.
The influence of the aperture diameters on the energy resolution of a measured Compton spectrum needs 
to be evaluated as discussed in the previous section.
Figure 3-4: Drawing of the Compton spectrometer assembly with key components (collimators, sample and detector) 
covered with a lead shielded housing.
3.4. Detector
The choice of the detector type has an essential impact on the spectrometer’s design in terms of size and 
scattering geometry. Room temperature semiconductor detectors such as CdTe (cadmium telluride) or 
CZT (cadmium zinc telluride) are very compact in design. The variety of models differs in shape, crystal 
thickness and included preamplifiers. They are robust and available to a considerable low price. In 
contrast the more expensive liquid cooled detectors such as HPGe distinguishes by a much better energy 
resolution and efficiency.
The 3^  ^ alternative is a crystal analyser in combination with photon counting detector either in angular 
motion or in a position sensitive design [®]. This kind of set-up shows a high energy resolution but requires 
much longer measurement times in comparison to energy resolving detectors. [^ ®]
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3.4.1. Detector resolution
The detector material CdTe was rather chosen due to a commercially available compact detector system 
design than to its material properties. The manufacturer of the CdTe detector type XR-100T (3x3x1 mm) 
specified an energy resolution of 850 eV FWHM at the 122 keV peak of a ^^Co source [^ ®]. This resolution 
was only achieved by using a rise time discriminator (RTD) that filters noise effects resulting from 
fluctuations of charge collection times. The RTD is part of the Amptek amplifier type PX4. On the other 
hand this filter reduces the total count-rate which automatically yields into longer acquisition time. 
Therefore the RTD was disabled for all measurements. Without using the programmable RTD a resolution 
of 1.7 keV is expected.
Furthermore the manufacturer states [^ ®] a photo-peak efficiency of more than 90% at 65 keV for the used 
1 mm crystal thickness.
A simple transmission calculation based on material-specific attenuation using equation (23) shows that 
the absorption is nearly 100% up to the energy of 50 keV and then drops to 97% at 60 keV, 63% at 100 
keV and 30% at 150 keV (Figure 3-5). Efficiency in the low-energy range (less than 15 keV) is not 
considered within this project. The impact of attenuation in the low-energy region is very high. Neither the 
devices nor the geometry are optimized for that energy range (used filter, sample container, beam-path 
through air). It is not expected to extract any useful information in the low-energy region. The lower level 
discriminator of the data acquisition system was set up to that energy.
The intensity Im is fraction of the actual intensity lo the detector acquires; d is the crystal thickness and p  
the density.
=  Equation (23)
The mass absorption coefficient jj(E) is tabulated for discrete values f  or provided by the XCOM on-line 
database. In many cases continuous data are required. In literature the following curve function was 
suggested to fit the tabulated data.
= cIq+  X = [keV] Equation (24)
P  100
The constants a,- are fit-parameters depending on the material. The fit-results using equation (24) were 
tested in the energy range from lOkeV to 150 keV for the materials water, carbon and aluminium. Results 
of R  ^> 0.998 were achieved.
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Figure 3-5: Energy resolved efficiency function Im/Io of the CdTe detector
Depending on the thickness of the detector (distance between Cathode and Anode) an asymmetric 
detector response function to a mono-energetic signal is expected. With increasing energy a low-energy 
tail arises due to significantly different electron/hole travelling and life times. A low-energy photon interacts 
with the detector material near the anode and a resulting signal is detected due to the electrons. Nearly 
the full charge is collected. In contrast to that a high-energy photon interacts near the cathode and the 
holes are responsible for the charge collection. Due to the slower transport features and a shorter life time 
the collected charge is smaller. This effect is known as “hole tailing” [^ ®].
3.4.2. Escape lines CdTe
The escape of the characteristic Cd and Te X-rays causes particularly noticeable effects clearly visible in 
the spectrum (ref. Figure 3-6). Photons with energies above the K-edges of Cd at 26.7 keV and Te at 31.8 
keV undergo photoelectric interactions and excite the atoms of the semiconductor material. In the 
process of recombination the excited atoms emit characteristic X-rays. This radiation can leave (escape) 
the active crystal material without being detected. In other words photons are counted at lower energies 
than they originally had. The difference is the photon-energy that escaped.
There are algorithms that remove escape events from spectra with a stepwise backward calculation of 
possible escape peaks starting from the highest energy channel. For this consideration the specific 
likelihood of an escape event must be known
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3.4.3. Calibration Spectrum
Calibration is a standard procedure for detectors and the connected acquisition systems. In case of the 
used X-ray detector the observables are electrical pulse-heights which are sorted into pre-defined discrete 
channels (detector bins). In the calibration process these channels are scaled to the physical dimension of 
interest which is the dimension of energy in keV. In energy resolved X-ray experiments the procedure is 
performed by measuring the spectra from 2 or 3 radionuclides with defined emission lines or specific 
fluorescence-lines in a suitable range. Assuming that there is a linear dependency between the energy in 
keV and the output bins of the data acquisition system a linear slope can be fitted The radionuclides 
^^ ^Am (59.54 keV) and ^^Co (122.04 keV and 136.45 keV) were measured. The measured spectrum and 
the result of the linear regression analysis are plotted in Figure 3-6.
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Figure 3-6: Calibration spectrum of the CdTe detector and linear regression
Beside the peaks from the radionuclides the calibration spectrum in Figure 3-6 shows those resulting from 
specific detector characteristics. In the low-energy range escape peaks from Cd and Te referring to the 
"^^ A^m peak and in the middle from the ®^ Co peak appear. These peaks will be present in each measured 
spectrum.
The second characteristic of this detector is the energy dependent low-energy peak tail. This tail will have 
an impact on the energy resolution of the spectrometer. As described in the previous section this tail 
becomes significantly broader with increasing energy.
3.5. X-ray source
The intensity distribution of the X-ray source is an essential part of this investigation since the major 
objective is to measure Compton profiles with a polychromatic source. This distribution in a primary
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energy spectrum of an X-ray tube source is not uniform. It strongly depends on the anode target material 
and the acceleration voltage of the electron beam. An X-ray tube spectrum consists of a continuous 
background, the Bremsstrahlung spectrum, and the characteristic target material peaks (Figure 3-7).
The target of the selected rotating anode X-ray tube (VARIAN MCS7074A) is made of an alloy of tungsten 
and a smaller portion of Rhenium, unspecified by the manufacturer. The normal operation mode applied 
for all measurements was a continuous load at 150 kV and 70 mA. The tube could be operated 
continuously with these maximum parameters and generated the highest radiation flux. The source’s 
focal spot had a dimension of 0 . 8  x 0 . 8  mm=.
These are tabulated values and the intensity distribution can be calculated ["‘°], however the Re-content 
was unknown. It was estimated to 19% by peak-height comparison in a measured tube spectrum like the 
one shown in Figure 3-7. Within this study there was a focus on the scattering results of these distinctive 
peaks. For that reason a closer investigation of these peaks is necessary.
The characteristic peaks of both materials and the related intensities are listed in Table 2.
W  - Peak rel. Int E [keV] Re-Peak ~19% rel. Int E [keV]
Ktt2 0,58 57,99 Ktt2 0,11 59,72
Kai 1 59,32 Kai 0,19 61,13
KPs 0,11 66,95 KPs 0,02 68,99
KPi 0,22 67,25 KPi 0,04 69,30
KPz 0,08 69,07
Table 2: Energy and relative intensity of characteristic peaks of the anode target material of the X-ray source The Re
content was estimated from the peak-height of a measured tube spectrum.
A direct measurement of a tube spectrum is difficult and technically challenging because of the high 
radiation flux that would saturate a high resolution semiconductor detector. The used charge-sensitive 
preamplifiers are limited in their capacity: at high rates single events cannot be resolved any longer and 
sum-up to higher pulses which drive the amplifier into saturation The firmware blocks the input gate at 
a count-rate of around 10000 counts per second. A common way to reduce the flux constantly is to use 
very small pin-hole apertures in combination with the smallest tube current that the high voltage power 
supply can manage reliably. The data acquisition system must be able to reject pile-ups.
35/146
Tube Spectrum VARIAN MCS 7074A
0.8 —
> ■ 0.6  -
0 . 2  -
W K-edge
0 2 0 40 60 80 100 1 2 0 140 160
Energy [keV]
Figure 3-7: Measured tube spectrum by using a pin-hole aperture arrangement.
The source spectrum in Figure 3-7 was acquired with an HPGe detector in order to achieve a sufficient 
energy resolution. The detector was placed at a distance of nearly 2 m from the focal spots. The test­
bench provided two adjustable tungsten alloy cross-slit apertures in beam direction. Additionally a 4mm 
lead shield with a 20 mm hole was placed close to the source to reduce tube leakage radiation. The 
source-near aperture was set to 0.5 mm slit-width and the more important detector-near aperture, which 
was placed directly in front of the detector window, was set to 20pm x 20pm. The tube current was 
reduced to 1mA.
In order to determine the influence of fluorescence of the aperture material a second measurement was 
performed with apertures made of a lead-bronze alloy. The integrated intensity of tungsten-lines was 
compared to those of first measurement. Tungsten fluorescence could have an impact on the peak height 
distribution, but in this comparison it turned out that this effect can be neglected.
In addition to the characteristic target peaks the material-specific K-absorption edges influences the shape 
of the spectrum significantly. These edges cause a saw-tooth structure in terms of a sudden drop of 
intensity in the Bremsstrahlung spectrum at energies just above the Kp-peaks at 69.5 keV for the deep 
edge of tungsten and 71.7 keV for the smaller edge of rhenium The K-shell jump factor is defined as 
the ratio between the cross sections of the high and low-energy side. Subtracting the low from the high- 
energy branch provides the K-shell photoelectric cross-section at the K-edge. Numerical values of the 
jump factor are tabulated in literature For tungsten the jump ratio is -4 .4  and the resulting jump factor 
-0 .77  ["].
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A separation of the characteristic peaks from the Bremsstrahlung spectrum can be useful because the 
effects of Compton broadening become observable for strongly varying functions. It is assumed that the 
Bremsstrahlung spectrum is a continuous curve-function except for to the anode material K-edges. When 
the characteristic peaks were cut off and removed at the intensity level of the Bremsstrahlung curve and 
substituted by a linear function determined from higher and lower neighbouring positions a subtraction 
from the measured spectrum provides the isolated characteristic anode peaks. The peak structure of the 
measured spectrum is convolved with the resolution function of the detector used. Since the characteristic 
peaks are relatively sharp lines in terms of typical energy bin sizes around 0.2 keV a simple integration of 
a single peak is sufficient for the peak determination in combination with the tabulated energies.
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4. Baseline performance
4.1. Compton Spectrum
4.1.1. Measured spectrum
An energy-resolved spectrum of a primary source backscattered from a scattering object measured with 
the spectrometer shows typically two major broad peaks on top of a vast Bremsstrahlung spectrum. 
These peaks reflect the Compton shifted and Compton broadened Ka and Kp characteristic peaks of the 
anode material. In Figure 4-1 the spectra scattered from a water and sulphur powder sample are depicted.
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Figure 4-1: Measured Compton shifted and broadened tube spectra of water (a) and sulphur (b). The original tube 
spectrum acquired In transmission direction was added for reference. All spectra were normalised to the maximum 
peak-height.
These spectra were not corrected and represent direct measurement results. The acquisition time was set 
to 180s. For reference the primary tube spectrum was added to the plot. The spectra were normalised to 
the maximum peak-height. Comparing the centre peak positions of the primary and scattered spectra on 
the energy scale the Compton shift as a function of the scattering angle can directly be verified. The 
multiplet of distinctive tube peaks (Table 2) cannot be resolved and the relative sharp K-edge appears 
slightly shallower. The reasons for that are discussed in the next section. Comparing the water and 
sulphur spectrum the influence of attenuation becomes visible in the low-energy tail of the Bremsstrahlung 
spectrum. The absorption in the sulphur sample is much stronger and an influence on the peak shape can 
be expected. ^
Since sulphur was a powder sample with a density of less than 1 g/cm^ the attenuation can be regarded 
as moderate in comparison to solids of higher atomic number and density. Using samples with higher 
atomic number much longer measurement times are expected to detect a sufficient number of photons. 
Furthermore the peak-region on which the focus of investigation was would be stronger affected. These 
are the main reasons for limiting the experiments to period II and III materials and compounds.
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4.1.2. Compton scattered tube spectrum
A simplified Compton scattered X-ray tube spectrum was calculated by using the physical model 
described in chapter 2.1 and the tabulated Compton Profiles Since the Bremsstrahlung spectrum is a 
slowly varying function of energy, the Compton broadening does not have a significant impact on it. In the 
following discussion it was simply disregarded as an offset function. In this manner the consideration was 
focused on the sharp characteristic peaks. Figure 4-2 shows the individual CP calculation results from 
discrete tube peaks as listed in Table 2. These 5-shaped peaks were scattered form a virtual sample (2 x 
H + 1 X O atoms) at a scattering angle of 150°. The characteristic peak-shapes based on the CPs of the 
individual elements vanished. A larger broaden peak appeared. These peaks were illustrated Figure 4-2. 
The blue peaks are scattered Ka-lines and the red ones Kp. As illustrated these individual peaks overlap 
strongly. As an expected measurement outcome these overlapping profiles sum-up to an envelope curve. 
As a result a spectrum of only two separated peaks, the Ka and Kp peak, is expected.
CPs of characteristic tube peaks 8=150° scattered from H2O
6
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Figure 4-2: Calculated Compton shifted broadened backscatter spectrum (6=  150°) of the characteristic peaks of a W-Re 
anode target. The dotted line represents the envelop curve expected as a resulting function from the overlapping 
Compton profiles of the individual peaks (blue and red).
Comparing the observations from the measured water spectrum in Figure 4 - 1  a with the calculated 
envelope curve in Figure 4-2 similarities in the peak structure can be seen although not superimposed on 
a broad Bremsstrahlung background. In addition, effects like geometrical and detector resolution broaden 
the scattered peaks. The multiplet structure of characteristic tube peaks is reduced to a dublett of a Ka 
and Kp peak in the scattered spectrum.
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4.1.3. Deterministic calculations
As indicated in the calculated Compton scattered spectrum (Figure 4-2) the contribution of all primary 
characteristic peaks needs to be considered. Many individual broaden peaks overlap to the resulting 
structure (Figure 4-2). A MS-Windows application in visual C# was programmed to calculate scattered 
spectra. The algorithm is based on a deterministic calculation routine. In this context deterministic means 
a straight forward ray-tracing calculation embedded into nested and serial loops of discrete variables. 
There were no random variables processed. Basically the program calculates an output spectrum from a 
given primary input spectrum. It considers physical processes at different stages. The first step transforms 
all discrete input values to a discrete output spectrum by using equation (1). Subsequently the contribution 
of the CP of a specific material to the scattered spectrum is calculated. It is now assumed that Pz is not 
zero, thus a pre-defined energy range around the Compton shifted energy is considered. To each primary 
energy the values of Pz and the CPs are calculated using equations (5) and (15). The output spectrum 
responding to each (discrete) input energy E„ is summed up. The absolute values of intensity do not 
reflect any realistic magnitude of a scattered spectrum. Since the differential cross-section is depending 
on the primary and scattered energy a correction must be included according to equations (7) and (9).
The result of the deterministic calculations is a Compton shifted output function of a predefined input 
function scattered from an object represented by its atomic number. The input function ç(Ei) is a primary 
energy resolved intensity spectrum, e.g. a measured tube spectrum or simple discrete delta functions. 
The aim of the process is to calculate an energy resolved intensity distribution in relative units. Absolute 
results are not considered and constants can be unified to a scaling factor c.
The differential cross section in equation (7) can be integrated over the energy range including device 
relevant parameters. Defining Ch as an array of numbers representing equidistant energy channels of a 
data acquisition system a discrete expression for the intensity distribution can be obtained:
Jnax *max
Ch{E) =  c Y X - ^ , ( E j , E „ 0 )  I ^ ( E j , E „ 0 )  E ^„^ ,(E ,) A (E j ,E „ d )  ç (E j)  Equation (25)
j
T h e  function Jz returns the influence of the material-specific Compton profile based on tabulated data; c is 
a normalisation factor. The discrete energies Ej and Ej are incremented variables in the nested loop. The 
absorption A ( E j , E „ d )  represents the attenuation, which is separated from the algorithm to a pre- and 
afterwards calculation depending on the attenuation correction model. Besides the energy E  the 
absorption depends on the beam-path d  inside the sample.
The factor E^ eight is a scaling factor that equals to 1 in case of equidistant energy bins in the calculation 
routine. Otherwise this energy dependent factor needs to be determined. Assuming a scenario where the
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scattering process has no losses of intensity one would assume that an input spectrum is only shifted on 
the energy scale and the intensity is allocated to the target energy bins. Due to the non-linear relationship 
between Ei and E2  the integrated intensity would differ since AE2 the transformed distance between two 
discrete data-points in Ei varies. Using equation (1) the factor Eweight can be determined as:
E . , A ^ j ) = l  +  f { E j + E j A + E j S j - J "  " th  /  =  Equation (26)
The Compton Profiles were discussed in chapter 2.3. Using a scenario like above Jz returns a distribution 
which is dependent on the material in two manners. The first is the wanted peak broadening and the 
second is a dependency of the peak-height on the material. Each profile is normalised to the individual 
shell and returns an integral over all occupied shells. For example the calculation of a CP of water returns 
an integrated intensity over the spectrum of 10. This is 8  for oxygen and 2 times 1 from hydrogen using 
the approximation for individual atoms. In the routine a normalisation factor is determined that scales the 
calculated CP to each ç(Bi) integral value so that in the end the integral of the input spectrum is equal to 
the integral of the output spectrum. In the final result this normalisation is factorized with the cross-section. 
Independent from the material the integrated intensities of the output spectra would be the same if the 
attenuation was disregarded. This makes peak broadening effects due to CP directly comparable. The 
absorption represented by A(Ej,Ei,d) is processed in a second step.
4.1.4. Calculated Peak spectrum
The tabulated theoretical characteristic tube peaks from Table 2 were selected as input spectrum for the 
calculation routine. Three materials were chosen and calculated in the independent atom regime. The 
Compton profiles were calculated using all occupied shells of the specific atoms.
In Figure 4-3 the calculation results are plotted. In the left graph (a) the direct results and in the right one 
(b) the results including a realistic broadening due to the instrumental resolution are depicted. In an 
approximation the calculated Compton scattered peak spectrum was convolved with the response 
function to 59.5 keV photons from a source. In the direct calculation results the envelope curve still 
includes the structure of the individual major peaks. However including the resolution functions the 
structure vanished and only the two main Ka and Kp-peaks remained.
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Figure 4-3: Calculated spectra of tube peaks scattered from different materials, (a) The direct results as an envelope of 
all single scattered peaks. The peak structure can be roughly seen, (b) The same calculation but including a broadening 
due to the resolution-function. The single peak structure vanished.
Comparing the different materials using this calculation it can be pointed out that the peak structure differs 
in terms of the peak shape. With increasing atomic number Z the remaining peaks became broader and 
the valley between the peaks becomes shallower. The peak width, peak height and peak area might be 
observables for material classification. A peak shape investigation in terms of underlying single peaks 
might not be successful since the structure cannot be resolved.
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Figure 4-4: Influence of the K-edge on the peak spectrum, (a) Calculated H2O tube peak spectrum with and without K- 
edge. Spectrum was broadened with a resolution function, (b) Calculated C2CI4 tube peak spectrum with and without K- 
edge.
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In addition to the characteristic anode peaks the tungsten K-edge was inserted into the input spectrum of 
the calculation routine. In this model the K-edge was approximated as a simple step-function instead of a 
saw-tooth and using the jump-factor described in chapter 3.5. The influence of the K-edge to the peak 
spectra is shown in Figure 4-4. Due to the Compton broadening the high-energy part of the K(3-peak was 
extended down the step. The peak shape changed significantly. This effect increases slightly for higher Z 
materials as shown in the comparison of water and C2 CI4  in Figure 4-4.
4.1.5. Normalisation
Disregarding molecule binding and its effect on the valence electrons the CPs of a compound are often 
the sum of the profiles resulting from individual shells as discussed in chapter 2. Since the individual 
profiles are normalised (equation (13)) the summation leads to an atomic normalisation equal to the 
atomic number Z. In the higher momentum transfer range the incoherent form factor S(Z,x) is also close to 
Z. Subsequently the integration over the total CPs of a compound leads to the sum of all Z within the 
molecule. This circumstance needs to be regarded when comparing different compounds quantitatively. 
The determined intensity of Glycerol would be much higher as for water. In order to compensate that 
effect in the calculation routine the total CPs are normalised to the specific effective atomic number Zeff. In 
literature several methods to determine Zeff are suggested. Strictly speaking it is not a fixed constant 
for a given material, since it depends on the interaction process and its energy dependency. However it is 
closely related to the electron density. Equivalent to reconstruction methods in computer tomography for 
medical and security applications Zeff is determined with the empirical expression
%
=
p+\
'y^.CjAjZi
with c, = —  Equation (27)
The number c, represents the concentration of the i'^  atom of n atoms (e.g. H2 O: for H c,=2/3 and O 
Ci=1/3), A  the atomic mass and Z, the atomic number.
In this equation the index p is related to the predominant absorption process. As an example to the photo 
effect a range from 2-4 is used and for Compton scattering the index p is -1 .
4.2. Basic measurements
In a first step the performance of the spectrometer was tested. The primary collimator was equipped with 
2 mm hole-apertures on each side and the secondary was assembled to a “2332” collimator set which 
consisted of 2 mm hole-apertures on each end and two 3 mm apertures in the middle (ref. Table 1). The 
tube parameters were set to 150 keV and 70mA. The dead-time of the detector, which is displayed in a
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text-box of the control software, was around 3% in this configuration. Test measurements showed that 
increased aperture diameters (e.g. to 3 mm holes) led to a detector dead-time of nearly 15%, which 
indicated that the detector amplifiers were not able to process the measured pulses efficiently any longer. 
Taking the geometry of spectrometer design form chapter 3.3 the range of scattering angles are 
calculated as 0mm= 147.26° and 0max= 152.87° resulting into a peak position variation on the energy scale 
from 48.65 keV to 48.87keV.
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Figure 4-5: Background measurements (a) without a sample in the spectrometer and (b) with a PMMA bulk sample.
A noise spectrum was acquired with no sample inside. The acquisition time was set to 240s. A second 
spectrum with a PMMA bulk sample was measured and compared to the empty spectrum. The spectrum 
without any sample showed an integrated intensity of 2  kcts, the majority in the energy range between 2 0  
and lOOkeV. The individual channels varied in count-rates between 4 and 15 counts centred at around 
49keV (Figure 4-5 a) indicating the presence of backscattered photons of the primary characteristic lines 
scattered from wall materials or air. Minor lead fluorescence peaks from lead and tin could be identified. 
The PMMA sample showed an integrated intensity of 1.2 million cts and a maximum peak intensity of 
nearly 10 kcts (Figure 4-5 b). As a result the signal to noise ratio was nearly 600.
4.2.1. Thin PMMA layer response curve
A PMMA sheet sample of 1mm thickness was placed vertically inside the object space. The collimator 
near the edge of the sample holder was defined as the dx= 0 mm position. In the following experiment the 
sample was placed in 1mm steps up to dx= 13 mm along the primary beam direction. To each position 
Compton spectra scattered from the sample were acquired. The entire object volume was scanned.
The integrated intensity of each spectrum was plotted with respect to the position dx (Figure 4-6), 
normalised to the maximum value. The curve shows an intensity response of the scattering volume of the
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spectrometer in dependency on the position. The intensity distribution is not uniform inside the scattering 
volume, a slight dissymmetry can be observed. At the positions dx= 1 mm and dx= 10 mm the scattering 
response is almost zero.
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Figure 4-6: Integrated spectral intensity of a 1mm thick PMMA sample at different positions in the object volume. Due to 
the geometry defined by the collimator slits the distribution is not uniform.
The nominal scattering point given by the geometry can be found at around dx= 5 mm distance from the 
edge of the sample holder. In order to use these discrete data points in the calculation routine a 
continuous function is required. Let lp(d) be the geometrical intensity distribution function in respect to the 
position on the sample holder. Due to the distribution of the data-point a 3^  ^ order polynomial function was 
empirically suggested. In the measured geometry a curve fit delivered a R^-value of 0.999. The intensity 
distribution function lp(d) was approximated with:
I p { d )  =  P q + p^d  + p^d ^  +  p^d^ [0.167 cm < d < 0.949 cm]
The listed parameters were taken in the dimensions of [cm].
Po= -1.4644 p  ^ = -14.9563 P2 = 11.1566 p j = 5.0865
Equation (28)
The intersection with x-axis in the plot was found at position dx= 1.67 mm and dx = 9.49 mm. Within this 
limits lp(d) is valid otherwise defined to be zero.
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The acquired spectra can also be investigated with respect to their peak shape and energy shift. In 
addition to the geometrical intensity distribution within the scattering volume the Compton shift can be 
easily verified. The spectra from the nearest and farthest positions were analysed and the scattering angle 
determined. These angles represent the minimum and maximum angles in a single order scattering 
process.
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Figure 4-7: Scattered spectra from a 1 mm thick PMMA slice-sample positioned at the minimum and maximum position 
inside the scattering volume. Due to the geometrical differences the scattering angle varies, thus the Compton shift of 
the main peak differs also. Small picture: Same spectra in a normalised negative 2 differentiated spectrum.
The graphs in Figure 4-7 show the spectra of the PMMA slice sample positioned at the nearest and 
farthest distance within the object space where scattered radiation was measured (position dx = 2  mm and 
dx = 9 mm). The total intensities of these spectra were only 10% of a spectrum from a slice position at the 
nominal scattering point.
In order to estimate the peak centre position a Gaussian-curve was fitted. The peak maxima were found 
at 48.91 keV and 48.66 keV. The total difference in the peak position was 0.25 keV. That result was 
slightly larger than the calculated 0.22 keV but in the range of expected geometrically resolution.
In a next step (depicted in Figure 4-8) the PMMA 1 mm slice sample positioned approximately at the 
nominal scattering point dx= 5 mm was compared to a bulk sample that covered the entire object space. 
The spectra were normalised in peak-height. As expected from the considerations above the peak shape 
is broader due to the possible variation in scattering angle. The peak maximum of the bulk sample was
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found to be at a slightly higher energy position. Considering the results from Figure 4-7 this shift indicates 
that a larger intensity response from this bulk sample is scattered in average at slightly higher angles. The 
average response position is centred slightly deeper than = 5mm.
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Figure 4-8: Comparison between the measured spectra of a 1 mm thick PMMA sample and a bulk PMMA sample. The 
thin slice sample was positioned at dx= 5 mm the estimated nominal scattering point. Intensities were normalised.
4.2.2. Effective Noise Filtration
The design of a noise filter depends strongly on the subsequent data processing, since all filters impacts 
directly the intensity distribution of single data-points. For direct comparison or determination of trends a 
smoothing with average filters like nearest-neighbour or simple moving average filter are often sufficient. 
Like many smoothing filter the arithmetic average based methods are not very sensitive to strong changes 
in the data like thin peaks or edges. There is a tendency to rounding with an effect that unwanted noise 
spikes are smoothed out, but on the other end distinctive physical variations in the spectrum also. The 
peak-structure of the scattered K-peaks were flattened and broadened (Figure 4-9 a) which might have an 
influence on a peak shape analysis.
Using as an alternative Gaussian filters which convolve the measured spectrum with a pre-defined 
Gaussian curve have a stronger smoothing effect and causes lower differences in the peak shape. As an 
example the measured spectrum was convolved with two different Gaussians (Figure 4-9 b). Selecting a  = 
3 the peak-width is not strongly affected, however increasing the variance to cr= 4 the resulting smoothed 
peak becomes broader. The advanced spectral analysis within this project requires the use of numerical
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derivation. Since measured data are discrete data-points and not continuous functions the smoothing filter 
needs to provide a good capability for differentiability without changing the peak structure significantly. A 
Gaussian filtration with cr= 3 would lead to an insufficiently smoothed spectrum. Its differentiated 
spectrum shows disturbing spikes in the peak region. Only the convolution with a  = 4  Gaussian (or higher) 
would minimized these spikes sufficiently, but would influence the peak structure.
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Figure 4-9: Measured water spectrum and filtered spectrum using simple moving average +/- 3 data points (a) and a 
Gaussian filter with a = 3 and a = 4 (b). Using these filters affect the peak-shape.
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Figure 4-10: Measured and filtered spectrum using a Low-Pass filter. The raw data are smoothed and the peak shape 
was not significantly impacted.
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Figure 4-11: Measured spectrum transformed into frequency space in dimensions of discrete frequency channels. The 
part of the signal at low channels and the noise part at higher channel numbers overlap in region between 70 and 120. 
The filter threshold was selected at frequency-channel 90.
Best results were obtained using a low-pass filter. The raw data are transformed into the frequency space 
by Fast Fourier Transform. Compton scattering in the considered angular range shows rather broad 
structures that are interpreted as low frequencies in the Fourier space in contrast to noise to be found at 
higher frequencies. A static cut-off frequency is defined and higher frequency contributions are deleted in 
the transferred spectrum. Ideally the resulting backward-transformed spectrum is purged from noise while 
larger structures are kept. In Figure 4-10 measured and filtered spectra are plotted. The spectrum was 
smoothed and the peak-shape was not impacted significantly.
The filter level is defined in the Fourier transformed spectrum by the cut-off frequency-channel (Figure 
4-11). The assignment of a periodic structure in dimensions of keV to the frequency-channels depends on 
the numerical array length in the transform routine. The channel number 100 represents a period of 10 
times the bin-size in keV. Practically the number of the cut-off channel is chosen to provide a moderate 
separation between noise and signal. Depending on the count-rate of a spectrum the overlap region 
between higher frequency signals and the noise at lower frequencies varies. Significant influence on the 
peak shape was found at cut-off frequency-channels lower than 70 and almost no smoothing was 
observed at channel numbers higher than 120. For further analysis the cut-off frequency-channel number 
90 was selected, keeping the peak structure even at low count-rate spectra and providing sufficient 
smoothing for numerical derivatives. It was found that the filter level (cut-off frequency-channel number) 
had a slight impact on the peak curvature at turn-points in the 2''  ^ derivative of a spectrum. Therefore the 
filter level was kept constant for all comparative analysis.
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With the used data acquisition system binning of 0.17 keV the frequency-channel 100 represents a period 
of 1.7 keV. Selecting the cut-off frequency-channel at 90 all noise contribution with a period below 1.89 
keV is filtered.
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Figure 4-12: Effect of filtration on the entire spectrum. A water sample measured with a Germanium detector was 
smoothed with a Low-Pass filter. The cut-off frequency was set to frequency-channel 90. The curvature of the spectrum  
was not significantly impacted.
Besides the peak range the filter should not cause any disturbing effects like oscillations at higher and 
lower energies. As an example in Figure 4-12 a measured spectrum of a water sample using a 
germanium detector is compared to its filtered spectrum and depicted in the full energy range. The cut-off 
frequency was set to channel 90. Neither the filtered spectrum shows any oscillations nor are other 
potentially physically relevant effects removed. The latter can be observed at the tiny lead fluorescence 
peaks at 75 keV which are still present in the filtered spectrum.
4.3. Basic measurements with HPGe Detector
A series of measurements was performed using a detector with higher resolution. The purpose was to 
create and validate a calculation model using the deterministic calculation approach. The energy 
resolution of the selected HPGe detector was less than 1% at 60 keV. In Figure 4-13 two spectra 
measured with an HPGe and CdTe detector in a similar scattering arrangement were compared. Both
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spectra were corrected for detection efficiency. Strong differences in the low-energy and in the peak 
region can be observed. In addition to the better resolution the HPGe detector showed neither strong 
tailing nor escape effects in contrast to the CdTe detector. The influence of the detector specific features 
on the peak broadening effect in the measured spectra was reduced.
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Figure 4-13: Measured spectra of a water sample using different detectors in a similar scattering arrangement. Both 
spectra were corrected for efficiency. The spectra differ strongly in the low-energy and peak region.
The basic setup was a simple scattering arrangement using the X-ray source as described in chapter 2.5, 
collimators and an HPGe detector. The primary beam was collimated with a cross-slit aperture positioned 
near the object. The detector was placed at an angle of around 150° to the primary beam. Using two 
apertures on the secondary side the scattering angle and nominal scattering point was defined by the 
intersection of the secondary with the primary beam central beam. The object-side aperture had a square 
slit 2 mm in side and the detector-side aperture was simply a 5 mm diameter hole in the front plate of the 
detector shielding. A thin vertical bronze plate was set between both collimator holes in the middle of the 
beam path in beam direction. It was used to improve the geometrical resolution.
The slit width of the primary aperture at a distance of 1.5 m from the focal spot was set to 1.5 x 1.5 mm .^ 
In this range of dimensions the primary beam can be considered as parallel. The rectangular poly­
ethylene (PE) bottle with a size of 27mm x 27mm x 30mm containing the sample substance or 
alternatively a PMMA-block with the same size were positioned with a front-surface distance of dx= 5 mm 
to the nominal scattering point in primary beam direction. Thus the primary attenuation length was
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nominally d = 5 mm. It was estimated that the entire scattering volume is inside the sample, similar to the 
results in Figure 4-6.
4.3.1. Creating a model
A suitable intensity distribution in the energy range of interest usable as an input function represents the 
basis of a calculation model. The tube spectrum described in chapter 3.5 was selected. Device related 
corrections needed to be considered besides the scattering process. The calculated spectrum was 
compared to a measured spectrum at each modification step.
a) Detector efficiency correction
The primary input and the measured scatter spectra were corrected with an efficiency function based on 
the material absorption. The detector Ge-crystal had a thickness of the d = 2cm.
/ „ ( £ ) = / „ ( l Equation (29)
It is a similar calculation as described in chapter 3.4.1 where Im is the fraction of the actual intensity Iq. The 
density of Germanium is p  =5.323 g/cm^ and the energy dependent absorption coefficients jj(E) were 
taken from the XCOM data-base.
b) Attenuation in the sample material
The attenuation model was created in a parallel beam approach. Although the beams were not 
considered as very thin perpendicular to the direction of penetration the scattering process was calculated 
at a constant angle. A variation of scattering angle due to the slit arrangement was not regarded in the 
attenuation correction.
Let di represent the lowest and d2 the highest accessible position on the primary beam within the sample. 
The intensity lo(coi) is the primary intensity and lg(co2) the total secondary intensity. In contrast to a point­
like scattering source the secondary intensity was integrated over the geometrical extension in x-direction.
(û^ 2 ) = f /  h  ( ^ 1  ) ^ ( < ^ 1  ,co^)dx = Equation (30)
A g , 0)2 ) =  ) with a -  )• c) Equation (31)
The constant c factors the difference in path-length of incoming and outgoing radiation. In the present 
experimental arrangement (Figure 4-14) the constant c was equal to 1/cos(n-0).
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In the second dimension the variation of di and d2 in reference to the y-direction was considered. Due to 
the large angle the scattering area in x-y direction was in a trapezoidal shape. An extension of the 
maximum and minimum positions along the x-direction was directly influenced by slit-width in y. In a 
simplified geometry (Figure 4-14) the variation of d(y) can approximately be disregarded as long as the 
attenuation of position d(-y/2) is similar to d(y/2). With increasing Z, p  and a higher x to y ratio in the area 
the second dimension (y) becomes more important. The variation of d with the parameter y in the beam 
path needed to be reflected in the attenuation model.
Incident Beam
Scattering
Volume
Collimator
Scattered Beam
Figure 4-14; Sketch of a 2-dimensional projection of the scattering volume. The dotted line indicates the nominal 
scattering arrangement and the crosshatched area the geometrical extension due to the actual beam limitations.
In this consideration the secondary beam-path was again approximated as parallel and the scattering 
angle was kept constant. The one-dimensional integration over the primary beam-path in equation (31) 
was extended to the second dimension in y-direction.
d2+%
1 (^ 2 ) - wi th a = p{p{co^)+p{co^)‘ c) and t-X?in{6 - n )  Equation (32)
di~y^
(®>, ® 2  ) =  - T  I l  -  ’ )e-
■ad. 1
( d ^ - d ) y
Equation (33)
This simple box geometry is only valid in the constant angle and narrow beam approximation. Generally 
the 3""^  dimension in the considered simplified geometry approximately provides only a constant scaling
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and has no effect on the relative integration results. That would not be valid in case of allowing a variation 
of the scattering angle.
c) Container material correction
The majority of sample substances were poured into a PE container. The rectangular bottle had a wall 
thickness of around 0.5 mm. Generally the samples were positioned in such a way that the scattering 
volume was completely inside the sample. Thus the container material only had an absorption effect on 
the primary and secondary beam and did not take part in the investigated scattering effects. Due to the 
thin wall and a density of /? = 0.95 g/cm^ the absorption effect in was very low. The attenuation function 
A pe(E) was defined as:
Ap^{E, d) = Equat i on (34)
with d = dpE = 0.05 cm in the primary and d = d’pE = dpE*c in the secondary beam-path (c = 1/oos(7i - 6)).
The difference of the beam-path length in the arrangement of transmission spectra measurements and in 
the set-up in scattering position was a few centimetres. Thus the attenuation in air was neglected.
4.3.2. Calculation model and verification
The measured tube spectrum from Figure 3-7 was taken as a primary spectrum for the calculation of 
scattered spectra. In this level the attenuation was calculated depending on the energy as described 
above (equation (33)) and the entire spectrum was rescaled in energy according to the Compton shift. 
Additionally the energy variation of the cross-section was considered.
It (o)i) = measured efficiency corrected transmission spectrum
k M  = calculated spectrum from It.
do/dÜKN is the relative cross-section discussed in chapter 2 . 1
Ic (C02) -  lt(o)i) • Ape(o)i) • do/dOxN(coi, C02, 0) • Ag2(coi, CÛ2, 6) • Ape(o)2) Equation (35)
As a scattering object the material water was selected and the attenuation parameters were taken from 
the XCOM data-base and fitted to a continuous function (equation (24)).
A spectrum of the water sample in a PE container was measured and compared to the calculated 
spectrum (equation (35)). in addition the attenuation parameters di, dz and y  were adapted to the best 
attenuation correction.
In Figure 4-15 the measured spectrum and the best result of a calculated spectrum are plotted. As an 
indicator for the quality of the comparison results the cross-correlation coefficient between the measured
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and calculated data was optimized. Since the cross-correlation coefficient is a normalised factor it was 
invariant of scaling. To get a visual comparison the calculated spectra were adjusted to the high-energy 
part of the spectrum. Although a good match to the calculated data was found it turned out that the 
optimized attenuation parameters didn’t match with the actual geometrical dimensions. Significant 
differences in the peak shapes were expected, because this level of calculation did not take the Compton 
broadening into account.
The best cross-correlation factor over the entire energy range was 0.990. Only the parameters di,d2 and y 
were allowed to vary. They were limited to the condition di < d2  and y in the range of 1-3 mm.
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Figure 4-15: Measured and scaled calculated spectrum of a PMMA sample. The calculation is based on the Compton 
shifted tube spectrum and the best fit of an attenuation correction parameters. The Compton broadening was not 
considered what is clearly visible in the sharp characteristic peaks.
It should be mentioned at this point that for each variation of a parameter the entire spectrum was 
calculated. The results of the comparisons in terms of determined cross-correlation coefficients were 
listed in a parameter table including all parameters and the results. The set with the highest cross­
correlation was selected as the best calculation result.
A classical variation analysis in terms of a parameter vector, a transfer function and the response turned 
out to be difficult to apply. In the used calculation routine the transfer function was a multiple iteration loop.
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Compton Profile J(q)
From the comparison in Figure 4-15 it was obvious that Compton broadening affects the entire spectrum, 
although its influence on slowly varying functions like the Bremsstrahlung spectrum is principally 
moderate. This fundamental scattering effect needs to be reflected in the calculation model. In case of 
peak functions and edges the caused broadening becomes more significant.
Let the function Jm(coi, co2, 0) describe the variation due to the Compton profiles, which includes the 
material dependent profile J(q) discussed in chapter 2.3.
Ic ((02) -  It (o)i)*Ape(o)i) • da/dÜK^cOi, 0)2,9) • Jm(<^ i, o^2, 9) • Ag2(o)i, CO2) • Ape(co2) Equation (36)
The CP part cû2, 0) was determined using the deterministic calculation routine (chapter 4.1.3)
containing the individual profiles of hydrogen and oxygen in the lAM. In order to avoid errors the correct 
order needs to be kept in terms of pre- and after scattering processes.
Similar to the first level the best geometrical parameters were determined by maximizing the correlation 
function between measured and calculated function.
Best cross-correlation factor over the entire energy range was 0.9783.
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Figure 4-16; Measured and scaled calculated spectrum of a water sample. Within the calculation algorithm the Compton 
profile of water was considered. The calculated characteristic peaks became broaden and the multiplet structure 
vanished. The attenuation parameters were optimised.
In comparison to the previous calculation the implementation of the material-specific Compton profiles in 
the calculation algorithm accounted for the broadening behaviour. Figure 4-16 shows a measured and a
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calculated water spectrum. Although the cross-correlation of both spectra determined for the entire range 
decreased, the best selection of attenuation parameters were close to the actual dimensions. However, 
there was a misfit in the ratio of the Bremsstrahlung spectrum portion and the intensity of characteristic 
peaks. The peaks were significantly higher which causes the decreased cross-correlation factor.
Adjustment of width in J(q)
Regarding the results of the calculations in Figure 4-16 it needed to be considered that the actual peak- 
width in the measured spectra was wider than the calculated width using directly the tabulated CPs. There 
are some effects that cause an additional broadening like the previously discussed geometrical 
broadening and the detector resolution function. The latter cannot be directly corrected in terms of a 
simple Gaussian curve approximation and convolved to the spectrum. The input spectrum was measured 
with the same detector and therefore the characteristic tube peaks were broadened with the specific 
detector resolution function. For that reason the influence of the detector resolution was smaller but not 
the same.
In the calculation routine a width-factor A\n was introduced that amplified the calculated broadening to 
adjust the peak-width to the measured spectra. This convolution step accounts for the instrumental 
resolution dominated by the geometrical part. In a similar manner the calculation process was performed 
again. In addition the width-factor zlw was also varied.
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Figure 4-17: Measured and scaled calculated spectrum of a water sample. In addition to the Compton profile a width- 
factor A\n representing the geometrical broadening and the detector resolution function was Implemented.
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The best cross-correlation factor increased slightly to 0.990 and to 0.989 in the peak range. The width 
adjustment was in a range of a few percent. As shown in Figure 4-17 the implementation of a width-factor 
adjusted peak-height to Bremsstrahlung spectrum ratio.
Geometrical intensity distribution function
As discussed in chapter 4.2.1 the geometrical intensity distribution with respect to the position along the 
primary beam direction in the object volume is not uniform. The determined function lp(d) from chapter 
4.2.1 cannot be used directly since the geometry of the HPGe experimental set-up was slightly different. 
That was the reason for calculating the attenuation in the two-dimensional parallel-beam approximation 
(equation (33)). Since the calculation routine traced individual rays through the scattering area of Figure 
4-14 the individual attenuation paths were determined and the integral in equation (32) was numerically 
included. The parallel beam method disregarded the fact that the solid angle to the detector varied 
depending on the position within the scattering area. Taking the approximated parallel geometry of Figure 
4-14 as a base a distribution function was modelled in approximation. The intensity distribution model 
function was divided into 3 parts, a linearly increasing section from 0 to 1, a constant part and a linearly 
decreasing part from 1 to 0. In these sections an intensity distribution factor was determined and modified 
the calculation, it took simply into account that in the middle section the solid angle was nearly constant 
and was decreasing to the low and high distances along the primary beam direction. The intensity function 
lp(d) was included in the attenuation routine. It simply modulated the input spectrum with the intensity 
function lp(d) in dependence of the position.
d G [djji îj i ,  dx±\
Ip(.d) = 1  d E [dxiidxz]
Ip(d) =  a2 d +  b2 d e [ d x 2 .dmax\ Equation (37)
The slope of the linear part was determined by setting the maximum geometrically to y  = 1.5 mm in 
reference to the primary aperture size and the nominal scattering angle 0 = 150°.
The positions dxi and dx2 were calculated from the y/tan(7r - 0) off-set on di and 6 2  in x-direction. The 
geometry was defined by the collimator dimensions. The sample was positioned at dx^ 0 mm and 
maximum was estimated around dx = 9 mm.
It turned out to be more practical to include the approximation function in the ray trace calculations of the 
routine as to include lp(d) into the integral of equation (32) and modify the solution equation (33) for 
backward correction of the measured spectrum.
Using intensity modulated attenuation correction the cross-correlation coefficient was improved to 0.995 
over the entire range and in the peak range to 0.991. The plotted curvature was very similar to the graph 
in Figure 4-17. As a result the adjustment to the geometry in terms of attenuation correction provided 
better solutions. Additionally the peak position and peak shape could be determined from the matched
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curvature and calculation parameters. However at the low and high end side of the peaks strong 
variations were clearly present. The used model was not able to cover this deviation.
4.3.3. Second Differentiation Filter
The results from the previous chapter showed that the model was able to cover the general shape of the 
entire spectrum only to a certain level. The analysis was focused on the peak-shape and the role of 
attenuation. It was shown that the peak-width in the model was needed to be adjusted. The consideration 
of Compton profiles as the only source for peak broadening was not sufficient.
A different method was used to design a calculation model starting from the actual measured peak-width. 
Using a second differentiation filter (2DF) - which processes an inverse numerical 2"  ^ derivative of a 
spectrum - removes all scaling factors and additional linear contributions. Although attenuation effects 
cannot be neglected it turned out to be easier to adjust the peak-width with the factor Aw in the filtered 
spectra. Basically the same deterministic calculation routines were used. After appropriate smoothing the 
measured and the calculated spectra were filtered with the 2DF and the resulting processed spectra were 
compared and adjusted. At first both the measured and the calculated spectra were filtered with the low- 
pass filter at a fixed cut-off frequency as discussed in chapter 4.2.2. Due to the fact that the calculation 
routine iteratively constructs the result from many discrete spectra small deviations from a smooth 
curvature occurred. These deviations became visible in the 2DF spectrum. For that reason a smoothing is 
also required for the calculated spectrum.
Taking the calculation parameters from Figure 4-17 and comparing the resulting spectrum with the 
measured ones in the 2DF processed mode it turned out that the peak-width adjustment is slightly too 
high.
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Figure 4-18: Negative 2"  ^derivative filtration (2DF) of the measured spectrum and calculated CP of a water sample. The 
peak-width was adjusted. The small image shows the calculation results directly compared to the measured spectrum.
The scattering angle was adjusted to 6 >= 152° and additional broadening of the Compton profile reduced.
In Figure 4-18 the measured and adjusted calculated spectrum are depicted as 2DF processed spectra. 
The peak-width adjustment factor was found to be optimum at Aw = 1.28. The Ka-peak and the middle 
peak matches well to the measured spectrum, however the measured Kp-peak was smaller than the 
calculated one. In the small image in Figure 4-18 the direct comparison of measured and calculated 
spectrum were plotted. The cross correlation coefficient was optimized to 0.990 over the spectrum and to 
0.981 in the peak range. These numbers cannot simply be compared to the results of the calculation in 
Figure 4-17. The selected smoothing filter impacts the spectrum slightly. Measured spectra contain linear 
parts which were not considered in the calculation model and vanished in the 2 "^  derivative.
Furthermore the calculated spectrum used relative amplitudes and linear scaling that disappeared in the 
2DF processed spectrum. The intensity spectrum needed to be scaled with an adaptation factor. As 
mentioned above using the cross-correlation factor as a qualifier an adaptive scaling had no influence on 
the optimization.
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In the next iteration the geometry parameters dxi and dx2 were adapted in the calculation model and 
optimized in respect to the cross-correlation coefficient with the measured spectrum. It turned out, that the 
peak-shape in the 2DF-spectrum changed only slightly when varying the geometry parameters in sensible 
range. The determined dimensions with dxi = 1.5 mm and dxz = 7 mm was slightly lower than in Figure 
4-17 and the maximum cross-correlation factor was also lower. That underlines the statements made 
above.
For the verification of the calculation routine the model was applied to a different material. A C2 CI4  sample 
was measured and in parallel a spectrum was determined using the deterministic calculation routine. The 
Compton profiles and attenuation coefficients were changed. In comparison to water this sample material 
had a much higher density and due to the higher atomic number of chlorine (Z=17) the Compton profiles 
were broader. The effect of attenuation became stronger especially in the low-energy range. In Figure 
4-19 the results of the comparison between measured and calculated spectra are depicted. The best fit in 
terms of the cross-correlation coefficient based on the double differentiation spectrum was found for di = - 
0.5 mm and dz= 6  mm. The peak-width was adjusted to a factor of Aw = 1.32. It was very close to the 
determined factor for the water sample. The best match to the scattering angle was found at ^ = 151° 
which is slightly lower than the determined angle for the water sample. It underlines the assumption that 
the region of maximum scattering intensity is shifted towards the surface. That can be understood since 
the attenuation is higher in comparison to the water sample and scattered radiation from deeper inside the 
sample is stronger absorbed.
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Figure 4-19: Calculated CP and measured spectrum of a C2CI4 sample. Small picture: normalised neg. 2"  ^differentiation 
of both spectra.
The shape of the Bremsstrahlung spectrum part in the intensity spectrum in Figure 4-19 shows strong 
attenuation effects in the low-energy range. Even in the peak range the influence is visible expressed by 
the strong slope in the peaks tail. The peak structure is also influenced by attenuation. Similar to the water 
sample the calculated function shows differences on the low and high-energy side of the peaks.
4.3.4. Atomic orbital model
The quality of the calculation methods depends on the accuracy of the CPs. As discussed in chapter 2.3 
the selected CPs used for the model functions are combinations of tabulated lAM CPs derived from 
atomic orbitals. In molecules the atomic orbital model becomes incorrect especially for electrons involved 
in chemical bonding. The CP of water was experimentally determined in y-ray experiments [®®]. Using 
approximating methods like Hartree-Fock models to determine the orbital wave-functions it was possible
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to calculate the CP of a H2 O molecule with high precision in the magnitude of a few percent [®®]. 
Intermolecular bonding was not considered in the calculations.
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Figure 4-20: Compton Profile of H2O calculated from independent atom profiles and determined from experimental data 
of Y-ray measurements [^^].
In Figure 4-20 the calculated lAM and the experimental CP of water [®®] are directly compared. The reason 
for the difference in the profile structure can be found in the contribution of hydrogen atoms in the lAM 
calculations. The electrons of the hydrogen atoms do not show the specific 1s orbital CP once they were 
bond to the oxygen atom. The CP of the H2 O molecule becomes broader and lower in height. The integral 
over both CPs in Figure 4-20 was nearly the same (experimental ~ 9.91 and lAM ~ 9.97) which was to be 
expected due to the normalisation (equation 14).
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Figure 4-21: Calculated scattering spectra of H2O using CP from the lAM and experimentally determined CP [^®], a) peak 
region of the spectra and b) scaled 2DF spectrum of both spectra.
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To investigate the influence of the different CPs on the calculation results of a scattered spectrum the 
experimental literature data of H2 O were included into the calculation routine. It was found that the 
experimental data could be fitted well (R^ = 0.9998) with only 2 Gaussians based on equation (15). As 
fitting parameters only the amplitudes A, and variance W\ were used.
In Figure 4-21 the calculated scattering spectra of H2 O using both sets of CPs are compared a) directly 
and b) in a scaled 2"  ^differentiation. The cross-correlation coefficient in the peak region from 45 keV to 57 
keV was 0.9989. The differences in intensity of the spectra shown in a) were compensated with a scaling 
factor of fsc -  1-14 to match both spectra in 2DF spectra in b). As mentioned before scaling does not 
change the cross-correlation coefficient. Performing any spectra adjustment and comparison in the 2DF 
spectra is independent from factors since all scaling contribution vanishes.
As a takeaway from this consideration one can state that molecular CPs determined with lAM differ from 
experimentally derived CPs demonstrated at the example of H2 O. But using these profiles in calculation 
scenarios showing more complex scattering regimes deviations in terms of scaling are dominant rather 
than in curvature. Thus the influence on analysis focused on 2DF spectra is small. Any attempt of re­
scaling model functions which are adjusted in 2DF spectra to a measured sample is affected by the factor 
fsc caused by the initial difference in the determination of the CPs.
4.3.5. Conclusion
In the previous sections we tried to establish a deterministic calculation method to approximate the 
scattering process in a Compton spectrometer. The benefit of using a Germanium detector was that the 
correction methods could be concentrated on the scattering process and the geometry. Detector specific 
effects were reduced. The geometry of the scattering volume is a complex geometrical construct and not 
easy to be approximated. The attenuation along the beam path inside the sample influences the 
distribution of scattered radiation in the resulting spectrum. Without any information about the scattering 
geometry an exact calculation becomes difficult. Multiple scatter effects were not considered. However the 
developed calculation model provides a useful connection between the physical model and the measured 
peak-shape.
It turned out that the peak-width was larger in the measured data than in the calculated model. The 
reasons were found in the geometrical resolution and a smaller part in the detector resolution. A general 
result was that there seemed to be a mismatch in the ratio between peak-height and the intensity of the 
Bremsstrahlung spectrum. An insufficient attenuation model would have had a minor influence since 
attenuation affected the entire spectrum. It seems to be more likely that the assumed intensity distribution 
in the scattering volume was too strong approximated in addition to the validity of the input spectrum.
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4.4. Basic Compton scattering measurements
In the previous chapter we discussed a model enabling us to calculate an approximated Compton 
scattered spectrum based on a measured primary spectrum. The calculated results were compared to 
measured date and geometrical model parameters were adjusted. In the final design the spectrometer 
was equipped with a room-temperature CdTe detector. Additional measures to correct detector specific 
features needed to be considered. The detector was an integrated part of the Compton Spectrometer 
described in Chapter 3.3. The geometry differed slightly from the experimental set-up of the HPGe 
arrangement.
4.4.1. Calculation model and comparison to measured data
As a starting point the same model was used as in the previous considerations. Only the geometrical 
conditions were adapted. In comparison to the set-up using an HPGe detector the object area in the 
spectrometer was known. With the selected aperture sizes the scattering volume and distances to the 
surface were given and could directly be used in the model.
For verification the measured spectrum of a 1 mm thick PMMA slice positioned at the nominal scattering 
point dx -  5 mm was selected (chapter 4.2.1, dx distance from the edge of the sample holder). In 
comparison to a bulk sample it was expected that the influence of attenuation and multiple scattering were 
moderate due to the smaller spatial extension of the scattering volume.
PMMA 1mm dx=5mm 6=150° lo A (d = l) J(q) Aw
Measured
Calculated
1 -
0,8  —
0,2  -
20 40 60 80 100
Energy [keV]
Figure 4-22: Measured and calculated spectrum of a 1mm thick PMMA sample. The same calculation model was used as 
for the HPGe detector set-up. Only the geometrical parameters were adjusted. Besides the characteristic escape-peaks 
there are strong differences in the low-energy part visible.
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Best cross-correlation factor over the entire range was found at 0.9578. A direct comparison of measured 
and calculated data shows significant differences in the low-energy range (Figure 4-22). A variation of the 
geometry parameters di and dg had almost no effect on the calculated spectrum due to the thin sheet 
sample. Differences in the low-energy range were specific artefacts of the selected detector.
4.4.2. Correction of measured spectrum
There are algorithms that remove escape events from spectra with a stepwise event backward calculation 
of possible escape-peaks starting from the highest energy channel [^ ®]. For this consideration the specific 
likelihood of an escape event must be known. It turned out that parameter found literature did not suit well. 
One of the reasons was that the probability of an escape event strongly depends on the geometric design 
of the crystal. More precise data can be obtained experimentally using high flux y-ray sources with 
different energies or from specific Monte-Carlo simulations. In the latter one the crystal geometry and the 
direction of the radiation are considered [®^ ]. In order to find useful parameters a spectrum of a "^^ A^m 
source was acquired. The peak positions on the energy scale were evaluated, the integrated intensity 
determined and expressed as percent values in respect to the integrated main peak (Table 3).
E [keV] 
Literature
E [keV] 
Determined
Intensity [%]
Cd Ka 23.17 23.14 5.7
Cd K(3 26.09 26.03 1 . 6
Te Ka 27.47 27.39 2.9
TeK p 30.99 30.84 1 . 0
Table 3: Escape-peak parameters of the CdTe detector emerging from a spectral measurement. Position and
intensity were determined from spectrum.
Differences of the Cd and Te fluorescence lines between the literature and measured data can occur due 
to the calibration variance and the detector resolution. The binning of the data acquisition was set to 0.17 
keV and the detector resolution was lower (ref. Chapter 3.4).
Based on the actual escape events of a measured "^^ A^m source the probability of an escape event was 
extended to the entire spectrum and backward calculated. At this point it needs to be mentioned that in 
general the likelihood of an escape events depends on the energy and is not constant Thus the 
correction is only valid for the energy range around the source peak.
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Figure 4-23: Spectrum of corrected from detector specific escape peaks.
In Figure 4-23 the measured raw spectrum of the ^^^ Am source and the results of the correction algorithm 
are depicted. Comparing the total intensities of the measured and corrected spectrum the difference was 
below 0.05%. Almost all subtracted escape-peak intensity was reset to its calculated position. The 
corrected spectrum shows residual escape-peaks and small negative peaks. Owing to the spectral 
resolution and statistical events the fixed parameter correction was not able to recalculate all events 
correctly.
Correction algorithm:
The likelihood of escape events was approximately considered as constant over the spectrum’s energy 
range. The intensities of the determined peaks form Table 3 were selected. The strong scattered 
characteristic anode peaks which are in the focus of interest are roughly in the range of "^^ A^m peak- 
energy. An undetermined variation in the high-energy range of the spectrum was tolerated.
Let pcd and pre be the likelihood of an escape of a Cd or Te fluorescence photon with the energy Ecd and 
Ere- And lo(Ek) is the number of incoming photons of the energy Ek. It was simply assumed that the 
detector responded:
lo(Ek)(1 - Pcd - Pre) at Ek
lo(Ek)Pcd at Ek~Ecd
lo(Ek)PTe at Ek-Eje
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The entire intensity was divided on three different energy bins. This assumption needed to be expanded 
to all four direct fluorescence lines. Secondary processes were neglected. The discrete energy-bins of the 
detector’s data acquisition system are represented by Sp(Ek). An energy-bin contains the assigned 
measured intensity consisting of correctly acquired photons and photons of originally higher energy that 
are reduced by the escaped portion of energy.
Equation (38)
The index / represents the fluorescence lines. On the low-energy side the model function is valid only 
down to the specific K-edges. Below the edge an escape event cannot occur. On the high energy side the 
influence of escape events is limited by the maximum photon energy. It denotes that an energy-bin of the 
detector close to the maximum photon energy cannot include escape peaks. At this level the value of Pp is 
1 and the others are zero. The intensity of Sp(Ek) was defined and in the following iterative steps down to 
lower energies the equation was solved. In a four level step the p, parameter become step by step greater 
zero. On the low-energy side when Ek becomes smaller than the specific K-edges the relating p, were set 
to zero again.
h {P k )~  —  
Pp ;=1
= 0  fo r E i, > { E ^ - E , ) Equation (39)
Followed by the iterative recalculation of an acquired spectrum Sp(E) the efficiency of the 1 mm thick 
CdTe detector was adjusted. This adjustment was processed using an inverse scaling of the detector 
material absorption curve discussed in section 3.4.
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Figure 4-24: Measured and corrected spectrum of Glycerine. In a first step the escape-peaks based on the escape 
response were corrected over the entire spectrum followed by an efficiency correction.
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Figure 4-25: Measured and calculated spectrum of a 1mm thick PMMA sample. The measured spectrum was corrected in 
respect to the efficiency and the escape events.
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As an example in Figure 4-24 a measured spectrum scattered from a Glycerine sample is plotted. The 
measured spectrum was normalised to the maximum peak height. The second spectrum shows the 
corrected spectrum employing the discussed method. Intensity from the low-energy Bremsstrahlung 
spectrum tail was shifted to the higher energy part.
The intensities of the escape-peaks were clearly reduced and shifted to the relating main peaks. The high- 
energy tail increased also mainly by the reason of the efficiency correction. There were still residual 
escape peaks present which were not precisely corrected. From the considerations made to Figure 4-23 
statistical effects were expected. In order to improve the correction method a better count-rate statistic is 
required. Spectra acquired with an HPGe detector did not show these peak-structures in the energy range 
of the escape-peaks. It justifies the conclusion that those structures originates rather from the detector 
than from the scattering process.
The correction algorithm was not directly included into the calculation program-code. It turned out to be 
more practically to correct the measured spectrum instead of simulating the detector behaviour in the 
calculated spectrum. The measured PMMA spectrum from Figure 4-22 was corrected and directly 
compared to the calculated spectrum (Figure 4-25).
The peak-width Aw of J(q) was not adjusted. It cannot be expected that effects causing an additional peak 
broadening were the same as in the experimental set-up of the HPGe detector. In the calculated spectrum 
(Figure 4-25) the peaks are higher and the peak width is smaller than the measured peaks.
The best cross-correlation factor over the entire spectrum was 0.987 and in the peak range 0.967.
Adjustment of width in J(q)
In order to get a better fit to the peak shape the peak width was adjusted in the calculation routine to the 
measured width. Using the measured "^^ A^m spectrum of Figure 4-23 the detector specific energy 
resolution was estimated. A Gaussian curve fit responded a width a  = 0.61 that was -1 .4  keV FWHM.
In Figure 4-26 the calculation results are plotted. The width adjustment factor was determined to Aw = 
1.25. A simple convolution of the calculated function in Figure 4-25 with the Americium spectrum did not 
lead to similar results since the input spectrum represents also a convolved spectrum with a different 
detector resolution function.
The maximum cross-correlation factor over in the peak range 0.990 and over the entire spectrum was 
slightly increased. The cross-correlation over the entire range should only be regarded qualitatively due to 
the fact that the detector correction function was expected only to be suitable in the peak range.
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Figure 4-26: Measured and calculated spectrum of a 1 mm thick PMMA sample. The peak-width was adjusted with the 
adjustment factor Aw.
4.4.3. Thin PMMA layer response curve
Similar to the considerations made in the previous chapter it was expected that the geometrically intensity 
distribution function needed to be included. The geometry was slightly different, however based on the 
measurements discussed in chapter 4.2.1 an intensity distribution function lp(d) was determined.
The distribution function was inserted into the calculation algorithm.
The integration along the beam-path in x direction (equation (30)) was modified with the geometrical 
response function lp(d) and parameter p, defined in equation (28).
with
a  = p(Ju{o}^)+ M{a>2 ) A
Equation (40)
The integration of equation (40) over the valid projected distance from d i to dg (ref. Figure 4-14) leads to 
the expression:
71/146
P \^ - ^  a ) +  +2ccx + 7 ^ -p ^ ia^ x ^  +3a^x^ -i-ôax +  ô)]
Equation (41)
Integration in y-direction was reduced to the consideration of the response function from the minimum to 
the maximum projected distance in x-direction.
The consideration demanded a positioning of the sample at d = 0 mm owing to the measured distribution 
otherwise the actual attenuation path-length was incorrect. An off-set value was added to account for a 
deviation from the nominal scattering point.
4.4.4. Sample verification (H20, C2CI4, PMMA)
PMMA bulk sample
In order to verify the attenuation and geometric considerations in the deterministic model a spectrum of a 
PMMA bulk sample was calculated. In contrast to the slice-sample attenuation effects influenced the 
shape of the spectrum noticeably. The peaks were expected to be more broadened due to the variation in 
scattering angle.
The correction algorithm in the calculation routine was adjusted to the considered intensity distribution 
function lp(d). It turned out to be more practical to calculate the integral Igp in equation (40) numerically in 
sufficient small iteration steps than to use the analytical solution. The expression lp(d) is not a continuous 
function; negative values must be set to zero and therefore conditional switches were required which 
could be easily implemented.
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Figure 4-27: Calculated and measured spectra of a PMMA bulk sample. The calculation model used the geometrical 
intensity response function lp(d) and the adjusted peak-width. The measured spectrum was corrected by backward 
calculation of the escape events and the detector efficiency.
In Figure 4-27 a measured spectrum the best calculation result of the PMMA bulk sample are depicted. 
The measured spectrum was corrected in terms of escape-peaks and efficiency. The geometrical 
parameters needed to be corrected slightly in the sample position towards the collimators indicated by the 
off-set parameter doff. That means that the scattering volume was about 1mm closer to the sample surface 
as expected. The boundary parameter di and dg indicate only that the geometrical response function was 
inside the considered scattering volume. A suitable peak width adjustment was found at Aw = 1.5 which 
was equivalent to the factor found in the HPGe investigations (chapter 4.3.2 ). The cross-correlation factor 
in the peak range increased to 0.994.
The bulk sample was slightly different in its dimensions and surface shape compared to the PE bottles. A 
tolerance in positioning of Ad = ± 0.5 mm was realistic.
Water sample
In contrast to the PMMA bulk sample the scattering material water is in a PE container. The sample 
position dx= 0  mm of the container guarantees that the wall material was outside the scattering volume. 
The wall’s contribution was only absorption which was implemented into the calculation routine. Similar to 
the PMMA sample the spectrum was calculated using the geometrical parameters. Additionally the peak 
width factor zlw was adjusted in the 2DF processed spectrum.
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Figure 4-28: Measured and calculated spectrum of a water sample. The peak width was adjusted in the neg. 2"  ^
differentiated spectrum (small image).
The best calculation in comparison to the corrected measured spectrum is plotted in Figure 4-28. Again 
the boundary parameters di and dz indicate that the geometrical response function lp(d) was found to be 
inside the considered scattering volume. A good match to the measured peak was calculated with the 
adjusted peak width Aw = 1.25 derived directly from the 2'^  ^derivative of the peak spectrum. Larger values 
were also possible in the direct spectrum and would have only affected the peak range cross-correlation 
coefficient slightly; however it would have lead to a visible mismatch in the 2 "^  differentiated spectrum.
The best cross-correlation factor in the peak range was found to be 0.997.
Comparing the results in Figure 4-28 with the calculated spectrum adjusted for the HPGe detector 
(chapter 4.3) the peak-width parameter were found to be similar. That might lead to the result that the 
combination of geometrical and detector specific resolution were similar. A direct comparison to Figure 
4-18 gives the impression that the calculated spectra match better to the measured one as for the HPGe 
considerations. That can be underlined with a higher cross-correlation coefficient and the differences at 
the low and high-energy side of the peaks are visibly not present. However that observation needs to be
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treated carefully since inappropriate scaling can cause these differences and the correction of the 
measured data causes differences at low and high energies. An important validation of the calculation 
model was found in the comparison of the 2^  ^ derivative of the spectra. The calculation results for both 
detectors looked very similar.
C2 CI4  sample
To test the deterministic calculation model the C2 CI4  sample was selected again. The measured spectrum 
was corrected like the previous samples with respect to the detector efficiency and the estimated 
likelihood of escape events.
C2CI4  0=150° lo A(Ip) 3(q) Aw
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i
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Figure 4-29: Calculated and measured C2CI4 spectrum. The peak-width was adjusted. Small picture: neg. 2"  ^
differentiated spectrum.
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The best results for the adjusted calculated spectrum (Figure 4-29) were found at an angle of <9 = 150°, di 
= 0 mm, dz = 10 mm and a width-parameter of Aw =1.36. The sample was positioned at dx= -2 mm, so that 
the attenuation path-length became longer and the effect stronger. That fact was considered in the off-set 
value doff = 2 m/77.
The best cross-correlation factor in the peak range was found to be 0.994 and for the entire spectrum 
around 0.98. The adaption to the low-energy part of the spectrum was mainly driven by the correct setting 
of the geometrical response function lp(d) which was shifted along dx by the off-set parameter. The 
influence of the dz parameter was very moderate. In the calculation the high end of lp(d) was slightly cut at 
d = dz= 10 mm. The major contribution of scattered radiation originated from lower dx values due to the 
stronger attenuation. The high-energy side of the spectrum could not be well adjusted. The decline of the 
calculated curve could not be improved by any changes of the parameters. Even varying the dz parameter 
without a geometrical response modification, which would had have affected the high-energy tail, did not 
change the shape of the curve. This trend can be observed for all calculations in this chapter.
4.4.5. Conclusion
The transfer of the model suggested in the previous chapter (4.3) required an additional data processing 
step, a correction routine to implement the detector characteristics. The escape events influenced the 
shape of the Compton scattered peaks. Using these corrections similar results as in chapter 4.3 were 
achieved.
Based on the results of this chapter it can be stated that the deterministic calculation model provided 
functions that could be fitted to the measured spectra especially in the in the low-energy and in the peak 
region. The results could be confirmed with scattered spectrum from a material with higher attenuation by 
changing the attenuation parameter in the calculation model. The important localization of the parameter 
di in the attenuation path indicating the beginning of the scattering volume could be adjusted. Deviations 
from the model to the actual parameters lead to a mismatch in the low-energy path. This became more 
expressive the higher the density and atomic numbers were. The spatial position of the maximum of 
scattered intensity shifted towards the sample surface. The influence of the parameter dz and the higher 
part of lp(d) became weaker.
The trend of a misfit in the high-energy range might have had several reasons. At first the escape 
correction method became less precise to high energies since it was determined for the energy range 
around 60 keV. To higher energies this effect got weaker, but the detector specific low-energy peak-tail 
increased. Thus the correction method in terms of escape events and peak-broadening required an 
adjustment to the high-energy range. A further influence on the calculation was the quality of the input 
spectrum. In the previous considerations a directly measured tube spectrum was selected, corrected with 
the specific detector efficiency. However, it was not known how precisely this spectrum represents the 
primary tube spectrum at the selected tube power.
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Referring to the major goal of the entire investigation the focus was set on the peak region. In this range 
the deterministic calculation model provided a high cross-correlation coefficient.
Comparing the results of the PMMA 1 mm and bulk sample (Figure 4-26 and Figure 4-27 ) the influence of 
the scattering volume could be investigated. The adjustment factor of the peak-width increased due to the 
fact that the deterministic calculation processed only constant angles. The broadening owing to the 
geometrical dependent variation of the scattering angle was not regarded. That led to an increased width 
for the bulk sample. An additional observation was that the patterns of both spectra were qualitatively very 
similar. There were no distinctive differences on the high and low-energy side of the peaks which could 
have been evidences for multiple scatter effects. The only indication of multiple scatter was the lower Kp- 
peak-height in respect to the high-energy part of the K-edge in the bulk sample. Multiple scattering as a 
secondary process generates mainly additionally intensity on the high-energy side of peak in a spectrum.
4.5. Reference based attenuation correction
The adjustment of a modelled spectrum to the measured spectrum of a known substance can provide 
valuable information about unknown measured samples or known materials with unknown attenuation 
parameters. An attenuation correction based on a reference spectrum from a pre-defined sample and 
determined attenuation parameters are discussed.
Let the spectrum of the reference sample be described as:
With:
lo : primary intensity spectrum
Aref: Attenuation function of the reference sample
da/dQ: differential scattering cross-section 
J r e f (q ) :  CP of reference sample 
D(E): Detector response function
Aref can be calculated as discussed in the chapter above as the result of the 2-dimensional geometrical 
integration. The resulting function can be approximated along a sensible range with the polynomial
function Are/(E). The order of the polynomial function depends on the energy range and precision.
m
A'^y(E) =  Equation (43)
n=0
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The measured spectrum indicated by the subscript M is expressed in a similar manner:
(?)£>(£) Equation (44)
In order to estimate the attenuation of the sample the measured spectrum is normalised with the 
reference spectrum, what results into the expression:
^ m {e )  Equation (45)
From the discussion about Compton profiles it is known that the expression J(q) is material-specific. 
However it is also known that the contribution of the function becomes very small for larger values of the 
projected momentum transfer q. Considering a section with smooth curvature the influence on the total 
intensity-height distribution is very small. In other words JM(qVJref(q) becomes nearly constant in regions 
without significant intensity changes like peaks or edges. This can be justified based on the approximation 
for the incoherent scattering function S(x,Z) ~ Z  for larger momentum transfer x discussed in a previous 
section. By selecting the regions on the energy scale on the low and high-energy side of the characteristic 
tube-peaks one can approximate the attenuation function of the sample as followed:
(e ) =  ^  (^ )  • const E  ^  Ep^ j^^  Equation (46)
Kef
The curve of the calculated attenuation function (equation (33)) of the reference spectrum is depicted in 
Figure 4-30. The parameters were taken from a known sample (water) with known attenuation 
characteristics (path length in the sample). Prior to this the model was compared to a measured spectrum.
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Figure 4-30: Calculated attenuation curve (equation (33)) of a water sample in the spectrometer. Curve was fitted with a 
5‘  ^order polynomial function (red graph).
As a test of an unknown sample a C2 CI4  spectrum with adx = 2 mm offset was selected.
The normalisation procedure was processed and depicted in Figure 4-31 together with the calculated 
attenuation function of the test sample. The attenuation path length was set from di = 3.5 mm to c/ 2  = 9 
mm. In the high-energy region large errors occurred due to the division of small intensity values of the 
measured spectrum and its related variation. The deviations in the low-energy region arose from the 
influence of the detector escape effects. In this region the detector resolution function was dependent on 
the intensity distribution of the spectrum. The simple assumption of a uniform detector resolution function 
D(E) was not correct.
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Figure 4-31: Measured spectrum normalised with the reference spectrum and multiplied with the attenuation function of 
the reference spectrum. The result is the attenuation function of the measured spectrum times a scaling factor 
JM(q)/Jref(q). The dotted line shows the calculated attenuation function of the C2CI4 sample.
Setting the low-energy region from 30-45 keV and the high-energy region from 65-80 keV the region of 
interest between 45-57 keV can be estimated.
In Figure 4-32 a polynomial curve fit was performed on the reduced attenuation function Au(E ,d,6). It was 
found that the polynomial function of 5^*^  order obtained an R^-value of better than 0.99. The energy range 
between 45 and 57 keV was left out, since the differences between Jref(E) and Jm(E) were assumed to be 
significant and would have disturbed the fitting function.
Let the fitting function be defined as A ’m it is constructed in a similar manner as AW-
Equation (47)
n=Q
It should be mentioned at this point that the determined function A ’m  still includes the scaling constant c 
from the assumption that JM(q)/Jref(q) = constant for a slowly varying curve progression.
[4 5 > £ > 5 7 ] Equation (48)
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Figure 4-32: Reduced attenuation function and the polynomial curve fit. The gap in the determined function was set 
between 45 keV and 57 keV. In this region the differences between Jret(E) and Jm(E) are assumed to be significant.
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5. Material discrimination analysis
In the previous chapter we established a model including corrective measures to calculate scattered 
spectra. That was performed using a known sample material and a known scattering geometry. In this 
chapter we will concentrate on the identification of unknown samples measured with the spectrometer. 
The geometry is still assumed to be known.
5.1. Direct Comparison
To investigate the potential of a direct comparison of spectra four different samples were measured in the 
spectrometer. The spectra were corrected in terms of efficiency and escape-peak backward calculation. 
The intensities of all spectra were scaled on a unit acquisition time.
5.1.1. Spectrum Comparison
Four measured samples were directly compared. In order to find a basis for a comparison the spectra 
were normalised to the intensity at 52 keV. It is localised in the valley between the Ka and Kp-peak. The 
influence of the Compton broadening from the neighbouring peaks is moderate. The self-attenuation of 
the samples water and alcohol is moderate due to the path-length in the range of some mm in the 
spectrometer. It becomes larger for compounds of Period 3 elements and samples with higher density. 
Powder samples like MgO are solid materials that can show lower density than liquid samples. However 
the materials often contain elements with higher atomic numbers in comparison to liquids. But due to the 
lower density the effect of attenuation is smaller and in a comparable range of liquid samples.
Direct Comparison of spectra 6 = 150°
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Figure 5-1 : Direct comparison of measured spectra normalised to the intensity in the valley between the peaks at 52 keV.
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In Figure 5-1 the direct comparison of the four scattered spectra of the measured samples is plotted. In 
general there are two major physical effects which are responsible for the peak-shape in the spectra. 
There is the material-specific Compton broadening and independent from that the sample specific 
attenuation. Water and MgO can be directly compared. The peak-width and height differ significantly in 
addition the peak-centre of MgO is shifted slightly to the low-energy side. The alcohol sample could also 
be investigated in the same way, but the low-energy side of the peak is slightly higher and lifts the peak. 
This fact leads to the challenge of how to introduce numerical parameters which can be compared 
quantitatively. Samples with higher Z and density like C2CI4 show this issue in an increased manner. A 
direct comparison becomes difficult. The attenuation impacts the peak-shape directly.
5.1.2. Peak separation
In a next iteration it was tried to isolate the Compton shifted peak of the characteristic tungsten Ka-line. 
Assuming that the portion of Bremsstrahlung spectrum in the energy range underneath the peak was 
nearly uniform, we considered this portion as an off-set intensity. In the measured spectra we simply 
define a baseline and isolated the peak from the entire spectrum by subtraction at this baseline.
From the theory (chapter 2.3) it is known that the nominal Compton profile of a material is not a Gaussian 
shaped curve. When this function is convolved with the geometrical broadening and detector resolution 
function the original structure vanishes and becomes more Gaussian shaped. In this case an 
approximation with a Gaussian fit function becomes obvious. This might affect especially higher-Z 
elements which show a broader base of the peak. From the discussion in chapter 4.1 it is known that the 
origin of the isolated peak is a triplet of tungsten Ka-Lines and a rhenium Ka-line with different intensities. 
The measured peak is an overlap of Compton shifted peaks and actually neither symmetric nor Gaussian 
shaped.
The baseline was defined by two data-points averaged around the intensities at the energies 45 keV and 
52 keV. The intensity within this energy range was integrated and normalised. Due to absorption effects 
and the shape of the Bremsstrahlung spectrum the defined baseline is sloped. As described above the 
peak was isolated from the spectrum by subtraction at the baseline.
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Figure 5-2: Isolation of the Ka-peak from measured spectra, a) A baseline was defined from 45-52 keV and the spectrum 
subtracted, b) isolated peaks from different measured samples. Prior subtraction the integrated intensity in the peak 
region was normalised.
The graph of Figure 5-2 a) shows the defined baseline and the isolated peak of a measured water 
spectrum. The right image shows the isolated peaks of different measured samples. These are the same 
samples as in Figure 5-1. In contrast to the consideration of the entire spectra the isolated peaks can be 
directly compared. The peak shapes of the materials differ significantly in height, width, position and area. 
In order to generate comparable values for some measured samples the integrated peak area was 
calculated and a Gaussian curve G(E) (equation (49)) was fitted to the peak shape. The fitting parameters 
were the y-axis offset ly, the energy of the centre Ec, the amplitude A q  and the variance <%.
G ( £ ) = /
A.
(e-eJ
2(Tr,
CT, yflTT
Equation (49)
From eight different samples measured with the spectrometer the spectra were analysed by isolating the 
large Ka-peak from the Bremsstrahlung spectrum as described above.
The intensity off-set ly fitting parameter in equation (49) was required to achieve coefficients of 
determination (R^-value) larger than 0.997. The determined parameters were listed in Table 4. Additionally 
the peak area IntA obtained by integration over the isolated peak (which is not a fitted parameter) was 
listed. The range on the energy scale for numerical integration was set from 45.2 keV to 51.8 keV. 
Comparing the area parameters integrated peak intensity IntA and the Gaussian total area determined by 
Ae+ly*AE showed that the difference is mainly in the range between 1.8 and 2.1 (except for CsHsO with 
1.4). This total deviation is around 0.7% of the area. The difference provides a number to what extent the 
fitted curve differs from the measured one. Although both area parameters are independent from each
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other they are not really qualified as comparable features. The error would be too high to perform any 
material discrimination. Only one of the area parameters can be selected as a specific feature value. The 
off-set ly is connected to a large statistical error and cannot be chosen for a feature. Although this value 
indicates at which height the peak shape becomes more Gaussian essential information cannot be 
extracted. To be precise the peak-width parameter is the variance. It turned out to be another
candidate in addition to the peak centre Eg for feature values. The latter is actually not easy to interpret, 
since the scattering angle is constant and hence no shift in peak position would be expected. This effect 
was previously observed in the discussion about the PMMA bulk and slice samples in chapter 4.2.1 and it 
will be discussed in chapter 5.5.
CzHgO GsHgO C12H22O11 H2O
In tA 317.1 317.2 314.7 313.9
Eg 48.797 ± 0.006 48.786 ± 0.004 48.735 ± 0.006 48.833 ±  0.008
<Tg 0.866 ± 0.008 0.874 ± 0.005 0.897 ± 0.008 0.904 ± 0.010
Ag 291.0 ±3.1 299.7 ±2.1 292.3 ±3.1 289.6 ±3.7
ly 3.67 ±0.53 2.47 ±0.37 3.14 ±0.53 3.43 ±0.64
R: 0.9983 0.9992 0.9983 0.9975
C C2CI4 MgO S
Int A 317.4 269.1 301.0 261.7
Eg 48.744 ± 0.007 48.773 ± 0.008 48.707 ± 0.006 48.687 ± 0.009
ctg 0.919 ± 0.009 0.964 ± 0.011 0.982 ± 0.009 0.982 ± 0.012
Ag 291.6 ±3.5 240.3 ±3.4 278.4 ±3.0 236.9 ±3.5
ly 3.63 ±0.59 4.07 ± 0.56 3.19 ±0.49 3.50 ±0.57
R2 0.9979 0.9972 0.9984 0.9971
Table 4: L ist o f Gaussian curve fit  parameters o f some measured materials. IntA represents the integrated peak 
intensity, £c peak centre, ctq peak w idth in terms o f variance, A q  peak ampiitude (area), ly Gaussian curve offset and 
the coefficient o f determination.
To give an example in Figure 5-3 the fitted Gaussian curve G(E) and the isolated measured peak of an 
MgO sample are plotted. In the peak tails stronger deviations from the Gaussian shape can be observed. 
As described above and in the discussion in chapter 2.3 these differences were expected since the 
contribution of inner-shell electrons leads increasing with the atomic number to broader profiles than 
electrons with higher principal quantum number.
85/146
Isolated Ko-Peak 0 =  150°
120 - I
—  MgO 
—— Gaussian fit
100 -
=  0 ,9 9 8 4  
Ec =  4 8 ,7 0 7 + / -  0 ,0 0 6  
a s  =  0 ,9 8 2 2  + / -  0 ,0 0 8 7  
A s  =  2 7 8 ,4 1  + / -  2 ,9 8  
Iy  =  3 ,1 9  + / -  0 ,4 9
8 0  —
20 -
4 5 46 4 7 4 8 4 9 50 51 52
Energy [keV]
Figure 5-3: Isolated Ka-peak of an MgO sample. A Gaussian curve with off-set was fitted to the measured curve.
In Figure 5-4 the determined parameters from Table 4 were depicted in a 2-D plot including the error-bars. 
Neglecting the statistical error determined in the fitting procedure all materials can be separated, however 
within the error-bars the materials water, sugar and graphite as well as C2 CI4  and sulphur-powder are 
difficult to separate. Taking the peak position Ec as a 3^  ^ parameter into account (Figure 5-4 b) the 
separation capability can be improved in these cases.
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Figure 5-4: 2-D plot of the determined parameters a) Amplitude Ac and variance <tg b) variance <tg and centre position Ec 
including error-bars.
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It should be mentioned at this point that the data-points in Figure 5-4 and Table 4 represents only the 
analysis of 8  samples and a statistical error of the fit routine. It should demonstrate a principle capability of 
the used analysis method. A more precise analysis in terms of material separation requires additional 
data-points.
5.1.3. Discussion and conclusions
The results in Figure 5-1 showed that a direct comparison of measured spectra was difficult. A more 
promising approach was to set the focus on the larger Ka-peak and try to separate this peak from the 
Bremsstrahlung background. A linear baseline was determined to estimate the portion of the 
Bremsstrahlung by selecting two points at both sides of the peaks on the continuous background. Those 
points were assumed to have no intensity contributions to the peak. After a suitable normalisation the Ka- 
peak was isolated by subtraction at the baseline. The measured peaks could now be compared on the 
same basis. In order to extract numerical parameters which can be quantitatively compared a Gaussian 
curve was fitted to the peaks. As feature-values an area parameter, in this case the amplitude, a measure 
for the peak-width and additionally the peak-centre were selected. Furthermore the integrated peak 
intensity was calculated. Differences in the measured spectra could be delineated considering these 3 
features. However this method seems to work under specific assumptions. First of all, the definition of the 
baseline did not take the energy and material dependent attenuation into account. Although comparing 
the same substances but with different attenuation path-lengths the slope of the baselines is different. The 
subsequently isolated peaks differ in the shape. In other words the baseline method works only in case of 
the same attenuation conditions.
Another aspect is the high-energy part of the baseline at around 52 keV. From previous considerations 
about the envelope curve created from the Compton profiles of the individual characteristic peaks it is 
known that the valley differs from one material to another. That means the broader the CPs the higher the 
valley and the greater the distance from the Bremsstrahlung background. That means the definition of the 
baseline is dependent on the CP.
In summary the peak separation presents a simple method showing a better material separation capability 
than a direct comparison. Materials with differences in atomic number and density can be distinguished to 
a certain extent. Based on the analysis of the extracted 3 features a different method for material 
discrimination was described to a simple comparison of integrated count-rates in standard X-ray 
backscattering applications.
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5.2. Advanced methods
In contrast to the direct comparison discussed in the previous section a method is discussed that 
processes spectra more in detail to extract material-specific information more precisely. It turned out that 
attenuation impacts the shape of the spectra significantly thus corrective measures are required.
In the previous chapters 4.3 and 4.4 the scattered spectrum was directly calculated using a deterministic 
calculation routine. In contrast to the direct method the measured spectra were compared to a model 
based on physical process. In this chapter this approach was transferred to a general usage. A variety of 
spectra were calculated and compared to the measured sample spectra. A matching score was generated 
to identify materials.
5.2.1. Input Spectrum
In the previous sections we considered two types of input spectra, a measured tube spectrum and a 
calculated tube-peak spectrum generated from tabulated peak-parameters. The main difference between 
these types is the presence of the Bremsstrahlung spectrum. If the analysis was concentrated on the peak 
shape it could be argued that a calculated tube-peak spectrum might be sufficient.
To address this hypothesis, two spectra were calculated using both types of input spectra. In Figure 5-5 
the calculation results are depicted for the negative second derivative spectrum and in the small graph as 
arbitrarily scaled direct results. The difference in intensity results from a scaling factor for the adjustment 
of both spectra in the 2"  ^ derivative. This scaling was required because there was no quantitative 
relationship between the scales of both input spectra. The spectra in the small graph in Figure 5-5 cannot 
be adjusted due to the missing contribution of the Bremsstrahlung spectrum. In the comparison of the 2"  ^
derivative of the spectra, small differences can be seen. In the Ka-peak the tip is slightly broader and the 
smaller middle peak is slightly shifted to the centre. The Kp-peak seems to be narrower using the 
measured tube spectrum. Differences occur due to the peak shape of the input spectra. The characteristic 
lines in the measured tube spectrum are wider because of the resolution of the detector used. The 
generated peak spectrum only contains thin line-shaped peaks with the same width as the histogram-bin 
used for simulation (0.17 keV). These circumstances cause differences in the calculated spectra. 
Furthermore the calculated K-edge is only an approximation to the edge in the measured spectrum which 
can influence the structure of the Kp-peak. The same results were made using a C 2 CI4  sample as 
scattering object. Furthermore the baseline of the line input spectrum is only a linear off-set function 
simulating the Bremsstrahlung spectrum and the K-edge step. The measured spectrum shows some 
slight derivations from a partial linear base-line.
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Figure 5-5: Calculated spectra scattered from a H2O sample using different input spectra; a measured tube spectrum  
and a generated peak spectrum from tabulated peak values [^ ]^. In the calculation the spectra were broadened to include 
the detector resolution and were filtered afterwards. The large graph shows the 2"*^  differentiated spectra. The small 
graph shows the direct calculation results on a not normalised intensity scale.
As a result the generated tube peak spectrum can be used as long as the derivative of Ka-peak structure 
is investigated. Otherwise the measured tube spectrum would be the better choice. The benefit of the 
generated tube spectrum is the nearly independent choice of width of the discrete energy channels. The 
bin-size can be adapted to the discretisation of the DAQ binning. Comparing spectra the determination of 
most correlation coefficients requires the same number of data-points. A difference in the bin-size 
stretches one of the spectra and lead to a less correct comparison parameter.
Another method would be a weighted re-binning of the spectrum using linear or even higher polynomial 
approximations. Additional errors in count-rate can occur at strong intensity variations for instance at 
sharp peaks since the energy resolution and the bin size must be respected.
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5.2.2. Material-specific parameter
Several liquid samples were investigated using the Compton spectrometer. The liquids were poured into a 
polyethylene (PE) container and placed into the sample holder. Thus the geometrical conditions of the 
samples were almost the same. The measurement time was set to 240s and 360s. The measured spectra 
were corrected in terms of the detector efficiency and escape-peaks (chapter 4.4.2). In addition the total 
intensity was normalised to a uniform measurement time. As an attenuation reference material a water 
sample was selected, positioned at dx = -2 mm so that the nominal scattering point was 7 mm within the 
sample (as described in chapter 4.2). Similar to what described in chapter 4.4.4 the attenuation function 
Aref was determined. This reference was used to correct all measured samples (chapter 4.5). After the 
attenuation correction had been processed the spectra were smoothed in order to perform a 2 "^  
differentiation. For the following analysis a low-pass filter was selected.
The absolute scattering intensity depends on the materials directly involved in the scattering process. In 
order to get the quantitative parameter Iscs for the scattering strength the measured, corrected and not 
filtered intensity was numerically integrated in the peak energy range from 47 keV to 52 keV. The absolute 
energy range is not so important as long as it is the same for all samples.
■ Is c s = ] lM (E )d E  Equation (50)
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In the next step the parameter Awm for the total peak-width of the scattered peak was determined. In the 
previous chapter the scattered peaks were fitted with an off-set Gaussian function (equation (49)) in order 
to describe the peak shape. In the 2"  ^ derivative of these Gaussians off-sets and scaling factors vanish 
and the peak-width of a Gaussian curve is determined by the spacing between the intersections with the 
x-axis (equation (51)). Thus the peak width Awm of the measured spectrum was obtained by the high and 
low-energy x-axis intersection of the Ka-peak in the 2DF processed spectrum (Figure 5-6).
= o Equation (51)
dE dE
Using the tabulated characteristic peaks of the X-ray source target and the K-edge (Table 2) as primary 
peak-parameters for the calculation routine a scattered spectrum was calculated. The material in terms of 
listed CPs was pre-selected. Processing the 2DF of this spectrum a second peak-width parameter AWc 
was determined in the same way as in the measured spectrum. In several steps the scattering angle 0 
and the broadening factor zlw were tuned to adjust the peak-width AWcio the measured peak-width AwMby 
iteratively repeated calculations of the spectrum. In parallel the cross-correlation factor was monitored in a
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pre-defined energy range of the measured and calculated spectrum. Within the iteration process the 
absolute of the difference \Awm-AWc | was minimized and the correlation factor maximized.
The peak broadening factor Aw introduced in 4.3.2 represents a system parameter and should not vary 
strongly since it reflects the geometrical resolution. The scattering angle was kept constant in the 
calculation model. However, due to the attenuation the geometrical position with the strongest scattering 
response can vary. That results in a slightly different nominal scattering angle. Both parameters impact on 
the material-dependent peak broadening in the CPs.
Because of the normalisation the cross-correlation coefficient is invariant for linear off-sets. Fitting the 
entire peak structure to the measured data in the 2 "^  differentiated spectra can only be performed visually. 
This adjustment can provide important information about the peak area. To evaluate the area information 
the peak-height factor fph was introduced. It is a simple scaling factor to adjust the peak height of the 
calculated peak to the measured peak (equation (52)). As a measure of the validity of the scaling, the Re­
value of the peak region in the 2DF spectrum was maximized.
’" = f p - ^  fo r  f  = Equation (52)
Selecting the same energy range as used in the iterative calculation for the cross-correlation it turned out 
that the R^-value of an optimized 2DF spectrum showed also a maximum cross-correlation coefficient of 
both spectra. In Figure 5-6 a measured CeHsCI spectrum and the adjusted calculated spectrum in the Ka- 
peak region are displayed as 2DF spectra. Additionally a graph was plotted calculated with a lower peak- 
height factor fph demonstrating a not optimized spectrum showing a lower R^-value. The bars indicate the 
intersection of the x-axis that determines the peak width.
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Figure 5-6: Adjusted calculated Ka-peak to the measured peak In the 2DF processed spectrum. The dotted line shows a 
spectrum with a not optimised scaling factor fph in terms of the fit value and its influence on the peak area. The 
intersection with the x-axis (for y=0) determines the peak-width Awm. The sample material for the measured and 
calculated spectrum was CeHsCI.
It should be noted that by using this model a comparison of the calculated spectrum with the measured 
spectrum is principally not directly possible. At minimum a linear scaling function is required to adjust the 
calculated spectrum. The coefficients are not accessible but could be determined by additional adjusting. 
However additional useful information is not expected.
Iscs A w fp h A W c A w m
C z H e O 2 3 6 , 3 8 1 , 5 2 4 8 , 4 7 1 , 7 7 1 , 7 7
C 2 C I 4 2 2 1 , 6 8 1 , 5 1 7 , 9 5 1 , 8 5 1 , 8 7
C e H s C I 2 2 9 , 1 3 1 , 5 2 2 4 , 8 0 1 , 7 7 1 , 7 7
C e H s C I 2 2 7 , 9 6 1 , 4 9 2 5 , 0 2 1 , 7 6 1 , 7 6
C 4 H 8 O 2 3 6 , 3 8 1 , 5 4 8 , 0 1 1 , 7 5 1 , 7 6
C s H e O 2 3 6 , 2 6 1 , 4 8 4 6 , 8 0 1 , 7 6 1 , 7 6
C H 3 N O 2 2 3 1 , 8 7 1 , 4 3 4 1 , 6 0 1 , 8 4 1 , 8 4
C g H g O s 2 3 3 , 3 7 1 , 5 3 4 5 , 4 5 1 , 8 3 1 , 8 3
H 2 O 2 3 3 , 6 9 1 , 5 4 2 , 1 0 1 , 8 6 1 , 8 6
H 2 O 2 3 3 , 5 9 1 , 5 4 2 , 2 5 1 , 8 6 1 , 8 6
C 4 H 8 O 2 3 6 , 3 8 1 , 4 7 2 8 , 3 7 1 , 7 6 1 , 7 6
Table 5: List of adjustment parameters derived from fitting a calculated peak spectrum to the measured spectrum.
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The CeHsCI sample was measured with different values of position (dx = 0 mm and dx= -2 mm) and 
measurement times (360s and 480s). This caused a variation in results, as shown in Table 5.
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Figure 5-7: Parameters extracted from adjusted calculated peaks to measured peaks, (a) 2-D plot of integrated peak 
counts Iscs and fitted peak-width Awc. (b) Integrated counts Iscs and fitted peak-height factor fph. The red trend-line 
indicates roughly the relation of fph and Ucs.
Figure 5-7 a) shows the 2-D plot of the scatter strength parameter Iscs and the fitted peak-width AWc. The 
data were taken from Table 5. As a key-parameter, the fitted width AWc was selected since the curve 
structure of the calculated peak spectrum was adjusted containing the material-specific peak broadening 
based on the CPs. In the plot in Figure 5-7 b) the correlation between the integrated peak counts Iscs and 
the scaling factor of the peak-height fph are plotted. With a given peak-width AWc the peak-height is to 
some extent correlated to the area function. In the ideal case of a Gaussian curve the peak area is a 
function of its width and height. For that reason an approximated linear relationship can be expected. This 
is indicated by the linear trend-line in Figure 5-7 b). The last row of the table contains an incorrectly fitted 
spectrum. To the measured MEK sample a Chlorobenzene spectrum was matched. Fitting the wrong 
material to a measured spectrum the procedure requires a large deviation of the peak broadening Aw 
from the average variation to match the determined peak-width. However in some cases when the widths 
of the CPs are similar it is possible to adjust a different material with inconspicuously deviating 
parameters. The red data point in Figure 5-7 a) shows nothing unusual however in the correlation plot 
Figure 5-7 b) the strong deviation from the linear curve is obvious, indicating that the material recognition 
has failed.
A careful comparison of the parameters in the Table 5 shows that the alcohol and ketones give very 
similar parameters and are not easy to separate.
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5.2.3. Conclusions about advanced analysis methods
Using tabulated Compton Profiles and calculating the resulting broadened spectrum of a tube peak input 
can provide information to a certain extent about a measured spectrum by fitting methods. Water could be 
separated from alcohol, fuel or chlorine-liquids. However a clear separation of alcohol from ketones was 
challenging. Further investigations are required and the range of errors needs to be determined. As 
material features the scattering strength Iscs, the fitted peak-width AWc and the specific CP’s were selected. 
The peak height factor fph seemed to be correlated to the peak area so it cannot be regarded as a totally 
independent parameter. Furthermore a parameter from the attenuation correction can be extracted as an 
additional feature since it is independent from the peak shape parameters.
Generally the method is only as good as the CP’s can be calculated. Using the independent atom model 
several compounds can be approximated especially liquids and simple molecules. Considering complex 
molecules and solids the tabulated profiles are only valid for the contribution of the core electrons. CPs of 
the shells of the valence electrons involved in the molecule or crystal binding needs to be treated 
differently In many cases the CPs of these orbitals are not tabulated. To confirm this, the results in 
Figure 5-6 show that the central part of the Ka-peak was properly fitted, but low and high-energy tails 
show deviations. These tails in the 2"  ^ differentiated spectrum were parts of the peak base in the normal 
spectrum.
Other effects like multiple scatter might have had an influence on these wings. These effects were not 
considered in the model function.
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5.3. Multiple Scatter
In a 2"  ^ order scattering process a primary photon is scattered two times at the angles a  and p  before 
being measured in the detector. Considering an experimental set-up the 2"  ^ order scattering parameters 
can be reduced to combinations of scattering angles a  and p  and beam-paths that allow a photon to reach 
the detector. In the narrow-beam approximation (Figure 5-8 a) the primary and secondary collimators 
shape the beams in thin parallel beams intersecting at nearly the nominal scattering point. The first 
scattering event at the angle a  can only take place within the area of the primary narrow-beam. 
Consequently the second scattering process can only occur at the angle p  in the secondary narrow-beam 
area. Otherwise the photon is not able to enter the detector. Transferring this approximation to an 
arrangement with a nominal scattering angle of 0=150° it is reasonable to argue that 2 "^  order processes 
with positive angles in the interval [0 , 0]  occur geometrically in x-direction between the surface and the 
nominal scattering point. For larger or negative angles scattering take place behind this point deeper in 
the sample. In the intersection area almost all combinations can occur when the geometry is not point-like. 
Enhancing these thoughts with respect to attenuation it can generally be stated the longer the beam path 
the lower the intensity. Additionally the attenuation depends on the energy and the larger the energy shift 
the stronger the attenuation. Thus the total attenuation depends on the combination of angles and 
distances. Considering Figure 5-8 b) the shortest attenuation path is directly along the surface for a  = 90°. 
Even for denser materials the total length of the attenuation path grows faster with increasing di than the 
total iJ(E) decreases with smaller angles down to 0/2 and the resulting energy shift.
Considering this 2"  ^ order scattering process it is reasonable that the relationship a+ /3  = 0\s valid. 
However the energy shift from initial Ei to the final E3 needs to be calculated with equation (1) in two 
individual steps with E2(E i,a) and E3(E2,J3). E2  represents the energy in an intermediate step. Although 
a + j3 =  0 the energy shift differs from a 1®^ order process. In the two step equation E3(E2(Ei,a),J3)  equation 
(1) modifies to equation (53):
{a, 0 )  = ------   —--------------------  Equation (53)
1 + — Y  (2 -  c o s { a )  -  c o s { j3 ) )  
m e
Generally all combinations of the angles a  and >0are possible. In case of positive angles in the interval 
[0,0] the maximum energy shift can be determined for one of the angles becoming zero. In this case, for 
Ei = 59.5 keV  and 0 =150° the energy shifts to Eg = E3  = 48.88 keV. It can also be proven from equation 
(53) that the smallest energy shift accounts for a  = (3=0 /2  =  75°. Besides the special case of a  =  ^the 2"  ^
order energy shift is always smaller than the shift resulting from a direct scattering situation. In other 
words multiple scatter contributes to the high-energy tail of the single scattered peak depending on the
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combination of a  and p. Allowing negative angles 6^[27i:,7t] larger energy shifts are possible and 
contribute to the low-energy tail of the single scatter peak. In this consideration the largest shift E3 -  46.01 
keV  can be found at a  = 255° and p = -1 0 5 °  by minimizing equation (53). It should be mentioned at this 
point that angles larger than 180° or negative angles result only from the angular symmetries. That means 
for instant that the correct angular set for the minimum is a  =  105° and p = 1 0 5 °  instead of a  = 255° and 
P =-105°. In that case the condition a -^ p -  6  ^needs formally to be replaced by cr+y0= 2n - 6.
a) b)
Figure 5-8: Principle consideration o f 2" order scattering, a) In the narrow-beam approximation primary and secondary 
collimators create parallel beam areas inside the scattering volume. Both scattering points can only be located inside 
these beam-rods. b) Definition of the distances and angles in the dual scattering process.
5.3.1. Approximated calculation
In a dense material the contribution of multiple scatter would more likely be found on the high-energy side 
of the scattering peak. This behaviour can be underlined with the results of a small calculation routine. 
The loss of intensity of photon scattered twice in the narrow-beam model (Figure 5-8). The distance 
between surface and scattering point di was varied. Additionally to each point the first scattering angle a  
was varied between -29° and 240°. Using the above-described calculation model the second angle /7and 
the subsequent distances were determined. The nominal scattering point was set to d = 5 mm and the 
angle 6=150°. In Figure 5-9 the results are depicted in a surface plot. The grey-levels indicate the 
intensity, the darker the higher, and the white areas in the bottom right and top left are zones where the 
combination of angle a  on the y-axis and the distance di on the x-axis were not possible, since the 
scattered radiation could not enter the detector. For scattering deeper than the nominal scattering point 
(upper right) only angles larger 6  were possible. Angles in the range below 330° (-30°) were not 
considered since the distances became long and thus the attenuation high. The attenuation along the
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determined beam-path including the energy shift based on both scattering angles was calculated for water 
and NaCI. Starting with di =0.5 mm the length was increased in steps of 0.5 mm \o di = 8  mm, the angle 
was stepped by 5°. In the energy range from the maximum to the minimum shift the cross-section was 
approximated to be constant.
a) b)
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Figure 5-9: Multiple scatter surface plots. Using the narrow-beam approximation an intensity profile (grey-scale) was 
calculated for a water (a) and a salt sample (b). The nominal scattering point was set to d = 5 mm  and the scattering 
angle t o 0 =  150°. The distance from surface di was increased and the possible first scattering angle a  was varied in the 
range from -29° to +220°. Additionally the attenuation along the determined beam-path was calculated which also affects 
the intensity.
Considering negative angles the intensity drops rapidly with decreasing angle due to the long attenuation 
path lengths (Figure 5-9 bottom left and Figure 5-10 a)). The strongest intensities were found at angles 
around 90° at positions close to the surface as predicted above. With increasing distance from the surface 
towards the nominal scattering point the intensity became lower and the maximum intensity ai di = 5 mm 
was shifted to the angle a  =75° (Figure 5-1 Ob). This behaviour can be better observed in the salt sample 
because of its higher density. Increasing di beyond the nominal scattering point results into a further loss 
of intensity. To these distances of di the highest intensities were found ai a  =  9 due to the shortest 
possible distance. In Figure 5-10 b) the discontinuity of the graphs for constant di close to the nominal 
scattering point is shown. It should be noted that this behaviour is due to the model used. In extended 
scattering volumes these discontinuities are strongly smoothed since a + p  = ^ is not a requirement. 
However the sudden drop ai a >  90° in the left figure is due to the sample-surface limit.
In Figure 5-11 the intensities over all values of d from 0.5 mm to 8  mm for constant angles a  were 
integrated and plotted against the final shifted energy. This plot shows a trend for the intensity distribution 
on the energy scale for 2""^  order multiple scattering. The vertical bar indicates the Compton energy Ec 
-4 8 .8  k eV for a single scattering event of a 59.5 keV photon.
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Figure 5-10: 2"  ^ order scattering process and its influence on the intensity. Variation of angle a  at constant distance 
from surface a) di=0.5 mm and b) slightly below and above to the nominal scattering point. The first order nominal 
scattering point was defined at 6=150°, however its scattering intensity was not included. The sudden drop of intensity 
is due to the surface limit. The same behaviour is observed in b) for a  =  6. Crossing the turn point the intensity rises 
again.
The determined function was split into two separated curves at the lowest energy shift at cr = 75° for the 
purpose of clearer graphical illustration. Due to the geometry the curvature is not symmetric. For angles 
from a  = -29.8° \o a  = 95° {E3: 47.6 keV to 50.6 keV) the determined intensity parameter is quickly rising 
depending on the attenuation (stars in Figure 5-11 a) and b).
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Figure 5-11: Intensity responses to a 2"  ^ order multiple scatter calculation. The intensities to each di step for constant 
angle or were integrated and plotted versus the total shifted energy. It represents a trend of an intensity distribution on 
the energy scale within the narrow-beam model. The bar indicates the direct Compton shift.
For higher angles and decreasing energy E3 the intensity is dropping rapidly (crosses in Figure 5-11 a) 
and b) up to a jump at a  = 150°. For higher angles the intensity is smoothly dropping. The reason for the 
rapid drop and the discontinuity is that for increasing angles a  only a decreasing number of valid di
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parameters exist. In this context an invalid di length relates for a given combination of di and a  to a 
second scattering point that is not inside the sample anymore. Within this model for exactly a  =  6 the 
second scattering point is at the sample surface {di = 0 mm). For higher angles a  all second scattering 
points are inside the sample and contribute to the intensity.
Transferring these results to both plots in Figure 5-9 top right the intensities for energies smaller than the 
first order shifted energy Ec are contributions from farther distances beyond the nominal scattering point at 
large angles. The regions containing the intensities for smaller angles show a stronger contribution 
because all valid combinations of a  and J3 \ead to positions inside the sample. In both samples multiple- 
scattered intensity below the first order Compton shift is present.
As a conclusion multiple scattering can be found on the high and on the low-energy side of the single 
scattered peak. The stronger portion is estimated to be found at the high-energy side. With increasing 
density the portion of multiple scatter at the side of lower energy becomes smaller.
The calculations within the investigated approximated model can only provide a trend. In an extended 
scattering volume almost all combinations of angles are possible. Further investigation requires Monte 
Carlo simulations since the possible variations of distances and angles are too numerous to treat with non 
statistical methods.
For the investigation of CPs in a direct scattering arrangement a Monte-Carlo software kit MCSFIAPE is 
available [®^ ]. The algorithm processes CPs based on the lAM tabulated data [^]. The scattering angle in 
terms of the sum of the primary and secondary angle in respect to a material surface normal as well as 
the scatter material (element) and a limited set of primary discrete energies have to be pre-determined in 
an input-file. Additionally the procedure allows selecting the order of scattering. Flowever a more complex 
scattering arrangement including a limited scattering volume defined by apertures or collimators cannot be 
simulated. The material-specific attenuation is also not regarded. Concerning 2"  ^order multiple scattering 
the results show contributions at the low and high-energy side of the order scattering peak similar to 
the results above.
5.3.2. Measured data
In chapter 4.2.1 and in chapter 4.4 the data measured from 1 mm thick PMMA slices were taken to 
calculate a scattering volume response function. In the following these data are selected to reconstruct a 
scattering volume and to compare the results to a measured PMMA bulk sample. The difference between 
the constructed bulk and the measured bulk were obvious from the previous discussion; the slice data 
contained owing to their limited volume less multiple scatter. The intensities /p, of the single slices were 
normalised to the measurement time tm, corrected for the attenuation (ref. equation (40)) and integrated 
using equation (54).
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^  Pi  ^ * Equation (54)
L  i
Comparing the total intensities of both volumes the reconstructed one counted about 94.5% of the bulk 
with an error of 1.4% derived only from counting statistics. Around 5% of the count-rate originates from 
positions that are not captured by the slices. Measurements without any samples showed very low noise 
in the 0.05% range (chapter 4.2); however the sample induced noise was difficult to be estimated. A large 
portion is assumed to be multiple scattering within the scattering volume or in the vicinity of it.
From the comparison of both spectra it appears that the differences occur mostly in the lower energy and 
peak region than in the high-energy region (Figure 5-12 a). That indicates for loss of intensity along longer 
X-ray path-lengths inside the sample combined with slightly erroneous attenuation correction; the 
correction disregards the volume expansion in three dimensions. The one-dimensional correction is only 
an approximation. In Figure 5-12 b) the constructed spectrum was subtracted from the bulk spectrum. The 
dotted lines indicate the range of statistical error. This error was calculated from the assumed Poisson 
error statistics of the measured count-rates. Numerically the range of error is between 0.3 and 0.5 in the 
subtracted curve. At the maximum in the subtracted spectrum in the low energy tail of the bulk spectrum 
the error is around 10%. For orientation purposes a down-scaled bulk spectrum is plotted above the 
difference spectrum. It emphasizes especially in the peak region where the differences are located on the 
energy scale. Strong differences occur on the high-energy side of the Ka, Kp-peak and K-edge. As 
discussed in the previous chapter these differences are typical for contributions of multiple scatter 
originating close to the surface at smaller angles a. Between both peaks on the Ka-peak tail at -5 1 .6  keV 
(Re-shoulder) a peak appears due to the concentration of multiple scatter signal and missing intensity on 
the low-energy tail of the Kp-peak.
Within this analysis a significant contribution of multiple scatter on the low-energy side could not be 
demonstrated. The valley in the difference-curve at the low-energy tail results from a stronger contribution 
of scattering due to larger angles and subsequent higher Compton shift. The influence of PMMA slices at 
larger distances is higher in the constructed volume than in the measured bulk sample. As an additional 
observation from this analysis it seems that the peak in the constructed spectrum is slightly shifted in 
energy towards higher angles.
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Figure 5-12: A series of 1mm thin PMMA slices in a row along the primary beam-path were measured individually. A 
volume was constructed by summing up all slices. This volume was compared with a measured PMMA bulk sample, a) 
Due to the missing volume in the individual thin slices the occurrence of multiple scatter is assumed to be low. Thus, 
the constructed volume contains much less multiple scatter intensity, b) Difference of both spectra (dotted lines are 
statistical errors) and a down-scaled bulk spectrum for orientation purposes.
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5.4. G3 Fit method
In section 5.2 we discussed an advanced procedure to analyse measured spectra. The method was 
focused on the physical effect of the Compton profiles and their contribution to the scattering process. In 
the previous chapter an analysis method was described that adapts calculated CPs in the independent 
atom model to measured spectra by optimizing a correlation factor. The method was principally limited to 
the validity of the model to calculate CPs of atoms and compounds. Additional effects like multiple scatter 
were not taken into account. W e learned from chapter 5.3 that corrections for MS cannot be performed in 
a simple step.
A different approach is to start from the phenomenological point of view. To the measured peak structure 
an appropriate model function was chosen that is not necessarily based on tabulated tube peaks and its 
material-specific Doppler broadening. The model function is uncorrelated to the calculated profiles. This 
can be justified by the final aim of the study to distinguish spectral patterns scattered from different 
sample materials and not to try to validate different theories.
A simple model function ls(E) describing the curvature of a scattered spectrum can globally be designed 
as a multiple peak function G(E) superimposed on a large Bremsstrahlung background function P(E). The 
sum of both functions is influenced by the energy E  and beam-path d dependent attenuation A(E,d,6) and 
the incoherent scattering cross-section Ikn(E ). The model function is somehow scaled with a factor fsc to 
contribute to a proper normalisation.
The model function at the given angle <9 can be defined as:
Is { É } = fs c - l^ { E ,ô ) - [p { É ) -A { E ,d ,0 )+ G { É } -A { E ,d ,d ) ]  Equation (55)
The variables of the model function ls(E) shall be selected to such extent that the model function can be 
tailored to the measured spectrum Im(E). In the next chapter it will be shown that a partially adaption in the 
peak region is sufficient.
I s{e )= I^ ^ (e )  Equation (56)
Since the scattering angle and the energy range are known the model function can be simplified in a first 
step by defining a reduced measured Mm(E) and modelled M(E) spectra.
=  Equation (57)
^kn{E ,0 ) I kn{E ,0 )
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Even the simplified model function contains a variety of parameters. In order to reduce the influence of 
scaling factors and linear effects similar to the problem in chapter 4.3 a 2"  ^ differentiation filter (2DF) is 
used.
^ d^{AP) ^ Equation (58)
dE^ dE^ dE^
Allowing the loss of scaling parameters a practical approach to determine M(E) is to reduce the absolute 
cross-section to the relative expression do/dÜ(Ei,E2, 6)  defined in chapter 2.1. The relative cross-section 
can be approximated with a 3^ '^  order polynomial function of Eg. For the energy range of interest in the 
peak region and a fixed scattering angle 9  the polynomial function can be fairly good reduced to a linear 
expression. The contributions of the cubic and quadratic part are in the order of 10'® and 10'^ in contrast to 
the linear part in the magnitude of 1 0 ° for a scattering angle of around 150°.
5.4.1. Specific Model
Comparing all spectra measured with a sufficient integrated count-rate and filtered using the same 
method revealed that the fundamental peak structure was always similar. They basically consist of a 
strong broadened Ka and weaker Kp-peak. In this experimental arrangement all characteristic tube peaks 
could not be resolved; however the overlapping Re-Ka peak influences the high-energy tail of the W -Ka  
peak. This shoulder appears due to the discontinuous curvature gradient as a separated peak in the 2DF 
processed spectrum Figure 5-15.
In this section a procedure is suggested evaluating the peak shape of the measured scattered spectra by 
modelling a function basically consisting of at minimum three Gaussian curves (G3 model) representing 
the overlapping Ka, Kp-peak and the peak at the high-energy Ka tail which is influenced by scattering 
contribution from lower orbital electrons, multiple scatter and Re-Ka shoulder. This peak is named as MS- 
peak in the following. These Gaussians represent an envelope of the overlapping Compton-broadened 
characteristic tube peaks in the scattered spectrum including multiple scatter.
In an analytical treatment the standard Gauss function reflects itself in the single- and double 
differentiation with additional factors in terms of the exponent parameters in the degree of differentiation.
Equation (59)
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The expression of a Gaussian curve amplified with a factor A q (Amplitude) in equation (59) consists of the 
width in terms of the variance a, centre position Ec on the energy scale. A y-axis offset ly as in equation 
(49) was not considered. The amplitude is a direct function of the area due to the normalisation to unity. 
The peak height /? of a Gaussian curve and FWHM are defined as:
h =  FW HM  =crV21n2 Equation (60)
(7d2n
A simple model can be designed by assuming that the segment of the Bremsstrahlung spectrum P(E) in 
the energy range of interest is locally approximated with a polynomial. That assumption can be underlined 
by the Kuhlenkampff formula [®°], which was one of the first descriptions of the Bremsstrahlung intensity 
Ib(E) in linear dependence of the energy E, anode material I t, an empirical anode material-specific 
constant Ak and endpoint energy Eq.
^B{ ^) “ Equat i on (61)
However it must be taken into account that the high-energy part of the Kp-peak shape is influenced by the 
tungsten-rhenium K-edge. As a base for a numerical expression a locally limited section of the function 
P(E) is fitted to the Compton shifted primary spectrum.
An alternative procedure provides a simulated Bremsstrahlung spectrum using the calculation algorithm 
suggested by Poludniowski f l .  It turned out that the Bremsstrahlung spectrum can be sufficiently fitted 
with a linear function in the energy range (in terms of E 2) from 45 to 55 keV where s and t are model 
parameters.
P{e ) = s -E  + t for 45keV < E < 5 5 k e V  Equation (62)
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Figure 5-13: Measured and simulated tube spectrum. The simulation was performed for a pure W  anode using the 
algorithm of Poludniokowski. A convolution with a detector resolution function and the portion of Re was not 
considered in this graph.
In order to get a better estimation of the Bremsstrahlung spectrum in the energy range of interest around 
the scattered tube peaks a tube spectrum was calculated and compared with a measured spectrum {Iqm)- 
Except for the portion of Rhenium the simulation software parameters were adapted to the X-ray tube 
parameters in the experimental set-up. The direct comparison in Figure 5-13 showed a good agreement 
with the measured spectrum. The mismatch in the low-energy part can be explained by insufficient 
consideration of attenuation in the experimental set-up and a contribution from the unknown Re fraction in 
the anode material. The simulated characteristic peaks were not convolved with the detector resolution 
function, thus they appear in the comparison much higher and thinner.
The simulated curve was transferred to the Compton shifted energy scale E 2 . In the energy range of 
interest a linear fit was processed to determine the model parameters s and t of from equation
(62). The results were:
s = - 0.0322 and t = 2.528 with = 0.998
At this point it should be mentioned that the determined parameters cannot be considered as absolute 
values. Scaling to an appropriate level was required for further direct processing since there is no 
absolute correlation between a measured scattered spectrum and the direct tube spectrum. Figure 5-14 
shows the determined Bremsstrahlung spectrum part A(E) P(E) compared to the measured and Compton
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shifted tube spectrum I omA (E ) .  The considered attenuation function A (E )  was processed in both spectra; 
in this case the calculated attenuation of water described in chapter 4.4 was taken.
Partial off-set function A(E)*P(E) vs. tube spectrum
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Figure 5-14: Measured tube spectrum processed with an attenuation function and a locally approximated off-set function 
A(E)P(E) on the secondary energy scale. The modelled off-set function was determined using a simulated tube 
spectrum. It is valid in the range beWeen 45 keV and 55 keV.
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Figure 5-15: Negative 2" derivative (2DF) of a water spectrum in direct comparison to the measured spectrum. The 
spectra were linearly adapted in the intensity scale to visualise the position on the energy scale.
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Attenuation affects the entire scattered spectrum. It depends strongly on the material and the actual 
absorption path along which a photon propagates. A consideration of a nominal path-length calculated 
with an average scattering point approximates only low dense and low-Z materials sufficiently for a total 
length of a few millimetres. A more precise method is to integrate over the scattering volume and include 
the energy shift between the primary and scattered radiation (chapter 4.3). The resulting attenuation 
function A(E) was partially fitted with a linear function of the energy. For several 2"'^  and 3^  ^ period 
elements and compounds the estimated linear function was in good agreement to the integrated 
attenuation function in the energy range between 45 keV and 55 keV.
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Figure 5-16: Calculated energy dependent attenuation function of a H 2O  (top) and C 2 C I4  sample (bottom) and a local 
linear fit in the region 45-55 keV.
The direct determination of the attenuation function requires a known scattering geometry and more 
importantly a known material. In Figure 5-16 linear fits to the calculated attenuation functions are depicted 
for two materials. The attenuation function was determined by using the 2-dimensional integrated path- 
lengths of a scatter region from di =0.4 cm to dz =1.0 cm (equation (33)). Using the approach of equation 
(40) as a basis for calculation a linear fit function could also be applied to the attenuation curve. This was 
the projected integration along the primary beam-path modulated with the experimentally determined 
geometrical intensity response function. The variations in the considered energy range are very moderate 
{R^ > 0.99) thus we can assume a linear function describes the calculated attenuation function sufficiently 
well. Comparing the linear fit-functions of both calculation models directly, the off-set shows slight 
differences in the magnitude of a few percent.
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Using both assumptions a partial model function M(E) is suggested as the following:
^ 5- 5 5 X (G (E )  +  f  (E ))  Equation (63)
With
^ 4 5 -5 5 ^ ' E -\-b  , i^ 5 _5 5 ( £ )  =  S 'E + t  Equstlon (64)
G (E ) =  j ] G , { E , E j
The variable Ed represents the peak-centre position of the i*^  Gaussian on the energy scale and is roughly 
close to Compton shifted peak energy in case of the Ka and Kp-peak representation. The parameters a, b 
and s, t are linear coefficients of the attenuation and Bremsstrahlung functions. Considering a single 
Gaussian part the second derivative of A(E)G(E) is:
= {e  ^ -2 E ,E ^  + e {e ^ - 3 a ^ )+ 2 E ,a ^ )+ b  { { E - E J  Equation (65)
Due to the product rule of differentiation the linear variables of the attenuation are still present; however 
the influence is not very strong as long as the attenuation is moderate. The Bremsstrahlung spectrum part 
A(E)P(E) is reduced to an offset variable as in the 2"  ^ derivative (equation (6 6 )). Since a and s are small 
variables this offset can be neglected. The general constant part t in equation (62) disappears. With this 
assumption the 2DF-model function is approximately independent from the Bremsstrahlung spectrum.
A {E )-P {E ) =  {aE +  b)-{sE  +  t)  and =^ ^ 2  ^  Equation (66)
The model function including all Gaussians was fitted to the measured data in the 2DF spectrum. By 
varying the individual width parameters w, representing fitted variance a, the amplitudes Ai and the peak- 
centre positions Xd (representing the individual Ec) of the model function the correlation to the measured 
spectrum was determined and iteratively optimised. Attenuation variables a and b were required to be 
fixed input parameters. In a first analysis the local attenuation function was determined using the known 
spectrometer geometry and a given sample material. Test calculations showed that the widths w, of the 
Gaussian peaks were not very sensitive to the parameters a and b, thus the method allows a certain 
variation. For practical applications this fact was important since the scattering volume was determined by 
the spectrometer apertures. But the actual distance from the sample to the apertures could vary. In 
contrast to the width w the amplitude A is directly related to the numerical value of the absolute intensity.
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Once the peak-widths w, and the amplitudes A  were determined in the 2DF spectrum, the model function 
M(E) was calculated and directly compared to the sample spectrum in the valid energy range. If the 
estimation of the absorption parameters a and b, which influences the amplitude of the peaks, were not 
sufficiently exact a misfit of M(E) to the measured spectrum would have been appeared. In Figure 5-17 
the measured and the modelled spectra are plotted in the b) direct and a) 2DF representation. The 
attenuation parameters of the ethanol sample were determined using tabulated data p ] .  It should be 
noted that the modelled spectra cannot be enlarged to higher or lower energies since the partial linear 
approximations are not valid in this range.
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Figure 5-17: a) Inverted 2"  ^ differentiation of a measured Ethanol spectrum compared to a fitted A(G+P) model (dotted 
line), b) Recalculated model function containing parameters from fitted function compared to the measured Ethanol 
spectrum.
5.4.2. Attenuation
As long as the geometry and the sample are known a direct calculation of the attenuation function A(E) 
should lead to the best results. In practice it turned out to be sometimes difficult to determine the exact 
attenuation parameters of the sample. Even pure substances often require containers, powders vary 
strongly in density and the sample position inside the spectrometer can differ.
In chapter 4.5 a procedure was presented to determine the attenuation using a known reference sample. 
As a result the attenuation function A m (E )  of a measured sample was expressed as a polynomial function. 
In order to gain proper fit results the peak-region (energy range 45 k e V -  55 keV) was separated from the 
normalised spectrum and the polynomial function was adjusted to the residual curve. The partial 
attenuation function A 4 5 -5 5  of a measured sample can be calculated using the determined polynomial 
function A ’m (E )  in order to mitigate possible strong variations due to the different peak shapes of the 
reference sample and measured sample.
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To simplify that polynomial function a local linear approximation in the peak region is calculated. 
Transferring these results to a local linear approximation of A ’m(E) the parameters a and b of equation 
(64) can be determined either by the use of two points at A ’m(E=45) and A ’m(E=55) or fitted linearly to the 
polynomial function A ’m(E) in the range of interest. Both methods differ slightly but lead to similar results. 
Only one of those methods should be used consequently for further analysis. In this approximation the 
higher order function is locally reduced to a linear function and the parameters of Am(E)45.s5 are 
determined. Figure 5-18 shows the fitted linear function to the 5^  ^ order polynomial function A ’m(E) of an 
MgO sample’s attenuation. The oscillations that appear in Am are basically a result of the division of two 
measured spectra iM/bet- Depending on the statistical error and the intensity the variation can become 
significantly.
Determined linear Approximation to Am'(E) of an MgO sample
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Figure 5-18: Determined attenuation function A m and Its 5^  ^ order polynomial fit A m ‘(E ) for an MgO sample. The additional 
green line shows the linear approximation In the energy region of Interest providing directly the parameter a and b.
In contrast to the calculated attenuation function the sample material is not required to be known. 
Depending on the sample the scattering function and attenuation impacts the total count-rate. In order to 
get a sufficient count-statistic the measurement time needs to be adapted. This circumstance has to be 
regarded in the determination of the attenuation function Am(E) by scaling the spectra with the ratio of the 
measurement times. Equation (46) is extended to:
Equation (67)
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where Îm and tref are the measurement times. This scaling correction allows analysing spectra with 
different acquisition times. However this correction is only valid for regions of the spectra having sufficient 
count-rate statistics.
6.4.3. Fit function
The major task of the fitting-algorithm is to adapt a modelled curve to the measured spectrum and extract 
the specific fitting parameters. The curvature of the model is complex due to the overlapping Gaussian 
functions. A manual adjustment of the parameter is very time consuming. Nearly fully automated 
procedures like the Levenberg-Marquardt algorithm (LMA) which are found in standard programs often 
failed for this specific task due to the number of variable combinations and their dependencies [®®].LMA is 
an iterative numerical optimisation algorithm used in least squares curve fitting problems [®®]. The variable 
(parameter vector) of a model function is optimised so that the sum of squares of the deviation to the data 
is minimised. Similar to the Gauss-Newton method at each iteration-step the difference of a new 
estimation and the parameter vector is linear approximated. Additionally a damping factor is introduced 
which is adjusted in each iteration-step. It makes the LMA more robust even in situations where the initial 
guess is far off the minimum. It acts like a gradient-decent method in case of a parameter vector far off the 
optimum and like a Gauss-Newton method in the vicinity of the optimum. However LMA is focused on a 
local minimum but the suggested model consists of more minima that need to be weighted. Initial guess 
values were often required to be fixed and after some iteration varied with a lower priority. For that reason 
a half automated algorithm was programmed and used for that purpose. In the style of standard programs 
the coefficient of determination (R^-value) was selected as a quality parameter to be optimised. The 
determination of these correlation coefficients was locally limited to emphasise the affiliation to a specific 
peak in the 2"  ^ differentiation. To each of the 3 major peaks an individual R^-value was calculated in a 
predefined range. A fourth R^-value was calculated over the total peak-range. The procedure was 
weighted primarily on the large Ka followed by the MS/overlap and total R^-value and finally on the 
Kp-peak which was found to have the largest variation. As stated previously the high-energy tail of the 
Kp-peak is affected by the K-edge.
The Gaussian parameter adjustment was solely performed in 2DF spectrum since the dependencies of 
the curves was more clearly visible. It turned out that better result could be achieved by adding a small 
supporting Gaussian curve Gkas(E) at the low-energy tail of the Ka-peak. The total Gaussian function is 
defined as followed:
G(E) = Gkas(E) + Gka(E) + Gms(E) + Gkb(E) Equation (68)
The introduced Gkas(E) does not represent a physical peak in a direct manner. In that energy range the 
smooth part of the Bremsstrahlung spectrum overlaps with the part of the Kaz peak-tail. This transition,
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statistical variations and probably multiple scatter effects cause a kind of oscillating structure in the 2 "^  
differentiation and a discontinuity supporting the small hump.
The numerical procedure requires initial guess values to arrange all Gaussian curves. Important 
parameters are the likely energy scale positions Xc of the Gaussians. It can either be found by experience 
since the curve shapes of measured spectra are similar or automated by using the x-axis intersection 
(positive to negative gradient) in the 3^  ^derivative of the spectrum. The width of the single Gaussians can 
roughly guessed by the x-axis intersection of the curve in the 2^  ^ differentiated spectrum. It is related to 
the feature of the Gaussian function that both x-axis intersections are at Xc+/-w in d^G/dE^. The presented 
model consists of overlapping Gaussians and an additional attenuation function thus the width cannot be 
determined directly but provides useful initial guess parameters.
6,000
—  H2O 
A(P+G)
5,000
4,000
3,000
Energy E2 [keV]
1,000
A 4 0 . 7 8  
W 4  1 . 0 4  
X C 4  5 4 . 3 2  
R Z 0 . 9 9 6 8
- 1,000
A i O . 0 7  
W i  0 . 7  
x c i  4 6 . 2 5
A z 2 . 1 6  
IV 2  0 . 9 6 5  
X C 2  4 8 . 8 6  
R 2  0 . 9 9 9 5
W 3 0 . 8 3  
X C 3  5 1 . 5 3  
R 2 0 . 9 9 7 8
- 2,000
44 45 5048 5652 54
Energy E2 [keV]
Figure 5-19: Measured H2O spectrum and fitted curve using the A(P+G) basis model. The parameters show the 
determined variables of the 3+1 used Gaussian curves in the inverted 2"'* differentiated spectrum. The inset plot shows 
the resulting model curve compared to the measured data. For appropriate adjustment the scaling factor f  needs to be 
determined.
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After applying an appropriate filter to smooth the measured data the spectrum is two times differentiated 
and inverted. The local model function M45.55(E) is also differentiated in that way (equation (65)).
The functions A(E) and P(E) in equation (63) are represented by the pre-determined static parameters a 
and b as well as s and t  Figure 5-19 shows the results for a measured water spectrum. The fitted 
Gaussian parameters representing the partial Gaussians from equation (64) were inserted into the plot in 
addition to the partial values. The dominating Gka curve (index 2) is closely connected to the supporting 
Gkas curve (index 1) therefore only one value is sufficient. In detail this R  ^value is determined from the 
fixed energy bins from 46.54 keV to 50.27 keV thus the high energy tail of the supporting Gaussian is 
included. The plot in the small window of Figure 5-19 shows the results in the direct spectral mode. An 
additional scaling parameter f  was fitted to the model function to match the measured and modelled curve 
in this mode. The modelled curve is only valid in the considered energy range. It is obvious from Figure 
5-14 representing the Bremsstrahlung spectrum part that the model fails dramatically in the low and high- 
energy part of entire spectrum.
The sampling of the parameter adjustment was limited to 0.05 for the width w. Transferred to the FWHM  
the limit is nearly 0.05*2.35  = 0.12 keV  on the energy scale which is in the magnitude of the detector 
binning o f-O .f 7 /ce\/.
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5.5. Results
The scattering spectra of several substances were measured and prepared as discussed in the previous 
chapters.
In the first analysis three sample materials, water, acetone and C2 CI4  were selected and the attenuation 
directly calculated. Within this series six data sets of each material were measured under the same 
conditions and investigated using the Gaussian fitting model in the 2DF representation. All parameters 
were listed and compared. Since the attenuation was calculated the parameters a and b were static as 
well as the pre-determined Bremsstrahlung function P(E). Thus, the variables were only related to the 
Gaussian fit functions G,{Ej and the scaling parameter f  to adjust the modelled function.
This analysis was intended to demonstrate the reproducibility of the measured data and the related quality 
of the fit to the model function. All fitted parameters could directly be compared and differences became 
visible. With increasing atomic number the spread of the fitted parameters slightly increases. The next 
step was to qualify individual parameters that became candidates for verification features.
H2O 1 H2O 2 H2O 3 H2O 4 H2O 5 H2O 6 Average Stddev.
Ka
A 2.13 2.27 2.21 2.21 2.11 2.16 2.18 0.06
w 0.96 0.96 0.965 0.96 0.96 0.965 0.962 0.003
Xc 48.87 48 .86 48.83 48 .87 48 .86 48.86 48 .86 0.02
MS
A 0.23 0.33 0.28 0.23 0.23 0.23 0.26 0.04
w 0.76 0.79 0.77 0.71 0.79 0.83 0.78 0.04
Xc 51.53 51.45 51.38 51.36 51.48 51.53 51.46 0.07
Kp
A 0.78 0.87 0.84 0.93 0.80 0.78 0.83 0.06
w 1.04 1.10 1.09 1.17 1.08 1.04 1.09 0.05
Xc 54.24 54.25 54.24 54.28 54.28 54.32 54.27 0.03
scale
f 0.57 0.56 0.57 0.56 0.59 0.59 0.57 0.01
Peak
M ax 9023 9075 9045 9035 8992 9007 9030 29
Table 6: Parameters of the fitted model function for six individual measured data-sets (H2O 1-6). Attenuation and 
Bremsstrahlung spectrum were constant. A, w  and Xc represents the fitted Gaussian curves in the double differentiated 
spectrum for the Ka, Kp and the multiple scatter/overlap peak (MS). In the last columns the average of the row values 
and the statistical standard deviation was tabulated.
In Table 6  the parameters of the fitted A(P+G) model (equation (6 8 )) to a series of six independent 
measurements of a water sample are listed. The spectra acquisition conditions were identical. In addition 
to the three Gaussian functions representing the Ka, Kp and MS-peaks a small 4^"" Gaussian peak was 
fitted to support the variation in the low-energy tail of the Ka-peak. The fitting procedure was solely 
performed in the 2"'^  differentiated spectrum using equation (6 6 ). The amplitude A, peak-width wand peak 
position Xc were tabulated. The factor f  was used to scale the determined model function to the measured
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spectrum, so that a direct curve shape comparison became possible. This factor is the same factor as 
defined in chapter 5.2.2 in equation (52). This scaling turned out to be necessary since in the 2"  ^
differentiation all absolute intensity information vanish. The absolute maximum peak height is used for 
control purposes. For instance a variation in measurement time would have had an influence on the 
scaling and the maximum peak intensity.
The standard deviations of the parameters provided some useful information about the reproducibility. 
They allowed us to decide to what extent parameters could be compared when investigating the 
separation of different materials. As discussed previously the Ka-Gaussian is the strongest and should 
provide the best results in terms of statistics. The amplitude A varies around +/-0.06 the width w +/- 0.003 
and the peak position Xc +/- 0.015. The variation of the other peaks is significantly higher. The width of the 
Kp-Gaussian varies strongly in comparison to WKa- A further reason besides the count-rate statistic is the 
presence of the K-edge of the Bremsstrahlung spectrum in the high-energy tail of the broadened peak.
At this point one can assume that increasing the count-rate could provide a lower standard deviation of 
both weaker Gaussians, but on the other hand one can assume that these additional parameters would 
not provide further information useful to identify different materials.
For further analysis the model parameters of the Ka-Gaussian A, wand Xc were selected.
In Figure 5-20 the fitted width w and amplitude A of the dominating scattered Ka-peak are plotted. 
Defining a 2-dimensional feature-space of both parameters the data-points of individual fit results created 
three groups related to the sample material. In that resolution of the parameter-axis some data-points 
cannot even be resolved graphically.
The fit parameters of the two other samples were tabulated equivalently to Table 6 . The results were 
similar to those of the water sample. The variation of the amplitude of C2 CI4  was slightly higher in absolute 
values, but comparable in relative numbers.
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Figure 5-20: The model function was fitted to the measured Compton spectra of the test samples water, acetone and 
C 2C I4 . The fit parameters Ka-peak width w and  the amplitude A are plotted in the 2-D graph. Depending on the sample 
material all 6 data-points of each sample can easily be grouped.
For several other materials the above described analysis was performed. Figure 5-21 shows the 
determined fit parameters w, A for the Ka-peak of the different materials. Each material the sample was 
measured twice, thus a double-set of spectra was present. The samples were separated into groups with 
structural similarities and discussed in the next chapters.
The purpose of this series of measurement was to figure out a trend of the method’s capability and even 
with a double set of data-points for each sample reasonable features could be determined. Based on the 
results of Figure 5-20 it was assumed that two data-points can provide some useful information. A more 
precise analysis allowing separating the groups of data-points more clearly requires much more measured 
data-points.
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Figure 5-21: 2-D feature plot of the selected parameters Ka-peak width w  and amplitude A. The model function was fitted 
to the measured Compton scattered data of several test samples (in pairs). Samples with structural similarities are 
represented with similar or the same symbols.
The scaling factor f  was introduced to adapt the model function calculated with the determined parameter 
in 2"  ^ differentiation to the measured spectrum. In Figure 5-22 this scaling factor f  was plotted in 
dependency on the amplitude A of the modelled Ka-Gaussian. A fitted linear trend-line is also shown. 
Although the variation to higher A values increases the trend shows roughly a linear dependency between 
the amplitude and the scaling factor. This consideration disqualifies the use of the scaling factor f  as an 
independent material-specific feature. This confirms the observations made in chapter 5.2.2.
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Figure 5-22: Correlation between the amplitude A and the scaling factor f  of the fitted Ka-Gaussian of the G3 model for 
all samples. A linear trend-line was fitted.
5.5.1. Organic compounds
From the list of measured samples the group of organic compounds containing C,H and O atoms is 
analysed more closely. A large variety of liquids (at room temperature) consists of these organic Period II 
elements.
Alcohol Ketone Sugar
Ethanol CHs CH 2 OH
C2H6O
Acetone CH3C(0)CH3 
-> CsHqO
D-Glucose H(C=0)(CH0H)5H  
-> CeHi20e
Isopropyl-
alcohol
(CH 3 ) 2  cm o h
-> CsHqO
Methyl-ethyl-
ketone
CH3C(0)CH2CH3
C^HgO
Sucrose [C H 20H (0H )30]0-
[(CH20H)2(0H)20]
-> C 12H2 2 0 1 1
Cetyl alcohol CH3(CH2)i5 0 H  
-> C 16H3 4 0
Glycerol C3H5(0H)3 
-> CjHgOj
Table 7: Measured organic samples containing C,H and O atoms and its chemical structure and elemental formula.
Besides the oxygen alcohols and ketones can consist of a similar number of C and H atoms however 
differ in their chemical structure. An alcohol [®^ ] is defined as an organic compound in which the hydroxyl 
functional group (-0H ) is bound to a carbon atom. This carbon centre should be saturated, having single 
bonds to three other atoms. A ketone is an organic compound structured as RC(=0)R', where R and 
R' are organic substituent. It features a carbonyl functional group (C =0) bonded to two other carbon
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atoms. A ketone-group contains at minimum 3 carbon atoms. The differences are basically the functional 
groups.
In contrast to the three monohydric alcohols from the first column of Table 7 Glycerol is a polyhydric 
alcohol with 3 hydroxyl groups. With a density of 1.26 g/cm^ compared to 0.79-0.81 g/cm^ the monohydric 
glycerol is denser and it is viscous at room temperature.
Two sugar samples grape (C 6 H 1 2 O6 ) and table sugar (C 1 2 H2 2 O 1 1) were investigated. They differ in their 
molecular structure and in their total number of elements. The densities are similar but the molar mass is 
nearly double.
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Figure 5-23: Modelled Ka-wldth w and amplitude A (a) and the width w and centre peak position Xc (b) of some 2"  ^ period 
materials containing C ,H ,0 grouped in alcohol, ketones and sugar
In Figure 5-23 the fitted Ka-width w versus amplitude A and in b) the width w versus the centre position Xc 
are shown in 2-D plots. The corresponding average numerical values are listed in Table 8 . The 
substances are grouped into alcohol, ketones and sugar. The alcohol and ketone substances differ from 
hydrogen and carbon content, the oxygen is constant except for the Glycerol sample. With increasing 
number of the H and C atoms the amplitude rises. This effect is only barely visible for the alcohols C 2 H6 O 
and CsHgO. The latter shows a tendency of widening rather than increasing the amplitude. Considering a 
variation of the parameters in the dimension of the above-determined error, the width as well as the 
Amplitude cannot be separated clearly. More data-points would be required for a more precise 
analysis. Glycerol shows a much broader and flat peak-structure. In Figure 5-24 the measured Glycerol 
spectrum is compared to the spectrum of Isopropyl alcohol in normalised 2DF graphs.
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Figure 5-24; Comparison of measured Glycerol and Isopropyl alcohol in the Ka-peak range in the 2DF spectrum. The 
intensities were normalised for comparison.
The peak height h is comparable low (Table 8 ) and the centre peak position Xc is higher. In comparison to 
carbon the inner shell electrons of oxygen are tighter bond causing a slightly more broaden profile. 
However the influence of the four 2p shell electrons widens the entire atomic profile. Thus the three 
oxygen atoms of Glycerol cause the wider profile in comparison to monohydric alcohols.
Both sugar samples can be clearly distinguished although the ratios of element content are similar. In 
contrast to the alcohols and ketones the centre of peak is significantly lower.
w Xc
C2 HgO 0,913 2,42 48,85 1.06
CgHgO F 0,918 * 2,52^ 48,83 1 . 1 0
C1 6H3 4O 0,910 4,52 48,85 1.98
CsHgOs 0,953 ! 1,78 48,90 0.74
CgHgO 0,910 1,94 48,84 0.85
C4 H8 O 0,910 3,64 j 48,83 1.59
C6 H1 2O6 0,928 3,17 48,79 1.36
C1 2H2 2O11 1 0,923 3,64 48,79 1.57
Table 8: Average Gaussian-curve parameter {w,A,xc) for the Ka-peak and calculated peak height h.
5.5.2. Substances containing Period III (IV) elements
Some materials containing period III elements, mainly chlorine and sulphur, were also investigated. The 
materials Tetrachloroethylene (C 2 CI4 ) and Chlorobenzene (CeHsCI) are liquids and the samples salt 
(NaCI), plaster (C aS 0 4 ) and Magnesium-oxide (MgO) are crystalline powders. As a reference the data- 
points of the water sample (H 2 O) were added.
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Figure 5-25: Modelled Ka-width w  and amplitude A (a) and width w and centre peak position Xc (b) of some 3'^ '’ period 
materials. As a reference H2O was added. Materials containing chlorine and sulphur were grouped.
The 2-D plots in Figure 5-25 show the fitted Ka-width w, amplitude A on the left (a) and width w and 
centre position Xc on the right (b). Considering the width and amplitude the plot shows that all substances 
can easily be distinguished. Comparing these results to the water parameters and to the plot of organic 
samples (Figure 5-23) a trend to higher amplitudes and/or broader peaks is visible. Only the 
Chlorobenzene (CgFlsCI) sample does not show that trend. It is rather comparable to other period II 
liquids. A reason might be that the C and FI content in the phenyl group (CgFIg-) are dominating.
W A Xc h
CgHsCl 0.923 2.26 48.83 0.975
C2 CI4  1.000 5.21 48.75 2.076
NaCI 1.030 2.79 48.82 1.080
S 1.000 3.40 48.75 1.356
CaS04 0.973 2.73 48.78 1.117
MgO 0.968 5.22 48.75 2.152
H2 O 0.956 2.17 48.87 0.904
Table 9: Samples containing period III (IV) elements. Average Gaussian-curve parameter ( w , A , X c )  of the Ka-peak and the 
calculated peak height h.
The peak centre position Xc in Figure 5-25 b) and the average values in Table 9 provide only information 
about the individual materials. A higher level structure based on Xc cannot be extracted directly in terms of 
material features like solid/liquid, density or atomic number even in comparison to the results of the 
organic materials. However the trend of showing a lower value for Xg in comparison to H2 O or other 
organic liquids was observed.
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5.5.3. Other Period II substances
The remaining substances from the series of measurements in Figure 5-21 are all period II compounds 
namely water, graphite powder, nitro methane (CFI3 NO2 ) and two plastic materials (C 5 FI2 O 8 and C2 F4 ).
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Figure 5-26: Ka-width w and amplitude A (a) and w idth w and centre peak position Xc (b) o f some 2"^ period materials. 
The data-points are summarised Table 10.
Again the parameters width w, amplitude A and centre position Xc of the fitted Ka-Gaussian are illustrated 
in the 2-D plots (Figure 5-26). The materials can be clearly separated using the parameter set w and A. 
The peak-centre positions of water and nitro methane as well as both plastics are found to be very similar.
w ^ A Xc h
C5H2O 8 0.932 1.71 48.95 0.731
C2F4 1.060 1.60 48.94 0.602
c 0.928 2.73 48.77 1.172
H2 0 0.958 2.17 48.87 0.904
C H 3N 02 0.963 1.93 48 .87 0.780
Table 10: Substances containing period II elements. Average Gaussian-curve parameter (w , A , X c )  of the Ka-peak and the 
calculated peak height h.
Comparing the parameters in Table 10 of both plastic materials the peak widths w differ strongly resulting 
in a more flatten peak structure of C2 F4  which is also expressed by the peak height h. In a rough 
comparison of the element contents of the materials one can reduce the molecule to a functional block of 
C2 F4 and -CgOg by neglecting the FI atoms. It is roughly the double number of atoms and a reduction from 
Z=9 (F) to Z = 8  (O). Comparing this consideration to the width of the Period III compounds C2 CI4 , MgO and
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plaster (Table 9) the simple assumption the higher the atomic number the more broaden the peak seems 
not always be valid.
5.5.4. Conclusion
Instead of trying to simulate the scattering process and match the obtained spectra to the measured data 
a method was investigated that was focused on a phenomenological approach. A model function was 
designed based on a simple superposition of at least 3 Gaussian peaks on a continuous Bremstrahlung 
background (G3-model). Furthermore it was assumed that the model was scaled by an attenuation 
function in the peak energy range. The procedure requires a reference measurement of a sample with 
known attenuation characteristics. This reference spectrum was used to correct all measured spectra from 
attenuation. Thus the measured spectra were made comparable.
It was found that the peak structure of measured spectra in a 2DF representation could be sufficiently 
modelled with overlapping Gaussians centred at 4 different positions on the energy-scale. The fourth 
small Gaussian was introduced to support the low energy part of the dominating peak. A fitting algorithm 
was created to adjust the parameters of the 4 Gaussians with the highest weight on the strongest peak 
representing the Ka-peak. The fitting parameter {A ,w ,X c) of this peak were listed as feature-values for 
each sample and were compared. It turned out that the combination of feature-values for almost all 
substances trends to differ in a sufficient way to be candidates for material discrimination. The described 
analysis method showed in comparison to the other presented methods the best performance for material 
discrimination even for materials consisting of the same kind of elements. Only in one case of a similar 
ratio of elements (Ethanol and Isopropyl alcohol) a separation became difficult.
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5.6. Principal Component Anaiysis
Based on the correlation between variables the principal component analysis (PGA) is one of the most 
important multivariate methods of data analysis Besides many other applications (economical data 
analysis, image evaluation, face and pattern recognition) PGA was used to analyse X-ray image data 
and diffraction spectra to classify and identify liquid chemicals [®®]. It involves a mathematical procedure 
that transforms a large set of possibly correlated variables into ideally a few numbers of uncorrelated 
artificial variables, the principle components (PG), onto which the data are projected. These components 
are constructed as linear combination of variables in such a manner that the first component represents 
as much of the total variance in the original spectral data (variables) as possible. The first transformed 
axis is directed along an axis of maximised variance. Each succeeding axis must be selected orthogonally 
to the first one accounting for as much of the remaining variability as possible. In other words, PGA can be 
regarded as an optimised projection of data-sets onto a lower dimensional space maximising the 
variance. The resulting artificial variables sometimes might be capable for physical or logical interpretation 
and support a better understanding of the original variables. But sometimes the results are only 
mathematical combinations of the underlying variables without any logical sense, thus a physical 
interpretation is not possible.
A detailed mathematically and conceptually description of the PGA method can be found in literature M .  
The raw data matrix X  consists of n rows representing different repetitions of experiments (samples) and 
each of the p columns gives a particular kind of datum (variables). The data matrix X is decomposed into 
two matrices r  and Y  such as X  = YT^. The score matrix Y  represents the position of the samples in the 
new transformed coordinates and the loading matrix T  describes the transformation of the original 
variables to the new axis. Thus mathematically the transform represents a mapping of row vectors Xj onto 
the new principal component scores y® =(yi,..yp)(i) by p-dimensional vectors of loadings F(k) = (Fi,..Fp)(k) 
given by:
Yko) = Xi Fk
The individual variables of y successively inherit the maximum variance of x.
5.6.1. PGA algorithm
There is a variety of commercially available programs to process PGA. In this study a public domain add­
on module for MS-Excel was used (Wagner A. Kamakura, Duke University, USA). This module is limited 
to a data matrix X size of 80 column variables (p) and 2000 sample rows (/?).
To perform the PGA on the measured data the data-set described in chapter 5.5 was selected. These 
were spectra of 3 different materials each with 6  sample measurements corrected basically for attenuation 
using the reference spectrum approach. Since the number of variables was limited the energy range in 
the peak region from 44 keV to 57.4 keV (80 items) was selected for the raw data variables and all 18
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spectra as samples (X; p=80, n=18). The software determined p eigenvalues 1, and a pre-selected 
number of eigenvectors and PCs. The sum over all eigenvalues X\ equals to the number of variables p. 
Subsequently the loading and score matrices were calculated. The resulting vectors y, (in the dimension 
of the pre-selected number of PCs) were orthogonal fulfilling y*yj = 0 (for i
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Figure 5-27: PCA of a data-set of 18 samples from 3 different materials, a) Corrected spectra in the peak range of one of 
each sample, b) 2-d plot of the results from the PCA component PCI and PC2. All samples were grouped according the 
material, c) 2-d plot of component PCI and PCS. The groups of materials water and alcohol neighbours but the C 2C I4 
group is clearly separated, d) 2-d plot of component PC2 and PCS. The material groups are clearly separated.
In Figure 5-27 a) one of each measured material spectra are depicted in the energy range of the peaks. 
Besides the peak shape the intensity of the spectra varies depending on the material (specific scattering 
strength). The first and second resulting components are shown in the score plot in Figure 5-27 b). Three 
small clusters containing 6  data-points can be observed. The data-points are clearly grouped depending 
on the material although 18 samples were a relative low number of samples. The cluster behaviour can 
also be seen in the score-plot of component PC1 and PCS, however alcohol and water are close together
125/146
but C 2 CI4  is separated (Figure 5-27 c). The clustering in the score-plot of PC2 and PC3 is more clearly 
emphasized (Figure 5-27 d).
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Figure 5-28: PCA of the same samples as in the previous figure, but the intensity was normalised to the integrated 
intensity to reduce the impact of scatter strength, a) Corrected spectra in the peak range of one of each sample, b) 2-d 
plot of the results from the PCA component PC1 and PC2. All samples were grouped according the material but with a 
larger spread, c) 2-d plot of component PC1 and PCS.The material groups can be separated, d) 2-d plot of component 
PC2 and PCS. The data-points of the water and C 2C I4  samples overlaps, but alcohol can be separated.
The interpretation of the contribution of spectral features to the PCs is difficult. However, a dominating 
difference between the corrected material spectra is the integrated intensity (Figure 5-27 a). In order to 
reduce the influence all 18 measured spectra were normalised for the integrated count-rate. The spectra 
representing one sample of each material are depicted in Figure 5-28 a). The score-plot of PC1 and PC2 
in Figure 5-28 b) shows similar cluster behaviour as in Figure 5-27 b) but the data-points are wider 
spread. Figure 5-28 c) displays the score-plot of PCI and PC3. A slightly better cluster separation in 
comparison to the previous analysis can be observed. Finally the score-plot in Figure 5-28 d) of PC2 and 
PC3 reveals a stronger spread of data-points. C2CI4 and water are overlapping and cannot be separated.
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Comparing both sets of determined PCs the dependency on the integrated count-rate results into a 
spread of data-points within the clusters. But the clustering in the score-plots was caused by other 
spectral features. An interesting observation was made in the score-plots of PC2 and PC3. Although the 
spectra of alcohol and water showed a similar peak shape the data-points have opposite algebraic sign in 
PC2.
An attenuation correction of the spectra seemed to be necessary. Due to the energy dependent influence 
of attenuation spectra samples of the same material but different thickness provide different shapes. 
Effects on the PCs are very likely. A similar but linear effect provides a variation in integrated count-rate 
which can be caused by a reduced scattering volume (sheet sample).
5.6.2. Conclusion
Applying the PCA to corrected measured spectra might be an alternative approach for material 
differentiation based on the backscattered peak-shape although it was difficult to interpret the resulting 
principal components. The analysis was not extended to a larger set of different sample materials. The 
strength of the method is to analyse the clustering of a variety of sample data in the score-plots of the 
principal components. This requires a larger number of samples of each material which were not 
available. The normalisation of integrated intensity demonstrated a dependency on the scatter strength of 
a material, but other spectral features seem to influence the clustering behaviour.
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6 . Conclusion
The shape of CPs reflects information about the electron density distribution and thus about the material 
incoming radiation is inelastically scattered from. A variety of high resolution experiments and results to 
determine the atomic structure have been published. This study was focused on an efficient measurement 
and analysis approach for collecting spectral information to perform material determination and 
separation. Analysing the CPs provides expanded material-specific information about a sample in contrast 
to a simple consideration of the backscattered integrated intensity employed by methods often found in 
literature. Ideally extracted peak-shape features might be independent from the scattering strength which 
is sometimes strongly affected by the attenuation along the beam-path. The efficiency in terms of a 
reduction of measurement time on one hand side was increased by enlarging the secondary solid angle 
and thus accepting a lower angular resolution accompanied by a lower material discrimination capably. 
On the other side the more challenging part was the usage of an X-ray tube as high flux radiation source. 
Since CPs are broadening effects of scattered primary intensity, which can best be analysed by using 
sharp-peaked primary structures, the polychromatic radiation distribution of the source required specific 
considerations and analysis methods. In addition a room temperature energy resolving detector was used. 
These kind of detectors could be arranged in efficient multiple array detector arrangements and are 
flexible in their geometric positioning and considerably low in price. However, they show in most cases a 
slightly lower energy resolution and material-specific characteristics in comparison to more expensive 
liquid gas cooled high performance detectors.
Taking the source and the detector as a design constraint a Compton spectrometer was designed to 
measure sample materials efficiently. The scattering geometry was optimised for spatial resolution while 
keeping the flux as high as possible. It turned out that the geometrical extension of the scattering volume 
due to the aperture dimensions was much less sensitive to a required resolution in comparison to other 
scattering techniques like coherent scattering. Thus the scattered intensity was much higher because of 
the increased scattering volume. The choice of the scattering angle turned out to be an important 
parameter. The angle influences the energy shift and determines the peak separation capability on the 
energy scale. In addition it is correlated to the peak broadening and thus impacts the required range of 
resolution. The scattering angle was fixed to 150° in backward direction. For the design of a tolerant 
arrangement in respect to geometrical resolution the angle should be as high as technically feasible within 
the spectrometer limited by the collimator size and a minimised distance to the sample surface. In a 
second step the primary and secondary collimators were adapted to the geometrical and device related 
constraints.
In order to estimate scattering results the primary spectrum was closer studied. An X-ray tube spectrum 
consists of a broad continuous Bremsstrahlung spectrum and a multiplet of anode material-specific 
characteristic lines. A computer program focused on Compton peak broadening was designed for
128/146
algorithm based calculations of scattering results. Besides the Compton shift the computation showed that 
the broadening of the characteristic peak-multiplet led to overlapping structures resulting into an 
envelope-curve mainly showing two broad peaks representing the scattered Ka and Kp lines. This 
structure was observed in initially measured spectra and confirmed the results of the calculated 
overlapping peak-multiplet. The inability of resolving the individual peaks results directly from the 
scattering mechanism and is not an effect of instrumentation or geometrical resolution.
The routine was extended with an attenuation calculation method based on the geometrical conditions 
and tabulated material-specific attenuation coefficients.
The performance of the calculation model was verified by means of measured spectra. In a first iteration 
spectra were measured in an arrangement similar to the described spectrometer but using a high 
resolution germanium detector. The influence of the detector characteristics on the scattering results was 
considered to be small. The measured spectra were employed to verify and adjust the calculation model. 
This model contains some spectrometer and sample specific geometry parameters influencing the 
attenuation partially significantly.
In a next step the model and results were transferred to the final spectrometer arrangement equipped with 
a CdTe detector. Detector specific corrections were additionally included. Although the calculation model 
showed weaknesses due to approximations and the made assumptions the basic description of the 
geometry and the attenuation effects matches sufficiently to support further analysis methods. The most 
promising approach for the adjustment of calculated spectra to measured spectra was found in applying a 
2"  ^ derivative filter method. This filter reduces the influence of attenuation and the Bremsstrahlung 
background. In parallel a reference spectrum based attenuation correction method was created.
Data-collections of several liquid and solid samples were performed. Most of the samples were 
compounds containing mainly period II and III elements. Although the sample volume was in the 
magnitude of cm^ its dimension and the attenuation influenced the analysis of the measured CPs. Initial 
measurements showed that the attenuation correction was not trivial for higher Z elements. The spectra 
were strongly affected in the peak regions and the scattered intensity became low. For these cases a 
more precise description of the geometrical conditions and specific attenuation is required.
Starting the material discrimination with a direct comparison of sample spectra was the most obvious 
approach. However the results were poor. Due to the lack of comparable parameters and a proper 
normalisation only qualitative observations were made. In principle similar results could be achieved by 
comparing the integrated intensity. More advanced analysis methods and corrections were required. In 
the next step the Ka-peak was separated from the Bremsstrahlung spectrum by subtraction at a 
predetermined peak-baseline. In a subsequent peak shape analysis a Gaussian curve was fitted in order 
to extract numerical parameters. The obtained features of different measured samples were compared.
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Besides the Gaussian parameter peak-width and amplitude the integrated count-rate and an intensity 
offset to the Gaussian curve were determined. In contrast to the direct comparison numerical parameters 
could be extracted allowing a quantitative analysis. The fundamental challenge of the method was the 
assignment of the baseline since the transition from the continuous background to the low-energy tail of 
the Ka-peak was simple to determine but the high-energy tail was strongly influenced by the overlapping 
low-energy tail of the Kp-peak. Thus Compton broadening influenced the definition of the baseline. This 
makes the normalisation and attenuation correction difficult. As a result an analysis of sample materials 
measured under different attenuation conditions provided different feature values.
To overcome these drawbacks a comparative approach was pursued comparing a measured spectrum 
with a calculated scattered spectrum incorporating the material-specific CPs. It became apparent that 
tabulated characteristic tube lines can be used as an input-spectrum as long as the investigation is 
focused on the peak energy region. Otherwise the entire tube spectrum has to be regarded. In order to 
avoid peak separation the comparison was performed in the 2 "^  derivative of the spectrum which reduced 
the influence of the Bremsstrahlung background and attenuation on the peak-shape. The peak-shape was 
numerically expressed in terms of peak-width and peak-area providing quantitative comparable 
parameters. This analysis approach worked only for liquids and some other low Z-materials since the CPs 
of most solids and molecules were difficult to calculate precisely. The selected CPs of the atomic orbitals 
were tabulated data for independent atom regimes. Atomic or molecular binding and the related influence 
on the valence electrons were not considered. For the improvement of this approach either more reliable 
CPs of molecules are required which are rarely available or material-specific corrections have to be 
applied. These can be determined by the evaluation of differences of specific measured molecule profiles 
from the tabulated elemental profiles.
The computation method was a less complex deterministic routine including some geometrical aspects 
but neglecting volume effects like a small variation of scattering angles due to the geometrical extension 
of the scattering volume. In addition the contribution of multiple scatter was not considered.
In order to study the influence of multiple scatter a simplified 2"  ^ order scattering process was analysed 
with regard to the accumulated Compton shift and consequential impact on the spectral distribution. 
Multiple scatter is present on the high and low-energy side of the 1®' order scatter-peak. The accumulated 
Compton shift can be larger than the 1®' order shift. Flowever its occurrence demands longer attenuation 
path-lengths; thus it is stronger affected by attenuation and depending on the material much weaker.
The most promising method was a phenomenological approach imitating the curvature of a measured 
spectrum in the 2"  ^ differentiated spectrum using 4 Gaussian curves. Computed spectra from tabulated 
CPs were not essential. A reference sample of a known material was required to correct attenuation 
effects as well as to reduce noise caused by the detector and background radiation. As a reference 
material a water sample was selected, since tabulated CPs were available. The 4 individual Gaussians 
were fitted to the peak structure of the measured spectra and characterisation parameters were evaluated
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and extracted. These features were concentrated on the curve shape of the strong Ka-peak. The width 
and the amplitude representing the shape of the fitted Gaussian were found to be promising indicators. 
Additionally the peak-centre position was investigated. The fitted lower and higher Gaussians around the 
Ka-Gaussian were required to support the overlapping peak structure. Even the low-energy tail of the 
fitted Kp-Gaussian contributed to the overall design of the peak-shape. The high-energy tail was difficult to 
fit sufficiently due to the sudden drop of intensity caused by the tungsten K-edge in the spectrum. The 
peak broadening seemed figuratively flow down-wards the edge. Within the acquired range of intensity the 
fit of the high-energy side was not sufficiently possible. The reproducibility in repeated measurements was 
only moderate. However, once the shape parameters of the Ka-peak were obtained reproducibly the 
investigation of the Kp-peak was not required anymore since the gained additional parameters did not 
provide any new independent features.
Especially using the presented Gaussian analysis method (3G) most of the material samples could be 
distinguished. The extracted width and amplitude in addition to the peak position of different samples were 
compared. The differences became clearer the more the atomic numbers differed and the denser the 
material was. The extracted features of very similar materials in terms of its element content and effective 
atomic numbers were difficult to separate. The determined features of ethanol and isopropyl-alcohol were 
nearly the same. Both materials consist of the same elements and have nearly the same structure in 
comparison to the other measured samples. In those cases there were only very few differences in the 
CPs to be expected. Because of this, the material separation was challenging.
The magnitude of variation of these features was simply estimated based on 6  repeating acquisition runs 
of 3 selected liquid materials. In order to achieve reliable statistical confidence in the results of the 
presented material discrimination method a larger number of data is required. In a future step a data 
collection should be performed which is not only limited to the number of measured samples. The 
surrounding conditions should also be varied in terms of attenuation length, geometrical position of the 
scattering volume within the sample and cover materials. Furthermore the influence of a reduction of 
measurement time should be investigated either by shorter acquisition times or the dilution of spectra 
using a random noise generator. Since the project was focused on the analysis of CPs attenuation effects 
were corrected but the determined attenuation parameters were not further regarded. These parameters 
contain valuable material-specific information which can be further evaluated and used as additional 
features to support the material analysis.
An alternative method for material differentiation employing the corrected spectra measured with the 
Compton spectrometer might be the principle component analysis. Applying this analysis approach to 18 
measured spectra of 3 different samples in the energy range of the scattered tube peaks showed a
131/146
potential discrimination capability. In a further step this method has to be applied to a larger set of 
measured data to investigate and verify the utilisation.
As a general conclusion the approach of analysing CPs measured with the presented spectrometer 
design provides a high potential for effective material testing in terms of material separation. Due to the 
choice of the detector type much shorter acquisition times can be achieved by extending the active 
detector area in a circular arrangement of pixel arrays and adapted secondary collimator.
However in contrast to coherent scatter analysis where peak-position and height are distinctive features 
the CP analysis requires the entire peak-shape of the Ka-peak to extract sufficient precise features. This 
demand can be covered by the higher flux provided by the much more tolerant and larger geometrical 
dimensions.
Using the presented attenuation correction the investigation of regions at larger distances from the 
surface or objects covered by other materials can be investigated as long as the material in both beam- 
paths is the same. Besides stand-alone applications this method can be a valuable addition for other X- 
ray based material analysis methods like X-ray diffraction imaging since the required scattered photons 
are present and can be analysed instead of being shielded.
132/146
7. References
 ^ Wells, K., Bradley, D.A., A review of X-ray explosives detection techniques for checked baggage, Appl. Rad. a. Iso. 
vol. 70(8), 1729-1746(2012)
 ^ Halmshaw, R, Physics of industrial radiology, Heywood, 1966
 ^ Harding, G. et al.. X-ray diffraction computed tomography, Med. Phys. 14, 515-532 (1987)
 ^ Redus, R, et al.. Characterization of CdTe Detectors for Quantitative X-ray Spectroscopy, IEEE Vol. 56 Iss. 4, 
2524-2532, 2009
 ^ Harding, G., X-ray diffraction imaging-a multi-generational perspective, Appl. Radat. Isot. 67(2), 287-295 (2009)
® Williams,B, Compton Scattering, McGraw-Hill 1977
 ^ Pratt, R.H. et al., Compton scattering revisited, Radiation Physics and Chemistry, Volume 79, Issue 2, 124-131, 
2010
® DuMond, J.W., Compton modified line structure and its relation to the electron theory of solid bodies ,Phys. Rev. 
33, 643-658, 1929
® Eisenberger.P, Platzman.P, Compton Scattering of X-Rays from Bound Eiectrons, Phys. Rev. A 2 No. 2, 415-423, 
1970
Ribberfors, R, Relationship of relativistic Compton cross section to the momentum distribution of bound electron 
states, Phys. Rev. B 12 No. 6 , 2067-2074, 1975
Kaplan, I G et al., Compton scattering beyond the impulse approximation, Phys. Rev. B 6 8  No. 12, 235104, 2003
Pratt, R H, Limitations on the validity of impulse approximation in Compton scattering, NIM B 261, 175-179, 2007
Eisenberg,P, Compton-Profiie measurements of N2,02 and Ne using Silver and Molybdenum X-Rays, Phys. Rev. 
B 5 No. 2, 628-634, 1972
Eisenberg,P, Reed.A, Gamma-ray Compton-Profiie measurements of copper and nickel, Phys. Rev. B 9 No. 8 , 
3242-3246,1974
Chang. Chu-Nan et a\.,The experimental Compton profile of Cu, Zn, Cd, Ta and Au, Chinese journal of Phys. Vol. 
27 No.6 , 461-479, 1989
16 Huotari, S, Energy dependence of experimental Be Compton profiles, Phys. Rev. B 62 No. 12, 7956-7963, 2000
Schuelke, W et al.. Electron momentum-space densities of LI metal: A high-resolution Compton-scattering study, 
Phy. Ref. B 54 No. 20, 14381-14395, 1996
Harding.G, Inelastic photon scattering: effects and applications in biomedical science and industry. Radiation 
Physics and Chemistry Vol. 50, No. 1 (1997)
Niemann.W, Olesinski.S, Thiele.T, Detection of buried landmines with X-ray backscatter technology, NDT.net, 
October, 7 (2002)
133/146
Holt, R S, Assessment o f Gamma ray scattering for the characterization o f biological material, Phys. Med. Biol. 28 
No. 12, 1435-1440, 1983
AI-Bahri,J et al. Electron Density o f Normal and Pathological Breast Tissues using a Compton Scattering 
Technique, Appl. Radiat. Isot., Vol. 49, No 12, 1677-1684 1998
22 Tartari, A. et al., Photon backscattering tissue characterization by energy dispersive spectroscopy evaluations, 
Phys. Med. Biol. 39, 219-230,1994
23 Matscheko, G, A Compton scattering spectrometer for determining X-ray photon energy spectra, Phys. Med. 
Biol. 32 No. 5, 577-594, 1987
24 Tickner.J, Roach.G, Characterisation o f coal and minerals using Compton profile analysis, Nucl. Instr. and Meth. 
in Phy. Res. B 213, 507-510, 2004
25 Cooper, M.J, Compton scattering and electron momentum determination, Rep.Prog.Phys. 48, 415-481, 1985
26 Kane, P.P., Inelastic scattering o f X-rays and gamma rays by inner shell electrons. Physics Reports 218 (2), 67- 
139, 1992
Bergstrom, P.J., Prat, R.H., An overview o f theories used in Compton scattering calculations, Radiat. Phy. Chem. 
50 No.1,3-19, 1997
28 Del Sordo, S, et al. Progress in development o f CdTe and CdZnTe semiconductor radiation detectors for 
astrophysical and medical application, Sensors 9, 3491-3526 (2009)
29 Knoll, G.F, Radiation detection and measurement, John Wiley & Sons, 1989
30 Carlsson, G et al.. Calculation o f scattering cross sections for increased accuracy in diagnostic radiology, 
Med.Phy. 9(6) 868-879,1982
31 Hubbell. J et al. Atomic form factors, incoherent scattering functions and photon cross sections, J. Phys. Chem. 
Ref. Data 4, 471, 1975
32 Hubbell. J, Summary o f existing information on the incoherent scattering o f photons particularly on the validity o f 
the use o f the incoherent scattering function, Radiat. Phys. Chem. 50 No.1, 113-124, 1997
33 wang.J, X-ray elastic and inelastic scattering factors for neutral atoms Z-2-92, Atomic Data and Nuclear Tables, 
53, No.2, 233-269, 1993
34
35
Thomson, A. etal., "X-ray data booklet", Lawrence Berkeley National Laboratory, (2001) 
Krischner, H, „Einfuehrung In die Roentgen-Feinstrukturanalyse", Vieweg 1990
Redus,R, “CdTe Measurement o f X-ray tube spectra: Escape Events" Application Note ANCDTE1 Rev A1, 
AmpTek, 2008
37 Tucker. D, Molybdenum target X-ray spectra: A simple model, Med.Phys. 18 (3), 402-407,1991
33 Redus,B, “Efficiency o f Amptek XR-100T-CdTe and CZT Detectors" Application Note ANCZT-1 Rev 2, AmpTek, 
2002
134/146
Ivanczyk, J et al, X-ray fluorescence escape peaks in gamma-ray spectra detected by CdTe detectors, NIM 165, 
289-295, 1979
Birch.R, Marshall.M, Computation of Bremsstrahlung X-ray Spectra and Comparison with Spectra Measured with 
a Ge(Li) Detector, Phys. Med. Biol. 24, No.3, 505-517,1979
Kaya, N et al., K-shell absorption jump factors and jump ratios in elements between Tm and Os derived from new 
mass attenuation coefficient measurements, NIM-B 262, 16-23, 2007
Poludniowski,G., Evans,P.M., Calculation of X-ray spectra emerging from an X-ray tube, Med. Phys. 34 No. 6 , 
2164-2186, 2007
Ribberfors, R, Incoherent X-ray-scattering functions and cross sections (da/dü) by means of a pocket calculator, 
Phys. Rev. A 26 No. 6 , 3325-3333, 1982
^  Biggs,F.,Mendelson,L.B.,Mann,J.B., Hartree-Fock Compton Profiles for the Elements, Atomic Data and Nuclear 
Tables 16, 201-309 (1975)
Orchin, M., et al.. The vocabulary and concepts of organic chemistry, John Wiley & Sons, 2005
Pilar, F., Elementary Quantum Chemistry, McGraw-Hill Pub., 1990
Clementi, E., Roetti, C., Roothan-Hartree-Fock Atomic Wavefunctions, Atomic Data and Nuclear Data Tables 14, 
177-478(1974)
Matscheko, G, et al, Compton spectroscopy in the diagnostic X-ray energy range. II. Effects of scattering material 
and energy resolution, Phys. Med. Biol. 34 No. 2, 199-208, 1989
Harding,G., Olesinski,S., A Compton profile representation for some second period elements. Rad. Phys. Chem. 
80 No.9, 929-931,2011
Sorenson, J.M. et al.. What can X-ray scattering tell us about the radial distribution functions of 
wafer?,J.Chem.Phys. 113 No.20, 9149-9161, 2000
Coulson, C. A., Momentum distribution in molecular systems. Part II. Carbon and the C-H bond, Proc. Camb. Phil. 
Soc. 37,67, 1941
TawiI.R.A., X-ray form factors and the Compton Profile in crystalline aluminum, Phys. Rev. B 11 No. 12, 4891- 
4897, 1975
53 Manohara.S.R, et al, On the effective atomic number and electron density, NIM B 266, 3906-3912, 2008
^  Naydenov.S, et al.. Direct reconstruction of the effective atomic number of materials by the method of multi­
energy radiography, NIM B 215, 552-560 (2004)
55 Manninen, S. et al.. Experimental Compton Profile of Water, Chem. Phys. Letters, 46 (1), 62-65, 1977
Tanner, A., Epstein, I., Compton profile and electron momentum distribution of water, J. Chem. Phys. 61, 4251- 
4257, 1974
Fernandez, J.E et al., MCSHAPE: a Monte Carlo code for simulation of polarized photon transport. Adv. X-ray 
Analysis 46, 363-368, 2003
135/146
^  Grivar, I., Nonlinear least squares problem, Society for Industrial and Applied Mathematics, 2009
W. Alt. Nichtlineare Optimierung -  Eine Einfuhrung in Theorie, Verfahren und Anwendungen, Vieweg, 2002. 
Dyson, N.A. “X-rays in atomic and nuclear physics", Cambridge University Press, 1990 
Weast, R.C. “CRC Handbook of chemistry and physics", CRC Press, 1986
Moss, G.P., Smith, P.A.S., “Glossary of class names of organic compounds and reactivity intermediates based 
on structure (lUPAC Recommendations 1995)", Pure Appl. Chem., 67 (8-9), 1307-1375 (1995)
^  Moralles, M., et al., Monte Carlo and least-square methods applied in unfolding of X-ray spectra measured with 
cadmium telluride detectors, NIM A 580, 270-273, 2007
64 Jollive, I.T., “Principal Component Analysis”, Springer 2002.
^  Butler, A.P.H.,et al.. Processing of spectral X-ray data with principal component analysis, NIM-A 633, 140-142, 
(2011)
Zhong, Y., et al, A new application of X-ray scattering using principal component analysis- classification and 
identification of liquid precursor chemicals. X-ray Spectrometry 42, 45-51, (2013)
136/146
8 . Appendix
8.1. List of samples
8.1.1. Liquids
In the following the liquid (at 20°C) sample materials used in the measurement series are listed. Material 
information were taken from standard literature and from material safety-data sheets.
CeHsCI
Chlorobenzene (Phenyl-Chloride) is an aromatic organic compound and a colourless, flammable liquid.
CAS: 108-90-7
Density: 1.11 g/cm^ (20 °C)
Molar Mass.: 112.56 g/mol
Molecular formula: CeHsCI
C2 H6 O
Ethanol is a volatile, flammable, colourless liquid. It is a 2-carbon alcohol. A methyl group (CH3-) is 
attached to the carbon of a methylene group (-CH2-), which is attached to the oxygen of a hydroxyl group 
( - 0 H)
CAS: 64-17-5
Density: 0.79 g/cm^
Molar Mass: 46.07 g/mol
Molecular formula: CH3CH2OH
CsHgO
Isopropyl alcohol (2-propanol) is colourless, flammable chemical compound with a strong odour. It is the 
simplest example of a secondary alcohol, where the alcohol carbon is attached to two other carbons. It is 
a structural isomer of propanol.
CAS: 67-63-0
Density: 0.786 g/cm^
Molar Mass: 60. 1 g/mol
Molecular formula: (CH 3 )2 CHOH
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CgHgO
Acetone is an organic compound, a colourless, mobile, flammable liquid, the simplest example of the 
ketones. Acetone has two alkyl substituent (H3 C) at each end of their carbonyl group (C=0).
CAS: 67-64-1
Density: 0.79 g/cm^
Molar Mass: 58.08 g/mol
Molecular formula: (CH 3 )2 CO
CgHgOg
Glycerine (1 ,2,3-Propanetriol) is a simple polyol compound, a polyhydric alcohol. It is a colourless, 
odourless, viscous liquid. It has three hydroxyl groups that are responsible for its solubility in water and its 
hygroscopic nature.
CAS: 56-81-5
Density: 1.261 g/cm^
Molar Mass: 92.09 g/mol
Molecular formula: H 0 CH2 CH(0 H)CH 2 0 H // C3 H5 (OH ) 3
C^HgO
Butanone (Methyl Ethyl ketone or MEK) is an organic compound and as colourless liquid ketone it has a 
sharp, sweet odour reminiscent of butterscotch and acetone.
CAS: 78-93-3
Density: 0.805 g/cnf
Molar Mass: 72.11 g/mol
Molecular formula: CH3CH2COCH3
CH3NO2
Nitro methane (Nitrocarbol) is the simplest organic nitro compound. It is slightly viscous and widely used 
in the manufacture of pesticides, explosives, fuels and cleaning solvents.
CAS: 75-52-5
Density: 1.1371 g/cm^
Molar Mass: 61.06 g/mol
Molecular formula: CH3NO2
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C2CI4
Tetrachloroethylene is a volatile, highly stable, and non-flammable liquid. It is a liquid without any oxygen 
and hydrogen and a representative of the group of chlorocarbons.
In contrast to many other chlorocarbons this sample is neither profoundly toxic hazardous nor strongly 
dangerous for the environment. It is relatively safe in handling.
CAS: 127-18-4
Density: 1.162 g/cm^
Molar Mass: 165.83 g/mol
Molecular formula: Cl2 C=CCl2
8.1.2. Solids
CeHi2 0 6
Glucose known as D-glucose, dextrose, or grape sugar is a simple sugar (monosaccharide). It is a white 
odourless powder. In nature exist only one set of possible molecular structures of glucose, the "right- 
handed form" of glucose, denoted D-glucose
CAS: 50-99-7
Density: 1.54 g/cm^
Molar Mass: 180.16 g/mol
Molecular formula: C6 H 1 2 O 6
C 1 2 H 2 2 O 11
Sucrose (saccharose) is the organic compound, a white, odourless, crystalline powder with a sweet taste; 
it is known as table sugar. The molecule is a disaccharide composed of the monosaccharides glucose 
and fructose.
CAS: 57-50-1
Density: 1.587 g/cm^
Molar Mass: 342.30 g/mol
Molecular formula: C 1 2 H2 2 O 11
C 1 6 H3 4 O
Cetyl alcohol is a waxy white solid. It is a fatty primary alcohol.
CAS: 36653-82-4
Density: 0.811 g/cm^
Molar Mass: 242.44 g/mol
Molecular formula: CHs(CH2 )i4 CH 2 0 H
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PMMA
Poly (methyl methacrylate) (PMMA) is a transparent thermoplastic, often used as a light or shatter- 
resistant alternative to glass. It is sometimes called acrylic glass. Chemically, it is the synthetic polymer of 
methyl methacrylate.
CAS: 9011-14-7
Density: 1.17-1.20 g/crrF
Molar Mass: varies
Molecular formula: (C 5 H2 0 8 )n
C2 F4
Polytetrafluoroethylene (PTFE) is a thermoplastic synthetic fluoropolymer of tetrafluoroethylene “Teflon”. It 
is a white solid at room temperature.
CAS: 9002-84-0
Density: 2.2 g/cm^
Molar Mass: 100.02 g/mol
Molecular formula: (C2 F4 )n
CaS04
Calcium sulphate in the natural state, unrefined calcium sulphate is a translucent, crystalline white rock. 
The hemihydrate (CaS 0 4 -0 .5  FI2 O) is better known as plaster of Paris, while the dihydrate (CaS 0 4  2 H2 O) 
occurs naturally as gypsum. The anhydrous form occurs naturally as (3-anhydrite.
CAS: 7778-18-9
Density: 2.32 g/cm^
Molar Mass: 172.172 g/mol
Molecular formula: CaS 0 4
MgO
Magnesium oxide (magnesia) is a white hygroscopic solid mineral. MgO consists of a lattice of Mg^  ^ ions 
and 0 “^ ions held together by ionic bonds.
CAS: 1309-48-4
Density: 3.58 g/cm^
Molar Mass: 40.30 g/mol
Molecular formula: MgO
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NaCI
Sodium chloride known as table salt is a white, odourless powder.
CAS: 7647-14-5
Density: 2.165 g/cm^
Molar Mass: 58.44 g/mol
Molecular formula: NaCI
Sulphur
The sulphur sample is a yellow powder in an orthorhombic crystal structure. It is a chemical element with 
the atomic number Z=16. The electronic configuration is [Ne] 3s  ^3p"^ .
CAS: 7704-34-9
Density: 1.92-2.07 g/cm^ (solid)
Molar Mass: 16 g/mol
Molecular formula: S
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8.2. Coefficient of determination R
Several definitions of the R^-value can be found in literature depending on the statistical task. In this study 
we used the simple linear regression model where the coefficient of determination ranges from 0 to 1. In a 
simple interpretation one can state: The better the linear regression fits the data in comparison to the 
simple average, the closer the value of is to 1. If the regression equation passes directly through each 
data point R  ^will have a value of 1 .
A general definition of the coefficient of determination is:
s s ,. Z k - #
With SStot = total sum of squares and SSerr = the sum of squares of residuals, y/represents the data and /j- 
the modelled values. The means is given by:
8.3. Correlation coefficient
Within this study we used a correlation coefficient for a quantitative comparison of two series of data 
(X  Y). There are several correlation coefficients, often denoted p or r, measuring the degree of correlation. 
In Microsoft Excel the most common Pearson correlation coefficient is used according to their online 
manual. It is sensitive only to a linear relationship between two variables that may exist even if one is a 
nonlinear function of the other. The equation is defined as:
= C orre l {X , r )=
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8.4. Hydrogen atom in ground state
In a hydrogen or hydrogen-like atom an electron with the charge e is moving in the central field of the 
core charge Z  at radius r. The potential field V(r) which is spherically symmetric in this case can be 
expressed by the coulomb potential V(r) = - e /^r. It is known from the classical theory that the momentum 
conservation in a spherically symmetric field is valid and constant in time. In the quantum theory the 
energy and the square of the momentum are sharp, thus we can substitute the potential into the 
Schrodinger equation in which y/ represents the wave function m the electron mass and E  the kinetic 
energy.
+
2m
y/ =  0
Since this a spherically symmetric problem the use of polar coordinates is beneficial. In order to find a 
simple solution for this equation we assume that the wave function y/(r) only depends on a radial part and 
not the polar angles [®].
W e consider now r^  = x^  + y^  + and therefore differentiating:
dy/  _ x  dy/  d^y/ _  1 dy/ dy/ x^ d^y/
dx r  dr dx^ r  dr  r^ dr r^ dr^
Finally we find with the differentials of y and z together:
v v  = ^ + ^ ^
dr r  dr
The wave equation becomes
d^w 2 dy/  2m 1 ------
dr^ r  dr  fi^
y/ =  0
A simple solution of the wave equation is a radial exponential function
t^ W  = -T= e
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and the constant a is to determined by substituting into the wave equation
r  a
=  0
by the rearrangement of the equation in groups dependent on a and 7/rwe find and set both terms equal 
to zero we find a condition for E  and a that is:
a 2 A"
These constants are well known and define a typical atomic dimension with 
as = 0.529 A Bohr radius
Er = 13.605 eV Rydberg energy
The Bohr radius is the distance with the highest probability to find the electron from the core.
Momentum distribution and density function
With the simple solution of wave function of an hydrogen atom in ground state we will determine the 
electron momentum density function p(p) in this case. A momentum density p(pi) is defined by the 
probability that in this case the considered electron has a momentum pi. It is the square of the norm of 
the spatial distribution transformed to a momentum function.
The 3-dimensional Fourier transform is defined as
Ç>(p) =  - j =  Id^r
*V 8 ^  —CO
For spherically symmetric problems the transform can be expressed in polar coordinates
(p{p) = — j — L  y/{r) sm (pr)dr
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with the common expression for
sin(/?r) =  Z ( ,e'P' -e - '" '
and inserting the ground state wave function the equation becomes
<p{p)=
1 2  1 1
The general solution of such kind of standard integral is
x"e-‘“ dx
r(n + l)
.n+1
with n = 1 we get the solution
<p{p) =
1 2  1 1
(i“ (i +
8 1 1
This expression will lead us to the momentum density distribution
p (p )  =  \< Â p t =
Compton profile
The CP is related to a two dimensional integral of the momentum density distribution p(p) and the 
projection in direction of the momentum transfer (chapter 2 .1 ).
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J { P z )  =  \ \ P ^ P ) d p J P y
Assuming a spherically symmetric distribution function we can downgrade the 2-dimensional integral to
I t:
J { P z ) =  \ p p { p ) d p \ d ( j )  =  27i: \ p p ( p ) d p
\Pz\z 0 \Pz\,
Inserting the distribution function and the standard integral solution 
^dx-
{ x ^ + b ^ P  2n { x^ +b^ y
This is the CP for a hydrogen atom in ground state.
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