Absrract-Protein structure prediction has been previously addressed using various computer modelling methods. For example, Chemistry at HARvard Molecular mechanics (CHAKMm) version 22 has been used at the Air Force Institute of Technology to model protein potential energy when searching for good protein strnctures. Applying CHARMm is computationally expensive; therefore, an alternative to CHARMm is needed to expedite search results. In this study we report results of modelling CHARMm with a multilayered perceptron neural network. In building a neural network to emulate the CHARMm many parameters settings are studied. One such parameter is the number of generations to train the neural network. Under and over training of the neural network using test data is a concern. In this study, special attention has been paid to the training of the neural network. Finally, the accuracy with which a neural network can mimic CHARMm and the time savings realized when using a neural network in place of CHARMm (effectiveness and efficiency) are investigated.
I. INTRODUCTION
Protein modelling is a major problem in bioinformatics studies. In this study our interest is to reduce the computation time spent evaluating a protein's potential energy given a particular conformation. The idea is not to entirely replace the potential energy function with a neural network. The neural network is to work as a fast search parser. It is to identify good conformations quickly -steering the genetic algorithm through massive amounts of solutions while identifying a small subset of these for further analysis using the more computationally expensive, yet more accurate, fitness function.
The Air Force Institute of Technology (AFIT) has had interest in protein structure prediction since 1990. AFIT began by designing a protein potential energy function. AFIT's protein energy evaluation software is based on the Chemistry at HARvard Molecular mechanics (CHARMm) ver 22 [1,2].
To evaluate a protein's potential energy, the program requires that the protein be specified by dihedral angles. A dihedral angle is the angle formed by four atoms connected in a chain like manner. The dihedral angle itself is developed when the two planes (formed by the first 3 and last 3 atoms in the chain) make an angle. Figure 1 illustrates a dihedral angle. This particular dihedral angle is called The entire process for specifying a protein is more involved than just identifying dihedral angles of a protein. Assumptions and domain information are also included in the specification angle. process to make the search space more reasonable [3] . After the protein is specified with dihedral angles, each atom is locatable in a three dimensional space allowing for a potential energy program, like CHARMm, to calculate energy between each atom. It takes approximately 6.8m.5 to calculate the potential energy for a single conformation on an Intel I'III 800Mhz machine. It would take more than a lifetime for us to expect to find the absolute lowest energy conformation for even a tiny protein (by calculating the energy for each conformation after discretizing all angles to 1024 bit degrees [3]). The protein used in this study is the Met-Enkephalin (MELT). The fully specified MET has 24 adjustable dihedral angles. For each set of values for these 24 input angles there is an associated potential energy value.
This section gives a brief introduction to the protein structure prediction problem. Section 11-A briefly describes the fmGA using CHARMm as the fitness function. Then Sect:ion 111 explains how the neural network input data is generated using the fmGA. Section IV then describes the experimcnts conducted in finding the best parameter setting for the Multilayered Perceptron Neural Network (MLPNN) and Radial Basis Function Neural Network (RBFNN). Next, Section VI1 describes the results found using the best settings for the 0-7803-85 I5-2/04/$20.00 02004 IEEE MLPNN and R B F " . Finally we draw our conclusions based on the results found.
EVOLUTIONARY COMPUTATION (EC) TECHNIQUES
APPLIED TO P s P PROBLEM In 1991 AFlT launched an effort to solve the PSP problem using a EC techniques. The first EC techniques applied were the simple GA (&A) and messy GA (mGA) [41. Later, binary and real valued hybrid GAS were tested. Next, Linkage learning and Immunological Computation algorithms were used. Finally, the fmGA was found to be better than the other GAS at finding good protein conformations [31. In addition to applying these different EC techniques to solving this problem, most techniques were also implemented in parallel as well as serial. The following section describes the fmGA.
A. fmGA
The fmGA is an algorithm that exploits "good building blocks (BB)s in solving optimization problems. These BBs represent "good" information in the form of partial strings that can be combined to obtain even better solutions. The BB approach is used in the fmGA to increase the number of The algorithm begins with the F'robabilistically Complete Initialization Phase. This phase randomly generates a user specified number of population members. These population members are of the a priori specified chromosome length and each is evaluated to determine its respective fitness values. Our implementation utilizes a binary scheme in which each bit is represented with either a 0 or 1 .
The Building Block Filtering (BBF) Phase follows by randomly deleting locus points and their corresponding allele values in each of the population members' chromosomes. This process completes once the length of the population member's chromosomes have been reduced to a predetermined BB size. In order to evaluate these population members a competitive template is utilized to fill in the missing allele values. The competitive template is a fully specified chromosome and evolves, by allowing the best member found to replace the old competitive template, after each BB generation.
Through the BBF phase the length of the chromosome decreases but each chromosome must continue to be evaluated for selection purposes. During this phase these chromosomes are referred to as "underspecified" since each locus position does not have an associated allele value. To evaluate an underspecified population member, the member is overlayed upon the competitive template to fully specify the member.
This process uses the allele values from the template to fill in any missing allele values in the population member to allow the fitness evaluation to take place and is repeated any time an underspecified population member needs to be evaluated. The BBF process is alternated with a selection mechanism to keep only the strings with the "best" BBs found, or those with the best fitness value.
The juxtapositional phase follows and uses the BBs found through the BBF phase and recombination operators to create chromosomes that are fully specified. A chromosome is referred to as fully specified if it is not missing any locus positions, or in other words does not need to use the competitive template for evaluation. Furthermore, the algorithms has an outer and inner loop and must completely iterate through each BB size a number of epochs before it terminates. For more information on the fmGA and BB theory, please see [5, 6] .
GENERATING DATA
It is important to have a balanced set of good and bad solutions to train the neural network if we hope to get a system to approximate the energy function well. Unfortunately, ensuring that you have a group of data representative of both good and bad solutions is challenging because the PSP problem has a sparse distribution of good conformations in the search space. So, the use of the fmGA is required to allow for a fast accumulation of good solutions. If a random set were taken, the data set might have one good solutions for every 100,000 solutions evaluated.
The first data set is formed by letting the fmGA generate conformations (protein structures) for evaluation. After evaluation of each conformation, the angles and associated energy values are written (24 angles plus the fitness value calculated by CHARMm) to a file. As expected, this data set is not a realistic representation of the entire data set because the fmGA finds good solutions and discards bad ones. Figure 3 illustrates a histogram of the records found using the GA. using a RBFNN were run on randomly selected data records from each set yielding extremely bad mean squared error results (+50). In order to work toward having a system with a suitable mean squared error, it was then determined that this experiment should concentrate on data records that ;are localized to a certain angular area (protein structure wise). Therefore, records closest to the root mean squared difference from the average dihedral angle values should be ranked and the top 1,000 records were selected. In addition, the top 200 records were used for parameter determination to reduce run time during experimentation. See Figure 5 for an illustration of the fitness distribution of these 200 selected records. In order to get a better representation of the record set, the GA is allowed only to randomly evaluate conformations. This resulted in a realistic data set, having mostly bad solutions. Figure 4 illustrates the energy distribution of data records. At this point we had a record set larger than what Matlab could load into memory. Over 43,000 data records are from the fmGA produced data set and over 4,000,000 were from the random selection data set.
After gathering the training and test data, it is important to select useful data in training and testing possible neural network configurations. Several preliminary classification tests 
Experiments testing the mining parameter for 200 data records and
Finally, the data is normalized to zero mean unit variance. This included normalizing the output data. Originally, the log base 10 of the output data was taken to keep the variance of the energy values from making the normalized output data small; however, after taking only records from the GA produced output, this was not necessary. Therefore, the output data was also normalized to zero mean and unit variance without first taking the log base 10 before normalization.
IV. EXPERIMENTATION
Two neural networks are studied to replace the our potential energy program. The goal is to gain efficiency and maintain a system that has 99% correct classification. The first neural network is a Radial Basis Function Neural Network (RBF") and the second is a Multilayered Perceptron Neural Network (MLPNN). Both networks have 24 inputs to 1 output. In the case of the MLPNN, many experiments were run to select the best parameters for optimized results. According to [7] we can attempt to get an estimate for the number of neurons required for 99% effectiveness. 
V. PARAMETER DETERMINATION
The Matlab 6.5 neural network toolbox is used to build both the R B F " and the MLPNN used in this study. The following are the command lines used to build, train, and test the neural networks 1) Newrh' command was used for the R B F "
. net = newrb(al', bl', 10) Y(r) = sim(net, nor"data(l:24,datasetsize)) X(r) = normdata(25,datasetsize) 2 ) Newff command was used for the MLPNN net = newff(minmax(a1'). 
A. Training Parameters
The training parameter is chosen to be selected first. Matlab 6.5's neural network toolbox has many different settings for this parameter. Training parameters tested are listed in Table 1 .
'The Newrb command mates a RBFNN and auto calculates parameter settings including the number of neurons required for optimal effectivenessincluding the optimal hidden layers with the specified number of neurons. Results of testing for the best training parameter can be found in Figure 6 . Training parameter traingdx is selected as training method for these data records. Illustrated in Figure 6 is the hest half of the parameters -containing the results of parameters ( a N j).
E. Transform parameter
The transfer parameter is chosen to be selected second. Matlab 6.5's neural network toolbox has many different settings for this parameter. Among those tested for selection are listed in Table 11.   TABLE II  THIS TABLE LISTS The transfer parameter is used to simulate the network when the sim command is called. More simply put, the behavior of this parameter, mathematically, is placed in the position of the neuron in the network. The results of the experiment showed that both the tansig, k, and logsig, d, were both good choices for this data set; however, ransig was the overall better choice having a lower means squared error and variance. Notice that the point of over training occurs after the 3rd order polynomial. used in a neural network. These estimates are dependant on the required accuracy of the network, restricted to two layer networks, and are normally designed to work for a particular type of problem (usually integer based) [7] . Unfortunately, determining the right amount of training is still required for the best results. Overtraining, or overfitting, a NN is just a harmful as underdraining. Figure 7 illustrates an example of what happens when you overtrain a NN. People in the pattern classification field using NNs stop the training when a validation set reaches its first minimum [ll) . Finally, the data used to train the NN must be somewhat accurate. It is true that a NN works well with noisy data; however, if the data set used to train the NN is not even close to the actual pattem we seek to imitate, then the NN will be useless.
VI. TRAINING GENERATIONS FOR
In the pedagogical example of training data to fit a noisy sine wave, like what we have in Figure 7 , it is essential to notice when the network begins to become overtrained. In Figure 7 .d the divergence of good training is apparent after the 3rd order polynomial. A closer analysis of the training and variance of the RMS error reveals that as the training increases past the Sth order even the RMS variances of the test and training data no longer overlap -indicating the system is overtrained. This constitutes a definite divergence for the system to be able to classify future incoming data into the sine wave that we are attempting to emulate or classify. One could argue that if the points landed directly on the x values, our system would not only accurately classify the data, hut it would get an exactly match for the y value. However, if the incoming data fell in between x values, a system of 5th order or higher would not classify properly. Figure 9 illustrates the deep wells of energy fitness found by inserting randomly generating dihedral angles for evaluation in the CHARMm energy function. The low fitness areas in the 
VII. RESULTS
A successful analysis of any added feature solving a prohlem must include both a comparison between effectiveness (indicating that the new algorithm now has either better precision or accuracy) and efficiency (indicating that the new algorithm now completes sooner than it did before). Mechanisms that excel under both criteria are a positive change and should be adopted. The following sections evaluate how the neural network fairs in both the effectiveness and efficiency categories when replacing the CHARMm energy fitness function in the fmGA. It should be noted here and again that we do not plan to replace CHARMm completely for the algorithm must still use CHARMm to search in areas identified by the neural network as to have possible good conformations. In addition, we are willing to accept a lower effectiveness from the neural network in order to speed up the search process.
A. Effectiveness
The first completed experiment was on the R B F " . This experiment was the easiest to run because the software actually tuned the neural network for the user 1121. In addition to being the easiest, it also found the best effectiveness results overall with a mean squared error of 0.54. See Table IV 
(b) Results of the MLPNN using 100 neurons. an 100 neurons, trangdx, tansig, 2000 epochs, and 1000 good points.
Results of the Multi Layered Perceptron Neural Network using 3
While it was able to perform better than previous tests, it failed to outperform RBFM\I. One final test was conducted to compare MLPNN using 100 neurons with RBFNN: even in this configuration MLPNN was unable to outperform RBF". Figure 14 .b illustrates results of such a test.
B. Eficiency
Efficiency measurements were taken from run times of the original fmGA using the CHARMm code versus a mach-up neural network code in place of the CHARMm function. Table   V summarizes the results. The neural networks have been shown to provide an increase in efficiency over the CHARMm code. Figure 12 graphically illustrates this speedup. Notice the 25 neuron RBFNN is not listed. It can be approximated to take 0.021ms which is easily more efficient than the CHARMm code. Additionally. Figure 13 is provided to illustrate the increase in calculation time spent as the number of neurons is added to the neural network.
VIII. CONCLUSIONS
The results of this experiment are positive in that we have found a suitable approximation to the CHARMm fitness function. However, more testing needs to be completed to ensure that the difference between outputs of the neural network is acceptable compared to the CHARMm. More importantly, testing needs to show that the neural network can identify protein conformations that are close to being good solutions to a fully folded protein.
With respect to the data tested in this report, since the output data is normalized, it can be assumed that the percentage difference found is precisely the percentage that would be found if the data were then unnormalized and tested again. Therefore, the differences reported in this paper are indeed accurate findings on which to base future research. Finally, the R B F " is selected to he the test replacement module to the CHARMm fitness function. According to our findings, the R B F " is the best compromise between both effectiveness and efficiency.
IX. F U T U R E R E S E A R C H
Future research should place a trained R B F " into the fmGA and use the CHARMm as a local search mechanism on good records identified by the R B F " search.
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