The white dwarf luminosity function has proven to be an excellent tool to study some properties of the galactic disk such as its age and the past history of the local star formation rate. The existence of an observational luminosity function for halo white dwarfs could provide valuable information about its age, the time that the star formation rate lasted, and could also constrain the shape of the allowed Initial Mass Functions (IMF). However, the main problem is the scarce number of white dwarfs already identified as halo stars. In this Letter we show how an artificial intelligence algorithm can be succesfully used to classify the population of spectroscopically identified white dwarfs allowing us to identify several potential halo white dwarfs and to improve the significance of its luminosity function.
Introduction
Halo white dwarfs have received a continuous interest during almost one decade from the theoretical (Mochkovitch et al. 1990; Tamanaha et al. 1990 ) and observational points of view. From this last point of view Liebert, Dahn & Monet (1989) studied a high proper motion sample and from it derived the first -and up to now the only one available -halo white dwarf luminosity function. Later Flynn, Gould & Bahcall (1996) and Méndez et al. (1996) studied the white dwarf content of the Hubble Deep Field, after the suggestion of the MACHO team that most of the dark matter in the galactic halo could be in the form of white dwarfs (Alcock et al. 1997) , with negative results.
The observational white dwarf luminosity function of the halo was obtained from a sample of white dwarfs with known parallaxes, large proper motions (2.5 ′′ yr −1 ≥ µ ≥ 0.8 ′′ yr −1 ), using a limiting magnitude of m V = 19 mag and assuming that only white dwarfs with tangential velocities in excess of 250 km s −1 were halo members (Liebert et al. 1989) . Consequently only 5 white dwarfs contribute to the luminosity function and, thus, the statistics is very poor. Besides, in the sample of Liebert et al. (1989) there is not any bright halo white dwarf. The absence of bright halo white dwarfs in this sample could be due to an observational bias but this issue, which bears important consequences regarding the IMF of halo stars, remains to be studied, since the biased IMFs recently proposed by Adams & Laughlin (1996) and by Chabrier, Ségretain & Méra (1996) predict very few bright halo white dwarfs if the halo age is large enough .
In this Letter we address the issue of whether or not there exist other halo white dwarfs in the existing catalogs and how do we identify them. For this purpose we use a neural network technique. In the end, this will allow us to present a preliminary luminosity function of halo white dwarfs and compare it with the theoretical predictions.
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Method and results
With the advent of large astronomical databases the need of efficient techniques to improve automatic classification strategies has lead to a considerable amount of new developments in the field. Among these techniques the most promising ones are based in artificial intelligence algorithms. Neural networks have been used successfully in several fields such as pattern recognition, financial analysis, biology -see Kohonen (1990) for an excellent review -and in astronomy. For instance, Bezell & Peng (1998) used these techniques to automatically discriminate stars from galaxies, Naim et al. (1995) used them to classify galaxies according to their morphology, Serra-Ricart et al. (1996) A thourough description of this technique is out of the scope of this paper. Therefore, we refer the reader to the specific literature (Kohonen 1997) . However for our purpose it is convenient to summarize its basic principle and properties. The basic principle is to map a multi-dimensional input space (S) into a bi-dimensional space (Λ). Similar objects in S (groups) are mapped in nodes in Λ. The most noticeable property of this procedure is the reduction of the dimensionality of the input space allowing, at the same time, the identification of groups in the input data and the automatic classification of individual objects. Besides, neighbor groups in Λ have similar properties.
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The catalog of McCook & Sion (1987) compiles the observational data of 1279 white dwarfs. In order to classify the stellar populations presumably present in this catalog a set of variables describing their properties should be adopted. It should be noted that the larger the set of variables adopted, the smaller the number of objects that will have determinations for all the variables. Conversely, if the number of variables in the set is small we could be disregarding valuable information. We have adopted a minimal set in order to be able to analyse the largest possible number of objects in the catalog. The variables adopted in this study are: the absolute visual magnitude M V , the proper motion µ, the galactic coordinates A comprehensive discussion of the results of the MC simulation of the halo population will be published elsewhere. However, and for the sake of completeness, a brief summary of the inputs is given here. We have adopted a standard, Salpeter-like, IMF (Salpeter 1961) . The halo was supposed to be formed 14 Gyr ago in an intense burst of star formation of 1 Gyr of duration. The stars are randomly distributed in a sphere of radius 200 pc centered in -6 -the sun according to a density profile given by the expression ρ(r)
being r the galactocentric radius, a ≈ 5 kpc and R ⊙ = 8.5 kpc. The velocities of the tracer stars where randomly drawn according to normal distributions for both the radial and the tangential components, with velocity dispersions as given in Marković & Sommer-Larsen (1997) ; the adopted rotation velocity V c is 220 km s −1 . The remaining inputs were the same adopted in García-Berro et al. (1998) . In order to reproduce accurately the properties of the real catalog both MC simulations were required to meet the additional set of criteria: We have run the public domain neural network software SOM PAK (available at http://www.cis.hut.fi/nnrc/som pak/) with a catalog constructed as described above. The SOM of the input catalog, after three passes over the entire sample and with a grid of 5 × 5 nodes is shown in figure 2 . The groups have been assigned either to halo ("H") or disk ("D") populations if the percentage of tracer stars of one of the populations was larger than 70%. In the groups labeled as "I" (intermediate population) neither the halo nor the disk tracers were in excess of this recognition percentage. As can be seen in figure   2 all the halo groups are close neighbors and, furthermore, the intermediate population Only one candidate has a tangential velocity smaller than 100 km s −1 . Therefore the -8 -detected population is intrinsically bright and distant. The halo white dwarf candidates detected here can be found in table 1.
EDITOR: PLACE TABLE 1 HERE.
We have used the 1/V max method to derive a luminosity function of halo white dwarfs with the candidates found so far. The adopted criteria for deriving such a luminosity function were those of Oswalt et al. (1996) . The result is shown in figure 3 as solid triangles. The error bars have been computed as in Liebert et al. (1988) . The number of objects in each luminosity bin is shown on top of the corresponding error bar. The value of V /V max = 0.115 indicates that the sample is not complete. Thus, this halo white dwarf luminosity function should be considered as preliminary although represents a considerable improvement over that of Liebert et al. (1989) . According to the previous discussion, the most obvious feature of this luminosity function is the detection of halo candidates for the brightest luminosity bins. The faintest halo candidate found by Liebert et al. (1989) , LHS 282, has been classified as intermediate population and, therefore, the faintest bin in their luminosity function is absent in ours. Some other small differences for the faintest bins are due to the binning procedure and to the bolometric magnitudes assigned to individual objects -we have used the bolometric corrections of Bergeron et al. (1995) , whereas Liebert et al. (1989) used blackbody bolometric corrections.
For comparison purposes in figure 3 we also show two theoretical luminosity functions computed with a standard IMF. The adopted ages were in both cases 14 Gyr, and the durations of the bursts were 1 Gyr. The solid line corresponds to a luminosity function computed with a H envelope (Wood 1995) whereas the dotted line shows the luminosity function obtained using a He dominated envelope (Wood & Winget 1989) . The method used to compute both luminosity functions is that of Isern et al. (1998) , where the rest -9 -of the details of the adopted inputs can be found. Also shown in figure 3 is the detection limit of very faint white dwarfs (open triangles) of Liebert et al. (1988) . Both luminosity functions have been normalized to the bin with the smallest error bars and present a reasonable agreement with both sets of observational data.
Conclusions
We have shown that an artificial intelligence algorithm is able to classify the catalog of spectroscopically identified white dwarfs and ultimately detect several potential halo white dwarfs. Some of these white dwarfs were already proposed as halo objects by Liebert et al. (1989) . We have found as well that our halo candidates are bright and distant, and that most of them have large tangential velocities. Using the 1/V max method we have computed a preliminary luminosity function of halo white dwarfs. We have found a value of V /V max = 0.115 which indicates that our luminosity function is still uncomplete. However, this luminosity function largely improves the previous one by Liebert et al. (1989) . We have also compared this luminosity function with the theoretical predictions, and we have found a fair agreement with the luminosity functions computed with a standard IMF. 
