today's digital camera technology, high-quality images can be recaptured from an liquid crystal display (LCD) monitor screen with relative ease. An attacker may choose to recapture a forged image in order to conceal imperfections and to increase its authenticity. In this paper, we address the problem of detecting images recaptured from LCD monitors. We provide a comprehensive overview of the traces found in recaptured images, and we argue that aliasing and blurriness are the least scene dependent features. We then show how aliasing can be eliminated by setting the capture parameters to predetermined values. Driven by this finding, we propose a recapture detection algorithm based on learned edge blurriness. Two sets of dictionaries are trained using the K-singular value decomposition approach from the line spread profiles of selected edges from single captured and recaptured images. An support vector machine classifier is then built using dictionary approximation errors and the mean edge spread width from the training images. The algorithm, which requires no user intervention, was tested on a database that included more than 2500 high-quality recaptured images. Our results show that our method achieves a performance rate that exceeds 99% for recaptured images and 94% for single captured images.
I. INTRODUCTION

D
IGITAL cameras today are capable of delivering high resolution images with pleasing colour and tone reproduction at relatively low cost to the consumer. Moreover, with the widespread availability of high quality colour ink-jet printers and liquid crystal display (LCD) devices, images can be easily reproduced by recapturing the printed or displayed image with a digital camera. If a high quality digital camera is used, such as a DSLR, and the image is recaptured from a good quality print or a high resolution LCD monitor, then a recapture with high fidelity can be obtained.
Traditionally, photographs have been associated with a high degree of authenticity and were considered difficult to forge. With the advent of digital photography image tampering is now commonplace and can easily be performed using commercial, widely available, image editing software [3] . In practice, unless an attacker is highly skilled, imperfections in the forged image may be present and the attacker may attempt to conceal them by recapturing the forged image from an LCD monitor. By recapturing the image, an additional level of authenticity, typically associated with a single captured image, is introduced into the forgery making it more difficult to detect. For this reason this paper focuses on the problem of detecting whether a given image was recaptured with a digital still camera from an image displayed on an LCD monitor or whether it was a single capture of a natural scene. The methods presented in this work aim to be robust and reliable and can be applied to unverified sources, such as the internet.
A. Related Work
The problem of detecting recaptured images from printed material, such as photographic paper or magazines, has been addressed in the literature [4] , [5] . The methods identify a recaptured print from its specularity or from the dithering patterns applied by the printer. Several researchers have considered the recapture detection of images both from prints and from LCD monitors [6] , [7] . They develop detectors based on several features associated with recaptured images including the non-linearity of the tone response curve, the spatial distribution of the specularity in the image, image contrast, colour, chromaticity and sharpness. The detection of recaptured images from LCD monitors has been equally addressed in the literature, for example by Cao and Kot [8] , where a detector for recaptured detection based on some features of recaptured images is proposed. The fine texture pattern sometimes present in recaptured images is detected by computing Local Binary Pattern (LBP) features at multiple scales. The loss of detail in the recaptured image, due to the relatively low display resolution of the monitor compared to the camera's image sensor, is detected by computing a multi-scale wavelet decomposition where the mean and standard deviation of the absolute wavelet coefficients are used as features. The apparent increase in saturation in colours of the recaptured image is detected using 21 different colour features. Finally, the output of the individual detectors is fed into a trained probabilistic SVM classifier. Yin and Fang [9] detect images recaptured from an LCD monitor by analysing noise features and by detecting traces of double Jpeg compression using the MBFDF algorithm [10] . To estimate the noise features the image was denoised using three different discrete wavelet transforms and statistical features such as mean, variance, skewness and kurtosis were computed from the histogram of the extracted noise residual. Their experimental results suggest that the proposed features perform well for detecting photographic copying from LCD monitors. Ke et al. [11] train a support vector machine to classify recaptured images from LCD monitors with a 136 dimension feature set. Their descriptors are based on blurriness, texture, noise and colour features. They apply their method to a dataset of recaptured images taken with smart-phone cameras and claim a detection rate of 97.2% when the features are combined. The images used in their dataset [12] are low in resolution and quality, however, due to the smart-phone cameras used to perform the recapture.
There are several other situations where recapture from LCD monitors has been analysed. Ng et al. [13] have addressed the problem of classifying photographic images and photorealistic computer graphics (PRCG) images. They demonstrated that PRCG images that were recaptured from LCD monitors were more difficult to distinguish from originally captured photographic images. In 'face spoofing' attacks, a person attempts to bypass a face authentication system by impersonating (or masquerading) as another person who is authorized by the system. An image or video of the valid person may be displayed on a portable tablet computer and presented to the authentication system where it is recaptured by the system's digital camera. This type of face spoofing has been addressed in [14] and [15] . Recently there have been efforts to detect recapture of videos [16] - [18] . These methods use features which are unique to video systems.
B. Contribution and Paper Outline
In this paper we provide a comprehensive overview of some of the most common traces, or features, that are introduced in an image when it is recaptured from an LCD monitor. We then concentrate on aliasing and blurriness as these are probably the two features that are most commonly encountered in recaptured images. Moreover, the remaining features are highly scene dependent and can be difficult to extract. Our first contribution is then to show how aliasing can be eliminated by properly configuring the recapture settings. Aliasing, also commonly referred to as image moiré, is frequently introduced in a recaptured image due to the sampling of the LCD monitor pixel structure. We model the LCD monitor pixel grid as a 2D square wave pattern and we use the model to determine the capture distance and lens aperture setting as a function of the monitor and image sensor pixel pitch values. This results in a high quality recaptured image that is free from visible aliasing artefacts. We then use this method to create a database of high quality single capture and alias-free recaptured images using a wide range of consumer digital cameras which we later use for testing and benchmarking of the proposed algorithm. Our second contribution is a method that uses the edge blurriness and distortion introduced by the recapture process as a feature to detect if a given image has been recaptured from an LCD monitor. We show that the edges found in single and recaptured images can be fully characterised by their line spread function (LSF). We then describe how sets of elementary atoms that provide a sparse representation of LSFs can be learned using the K-SVD dictionary learning method [19] . Specifically, a single-capture dictionary is created from a training set of single captured images and a second one from recaptured images. We also compute an edge spread width from the line spread function of the image and combine this feature with the dictionary approximation errors to train an SVM classifier. We classify a query image as single or recaptured depending on its location relative to the SVM hyperplane. Our approach has led to an automatic algorithm which is robust in that it is applicable to a wide range of naturally occurring images taken under different conditions and has an average success rate greater than 96%.
The paper is organized as follows. An overview of common features that occur in recaptured images is provided in Section II. In Section III a method for recapturing images that are free from aliasing is presented. The proposed algorithm for recapture detection is described in Section IV. Details of the image recapture database are provided in V and in Section VI we describe the experimental procedure for training and testing the proposed algorithm and provide the classification results. Finally, we conclude in Section VII.
II. FEATURES OF RECAPTURED IMAGES
In this section we provide an overview of some of the more common features found in images that have been recaptured from LCD monitors. We assume that lens geometric distortion, such as barrel or pincushion distortion, has been minimised, that distortion due to the capture geometry has been eliminated and that the individual monitor pixels are not resolved by the recapture camera. We also assume that there are no specular reflections from the monitor front panel due to ambient light sources.
A. Aliasing
Aliasing is sometimes introduced in digital camera images when the scene is insufficiently band-limited or contains detail with very high spatial frequencies [20] . In cameras that are equipped with a Colour Filter Array (CFA) [21] the colour channels are normally sampled at frequencies that are lower than the native frequency of the image sensor. The green channel of a Bayer CFA can be described by a quincunx lattice arrangement and has a frequency response equivalent to the native 'unfiltered' sensor only in the horizontal and vertical directions. The red and blue channels are sampled on a rectangular lattice at one half the frequency of the native sensor. The diagram in Fig. 1 shows the Nyquist boundaries and replication points for the red (R), green (G) and blue (B) colour channels of the Bayer CFA. Most camera manufacturers fit optical anti-aliasing filters [22] to band-limit the high frequency components in the scene and prevent aliasing. However, the cut-off frequency of the filter is normally set above the Nyquist frequency to preserve the camera response at frequencies in the range 30-80% of the Nyquist frequency. The recapture of an image displayed on the screen of an LCD monitor is, therefore, highly likely to introduce aliasing due to the high frequency periodic pattern of the monitor pixel grid structure. Indeed, casually recaptured still images or videos of LCDs are often characterised by the presence of aliasing artefacts, also referred to as colour moiré, over the visible region of the display. These artefacts are very difficult to eliminate through post-processing. Therefore, aliasing can be used as a feature for detecting recaptures. When aliasing artefacts are present in the recaptured image, the 2D DFT of the noise residual is likely to exhibit peaks in the 2D spectrum. Detection of these peaks allows the identification of recaptured images [2] , [15] . To avoid that, in Section III, we develop a recapture method that avoids aliasing.
B. Blurriness
Naturally occurring scenes contain a wide range of edges that vary in contrast and sharpness. When a scene is acquired with a digital camera, a certain level of blur, or distortion, is introduced into the image by the acquisition device. This occurs despite the fact that the image was correctly focussed by the camera at the time of capture. Imperfections in the lens, such as spherical aberration can introduce blur, as can diffraction. The latter is introduced when the diameter of the lens aperture is very small (due to a large aperture setting). Additional distortion may be introduced by processing carried out internally in the camera, such as sharpening, contrast enhancement or CFA demosaicing. The blur characteristics may, to a large extent, be considered unique to the camera at the time of acquisition. One way of characterising the blur is with the point spread function (PSF) of the capture device. In practice measuring the PSF of a device is not easily achieved and the line spread function (LSF) is used instead. By definition, a line spread function is a 1-D function corresponding to the first derivative of the edge spread function (ESF) [23] . A model of the blurring pattern introduced by a camera can be estimated by measuring, and statistically combining, the first derivative of edge profiles from a slanted edge test target captured with the camera [24] .
The process of displaying an image on a monitor and recapturing it with a second digital camera increases the level of blurring relative to the originally captured image. The largest contributor to the increase in blur seen in the recaptured image is the drop in spatial resolution of the image due to the LCD monitor. Each stage of the image acquisition chain introduces a unique pattern of distortion into the image. The loss in sharpness and increase in distortion, such as ringing, that is introduced in the edge when it is captured, displayed and recaptured propagates through the chain and is present in the final image. The edges in the image, therefore, contain useful information, that can provide vital clues which enable us to reliably detect whether an image has been originally captured or whether it has been recaptured from a monitor display. For this reason, the algorithm described in this paper makes extensive use of this feature.
C. Noise
The two main sources of noise associated with images captured with a digital camera at normal and high levels of scene illumination are temporal noise, comprising mainly of shot noise, and fixed pattern noise which is dominated by Photo Response Non-Uniformity (PRNU) noise. The distribution of image noise in the recaptured image will be predominantly influenced by the noise characteristics of the recapture camera, the brightness setting of the LCD monitor, the capture distance and the scene content. The noise characteristics of the camera used to capture the original scene are likely to be also present in the recaptured image, but they will be band-limited due to the blurring effect introduced by the recapture process discussed in Section II-B. The unique PRNU fingerprint of a camera's image sensor has been shown to be a highly successful tool for identifying the source camera from an image or a set of images [25] . The method has been applied successfully to detect the presence of the PRNU pattern in a scan of a printed image [26] . However, very small levels of rotation of the print are enough to significantly reduce the detection performance, since misalignment is introduced between the PRNU pattern and the recapture device (the scanner). This limits the applicability of their approach to our application since successful identification of the original capture device would require very low levels of misalignment between the LCD monitor pixel grid and the camera's image sensor, which in practice, would be very difficult to achieve. Thus, image noise is not considered as a reliable feature for recapture detection.
D. Contrast, Colour and Illumination Non-Uniformity
Almost all digital cameras and LCD monitor devices today, support the sRGB colour encoding specification [27] . In addition to specifying the gamut of colours that can be represented, the sRGB specification also describes forward and reverse non-linear tone transformation curves. In an ideal image capture display environment, the overall system tone response between input scene intensities and output display intensities at the monitor is linear. In practice, digital cameras apply a tone response function that deviates slightly from the ideal sRGB response, but is intended to provide a 'more pleasing' image that is slightly higher in contrast. In a recapture image chain where the response function of both the original and recapture cameras deviates from the sRGB specification as described above, the overall recaptured image is likely to appear higher in contrast relative to the single captured image. There may be some noticeable loss of detail and clipping of pixel values in the light and dark regions in the recaptured scene when compared with the original capture. For image contrast to be used as a feature for recapture detection, a reliable, scene content independent method for the recovery of the global scene contrast or tone response function is required. There exist methods in the literature [28] , [29] however, they are dependent on scene content and may not, therefore, provide a reliable tool for recapture detection.
Colour related artefacts that may be present in recaptured images include colour balance errors, such as unwanted tints affecting the whole image, and increased colour saturation. Colour balance errors in a recaptured image can be minimised by calibrating the display monitor and by presetting the white point of the recapture camera to the LCD monitor white point before recapture. Thus, colour balance errors present in the recaptured image will have likely been introduced by the original camera that was used to capture the scene and not during the recapture process. The increase in colour saturation present in the recaptured image is likely to be due to the increase in overall image contrast as described above. Colour differences between original and recaptured images from LCD monitors are likely to be highly dependent on device characteristics and settings. Furthermore, reliable extraction of colour features is highly dependent on scene content.
The transition to LED backlighting from cold cathode fluorescent (CCFL) backlight in LCD monitors has resulted in improved colour gamut, dynamic range and display non-uniformity. However, as monitor display sizes have increased, obtaining even backlight illumination remains a challenge for some low cost display devices. A luminance gradient may be noticeable in recaptured images containing large regions that are low in texture or detail. Identification of the luminance gradient would enable recaptured images to be detected. However, the accuracy of detection is likely to be highly dependent on scene content, and, therefore, luminance gradient is also not considered as a reliable feature for recapture detection.
III. MINIMIZING ALIASING IN RECAPTURED IMAGES
In this section, we introduce a method to recapture images without introducing visible aliasing. We do this by modelling the luminance signal generated by the projection of the monitor pixel structure on the image sensor of the recapture camera as an infinite 2D square wave pattern [2] . The signal is then sampled on a rectangular lattice. We recover the frequency of the dominant alias pattern in the recaptured image and use this to determine the lens focal length, capture distance and lens aperture needed to minimise the perceived level of aliasing. We note that existing solutions for recapturing images from display monitors without aliasing are primarily geared towards display quality testing and often require special optical hardware [30] , [31] .
A. Modelling the Recapture of an LCD Screen
Each pixel, in a modern LCD monitor, comprises three long and narrow vertically oriented sub-pixel elements that are covered with a red, green and blue filter, respectively. The monitor pixel pitch, T m is the distance between two successive sub-pixel elements of the same colour. The pixels in most LCD monitors are square and we can, therefore, assume that the vertical and horizontal pixel pitch dimensions are the same. The pixel pitch of the monitor projected on the camera's image sensor during recapture is given by T o = mT m , where m is the optical magnification of the recapture camera lens. In the following analysis we make the assumption that the geometric distortion due to the camera lens is negligible and that the monitor is fronto-parallel to the image sensor plane. We also assume that the image sensor pixels are square, ensuring that the sensor horizontal and vertical pixel pitch dimensions are the same. During recapture, the luminance component of the projected monitor pixel grid is periodic in the horizontal and vertical dimensions with period, T o . The monitor pixel grid can, therefore, be modelled in either dimension by an infinite 2D square wave pattern as shown in Fig. 2a .
To determine the frequency spectrum, G( f x , f y ), of the square wave we take the Fourier transform of its Fourier series [32] :
where, C n o = sin(πn o /2)/(πn o ) for a square wave and
By convolving the spectrum of the continuous square wave with the camera's sampling system, we obtain the spectrum of the sampled square wave. For an image sensor with vertical and horizontal pixel pitch dimensions represented by T x and T y respectively, the locations of the delta functions in the frequency spectrum are given by the vectors:
where n x and n y = −∞ . . . − 1, 0, 1 . . . ∞ and θ o is the rotation of the monitor pixel grid relative to the image sensor axis. A schematic diagram showing the locations of the delta functions described by Equation (2) is shown in Fig. 2b . The square wave spectrum is replicated at n x /T x and n y /T y . For a monochrome image sensor (without a colour filter array), the Nyquist boundary limit is given by [1/2T x , 1/2T y ].
B. Eliminating Visible Aliasing From the Recaptured Image
Aliasing will be visible in the recaptured image when the delta functions associated with the replicated spectra (spectral orders) that are high in energy lie within the Nyquist boundary of the sensor. Let us assume that the monitor pixel grid is perfectly aligned to the image sensor axis (i.e. θ o = 0), and that each projected monitor pixel pitch spans k image sensor pixels, where k is some positive integer or fractional value (i.e. T o = kT x ). Then for an image sensor with a Bayer CFA pattern, the positions of the delta functions in the green channel are given by:
For the red and blue channels the positions of the delta functions are given by:
Thus the spectrum of the square wave is present at DC and is replicated at n x /T x and n y /T y in the green channel and at n x /2T x and n y /2T y in the red and blue colour channels.
One possibility is to cancel the aliasing in the recaptured image. This has been explored in the past [2] and was validated on a range of cameras and monitors. Although it was shown to produce good quality recaptured images free from visible aliasing artefacts, with some cameras the method leads to low frequency aliasing, or chroma moiré, due to the small variations in image magnification across the image sensor introduced by the lens geometric distortion.
A more robust solution to minimising the level of perceived aliasing in the recaptured image is to maximise the frequency of the aliasing pattern in the green channel, while at the same time minimising the amplitude of the alias pattern in the red and blue channels. The amplitude of the aliasing in the green channel is then attenuated by introducing an appropriate level of blur into the recapture resulting from the effect of the diffraction due to the lens aperture. The advantage of this approach is that the alias pattern is easier to eliminate by controlled blurring since the colour fringes and textures introduced by the interaction of the red and blue channels with the green channel due to the CFA interpolation process, described in section II-A, are eliminated.
The amplitude of the aliasing in the red and blue channels is minimised by recapturing the LCD such that the first delta function of the first spectral order (and its mirror) are situated on the Nyquist boundary of the red and blue channels (±1/(4T x )) as shown in the schematic diagram in Figure 3 . Note that in the diagram the centres of the fundamental and first spectral orders are shown with larger symbols than the corresponding first harmonic. The alias pattern in the green channel will have a frequency of 1/2T x .
To determine the capture parameters, we first need to determine the ratio of the projected monitor pixel pitch to image sensor pixel pitch, k. Note that this ratio is equivalent to the number of image sensor pixels spanned by a single projected monitor pixel. We consider the positions of the delta functions in the x-dimension only of the red and blue channels as given in Equation (4). The first replica occurs at n x = 1 and, for n y = 0, is described by the set of frequencies:
To determine the ratio, k, where the first harmonic of the first replica in the red/blue channel lies at −1/(4T x ), we solve for k in Equation (5) with n o = −1. This gives us a solution of k = 4/3. Thus each monitor pixel should project to 4/3 sensor pixels.
The distance between the camera sensor and the LCD monitor, d, can be expressed using Gaussian optics [33] , as a function of lens focal length, f , and magnification, m, as 1 :
From the relationship between monitor and sensor pixel pitch dimensions, T o = mT m , and using the fact that we are imposing T o = kT x , the projected monitor pixel pitch can be described by the equality mT m = kT x . Rearranging in terms of m we obtain m = kT x /T m . The subject distance, obtained by substituting m into Equation (6) and simplifying, is given as: To compute the required capture parameters, we substitute k = 4/3 in Equation (7) to give:
One setting that can affect the perceived visibility of aliasing in a recaptured image is the lens aperture setting of the recapture camera. Using a high lens f-number (or small lens aperture) during image acquisition introduces blurring into the image, due to diffraction, that cannot be corrected by improving the lens design or reducing aberrations. In practice, increasing the lens f-number attenuates the amplitude of the aliasing pattern in the recaptured image, whereas using a small lens f-number (or a large aperture diameter) results in more vivid aliasing.
To eliminate the aliasing pattern from the recaptured image we increase the level of blurring due to diffraction in the recaptured image by reducing the diameter of the aperture of the recapture camera lens. We determine the aperture needed by considering the projected monitor pixels as point sources of light and we apply the Rayleigh criterion [33] to determine the required aperture value using the distance between the projected monitor pixels on the image sensor. The Rayleigh criterion is achieved when the minimum of the point spread function corresponding to the first point source of light falls on the maximum of the point spread function of the second point light source. For a camera system where the distance from the lens to the sensor is approximately equal to the focal length of the lens, the separation, r , between the projected monitor pixels on the sensor plane such that the Rayleigh criterion is satisfied is given by: r = 1.22λF (9) where λ is the wavelength of the captured light and F is the lens f-number. Since the relationship between the monitor pixel pitch as projected on the sensor, T o , and the sensor pixel pitch, T x , is given by T o = 4T x /3, substituting T o for r in Equation (9) and rearranging in terms of aperture, F, yields:
When an image is recaptured at the aperture value given by F, the level of visible aliasing is reduced due to the increased overlap of adjacent monitor pixel PSFs. This is achieved without introducing an objectionable level of blur into the recaptured image. In practice, we found that the aperture value computed using the Rayleigh criterion, assuming λ = 540 nm, was insufficient to fully eliminate perceived levels of aliasing in the recaptured images. We conducted an experiment in which images were recaptured from an LCD monitor with a range of manually selected aperture settings over a wide range of cameras and we found that the mean aperture value that visually eliminated aliasing in the recaptured image was higher than the aperture value determined using the Rayleigh criterion by a factor of 1.257. The relationship between the selected aperture value and camera sensor pixel pitch used during recapture can, therefore, be summarised as:
Images recaptured using the alias frequency maximization method described in this section with the aperture settings determined using the above relationship contained no visible aliasing patterns. Some examples of single and recaptured images taken from the recapture database are shown in Fig. 12 .
IV. RECAPTURE DETECTION USING EDGE PROFILES
A. Overview of Our Proposed Method
In Sections I and II we argued that the blurring distortion in an image can provide us with vital clues that can be used to determine whether an image was originally captured or whether it was recaptured from an LCD monitor. In this section we propose a method for image recapture detection based on the blurriness of edges. We stated, in Section II-B, that, for practical reasons, the line spread function of an edge was easier to determine than the edge spread function. For this reason, we base our algorithm on the line spread profile of an edge and not the edge spread profile.
The proposed algorithm consists of a training stage, in which a support vector machine (SVM) classifier is trained with known images, and a detection stage where the trained classifier is used to classify a given image. A diagram of the classifier training process is shown in Fig. 4 . Two sets of known images are used: a set of single capture images, I SC , and a set of recaptured images I RC . The images in each set are indexed with the superscript j and originate from a wide range of known cameras. The number of the images in each set, P and R, may differ. The first step of the classifier stage is to determine a set of edge profiles from each image in each set that represent the sharpest edges found in the image. The first derivative of the edge profiles is then taken to determine a corresponding set of line spread profiles for the image. Thus, for a given image from the set of single capture training images, a matrix Q j SC , is generated in which each column of the matrix corresponds to an extracted line spread profile. The equivalent matrix for an image from the recaptured set is Q j RC . Two over-complete dictionaries are constructed by training using the K-SVD approach [19] . The first over-complete dictionary, D SC is trained using the set of single captured images and the second, D RC , using the set of recaptured images. Each dictionary is trained to provide an optimal sparse representation of the line spread profiles extracted from the training set of images.
To characterize the differences between the line spread profiles of originally captured and recaptured images, we introduce two parameters related to edges: a sparse representation error E d and an average line spread widthλ. These parameters were chosen because they provide a concise but informative description of the differences between the line spread profiles of original and recaptured images. The first metric, E d , represents the difference in the errors, E SC and E RC , between the extracted line spread profiles and their sparse representations determined using the dictionaries, D SC and D RC , respectively. The rationale being that E SC < E RC if the image considered was original and E SC ≥ E RC if the image was a recaptured image. The value of E d is determined by taking the differences between E SC and E RC . The second metric,λ, provides a description of the width of an extracted line spread profile. Large values ofλ correspond to blurry edges, while small values to sharp edges. The method for extracting the line spread profile is described in Section IV-B. In Section IV-C we describe the dictionary learning procedure. A detailed description of the line spread width parameter, λ, and of the classifier training and recapture detection procedure are provided in Section IV-D.
B. Automatic Edge Detection and Feature Extraction
The diagram in Fig. 6 illustrates how our proposed algorithm extracts line spread profiles from edges found in the image. Firstly, the query image is converted to greyscale and all edges contained in the image are detected using a Canny Edge Detector [34] . Edge profiles are extracted locally. Therefore, the query image is divided into a number of non-overlapping square blocks B(m, n) of size W × W with W = 16 pixels. Here m and n are the vertical and horizontal indices of the block respectively.
For each block we first check whether it contains a horizontal or near horizontal sharp single edge. We then rotate the block by 90°to see whether it contains vertical or near vertical edges. The block selection procedure is implemented by examining the binary mask of the block and counting the number of columns, η, containing only one non-zero value. The block will be detected only when the condition η ≥ βW is satisfied where β has been set experimentally to β = 0.6. An example of a block that meets the selection criteria is shown in Fig. 7a and two examples of blocks that fail to meet the selection criteria are shown in Fig. 7b and Fig. 7c .
The detected blocks, B(m, n), shown in Fig. 6 , are then ranked according to their sharpness and edge contrast. This enables us to select regions that are in focus and that contain the most prominent edge features. Block sharpness is determined using the technique described in Section IV-D in which the average widthλ m,n of line spread profiles of the blocks is estimated. The contrast of a block is measured by computing the block-based variance, σ m,n , of the input image at the detected block. Next, suitable blocks are chosen based on the distributions ofλ m,n and σ m,n built over all the detected blocks. Only blocks whose average width,λ m,n , falls within the narrowest 10% of the detected block widths and whose value of σ m,n falls within the largest 20% of computed values are selected.
For selected blocks, let Y ∈ IR W ×W be a matrix which represents the grey scale values of a block. Each column, y i ; i = 1, 2, · · · , W , of the matrix Y may, therefore, be considered to represent an edge profile of the image. We determine a normalized line spread profile, q i , by evaluating q i = y (1) i /||y (1) i || 2 where y ( 
1) i
is the first derivative of y i . The differentiated edge profile is normalized in order to standardize the feature.
Our feature vector, q i , now contains the line spread profile at column i of the input block. The spread profile, q i , is then cropped and centred before zero-padding is applied in order to maintain a length of W elements. Once the line spread profiles for all the selected blocks in the image have been determined, a line spread profile matrix, Q ∈ IR W ×M is formed by concatenating the total M line spread profiles, q i , from all the selected blocks. This feature matrix is used for training and testing purposes.
C. Dictionary Learning Algorithm
The objective of dictionary learning is to obtain two overcomplete dictionaries, D SC and D RC , that provide an optimal sparse representation of line spread profiles from single captured and recaptured images, respectively. Dictionary training can be used as a tool to learn the characteristics of the distortion patterns present in edges found in most naturally occurring images. The key insight being that the descriptions in single capture and recaptured images are fundamentally different due to the sharpness degradation introduced by the recapture process.
The first step in dictionary training is to determine the training feature matrices, S SC and S RC , for single captured and recaptured images, respectively. For each set of training images, I SC and I RC , the set of line spread profiles, Q j SC and Q j RC , is constructed using the method described in Section IV-B. The superscript, j , denotes the individual images contained in each training set. The training feature matrices, S SC and S RC , are determined by concatenating horizontally the extracted line spread profiles matrices, Q j SC and Q j RC , over all the training images in each respective set. Thus, the resulting training feature matrix, S ∈ IR W ×N , contains N training line spread profiles q i ∈ IR W , where i = 1, 2, · · · , N, and N W . Given the training feature matrix S, the goal of dictionary training is to obtain the best dictionary, D ∈ IR W ×K , that provides an optimal sparse representation for all the line spread profiles in the training matrix S, that is min
where X ∈ IR K ×N is built from the column vectors x i used to represent the feature q i and i = 1, 2, . . . , N. The notation A 2 F refers to the Frobenius norm, which is defined as
The constant L is the maximum number of atoms permitted. The choice of L is generally a trade off between approximation precision and sparsity and we discuss its selection later in this section.
Our dictionary is designed using the K-SVD learning approach [19] . The K-SVD method is an iterative learning scheme based on two important steps for each round of computation: sparse coding and dictionary update.
In sparse coding, given an initial dictionary D, X is chosen such that each of its columns x i provides the best L-sparse representation of q i . Specifically:
In practice, this is achieved using the orthogonal matching pursuit (OMP) algorithm [35] which is known to provide nearoptimal sparse coding. Next, given X, D is updated so as to achieve
In K-SVD, the dictionary atoms are updated, one column at a time, at the k th column index, where k = 1, 2, . . . , K . The residual error in (14) is computed using only the training profiles that use the k th atom for approximation. Next, the atom which minimizes the residual error can be obtained using a singular value decomposition (SVD) approach. We replace the k th column with this new atom. The process is then repeated for all K columns. Given the new D, a new X is found by sparse coding and the process is repeated. As a result, the training error is reduced over several iterations and the dictionary D has been trained to fit all training profiles in S. The optimal number of atoms used is obtained by observing the number of atoms at which the errors begin to converge. This can be estimated from the number of atoms that correspond to the peak of the second derivative of the training error. From our experiment, the optimal value L = 3.
By training two dictionaries, D SC and D RC , using the training feature matrices S SC and S RC , we ensure that the patterns from line spread profiles extracted from single captured and recaptured images will have been learned. Each dictionary provides an optimal sparse representation of the line spread features from each class of image.
We now discuss the selection of the optimal number of atoms, L, in the dictionary. Since each dictionary was trained using the specific blurring patterns from a given class of images, only one dictionary will provide a good sparse approximation of line spread profiles from the query image. We, therefore, require a value for L that is large enough to provide a good approximation. However, if too many atoms are used, the algorithm is unable to discriminate between the two image classes since both dictionaries are now able to provide good approximations.
To determine the optimal value for L the idea is that the approximation error, e t (L), decreases with L. However, once the essential information of the signal has been captured, e t (L) will stop decaying rapidly since the algorithm is now capturing noise and non-discriminative information. This transition point can be detected by finding the peak of the second derivative of e t . The effect on the training error, e t , when the number of atoms used for representation is varied is shown in Fig. 8a . The optimal number of atoms is then calculated from the peak of the second derivative of the error function. From Fig. 8b we can determine that the peak of the second derivative for our training sets occurs at approximately L = 3.
D. Classification for Recapture Detection
We extract two important feature parameters,λ and E d , from the line spread profile matrix Q which we use The width is the minimum distance that allows the shape of the edge spread function to be approximated using an estimate of the energy spectral density.
for classification. The first parameter,λ, which models the average line spread profile width, is computed as follows: the value of λ is defined as the distance that allows 95% of the spectral energy of the spread function to be captured and is represented by the grey area shown in the Fig. 9 .
The parameter λ i for a given line spread profile, q i , is, in practice, computed using the iterative algorithm shown in Fig. 10a . In our experiments, we used a block size W = 16 and all the line spread profiles q i were interpolated by 4x to increase the number of data points to 64. The spectral energy E q i of the given line spread profile q i is first computed. Starting from the middle of the spread function, the algorithm then computes the spectral energy E ω of the part of the spread function with a span ω = 1. The span, ω, is increased by one data point each time that E ω is computed until the condition E ω /E q i > 0.95 is satisfied. The width, λ i , of the spread function, q i , is given by the value of the smallest span, ω, that fulfils the condition.
To determineλ we compute the spread widths, λ i , for all the line spread profiles q i ∈ IR W taken from Q ∈ IR W ×M and by then taking the average. Note that a blurred edge generally has a wider spread function compared to a sharp edge. Thus, the value ofλ computed from a recaptured image is expected to be greater than the value obtained from the equivalent single capture image.
The second parameter used is the difference of approximation errors E d . The value of E d is used to compare the abilities of the two dictionaries, D SC and D RC , to provide a sparse representation of line spread profiles from a query image. Given a line spread profile matrix Q from an unknown image, we define an approximation error using a dictionary trained from single captured images
where X 1 is the corresponding coefficients matrix computed using the orthogonal matching pursuit algorithm with the dictionary D SC . In the same way, a representation error using a dictionary trained from recaptured images is given by
The approximation errors, E SC and E RC , describe how well each dictionary fits the line spread profile matrix Q. To perform recapture classification we compare E SC with E RC . A query image is classified as recaptured if E SC ≥ E RC . Otherwise it is considered as single captured. We define the difference of approximation errors (E d ) as follows: One way that Equation (15) may be interpreted is that the image is more likely to be single captured if E d is negative. If E d is positive the image is more likely to be recaptured.
A set of pairs of parameters,λ and E d , extracted from each image in the training set is formed. The parameter pairs are then labelled as either single or recaptured, depending on the class of training images used. They are then used for classifier training. Fig. 11 is a plot in the feature coordinate space, (λ, E d ), of the parameter pairs from all the images used for training purposes. A support vector machine (SVM) classifier was trained and the classification hyperplane (solid line in Fig. 11 ) was generated.
From Fig. 11 , we can observe that the difference in representation error, (E d ), can be used as a feature to effectively distinguish between single and recaptured images. The majority of images in the single and recaptured groups were separated correctly by the criterion E d = 0 (dotted line). However, the hyperplane obtained from the SVM training process (solid line) resulted in better classifier performance since the mean width of the edge spread function,λ, was taken into account. We have assumed that the distribution of features from the training images is typical of the type of images we are likely to encounter on a daily basis. The trained classifier is, therefore, used for our recapture detection algorithm.
We note that other no-reference blur metrics that operate on the whole image [36] , [37] could be used instead ofλ. However, we have observed through numerical simulations that these metrics are less effective at classifying single and recaptured images thanλ, especially when combined with other discriminative features such as E d . For this reason we have decided to useλ in our work.
V. DATABASE OF RECAPTURED IMAGES
A database [38] of images recaptured from an LCD monitor was developed for the purposes of testing and evaluating the performance of the recapture detection algorithm described in Section IV. The recapture database comprised 1035 single capture images taken using nine different cameras. Each camera was used to capture 115 images. Out of each set of 115 images, 35 images contained scenes that were common over all nine cameras. Thus, the total number of images containing common scenes was 315. Each image in the set of common single captured images was then recaptured using eight different cameras. This resulted in a total of 2520 recaptured images. The database has been made publicly available in order that it can be used as a common database for researchers in the field of image forensics who wish to benchmark their algorithms. Currently available image databases include the 'Dresden Image Database' [39] . This is probably the most well known still image database for forensic applications, but it does not include any recaptured images.
A. Image Capture and Display Equipment
Nine cameras were used to photograph the original scenes and eight to recapture the images from the LCD monitor. Five of the cameras used to carry out the original captures were used for recapture thereby resulting in a total of twelve cameras in the database. A list of cameras used, their specifications, and usage is shown in Table I . They include six compact digital cameras with fixed zoom lenses, five digital single lens reflex (DSLR) cameras with interchangeable lenses and one compact camera with interchangeable lenses. With the exception of the three Kodak cameras and the Panasonic TZ7, all cameras provided both automatic and manual exposure settings. The two Kodak V550 models are equivalent in specification and differ only in their finish. They are indicated as silver and black in Table I . All the images were recaptured from an NEC MultiSync EA232WMi 23 IPS LCD monitor with LED backlighting and a resolution of 1920×1080 pixels.
B. Original Scene Capture
The database comprises mainly natural scenes photographed indoors and outdoors under different types and levels of illumination. Some examples of originally captured scenes (top row) and the recaptured images (bottom row) are shown in Fig. 12 . A significant proportion of the images were taken outdoors under sunny or overcast conditions. Those taken indoors were acquired mostly under natural illumination, but also included a scene with a MacBeth Colorchecker test chart captured under natural illumination and using the camera's internal flash, where available. Each scene in the database was photographed once by each of the test cameras under equivalent, or nearly equivalent, illumination conditions. This allowed for a one to one correspondence between a scene and each test camera. All the cameras were set to automatically select the exposure setting, ISO and white balance setting, with the exception of the Macbeth test chart scene where different ISO settings were selected. The database contains 115 images per camera giving a total of 1035 single captured images over all 9 cameras.
C. Recapture
A high priority when developing the recapture database was that the recaptured images would be high in perceived quality and finely recaptured. All image recaptures were conducted in a darkened room, to eliminate unwanted reflections from the monitor and the surrounding environment. The single captured images were prepared for display by resizing them using a bicubic interpolation kernel to the pixel dimensions of the NEC monitor. The images were then displayed at the native resolution of the monitor. The camera used to recapture the images from the LCD monitor was placed on a sturdy tripod. Before recapturing the images, the LCD monitor was calibrated to the sRGB standard with γ = 2.2 and a monitor white point luminance of 240 cd/m 2 . The lens focal length of each camera was set to a value that minimised the level of geometric distortion introduced in the recaptured image as much as was practically possible.
The monitor to camera distance was determined by applying the alias frequency maximisation method described in III-B. The procedure for determining the capture distance and lens aperture setting is described with the aid of the following example in which a Canon 600D camera was used to recapture images from the NEC monitor. The image sensor in the Canon 600D camera has a pixel pitch of 4.306 52 µm. The pixel pitch of the NEC monitor is 0.2650 mm. For a lens focal length of 30 mm, Equation (8) was used to obtain a capture distance of 1445.2 mm. To eliminate visible aliasing from the recaptured image due to aliasing in the green channel, Equation (11) was used to obtain an aperture setting of f/11.
After setting the camera to monitor distance, the camera's image sensor was aligned with the plane of the monitor faceplate. The camera's ISO setting was manually set to a value that did not introduce excessive levels of image noise in the recaptured images, and the camera was allowed to select the exposure automatically. To eliminate colour balance errors by the recapture camera, the camera's white point was preset by estimating it from a white patch displayed on the monitor. The recaptured images were cropped to remove the LCD monitor surround.
We conducted a psychophysical experiment to study how well human observers were able to discriminate between original captured images and images recaptured from an LCD monitor using our method. A total of 100 images, comprising 50 originally captured and 50 recaptured images, were selected at random from our dataset for use in the subjective test.
A website was created that enabled observers to login and conduct the test online. All the images used in the subjective test were resized to the same dimensions and their Exif metadata removed. A total of 40 people differing in age and career background participated in the test. During the test, observers were shown the set of 100 images in random order and were asked to classify each image as originally captured or recaptured. The tests were unsupervised and no time limit was set on completing the test. However, observers were instructed to maintain a fixed viewing distance throughout the test.
A confusion matrix detailing the statistics obtained from the subjective test is shown in Table II . The test results show that the average success rate for observers in classifying the images was only 61.31%. This level of precision is fairly close to the accuracy that would be obtained in a random choice, binary classification experiment. In addition, the results suggest that observers have a greater tendency to classify recaptured images as originally captured. This is highlighted by the differences in success rates between originally captured images (67.75%) and recaptured images (54.86%). Most importantly, it supports our claim that to detect recaptured images in our dataset by visual inspection is a difficult task.
VI. EXPERIMENTAL RESULTS
In this section the performance evaluation of the proposed recapture detection algorithm is presented. The experiments have been divided into three sections: A) experimental design and data training, B) recapture detection performance and C) universality of the algorithm.
A. Experimental Design and Parameter Setting
Our algorithm was tested by applying it to the set of single and recaptured images from the database described in Section V. The single and recaptured images were initially divided into two groups; one for training and the other for testing purposes. Each set of 115 single capture images from the nine cameras used to capture the original scenes was partitioned into 15 images for training and 100 images for performance evaluation. This resulted in a total of 135 images for training and 900 images for testing. As mentioned in Section V, 35 original captured images, per camera, were selected for image recapture. The recaptured images in the database were taken over 72 different single/recapture camera combinations resulting in a total of 2520 images. These were divided into 1080 images for training and 1440 images for testing. The set of training images was further reduced to 216 images by randomly selecting three images from each recapture camera combination. This was done to eliminate any bias introduced during training due to large differences in the number of single and recaptured images. All the images were resized to a width of 2048 pixels because of differences in the size of the images resulting from variations in the camera image sensor pixel counts. The image height during resizing was set to a value that preserved the original aspect ratio of the image.
The K-SVD software library that is publicly provided by the authors [19] was used to train our dictionaries. The training feature matrices S SC and S RC were built from the edge spread features q i with length W = 16 collected using the blocks selected from single captured and recaptured images respectively. One in every four spread features were used in order to reduce the size of the training data. Before being used for K-SVD dictionary training each spread feature was interpolated by 4× to increase the number of data points to 64. The initial set of atoms was constructed from the line spread functions of the nine single capture cameras and 63 different line spread functions determined from randomly selected image recapture camera combinations. The dictionaries were trained over 160 iterations of the K-SVD algorithm at which point the errors converged to a predetermined minimum value.
B. Performance Evaluation for Recapture Detection
The algorithm was tested with the test image set described in Section VI-A and the results are shown in bottom half of the table the results are presented in groups according to the camera used to recapture the images. Performance is consistently good, spanning from a 96.11% true positive (TP) rate for the E-PM2 to a 100% success rate for the Nikon D3200, Sony RX100 and Panasonic TZ7 models. This leads to an overall accuracy of 97.44%.
It is interesting to note the drop in detection rate for single captured images that were originally captured using the Kodak cameras. One possible reason is that the images captured using these cameras are, on average, less sharp than the images obtained by the other 'single capture' cameras. This may be due to the fact that they are all budget compact cameras that, with the exception of the Nikon D70s DSLR camera, are production models released three or more years earlier than the other cameras used in this test (see Table I ). The newer cameras in the set are likely to have benefited from advances in image sensor technologies and lens design enabling them to generate significantly sharper images than earlier camera models.
C. Performance Comparison With Existing Methods
Next we compare the performance of the proposed algorithm with state-of-the-art techniques for detecting recaptured images using our alias-free recapture dataset. Our comparison was conducted primarily against the method of Cao and Kot [8] because it is one of the earliest and most referenced techniques for detecting recaptured images from LCD monitors. It has also been tested on a set of finely recaptured images and is, therefore, most comparable to our method. Classification relies on a probabilistic We implemented the algorithm based on the paper in [8] and used this to extract a total of 129 features from a given image including 54 LBP features, 54 MSWS features and 21 colour features. The features extracted from the training images were used to train the PSVM classifier using the LIBSVM tools following the technical guideline in [40] .
In addition, we tested a recapture detection algorithm based on features extracted from Higher-order Wavelet Statistics [41] , [42] as this algorithm is often used as a benchmark when comparing the performance of recapture image detectors. We extracted 216 features using the software provided by the authors and used the features to train a PSVM classifier. The results for performance comparison based on the same set of test images used in Section VI-B are presented in Table IV .
We then compared the classification success rate for original captured and recaptured images using the different methods. Our results show that the proposed method outperforms the existing techniques in classifying original and recaptured images when tested with our dataset. Our technique has a higher true positive (TP) rate of 99.03% compared to a TP rate of 92.02% for the method of Cao and Cot [8] and 90.04% for Higher-order Wavelet Statistics [41] .
The detection performance on originally captured images of the proposed method is 94.89%. This is higher than the detection performance of methods [8] and [41] which are 83.67% and 87.56% respectively. In addition our method uses only 2 features extracted from each given image compared to 129 and 216 features used in the methods [8] and [41] , respectively. Our method, however, requires block-based edge extraction and dictionary learning to obtain a smaller number of features.
As mentioned in Section V-C, care was taken to ensure that the recaptured images in the database did not contain any visible aliasing and were of high perceived quality. Furthermore, the tiny patterns formed by the surface texture of the LCD screen were, in general, not easily detected by visual inspection. The methods in [8] and [41] both rely on the presence of these patterns for recapture detection and it is likely that the performance of these methods was reduced as a result. In particular, the methods that use LBP features were likely to be affected the most. The absence of Many images in the database contain a wide range of textures and edges that vary in sharpness and contrast. For example, an image may contain regions that are low in contrast or out of focus. The method in [8] computes texture features while in [41] the statistics of wavelet coefficients are calculated globally. These methods are likely to perform well when the image contains a high level of detail, however, their detection performance will be reduced if the scene is dominated by blurred or low contrast regions. The proposed algorithm, on the other hand, discards regions containing out of focus or low contrast edges and selects only the regions containing the sharpest edges. Images containing large variations in texture and edge sharpness are therefore less likely to impact the proposed algorithm.
D. Universality of the Algorithm
In the previous section we assumed that the edge profiles of a wide range of image capture devices and recapture chains are known. In practice, the range of devices and image chains that are characterised may be limited. In this section, the performance of the algorithm was tested when applied to images acquired from unknown capture devices. It is anticipated that, in practice, the edge profiles of single and recaptured images are fundamentally different, and that recapture detection is possible even when a small range of devices and chains representative of the population has been characterised. An experiment was devised in which the algorithm was trained with single and recaptured images taken with a different set of cameras to that used to capture the images used for testing. Table V illustrates the configuration of the training and testing image sets. Note that the cameras used for single capture and recapture differ for the training and testing sets. A total of 60 single captured images and 108 recaptured images were used for training. For testing purposes, 500 single captured images and 720 recaptured images were used.
The new hyperplane resulting from the training of the K-SVD dictionary and SVM, was used for performance evaluation. The recapture detection results are shown in Table VI. A recapture detection rate, or true positive (TP) rate, of 99.31% was obtained over all cameras. For the detection of single captured images, a true negative (TN) rate of 93% was obtained. This results in an overall accuracy of 96.72%. We can conclude, therefore, that the overall performance of the algorithm has been maintained despite using images from different cameras for training and testing.
The experimental work conducted in this section has shown that the proposed algorithm is robust to a wide range of images and can be applied successfully to a wide range of capture devices. Furthermore, it is able to cope with query images from unknown sources and image chains.
VII. CONCLUSION
In this paper the problem of detecting images recaptured from LCD monitors has been addressed. A comprehensive overview of the most commonly encountered features in recaptured images concluded that aliasing and blurriness can be extracted most reliably from the image. We then showed how aliasing can be eliminated by properly setting the capture distance, recapture camera lens aperture and focal length. Our approach then focused on a solution for recapture detection based on edge blurriness and distortion. The line spread functions of selected edges were used to train single capture and recapture dictionaries following the K-SVD approach. An SVM classifier was then built to detect recaptured images using dictionary approximation errors and mean edge spread width. Our algorithm, which does not require user intervention, achieved an average recapture detection performance that exceeded 99% for recaptured images and 94% for single capture images. Finally, we have developed a database comprising more than 2500 high quality recaptured images using the method described in this paper. The database will be made publicly available for research purposes and we anticipate that it will form a valuable resource for the development and benchmarking of forensic methods for recapture image detection.
