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Measure-valued branching processes associated with
Neumann nonlinear semiflows
Viorel Barbu1, Lucian Beznea2
Abstract. We construct a measure-valued branching Markov process associated with a nonlin-
ear boundary value problem, where the boundary condition has a nonlinear pseudo monotone
branching mechanism term −β, which includes as a limit case β(u) = −um, with 0 < m < 1.
The process is then used in the probabilistic representation of the solution of the parabolic prob-
lem associated with a nonlinear Neumann boundary value problem. In this way the classical
association of the superprocesses to the Dirichlet boundary value problems also holds for the
nonlinear Neumann boundary value problems. It turns out that the obtained branching pro-
cess behaves on the measures carried by the given open set like the linear continuous semiflow,
induced by the reflected Brownian motion, while the branching occurs on the measures having
non-zero traces on the boundary of the open set, with the behavior of the (−β)-superprocess,
having as spatial motion the process on the boundary associated to the reflected Brownian mo-
tion.
Mathematics Subject Classification (2010): 60J80, 35J25, 60J45, 60J35, 47D07, 60J50,
31B20.
Key words: Neumann nonlinear semiflow, branching process, nonlinear semigroup, neg-
ative definite function, reflected Brownian motion, boundary process.
1 Introduction
Let O be a bounded, open subset of Rd, d > 1, with smooth boundary Γ (for instance, of
class C2). Consider the nonlinear parabolic problem
(1.1)

∂u
∂t
− 1
2
∆u+ αu = 0 in (0,∞)×O,
∂u
∂ν
+ β(u) = g on Γ,
u(0, ·) = f in O,
where ∂
∂ν
is the outward normal derivative to the boundary Γ of O, g is a positive contin-
uously differentiable function on Γ, f ∈ C(O), α ∈ R∗+, and β : R −→ R− is the following
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continuous mapping
(1.2) β(u) =

∫ ∞
0
(e−su − 1)η(ds)− bu, if u > 0,
0, if u < 0,
with η a positive measure on R+ such that
∫
R+
s η(ds) <∞ and b ∈ R+.
We assume that
(1.3)
∫
R+
s η(ds) + b 6 γ := inf
v∈H1(O)
1
2
‖∇v‖2L2(O) + α‖v‖
2
L2(O)
‖v‖2
L2(Γ)
.
Note that the last inequality is equivalent with the property of the function u 7−→ β(u)+γu
to be nondecreasing. Moreover in this case β is a Lipschitz function.
The function −β is called branching mechanism. An example of β satisfying (1.3) is
βN (u) =
m
Γ(1−m)
N∫
0
e−su − 1
sm+1
ds.
with N > 0 and 0 < m < 1. A limit case is therefore aum for a convenient number a < 0,
since
−um =
m
Γ(1−m)
∞∫
0
e−su − 1
sm+1
ds = lim
N→∞
βN(u).
If β = α = 0 and g = 0 then the solution of the linear problem (1.1) is given by
the transition function of the reflected Brownian motion B = (Bt)t>0 on O: u(t, ·) =
E
·(f(Bt)), t > 0, where f is a bounded, real-valued Borel measurable function on O.
The first aim of this paper is to show that the solution of (1.1) admits a probabilistic
interpretation if β is given by (1.2), which is similar with what happens in the linear case
(β = 0). More precisely, there exists a branching Markov process X = (Xt)t>0 with state
space the set M(O) of all positive finite measures on O, such that the solution of (1.1) is
(1.4) u(t, x) = − lnEδx(ef (Xt)), t > 0, x ∈ O,
where for a Borel, positive, real-valued function f on O we considered the exponential
mapping ef : M(O) −→ [0, 1], defined as
ef(µ) := e
−
∫
fdµ for all µ ∈M(O).
The first step of our approach is to prove the existence of the solution of (1.1). We
consider the maximal monotone operator A associated to (1.1) and we show that it is the
infinitesimal generator of a nonlinear semigroup of contractions (Vt)t>0 on L
2(O), such
that u(t, ·) := Vtf is a solution of (1.1) for each f from the domain of A. If 1 6 d 6 3
then (Vt)t>0 induces a C0-semigroup of (nonlinear) contractions on C(O).
The second step is to prove that the map f 7−→ Vtf(x), x ∈ O, is negative definite
on C+(O) (:= the set of all positive continuous functions on O). We use essentially an
2
approximating process in solving (1.1) and a negative definiteness property of the mapping
−β.
The last step is to follow the so called semigroup approach in order to construct the
claimed measure-valued branching process; see [Wat 68], [Fitz 88], [Dyn 02], [LeGa 99],
[Li 11], and [Be 11].
We can describe the infinitesimal generator of the branching process X , which shows
that it behaves as the linear semiflow t 7−→ µ ◦ Pt, t > 0, µ ∈ M(O) (:= the set of all
positive finite measures on O), where (Pt)t>0 is the transition function of the reflected
Brownian motion. The branching property of X holds on the measures with non-zero
traces on the boundary Γ of O; for more details see the final remark of this paper.
Formula (1.4) suggests that we can compare the measure-valued process X with the
(B, β0)-superprocess (in the sense of Dynkin; see [Dyn 02]), where
β0(x, u) =
{
−β(u) + g(x), if x ∈ Γ, u > 0,
0, if x ∈ O, u < 0.
We may conclude that the classical association of the superprocesses to the Dirichlet
boundary value problems also holds for the nonlinear Neumann boundary value problems.
However, due to the boundary flux induced by g, this branching process is no longer
conservative if g 6≡ 0.
The second aim of this paper is to prove that the solution of the nonlinear parabolic
problem with the dynamic flux on the boundary
1
2
∆u− αu = 0 in O,
∂v
∂t
+
∂u
∂ν
+ β(v) = 0 on Γ,
v = u|Γ, u ∈ C(O),
also admits a probabilistic interpretation, which is related to the branching process asso-
ciate with the equation (1.1) with g ≡ 0. It turns out that the associated measure-valued
branching process is precisely the (Z, α− β)-superprocess on M(Γ) (:= the set of all pos-
itive finite measures on Γ), where Z = (Zt)t>0 is the boundary process (on Γ), induced
by the reflected Brownian motion, or equivalently, by the classical (linear) Neumann
boundary value problem. Comparing the infinitesimal operators, one can see that the
measure-valued branching process X behaves on M(Γ) as this superprocess; cf. Final
Remark. So, for the process X on M(O), the role of the ”boundary process” is played by
the (Z, α− β)-superprocess on M(Γ).
Finally, we thank the anonymous referee for carefully reading the manuscript and for
his valuable comments.
2 Nonlinear C0-semigroups generated by the Neumann
problem
Everywhere in the following we assume that condition (1.3) holds.
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Let H = L2(O) denote the space of al real-valued square integrable functions on O
with the scalar product
〈u, v〉2 =
∫
O
u vdx for all u, v ∈ L2(O),
and the norm |u|2 := 〈u, u〉
1
2
2 . By H
k(O), k = 1, 2, we denote the standard Sobolev space
in L2(O) and C(O) denotes the space of all continuous functions on O, endowed with the
supremum norm || · ||C(O). Let further σ denote the surface measure on Γ.
Define the nonlinear operator A : D(A) ⊆ H −→ H ,
(2.1)
 D(A) := {u ∈ H2(O) :
∂u
∂ν
+ β(u) = g on Γ},
Au := −1
2
∆u+ αu for all u ∈ D(A).
Note that D(A) is dense in H . We have for all u, v ∈ D(A)
〈Au−Av, u− v〉2 =
∫
O
(
1
2
|∇(u− v)|2 + α(u− v)2)dx+
1
2
∫
Γ
(β(u)− β(v))(u− v)dσ
>
∫
O
(
1
2
|∇(u− v)|2 + α(u− v)2)dx−
γ
2
∫
Γ
|u− v|2dσ > 0,
because
(2.2)
∫
O
(
1
2
|∇v|2 + αv2)dx > γ
∫
Γ
v2dσ for all v ∈ H1,
where the first inequality holds by the monotonicity of the map r 7−→ β(r) + γr and the
second one is a consequence of condition (1.3). Hence A is monotone in H ×H .
It should be said also that A is a potential operator, A = ∂Φ, where Φ : L2(O) −→
(−∞,+∞] is the lower semicontinuous, convex function defined as
Φ(u) :=

1
4
∫
O
|∇u|2dx+
1
2
∫
Γ
j(u)dσ +
α
2
∫
O
u2dx if u ∈ H1(O),
+∞ elsewhere,
with j(r) :=
∫ r
0
β(s)ds, r ∈ R. Moreover, by a fundamental result due to H. Bre´zis
[Brez 72], it follows that R(I + λA) = H for all λ > 0 (see also [Bar 10], p. 99). In
fact, the Bre´zis regularity result is given for the elliptic problem u − λ∆u = f in O,
∂u
∂v
+ β˜(u) = 0 on Γ, where β˜ is monotone. The extension to the present case (that is
r 7−→ β(r) + γr is monotone) follows however by the same argument.
By standard existence theory of the Cauchy problem in Banach spaces (see e.g.
[Bar 10], p. 163) it follows that A is the infinitesimal generator of a continuous semi-
group of contractions (Vt)t>0 in H , that is
|Vtf − Vtf¯ |2 6 |f − f¯ |2 for all t > 0, f, f¯ ∈ H.
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Moreover, it turns out that u(t) := Vtf , t > 0, is the unique solution of (1.1) if f ∈ D(A)
and
(2.3)

d+
dt
Vtf +AVtf = 0 for all t > 0,
V0f = f
(cf. Theorem 4.12 from [Bar 10]).
The next two propositions collect other properties of (Vt)t>0.
Proposition 2.1. Let f ∈ H and define the mapping u : [0,∞) −→ H as u(t) := Vtf ,
t > 0. Then the following assertions hold
(i) If f ∈ D(A) and T > 0 then u(t) ∈ D(A) for all t > 0 and
u ∈ C([0, T ];H) ∩ L∞(0, T ;H2(O)),
∂u
∂t
∈ L∞(0, T ;H2(O)),
|Au(t)|2 6 |Af |2 for all t > 0.
(ii) The function t 7−→ u(t) is right continuous from (0,∞) to H2(O) and so, if
1 6 d 6 3, then since H2(O) →֒ C(O), we have
lim
sցt
‖u(s)− u(t)‖C(O) = 0 for all t > 0.
(iii) If f ∈ H then u ∈ C([0,∞);H) and
du
dt
, Au ∈ L∞(δ, T ;H) for all δ ∈ (0, T ). If
c ∈ R+ and c 6 f then e
−αtc 6 Vtf . In particular, if f > 0 then Vtf > 0 for all t > 0.
Moreover, if f1, f2 ∈ H, f1 6 f2 a.e. in O, then Vtf1 6 Vtf2 a.e. in O.
Proof. Assertions (i) and (ii) are consequences of the existence theory of the Cauchy
problem associated with nonlinear maximal monotone operators in Hilbert spaces (see
e.g. [Bar 10]). To prove assertion (iii), assume first that c 6 f and rewrite equation (1.1)
as 
∂
∂t
(eαtu− c)− 1
2
∆(eαtu− c) = 0 in (0, T )×O,
∂
∂ν
(eαtu− c) + eαt(β(u)− g) = 0 on (0, T )× Γ,
multiply by (eαtu − c)− and integrate on (0, t) × O, for all t ∈ (0, T ) to get after some
calculation that (eαtu− c)− 6 0 a.e. on (0, T )×O.
One proves similarly that (Vtf2 − Vtf1)
+ = 0 on (0, T )× O, involving as above (2.2)
and the monotonicity of the function u 7−→ β(u) + γu. Indeed, if ui := Vtfi, i = 1, 2, and
v = u1 − u2, then 
∂
∂t
v − 1
2
∆v + αv = 0 in (0, T )×O,
∂
∂ν
v + β(u1)− β(u2) = 0 on Γ.
Multiplying by v+ and integrating we get for all t > 0
‖v+(t)‖2L2+
1
2
∫ t
0
∫
O
|∇v+|2dsdx+α
∫ t
0
∫
O
|v+|2dsdx+
1
2
∫ t
0
∫
Γ
(β(u1)−β(u2))v
+dsdσ = 0.
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Since β(u2)− β(u1) 6 γ(u1 − u2) on the set [v
+ > 0], we obtain
‖v+(t)‖2L2 +
1
2
∫ t
0
∫
O
|∇v+|2dsdx+ α
∫ t
0
∫
O
|v+|2dsdx 6
γ
2
∫ t
0
∫
Γ
|v+|2dsdσ.
By (2.2) we conclude that ‖v+(t)‖2
L2
= 0 for all t > 0, as claimed.
An interesting feature of the family (Vt)t>0 is that it is a C0-semigroup on C(O),
namely, we have the following result.
Proposition 2.2. Assume that 1 6 d 6 3. Then the family (Vt)t>0 induces a C0-
semigroup of α-quasi-contractions on C(O), i.e., for each f, f¯ ∈ C(O) we have
Vtf ∈ C(O) and ‖Vtf − Vtf¯‖∗ 6 e
αt‖f − f¯‖∗ for all t > 0,
VtVsf = Vt+sf for all t, s > 0,
lim
tց0
‖Vtf − f‖∗ = 0.
Here ‖ · ‖∗ is a norm on C(O) which is equivalent with the supremum norm, to be defined
below. In addition we have Vt(S) ⊆ S for all t > 0, where S := C+(O).
Proof. Since 1 6 d 6 3 we have H2(O) ⊆ C(O) and so, by Proposition 2.1 Vtf ∈ C(O)
for all f ∈ H and t > 0.
We show now that the operator A0 defined as
A0u := −
1
2
∆u+ αu for u ∈ D(A0) := {u ∈ H
2(O) : ∆u ∈ C(O),
∂u
∂ν
+ β(u) = g on Γ}
is quasi-m-accretive in C(O), i.e., for some λ0 > 0 and any 0 < λ < λ0 we have
‖((1 + λα)I + λA0)
−1v − ((1 + λα)I + λA0)
−1v¯‖∗ 6 ‖v − v¯‖∗ for all v, v¯ ∈ C(O).
Indeed, if u := ((1 + λα)I + λA0)
−1v and u¯ := ((1 + λα)I + λA0)
−1v¯, then
(1+λα)(u−u¯)−
λ
2
∆(u−u¯)+λα(u−u¯) = v−v¯ in O and
∂u
∂ν
(u−u¯)+β(u)−β(u¯) = 0 on Γ.
We choose now ϕ ∈ C2(O) such that
(2.4) ϕ > ρ > 0 and 2α− ϕ∆(
1
ϕ
) > 0 in O,
1
ϕ
∂ϕ
∂ν
> L on Γ, with L := Lip(β).
An example of such a function ϕ is ϕ(x) := exp(δψ(x)), where δ > 0 is sufficiently small
and ∆ψ = K in O, ∂ψ
∂ν
= L
δ
on Γ; K, δ are such that Km(O) = L
δ
σ(Γ), where m is the
Lebesgue measure.
We set
‖z‖∗ := sup{|z(x)ϕ(x)| : x ∈ O} for all z ∈ C(O) and c := ‖v − v¯‖∗.
Let y := uϕ and y¯ := u¯ϕ. We have
y − y¯ −
λ
2
∆(y − y¯) + λα(y − y¯)
λ
2
ϕ∆(
1
ϕ
)(y − y¯)−
λ
2
∆(y − y¯) = ϕ(v − v¯) in O,
6
∂∂ν
(y − y¯)−
1
ϕ
∂ϕ
∂ν
(y − y¯) + β(
1
ϕ
y)− β(
1
ϕ
y¯) = 0 on Γ.
This yields
(y − y¯ − c)−
λ
2
∆(y − y¯ − c)− λϕ∇(
1
ϕ
)∇(y − y¯ − c) + (λα−
λ
2
ϕ∆(
1
ϕ
)(y − y¯ − c)
= ϕ(v − v¯)− (λα−
λ
2
ϕ∆(
1
ϕ
))c− c 6 0 in O,
∂
∂ν
(y − y¯ − c) =
1
ϕ
∂ϕ
∂ν
(y − y¯)− β(
1
ϕ
)− β(
1
ϕ
y¯) on Γ.
Multiplying by (y − y¯ − c)+ and integrating on O, we get via Green’s formula∫
O
((y − y¯ − c)+)2dx+
λ
2
∫
O
|∇(y − y¯ − c)+|2dx
6
1
2
∫
O
|(y − y¯ − c)+|2dx+
λ2
2
∫
O
|ϕ∇(
1
ϕ
)|2((y − y¯ − c)+)2dx
+
∫
Γ
(β(
1
ϕ
y)− β(
1
ϕ
y¯))(y − y¯ − c)+dσ −
∫
Γ
1
ϕ
∂ϕ
∂ν
(y − y¯)(y − y¯ − c)+dσ.
Taking into account that by (2.4)
(β(
1
ϕ
y)− β(
1
ϕ
y¯))(y − y¯ − c)+ −
1
ϕ
∂ϕ
∂ν
(y − y¯)(y − y¯ − c)+ 6 0 on Γ,
it follows that for λ ∈ (0, λ0), λ0 sufficiently small, we have
∫
O
|(y − y¯ − c)+|2 = 0. Hence
ϕ(u− u¯) 6 c in O and similarly it follows that ϕ(u− u¯) > −c in O, ‖u− u¯‖∗ 6 ‖v− v¯‖∗.
We conclude that A0 is quasi-m-accretive in C(O) as claimed.
By Crandall-Liggett theorem (see [Bar 10], p. 131) A0 generates a C0-semigroup
of α-quasi-contractions (V˜t)t>0 on C(O) (endowed with the norm ‖ · ‖∗), given by the
exponential formula
V˜tf = lim
n→∞
(I +
t
n
A0)
−nf in C(O) for all f ∈ C(O) uniformly in t on compact intervals.
Since (I+
t
n
A0)
−1f = (I+
t
n
A)−1f for all t > 0 and f ∈ C(O), and Vtf = lim
n→∞
(I+
t
n
A)−nf
in L2(O) for f ∈ L2(O), we infer that
Vtf = V˜tf for all f ∈ C(O) and t > 0.
Therefore for all f, f¯ ∈ C(O)
‖Vtf − Vtf¯‖∗ 6 e
αt‖f − f¯‖∗, t > 0, and lim
tց0
‖Vtf − f‖∗ = 0
as claimed. The fact that Vt(S) ⊆ S is a direct consequence of assertion (iii) in Proposition
2.1.
Remark. The results from Section 2 are valid for more general functions β which sat-
isfies the following condition: β is continuous and u 7−→ β(u) + γu is monotonically
nondecreasing on [0,∞), where γ is defined by (1.3).
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3 Negative definite properties of the nonlinear evo-
lution equation
Let M := M(O) be the set of all finite positive measures on O, endowed with the weak
topology. It is a locally compact topological space with a countable base. In order
to construct a semigroup of (linear) kernels on M , induced by (Vt)t>0, we start with
preliminaries on the harmonic analysis of the semigroup S := C+(O); for more details see
[BeChRe 84], [Fitz 88], and [Dyn 02].
A real-valued function ϕ : S −→ R is called negative definite if for each n > 2,
α1, . . . , αn ∈ R with α1+ . . .+αn = 0, and u1, . . . , un ∈ S we have
∑
i,j
αiαjϕ(ui+ uj) 6 0.
A function ϕ : S −→ R is named positive definite provided that for each n > 1,
α1, . . . , αn ∈ R, and u1, . . . , un ∈ S we have
∑
i,j
αiαjϕ(ui + uj) > 0.
Basic properties of the negative and positive definite functions are the following:
(3.1) If ϕ : S −→ R is linear or constant then it is negative definite. The linear com-
bination with positive coefficients of negative (resp. positive) definite functions is also
negative (resp. positive) definite. The pointwise limit of a sequence of negative (resp.
positive) definite functions is negative (resp. positive) definite.
(3.2) Let ϕ : S −→ R. Then ϕ is negative definite if and only if e−tϕ is positive definite
for all t > 0.
We present now two results which are essentially used in the semigroup approach to
the construction of the superprocesses (see e.g., [Fitz 88] and [Be 11]).
Lemma 3.1. If a ∈ R+, b ∈ R and ϕ : S → R is negative definite, then the function
−β ◦ ϕ+ aϕ + b is also negative definite.
Proof. By (3.2) the function e−sϕ is positive definite for all s > 0. So, by (3.1) the function
(1 − e−sϕ) is negative definite and therefore
∫∞
0
(1 − e−sϕ)η(ds) has the same property.
Again by (3.1) we conclude that −β ◦ ϕ+ aϕ + b is negative definite.
It is easy to see that the exponential mapping ef :M −→ [0, 1] is a Borel measurable
function onM and that S ∋ f 7−→ ef(µ) is positive definite on S for each µ ∈M . Further
we denote by B(M) the Borel σ-algebra on M .
Proposition 3.2. ([Fitz 88], [Be 11]). The following assertions hold.
(i) Let ξ be a finite, positive measure on (M,B(M)) and consider the map ϕξ : S −→
R+ defined as
ϕξ(f) =
∫
M
ef(µ)ξ(dµ), f ∈ S.
Then ϕξ is positive definite and if (fn)n ⊂ S, lim
n→∞
‖fn‖C(O) = 0, then lim
n→∞
ϕξ(fn) =
ϕξ(0).
(ii) Let ϕ : S −→ [0, 1] be a positive definite map such that lim
n→∞
ϕ( 1
n
) = ϕ(0).
Then there exists a unique finite positive measure ξ on (M,B(M)) such that ϕ = ϕξ,
that is
ϕ(f) =
∫
M
ef dξ for all f ∈ S.
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We can state now the main result of this section.
Proposition 3.3. The following assertions hold.
(i) For each t > 0 and x ∈ O the function S ∋ f 7−→ Vtf(x) is negative definite.
(ii) For each t > 0 there exists a unique sub-Markovian kernel Qt on (M,B(M)) such
that
(3.3) Qt(ef ) = eVtf for all f ∈ S.
(iii) The family (Qt)t>0 induces a Feller semigroup on C0(M) (:= the space of real-
valued continuous functions on M , vanishing at infinity).
Proof. (i) We consider the iteration process:
(3.4)

∂un+1
∂t
− 1
2
∆un+1 + αun+1 = 0 in (0, T )×O,
∂un+1
∂ν
+ β(un) = g on (0, T )× Γ,
un+1(0) = f in O, f ∈ S.
We claim that for n → ∞, un −→ u in L
2(0, T ;H1(O)) and β(un) −→ β(u) in
L2((0, T )× Γ), where u is the solution of (1.1). Indeed, for each v ∈ L2(Γ) we denote by
F (v) the trace τ(u) of u, solution to
∂u
∂t
− 1
2
∆u+ αu = 0 in [0, T )×O,
∂u
∂ν
+ β(v) = g on [0, T )× Γ,
u(0, ·) = f in O.
Here we take the norm of H1(O) as ||u||H1(O) := (
∫
O
|∇u|2 + 2αu2)dx)
1
2 . We prove first
that for ||β||Lip sufficiently small, F is a contraction on L
2((0, T )×Γ). If v, v¯ ∈ L2(Γ) and
u, u¯ are related to v and respectively v¯ as before, then
∂
∂t
(u− u¯)− 1
2
∆(u− u¯) + α(u− u¯) = 0 in [0, T )×O,
∂
∂ν
(u− u¯) + β(v)− β(v¯) = g on [0, T )× Γ,
(u− u¯)(0, ·) = 0 in O.
This yields
(3.5)
1
2
|u(t)− u¯(t)|2L2(O) +
1
2
∫ t
0
∫
O
|∇(u− u¯)|2dsdx+ α
∫ t
0
∫
O
|u− u¯|2dsdx 6
∫ t
0
∫
Γ
|β(v)− β(v¯)||u− u¯|dsdσ 6
||β||Lip
∫ t
0
||v − v¯||L2(Γ) ||u− u¯||L2(Γ)ds 6 γ
− 1
2 ||β||Lip ||v − v¯||L2((0,T )×Γ)||u− u¯||L2(0,T ;H1(O)),
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where γ is given by (1.3). Hence ||u− u¯||L2(0,T ;H1(O)) 6 2γ
− 1
2 ||β||Lip||v− v¯||L2((0,T )×Γ) and
this yields by the trace theorem ||u − u¯||L2((0,T )×Γ) 6
2
γ
||β||Lip||v − v¯||L2((0,T )×Γ). Conse-
quently F is a contraction for
(3.6) ||β||Lip <
γ
2
and so, the sequence (un)n>0 which is defined by τ(un+1) = F (τ(un)), is strongly conver-
gent in L2(Γ) to τ(u). This implies also by (3.5) that (un)n>0 is convergent in L
2(0, T ;H1(O))∩
C([0, T ];L2(O)). Now we can get rid of condition (3.6) by rescaling equation (1.1) via the
transformation t −→ λs.
Representation of un+1 as the solution of an integral equation. Define the linear
continuous operator A : H1(O) −→ (H1(O))′ as
(H1(O))′〈Au, ψ〉H1(O) :=
1
2
∫
O
(∇u · ∇ψ + 2αu)dx for all u, ψ ∈ H1(O),
and also the mapping β¯ : H1(O) −→ (H1(O))′ as
(H1(O))′〈β¯(u), ψ〉H1(O) = −
1
2
∫
Γ
(β(u)− g)τ(ψ)dσ for all u, ψ ∈ H1(O),
where τ(ψ) ∈ L2(Γ) is the trace of ψ on Γ. Then (3.4) is equivalent with
∂un+1
∂t
= −Aun+1 + β¯(un) in (0, T )×O,
un+1(0) = f in O,
which may be rewritten as (d’Alembert formula)
(3.7) 〈ψ, un+1(t)〉2 = 〈e
Atψ, f〉2 −
1
2
∫ t
0
∫
Γ
τ(eA(t−s)ψ) (β(un(s))− g) dσds
for all ψ ∈ H1(O), 0 < t < T, n ∈ N.
By Lemma 3.1 and (3.7) it follows inductively that the function f 7−→ 〈ψ, un+1(t)〉2 is
negative definite for all ψ ∈ H1(O), ψ > 0. Passing to the limit and using (3.1) we get
that u := lim
n→∞
un has the same property and consequently assertion (i) holds.
(ii) From (i) and (3.2) it follows that for each µ ∈M the map
f 7−→ eVtf(µ), f ∈ S,
is positive definite and by Proposition 2.2 we have lim
n→∞
eVt 1
n
(µ) = eVt0(µ). Proposition
3.2 (ii) implies the existence of a finite measure Qt,µ on M such that
Qt,µ(ef ) = eVtf (µ) for all f ∈ S.
We have Qt,µ(1) = Qt,µ(e0) = eVt0(µ) 6 1 since Vt0 > 0, so Qt,µ is a sub-probability
on M . The map µ 7−→ Qt,µ(ef ) is B(M)-measurable for all f ∈ S and since the family
{ef : f ∈ S} generates the σ - algebra B(M), we deduce by a monotone class argument
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that µ 7−→ Qt,µ(F ) is also B(M)-measurable for all positive B(M)-measurable function
F on M . Consequently
F 7−→ QtF (µ) := Qt,µ(F ), µ ∈M,
defines a sub-Markovian kernel on M .
(iii) Since the family (Vt)t>0 is a (nonlinear) semigroup it follows that (Qt)t>0 is semi-
group of sub-Markovian kernels on M . Let S ′ := {f ∈ S : f > 0}, Ŝ ′ := {ef : f ∈ S
′}
and [Ŝ ′] the linear space spanned by Ŝ ′. Since by Proposition 2.1 (iii) Vt(S
′) ⊆ S ′ for
all t > 0, it follows that Qt(Ŝ ′) ⊆ Ŝ ′ and therefore Qt([Ŝ ′]) ⊂ [Ŝ ′]. Because [Ŝ ′] is an
algebra, separating the points of M (by Stone-Weierstrass Theorem), it is a dense subset
of C0(M) and therefore Qt(C0(M)) ⊆ C0(M) for all t > 0. By Proposition 2.2 we have
lim
tց0
‖Vtf − f‖C(O) = 0 and thus lim
tց0
Qt(ef )(µ) = ef(µ) for all µ ∈ M , hence Qt(F ) con-
verges to F for every F ∈ [Ŝ ′], pointwise on M , as t decreases to zero. We conclude that
the above pointwise convergence holds for every F ∈ C0(M) and therefore (Qt)t>0 is a
C0-semigroup on C0(M).
4 Measure-valued branching processes
4.1 Branching processes on the closure of the open set
In this subsection we associate to the equation (1.1) a branching process with state space
the set M = M(O) of all finite measures on the closure of the open set O.
Recall that if p1, p2 are two finite measures on M , then their convolution p1 ∗ p2 is
the finite measure on M defined for every h ∈ B+(M) (:= the set of all positive B(M)-
measurable functions on M) by∫
M
p1 ∗ p2(dν)h(ν) :=
∫
M
p1(dν1)
∫
M
p2(dν2)h(ν1 + ν2).
A bounded kernel Q on (M,B(M)) is called branching kernel provided that
Qµ+ν = Qµ ∗Qν for all µ, ν ∈M,
where Qµ denotes the measure on M such that
∫
hdQµ = Qh(µ) for all h ∈ B+(M).
A right (Markov) process with state space M is called branching process provided that
its transition function is formed by branching kernels. The probabilistic interpretation
of this analytic branching property of a process is as follows: if we take two independent
versions X and X ′ of the process, starting respectively from two measures µ and µ′, then
X +X ′ and the process starting from µ+ µ′ are equal in distribution.
Example 4.1. Let (Pt)t>0 be the transition function of the reflected Brownian motion on
O.
(i) If t > 0 and α > 0 then the kernel Q0t on M defined as
Q0tF (µ) := F (µ ◦ e
−αtPt), F ∈ B+(M), µ ∈M,
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is a branching kernel. (ii) The linear semiflow on M , µ 7−→ µ ◦ e−αtPt, is a continuous
path branching (deterministic) process with transition function (Q0t )t>0. If f ∈ C
2
+(M),
F := ef , and µ ∈M , then there exists
lim
tց0
Q0tF (µ)− F (µ)
t
=: L0F (µ)
and we have L0F (µ) =
∫
O
µ(dx)[
1
2
∆F ′(µ, x)−αF ′(µ, x)], where recall that the variational
derivative of a function F : M −→ R is
F ′(µ, x) := lim
tց0
1
t
(F (µ+ tδx)− F (µ)), µ ∈M, x ∈ O.
Now, we present the main result of this paper. Let (Qt)t>0 be the Feller semigroup
given by assertion (iii) of Proposition 3.3, induced by the solution of (1.1).
Theorem 4.2. There exists a branching Markov process X = (Xt)t>0 with state space
M , such that the following assertions hold.
(i) X is a Hunt process with transition function (Qt)t>0, or equivalently, for every
f ∈ S, the solution (Vtf)t>0 of the nonlinear parabolic problem (1.1) has the representation
(4.1) Vtf(x) = − lnE
δx(ef(Xt); t < ζ), t > 0, x ∈ O,
where ζ denotes the life time of X.
(ii) Let (L,D(L)) be the infinitesimal generator of X, that is Qt = e
tL, t > 0, i.e.
(L,D(L)) is the generator of the C0-semigroup (Qt)t>0 on C0(M). If f ∈ D(A), F := ef ,
and µ ∈ H1(O) with ∆µ ∈ H, then there exists lim
tց0
QtF (µ)− F (µ)
t
=: LF (µ) and
(4.2)
LF (µ) = 〈
1
2
∆µ− αµ, F ′(µ)〉2 −
1
2
∫
Γ
∂µ
∂ν
F ′(µ) dσ
+
∫
Γ
µ|Γ(dy)
(∫ ∞
0
[F (µ+ sδy)− F (µ)]η(ds)−
1
2
g(y)F (µ)− bF ′(µ, y)
)
.
Proof. (i) By assertion (ii) of Proposition 3.3 we have Qt(ef ) = eVtf for all t > 0 and
f ∈ S. Using also a monotone class argument it follows that Qt is a branching kernel on
M for all t > 0; for details see [Wat 68], [Li 11], [Fitz 88], and [Be 11]. From the basic
existence theorem for Hunt processes (cf. Theorem 9.4 in [BlGe 68]), since (Qt)t>0 is a
Feller semigroup according to Proposition 3.3 (iii), there exists the claimed Hunt process
with transition function (Qt)t>0. Hence QtF (µ) = E
µ(F (Xt); t < ζ) for all µ ∈ M and
F ∈ B+(M). The equality (4.1) follows now by (3.3).
(ii) Since f belongs to the domain of A, given by (2.1), using (2.3) we get
LF (µ) =
d(eVtf (µ))
dt
= −ef (µ)
〈
µ,
d+Vtf
dt
(0)
〉
2
= F (µ)〈µ,Af〉2 = −F (µ)
[∫
O
1
2
µ∆f − α
∫
O
µf
]
.
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By the Green formula and again by (2.1)∫
O
µ∆f =
∫
O
f∆µ+
∫
Γ
∂f
∂ν
µ dσ −
∫
Γ
f
∂µ
∂ν
dσ =
∫
O
f∆µ+
∫
Γ
[(g − β(f))µ− f
∂µ
∂ν
] dσ.
We have also
F (µ)
∫
Γ
β(f)µ dσ = F (µ)
∫
Γ
µ(y)
[∫ ∞
0
(e−sf(y) − 1)η(ds)− bf(y)
]
σ(dy)
=
∫ ∞
0
η(ds)
∫
Γ
µ(y)F (µ) [F (sδy)− 1] σ(dy)− bF (µ)
∫
Γ
µf dσ
=
∫ ∞
0
η(ds)
∫
Γ
µ(y) [F (µ+ sδy)− F (µ)]σ(dy)− bF (µ)
∫
Γ
µf dσ
=
∫
Γ
µ|Γ(dy)
(∫ ∞
0
[F (µ+ sδy)− F (µ)]η(ds)− bF (µ)f(y)
)
.
Since F ′(µ, ·) = −fF (µ) we conclude that (4.2) holds.
4.2 Branching processes on the boundary
Define the nonlinear operator Λ : D(Λ) ⊆ L2(Γ) −→ L2(Γ) as
(4.3)

D(Λ) := {ϕ ∈ H
1
2 (Γ) : there exists u ∈ H1(O) s.t. 1
2
∆u− αu = 0 in O,
u|Γ = ϕ ,
∂u
∂ν
∈ L2(Γ)},
Λϕ := −
∂u
∂ν
− β(ϕ) for all ϕ ∈ D(Λ),
where u ∈ H1(O) is s.t. 1
2
∆u− αu = 0 in O and u|Γ = ϕ.
The exact meaning of (4.3) is the following. D(Λ) is the space of all ϕ ∈ H
1
2 (Γ) with the
property that there are u ∈ H1(O) and η ∈ L2(Γ) such that
(4.4)
∫
O
u(∆ψ − 2αψ)dx =
∫
Γ
ϕ
∂ψ
∂ν
dσ −
∫
Γ
ηψdσ for all ψ ∈ H2(O).
(In fact η =
∂u
∂ν
and ϕ = τ(u).) The operator Λ : D(Λ) −→ L2(Γ) is defined by
(4.5)
∫
Γ
Λϕ ξ dσ = −
∫
Γ
(η + β(ϕ))ξdσ for all ξ ∈ L2(Γ), ϕ ∈ D(Λ),
where η =
∂u
∂ν
is defined by (4.4).
Lemma 4.3. The operator Λ is maximal monotone in L2(Γ).
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Proof. It suffices to show that R(I + Λ) = L2(Γ) and ‖(I + Λ)−1‖Lip(L2(Γ)) 6 1. On the
other hand, for each f ∈ L2(Γ) the equation ϕ+ Λϕ = f reduces to
(4.6)

1
2
∆u− αu = 0 in O,
u+
∂u
∂ν
+ β(u) = f on Γ,
u|Γ = ϕ.
Of course (4.6) should be taken in the sense of (4.4)-(4.5), that is, for all ψ ∈ H2(O)
(4.7)
∫
O
u(∆ψ − 2αψ)dx =
∫
Γ
ϕ
∂ψ
∂ν
dσ −
∫
Γ
(f − β(ϕ)− ϕ)ψdσ.
Equation (4.6) (without the Dirichlet boundary condition u|Γ = ϕ) has a unique weak
solution u ∈ H1(O), that is
(4.6′)
∫
O
(∇u · ∇ψ + 2αuψ)dx+
∫
Γ
(u+ β(u)− f)ψdσ = 0 for all ψ ∈ H1(O).
Here is the argument. We can rewrite (4.6′) as
L1v + L2v = f,
where L1v :=
∂v
∂ν
− γv and L2v := β(v) + γv, with
D(L1) := {v ∈ L
2(Γ) : v = u|Γ,
1
2
∆u− αv = 0 in O,
∂v
∂ν
∈ L2(Γ)}.
By the Lax-Milgram Lemma it follows that R(I + L1) = L
2(Γ) and so, L1 is m-accretive
(or equivalently, it is maximal monotone). It is clear by the monotonicity of the function
u 7−→ β(u) + γu that also R(I + L2) = L
2(Γ). Then by Rockafellar’s perturbation result
(see [Bar 10], page 44), it follows that Λ = L1 + L2 is maximal monotone (m-accretive)
and so f ∈ R(I + Λ), as claimed.
This clearly implies via Green’s formula that (u, ϕ = u|Γ) satisfy (4.7). Hence R(I +
Λ) = L2(Γ). By (4.4) we have for all f, f¯ ∈ L2(Γ) and u, u¯ the corresponding solutions of
(3.2)
(4.8)

1
2
∆(u− u¯)− α(u− u¯) = 0 in O,
u− u¯+
∂
∂ν
(u− u¯) + β(u)− β(u¯) = f − f¯ on Γ.
This yields, again via the Green’s formula,∫
O
(|∇(u− u¯)|2+2α(u− u¯)2)dx+
∫
Γ
[(u− u¯)2+β(u)−β(u¯)(u− u¯)]dσ =
∫
Γ
(f− f¯)(u− u¯)dσ.
As in the proof of the monotonicity of the operator A in Section 2, using the monotonicity
of the map r 7−→ β(r) + γr and condition (1.3), we get
‖f − f¯‖L2(Γ) · ‖u− u¯‖L2(Γ)
> ‖u− u¯‖2L2(Γ) + ‖|∇(u− u¯)|‖
2
L2(O) + ‖u− u¯‖
2
L2(O) − γ‖u− u¯‖
2
L2(Γ) > ‖u− u¯‖
2
L2(Γ)
and therefore
‖u− u¯‖L2(Γ) 6 ‖f − f¯‖L2(Γ) for all f, f¯ ∈ L
2(Γ),
as claimed.
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By the generation theory of C0-semigroups of contractions (as in Section 2, see, e.g.,
[Bar 10]), we infer that the equation
(4.9)

dv(t)
dt
+ Λv(t) = 0 for all t > 0,
v(0) = f
has for each f ∈ L2(Γ) a unique solution v(t) =: Wtf = e
−Λtf ∈ C([0, T ];L2(Γ)) for all
T > 0, given by the exponential formula
(4.10) Wtf = lim
n→∞
(I +
t
n
Λ)−nf for all t > 0, uniformly on compacts of R+.
We have also for f ∈ D(Λ)
d+Wtf
dt
+ ΛWtf = 0 for all t > 0.
Remark The above result remains true for any continuous and sub-linear function β such
that r 7→ β(r) + γr is monotonically increasing.
Let us define the linear operator Λ1 : D(Λ1) ⊆ L
2(Γ) −→ L2(Γ) as
D(Λ1) = {ϕ ∈ H
1
2 (Γ), 1
2
∆u− αu = 0, u|Γ = ϕ,
∂u
∂ν
∈ L2(Γ)},
Λ1ϕ := −
∂u
∂ν
.
Since β is Lipschitzian, we may define also the Lipschitz operator Λ2 : L
2(Γ) → L2(Γ),
Λ2(ϕ) := −β(ϕ). We have D(Λ1) = D(Λ), Λ = Λ1 + Λ2 and so, by (4.9) we have
(4.11) Wtf = e
−tΛ1tf −
∫ t
0
e−(t−s)Λ1Λ2Wsfds in Γ for all t > 0,
where e−tΛ1 is the C0-semigroup of quasi-contractions generated by −Λ1 on L
2(Γ).
Theorem 4.4. There exists a branching Markov process ZΓ = (ZΓt )t>0 with state space
the set M(Γ) (:= the set of positive finite measures on Γ) such that
(4.12) Wtf = − lnE
δ·(ef (Z
Γ
t )) for all t > 0 and f ∈ C(Γ),
and the following assertions hold.
(i) The process ZΓ = (ZΓt )t>0 is precisely the (Z, α− β)-superprocess on M(Γ), where
Z = (Zt)t>0 is the process on the boundary, induced by the reflected Brownian motion.
(ii) Let (LΓ, D(LΓ)) be the generator on C0(M(Γ)) of Z
Γ = (ZΓt )t>0. If f ∈ C
1(Γ)
then F := ef belongs to D(L
Γ) and for every µ ∈M(Γ) we have
(4.13) LΓF (µ) =
∫
Γ
µ(dy)
(
F (µ)
∂u
∂ν
(y) +
∫ ∞
0
[F (µ+ sδy)− F (µ)]η(ds)− bF
′(µ, y)
)
,
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where u ∈ H1(O) is such that 1
2
∆u − αu = 0 and u|Γ = f. In particular, if µ ∈ H
1(O)
with ∆µ ∈ H, then we have
(4.14) LΓF (µ|Γ) = 〈
1
2
∆µ− αµ, F
′
(µ|Γ)〉2 −
∫
Γ
∂µ
∂ν
F ′(µ|Γ)dσ
+
∫
Γ
µ|Γ(dy)
(∫ ∞
0
[F (µ|Γ + sδy)− F (µ|Γ)]η(ds)− bF
′(µ|Γ, y)
)
,
where F is the extension of F from M(Γ) to M(O), defined as F := eu.
Proof. (i) Let (St)t>0 be the transition function of the the process on the boundary Z =
(Zt)t>0, induced by the reflected Brownian motion. (St)t>0 induces a C0-semigroup on
C(Γ) (see, e.g., [SaUe 65]) and its generator is (Λ1+α,D(Λ1)): e
−Λ1t = e−αtSt, t > 0; see
e.g., [BeVl 14]. By the classical result on the existence of the continuous state branching
processes (see Theorem 2.1 and Theorem 2.3 from [Wat 68]; see also [Fitz 88], [Li 11],
[Be 11], and [BeLuOp 12]) there exists a branching process ZΓ = (ZΓt )t>0 on M(Γ), such
that its transition function (QΓt )t>0 is a C0-semigroup on C0(M(Γ)), and we have
(4.15) QΓt (ef) = eW ot f , f ∈ C+(Γ), t > 0,
where (W ot f)t>0 is the solution of the integral equation
W ot f = Stf +
∫ t
0
St−s(α− β)(W
o
s f) ds, t > 0.
The process process ZΓ is the (Z, α− β)-superprocess on M(Γ). By Proposition 3.1 from
[Be 11] it follows that (W ot f)t>0 is a solution of (4.11) too, hence Wtf = W
o
t f for all t > 0.
Since QΓt (ef ) = E
·(ef (Z
Γ
t )), the equality (4.12) is a consequence of (4.15).
(ii) The fact that F = ef ∈ D(L
Γ) follows from Theorem 2.3 in [Wat 68] since f ∈
D(Λ1) if f ∈ C
1(Γ). Arguing as in the proof of (4.2) we have
LΓF (µ) =
d(eW o
t
f(µ))
dt
= −ef (µ)µ(
d+W ot f
dt
(0)) = F (µ)
∫
Γ
µ(dy)[Λ1f(y) + β(f(y))]
and we deduce further that (4.13) and (4.14) hold.
Final Remark. (i) Comparing the equalities (4.2) and (4.14), one can see that
(4.16) LF (µ|Γ) = L
ΓF (µ|Γ),
with the notations and under the conditions of assertion (ii) of Proposition 4.4, where
recall that F |Γ = F . Observe also that if the measure µ has compact support in O, then
(4.17) LF (µ) = L0F (µ),
under the conditions of assertion (ii) of Theorem 4.2, where L0 is defined in Example 4.1.
(ii) The above assertion (i) justifies the probabilistic interpretation presented in the In-
troduction. By (4.17) the measure-valued branching process X onM(O) behaves on mea-
sures carried by O like the linear continuous semiflow, induced by the reflected Brownian
motion, presented in Example 4.1. The non-local part of the generator L of the branching
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process X , as it is described in (4.2) (the ”Le´vy measure” part, see e.g. [Sha 88]), indi-
cates that the jumps of X occur only on the set of measures, having non-zero traces on the
boundary Γ. In particular, by (4.16) the process X behaves as the (Z, α−β)-superprocess
on measures carried by Γ.
(iii) Recall that for the Neumann problem, the boundary process Z on Γ is given
by the time moments when the Brownian motion on O is reflected at the boundary.
Analogously, the (Z, α − β)-superprocess on M(Γ) describes the branching moments of
the measure-valued process X , associated to the problem (1.1).
(iv) By (4.14) the infinitesimal operator of the (Z, α− β)-superprocess, the measure-
valued ”boundary process”, has no second order (differential) term, as it happens in the
classical case of the infinitesimal operator of the boundary process Z, associated to the
(linear) Neumann problem; cf. [SaUe 65], p. 570.
(v) Probabilistic representations for solutions of nonlinear Neumann boundary value
problems are related to the ”catalytic super-Brownian motion”. Such a representation
formula, similar to (1.4), is given in [DeVo 05] for the nonnegative solution of a mixed
Dirichlet nonlinear Neumann boundary value problem; we thank P. J. Fitzsimmons for
suggesting us this connection.
(vi) Recall that the nonlinear part −β in the Neumann boundary condition of the
parabolic problem (1.1) is classically the branching mechanism of a superprocesses as-
sociated to the Dirichlet boundary value problem. It is possible to construct branching
processes starting with other types of branching mechanisms (for relevant examples see
[BeLu 16] and also [BeDeLu 15]) and note that the state space of these ”non-local branch-
ing” processes is the set of all finite configurations of O (:= the set of all finite sums of
Dirac measures concentrated in points of O). It is known to solve the corresponding
Dirichlet boundary value problem; see e.g. [BeOp 11] and [BeOp 14]. However, it is a
challenge to investigate the appropriate nonlinear parabolic problem, similar to (1.1).
Note added in proof. This work is a version of the article with the same title [J. Math.
Anal. Appl. 441 (2016), 167-182], which details the proofs of a few technical results
mentioned without proof in that work. Also, some inaccuracies were eliminated.
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