Abstract. The paper presents analytic and stochastic methods of structure parameters estimation for a model selection problem. Structure parameters are covariance matrices of parameters of linear and non-linear regression models. To optimize model parameters and structure parameters we maximize a model evidence, a convolution of a data likelihood with a prior distribution of model parameters. The analytic methods are based on the derivatives computation of the approximated model evidence. The stochastic methods are based on the model parameters sampling and data cross-validation. The proposed methods are tested and compared on the synthetic and real data.
Introduction
Structure parameter estimation is the key problem of model complexity estimation and model selection. The problem is to find a regression model (Strijov and Weber, 2010; Draper and Smith, 1998; Kutner et al., 2004; Bishop and Tipping, 2003) approximating measured data and to estimate regression model parameters (McCullagh and Nelder, 1989) . The measured data consists of the dependent and independent variable measurements.
To estimate the model parameters one should find a minimum of the error function over the set of parameters (Bishop, 2006; Hastie et al., 2009) . The error function is inferred from the algebraic or statistic approaches.
The statistical approach to the parameter estimation problem assumes the dependent variable and the model parameters to be multidimensional random variables described by their probability distribution functions. According to the statistical framework, the optimized error function is regarded as the form of the transformed likelihood (Eidsvik et al., 2011; Packalen and Wirjanto, 2012) .
To construct and optimize the error function we use the Bayesian model comparison method (Zellner, 1995; Strijov and Weber, 2010; Liang and Yang, 2009 ). According to this method, a prior distribution is defined over the set of regression model parameters.
We consider the case of multivariate normal prior and dependent variable distributions. In this case the structure parameters are the covariance matrices of the distributions.
The structure parameters are also regarded as the regularization parameters that penalize the elements of the model parameters vector (Lampe and Voss, 2013; Cawley and Talbot, 2007; Gillard, 2010) . In this study the structure parameters are unknown and should be estimated to find the optimal model parameters. To estimate them we compare several methods of the model evidence optimization (Hu, 2005; Chang and Tsay, 2010; Lopes et al., 1999) .
The first method is the maximization of the simplified form of model evidence called Laplace approximation (Wood and Butler, 2003; Mackay, 1998) . The method expands the data likelihood function around an optimum value of the parameter vector and allows to obtain an exact form of the approximated evidence. We consider different types of the covariance matrices structure and obtain different forms of the evidence approximation for each type.
The second method is based on the Monte-Carlo approximation of the model evidence (Alessandri et al., 2010; Betro and Vercellis, 2007) . The parameter vector is sampled according to the given distribution function. The optimum structure parameters maximize the model evidence calculated over the set of sampled parameters.
To validate and compare the proposed methods we use the cross-validation schema of the structure parameters estimation (Hastie et al., 2009; An et al., 2007) . The method is based on the sample splitting into parts of nearly equal size. The model parameters are estimated on the each part of the sample set.
In a special case we consider linear regression models (McCullagh and Nelder, 1989) . For this type of models we derive explicit values of the model parameters and of the Hessian matrix (Zhang and Leithead, 2005) .
Structure Parameter Estimation Problem
Consider a data set D = {(x i , y i )} m i=1 consisting of the independent variables x i = [x ij ] n j =1 , x ∈ X ⊆ R n and the dependent targets y i , y ∈ Y ⊆ R 1 . Let f : W × X → Y be the regression model mapping Cartesian product of the model parameter space W and the independent variable space X to the dependent variable space Y. The elements of the data set are related by the following equation,
with a normal random noise ε = ε(x). By f = f(w, X) we denote a vector-valued function
According to the regression equation (1) we treat a vector y as a multivariate normally distributed random variable,
such that B is an inverse covariance matrix of the noise vector ε.
To determine the parameter space W we use the Bayesian framework. The parameter vector w is the multivariate random vector defined by a prior distribution p(w|A). In this paper we consider multivariate normal priors with different types of covariance matrices described in Section 2.2.
Model Evidence
We use the coherent Bayesian inference method to estimate the parameters w of the model f . According to this approach, we define a prior probability distribution p(w|A) of the parameters w, where A is an inverse covariance matrix of the parameters vector w.
Matrices A and B are referred to as structure parameters. In particular, matrices A and B are the parameters of the prior distribution p(w) and the conditional distribution p(y|w), respectively. Below we will consider special types of this distributions.
The first level of the Bayesian inference selects the best model from the set of competitive models F by maximizing a model evidence (D|A, B) over the structure parameters A and B. To calculate the model evidence, we integrate the data likelihood p(D|w, B) over the set of parameters W defining by the prior distribution p(w|A):
where M n is the set of positive-definite symmetric n × n matrices. The second level of Bayesian inference estimates w by maximizing posterior distribution of the parameters, w = arg max w∈W p(w|D,Â,B).
Here the posterior distribution p(w|D, A, B) equals
so that optimal parametersŵ maximize the integrand of (2): 
Dependent variable y
Model parameters w Notations
Types of Structure Parameters
To estimate the parametersÂ,B,ŵ let us make some assumptions about types of the structure parameters. We will consider normal priors: let vectors w and y have the multivariate normal distribution with covariance matrices A −1 and B −1 , respectively. We will distinguish three various types of the matrices A and B: scalar, diagonal and full type. Table 1 shows various cases of the distribution of the dependent variable y and the model parameters w according to the possible types of matrices.
In this paper we will focus on different types of the matrix A and consider only a scalar type of the matrix B, B = βI.
To estimate structure parametersÂ,B we transform the optimization problem (2) according to the normal distribution of the dependent variable y and the model parameters w:
By the error function S(w, A, B) denote the exponent of the expression (3) with a negative sign,
and the optimization problem (3) will be formulated as follows,
The optimal parametersŵ maximize the posterior distribution of parameters, or, equivalently, minimize the error function,
whereÂ,B are the estimations of the structure parameters maximizing (3).
Model Evidence Approximation
In this section we use the Laplace approximation of the model evidence to estimate the structure parameters A, B and the model parameters w. The method uses Taylor expansion of the error function S(w) near the optimal solution S(ŵ) to approximate the expression
where H is Hessian of the error function,
at the optimum point, w =ŵ. Denote by w the Euclidean norm w = w 2 . Instead of optimizing (3) let us optimize its approximated form,
Let us remark that the integrand of (5) is a part of the normal distribution, hence we can substitute an integral in (5) for normalization and obtain:
Taking the logarithm of (6), we obtain the following optimization problem,
Let us define a type of the matrices A, B to simplify the function ln g(A, B). In particular, below we will consider the scalar-type B matrix, B = βI. In this case, the error function (4) is given by
where
and Hessian is given by
where H D is a Hessian of the function S D (w) at the optimum point w =ŵ. The function (7) is given by the expression
Below we will consider scalar and diagonal types of matrix A to differentiate a summand
of the function (10).
Scalar Type of Matrix A
In this section, let A be scalar, A = αI. By this assumption, the expression (11) equals to
where h j is an eigenvector of H D . Equating derivatives of (10) with respect to α and β tending to zero, we get an estimation of the structure parameters α and β:
By definition, put
Similarly, equating a derivative of (10) with respect to β to zero, we obtain
Since γ is a function of β, α and optimal model parametersŵ, we solve equations (12), (13) and (14) iteratively for the fixedŵ.
Diagonal Type of Matrix A
In the case of diagonal matrix A = diag(α j ) the obtained results are comparable with equations (12), (13) and (14). In particular, instead of (12), by definition we put
and β is given by
To compute the elements of the matrix A = diag(α j ) we must solve n independent equations
Linear Model
In the special case of linear model, f(w, X) = Xw, we obtain an explicit form for the part of optimization procedure. In particular, the integral of the error function exponent function equals
whereŵ is a unique global minimum of the unimodal error function S(w), and the Hessian matrix equals to
In this case, the most probable parameters, w = arg max p(w|D, A, B),
In particular, for the case of diagonal matrix A = diag(α j ) we write explicit estimations of the structure parameters:
and
where h j is a j -th eigenvalue of the matrix X T X.
Hessian Computation
In the non-linear case we must apply a numerical method to determine the Hessian values. To do this we use a method of approximation of the error function second derivatives with the finite differences. The element h j k of the Hessian H at w =ŵ can be computed as
where e j , e k are unit vectors, and r is a small parameter. An error of this method is of the order O(r). The method requires computation of the error function in the n(n+1) 2 points and is computationally efficient.
Monte-Carlo Approximation Method
From the Bayesian inference it follows that to estimate structure parameters we must maximize integral
In this section let A be the matrix inverse to the covariance matrix of the random vector w, A = −1 . Without loss of generality it can be assumed that E(w) = 0. This generalizes the hypothesis of the normal distribution of the parameters vector w, given in the previous section. Let us remark that under this conditions A −1 is a Gramian matrix of Euclidean space of random vectors w. Since matrix A is a positive definite matrix it follows that matrix A has a unique Cholesky decomposition (Chang and Tsay, 2010) ,
where R is an upper triangular matrix with positive diagonal elements, and U n is the set of all those matrices of the size n × n. Note that R is a transformation matrix from Euclidean space of random vectors w with the Gramian matrix 0 = I to Euclidean space of vectors w with the Gramian matrix .
Since the Cholesky decomposition (Chang and Tsay, 2010 ) is unique for the matrix A, let us find the optimal solution of (15) as follows,
In this section let matrix B be constant, B = B 0 . Then the optimization problem (15) will be reformulated as follows,
Since the integral (17) cannot be computed analytically, we use a stochastic method of the integration over the parameter space W. Note that the expression (17) equals the expected value of the likelihood,
and according to the law of large numbers
where W(R) is a set of vectors w with the covariance matrix R T R. The set W(R) of cardinality K can be computed through sampling.
Denote by E(R) a model evidence approximation that should be maximized over R,
To estimate the optimal parameters R of the optimization problem (18) it is necessary to perform the sampling procedure of the parameters W(R) for each R. However, it is readily seen that the matrix R is the transformation matrix for the map from Euclidean space with the Gramian matrix I to Euclidean space with the Gramian matrix R T R. This means that it is sufficient to perform the sampling procedure once before optimization algorithm starts. Doing this we obtain the set
Then we compute the set W(R) on each iteration of the algorithm by rescaling the set W 0 :
Metropolis-Hastings Sampling Algorithm
To generate the sample W 0 = {w|w ∼ p(w|I)} we use the Metropolis-Hastings algorithm. The basic idea of the algorithm is to generate a sample constituting a Markov chain. Each element w t +1 of the sample correlates only with the previous element w t of the sample.
Denote by Q(w|w ′ ) an auxiliary distribution Q(w|w ′ ), choose an initial element w 0 and assign W 0 = {w 0 }. Then let an element w t be chosen according to the distribution Q(w ′ |w t ). The next element w ′ is generated randomly. Then the algorithm computes the acceptance ratio a:
The algorithm accepts the element w ′ with probability a, w t +1 = w ′ , W 0 := W 0 ∪ w ′ . Otherwise, the algorithm rejects the candidate and puts w t +1 = w t .
w t +1 = w ′ , with probability a, w t , with probability 1 − a.
Let the auxiliary distribution Q(w|w ′ ) be normal:
That is, the function Q(w|w ′ ) is symmetric and
The initial element w 0 is chosen randomly from the distribution P (w|I).
Cross-Validation Estimation Method
The cross-validation method assumes realizations of the random vector w to be defined by the regression sample elements. Each realization is the optimal value of the parameters vector w on the corresponding subsample. We estimate the expected loss,
according to (9) . Note that the function S D (w) is the part of the first summand of the error function S(w) in (8):
where the second summand 1 2 w T Aw corresponds to the prior distribution of the model parameters w.
According to Hastie et al. (2009) we split the sample D into Q roughly equal-sized parts to estimate the expected loss L(w),
Byŵ D\D q (A) denote an estimation of the parameters vector w such thatŵ minimizes the error function (8) over the subsample D\D q for the constant matrix A. We minimize the expected loss estimation (CV -Cross-Validation),
where S D q (ŵ D\D q (A)) is estimated on the validation subsample D q with the parameter vectorŵ such thatŵ is estimated on the learn subsample D\D q . Note that the matrix B is fixed, B = B 0 , and the algorithm computes only an estimation of the matrix A.
Computational Experiment
The proposed algorithms were tested on synthetic and real data. Figures below illustrate convergence of the structure parameters estimationsŵ,Â. The results are compared with the true values w * , A * . Consider the sample set generated by the linear polynomial model
The proposed algorithms estimated the matrixÂ and the corresponding optimal parameters vectorŵ. The Laplace approximation also estimated the matrixB. Table 2 shows the results; here ŵ−w * w * is a norm of the estimation relative bias from the parameters ground truth. Similarly,
is a norm of the estimation relative bias from the structure parameters A * ground truth. The first row of the table shows the results for ordinal least squares method of the parameters estimation. The best fitted parameters are marked bold. The table shows that algorithms return comparable results.
Figures 1, 2, 3 illustrate iterative parameters convergence for the real data. The real data are the bread prices data with time as the independent variable and price as the dependent variable. Additional columns of the matrix X are polynoms of the time variable. Figure 1 illustrates convergence for scalar type of the matrix A. Figure 2 and Fig. 3 illustrates full type of the matrix A. x-axis shows iterations number, y-axis shows value of the elements of the matrix A. Figure 1 shows that in the scalar case convergence appears after 10-20 iterations. Algorithms need more iterations for the diagonal (Fig. 2) and for the full (Fig. 3) cases. Figure 2 shows zero diagonal elements of the matrixÂ −1 . The zero element follows that the corresponding feature is non-informative due to the large penalty in the error function. All three algorithms show that two features (fourth and fifth polynomial degrees) are non-informative. Figure 4 shows computational time of the algorithms. x-axis shows maximum polynomial degree which grows from 2 to 11. Size of the generated sample equals 400. The cardinality of the set |W(R)| equals 1000, blocks number Q for cross-validation equals 100. Figure 4 shows that computational times of the algorithms are comparable in the case of the scalar matrix A * = αI since there is only one parameter α for optimization. Figure 4 shows that the Laplace approximation method works much more faster because it solves n independent equations. Note that computational time function is not monotonic for the Monte-Carlo and cross-validation algorithms due to randomization of the initial values. 
Summary and Discussion
In this study we presented the algorithms of the regression model structure parameters estimation. We proposed the method of the approximated model evidence optimization to estimate the distribution covariance. To obtain exact computation formulas we use the Laplace approximation of the evidence. Furthermore, we proposed the Monte-Carlo method for model evidence approximation and cross-validation method for the model parameters estimation to estimate the covariance. The computational experiment section provides the analysis of the methods convergence and computational time comparison. To illustrate the results we used simulated and real data.
The proposed theoretical study and experimental framework allow us to highlight the pros and cons of the proposed methods. First, due to the exact derivative computation formulas the Laplace approximation method outperforms other methods by both accuracy and time complexity. However, it has a limited scope: at present we have derived the exact formulas only for the scalar and diagonal cases of the prior distribution covariance. The full-covariance case must involve the development of new numerical methods to solve the system of equations for the Hessian computation that is a promising further study. Second, we have discovered that in the full-covariance case the Monte-Carlo approach works better. The weights rescaling trick allowed us to avoid weights resampling and to make the method more accurate and significantly more faster. In further study we are going to investigate the multistart optimization strategy using the different initial simulations for the Monte-Carlo method to improve its stability.
Another further direction is the investigation of non-Gaussian distributions of a target variable and model parameters. In particular, the binomial distribution of a target leads to a classification problem. The analysis of hyperparameters for classification was explored by Bishop (2006) but requires a significant development. In practical point of view, the structure parameter analysis for classification can be very useful for the credit scoring problem that requires a profound analysis of model structure. Besides that, the expansion of the prior distribution class (e.g. using the Laplace-kind distributions) leads to the Bayesian elastic net problem (Zou and Hastie, 2005) , a state-of-the-art variable selection method. The target model evidence becomes non-differentiable for this case, and the development of numerical methods for the evidence estimation is a great promise.
A developing alternative to the proposed parametric regression is the non-parametric CMARS-like methods (Weber et al., 2012) . The important problem for those methods is to choose the minimum number of splines to reduce a model complexity. The proposed methodology can be expanded to estimate the general form of evidence for the non-parametric problems.
The developed tool is used by the authors as a part of the data analysis framework for the several real-world applications. First, the evidence estimation is used for feature selection in the option volatility forecasting problem (Strijov and Weber, 2010) . Second, the evidence maximization helps to select an accurate robust model for the credit scoring (Motrenko et al., 2014) . In addition, the authors are going to apply the framework in the human behaviour recognition problem to select the minimum set of features encoding each type of behaviour. 
