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OPTIMAL DOWNLINK RATE ALLOCATION
IN MULTICELL CDMA NETWORKS
A.I. Endrayanto, A.F. Gabor, R.J. Boucherie
Abstract. We study downlink rate allocation for a three cells CDMA system. Based
on the discretized cell model, the rate optimization problem that maximizes the total
downlink rate allocation is formulated. We propose an approximation procedure for
obtaining a rate allocation in three cells case. Via numerical examples, we show that this
procedure gives a good approximation of the optimal downlink rate allocation.
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1. INTRODUCTION
One of the most important features of future wireless communication systems
is their support of different user data rates. As a major complicating factor, due
to their scarcity, the radio resources have to be used very efficiently. In Code
Division Multiple Access (CDMA) systems, transmissions of different terminals are
separated using (pseudo) orthogonal codes. The impact of multiple simultaneous
calls is an increase in the interference level, that limits the capacity of the system.
The assignment of transmission powers to calls is an important problem for network
operation, since the interference caused by a call is directly related to the power.
In the CDMA downlink, the transmission power is related to the downlink rates.
Hence, for an efficient system utilization, it is necessary to adopt a rate allocation
scheme in the transmission powers assignment.
The downlink rate assignment problem has been extensively studied in the
literature [2, 5, 11, 13, 15]. In [5], Duan et al. present a procedure for finding the
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power and rate allocations that minimizes the total transmit power in one cell. In
[11], Javidi analyzes several rate assignments in the context of the trade-off between
fairness and overall throughput. The rates are supposed to be continuous and the
algorithms proposed for the rate allocation are based on solving the Lagrangean
dual. Another approach for joint optimal rates and powers allocation, based on
Perron-Frobenius theory, is proposed by Berggren [2] and by O’Neill et al. [13].
Berggren [2] describes a distributed algorithm for assigning base station transmitter
(BTSs) powers such that the common rate of the users is maximized, while in [13]
multiple rates are considered. Again, both algorithms assume continuous rates.
In [7], Endrayanto et al. present a model for characterizing downlink and uplink
power assignment feasibility, for a single data rate. Boucherie et al. [3] extended
this model to two cells. They propose a downlink rate allocation scheme which
approximates very close the maximum of a generally chosen utility function.
This paper is an extension of the results in [4]. We consider three cells of a
CDMA system in the plane. Our goal is to assign rates to users in each cell such
that the total utility of the system is maximized. We propose a discretized model
for the three cells case by projecting the location of the users into the closest line
between two BTSs. Moreover, we develop an heuristic rate allocation procedure for
the three cells system. The heuristic procedure is based on solving a set of multiple
choice knapsack problems.
The remainder of this paper is organized as follows. In Section 2 we present
the model of three cells. In Section 3 we formulate the rate allocation optimization
problems and present an approximation procedure for finding a near optimal so-
lution. Some numerical examples will be presented in section 4. We conclude our
work and present ideas for further research in Section 5.
2. MODEL
Consider a CDMA system with three cells X, Y and Z with no soft-handoff
area as in Fig. 1. For the moment, let assume that users are only located in area
inside the triangle. Let [X,Y ], [Y,Z], [X,Z] denote the line between BTS X and
BTS Y, BTS Y and BTS Z, BTS X and BTS Z. Let BX1 , BY2 be the points where
the borders of cells X and Y intersect [X,Y ]; BX2 , BZ1 be the points where the
borders of cells X and Z intersect [X,Z]; BY1 , BZ2 be the points where the borders
of cells Y and Z intersect [Y, Z]. Suppose each line is divided in small segments,
numbered as follows: the segments between (X,BX1) are numbered 1, 2, . . . , I1
and the segments between (X,BX2) are numbered I1 + 1, I1 + 2, . . . , I1 + I2; the
segments between (Y,BY1) are numbered 1, 2, . . . , J1 and the segments between
(Y,BY2) are numbered J1+1, J1+2, . . . , J1+J2; and the segments between (Z,BZ1)
are numbered 1, 2, . . . ,K1 and the segments on (Z,BZ2) are numbered K1+1,K1+
2, . . . ,K1 +K2.
Let I be the incenter of the triangle ∆XY Z.We approximate the location of a
users in the interior of ∆XY Z as follows: the users in ∆XIY , ∆XIZ, respectively
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∆ZY I are projected on the segments [X,Y ], [X,Z], respectively [Y, Z]. Consider
e.g., a segment i on [X,Y ] (see Fig. 1). All the users situated in the polygon
bounded by segment i, the perpendiculars on [X,Y ] at the end points of segment i,
and [X, I] will be projected on segment i. We approximate the initial system with
the one in which all users are projected on the lines of ∆XY Z as described above
(see Fig. 2). Note that it is not necessary to know exactly the position of each user,
it suffices to know approximately in which segment its location will be projected.
This approximation is good enough under the deterministic path loss model (see
[1, 8, 9]), i.e., the received power of a user located in a segment i at distance di
from a BTS is equal to Pili,X , where Pi is the transmission power towards segment
i and li,X = d
−γ
i , γ ≥ 0 is the path loss exponent.
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Fig. 1. Three cells cell model.
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Fig. 2. Discretized Cell Model
In the approximate system, denote by mi be the number of users in segment i
of cell X, denote by nj be the number of users in segment j of cell Y and denote by
qk the number of users in segment k of cell Z. We assume that in each segment the
users are located in the middle of the segments. We suppose that the users in each
segment receive the same rate and power. We measure the satisfaction of a user
in a segment i by means of a positive utility function ui(Ri), where Ri is the rate
allocated in segment i. For a presentation of the utility functions commonly used
in the literature see [16]. Our goal is to allocate rates from a discrete and finite
set {R1, ..., RL} to users such that the total utility, i.e., the sum of the utilities of
all users, is maximized under the condition that the prescribed quality of service is
met for all users and that a feasible power assignment exists.
2.1. Downlink Interference Model
Consider the discretized cell model for three cells in Fig. 2. For a user in
segment i of cell X, the energy per bit to interference ratio is given by(
Eb
I0
)
i
=
W
ri
Xili,X
Iintra + Iinter +N0
,
300 A.I. Endrayanto, et.al.
where W is the system chip rate, ri is the downlink data rate, Xi is the transmit
power of BTS X to the user located in a segment i, li,X is the path loss from BTS
X to the user in segment i and N0 is the thermal noise. The interferences from
users in its own cell, Iintra = αli,X
(∑I1+I2
l=1 mlXl −Xi
)
and the interference from
users in other cells, Iinter = lYi,X
(∑J1+J2
j=1 njYj
)
+ lZi,X
(∑K1+K2
k=1 qjZj
)
,where α is
a non-orthogonality factor, 0 ≤ α ≤ 1; lYi,X , respectively lZi,X are the path loss from
BTS Y, respectively BTS Z, to a user in segments i of cell X; Yj , respectively Zk
are the transmit power of BTS Y, respectively BTS Z, to a user in the segment
j of cell Y, respectively segment k of cell Z. Under the perfect power control, the
energy per bit to interference ratio of the user in segment i should satisfy the power
control equation
(
Eb
I0
)
i
= ²∗, where ²∗ is the required energy per bit to interference
ratio. In practice, the required energy per bit to interference ratio depends on the
downlink data rate allocation [10, 12]. Without loss of generality, we assume that
²∗ is the same for all downlink rate ri. Then, the required transmit power of BTS
X to the user in segment i is
Xi = V (ri)
(
αPX + gYi,XPY + g
Z
i,XPZ +
1
li,X
N0
)
, (1)
where V (ri) = ²
∗ri
W+α²∗ri
, ri ∈ {r1, r2, · · · , rL} , gYi,X =
lYi,X
li,X
and gZi,X =
lZi,X
li,X
is the
fraction of path loss to a user in segment i from BTS Y, and respectively BTS Z,
to path loss from own BTS, and PX =
(∑I1+I2
i=1 miXi
)
, PY =
(∑J1+J2
j=1 njYj
)
and PZ =
(∑K1+K2
k=1 qkZk
)
is the total transmit power of BTS X, BTS Y and
BTS Z, respectively. Then, the total transmit power of BTS X can be expressed
by multiplying Eq. (1) with the number of terminals in segment i, ni, and then
sum it up for all segments. We obtain the following relation of the total transmit
power of BTS X, BTS Y and BTS Z for a given users distribution in the cells and
for given rate allocations to users in all segments.(
1−
I1+I2∑
i=1
αmiV (ri)
)
PX −
(
I1+I2∑
i=1
miV (ri)gYi,X
)
PY
−
(
I1+I2∑
i=1
miV (ri)gZi,X
)
PZ =
(
I1+I2∑
i=1
miV (ri)
li,X
)
N0,
(2)
Similarly, we can express the total transmit power for BTS Y and Z. Hence, we
can write the transmit power equations in the following matrix form
(I−T)P = c, (3)
where I is an identity matrix, P = (PX PY PZ)
T is a column vector represent-
ing the total transmit power of BTSs in the system;
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c = N0
(∑I1+I2
i=1
miV (ri)
li,X
∑J1+J2
j=1
njV (rj)
lj,Y
∑K1+K2
k=1
qkV (rk)
lk,Z
)T
is a column
vector representing the right hand side of the system of equations and
T =
 IX IXY IXZIY X IY IY Z
IZX IZY IZ
 . (4)
where
• IX = α
∑I1+I2
i=1 miV (ri), IY = α
∑J1+J2
j=1 njV (rj) and IZ = α
∑K1+K2
k=1 qkV (rk)
are related to the intracell interference of cell X, Y and Z;
• IXY =
∑I1+I2
i=1 miV (ri)g
Y
i,X and IXZ =
∑I1+I2
i=1 miV (ri)g
Z
i,X are related to
the intercell interferences from cell X to cell Y , and respectively cell Z;
• IY X =
∑J1+J2
j=1 njV (rj)g
X
j,Y and IY Z =
∑J1+J2
j=1 njV (rj)g
Z
j,Y are related to
the intercell interferences from cell Y to cell X, and respectively cell Z;
• IZX =
∑K1+K2
k=1 qkV (rk)g
X
k,Z and IZY =
∑K1+K2
k=1 qkV (rk)g
Y
k,Z are related to
the intercell interferences from cell Z to cell X, and respectively cell Y.
2.2. Downlink Transmit Power Feasibility
In this paper, we are interested in finding a feasible solution for system (3).
The feasible transmit powers of all BTSs are guaranteed when the Perron-Frobenius
eigenvalue of matrix T is smaller than one [14], i.e.,
P ≥ 0 and P = (I−T)−1c ⇔ λ(T) < 1. (5)
This provides a clear motivation for discretizing the cells into segments, since it
facilitates obtaining an analytical model for characterizing the transmit power fea-
sibility for a certain rate allocation and a certain user distribution. In the next
section, based on λ(T), we propose a downlink rate allocation scheme that approx-
imates the maximum of the total utility.
3. THE RATE ALLOCATION PROBLEM
Let R = {R1, R2, ..., RL} be the set of admissible rates, where R1 < R2 <
... < RL. The decision of dropping the users of a segment is equivalent with as-
signing zero rate to the respective segment, case in which R1 = 0. The problem of
allocating rates from the set R to users such that the total utility of the users is
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maximized, under the condition of ensuring the required energy per bit to interfer-
ence ration and a feasible power assignment, can be formulated as follows:
max
I1+I2∑
i=1
ui(ri) +
J1+J2∑
j=1
uj(rj) +
K1+K2∑
k=1
uk(rk)
(P ) : s.t.
(
Eb
I0
)
i
(r, p) = ²∗, for each user i
ri ∈ {R1, ..., RL}, pi ≥ 0,
for each user in segment i of cell X,Y and Z,
where ri, respectively pi represent the rate, respectively the power allocated to
segment i and ²∗ is the threshold for the the energy per bit to interference ratio.
For the case of two cells, using the Perron-Frobenius eigenvalue, the feasibility
condition leads to a nice separation of the rate allocation optimization problem
(see [3]). However, in the case of three cells we do not obtain a nice separation
as in the two cells cases. Therefore we propose an approximation procedure based
on the rate allocation problem for two cells. Given a rate allocation in a cell, we
solve the rate allocation in the other two cells. The main idea of the heuristic
procedure is as follows: we first consider cell X and cell Y . Once a rate allocation
has been determined for cells X and Y, consider cell Y and cell Z and incorporate
the interference from cell X as noise. Now consider cell X and cell Z and the
interference from cell Y as noise, etc. This procedure may be followed until sufficient
convergence is reached. We show in the next lemma that the iteration of the
procedure leads to an increasing value of the total utility as defined as the objective
function of optimization problem P .
Lemma 1 The total utility of the (N + 1)th iteration is at least equal to the total
utility of the N th iteration.
Proof. Let {ri}NX be the rate allocation of cell X that is being fixed in the N th
iteration. Let, {rj}NY and {rk}NZ be the optimal rate allocations for cell Y and cell
Z in the N thiteration. Consider the next iteration with the rate allocation in cell
Y being fixed {rj}N+1Y = {rj}NY . It is clear that the sets {ri}NX and {rk}NZ are also
feasible rate allocations in the (N + 1)th iteration. Hence, the total utility of the
(N + 1)th iteration is at least equal to the total utility of the N th iteration
The lemma above shows that we can guarantee that the approximation pro-
cedure leads to an increasing value of the total utility. The details of the approxi-
mation procedure are formulated in the following section.
3.1. Approximation for Three Cells Rate Allocation
Let {rk}Z be the set of a feasible rate in Z, i.e., rZ =
(
r1, r2, . . . , r(K1+K2)
)
.
Given the rate allocation in cell Z, we are interested in finding the optimal rate
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allocation of cell X and cell Y. Thus, the presence of cell Z as a noise power has to
be incorperated in the formulation of the rate allocation problem. This is done as
follows:
1. First, using (2), we express PZ as a function of the other parameters:
PZ = AZPX +BZPY +KZ , (6)
where AZ = IZX(1−IZ) , BZ =
IZY
(1−IZ) and
KZ =
(∑K1+K2
k=1
qkV (rk)
lk,Z
)
upslope (1− IZ).
2. By replacing PZ with (6) in system (3), we obtain a new system, depending
only on PX and PY . The new system can be rewritten in the same form as
(3) as follows: (
I− T˜
)
P˜ = c˜, (7)
where P˜ = (PX PY )T ; c˜ = cˆ+KZ
(
IXZ
IY Z
)
with cˆ be the column vector
obtained by deleting the third row of matrix c and
T˜ = Tˆ+
(
IXZ
IY Z
)(
AZ BZ
)
. (8)
with Tˆ be the 2× 2 submatrix of T obtained by deleting the entries of third
row and the third column. From (8), we notice that the feasibility of the
system with two cells under the presence of the third cell is smaller or equal
to the the feasibility of the system of two cells only, i.e., λ
(
T˜
)
≤ λ(Tˆ) < 1.
3. System (7) imply that the positive transmit power PX and PY exist if and
only if λ
(
T˜
)
< 1, which is equivalent to the following three conditions (for
details see [3]):
IX + IXZAZ < 1,
IY + IY ZBZ < 1,
1− (IX + IXZAZ)
IXY + IXZBZ
>
IY X + IY ZAZ
1− (IY + IY ZBZ) .
The first equation is related to the pole capacity constraint of cell X and the
effect of the interference from cell Z. The second equation is related to the
pole capacity constraint of cell Y and the effect of the interference from cell
Z. Moreover, in the third inequality, the left part is related to cells X and Z
only and the right part is related to cells Y and Z only.
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Hence, given a rate allocation in cell Z, the rate allocation problem of cell X
and cell Y can be formulated as follows
max
I1+I2∑
i=1
ui(ri) +
J1+J2∑
j=1
uj(rj)
P (Z) : s.t.
I1+I2∑
i=1
[
α+ gZi,XAZ
]
miV (ri) < 1,
J1+J2∑
j=1
[
α+ gZj,Y BZ
]
njV (rj) < 1,
1−
I1+I2∑
i=1
[
α+ gZi,XAZ
]
miV (ri)
I1+I2∑
i=1
[
gYi,X + g
Z
i,XBZ
]
miV (ri)
>
J1+J2∑
j=1
[
gXj,Y + g
Z
j,Y AZ
]
njV (rj)
1−
J1+J2∑
j=1
[
α+ gZj,Y BZ
]
njV (rj)
,
ri, rj ∈ {R1, ..., RL}.
As in [3], one can prove that the optimum of problem P (Z) is equal to
maxtZ∈[tmin,tmax] [P1(tZ) + P2(tZ)] , where [tmin, tmax], P1(tZ) and P2(tZ) are
defined as follows:
P1(tZ) :
max
I1+I2∑
i=1
ui(ri)
s.t.
I1+I2∑
i=1
[
α+ tZg
Y
i,X + g
Z
i,X [AZ + tZBZ ]
]
miV (ri) < 1,
I∑
i=1
ri > 0, ri ∈ {R1, ..., RL},
and
P2(tZ) :
max
J1+J2∑
j=1
uj(rj)
s.t.
J1+J2∑
j=1
[
α+
gXj,Y
tZ
+ gZj,Y
[
AZ
tZ
+BZ
]]
njV (rj) < 1,
ri ∈ {R1, ..., RL},
where
[tmin, tmax] =
[ min
rj∈RL
tZ1 (rj)
]+
,
[
max
ri∈RL,ri 6=0
tZ2 (ri)
]+ with
tZ1 (rj) =
J1+J2∑
j=1
[
gXj,Y + g
Z
j,Y AZ
]
njV (rj)
1−
J1+J2∑
j=1
[
α+ gZj,Y BZ
]
njV (rj)
, (9)
tZ2 (ri) =
1−
I1+I2∑
i=1
[
α+ gZi,XAZ
]
miV (ri)
I1+I2∑
i=1
[
gYi,X + g
Z
i,XBZ
]
miV (ri)
. (10)
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Note that P1(tZ) and P2(tZ) are multiple knapsack problems, so they can be
easily solved (see [4, 6]). Thus, given the rate allocation in cell Z, we can find the
optimal rate allocation in cell X an cell Z. Moreover, from the above formulations
we observe that for a rate allocation in cell Y , {rj}Y , and given rate allocation
in cell Z, we can calculate the value of tZ1(rj) using formula (9). Similarly, we
can calculate the value of tZ2(ri) using formula (10) for a rate allocation in cell X
and given rate allocation in cell Z. Thus, the number of tZ values that we have to
analyze is at most the number of rate allocations in cells X and Y.
Based on the above observations, we develop a heuristic procedure for finding
the optimal rate allocations for three cells in the next section.
3.2. Heuristic Procedure
1. Initialize with zero the rate allocation in cell Z. Perform the following algo-
rithm to find optimal rate allocations for cell X and cell Z.
Algorithm: Finding optimal rate allocation for cell X and cell Y :
• For any feasible rate allocation in cell Y , find set {tZ1} from Eq. (9)
and for any feasible rate allocation in cell X find set {tZ2} from Eq.
(10)
• For all tZ ∈ {tZ1} ∪ {tZ2} , solve P1(tZ) and P2(tZ) with an algorithm
for the multiple choice knapsack problem.
• Choose the tZ ∈ {tZ1}∪{tZ2}for which max
tZ
{P1(tZ)+P2(tZ)} is attained.
2. Given the rate allocation in cell X obtained in step 1, we determine the
optimal rate allocation for cell Y and Z using the algorithm above where cell
X and cell Z change roles.
3. Given the rate allocation in cell Y obtained in step 2, we determine the
optimal rate allocation for cell X and Z using the algorithm above where cell
Y and cell Z change roles.
4. Repeat step 1 to step 3 until the convergence is found
∣∣U (N+1) − U (N)∣∣ ≤ δ,
for δ small, where UN is the total utility of the system at N th iteration.
We were not able to prove whether the value obtained by this procedure is a
global optimum. Some numerical experiments using this algorithm are presented
in the next section.
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4. NUMERICAL EXAMPLES
Recall the discretized cell model in Fig. 2. Suppose that the distance between
each two BTSs is 2 km and the cell radius of a cell is 1 km, i.e., the case of symmetric
downlink cell borders. We divide the line between two BTSs into 8 equal-width
segments of 250m each. We have chosen examples with small number of segments
for practical reasons: for these examples is easy to calculate the global optimum
through enumeration, so we could compare our results.
The system parameters for this example are given as follows: the system chip
rate W = 3.84 MHz, thermal noise N0 = −169 dBm/Hz, path loss exponent γ = 4,
downlink non-orthogonality α = 0.3, QoS required EbI0 , ²
∗ = 5 dB and downlink
transmission rate ri ∈ {32, 64, 144} kbps [10]. For this paper, we consider the
utility of a cell as the total sum of the rates allocated in the segments of the cell,
i.e., ui(ri) = niri.
In our numerical experiments, we have considered two types of load: homo-
geneous load and non-homogeneous load.
In the case of homogeneous load, we did 30 experiments where the number
of users n in each segment of an instance is generated from uniform distribution on
[1, 50], i.e., n ∼ U(1, 50). We have observed that in all the examples studied, the
solution obtained by the heuristic converged to the optimum (which we obtained
by enumerating all possible solutions) in two or three iterations. Moreover, the
total utility in each cell converged as well. We also observed that the total utility
is almost equally distributed among cells.
In the case of non-homogeneous load, we have conducted 90 experiments,
constructed as in Table 1, where the number of users in segment i is generated
from a uniform distribution on [a, b], i.e., ni ∼ U(a, b). The algorithm converges
very fast, attaining again the optimal solution. However, it can be noted that the
time needed for converges increases proportional with the load of the system.
Convergence after
Case of Unifom Distribution 2nd 3rd 4th 5th
X,Y, Z ∼ U(0, 8) 66.7% 33.3% 0% 0%
X ∼ U(0, 10), Y, Z ∼ U(0, 8) 73% 13% 14% 0%
X ∼ U(0, 10), Y, Z ∼ U(0, 5) 46.7% 46.7% 6% 0.6%
X,Y, Z ∼ U(0, 30) 20% 60% 18% 2%
X,Y ∼ U(20, 30), Z ∼ U(0, 5) 65% 25% 10% 0%
X,Y, Z ∼ U(20, 30) 70% 20% 5% 5%
Table 1. Numerical experiments with uniform distribution.
5. SUMMARY AND FURTHER RESEARCH
In this paper, we propose a discretized model for a three cells CDMA system. For
this model, we present a heuristic procedure for finding a downlink rate allocation
which maximizes the total utility of the system. Tested on small numerical exper-
iments, the heuristic always converged to the optimal solution in few iterations.
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It is among our aims for further research to develop a downlink rate algorithm
that takes into account mobility of users and limited transmit powers of BTSs.
Acknowledgement. The research is partly supported by the Technology Foun-
dation STW, Applied Science Division of NWO and the Technology Programme of
the Ministry of Economic Affairs, The Netherlands.
REFERENCES
1. J. B. Andersen, T.S. Rappaport, S. Yoshida, Propagation measurements and mod-
els for wireless communications channels, IEEE Commun. Mag., 33, 42–49, 1995.
2. F. Berggren, Distributed power control for throughput balancing in CDMA systems,
Proceedings of IEEE PIMRC, 1, 24–28, 2001.
3. R.J. Boucherie, A.F. Bumb, A.I. Endrayanto, G.J. Woeginer, A combinatorial
approximation for CDMA downlink rate allocation, The 7th INFORMS Telecommuni-
cation Conference, 2004.
4. A.K. Chandra, D.S. Hirschberg, C.K. Wong, Approximate algorithms for some
generalized knapsack problems, Theoretical Computer Science, 3, 293–304, 1976.
5. X. Duan, Z. Niu, J. Zheng, Downlink Transmit Power Minimization in Power-
Controlled Multimedia CDMA Systems, Proceedings of IEEE 13th Int. Symposium
Personal, Indoor and Mobile Radio Communication, 1976.
6. M.E. Deyer, W.O. Riha, J. Walker, A hybrid dynamic-programming/branch-and-
bound algorithm for the multiple-choice knapsack problem, Journal of Computational
and Applied Mathematics, 58, 43–54, 1995.
7. A.I. Endrayanto, J.L. van den Berg, R. J. Boucherie, An analytical model
for CDMA downlink rate optimization taking into account uplink coverage restric-
tions,Journal of Performance Evaluation, Special issue: Performance Modelling and
Evaluation of Heterogeneous Networks, 59/2-3, 225–246, 2005.
8. M. Hata, Empirical formula for propagation loss in land mobile radio services, IEEE
Transactions on Vehicular Technology, 29, 317–325, 1980.
9. S. Hanly, R. Mathar, On the Optimal Base Station Density for CDMA Cellular
Networks, On the optimal base-station density for CDMA cellular networks, IEEE
Transactions on Communications, 50-8, 1274–1281, 2002.
10. H. Holma and A. Toskala, WCDMA for UMTS, John Wiley and Sons, 2000.
11. T. Javidi, Decentralized Rate Assignments in a Multi-Sector CDMA Network, Pro-
ceedings of IEEE Globecom Conference, 2003.
12. R. Litjens, Capacity allocation is wireless communication networks, PhD. thesis, Uni-
versity of Twente, 2003.
13. D. O ’Neill, D. Julian and D. Boyd, Seeking Foschini’s Genie: Optimal Rates and
Powers in Wireless Networks,IEEE Transactions on Vehicular Technology, 2003.
14. E. Seneta, Non-Negative Matrices, London, Allen and Unwin, 1973.
308 A.I. Endrayanto, et.al.
15. V.A. Siris, Cell Coverage based on Social Welfare Maximization, Proceeding of IST
Mobile and Wireless Telecommunications Summit Greece, June, 2002.
16. C. Touati, E. Altman, J. Galtier, Fair power transmission rate control in wireless
networks, Proceedings of IEEE Globecom, 2002.
A.I. Endrayanto: Department of Mathematics, Faculty of Mathematics and Nat-
ural Sciences, Gadjah Mada University, Yogyakarta, Indonesia.
E-mail: endrayanto@ugm.ac.id
A.F. Gabor: Faculty of Mathematics and Computer Science and EURANDOM,
Eindhoven University of Technology, 5600 MB, Eindhoven, The Netherlands.
E-mail: a.f.gabor@tue.nl
R.J. Boucherie: Faculty of Electrical Engineering, Mathematics and Computer
Science, University of Twente, 7500 AE Enschede, The Netherlands, the Netherlands.
E-mail: r.j.boucherie@ewi.utwente.nl
