Introduction.
Let us recall that a partition of the integer n into k parts is a solution in integers to the system
The number of partitions of the integer n is the partition function, p (n). Stirling's formula, the prime number theorem, and the 1917 theorem of Hardy and Ramanujan [12] concerning the partition function,
constitute the Grand Triumvirate of asymptotic formulas. In 1941 Erdős and Lehner [8] studied the distribution of p (n, k), the number of partitions of the integer n having k parts. Their work was refined by Auluck, Chowla, and Gupta [1] who conjectured that for fixed n the numbers p (n, k) are unimodal in k. This was proven by Szekeres [23, 24] in 1953, for all sufficiently large n, by giving a sufficiently accurate asymptotic formula for p (n, k). In [6] it was observed that Szekeres' formulas could be combined into a single one of the form
Here, the exponent E is -1, g(u), a(u) are certain C ∞ functions, and the o(1) is uniform for k, n − k → ∞. This formulation of Szekeres' theorem has been recently rediscovered and further studied in [19] .
The focus of this paper is to show that with suitable E, g(u), a(u) the limit law (1) holds for other enumerations such as
• distinct parts, number of parts • distinct parts, largest part • basis partitions, Durfee square size Concerning the last, definitions will be made later. We also indicate an infinte family of p (n, k)'s for which we can make an explicit conjecture not only that (1) holds, but how to prove it. See Conjecture. in Section 10. Putting the cart before the horse, we have explored the consequences of one of these conjectures for the dilogarithm function.
A partition of n has a graphical representation, called the Ferrers diagram, in which k rows of dots are arranged, left justified, with λ i dots in the ith row. The largest square in this picture is called the Durfee square. Its size, d, can also be described as the number of parts λ i satisfying λ i ≥ i. For other partition theoretic terminology or background not covered in the paper, the reader is asked to consult [4] .
The Dilogarithm.
On page 139 of [9] there appears 1 + 1
This gem is an instance of an evaluation of the dilogarithm function, Li 2 (x), defined by
Series/product theorems for q-series often tell us facts about this function. For example, if in the first Rogers-Ramanujan identity
we set q equal e −t , then lim t→0 + t log leftside = π The mathematical depth of this dilogarithm identity concerning φ is little-oh of that of the Rogers-Ramanujan identities, so it is somewhat depraved to throw away all that deep information just to hold up one little remaining factoid. Nevertheless, it is not without interest to collect dilogarithmic consequences from q-identities, just for fun and curiosity. When Ramanujan had discovered, but had not yet been able to prove, the RR identities, the limiting process described above was taken by him as evidence of the truth of the identities [5, p. 152 ]. Richmond and Szekeres [20] , pursuing a suggestion of Andrews, generated dilogarithm relations by estimating asymptotically the coefficient of q n on both sides of certain identities. We have found that it is sometimes easier, and just as fruitful, to follow the above procedure of evaluating both sides at e −t , taking logs, multiplying by t, and taking the limit as t → 0. Loxton [17] made a systematic perusal of the 130 identities in [22] to see what dilogarithmic identities appeared.
Statements of Theorems.
All of the two dimensional arrays p (n, k) of interest to us satisfy finite recursions of the form
where i indexes a finite set of 4-tuples (C i , a i , b i , d i ). With such a recursion we associate the characteristic polynomial
(This polynomial is oblivious to the b i 's.) For example, the usual partition function satisfies
and has characteristic equation 1 = X + Y . Based on a small set of known examples, and some numerical studies, it seems that a worthwhile question to ask is When does (2) entail (1)? Our first theorem states that when p (n, k) satisfies both (1) and (2) , then the function g(u) is forced, and depends in an interesting manner on the characteristic polynomial. This provides the working asymptoticist with a virtual infinite supply of conjectures. Theorem 2 is a source of arrays for which we can prove that both (1) and (2) are satisfied. Finally, Theorem 3 is a conditional result: if an array p A (n, k) first studied by Andrews, which does satisfy (2), also satisfies (1), then certain integral and dilogarithmic identities follow. Theorem 1. Suppose that the doubly-indexed sequence p (n, k) satisfies a limit law (1) and a recursion of the form (2). Assume that the limit law is satisfied for all u ∈ (0, ∞), and uniformly on compact sets. Then, if P (X, Y ) is the characteristic polynomial of the recursion, for all (u, v)
we have identically
Further, the function v, (= v(u)), satisfies the differential equation
in which X, Y and the partial derivatives P X , P Y are evaluated at X = e −v and Y = e −g . If v/u → 0 as u → 0, then the latter can be integrated:
Under the assumption that p (n, k) counts a nonempty subclass of all partitions of n into k parts for k ≤ cn 1/2 , it follows both that g(u) → 0 as u → 0 and that g (u) < 0 is sufficient for (5).
Theorem 2. Let (a i , N i ) and (b j , N j ) be two multisets of positive integers, 1 ≤ a i ≤ N i and 1 ≤ b j ≤ N j . Assume that for at least one pair we have gcd(a i , N i ) = 1, or gcd(b j , N j ) = 1. Then the two dimensional array p (n, k) defined by
satisfies both a limit law (1) and a recursion (2) . Here, we use the familiar notation
, the number of Andrews partitions of n with k parts, satisfies a limit law
2 + 3 2 log 2 log 3 + 3 2 log 2 log 7 − 3 2 log 3 log 7.
Proof of Theorem 1.
Assume that C ∞ functions g(u), a(u) do exist, and let v be given by (3) . With u fixed, all approximations we are about to describe take place in a small closed interval about u = k/n 1/2 , where the limit law holds uniformly. Using Taylor approximations typical of which are
we arrive at
Thus,
When we substitute these expressions into the recursion, and divide by exp{ √ ng(u) + a(u)}, we find
Taking the limit as n → ∞ gives (4). Differentiating (3),
and so
If we differentiate (4) with respect to u, and multiply both sides by (−1), we find
Here, and sometimes later, too, we omit the argument (u) from functions v, g, g , g . In particular, the prime denotes differentiation with respect to u. The partials P X and P Y are evaluated at (e −v , e −g ). If, in the last formula, we solve for g , thus
and then substitute into (6), we find
This is equivalent to the asserted formula for d/dv(v/u) 2 . For the remainder of the proof we suppose that for k ≤ cn 1/2 p (n, k) counts a nonempty subclass of all partitions of n into k parts. This implies that for 0
where TRp (n, k) denotes "the real" partition function for standard nonrestricted partitions. Taking the limit as n → ∞ and k/n 1/2 → u, we conclude that g(u) is nonnegative and no larger than the g(u) for standard partitions. Since the latter goes to 0 with u, see [6] , we have our assertion that g(u) → 0. Continuing, from (3),
So, if g (u) < 0, we know that v/u does approach a limit as u → 0. Again from (3), since g(u) → 0, v/u approaches the same limit as ug (u). So, we need only show that the latter limit, given that it exists, must be zero. However, for all u > 0
Take a sequence of u's going to zero such that at the corresponding ξ's we have g nonnegative; then
So, we have found a sequence along which ug (u) approaches zero; since the limit of ug (u) is known to exist, the proof is complete in this case. It is not hard to finish the proof in the same manner if a sequence of ξ's is found along which g (u) is nonpositive.
Remark. Let us note that the basic integral relation (5) can be put into other forms by changing the variable of integration. For example,
5. The Circle Method.
It will be helpful to review the circle method by taking the special case of Theorem 2 in which there is a single pair (b, N ). Lemma 1. Let F k (x) be a sequence of power series convergent for |x| ≤ 1, and S a set of integer pairs. Suppose that for each (n, k) ∈ S we have real numbers r, δ, A, B, C such that
δ ≤ |θ| ≤ π in which the three big-oh's are uniform for (n, k) ∈ S, and the two limits in (H2) and (H3) are uniform for n → ∞ with (n, k) ∈ S.
Then, again uniformly for n → ∞ with (n, k) ∈ S,
Proof. The proof is an adaptation of Hayman [13] . Hypothesis (H2) implies that exp{w} = 1 + O(w) for w = (A − n)iθ + OC|θ| 3 , and that
These observations are used in the sequence of equalities which starts with the Cauchy integral formula and proceeds:
Qed.
And let
where n 0 is sufficiently large. Then the hypotheses of Lemma 1 are satisfied.
Proof. Let t > 0 and r = e −t < 1. (Think of t as small, and r close to but less than 1.) Certainly,
Provided |θ| ≤ t/3, the quantity being subtracted from 1 here is no greater than 1/3 in absolute value. Thus we may take a logarithm using Taylor series, and then we can expand e iθ − 1. There results
Notice that if |θ|r/(1−r) ≤ 1/3, then likewise for |jθ|r j /(1−r j ), because jr j /(1 − r j ) decreases with j. Thus equation (8) holds uniformly when r is replaced by r j and θ is replaced by jθ. By taking the product for j ∈ J = {b, b + N, . . . , b + (k − 1)N }, we find
with each of A, B, C given by an explicit summation. For example,
By using the Euler-Maclaurin summation formula [15] , we can prove
We are almost in a position to state what are r, δ, A, B, C. First let
This choice of t makes A(k, t) approximately equal to n, the saddlepoint condition. It is useful to define two other variables, u = k/n 1/2 and v = tk. Then the defining relation for t is seen to be equivalent to
The left side is a decreasing function of N v which becomes infinite as N v goes to zero, and vanishes as N v goes to infinity. So, there is always a unique t satisfying (11) . Two easily proven relations will be needed:
In particular, t → 0. To prove the first two of these, let t = 1/n in (11); the result is easily shown to be Ω(min(kn, n 2 )), larger than n. By monotonicity, t must be larger than 1/n. To prove the second relation, the calculation
shows that c can be taken as π/ √ 6N .
We will now show that the hypotheses (H1), (H2), and (H3) of Lemma 1 are satisfied by taking, for (n, k) ∈ S, r = e −t , A = A(k, t), B = B(k, t), C = C(k, t), and
where here and hereafter ≈ means "equals to within a factor which is both bounded and bounded away from zero."
Hypothesis (H1) is immediate from equation (9), since δ ≤ t/3 for n sufficiently large. Turning to (H2),we have
It remains to verify (H3). Recalling
We want to show the product on the right, to be denoted , is infinitely larger than B = O(t −3 ). We shall consider four cases, in each of which the asymptotic behavior of the critical product is slightly different. In the first three cases we will obtain estimates of the form
In the first case it is not even a close call that this is infinitely larger than t −3 . For the second case, we point out that t > 1/n implies t −3 is big-oh n 3 , and so the second estimate is fine provided k is a sufficiently large constant times log(n), which is implied by what we have assumed about the set S.
With equal to the minimum, our earlier Euler-Maclaurin work shows
So case 1 is completed by
This is the point at which the hypothesis that k is sufficiently larger than the cube of the logarithm of n is needed.
i.e. log(4)/t ≥ j; we have
, completing case 2. 
never fails for two consecutive j, and it is true when j = b. Because
Let κ be defined by
and, using an integral to lower bound a sum of decreasing terms,
where K = b + kN , the first element missing from J. Without loss, κ ≤ K/2, because otherwise the term κ log(4/3) in (13) already guarantees that log is plenty large enough. Thus the "−1/(e Kt − 1)" part of (13) 
Thus, from (13)
completing Case 3.
By the gcd condition -we finally need it -there are integers α i such that
If both e ibθ and e iθ(b+N ) are within circular arc distance (c.a.d) η of 1, then
Thus, the product of the first two terms in (12) is Ω(t −2 ), and likewise the product of the next two. Since t −4 is infinitely larger than t −3 , the verification of (H3), hence the proof of Lemma 2, is complete.
The Proof of Theorem 2.
Having just seen in the previous two Lemmas a proof of Theorem 2 in the case of one pair (b, N ), it is instructive to think about what happens in the case of one pair (a, N ); that is,
The proof requires little change. It will be found that in the summation formulas for A(k, t) ( and B, C) the denominators (1 − r j ) ( and
3 ) are replaced by like powers of (1 + r j ). The EulerMaclaurin summation results (10) still hold, but the e x − 1's in the denominators of the integrands become e x + 1's. Verifying H3 of Lemma 1 is a bit different. The key equation is
and we may pass immediately to exponential format
This simplifies the argument for H3. It's time to consider the full theorem: a multiset A of numerator pairs (a, N ) and a multiset B of denominator pairs (b, N ). The choice of the parameter t so that r = e −t approximately satisfies the saddlepoint condition is t = v/k with v satisfying:
Again by monotonicity, there is a unique v, positive if B = ∅, but possibly negative if we have only (a,
, even though in the statement of the Theorem we assume only one of the pairs (a, N ), (b, N ) has the gcd property. But a finite product of bounded quantities times one quantity that goes to zero still goes to zero. And the fact that a single B −1/2 has been replaced by a finite sum of B's, raised to the −1/2 power is not a problem: the sum is at most a constant factor bigger than the single B.
This shows that the generating functions arising in Theorem 2 can be treated by the circle method. To complete the proof we need to see that the estimate of the coefficient of x n coming from the circle method assumes the form n E exp{ √ ng(u) + a(u) + o(1)}. It suffices to show this for each term, F k (r), r −n , and (2πB) −1/2 in the circle method estimate. For the most part this is straightforward, if not obvious. For instance,
The most vexing is F k (r), and the more difficult subcase is
We will declare the proof complete after we handle this subcase, since the omitted details are easier and of a similar nature. It is best before resorting to Euler-Maclaurin to augment:
say, and show that each is of the required form. First, using Stirling's formula,
Now comes Euler-Maclaurin for P 2 ; setting
we have
four terms. For the first term,
For the second and third,
Finally, the fourth term, in which x − [x] − 1/2 appears. It turns out G (x) < 0 and G (x) is positive. Hence,
As explained earlier, this concludes our proof of Theorem 2.
Durfee Square Deductions.
Let us begin with the interesting class of partitions, the basis partitions, introduced by Hansraj Gupta [11] . If a partition λ has Durfee square size k, then the rank vector of the partition is (λ 1 −λ 1 , . . . λ k −λ k ), where λ is the conjugate partition. Although infinitely many partitions have a given rank vector, Gupta showed that there is a unique partition the sum of whose parts is minimum. Partitions arising in this manner are the basis partitions. Based on computational work, Savage and Venkatraman [25] made the following conjecture. ( b(n), p (n) are the numbers of basis and unrestricted partitions )
Conjecture. (Savage and Venkatraman) If the sequence of nonnegative integers {m n } n≥1 is defined by p (n − m n ) ≤ b(n) < p (n − m n + 1), then {m n } is nondecreasing and contains every nonnegative integer exactly 2 or 3 times. This conjecture implies that p (n/2) ≤ b(n) ≤ p (2n/3), which in turn implies
Let b(n, k) be the number of basis partitions with Durfee square size k; we have [18] 
and the recursion
Theorem 2 does not apply directly. However, it does apply to the auxiliary numbers c(n, k) equal to the coefficient of x n in the k-fold product above, but with the factor x k 2 omitted. If we work out the function g(u)
for the array c(n, k), then because b(n, k) = c(n − k 2 , k) it follows that the corresponding function for the b-array is ( 
. This is one approach.
Another, which we shall use, is that the b-array does satisfy a limit law (1), based on the discussion of the previous paragraph. So, using Theorem 1, we can employ the recursion (14) to determine g(u) corresponding to the b-array. The characteristic equation is
The equation is conveniently solved for
With maple assistance,
Then g = (2v/u) + ug = (2v/u) − u log(Y ); that is,
This is the function which satisfies, for
, as n → ∞ and k/n 1/2 → u.
Now we ask ourselves what is the previous limit when b(n, k) is replaced by b(n), the total number of basis partitions? Since
we need to study max k b(n, k). The max will occur as k/n 1/2 → u 0 , where g (u 0 ) = 0. Since Y = e −g , we have Y = 1 whence X is the real solution, call it X 0 , of the cubic
Then,
The fact that the latter sits between the Savage-Venkataran conjectured bounds π/ √ 3 . = 1.8138, 2π/3 . = 2.0944, can be taken as evidence that the integral and arithmetic above have been done correctly. The astute reader will object that the derivation is incomplete because the utilized formula holds only for k/n 1/2 between and 1 − . The first inequality in (15) is valid even if the maximum is taken over the smaller range, of course. To justify the second being taken over the more limited range of k, one must deal with tails. Crude bounds suffice. When k is small, one may consider the total number of partitions which have at most k parts larger than k. When k is large, one may consider the total number of partitions of n − k 2 . We can also ascertain the location, k max , of the maximum b(n, k). We cannot assert that k max is unique, but any sequence k max satisfying b(n, k max ) = max k b(n, k) must satisfy k max /n 1/2 → u 0 ; we have an exact algebraic/logarithmic formula for u 0 . = 0.6192. The same sort of reasoning can be applied to Durfee square analysis of other classes of partitions. For instance, if D(n, k) is the number of ordinary partitions of n whose Durfee square has size k, then
and
Since the total number D(n) equals p (n), the limit can be none other than π 2/3. This allows us to deduce the classical dilogarithmic identity
The most likely Durfee square size for ordinary partitions is given by
These two examples are typical of how Theorem 2 can be applied to asymptotic Durfee square analysis. In [7] the enumeration of nine different classes of partitions with respect to Durfee square size was considered. Table 2 of that work sets forth empirical and theoretical values of u 0 , in each of the nine cases, for the asymptotic most likely Durfee square size. Because of the form of the nine generating functions, Theorem 2 is applicable to confirm all nine conjectured theoretical values.
Schur Partitions.
A Schur partition λ is one which satisfies
Schur [21] proved that the number of these p S (n) equals the number of partitions of n into distinct parts congruent to ±1 mod 3. From this follows
The counts by number of parts, p S (n, k), satisfy a recursion of the type (2) whose characteristic polynomial (equation
We have no theorem that says p S (n, k) should satisfy a limit law (1), but if it does, then we know, by Theorem 1, the function g(u). In this regard, here is a table of τ (n, k), defined by
when n = 100, 000. The characteristic equation can be solved, as a quadratic, for Y :
The maximum of g(u) occurs when Y = 1, at which point X = 3 −1/3 . Calling the pair (u 0 , v 0 ), (we know v 0 = log(3)/3), from (7) and integration by parts
since Y = 1 when X = 3 −1/3 . Since g(u 0 ) equals 2v 0 /u 0 when Y = 1, we can combine (16), (17) , and (18) to conclude
The latter is proven conditionally on the array p S (n, k) satisfying the anticipated limit law (1).
On the other hand, in this instance, there is a non-conditional approach to a dilogarithmic deduction. There happens to be a simple combinatorial explanation that p S (n, k) equals the number of partitions of n − 3 k 2 into k parts, in which parts congruent to 0 mod 3 are not allowed to repeat. (Add 3 to parts 1 through k − 1.) Hence,
where
Let LHS20 and RHS20 denote the left and right sides of equation (20) . By Schur's theorem,
How shall we estimate t log RHS20 ? It turns out the circle method is applicable to give
where ρ solves the saddlepoint equation. We will want to know the largest term in the sum
The ratio of the (k + 1)st term to the kth is e −3kt ρ −1 . Thus the largest term occurs when k = −(1/3t) log ρ. The saddlepoint equation is
The latter infinite sum can be estimated by a standard method, using Mellin's formula, and it is asymptotic to 1 3t log(1 + ρ) − 2 log(1 − ρ) .
Since we are interested in the largest term, k = −(1/3t) log ρ, we should choose ρ according to
that is, (1 + ρ)ρ/(1 − ρ) 2 = 1, which tells us ρ = 1/3. One can show t log RHS20 ∼ t log( largest term )
Two other Mellin-style infinite sum estimates are needed:
Using these, we can prove
and, since kt → −(1/3) log(ρ),
Thence, comparing left and right sides,
Whether the conditionally proven (19) provides any information beyond (21) requires evaluating the integral in (19) . This is postponed in favor of a more challenging integral arising in the next section. (Note: (21) is not new; it is attributed by [26] to Ramanujan, but I have been unable to find an exact reference.)
9. Andrews Partitions.
Andrews has considered [2] , [3] partitions λ satisfying 
There is a natural two variable x, y version of Lemma 1.
Conjecture. The function F (x, y) in the previous identity satisfies the hypotheses H1 through H3 of the two-variable version of Lemma 1.
It is not hard to show that conditions H1 and H2 are satisfied. The difficulty lies with H3. Looking at the first product on the right, you see it will be tremendously larger for negative y than at the corresponding |y|; however, there are theta series identities which imply that if the terms in the corrresponding alternating sum on k are replaced by their asymptotoic equivalents, then this disbalance is overcome. In short, the alternating signs present difficulties, but perhaps conquerable with further insight.
Andrews [2, Theorem 1] has proven a two-variable generating function for Schur partitions of a similar form to the above, and indeed an infinite family of such identities. It seems likely that if the Conjecture can be resolved for this particular F (x, y), then the proof will be applicable to all generating functions in this family. If the conjecture holds, then [x n y k ]F (x, y) will satisfy both (1) and (2) . For the rest of this section, we assume that. (We are assuming (1); (2) is clearly true.) Fix ρ, 0 < ρ < 1, and let's evaluate lim t→0 t log LHS22(x = e −t , y = ρ) , and likewise RHS22(x = e −t , y = ρ).
Lefthand side, LHS22. This is the point at which we use our hypothesized condition,
For a fixed n, the maximum of
The derivative with respect to n of the exponentiated quantity {· · ·} is
The latter is zero for n = (v/u) 2 t −2 , leading to
The replacement of the doubly infinite sum by the maximum term can be justified using only a very crude upper bound for p (n, k), such as exp(C √ n), which for suitable C is an upper bound for the total number of unrestricted partitions of n. The characteristic polynomial for p A 's recursion is
Righthand side, RHS22. For the product we have another Mellin evaluation
And so
Turning next to the summation over k appearing on the right of (22), define r = e −t and
The terms are unimodal, and the ratio of the (k + 1)-st to the k-th is approximately (1 + e −kt )
Thus we define W to be the root of the equation
and then define κ and k * by
Uniformly for |j| ≤ t −2/3 we find
where K, (= K(ρ)), is given by
for c ∈ {1, 2, 4, 7}. After log Term(k * ) = k * log(ρ) + 3
and using
it follows that
By (25) and unimodality terms with |k − k * | ≥ t −2/3 can be neglected in evaluating the sum:
thus,
Conclusion. Combining (23), (24) , (26) , we are led to conclude, subject to p A (n, k) satisfying a limit law (1) , that for all 0 < ρ < 1
in which on the left side W is determined by (1 + W ) 3 /(1 − W ) = ρ −1 ; and on the right side v is determined by P (e −v , ρ) = 1, X = e −t , P (e −t , Y (t)) = 1, and P (X, Y ) is the characteristic polynomial given earlier in this section. The identity has been confirmed by numerical check for ρ = 0.1, 0.2, . . . , 0.9.
Proof of Theorem 3.
In the last identity, let ρ → 1 − . It will be seen that W goes to zero in such a manner that log(W ) log(ρ) goes to zero. Writing the integral with respect to the variable Y :
It is time to "cast out sevens." If the variable X is replaced by its seventh root, then the logarithm on the right is multiplied by 1/7. We obtain now π
with (X, Y ) related by the simpler 1 = X + 3XY + 3X
Make the change of variables Y = (1 − X)Z. As Y varies from 0 to 1, X varies from 1 to 1/4 and Z varies from 1/7 to 4/3. Thus
For brevity we write the triple
The meaning of such a triple is: by making the change of variables indicated in the first component, you express the integral in the second component as a finite rational combination of π 2 , the dilogarithm function evaluated at rational numbers, and products of logarithms of integers; the third component is the algebraic relation holding between the two variables appearing in the integral. The succession is W = XZ, 
The last integral can also be written
log W dV /dW V dW, and V can be solved:
the first term splits by partial fractions, and each fraction can be integrated from 1/7 to 1/3 in closed terms after being multiplied by log W . This gives the theorem.
A Rational Deduction.
The integral appearing in Theorem 3 can be evaluated. The key trick is to parameterize the ellipse R 2 = 4W − 3W 2 using as parameter a variable τ which equals the slope of a line that passes through a chosen base point on the ellipse and parameterizes the other point of the ellipse intercepted by the line. My sincere thanks to Professor Robert Varley, of the University of Georgia, for this valuable technique. The resulting integral with respect to τ can be readily evaluated, although most efficiently if one permits the use of the dilogarithm at complex arguments xe iθ . In this manner the integral in Theorem 3 is evaluated in closed terms using the function − (1/2)Li 2 (1/49) + (3/2) log(2) log(7) − (3/2) log(3) log(7) + (15/8) log(3) 2 + (1/4) log(7) 2 − 3 log(2) log(5) − (3/2) log(5) log(3) + (3/2) log(5) 2 vanishes. By utilizing the L 3 (Lenstra, Lenstra, Lovász) lattice basis algorithm as given in maple, one can find empirically a number of putative rational dependencies among π 2 and the above dilog and log values. There is a five-term formula, usually associated with Kummer, which generates such rational combinations, conjecturally all of them.
(There is an immense literature on the dilogarithm and its polylogarithmic cousins; the paper [14] is recommended as a readable and thorough starting point.) At first glance, it would seem that deciding if any particular relation, such as the one displayed above, can be realized as a rational linear combination of relations generated from the Kummer formula is a difficult computation.
