Increased attention to Neuro-Technologies has triggered great expectations on the benefit they can bring both in consumer applications. Research on brain-machine interfaces starts to leave the laboratory and efforts are put on transitioning to the development of both consumer and clinical products. This transition entails multiple challenges since it requires researchers, manufacturers, and regulatory agencies to ensure these devices comply with well-defined criteria on their safety and effectiveness.
The IEEE Industry Connections Activity on Neuro Technologies for Brain-Machine Interfacing was established in May 2017 to evaluate the current state of standards in this field, identify existing gaps and promote active participation of all stakeholders. It currently gathers more than 30 people from academy, industry and regulatory agencies who are preparing a Standards Vision Paper on these technologies. As part of its activities, this session will provide a space for discussing how standardization of neurotechnologies is needed to successfully translate the current developments into systems that can really benefit their intended users. Topics to be discussed include:
 What are the biggest challenges in the standardization of neurotechnologies?  Should there be a separate set of standards for clinical and non-clinical applications? Can standards help to leverage the dynamism of consumer application development to accelerate the clinical translation?  As neurotechnologies tend to involve multiple components (exoskeletons, AR/VR headsets, neural interfaces).  How to ensure reliable, safe interoperability in complex, heterogeneous systems.
This session is part of the SMC 2017 BMI Workshop and will be composed of short presentations and panels with different stakeholders from the private, academic, and regulatory sectors. Ample time has been reserved for discussions with contributions from the attendants, including breakout discussion sessions on standards gaps for clinical and nonclinical BMI applications.
The outcome of this session will be used to prepare a vision paper on standards for neurotechnologies and recommendations on future actions (expected release date: Spring 2018).
Contacts:
Ricardo Chavarriaga <ricardo.chavarriaga@epfl.ch>, Bill Ash <w.ash@ieee.org>, Carole Carey c.carey@ieee.org Note: Attendants should be attentive that there will be different sitting times for lunch. Given the timing of the session, attendants should have lunch during the 11:30-12:25 sitting.
Workshop on Brain-Machine Interface Systems 2017

Invited Speakers
Christoph Guger BR41N.io series organizer CEO g.tec medical engineering GmbH, Austria Paul Sajda Chair, IEEE Brain initiative Columbia University, USA
Invited Talks
Current and future brain-computer interface applications Christoph Guger, CEO g.tec medical engineering GmbH, Austria Saturday, October 7, 8:30-9:15 AM EEG-based BCIs can utilize different approaches, such as: (i) transient evoked potentials (like the N200 or P300), (ii) steady-state evoked potentials (visual or somatosensory) or (iii) motor imagery. P300 BCIs are often used for spelling applications, and were tested with locked-in patients in several studies. These systems typically flash different characters on the screen. By silently counting each time a target character flashes, users can produce a P300 to target flashes only, and the BCI can use this signal to infer user intent. Group studies showed classification accuracies of about 90 % for 81 subjects with a black and white speller, and the newer face speller has led to accuracy as high as 100 % for 17 subjects. P300 BCIs based on auditory or vibrotactile stimuli have also been validated. Both auditory and vibrotactile P300 BCIs typically have a smaller vocabulary and lower accuracy than their visual counterparts. However, they can help patients who cannot see, and vibrotactile BCIs can be used in loud environments. Motor imagery BCIs usually instruct the user to imagine a left hand or right-hand movement to produce event-related (de)synchronization (ERD/S) in the alpha and beta frequency ranges over the sensorimotor cortex. In a group study, 20 healthy people attained a mean accuracy of 80.7% after 20 minutes of training.
For BCI usage, it is important to calibrate the system on each individual person. This is done within 5 minutes. Afterwards the user can already control an application in real-time. An important aspect of BCI usage is that EEG electrodes are fixed over the corresponding brain regions to allow high quality EEG control. The talk will highlight important current and future BCI applications like stroke motor rehabilitation, assessment of brain functions, communication with locked-in patients and patients with disorders of consciousness or functional mapping of the eloquent cortex with high-gamma activity. High-gamma activity can also be used to control an avatar or robotic devices in real-time.
Dr. Christoph Guger studied biomedical engineering at the University of Technology Graz and Johns Hopkins University in Baltimore, USA. He then carried out research work at the Department of Medical Informatics (Prof. Pfurtscheller) at the University of Technology Graz and received his PhD degree in 1999. The topic of his PhD work was the design of an EEG-based brain-computer interface. This was the first real-time BCI system with continuous feedback. He also developed the real-time analysis with common spatial patterns, which is still the fastest and most accurate approach for oscillatory BCIs, and also developed a P300 BCI with very high accuracy and speed. In recent years, he also worked with a wide variety of patients in different countries. Currently the BCI technology is used for the rehabilitation of stroke patients, for assessment and communication with lockedin patients or patients with disorders of consciousness, functional mapping of neurosurgical procedures, for control of avatars and drones. Currently, he is active in about 10 international research projects and is running g.tec medical engineering GmbH in Austria, Spain and the USA.
How to run a real-time BCI application successfully Christoph Guger, CEO g.tec Medical Engineering GmbH, Austria Saturday, October 7, 9:15-9:45 AM Brain-computer interfaces are realized with the non-invasive Electroencephalogram (EEG) or invasive Electrocorticogram (ECoG) recordings. The systems are controlled with (i) evoked potentials, (ii) motor imagery or (iii) steady-state evoked potentials in real-time. Recently stroke rehabilitation with motor imagery BCIs became one of the most important applications to provide a therapy concept in the acute, sub-acute and chronic phase after stroke. Motor imagery and P300 concepts are also used for the assessment of patients with disorders of consciousness (DOC) and to provide a communication channel for DOC and locked-in patients. Beside these medical applications avatar, drone and robot control are important contributions to the field. The talk will highlight current research trends of large EC based research projects and will explain recent results of BCI Hackathons.
Dr. Christoph Guger studied biomedical engineering at the University of Technology Graz and Johns Hopkins University in Baltimore, USA. He then carried out research work at the Department of Medical Informatics (Prof. Pfurtscheller) at the University of Technology Graz and received his PhD degree in 1999. The topic of his PhD work was the design of an EEG-based brain-computer interface. This was the first real-time BCI system with continuous feedback. He also developed the real-time analysis with common spatial patterns, which is still the fastest and most accurate approach for oscillatory BCIs, and developed a P300 BCI with very high accuracy and speed. In recent years, he also worked with a wide variety of patients in different countries. Currently the BCI technology is used for the rehabilitation of stroke patients, for assessment and communication with locked-in patients or patients with disorders of consciousness, functional mapping of neurosurgical procedures, for control of avatars and drones. Currently, he is active in about 10 international research projects and is running g.tec medical engineering GmbH in Austria, Spain and the USA.
Integrating brain-computer interface technology with augmented and virtual reality
Paul Sajda, Columbia University, USA Sunday, October 8, 9:30-10:20 AM Augmented and Virtual Reality (AR/VR) are platforms that offer the potential to revolutionize how we interact with media, enabling new forms of experiences in real and/or virtual environments. Brain computer interfaces (BCIs) are new technologies under development to enable direct communication between brain and machine. The integration of BCI with AR/VR offers new opportunities and products for the consumer. It also offers new ways for neuroscientists to understand how the human brain processes information in naturalistic and interactive experiences. In this talk, I will describe our work integrating BCI and AR/VR to opportunistically sense neural and physiological signals for labeling information in a VR environment, using this labeling to optimize navigation through a virtual world. I will also discuss how arousal and workload can be tracked using a BCI in a VR-based flight simulation task, showing how neurofeedback can be used to optimize user performance in terms of flight time for this game-like application.
Paul Sajda is a Professor of Biomedical Engineering, Electrical Engineering and Radiology (Physics) at Columbia University. He is also a Member of Columbia's Data Science Institute. He received a BS in electrical engineering from MIT in 1989 and an MSE and PhD in bioengineering from the University of Pennsylvania, in 1992 and 1994, respectively. Professor Sajda is interested in what happens in our brains when we make a rapid decision and, conversely, what processes and representations in our brains drive our underlying preferences and choices, particularly when we are under time pressure. His work in understanding the basic principles of rapid decisionmaking in the human brain relies on measuring human subject behavior simultaneously with cognitive and physiological state. Important in his approach is his use of machine learning and data analytics to fuse these measurements for predicting behavior and infer brain responses to stimuli. Professor Sajda applies the basic principles he uncovers to construct real-time brain-computer interfaces that are aimed at improving interactions between humans and machines. He is also applying his methodology to understand how deficits in rapid decision-making may underlie and be diagnostic of many types of psychiatric diseases and mental illnesses. Professor Sajda is a co-founder of several neurotechnology companies and works closely with a range of scientists and engineers, including neuroscientists, psychologists, computer scientists, and clinicians. He is a Fellow of the IEEE, AMBIE and AAAS, and is Editor-in-Chief of IEEE Transactions on Neural Systems and Rehabilitation and Chair of the IEEE Brain Initiative. Recent advances in AI have spurred efforts to develop a new generation of more powerful invasive or noninvasive BMIs that would enable seamless brain-to-machine communication. This panel will discuss all aspects of these efforts, including: What are the obstacles to creating a seamless interface between mind and machine? Can AI improve the performance of BMIs? Can BMIs improve the performance of AI? How can AI be used to improve the performance of BMIs? What will emerge out of the melding of mind and machine? What privacy concerns should we be aware of and how should we address them? Are there other risks of merging mind and machine? The goal of the Brain-Machine Interface (BMI) panel is to hear about the current challenges and hot topics in BMI research from experts on the funding, design, and use of Brain-Machine Interface/Brain-Computer Interface (BMI/BCI) systems. By identifying the challenges confronting the successful clinical translation and commercial application of BMI/BCI systems in real-world situations, this panel should identify some opportunities for Systems, Man, and Cybernetics and other efforts to dramatically improve BMI/BCI system performance and benefits for the patients and/or users.
Panels
Tutorials
Designing brain-computer interfaces for users motor and cognitive disabilities
Organizers: R. Chavarriaga (EPFL, Switzerland), M. Grosse-Wentrup (MPI Tuebingen, Germany) Thursday, October 5, 8:30-11:30 AM One of the main motivations for BCI is to provide assistive technologies for users with sever motor disabilities. Nevertheless, most studies are currently performed with control subjects and their results translate poorly to the target population. Critically, the field lacks knowledge and methods to solve this issue. This tutorial will present state-of-the-art research oriented to advance this field and contribute to overcome this roadblock. Given the characteristics of the intended users, designing reliable systems requires careful evaluation of their requirements and capacities. Proper combination of machine learning techniques, methods for human-machine interaction, and adaptive processes are necessary to adequately suit the developed systems. This tutorial will provide SMC attendees -both novice and with previous BMI expertise-with important tools to deploy and test their systems outside the research laboratories and get them closer to practical applications.
Brain-machine interface systems -overview, applications and research challenges
Organizers: N. Robinson, K. Thomas (NTU, Singapore) Thursday, October 5, 13:30-17:00 PM Brain-Machine Interfaces are systems that translate the user's intention coded by brain activity measures into a control signal without using activity of any muscles or peripheral nerves. These control signals can potentially be employed to substitute motor capabilities (e.g. brain-controlled prosthetics for amputees or patients with spinal cord injuries, brain-controlled wheel chair); to help in the restoration of such functions (e.g. as a tool for stroke rehabilitation), to enable alternative communication (e.g. virtual keyboard, speller etc.) for those who are disabled or otherwise unable to communicate, and other applications such as serious games for enhancing cognition skills. This tutorial will provide an overview of Brain-Machine Interface (BMI), real-world applications, methods for brain signal acquisition and their comparison, relevant Electroencephalogram (EEG) signal features for BMI and signal processing & machine learning tools for BMI. Further, the talk will cover research challenges and developments in this BMI. Further, some selected non-invasive BMI research work from our group on decoding arm movement kinematics and motor control as well as biometric identification will also be presented. The tutorial will conclude highlighting potential future BMI research topics. You are welcome to join SMCS Technical Committee on Brain-Machine Interface Systems. You do not have to be a SMC Society member to join our TC, although we do encourage you to become one in order to benefit from a wide range of professional activities and privileges.
Special Sessions
To join SMC's BMI TC, contact via e-mail a BMI TC Co-Chair and provide your name, title, position, affiliation, and a self-introduction.
We hope you will enhance your professional skills and potential through your activities in our Technical Committee.
Our Goal
Brain-Machine Interfaces (BMI) are about transforming thought into action, or, conversely, sensation into perception. One example of this paradigm contends that a user can perceive sensory information and enact voluntary motor actions through a direct interface between the brain and a prosthetic device in virtually the same way that we see, hear, walk, or grab an object with our own natural limbs.
The primary objective of the BMI Systems Technical Committee is to bring together specialists from the different areas that will be required as part of any real-world BMI system: systems neuroscience, system integration, sensors, integrated circuits, machine learning, control, robotics, biology, clinical studies, neurologists, system engineers, cybernetic experts, human-machine professionals, and other computer scientists and engineers working in this interdisciplinary environment. The goal of the TC is to provide a basis for the exchange of information and resources among these diverse communities, to enable interactions between groups from these fields and to bring a systems perspective to the field of BMI.
Join Us
 Interact with experts in Brain Machine Interface Systems, which is a relatively new and rapidly growing research field. Both invasive and non-invasive techniques (BCI) for interfacing the brain are included.  Participate in interesting conferences and workshops.  Make friends from different regions of the world.  Exchange research ideas and possibly share research resources.
Additional Information:
http://www.ieeesmc.org/technical-activities/human-machine-systems/brain-machine-interface-systems Brain Computer Interface Hackathon 2017
IEEE SMC BMI Hackathon Banff Banff Centre of Arts and Creativity Max Bell Building Room MB 252
October 7-8, 2017
What's a Hackathon? IEEE SMC BMI Hackathons are free-to-attend brainstorming and collaborative marathons designed to rapidly produce working prototypes. Conventional hackathons typically bring developers and technologists together over 24, 36, 48 or more hours to cram and build solutions that they can present.
Why do a Brain Hackathon? By putting creative minds from multiple disciplines together for a short period of time, we have the opportunity to discover and uncover possibilities for using BCI-related hardware and software not readily thought of. Hacks and innovation developed from hackathons have great potential for commercialization.
Who Can Participate? Anyone! Both SMC2017 attendees and non-SMC2017 attendees-including university students and professors-with interests in BCI/BMI, cloud technologies, IoT, robotics, AR, VR, machine learning, sensors, 3D printing and design, human-machine interface systems, control, signal processing, big data, haptics, rehabilitation, and similar areas. You do not have to be a BCI expert to participate on a team! Interdisciplinary teams with a combination of BCI and non-BCI skills are often successful in building solutions and producing working prototypes. 
