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Abstract
Let D0 := {x + iy |x, y > 0}, and let (L,R) be a pair of Mo¨bius
transformations corresponding to SL2(N0) matrices such that R(D0)
and L(D0) are disjoint. Given such a pair (called a left-right pair),
we can construct a directed graph F(L,R) with vertices D0 and edges
{(z,R(z))}z∈D0 ∪ {(z, L(z))}z∈D0 , which is a collection of infinite bi-
nary trees. We answer two questions of Nathanson by classifying all
the pairs of elements of SL2(N0) whose corresponding Mo¨bius trans-
formations form left-right pairs and showing that trees in F(L,R) are
always rooted.
1 Introduction
An infinite rooted binary tree is a directed tree with infinitely many vertices
such that every vertex has outdegree 2, there is one vertex with indegree
0, and every other vertex has indegree 1. In an infinite rootless binary tree
every vertex has outdegree 2 and indegree 1.
Let C = C ∪ {∞} be the Riemann sphere, N0 := N ∪ {0} and
SL2(N0) :=
{(
a b
c d
)
| a, b, c, d ∈ N0, ad− bc = 1
}
.
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For T =
(
a b
c d
)
∈ SL2(N0), we let T (z) : C → C be the corresponding
Mo¨bius transformation:
T (z) :=
az + b
cz + d
.
We let D0 := {x + iy |x, y > 0} ⊆ C, and for L,R ∈ SL2(N0), we call
(L,R) a left-right pair if L(D0)∩R(D0) = ∅. For any T ∈ SL2(N0), T (D0) ⊆
D0, so for L,R ∈ SL2(N0), the graph F(L,R) with vertices D0 and edges{(
z, L(z)
)∣∣ z ∈ D0}∪{(z, R(z))∣∣ z ∈ D0} is well-defined; moreover, if (L,R)
is a left-right pair, F(L,R) is a collection of infinite binary trees ([12]).
Graphs constructed this way on various domains often have interest-
ing numerical properties. A particularly well-studied example of this is the
Calkin-Wilf tree ([3]), which is a tree with vertices Q>0 built on the left-right
pair
R =
(
1 0
1 1
)
, L =
(
1 1
0 1
)
.
Motivated by the beautiful properties of the Calkin-Wilf tree (see [1], [2],
[4], [5], [6], [7], [8], [9], [10], [13], [11], [14]), Nathanson ([12]) studied the
more general construction F(L,R) described above. He posed the following
problems:
1. Classify left-right pairs in SL2(N0);
2. Determine left-right pairs (L,R) whose associated forests contain infi-
nite binary rootless trees.
We answer these questions with the following theorems:
Theorem 1.1. Let
A =
(
a1 b1
c1 d1
)
, B =
(
a2 b2
c2 d2
)
∈ SL2(N0).
Then (A,B) is a left-right pair if and only if a1d2 ≤ b2c1 or a2d1 ≤ c2b1.
Theorem 1.2. Let L,R ∈ SL2(N0) such that (L,R) is a left-right pair. Then
all the trees in F(L,R) are rooted.
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We let D0 := D0 ∪ ∂D0 = D0 ∪ R≥0 ∪ i · R≥0 ∪ {∞}. We let H :=
{x + iy |y > 0} be the Poincare´ half-plane model for hyperbolic space with
∂H = R∪{∞} its boundary. We let G be the set of geodesics of H, which are
semicircles with end points on the real axis and vertical rays emitting from
points on the real axis, endpoints included. Every element of G intersects the
boundary of H in exactly two points, which we will refer to as the endpoint
of g. Mo¨bius transformations map elements of G into one another bijectively,
with endpoints mapping to endpoints.
For g ∈ G such that g ⊆ D0, the open region contained in D0 and bounded
by g and R∪ {∞} is called a slice. We call the endpoints of g the endpoints
of that slice. For a slice P , we let
rad(P ) := sup
z∈P
Im(z), diam(P ) = 2rad(P ).
Note that rad(P ) is the radius of the geodesic bounding P when the geodesic
is a semicircle and infinity when it is a ray. We let g(P ) be the geodesic
bounding P . If g(p) has endpoints x, y with x < y < ∞, we let I(P ) :=
[x, y] ⊆ R≥0; if g(P ) has endpoints x,∞, we let I(P ) := [x,+∞) ∪ {∞}.
Note that ∂P = g(P ) ∪ I(P ).
We call w an an ancestor of z if there is a way from w to z via the edges
of F(L,R).
We will abuse notation by writing x/0 := ∞ ∈ C when x 6= 0. We will
also write ∞ > x for all x ∈ R.
2 Left-right pairs
In this section we classify left-right pairs. We begin with a Lemma:
Lemma 2.1. Let M =
(
a b
c d
)
∈ SL2(N0), and let P be a slice with
endpoints x, y, with x < y. Then M(P ) is a slice with endpoints M(x),M(y)
and M(x) < M(y).
Proof. If c = 0, since ad − bc = 1, we can conclude that a = d = 1 and M
is a translation by a non-negative integer b, so M(P ) is again a slice with
endpoints x+ b = M(x), y + b = M(y).
Suppose now c 6= 0. Let I = I(P ), g = g(P ). M maps reals into reals, is
continuous and injective and preserves orientation, so M(I) = [M(x),M(y)].
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Also, M(g) = g′ ∈ G is again a geodesic. By a result of Nathanson ([12,
Theorem 1], or simply by computing the real and imaginary parts),M(D0) ⊆
D0, so by continuity ofM on C,M(D0) ⊆ D0. Hence, g
′ ⊆ D0. Thus,M(P ) is
an open region contained in D0 which is bounded byM(I) and some geodesic
g′ ⊆ D0, which means a slice with endpoints M(x),M(y),M(x) < M(y).
Corollary 2.2. Let M =
(
a b
c d
)
∈ SL2(N0). Then: M(D0) is a slice with
endpoints b/d and a/c with b/d < a/c; moreover, if c 6= 0, diam(M(P )) <∞.
Proof. NoteD0 is a slice with endpoints 0,∞. We haveM(0) = b/d,M(∞) =
a/c, so by Lemma 2.1,M(P ) is a slice with those endpoints. Since ad−bc = 1,
d 6= 0, so when c 6= 0, we have
diam(M(P )) = a/c− b/d <∞.
Now we prove Theorem 1.1:
Proof of Theorem 1.1. It is clear from the geometric interpretation of slices
that two slices A(D0), B(D0) do not intersect if and only if I(A(D0)), I(B(D0))
do not intersect on the interior. By Corollary 2.2, this happens if and only if
either a1/c1 ≤ b2/d2 or a2/c2 ≤ b1/d1, which is equivalent to the statement
of the theorem.
3 Trees in F(L,R) are always rooted
In this section we show F(L,R) contains only rooted trees. We let
Definition 3.1. Let L : R>0 → R>0 via
L(t) :=
t
t + 1
.
Note that for n ∈ N,
Ln(t) =
(
1 0
1 1
)n
(t) =
t
nt + 1
,
which decreases goes to 0 as n→∞ for all t > 0.
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Lemma 3.2. Let M =
(
a b
c d
)
∈ SL2(N0). Let P be a slice. Write
I := I(P ) = [x, x + t] ⊆ R≥0, where t = diam(P ) < ∞. Then M(P ) is also
a slice, and:
1. If c 6= 0, diam(M(P )) ≤ L(t);
2. If c = 0, diam(M(P )) = t.
Proof. If c = 0, then M is a translation, and diam(M(P )) = diam(P ).
Suppose now c 6= 0. By Lemma 2.1, M(P ) is a slice with endpoints
M(x),M(x + t). We have:
M(x+ t)−M(x) =
a(x+ t) + b
c(x+ t) + d
−
ax+ b
cx+ d
=
(
a(x+ t) + b
)(
cx+ d
)
−
(
ax+ b
)(
c(x+ t) + d
)
(
cx+ d
)(
c(x+ t) + d
)
=
t(acx+ ad− cax− cb)(
cx+ d
)(
c(x+ t) + d
)
=
t(
cx+ d
)(
c(x+ t) + d
)
Since ad − bc = 1 and by assumption c 6= 0, we have c, d ≥ 1, so
t(
cx+ d
)(
c(x+ t) + d
) ≤ t
cx+ ct+ d
≤
t
t+ 1
= L(t)
as desired.
Theorem 3.3. Let M =
(
a b
c d
)
∈ SL2(N0) with c 6= 0. Then
diam(Mn(D0)) −→
n→∞
0.
Proof. By Corollary 2.2, M(D0) is a slice with diam(M(D0)) =: d <∞. By
Lemma 3.2, it follows that Mn(D0) is a slice with
diam(Mn(D0)) ≤ L
n−1(d),
which goes to 0 as n goes to infinity.
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Corollary 3.4. For all M =
(
a b
c d
)
∈ SL2(N0) with M 6= Id,
⋂
n∈N0
Mn(D0) = ∅.
Proof. If c 6= 0, this follows immediately from Theorem 3.3, because for every
z ∈ D0, for sufficiently large n, we will have rad(M
n(D0)) < Im(z). If c = 0,
M is a translation by a positive integer b, so again we are done.
Lemma 3.5. Let A =
(
a1 b1
c1 d1
)
, B =
(
a2 b2
c2 d2
)
such that (L,R) is a
left-right pair. Then at least one of c1, c2 is non-zero.
Proof. Suppose c1 = c2 = 0. Then A,B are both translations, and clearly
A(D0) ∩ B(D0) 6= ∅, which is a contradiction.
We are now ready to prove the main theorem. It suffices to show that
any vertex z ∈ D0 cannot have infinitely many ancestors. We will prove this
by contradiction. In particular, by assuming z has infinitely many ancestors,
we will show that Im(z) has to be less than ε for any ε > 0.
Proof of Theorem 1.2.
Write
L =:
(
a1 b1
c1 d1
)
, R =:
(
a2 b2
c2 d2
)
.
By Lemma 3.5, without loss of generalty c1 6= 0. Moreover, R 6= Id, because
else L(D0)∩R(D0) = L(D0) 6= ∅. Suppose z ∈ D0 has infinitely many ances-
tors. By Corollary 3.4, any vertex can only have finitely many consecutive
right ancestors. Hence, for every n ∈ N, we can find w ∈ D0 such that
z = Rα1 ◦ Lα2 ◦ · · · ◦ Lα2n(w),
where α2k ≥ 1 and α2k−1 ≥ 0 for k ∈ {1, . . . , n}. By Corollary 2.2, L(D0) is
a slice with diam(L(D0)) =: d <∞ and, by Lemma 3.2,
diam(Rα1 ◦ Lα2 ◦ · · · ◦ Lα2n−1(L(D0)) ≤ L
α2+···+α2n−2(d) ≤ Ln−1(d).
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Since z has to lie in Rα1 ◦ Lα2 ◦ · · · ◦ Lα2n−1(L(D0)) for all n, it follows
that
0 < Im(z) ≤ Ln−1(d) −→
n→∞
0,
which is a contradiction.
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