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1
Abstract
Artificial neural networks (ANNs) and logic programs have both been suggested as means
of modelling human cognition. While ANNs are adaptable and relatively noise resis-
tant, the information they represent is distributed across various neurons and is therefore
difficult to interpret. On the contrary, symbolic systems such as logic programs are in-
terpretable but less adaptable. Human cognition is performed in a network of biological
neurons and yet is capable of representing symbols, and therefore an ideal model would
combine the strengths of the two approaches. This is the goal of Neural-Symbolic In-
tegration [4, 16, 21, 40], in which ANNs are used to produce interpretable, adaptable
representations of logic programs and other symbolic models.
One neural-symbolic model of reasoning is SHRUTI [89, 95], argued to exhibit biological
plausibility in that it captures some aspects of real biological processes. SHRUTI’s original
developers also suggest that further biological plausibility can be ascribed to the fact that
SHRUTI networks can be represented by a model of genetic development [96, 120]. The
aims of this thesis are to support the claims of SHRUTI’s developers by producing the
first such genetic representation for SHRUTI networks and to explore biological plausibility
further by investigating the evolvability of the proposed SHRUTI genome.
The SHRUTI genome is developed and evolved using principles from Generative and De-
velopmental Systems and Artificial Development [13, 105], in which genomes use indirect
encoding to provide a set of instructions for the gradual development of the phenotype
just as DNA does for biological organisms. This thesis presents genomes that develop
SHRUTI representations of logical relations and episodic facts so that they are able to
correctly answer questions on the knowledge they represent.
The evolvability of the SHRUTI genomes is limited in that an evolutionary search was
able to discover genomes for simple relational structures that did not include conjunction,
but could not discover structures that enabled conjunctive relations or episodic facts to be
learned. Experiments were performed to understand the SHRUTI fitness landscape and
demonstrated that this landscape is unsuitable for navigation using an evolutionary search.
Complex SHRUTI structures require that necessary substructures must be discovered in
unison and not individually in order to yield a positive change in objective fitness that
informs the evolutionary search of their discovery.
The requirement for multiple substructures to be in place before fitness can be improved
is probably owed to the localist representation of concepts and relations in SHRUTI.
Therefore this thesis concludes by making a case for switching to more distributed repre-
sentations as a possible means of improving evolvability in the future.
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Definitions
Accuracy A measure of the efficacy of a SHRUTI net-
work, based on the number of correct answers
to questions.
Artificial development The process through which generative and de-
velopmental systems are evolved.
Biological plausibility The trait of a system in which characteristics
of that system are computational analogs of bi-
ological processes.
Causal Hebbian learning A form of Hebbian learning in which observa-
tion of one predicate instance before another
suggests that the first predicate causes the sec-
ond, and so connections between neural clus-
ters representing the two predicates are strength-
ened.
Conflicting relations problem A problem encountered when trying to learn
two relations in which the antecedent is the
same but the sign is different, e.g. P → Q and
¬P → R. Strengthening one of these relations
weakens the other. See section 3.1.2.
Conjunctive relation A logical relation containing conjunction in the
antecedent, e.g. A ∧B → C
Direct encoding A genome encoding method in which the genome
provides an explicit description of the pheno-
type’s structure.
Distributed representation A neural encoding in which one concept is rep-
resented by many neurons and one neuron par-
ticipates in the representation of many con-
cepts.
e-area Area under the error-time curve during the de-
velopment of a SHRUTI network.
Error The difference between a SHRUTI network’s
maximum possible accuracy and the actual ac-
curacy obtained.
Fully localist representation See Localist representation.
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General relational structure A relational structure common across neural-
symbolic reasoning models in which input neu-
rons represent the antecedents, output neurons
represent the consequents, and hidden nodes
represent each relation. See section 2.3.3.
Generative and developmental system A system that is represented using indirect en-
coding.
Group 0 network A network that contains SHRUTI mediator struc-
tures and provides correct answers for all ques-
tions on conjunctive and non-conjunctive rela-
tions.
Group 1 network (fact structures) A network that contains SHRUTI fact struc-
tures and provides correct answers for all ques-
tions on facts.
Group 1 network (relational structures) A network that contains non-conjunctive SHRUTI
relational structures and provides correct an-
swers for all questions on non-conjunctive rela-
tions.
Group 2 network A SHRUTI network in which connections only
exist between enablers and collectors so that
the answer provided for any given predicate is
always the same (fig. 3.27).
Group 3 network A network containing no connections so that
all questions are answered [0,0] (unknown).
Group X genome A genome that develops a group X network
Hebbian learning A neurally plausible learning mechanism in which
connections between neurons that fire together
are strengthened [41].
Indirect encoding A genome encoding method in which the genome
provides a set of instructions for the gradual
development of the phenotype.
Localist representation A neural representation method is fully localist
when each neuron encodes for only one concept
and no others. However, a localist represen-
tation can be partially distributed if a neuron
encodes for multiple concepts, but encodes for
one more than it does for any others.
Long-Term Depression A long-term decrease in synaptic strength re-
sulting from a lack of stimulation.
Long-Term Potentiation A long-term increase in synaptic strength fol-
lowing repeated synchronous stimulation.
Neural plausibility The trait of a neural network in which char-
acteristics of its neurons and connections are
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computational analogs of real biological neu-
rons and their synapses.
Neural-symbolic network A neural network that represents and processes
symbolic information.
Neural-symbolic reasoner A neural-symbolic network that performs rea-
soning tasks.
Non-conjunctive relation A relation containing no conjunction in the an-
tecedent, e.g. A→ B.
Number of updates The total number of weight updates performed
on connections in a SHRUTI network during
the learning and development process.
Partially distributed See localist representation.
Recruitment learning A learning method in which neurons become
recruited into a network by virtue of strong in-
terconnections with other recruited neurons.
Recruitment threshold The threshold which input signals to a neuron
must cross in order to gain strength during re-
cruitment learning.
Zero-error network A SHRUTI network that correctly answers all
questions it is presented with.
Genome labels for neurons
E CON (Existing connection) A neuron which shares an existing input or out-
put connection with SELF (chapter 4).
E INPUT (Existing input) A neuron which shares an existing input con-
nection with SELF (chapter 3).
P CON (Potential connection) A neuron which does not share an input or out-
put connection with SELF (chapter 4).
P INPUT (Potential input) A neuron which does not share an existing in-
put connection with SELF (chapter 3).
SELF The neuron for which developmental actions
are being considered by the genome.
Variables
α The SHRUTI learning rate (equations 2.3 and
3.1 on pages 50 and 76).
hDec Numerator for calculating α when decreasing
weight through causal Hebbian Learning.
hInc Numerator for calculating α when increasing
weight through causal Hebbian Learning.
rInc Numerator for calculating α when increasing
weight through recruitment learning.
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1. Introduction
Artificial Intelligence can be divided into two categories: general and applied, also known as
‘strong’ and ‘weak’ artificial intelligence respectively [87]. General artificial intelligence
is concerned with the production of conscious thinking machines that match or exceed
human-level intelligence, whilst applied artificial intelligence is more concerned with the
development of problem-solving or reasoning programs that can be applied to real-life
scenarios. This thesis is concerned with the former, i.e. approaches to general artificial
intelligence in which models take the form of computational abstractions of structures and
abilities of the human brain. If we wish to implement artificial thinking machines, perhaps
we can begin by translating the processes involved in human cognition into computational
architectures.
Two other sub-categories into which artificial intelligence can be divided are symbolic and
sub-symbolic approaches. In symbolic systems, for example logic programs [43], concepts
and operations on those concepts are associated with symbols so that it is relatively simple
to interpret the current state of the system at each stage of execution. In sub-symbolic
systems, for example artificial neural networks, the meaning associated with any individual
component is not so intuitive, as the representation of any concept is often distributed
across different components which may also participate in the representation of other
concepts. Symbolic and sub-symbolic approaches are taken to both general and applied
artificial intelligence.
Within the context of general artificial intelligence, logic programs (symbolic) and arti-
ficial neural networks (sub-symbolic) have both been used to produce models of human
cognitive processes. Logic programs are used to represent reasoning and decision making
processes by drawing conclusions from background knowledge in the form of rules and
axioms. Artificial neural networks (ANNs) are abstractions of the network of biological
neurons in the brain and can be used to map an input vector to an output vector, for
example mapping an audio signal to a meaningful sentence in order to simulate human
speech recognition [63]. ANNs are relatively noise resistant and adaptable to changing en-
vironments. Furthermore, by simulating biological neurons, ANNs exhibit a trait known
as ‘biological plausibility’, a term often used to describe systems that capture some aspects
of real biological systems. Although ANNs may be preferred for biological plausibility and
adaptability when producing a cognitive model, one disadvantage of this choice of model
is that the information they represent is difficult to interpret because it is distributed
across the neurons in the network. On the contrary, logic programs may be used to model
higher-level cognitive processes and are often preferred for interpretability. However they
are generally not resistant to noise and are not so adaptable to changes in the environment,
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although machine learning techniques such as Inductive Logic Programming [73] can be
used to update a program’s knowledge.
In summary, each approach has some advantages over the other and an ideal model would
therefore combine symbolic and sub-symbolic approaches so as to combine the strengths
of each and eliminate the weaknesses. Furthermore, human brains are neural systems that
are capable of both symbolic manipulation and adaptation through learning, and therefore
a neural network representation of symbolic systems would in fact be a more complete
model of cognition. The field of neural-symbolic integration is concerned with such models
[4, 21, 40]. This thesis is particularly concerned with neural-symbolic reasoning [21], in
which ANNs are used to learn logical relations and reason on what is learned.
Although neuroscientific understanding of which brain regions participate in reasoning is
growing [81], no conclusions have been made as to how reasoning is represented by the neu-
rons themselves. Therefore any model of neural-symbolic reasoning can only be claimed
to be biologically plausible to the extent that it captures some aspects of biological neu-
rons and only serves as a possible model of how they might represent reasoning. Another
representational issue is that of localist [11, 77] and distributed [80, 86] neural encodings.
Localist models employ a one-to-one or one-to-many encoding in which a concept is rep-
resented by a fixed neuron or set of neurons which are committed to the representation
of that concept alone. In a distributed model, the relation is many-to-many so that one
concept may be represented by multiple neurons and one neuron may participate in the
representation of multiple concepts. Although the distributed hypothesis is the most pop-
ular, neuroscientific evidence does not completely rule out localist representations and for
the purpose of modelling cognitive behaviour, localist representations are often preferred
[77]. The majority of neural-symbolic reasoning models are in fact localist and provide
abstract neural representations of a range of cognitive reasoning abilities, including propo-
sitional [45] and predicate logic [34, 46, 95] and a range of non-classical logics including
modal [20] and temporal [18] logics, among others [8, 16, 19, 21, 82].
Unlike traditional ANNs, which output real numbers, some models [48, 95, 102] explore
neural-level representation even further by experimenting with representation using spik-
ing neurons [64] that mimic the output of spiking action potentials emitted by biological
neurons. SHRUTI [89, 95], a model of reasoning which employs localist representation,
uses spiking neurons to form variable-bindings (bindings between predicate arguments and
values that those arguments may take). The model demonstrates a biologically plausible
variable-binding mechanism in which a predicate argument can be bound to a value by fir-
ing neuron clusters representing each in such a way that their spike trains are in synchrony
with each other. In other words, if the spike train emitted by the cluster of neurons rep-
resenting x from predicate P (x, y) fires in phase with the cluster of neurons representing
value a, x is said to be bound to a. SHRUTI propagates argument bindings throughout
the network so that reasoning can be performed on predicate clauses. In addition to its
use of spiking neurons, SHRUTI also exhibits biological plausibility through its use of
Hebbian learning [41], argued to be the process through which associations are formed
between biological neurons, and further biological plausibility is ascribed to the use of or-
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ganised, repeated neural structures used to represent episodic facts, logical relations and
other concepts [96, 120]. Organised structures in biological organisms are represented by
genomes which represent those structures only once and reproduce them multiple times,
perhaps with some variation [103, 116]. The developers of SHRUTI therefore argue that
SHRUTI networks could also be represented in this way and that such a representation
would complement the biological plausibility of the SHRUTI model [96, 120]. However, a
genotypic representation of SHRUTI networks was not proposed.
To support this claim, this thesis presents the first such genotypic representation of the
SHRUTI model, extending work originally presented by the author in [112]. The genotypic
representation method described above is known as indirect encoding, in which the genome
provides a set of instructions for the gradual development of the phenotype. The alterna-
tive representation method is known as direct encoding, in which the genome provides an
explicit description of the phenotype’s structure. However, indirect encoding is by far the
most biologically plausible of the two, as biological DNA directs the growth of an organ-
ism through a set of prescriptive instructions [22]. Indirect encodings are used in the field
of generative and developmental systems (GDS) to represent a range of models that may
include repeated, similar substructures [13, 105]. In such situations, indirect encodings are
preferred over direct encodings because each substructure need only be encoded once and
expressed multiple times. This is not the case with direct encoding, in which each instance
of the substructure would require its own encoding. In other words, indirect encodings are
preferred for providing more compact representations. Furthermore, they are shown to
provide scalable representations in that the size of the phenotype is independent of that of
the genotype [56]. This is not true of direct encodings. Scenarios to which GDS have been
applied include the generation of images [88], virtual creatures [9, 99] and neural networks
[37, 38, 39, 47, 55, 106].
The biological plausibility of any neural-symbolic model, including SHRUTI, can be sup-
ported further by demonstrating that it can emerge from an evolutionary search, just as
the brain developed through an evolutionary process. For this reason, this thesis explores
the biological plausibility of SHRUTI networks further by exploring the evolvability of the
SHRUTI genome. The field of GDS also involves the evolution of genomes that employ
indirect encoding. The process of evolving generative and developmental systems is often
referred to as ‘Artificial Development’ [13], and this thesis presents the first investigation
into the evolvability of SHRUTI networks using artificial development, extending work
originally presented by the author in [113, 114].
In addition to supporting the biological plausibility of SHRUTI, two other motivations
drive the evolution of SHRUTI networks. Firstly, it has already been suggested that arti-
ficial development could be used to discover neural models of general cognition [55, 71, 85,
106]; and indeed a complete model of cognition must include the ability to reason. Neu-
ral controllers for agents completing tasks in a range of problems in physical and virtual
environments have been produced through artificial development [37, 38, 39, 55, 47, 106],
but the artificial development of neural-symbolic networks has not been attempted to the
best of the author’s knowledge. Another motivation is that through evolution it may
20
1. Introduction
be possible to discover new neural-symbolic models that contribute to the understanding
of how reasoning ability is represented at the neural level. Current neuroscientific un-
derstanding of how reasoning is represented is at the higher anatomical level [81], and
understanding of how the neurons themselves perform reasoning is inconclusive. With
respect to both motivations, the findings in this thesis do not confirm or deny that new
neural-symbolic models of reasoning can be found through evolution, because the research
presented focusses specifically on the evolvability of the existing SHRUTI model. The
problem of discovering new neural-symbolic models through evolution is the aim of future
work. However this goal still motivates the work in this thesis because the feasibility of
discovering these models through evolution can be understood further by exploring the
evolvability of an existing model. Because a case has already been argued for genotypic
representations of SHRUTI networks but not other neural-symbolic models, SHRUTI was
preferred.
The main conclusions of this thesis are that SHRUTI structures can indeed be represented
using a biologically plausible genome, that genomes for SHRUTI structures are evolvable
to an extent, and that in future work, the use of distributed representations in the SHRUTI
model would be worth exploring as a possible means of improving evolvability. The fol-
lowing paragraphs elaborate on these points.
The genomes used to develop SHRUTI networks were biologically plausible to the extent
that they captured a number of aspects of real biological development. These include the
use of gene regulation [116], cellular differentiation [103] and activity-dependent develop-
ment [33] to direct the gradual development of phenotype networks over time through
indirect encoding, just as DNA directs the process of neurogenesis [1, 12, 123]. The devel-
oped networks themselves exhibit the biologically plausible traits of spiking neurons [64],
temporal coding [30, 60, 98], and Hebbian learning [41].
Initial evolutionary experiments which evolved genomes for constructing simple SHRUTI
relations of the form A → B only evolved connections between neurons, but in later
experiments that attempt to evolve more complex SHRUTI structures, evolved genomes
could also produce new neurons. The results show that genomes for developing simple
SHRUTI relations of the form A → B can indeed be produced through evolution, thus
supporting the biological plausibility of these structures even further. However, although
one of the goals of evolving these genomes was to discover alternative topologies to the
SHRUTI model, no alternatives were found. These findings therefore show that SHRUTI
must work in a very precise manner in order to perform inference correctly, and that the
genetic instructions required to produce these networks are also very precise. The genomes
discovered through evolution and those constructed manually to test the genome model
were scalable in the sense that the same, fixed-size genome could be used to develop
networks for logic programs of different sizes. This independence of the genotypic and
phenotypic sizes is characteristic of indirect encoding. Furthermore, evolved genomes were
capable of developing networks for logic programs other than those that the genomes were
evolved to represent. The reason that these genomes were both scalable and generalisable is
that no genome represents an overall network structure, but instead each genome encodes
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a neural representation of a logical relation between two predicates which generalises to all
logic programs. This repeated expression of substructure is also characteristic of indirect
encodings. Because the genomes have been shown to be scalable and generalisable, it is
argued that the genomes would be capable of developing larger logic programs than those
which were used for the experiments described in this thesis.
Although the results show that simple SHRUTI relational structures can be discovered
through evolution, further experiments showed that more complex structures were unsuit-
able for evolution. The structures in question are those used for representing episodic facts
such as Own(Mary,Book) (Mary owns the book), and conjunctive relations of the form
A ∧ B → C. The findings show that the evolutionary search space lacks the information
necessary to identify individual substructures required for the assembly of more complex
SHRUTI structures in later generations. In other words, these structures require multiple
components to be in place before they show any improvement in behaviour, but individual
discovery of these components is not reflected by a positive change in objective fitness.
As well as showing that the evolvability of SHRUTI networks is limited, these results also
emphasise the brittle nature of SHRUTI networks. SHRUTI networks behave in a very
precise manner and each component is necessary for inference to be performed properly.
This is supported further by the fact that alternatives to the SHRUTI topology were not
discovered, as was the case when evolving the simple relational structures.
The findings suggest that because SHRUTI employs localist representation, a distributed
alternative to SHRUTI might be more evolvable, for the following reasons. SHRUTI uses
localist representation in which each neuron and connection is assigned a very specific
and necessary role such that certain substructures cannot affect the output of the overall
network (and therefore the objective fitness of the network) in any way until certain
neurons or connections have developed. In a distributed representation, neurons and
connections may share in the roles of others, and therefore it is more likely that the
discovery of an individual structure can provide some (if only a small) influence to the
output of the network without the support of others. This is not to say that distributed
representations will definitely improve evolvability, only that it is a suitable avenue of
exploration for doing so in future work. The difficulty in evolving a localist model like
SHRUTI suggests that the discovery of other localist models of reasoning through artificial
or natural evolution might also be unlikely. If distributed models are found to be more
evolvable, this would support the biological plausibility of the distributed representation
hypothesis. Testing the evolvability of distributed SHRUTI networks would be performed
by attempting to evolve them using the same methods that were used to evolve the localist
networks in this thesis, and then comparing the performances of the evolved distributed
networks against those of the localist ones in order to observe whether any improvements
have been made.
A preliminary investigation into the possibility of distributing representations in SHRUTI
is included in this thesis and shows that it is difficult to distribute the representation of
predicate arguments (e.g. x and y in the predicate Q(x, y)) across neurons in such a way
that variable-bindings are not propagated ambiguously through the network. A variable-
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binding is an assignment of values to predicate arguments, for example the bindings x : a
and y : b assign the values a and b to x and y so that Q(a, b) becomes a term in the
logic program. Given a relation P (x, y) → Q(x, y), the truth of Q(a, b) can be queried
by propagating its variable bindings back to P (x, y) and comparing P (a, b) with what is
known about P (x, y). However, when these bindings were propagated to P (x, y) according
to a distributed neural representation of P (x, y)→ Q(x, y), the bindings were sometimes
propagated ambiguously in that it was not clear which value was bound to which argument
of P (x, y). For example, a was sometimes bound to both x and y in P , when it should only
have been bound to x. The problem of ambiguous bindings should be overcome before any
attempts to evolve distributed SHRUTI networks are made. Furthermore, if a solution to
this problem is found, the binding mechanism used may extend to other neural-symbolic
models of reasoning that share characteristics with the distributed SHRUTI model, in
order to enable variable binding to be performed in these models also [34, 27, 28].
With respect to the future goal of discovering new neural-symbolic models of reasoning,
the difficulties encountered in evolving SHRUTI suggest that the discovery of complex
localist models in general is unlikely for the same reason, in that individual discoveries
may not yield informative changes in objective fitness. If distributed representations do
improve the evolvability of the SHRUTI model, then when attempting to evolve new
neural-symbolic models, it would be worth giving the evolutionary search the freedom to
explore models that exhibit some degree of distributed representation.
In the process of conducting the research in this thesis regarding the development and
evolution of SHRUTI networks, a number of contributions to SHRUTI’s existing Hebbian
learning algorithm were also made. The original learning mechanism in [118] was intended
to learn probabilities associated with relations. For example, a probability of 0.9 associated
with the relation A → B is interpreted as P (B|A) = 0.9. Before attempting to develop
and evolve networks for representing logic programs, an investigation into the limitations
of the learning algorithm was carried out, as the original literature only demonstrates
the algorithm’s ability to learn small probabilistic relations that do not contain predicate
arguments or negation [118]. The findings show that the Hebbian learning mechanism
does extend to larger logic programs that contain predicate arguments, but struggles to
learn relations when the target logic programs contain both positive and negative predicate
instances. A solution is presented which enables the truth of all relations to be learned,
but not always the probabilities associated with those relations. Nonetheless, the learning
of truth alone was sufficient for evaluating SHRUTI networks produced through evolution
and development, in order to support the claims made in this thesis. The reader is
referred to [27, 28] for a working neural-symbolic model of probabilistic reasoning on
first-order predicates. Furthermore, the original SHRUTI learning mechanism could not
learn conjunctive relations of the form A ∧ B → C, only non-conjunctive relations of the
form A → B. This thesis also presents the first extension of the learning algorithm to
conjunctive relations.
The following sections summarise the aims, claims and contributions of this research,
before providing an overview of the thesis as a whole.
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1.1. Aims
1. To test the claim of SHRUTI’s developers that owing to SHRUTI’s use of repeated,
similar sub-circuits, it is suited to representation by indirect encoding that enables
the circuits to be pre-organised in such a way that enables its structures to be
learned.
2. To argue that by using such a biologically plausible representation, a stronger case
can be made for the biological plausibility of the SHRUTI model.
3. To investigate the biological plausibility of the SHRUTI model further by exploring
the evolvability of SHRUTI networks under the proposed genome representation.
4. To argue a case for exploring the possibility of improving the evolvability and there-
fore also the biological plausibility of SHRUTI networks by moving from a localist
representation to a more distributed one.
1.2. Claims
1. SHRUTI structures can be represented by indirect encodings and therefore the bi-
ological plausibility of SHRUTI networks is supported by an encoding method akin
to that used by DNA.
2. Simple SHRUTI structures can be discovered through an evolutionary process and
the discovered genomes that develop those structures are both scalable and adaptable
to logic programs other than those they were trained on.
3. The discovery of more complex SHRUTI structures in an evolutionary search is
highly unlikely because the fitness landscape lacks the information necessary for
identifying individual components that improve fitness when combined in later gen-
erations.
4. The difficulty in identifying these components is a consequence of the fact that they
perform very specific roles that other components depend on in order to affect the
overall output. Because this is likely to be a consequence of the localist encoding
used by SHRUTI, a move to distributed representation is a worthwhile avenue of
exploration in attempting to improve the evolvability of the SHRUTI model.
1.3. Contributions
This thesis provides the following novel contributions to the fields of neural-symbolic
integration and generative and developmental systems:
1. The first indirect encoding of SHRUTI genomes.
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2. The first application of artificial development to the evolution of SHRUTI networks
and neural-symbolic reasoning systems in general.
3. A detailed analysis of the SHRUTI fitness landscape and how properties of the
SHRUTI architecture affect its evolvability.
4. A preliminary exploration of the ramifications of employing distributed representa-
tions in the SHRUTI architecture.
5. An investigation into the limitations of the original SHRUTI learning algorithm and
improvements to this algorithm that enable the learning of logic programs containing
negated predicates and conjunctive relations.
1.4. Thesis overview
Chapter 2 presents background material necessary to support the findings in this thesis.
The review begins with an overview of biological principles of neuroscience and genetics
on which models of neural-symbolic reasoning and GDS are based. The field of neural-
symbolic integration is then introduced, providing a review of a number of neural-symbolic
reasoning models but paying particular attention to SHRUTI. SHRUTI’s use of repeated,
similar substructures is also highlighted. The discussion of neural-symbolic integration
is followed by an overview of GDS and artificial development, including a discussion on
difficulties encountered when searching the space of developmental structures through
evolution. In particular, genotypic discoveries necessary for improved fitness in later gen-
erations are not always reflected by positive changes in behaviour. The chapter concludes
by arguing that the indirect encodings used by GDS are suited to representing SHRUTI
networks because they can represent repeated structures in a biologically plausible way.
This chapter includes discussions originally presented by the author in [115].
Chapter 3 explores the genotypic representation and evolvability of the simplest of SHRUTI
structures: logical relations that do not include conjunction of antecedents and that can be
learned through Hebbian learning. The chapter begins by reviewing the capabilities of the
original SHRUTI learning algorithm in order to demonstrate that it is capable of learning
the logic programs on which development and evolution were to be tested, and improves
the algorithm in such a way that it can learn logic programs that contain both positive and
negative predicate instances. The chapter then presents a genome model that uses indirect
encoding to develop SHRUTI networks capable of correctly answering all questions on the
non-conjunctive relations represented by the network. Furthermore, although the size of
the genome is fixed, it is shown to be scalable to logic programs of different sizes. Dis-
covery of these genomes through an evolutionary search using the NSGA-II algorithm [29]
was also successful, thus supporting the biological plausibility of the SHRUTI model and
its genome. Evolved genomes were found to be scalable and adaptable to logic programs
other than those they were trained on because it is the repeated relational structure and
not any particular logic network that is represented in an evolved genome. This chapter
includes material originally presented by the author in [112, 113, 114].
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Chapter 4 explores the genotypic representation and evolvability of SHRUTI structures
that can be learned through a learning model known as recruitment learning [91, 93, 94].
These structures are mediator structures that enable conjunctive relations to be repre-
sented, and fact structures that enable the representation of episodic facts. Scalable
genome representations were again successful in developing these structures so that they
could correctly answer queries on background knowledge. However findings showed that
these genomes were not suitable for evolution, unlike those presented in chapter 3, thus
concluding that the evolvability of SHRUTI is limited. However analysis of these genomes
and the fitness landscape were informative as to why this was the case so that future work
can explore possible solutions. Mediator and fact genomes are considerably more complex
than the non-conjunctive relational genomes presented in chapter 3, and the NSGA-II
search could not discover them because the fitness landscape contained insufficient infor-
mation to identify the necessary components or any proximity to them in genotype space.
The individual components could not be identified because they cannot positively affect
objective fitness when discovered individually, only when they are discovered together.
Difficulties in evolving SHRUTI are thought to be a consequence of the use of localist
representation in which each neuron performs a specific role that may be unable to influ-
ence network alone. Distributed encodings may allow individual discoveries to make their
own contributions to objective fitness and therefore exploration of a distributed SHRUTI
network model would be worthwhile. Chapter 5 provides a discussion of the implications
of a distributed SHRUTI model and presents preliminary results which demonstrate that
distributed SHRUTI networks struggle to propagate variable bindings unambiguously. It
is argued that a solution to this problem must be found before the evolution of distributed
SHRUTI networks is attempted. The chapter concludes by suggesting future steps that
should be taken in order to further investigate the idea of improving evolvability through
the use of distributed representations.
Chapter 6 concludes the thesis by summarising the findings, discussing them in relation
to the motivations and aims of this work, and proposing future work in addition to the
exploration of distributed representations as discussed in chapter 5.
A dictionary of common terms used throughout the thesis may be found on page 15.
26
2. Background
The aim of the research presented in this thesis is to explore the evolvability of the neural-
symbolic SHRUTI model using artificial development. This chapter presents an overview
of relevant background material and extends a previous review also written by the au-
thor [115]. Because the aim is to produce a biologically plausible reasoning system in a
biologically plausible way, the chapter begins with a review of biological preliminaries in
section 2.1, including a discussion of what is meant by the term ‘biologically plausible’.
Section 2.2 provides a brief overview of a few psychological ideas that are also relevant to
the work presented in later chapters. Section 2.3 introduces neural-symbolic integration,
the goals of the field, and in particular introduces the SHRUTI model and why it might be
particularly suitable for evolution using artificial development. Section 2.4 briefly intro-
duces evolutionary computation before section 2.5 reviews generative and developmental
systems and the process of artificial development through which they are evolved. Finally,
section 2.6 concludes the background section by summarising key points and justifying
the decision to attempt the evolution of SHRUTI networks.
2.1. Biological preliminaries
This section presents biological preliminaries required to support the ideas presented in
this thesis and in the fields of neural-symbolic integration and generative and developmen-
tal systems. Sections 2.1.1 and 2.1.2 introduce the biological neuron and neural learning
mechanisms respectively. Section 2.1.3 is particularly relevant to neural-symbolic inte-
gration because it provides an overview of neuroscientific findings with regards to how
the brain performs reasoning. Section 2.1.4 provides a discussion on the issue of localist
versus distributed neural representations and section 2.1.5 explains one theory as to how
information is passed between neurons. Section 2.1.6 is particularly relevant to genera-
tive and developmental systems because it explains the developmental processes through
which DNA produces living organisms. Section 2.1.7 concludes by defining what is meant
by the term ‘biological plausibility’ in this work and explores the extent to which any
computational model can be said to be biologically plausible.
2.1.1. The biological neuron
The biological neuron is a cell in the nervous system that processes and transmits electrical
information [98]. The cell body is known as the soma and projects input and output con-
nections known as dendrites and axons respectively. A neuron contains multiple dendrites
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and one axon with multiple axon branches. Dendrite branches integrate input signals
which are then processed by the soma. If the total input over a short period of time is
great enough, the soma will fire a pulse known as an action potential, which is propagated
to other neurons through the axon and its branches. The contact between the axon of one
neuron (the presynaptic neuron) and the dendrite of another (the postsynaptic neuron)
is known as a synapse. Synaptic transmission may either be electrical or chemical. The
propagation of activity between neurons in the ways described means that activity at one
neuron influences the activity at others, enabling the overall neural network to act as an
information processing system. It is this very behaviour that inspired the artificial neural
network (ANN) [42], described later in section 2.3.2.
2.1.2. Neural learning mechanisms
Two theories of neural learning mechanisms are relevant to the work in this thesis. In Heb-
bian learning [41], synapses connecting two neurons that frequently fire together within
some time window are strengthened, thus forming an association between the two neu-
rons. Synapses may also become strengthened through Long-Term Potentiation (LTP)
[93], of which there are two types. In homosynaptic LTP, a synapse is strengthened
when it receives a high frequency burst of spikes. In associative LTP, all synapses that
synchronously participate in the activation of the postsynaptic neuron are strengthened.
Long-Term Depression (LTD) is the opposite of LTP. In homosynaptic LTD, a synapse is
weakened when it receives a low frequency burst of spikes and in heterosynaptic LTD, a
synapse is weakened when it receives no presynaptic activity when other synapses of the
same postsynaptic cell do. Because LTP is a rapid process, it is argued to be a suitable
mechanism for learning and memory acquisition [84, 110]. Associative LTP is particularly
relevant to this thesis because it forms the basis for recruitment learning, used by SHRUTI
and related models to form episodic memories [91, 93, 94] and form associations between
concepts to learn new types or predicates [96, 120].
2.1.3. Representation of reasoning in the brain
Neural-symbolic integration (section 2.3) is concerned with how biological neurons repre-
sent symbols in the brain. However current neuroscientific theory is focused on the higher
anatomical level of the brain, and no conclusions have been made as to how the neurons
themselves represent reasoning.
The hippocampus is a region of the brain which evidence strongly suggests is largely
responsible for the encoding and retrieval of episodic memories [91]. Though not di-
rectly related to reasoning, episodic memory is relevant because a reasoning system, and
SHRUTI in particular, may refer to episodic memories in order to draw conclusions. The
SHRUTI literature makes the presumption that cortical circuits used in the reasoning pro-
cess present queries to the hippocampal system and retrieve information from it [89, 95].
A recent quantitative meta-analysis compared findings of 28 neuroimaging studies of de-
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ductive reasoning and identified cortical brain regions most commonly found to be asso-
ciated with different types of reasoning [81]. Two theories of reasoning exist. The Mental
Model Theory (MMT) suggests that deductive reasoning is performed by the manipula-
tion of visuospatial representations in the brain regions associated with this purpose. The
Formal Rule Approach (FRA) associates reasoning with those areas of the brain linked
to the manipulation of language and syntax. The meta-analysis suggests that elements
of both may be true. Sometimes visuospatial systems are engaged and at other times
syntactic systems are engaged, depending on the type of reasoning concerned and other
factors such as whether or not abstract concepts are used and the degree of certainty in
reaching a conclusion. The study categorised reasoning into three types of argument:
• Relational, e,g: A is to the left of B and B is to the left of C. Therefore A is to the
left of C.
• Categorical, e.g: All As are Bs, C is A, therefore C is B.
• Propositional, e.g: If A is true, then B is true. A is true, therefore B is true.
Relational arguments are associated with regions of the brain thought to be involved with
spatial cognition, suggesting that relational reasoning is mapped onto spatial reasoning
processes. Categorical arguments were found to activate areas of the brain associated
with linguistic and syntactic processes. Finally, propositional arguments are linked with
areas that could be associated with either visual or linguistic/syntactic areas of the brain.
Although no consensus has been reached as to the extent of the involvement of both visual
and syntactic processes, it is clear that different subsystems are involved with different
types of reasoning. Furthermore, exactly how the neurons themselves represent reason-
ing can only be answered when the locations of neurons involved in this task have been
confirmed.
It is also worth noting that human reasoning ability is limited, and therefore any system
attempting to perfectly capture the representation of reasoning in the brain would be
expected to operate under the same limitations. For example, humans can only perform
a limited number of variable-bindings at any one time (7 ± 2 [95]), and therefore would
struggle to perform reasoning in any scenario which requires more. Even within such
limitations, humans still make mistakes. For example, a common mistake is denial of the
antecedent, in which from the statement P → Q, some may incorrectly infer ¬P → ¬Q
[102]. To use a natural language example, P → Q could be interpreted as ‘if it is raining
then the grass will be wet’. If it is not raining (¬P ), it would be incorrect to assume that
the grass is not wet (¬Q) because the grass could be wet for any number of other reasons.
For example, the grass may be wet because a sprinkler was left turned on.
2.1.4. Localist and distributed representation
Another debate in neuroscience that pertains to neural representations in general is the
question of whether neural representations are local [11, 77] or distributed [80, 86].
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In a distributed model, the relationship between concepts and neurons is many-to-many,
though various degrees of distribution have been proposed [80]. Dense distributed repre-
sentations are the most extreme case, in which each neuron participates in the encoding of
many different concepts. In coarse coding, a group of neurons encodes a range of related
concepts. Finally, in sparse distributed coding, a neuron may encode a very small num-
ber of unrelated concepts. The distributed hypothesis does not limit all encoding in the
brain to only one of these models, as different brain regions are likely to employ different
degrees of distribution. In particular, representation in the hippocampus is thought to be
sparse compared to other brain regions [67]. Sparse coding supports rapid learning and is
therefore suitable for the learning of episodic memories in the hippocampus.
In a localist model, each neuron is associated with only one concept [11, 77]. In the
most extreme case, often referred to as the grandmother cell hypothesis, neurons and
concepts share a one-to-one relationship in that each concept is represented by only one
neuron and is the only concept represented by that neuron. A common criticism of this
representation is that it lacks graceful degradation in that the death of a neuron removes
the corresponding concept from memory altogether. However the relationship in a localist
model is not necessarily one-to-one, as it may be one-to-many in that any concept may be
represented by a number of neurons that are only responsible for that concept. Another
criticism is that individual neurons have been observed to respond to multiple concepts,
but proponents of localist representation argue that localist models extend to ones in which
a neuron participates in the encoding of multiple concepts as long as it is more responsive
to one concept than it is to any others [77].
In general, a localist model is not localist by virtue of simply not being distributed. Localist
models may exhibit some degree of distribution but what makes them localist is the idea
that at some level of abstraction the model contains some neurons which participate in the
representation of one concept more than they do in that of any other. It has been pointed
out that many cognitive models employ localist representation and that many benefits
of distributed representations such as generalisation, attractor behaviour and the ability
to categorise are in fact possible using localist models if a suitable level of abstraction is
used [77]. Furthermore, owing to the many-to-one correspondence between neurons and
concepts, it is much easier to interpret the behaviour of a localist model than it is to
interpret that of a distributed model. Even though localist models may not inform us as
to exactly how information is represented at the neural level, they are sufficient to model
and understand the behaviour of real cognitive systems in a way that can be interpreted.
In summary, even though the distributed hypothesis is a more widely supported theory of
neural representation than the localist hypothesis [80], the latter has not been completely
ruled out [11], and is in fact more suitable for cognitive modelling [77]. Considering
that localism does not imply a complete lack of distribution and that varying degrees
of distribution have been observed, perhaps localism and distribution lie at either end
of a spectrum, and the true neural representation of reasoning lies somewhere on that
spectrum. For clarity, the term fully localist will occasionally be used in this thesis to
refer to particular localist representations that are not distributed to any extent, i.e.
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(a) x is not bound to a (b) x is bound to a
Figure 2.1. Variable-binding by temporal synchrony of spiking neurons. When two node clusters
representing variable x and value a fire in phase with each other, x is bound to a.
representations in which each and every neuron represents only one concept. The term
localist is used more generally to refer to any model in which a neuron may represent
multiple concepts but encodes more for one concept than it does for any other.
2.1.5. Temporal coding
Another issue concerning representation is the matter of how information is represented
as it is passed between neurons. Although it is known that neurons communicate by
propagating sequences of action potentials known as spike trains [30, 60, 98], there is no
consensus as to how these spike trains encode information. One of the theories is temporal
coding [30, 98], which is particularly relevant to the SHRUTI model. In temporal coding,
information is encoded by the precise timing of action potentials, and it is suggested that
correlation between spike trains of two neurons can be used to form associations between
two concepts, for example variable-binding or pairing different features of a common ob-
ject. Such temporal synchrony has been observed in the cat visual cortex [30]. Using
variable-binding as an example, consider an variable x and a value a, both represented by
different clusters of neurons. If the two clusters fire spike trains in different phases, then
x is not bound to a (fig. 2.1a). However, if the two clusters do fire in the same phases,
then x is bound to a (fig. 2.1b). The binding can therefore be interpreted as x = a.
2.1.6. Genetic development
Genetic development is controlled by instructions encoded in DNA [116]. Dawkins [22]
explains that DNA is not descriptive, like a blueprint. Instead he explains that DNA is
more like a recipe in that it provides a prescriptive set of instructions for the development
of an organism’s cells. How a particular cell develops depends on its current state and
position in the organism, as governed by the process of gene expression in which proteins
or other gene products are produced from information encoded in DNA. Different types
of proteins may be produced when a gene is expressed: structural proteins that affect the
structure of a cell, enzymes for catalysing chemical reactions, and transcription factors,
which activate or inhibit other genes. In the latter case, expression of one gene can lead
to a cascade of further gene expressions. The relationship between genes by which they
are able to activate or inhibit one another is referred to as a gene regulatory network.
However some genes may never be expressed at any point in time. Genes can be expressed
are referred to as exons, whilst those that cannot are referred to as introns.
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A cell’s development depends on its state and location because the proteins that trigger
the expression of its genes and therefore affect how it develops are received either from
the environment or from neighbouring cells. This phenomenon is known as cellular dif-
ferentiation, and leads to the development of different substructures in an organism at
different locations in that organism, despite all cells containing the same DNA. Through
cellular differentiation the DNA encodes the organisation of the organism as a whole,
which includes the segregation of the brain into different regions [103].
The indirect nature of genetic encoding also enables any substructure encoded in the DNA
to be expressed multiple times, perhaps with some variation due to cell differentiation.
This means that similar substructures may be expressed multiple times despite being
encoded only once in the DNA. Such repetition is clear from the existence of repeated
structures in our body, for example teeth, fingers and limbs. Such repetition with variation
even occurs internally in certain neural connectivity patterns, for example in cortical
columns [103].
This thesis is particularly concerned with the development of neurons, known as neuroge-
nesis [1, 12, 123]. Neurogenesis happens mostly during pre-natal development and neural
development that takes place during the post-natal stage generally involves the forma-
tion of connections between existing neurons. However, there is recent evidence that new
neurons are generated in the dentate gyrus region of the hippocampus and olfactory bulb
during adult life [123]. Studies indicate that neural activity can influence development
by regulating the expression of genes involved with formation and elimination of synapses
and the branching of dendrites [33]. Therefore the environment and sensory experience
can influence the development of neural connections.
2.1.7. Biological plausibility
Now that a number of biological mechanisms and processes have been reviewed, this
subsection explains what is meant by the term ‘biologically plausible’ in this thesis. The
human brain is argued to be the most complex system in existence [53]. The brain’s
neural network consists of approximately 1011 neurons all operating in parallel, each with
approximately 7000 connections to other neurons. Furthermore, communication between
neurons does not only involve electrical signals but also the propagation and processing of
chemical neurotransmitters. No existing artificial neural network comes close to matching
the complexity of such an organism, and using modern computational methods we could
not hope to do so in the near future. Networks for representing logic programs in this thesis
only required between approximately 30 and 2000 neurons, depending on the size of the
logic program and the genome used to develop them. A precise modelling of human DNA
and genetic development would be equally non-trivial, with approximately 20,500 genes in
the human genome, resulting in combinatorial explosion in possible gene networks. The
largest genome presented in this thesis contains only 74 genes (Fig. 4.27, page 157).
Given the complexity of actual biological systems and gaps in the understanding of how
symbols and reasoning are represented by neurons, it is very difficult to argue that any
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neural-symbolic model or generative and developmental system is biologically plausible in
the sense that it is an exact model of its biological counterpart. All that we can hope
to achieve are computational analogues that capture some aspects of the real biological
systems and provide possible models of how such systems might behave. This is what is
meant by the term ‘biologically plausible’ in this thesis. It has even been suggested that
‘biologically non-implausible’ may be a more suitable term1. The term ‘neurally plausible’
will also be used in a similar sense at various points throughout the following chapters, in
reference to biological plausibility at the neural level.
By this definition of biological plausibility, the neural-symbolic networks developed and
evolved in later chapters are biologically plausible in the sense that they capture the fol-
lowing aspects of biological neural networks: spiking neurons [60, 98], temporal synchrony
[30], Hebbian learning [41] and Long-Term Potentiation [93]. The genomes presented in
later chapters are biologically plausible in the sense that they capture the following as-
pects of biological genomes: developmental instructions [22], gene regulation [116], cellular
differentiation [103], neurogenesis [1, 12, 123] and activity-dependent development [33].
2.2. Psychological preliminaries
In addition to biological explanations for the development of reasoning ability, some ideas
from developmental psychology are also relevant because as an organism develops, its
behaviour and capabilities change over time and the same is true of developmental neural
networks. Piaget suggested that cognitive development occurs over four stages [78]. Of
particular relevance to reasoning is the emergence of the ability to manipulate symbols in
the second stage (ages 2 to 7) and the manipulation of variables in the fourth stage (11
onwards). Although Piaget’s theories were very influential in directing further research
into developmental psychology, they are quite old and a number of criticisms have since
been made [100]. In particular, transition between stages is thought to be a lot more
continuous and less discrete than Piaget proposed, and has also been observed to occur at
different ages for different individuals depending on different factors such as environmental
influence and memory capacity. The information-processing theory [69] supports a more
continuous developmental model and suggests that improvements in cognitive ability are
attributed to the development of physical resources in the brain such as the efficiency
and capacity of neural structures. Furthermore, some types of thinking may be more
advanced than others and the learning of different skills may even follow different trends.
For example, some may follow a continuous increase and others may be step or stage-
based, e.g. the progression from crawling to toddling and then to walking and running.
Another trend is U-shaped development, in which certain abilities deteriorate before they
improve, and has been observed in natural language acquisition [79].
1Though not cited in any papers, Murray Shanahan coined this term in a presentation at COGRIC, the
slides for which can be found at: http://www.cogric.reading.ac.uk/presentations/murray shanahan.ppt.
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2.3. Neural-symbolic integration
Neural-symbolic integration concerns the representation and manipulation of symbolic
information using artificial neural networks [4, 16, 21, 40]. Artificial intelligence is divided
into two categories [87]. In general artificial intelligence, the goal is to produce intelligent,
thinking machines that match or exceed human-level intelligence, and in applied artificial
intelligence, the goal is to produce systems that perform problem-solving or reasoning
tasks that may be applied to real-world scenarios. In both fields, there are generally
two categories of solutions: symbolic and sub-symbolic. Symbolic systems such as logic
programs [43] are often preferred for their interpretability, but in general are not robust to
noise2 and do not adapt well to unfamiliar data. For sub-symbolic systems such as neural
networks [42], the opposite is true; sub-symbolic systems are relatively noise resistant and
can adapt to new data, but the information encoded by those solutions is often difficult
to interpret.
The example of artificial neural networks given above is a common approach to cognitive
modelling. In artificial neural networks, individual nodes behave like biological neurons
[42]. Information is distributed across a set of connection weights and is therefore diffi-
cult to interpret but adaptable through learning methods such as backpropagation [86]
and Hebbian learning [41]. In cognitive modelling, the symbolic and sub-symbolic neural
network approaches are often studied in isolation. However, humans are capable of both
symbolic manipulation and adaptation through learning, so a more suitable model of cog-
nition would be one in which elements of both symbolic and sub-symbolic approaches are
present. The field of neural-symbolic integration presents such a unified approach, argu-
ing that a true cognitive model exhibits the strengths and behaviours of both paradigms
whilst eliminating the weaknesses, analogous to the interaction between the brain (sub-
symbolic) and the mind (symbolic). Furthermore, the advantages of such unified systems
show promise for real world application in applied artificial intelligence [8, 27, 28, 59]. The
goals of the field of neural-symbolic integration can be summarised as follows:
1. To develop a greater understanding of how symbols are represented and manipu-
lated in the brain at either the abstract or neural level by developing and testing
biologically plausible neural-symbolic models.
2. To combine the strengths of symbolic systems and neural networks and eliminate
the weaknesses of each in order to develop more powerful mechanisms for solving
real-world problems.
3. To develop methods of extracting knowledge from trained neural networks so that
information distributed across those networks can be understood.3
This thesis is concerned with the first of these goals, more specifically with regards to
how the brain represents concepts and performs reasoning on them. The majority of this
section will therefore focus on neural-symbolic reasoning systems that learn from experi-
2Although some would argue a case for probabilistic models [54, 83].
3A review of knowledge extraction methods may be found in [51].
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ence using neural computation methods and produce interpretable, symbolic conclusions
by reasoning on what is learned [21]. As argued above in section 2.1.7, no neural-symbolic
reasoning system can be claimed to be completely biologically plausible. Questions of the
anatomy of cognitive reasoning and the extent to which representations are distributed
need to be answered before we can begin to understand how reasoning is represented by
the neurons themselves. Any neural-symbolic model can only be claimed to be biologically
plausible to the extent that it is a possible model of how reasoning might be represented,
without claiming that it definitely is. All models discussed claim biological plausibility to
some extent, whether that be by using neural networks to model the expressive reasoning
capabilities of the brain [8, 16, 18, 19, 20, 21, 82] or by using more neurally plausible
models that involve spiking action potentials and Hebbian learning, thus reflecting how
biological neurons behave more closely [48, 89, 95, 102]. In either case, this thesis ar-
gues that the biological plausibility of any model is supported further by demonstrating
that the model can be represented and produced through biologically plausible means:
by evolving developmental genomes that use gene regulation, cellular differentiation, and
other such biologically plausible traits listed in section 2.1.6 to instruct the development of
the phenotype through indirect encoding. This thesis explores these ideas using SHRUTI
networks [89, 95].
Before introducing particular neural-symbolic reasoning models, some preliminaries on
logic programs and artificial neural networks are presented in sections 2.3.1 and 2.3.2 re-
spectively. The majority of neural-symbolic reasoning systems employ fully localist repre-
sentations which have some similarities in how relations are represented. These similarities
are discussed in section 2.3.3. Each neural-symbolic reasoner makes different yet equally
important contributions to cognitive modelling. The majority of work concerns connec-
tionist models of different types of reasoning with the aim of eventually showing how these
models could interact, thus working towards a unified model of cognitive reasoning. These
are covered in section 2.3.4. This thesis is more concerned with the contribution made by
the SHRUTI model, that of a neurally plausible means of variable-binding. The SHRUTI
model is covered in section 2.3.5. Section 2.3.6 reviews some neural-symbolic reasoning
systems that employ some degree of distributed representation. These are relevant because
it will be argued later in chapters 4 and 5 that some difficulties encountered in attempting
to evolve SHRUTI networks may be overcome by using more distributed representations.
2.3.1. Logic programs
A logic program [43] is a set of clauses of the form L1∧· · ·∧Ln → A. Each Li in a clause is
a literal, where a literal is an atom or negated atom, and an atom is a formula that cannot
be decomposed into smaller formulae. A is the consequent of the clause, and each Li is an
antecedent. In first-order logic, atoms are predicates that contain variables so that clauses
such as P (x, y)∧Q(x, y)→ R(x, y) may be formed. Any clause containing no variables is
said to be ground and a logic program containing no variables is propositional.
Clauses in first-order logic may also be quantified to determine the extent to which a
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Logic program Meaning
Give(x, y, z)→ Own(y, z) If x gives y to z, then y owns z
Buy(y, z)→ Own(y, z) If y buys z, then y owns z
Give(John,Mary, book) John gave Mary the book.
Buy(Paul, z) Paul bought some z
Table 2.1. A logic program. For consistency with SHRUTI’s notation with regards to quantifica-
tion, z in the fact Buy(Paul, z) is existentially quantified.
predicate is true for its variables. For example, the universal quantifier ∀ can be used to
say ∀xP (x) (all xs are P ) and the existential quantifier ∃ can be used to say ∃xP (x) (there
exists at least one x that is P ). However logic programming languages such as Prolog may
exclude these symbols, assuming that all clauses are universal (P (x) → Q(x) is true for
all x) unless a constant is used to represent the existential case (P (a)→ Q(a) means that
P (x)→ Q(x) is only true when x = a). The SHRUTI literature, reviewed in section 2.3.5,
always assumes universal quantification for clauses such as P (x) → Q(x), but contrary
to standard notation a fact such as P (x) is assumed to be existentially quantified if no
constants are included to represent the existential case (P (x) is true for some x).
An interpretation is an assignment of truth values to atoms, literals and clauses in a
logic program. In first-order logic, this is accomplished by mapping symbols in the logic
program to elements of a domain, thus assigning meaning to each symbol and the clauses
they participate in. For example, if P (x) is interpreted as Fish(x) and Q(x) as Swims(x),
then P (x)→ Q(x) can be interpreted as Fish(x)→ Swims(x) (all fish swim).
Notation may also be extended to other operators including those that enable the repre-
sentation of non-classical logics. Although humans do display the ability to reason with
non-classical logics, such logics are not relevant to the main body of work in this thesis
because they are not represented in the SHRUTI model. However non-classical logics are
briefly discussed later in section 2.3.4.
A logic program can be queried by asking it to confirm the truth of a predicate instance.
For example, consider the logic program in table 2.1 and the query Own(Mary, book) to be
confirmed as true or false by the logic program. Based on the variable-bindings y : Mary
and z : book and the clauses Give(x, y, z) → Own(y, z) and Buy(y, z) → Own(y, z),
Own(Mary, book) is true if Give(x,Mary, book) or Buy(Mary, book) are true. Because
the logic program contains Give(John,Mary, book), Give(x,Mary, book) is true for some
value of x and therefore by the relation Give(x, y, z) → Own(y, z), the logic program
confirms that Own(Mary, book) is also true. Queries are existentially quantified so that
a query of the form Own(Mary, z) asks ‘Is there some z that Mary owns?’, or in other
words, ‘Does Mary own anything?’. The response to this query would confirm that she
does own something, and also identify what it is that she owns (the book) by returning
z = book. If the program contained an additional fact Own(Mary, car), the query would
return both z = book and z = car to identify that Mary owns both the book and the car.
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2.3.2. Artificial neural networks
Artificial neural networks (ANNs) consist of a set of connected nodes where each node is
an abstraction of a biological neuron [42]. In traditional ANNs, a neuron may contain n
inputs and m outputs. Connections between neurons are defined by a matrix W where
element Wij specifies the weight of the connection from neuron i to neuron j (figure 2.2a).
Given a set of inputs Ii to neuron i, the input potential Ui can be calculated as the
sum of weighted inputs so that Ui =
∑
jWijIij . An activation function takes the input
potential Ui and determines the activation level Ai of neuron i. The activation function
may be linear, non-linear or sigmoidal. In the case of non-linear activation functions, the
activation is binary in that i activates only when the input potential is above a certain
threshold θi.
ANNs are traditionally organised into an input layer which propagates activation to an
output layer, often via a hidden middle layer (figure 2.2b). A network is fully connected
when each neuron in one layer outputs to every neuron in the following layer. The network
as a whole computes a function f on an input vector X and produces an output vector Y
so that Y = f(X).
The weights of an ANN may be modified through a learning process. Supervised learning
through backpropagation is particularly common, in which the error of the output vector
Y is calculated based on a target vector and minimised by modifying W through gradient
descent [86]. Neural networks may also be trained using Hebbian learning [41] in which
connections between two neurons are strengthened when those neurons coactivate. This
is argued to be a more biologically plausible alternative to backpropagation [77, 120].
Certain other traits of traditional ANNs are argued to lack biological plausibility. For
example, there is no distinction between chemical and electrical signals and the propa-
gation of real numbers across neurons is an abstraction of signal propagation in general.
Furthermore, the propagated signals are not trains of action potentials or ‘spikes’ as they
are in biological networks, although spiking neural networks do exist [64] and are used in
the SHRUTI model [89, 95]. Nonetheless, what traditional ANNs lack in biological plau-
sibility is not to be seen as a disadvantage because biologically plausible traits often lead
to more complex models and traditional ANNs as they stand provide effective solutions
to a wide variety of problems [76].
(a) A set of connection weights (b) A fully connected network
Figure 2.2. An artificial neural network
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(a) P → Q without mediating
rule node.
(b) P → Q with mediating
rule node.
(c) P∧Q→ R with mediating
rule node.
Figure 2.3. The general relational structure. P , Q and R are atoms. Clauses in localist neural-
symbolic reasoning systems include an input layer corresponding to antecedents, an output layer
corresponding to consequents, and often a mediating hidden layer corresponding to the rule itself.
2.3.3. General relational structure
Neural-symbolic reasoning systems involve the use of ANNs to represent logic programs.
The work is inspired by that of McCulloch and Pitts [68], who demonstrated the relation-
ship between logic programs and ANNs by showing how logical conjunction, disjunction
and negation could be represented using binary threshold units. Most fully localist neural-
symbolic reasoning systems employ a similar structure in representing logical clauses, al-
beit used in different ways. Antecedent and consequent atoms in a clause are represented
by separate nodes (neurons) in input and output layers respectively (figure 2.3). Clauses
are implemented by connections from antecedent to consequent nodes, usually via hidden
nodes corresponding to each clause. These mediator rule nodes enable conjunction by set-
ting thresholds so that a fixed number of antecedent nodes must be active in order for the
rule to fire (figure 2.3c). Different localist architectures employ this relational structure
slightly differently as will be made clear in each of the relevant sections that follow, but
in all cases, a relation takes the form of a two or three-layer structure as shown in figure
2.3. This common structure shall be referred to as the general relational structure (GRS)
henceforth. The general relational structure is fully localist in the sense that each node
maps to only one particular atom or clause.
2.3.4. Connectionist models
Most of the literature in neural-symbolic reasoning concerns connectionist representations
of logic programs that adhere to the basic principles of traditional ANNs. These connec-
tionist networks are used to implement the neural-symbolic learning cycle [4]. Background
knowledge in the form of a logic program is translated into a connectionist network ac-
cording to a translation algorithm. The network is then trained on further observations
which may support information not contained in the original background knowledge. The
knowledge encoded in the trained network can be extracted in symbolic form, thus produc-
ing an updated knowledge base that reflects not only the original background knowledge
but also the information contained within the training data. Localist and not distributed
representations are preferred for reasons highlighted in section 2.1.4, namely that localist
models are just as capable of modelling cognitive behaviour as distributed models are,
with the additional advantage of interpretability [21, 103]. Connectionist models exhibit
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Figure 2.4. A core network representing the logic program P , P → Q, Q ∧ ¬S → R, assuming
negation as failure. A negated antecedent in a rule is represented by a connection with negated
weight, indicated by the dotted line. Diagram adapted from [5].
biological plausibility in the sense that networks of artificial neurons are used to model
learning and reasoning across a range of domains in which the human brain is just as
capable of doing so [8, 16, 18, 19, 20, 21, 82].
Propositional logic networks
Early connectionist networks known as core networks [45] use ANNs to encode clauses
in propositional logic. Rather than providing an encoding of the logic program itself,
Core networks attempt to capture the underlying meaning of the logic program. Core
networks follow the basic pattern of the general relational structure (section 2.3.3) in
that input, hidden and output neurons represent antecedents, relations and consequents
respectively as shown in figure 2.4. The input and output layers are identical, containing
a neuron for each atom in the logic program. Furthermore, the networks contain recurrent
connections from each output neuron to the input neuron representing the same atom.
These recurrent connections allow new atoms to become active at each cycle, and as
activity continues to propagate over further cycles, the network state will converge on a
least fixed point, providing that one exists. This least fixed point represents the truth
of all clauses that can be derived from the background knowledge. Although the Core
method enables convergence on the meaning of a logic program, no learning mechanism
was provided to learn the original background knowledge or update it with new knowledge.
Non-classical logic networks
The Core Method and another connectionist model known as KBANN (Knowledge Based
Artificial Neural Networks) [111] formed the basis for CILP (Connectionist Inductive
Learning and Logic Programming) [16]. CILP’s main contributions to connectionist
neural-symbolic networks are the encoding of non-classical logics, the ability to train
logic networks using traditional backpropagation, and the ability to extract knowledge
from trained networks. Among the non-classical logics that CILP can represent are modal
[20], temporal [18] and intuitionistic [19] logics. CILP encodes these logics by considering
the possible worlds of the problem domain and representing each one in its own CILP
network. Connections between each of these sub-networks enable transition between the
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Figure 2.5. A Recurrent Temporal Boltzmann Machine (RTRBM) for calculating P (R|B =
b, Rt−1 = rt−1), which is the conditional probability of a set of relations R between a set of
observed beliefs b, given that set of beliefs and a set of previously hypothesised relations rt−1.
Diagram adapted from [27].
worlds. CILP has also been used to find solutions to abductive problems [82] and model
normative reasoning, which has been applied to the control of robots in a RoboCup football
game [8].
Probabilistic reasoning [54, 83], in which the truth of a relation has some degree of prob-
ability assigned to it, can be performed through neural-symbolic computation by using
Recurrent Temporal Restricted Boltzmann Machines (RTRBMs) [27, 28], which have been
applied to simulator training [28] and visual intelligence [27]. RTRBMs (fig. 2.5) are two-
layer networks with recurrent connections in the hidden layer H, and are used to perform
Bayesian inference. Nodes in the visual layer V represent a set of beliefs B and nodes
in H represent hypotheses about a set of relations R. Each Hj calculates a posterior
probability P (R|B = b, Rt−1 = rt−1) where b is a set of observed beliefs and rt−1 is a
set of relations hypothesised in the previous time step. In other words, given a set of ob-
served beliefs and the previous hypothesis, each Hj calculates the probability of a relation
between those beliefs. It is the recurrent connections in the hidden layer that enable the
previous hypothesis to influence the probability of the current hypothesis. The RTRBM
samples rules r from P (R|B = b, Rt−1 = rt−1), and uses r to abduce a new set of beliefs by
calculating the conditional probability of all beliefs (P (B|R = r)). The difference between
observed and inferred beliefs can be used to train the network. When RTRBMs are used
for visual intelligence in the Neural-Symbolic Cognitive Agent (NSCA) [27], beliefs take
the form observed events and verbs that can be used to describe actions, and the hidden
layer calculates the relationships between these.
Predicate logic networks
The Core Method (section 2.3.4) was extended to predicate logic [6, 46]. However the
difficulty with representing predicate logic is that if a logic program contains function
symbols, the program may contain an infinite number of ground atoms. Applying the
original Core method would require an infinite number of neurons to represent all of these
ground atoms. The proposed solution was to use an ANN which maps a real-number en-
coding of an interpretation of a logic program to another. An embedding function encodes
the interpretation I into one or more real numbers and a hidden layer of sigmoidal units
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Figure 2.6. A first-order clause Mother(A,C) ∧Wife(C,B) → Mother In Law(A,B) as repre-
sented by CILP++. Each first-order literal is represented by a separate node. Diagram adapted
from
maps this onto another set of real numbers representing I ′, the immediate consequences
of I. Through recurrent connections from output neurons to corresponding input neurons
the networks iterates I until it settles into a state representing the meaning of the logic
program. However, the solution may only be an approximation, owing to the inherent
inexactness of real-number computation.
CILP has also been extended to predicate logic in a recent model called CILP++ [34].
In a process called propositionalisation, a ground instance of each first-order clause is se-
lected, which then acts as a propositional representation of that clause. This propositional
representation is translated into a network structure using CILP’s translation algorithm,
and new first-order clauses can be learned from further examples using CILP’s learning
algorithm. Each literal in a first-order clause is represented by an individual node. Be-
cause certain roles in first-order clauses are shared by multiple literals, the representation
of those roles is shared between the nodes representing each of those literals, and there-
fore CILP++ uses a form of distributed representation. For example, in the relation
Mother(A,C) ∧ Wife(C,B) → Mother In Law(A,B) in fig. 2.6, although I1 and I2
represent different first-order literals, the concept of C is distributed across both nodes.
Although CILP++ provides a neural-symbolic means of representing and learning first-
order clauses, a means of performing variable-binding in the neural architecture is not
provided. Although each node represents a first-order literal, it treats that literal as a
ground example of that literal. The network therefore behaves like the usual propositional
CILP network, the difference being that a set of first-order clauses can be extracted from
it. Variable-binding can then be performed on the extracted logic program, but variable-
binding using the neurons themselves is a matter for future work. SHRUTI [89, 95],
described below in section 2.3.5, provides a neural binding mechanism, and a possible
means of adapting this to a distributed representation such as that used by CILP++ is
discussed later in chapter 5.
Fibring neural networks
Connectionist non-classical reasoning systems allow for different types of reasoning to be
performed using ANNs and a means of enabling these reasoning systems to interact in
the form of an overall cognitive model has been proposed in the form of fibred neural net-
works [17]. Through so-called fibring functions one network may be treated as a neuron
in another as shown in fig. 2.7. A fibring function is a function that translates a neuron
or network’s input or output. In other words, some fibring functions translate a neuron’s
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Figure 2.7. Fibring neural networks. The input to neuron x in network A is provided as the input
to network B, the output of which is treated as the output of neuron x in network A. Diagram
adapted from [17]
input into a form that a lower level network’s input can understand and others translate
a network’s output into one that a neuron in a higher-level network can understand. By
fibring networks, it is possible to perform recursive processing and increase the expressiv-
ity of connectionist networks to allow for the approximation of any polynomial function
in an unbounded domain. This method provides another means of performing reasoning
on first-order logic and also more generally provides a way of integrating networks that
perform reasoning on different types of logic. Groups of networks integrated in this way
are referred to as fibred network ensembles and point towards an overall cognitive model
that explains how the brain is capable of performing different kinds of reasoning.
In summary, connectionist neural-symbolic networks have been proven to be a powerful
neural-symbolic model as far as expressivity and application to real-world problems are
concerned. Furthermore, the range of interacting capabilities offered by fibred network
ensembles points towards a cognitive model capable of representing a range of reasoning
abilities that humans are also capable of. Although connectionist models are biologically
plausible in the sense that they model a range of human reasoning and learning abilities
using an analogue of biological neural networks, one might argue that they are not as neu-
rally plausible as some other models. As explained in section 2.1.7, neural plausibility is
defined as biological plausibility at the neural level, whereas connectionist models exhibit
biological plausibility at a more abstract level. Biological neurons encode information
in spike trains, learn through Hebbian learning and not backpropagation, and the repre-
sentation used is likely to be more distributed. Neurally plausible models such as those
described later in sections 2.3.5 and 2.3.6 exhibit such traits. Although the connectionist
models reviewed in this section do not exhibit these traits, they are still biologically moti-
vated in that they are networks of neuron-like units that learn through induction, just as
biological neural networks are capable of doing. They model a range of human reasoning
and learning capabilities, and are therefore just as important for modelling cognition as
neurally plausible models are. Furthermore, as argued at the beginning of this subsection
on page 38, the level of abstraction that connectionist networks use is appropriate for
modelling reasoning behaviour.
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2.3.5. SHRUTI
SHRUTI4 is a fully localist neural-symbolic reasoning model which is particularly con-
cerned with modelling reflexive reasoning on causal relations between predicates in a neu-
rally plausible way [89, 95]. The neural plausibility of SHRUTI is largely owed to the
use of Hebbian learning [41] and temporal coding using spiking neurons [30, 98]. Some
parallels between the anatomy of reasoning (section 2.1.3) and SHRUTI’s structure are
also shown in the literature. Furthermore, it is argued that SHRUTI draws even more
biological plausibility from the fact that its structures are well suited to representation
through a model of genetic development [96, 120]. The contribution of this thesis to the
field of neural-symbolic integration is the first such genotypic representation of SHRUTI
networks and an exploration of the evolvability of these genomes. Therefore to support the
findings and conclusions presented in later chapters, it is necessary to provide a detailed
description of the SHRUTI architecture here.
The use of spiking neurons and temporal coding allows SHRUTI to perform variable-
binding using a technique referred to as temporal synchrony, in which a predicate argument
can be bound to some entity by firing neural clusters representing each so that their spike
trains are synchronous (fig. 2.1, page 31). These dynamic bindings can be propagated
between clusters of nodes to encode relations between the concepts they represent.
SHRUTI can be configured for forward or backward reasoning. In forward reasoning,
SHRUTI predicts the consequences of any given fact or observation. In backward reason-
ing, SHRUTI asserts the truth or falsity of predicate instances based on the antecedents of
relations in which those predicates are consequents. In other words, backward reasoning
in SHRUTI simulates the answering of a query in a logic program (section 2.3.1). This
review only concerns how SHRUTI may be configured for backward reasoning, but a full
explanation of SHRUTI’s functionality may be found in the literature [89, 95].
SHRUTI architecture
SHRUTI employs a many-to-one localist relationship between neurons and concepts. Each
node in figure 2.8 represents an ensemble of neurons which corresponds to a particular
concept. For simplicity, SHRUTI can be implemented with one neuron per node, but at
the expense of neural plausibility since even proponents of localist representation would
argue that one-to-one representation in the brain is unlikely [11, 77]. In general SHRUTI
uses a range of node types (table 2.2, page 45) and node functions (table 2.3, page 45).
For the sake of clarity when explaining findings in later chapters, these node functions
and types are assigned different labels as shown in the tables, though these labels are not
necessarily used to describe these nodes in the SHRUTI literature.
Predicates are represented by clusters of nodes, i.e. super-clusters of ensembles of neurons.
4‘SHRUTI’ is not an acronym but a Sanskrit word meaning ”what is heard directly”. The name was
chosen because the SHRUTI developers draw a parallel between the dynamic pattern of acoustic energy
required to encode ”what is heard” and the dynamic patterns of neuron spikes which SHRUTI uses to
propagate information.
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Figure 2.8. A SHRUTI network for two relations Give(x, y, z) → Own(y, z) and Buy(y, z) →
Own(y, z). Inputs in the form of predicate instances to be queried can be provided at enabler and
role nodes. Output at a positive or negative collector node corresponds to a predicate instance’s
truth or falsity, respectively. The propagation of activation is shown by the arrows. A detailed
example of activation propagation during inference is given in fig. 2.10 on page 47. Diagram and
example adapted from [95].
Figure 2.9. A SHRUTI network for the relation P (x, y) ∧Q(x, y)→ R(x, y), implemented using a
mediator structure.
Predicate clusters contain one role node for every predicate argument. Each role node
belongs to a family of nodes called m-ρ nodes (table 2.2). Each m-ρ node fires a spike
train in the phase of its inputs, provided that those inputs are in synchrony with each other
and that their sum is above threshold. They may also fire in multiple phases. A set of
entity nodes (labelled ‘ent ’), also of the family m-ρ, represent entities which may fulfil the
roles of predicate arguments (e.g. John, Mary, Paul and book in figure 2.8). An entity is
bound to an argument when the corresponding nodes are fired in synchrony with each other
and a predicate instance takes the form of a set of role-entity bindings. For example, firing
Owner and Mary in phase 1, and Object (from the Own predicate) and Book in phase
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Label Description
τ -and Temporal AND node, fires an unbroken output signal (i.e. continuous and not
phased) upon receiving sufficient above-threshold unbroken inputs.
m-ρ Fires a spike train in phase with a set of above-threshold input spikes. May
fire in multiple phases.
Inhibitory Blocks signal propagation along a connection.
Table 2.2. Node types in SHRUTI
Label Node function Node
type
Description
col Collector τ -and Receives activation asserting the truth value as-
sociated with the current predicate instance.
ena Enabler τ -and Receives activation to initiate a query; i.e. a
search for the truth or falsity of the current pred-
icate instance.
role Role m-ρ Represents a predicate argument and receives ac-
tivation in phase with an active entity node to
form a dynamic binding between that predicate
argument and that entity.
ent Entity m-ρ Represents an entity that may be bound to a
predicate argument.
medTr Truth mediator τ -and Propagates truth from antecedent to consequent
enablers.
medQu Question mediator τ -and or
m-ρ
Propagates activations from consequent to an-
tecedent enabler (τ -and) or collector (m-ρ) nodes
as relations are searched for the answer to a query.
fact Fact τ -and Fires when a predicate instance matches a fact in
the background knowledge.
inhib1 Level 1 inhibitor Inhibitory Detects binding errors between role and entity
nodes.
inhib2 Level 2 inhibitor Inhibitory Interrupts fact node activation if a binding error
is detected in a level 1 inhibitor.
Table 2.3. Node functions in SHRUTI
2, creates an instance of Own(Mary, book) (Mary owns the book). Predicate clusters also
contain positive and negative collector nodes (col), which fire when the current predicate
instance has been asserted as true or false respectively, and enabler nodes (ena), which
fire when the truth of the current predicate instance is queried. Enablers and collectors
belong to the τ -and (Temporal-AND) class of nodes, which do not fire phased spike trains
but instead fire continuous, unbroken signals upon receiving continuous, unbroken signals
from their inputs.
Relations between predicates are represented by connections between corresponding nodes,
along which variable-bindings may propagate. For example, in fig. 2.8, the relation
Give(x, y, z) → Own(y, z) is represented by connections between the collectors (A), be-
tween the enablers (B), and between role nodes that share bindings (C and D). Al-
though existential and universal quantification in SHRUTI are both possible [90], re-
lations are limited to universal quantification in the basic model described here. For
example, Buy(y, z) → Own(y, z) is true for all y and z. Conjunction is possible by
a mediating τ -and node which activates when it receives activation from the collec-
tors of all of its antecedents and directs its own output to the collectors of all conse-
quents (fig. 2.9). However, relations with repeated predicates in the antecedent (e.g.
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Father(x, y) ∧ Father(y, z) → Grandfather(x, z)) cannot be implemented without fur-
ther circuitry that enables the multiple instantiation of predicates. This functionality is
not covered in this thesis, but is described in detail in the literature [95]. Some SHRUTI
implementations may employ entire mediator structures that propagate asserted truths
(medTr nodes) and activation necessary for performing a query (medQu nodes) between
antecedent and consequent predicate clusters. These mediator structures help to enforce
type restrictions, which are also not covered in this review. Fig. 2.9 on page 44 shows a
relation implemented with a mediator. Note that the basic structure of a relation adheres
to the general relational structure described in section 2.3.3, in that activity propagates
between antecedent and consequent nodes, possibly via hidden mediator nodes. The main
difference is that the structure is repeated for each enabler, collector and role node instead
of each antecedent, consequent and relation being represented by only one node.
Long-term background knowledge is encoded by pattern-matching circuits that represent
static facts. A static binding is a variable binding in long-term memory between an en-
tity and predicate argument. For example, for the encoding of Give(John,Mary, book)
in fig. 2.8, the entity John is statically bound to the argument Giver. Static bind-
ings persist through time, unlike dynamic bindings, which are temporary bindings created
through the synchronous firing of neurons during inference. Facts in SHRUTI are exis-
tentially quantified so that, for example, the fact Buy(Paul, x) is interpreted as ‘Paul
bought something’. A fact node only fires when the dynamic bindings of the correspond-
ing predicate instance match a set of static bindings encoded by two arrays of inhibitory
connections. For example, Fact 1 in fig. 2.8 will only fire if Give(x, y, z) is instantiated
with any of the bindings from Give(John,Mary, book) but no others. That is, Fact 1
will fire for Give(John,Mary, book), Give(x,Mary, book), Give(John, y, z), etc. but not
Give(Paul,Mary, z). Level 1 inhibitory nodes (inhib1 ) detect binding errors between role
and entity nodes and propagate activation from the role nodes to the level 2 inhibitory
nodes (inhib2 ) if bindings do not match. The level 2 inhibitors then block the activation
of the fact node with this signal. The fact circuit used in the SHRUTI model is an ab-
straction that was later expanded upon in the form of the SMRITI model (System for
the Memorization of Relational Instances from Transient Impulses) [91, 94], a model of
episodic memory formation compatible with SHRUTI. Inhibitory nodes in SHRUTI corre-
spond to more complex binding detector circuits in SMRITI that essentially perform the
same function, inhibiting the propagation of the enabler’s input to the fact node if any
binding errors are detected. Otherwise, a successful set of bindings enables the fact circuit
to propagate the truth of the relational instance to the predicate cluster and relational
network in general.
To demonstrate how SHRUTI works as a backwards reasoner for answering queries, the
example from section 2.3.1 will be used. The inference process is illustrated in fig. 2.10
on the following page and the node activation history is shown in fig. 2.11 on page 48.
Consider the query ‘Does Mary own the book?’, which can be asked by creating an in-
stance of Own(Mary, book) as described above and firing the enabler of Own (fig. 2.10a).
The bindings propagate along the role node connections of relations for which Own is
a consequent so that Mary also becomes bound to recipient and buyer, and book be-
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(a) The query ‘Does Mary own the book?’ is asked by firing the enabler (?) of Own and creating an
instance of Own(Mary, book) by binding Mary to Owner and by binding book to Object (Own).
(b) Bindings established in fig. 2.10a are propagated to Give and Buy to present the queries ‘Did
somebody give Mary the book?’ and ‘Did Mary buy the book?’.
(c) Bindings for Give and Buy are compared against the facts. Bindings match for Give and its
positive collector (+) activates to confirm Give(x,Mary, book). Square inhibitory nodes indicate
that activation has been inhibited.
(d) Activation propagates from the positive collector (+) of Give to the positive collector (+)
of Own, thus asserting that because Give(x,Mary, book) is true for some value of x, so is
Own(Mary, book).
Figure 2.10. SHRUTI inference example. The complete circuit can be found in fig. 2.8.
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Figure 2.11. The flow of activation in the SHRUTI network when performing the inference process
shown in fig. 2.10 to answer the query Own(Mary, book)? Numbers in brackets represent the order
in which nodes fire. Mary, Owner, Recipient and Buyer all fire in one phase, and book and all
object nodes fire in another. Enabler (?), collector (+, - ) and fact nodes all fire in continuous,
unbroken phase. Diagram and example adapted from [95].
comes bound to the object nodes of both relations (fig. 2.10b). Activity also propagates
along the enabler connections to trigger a search for the truth of the antecedent instances.
In other words, the network is now also asking ‘Did somebody give Mary the book?’
(Give(x,Mary, book)) and ‘Did Mary buy the book?’ (Buy(Mary, book)). In fig. 2.10c,
the static bindings that represent the fact Buy(Paul, z) (Paul bought something) are not
matched by Buy(Mary, book) and so output from the role nodes of Buy fire uninhibited
by the inhib1 node associated with Fact 2. Activation from the role nodes therefore prop-
agates to the inhib2 nodes, blocking the activation of Fact 2 and thus indicating that
the fact Buy(Paul, z) neither confirms or denies the truth of Buy(Mary, book). However,
the static bindings of the fact Give(John,Mary, book) (John gave Mary the book) do
match the dynamic bindings at Give. Therefore the inhib1 nodes associated with Fact 1
blocks the propagation of output from the role nodes of Give so that Fact 1 is free to ac-
tivate. The activation of Fact 1 propagates to the positive collector of Give to assert that
Give(x,Mary, book) is true because Give(John,Mary, book) is true (fig. 2.10c). Activa-
tion then propagates to the positive collector of Own and confirms that Own(Mary, book)
(Mary owns the book) is true because Give(x,Mary, book) is true (fig. 2.10d).
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At an anatomical level, the SHRUTI architecture has some biological plausibility. The
collection of fact circuits corresponds to the hippocampus, where episodic memories are
encoded and retrieved. These memories are sent to and retrieved from other cortical cir-
cuits that process them. However, as argued in section 2.1.3, exactly which cortical circuits
participate in reasoning is unclear, though evidence suggests that circuits involved in both
visual and linguistic tasks are also involved in reasoning [81]. In summary, the passing of
activation between fact circuits and the reasoning system in SHRUTI is equivalent to the
sharing of information between the hippocampus and other cortical areas.
The overall SHRUTI model has other capabilities such as type restrictions and the process-
ing of queries other than ‘yes or no’ questions (for example, ‘what did John give Mary?’,
i.e. Give(John,Mary, x)?), but these are excluded from this review as the artificial de-
velopment of the necessary circuitry has not yet been attempted. Details of the more
advanced capabilities of SHRUTI may be found in the literature [89, 90, 95, 117, 119].
Learning in SHRUTI
The SHRUTI literature also proposes means by which knowledge represented by SHRUTI
networks can be learned [91, 96, 118, 120]. Of particular relevance to the work in this
thesis are the learning of relations and facts.
Causal Hebbian learning (CHL), based on Hebbian learning [41], is used by SHRUTI for
the learning of causal relations between predicates [118]. Furthermore, like the RTRBM
[27, 28], CHL provides a neural-symbolic means of learning probabilities associated with
logical relations, thus integrating the SHRUTI model with probabilistic reasoning [54, 83].
For example, connections in a SHRUTI structure for the relation A(x, y)→ B(x, y) reflect
P (B(x, y)|A(x, y)).
CHL works as follows. Consider again the relation A(x, y)→ B(x, y). A sequence of event
observations in the form of predicate instances are presented to the network. If an instance
of a predicate A such as A(a, b) is observed and then an instance of predicate B using
the same bindings (B(a, b)) is observed to follow within a fixed time window, the weights
of connections between their nodes are strengthened according to equation 2.1 in order
to strengthen the relation A(x, y)→ B(x, y) and reflect P (B(x, y)|A(x, y)), the likelihood
that an instance of A is followed by an instance of B. However if B is not observed within
the time window of A, the connections are weakened according to equation 2.2 in order
to weaken the relation and reflect the likelihood that an instance of A is not followed by
an instance of B. The learning rate α for any connection is inversely proportional to the
number of weight updates that have been performed on that connection (equation 2.3) so
that connection weights that have already been supported by a large amount of evidence
are not easily changed. However, the number of updates must be initialised to a value
greater than zero to avoid division by zero in equation 2.3.
wt+1 = wt + α(1− wt) (2.1)
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wt+1 = wt − α ∗ wt (2.2)
α = 1/#Updates (2.3)
If one does not wish to interpret probabilities and is only concerned with the binary truth
of learned relations, as is the case in chapters 3 and 4 later on, true relations can be
considered to be those for which connection weights are greater than or equal to 0.5,
and false relations can be considered to be those for which weights are below 0.5. For
example, if weights for A(x, y)→ B(x, y) are above 0.5, then it considered to be true that
when A(x, y) occurs, B(x, y) will follow. One observance of (A(x, y), B(x, y)) in the event
sequence used for training is sufficient to raise the connection weights accordingly, but a
later observance of counter-evidence (A(x, y) occurring alone) can weaken the connection
weights to below 0.5. The number of observances of (A(x, y), B(x, y)) required before the
connection weights converge to a value above 0.5 depends on how often counter-evidence is
also observed. More instances of (A(x, y), B(x, y)) must be observed than those of A(x, y)
occurring alone in order for weights to converge at a value above 0.5.
CHL was largely theoretical and only tested on very small propositional logic programs
that did not include predicate arguments, as shown in figure 2.12. Furthermore, relational
structures did not include mediator clusters and instead connected antecedent and con-
sequent nodes directly. Before learning began, each node was connected to every other
node of the same function (collectors to collectors and enablers to enablers) with weak
initial weight values. A sequence of 500 events was generated according to the probabilities
specified in figure 2.12a and presented to the network. After the network had observed all
events, the connection weights loosely reflected the probabilities. For example, the weights
of the connections from +:buy to +own and from ?:own to ?:buy reflect the probability of
Buy → Own (P (Own|Buy) = 0.75) in that they are in roughly the same ball-park (0.67
and 0.81 respectively), but are not as accurate as they could possibly be. Then again, as
argued earlier in section 2.1.3, humans are not perfect reasoners, and perhaps therefore
a biologically plausible model of probabilistic reasoning should not be expected to be so
accurate. Nonetheless, if one is interested in modelling probabilistic reasoning, and bio-
logical plausibility is not a concern, other models that are not neural-symbolic and are far
more developed would be more suitable [54, 83]. Given the very limited environment in
which CHL was tested, RTRBM [27, 28] shows more promise as a neural-symbolic model
of probabilistic reasoning because it has been successfully applied to real-world scenar-
Relation Probability
Buy 0.5
Find 0.5
Buy → Own 0.75
Find→ Own 0.45
(a) Probabilities used to generate ob-
servation sequence
Source Target Weight
+:buy +:own 0.67
?:own ?:buy 0.81
+:find +:own 0.42
?:own ?:find 0.65
(b) Connection weights after Hebbian
learning
Figure 2.12. Original test scenario for Hebbian learning in SHRUTI [118]. The probability asso-
ciated with a relation can be interpreted as the probability that the consequent is observed after
an occurrence of the antecedent, i.e. P (consequent|antecedent), and learned connection weights
loosely reflect this probability.
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ios. However because this thesis is concerned with the artificial development of SHRUTI
networks, it was necessary to use SHRUTI’s CHL learning mechanism to learn relations.
It was decided to test CHL on larger test scenarios than were used in [118] before at-
tempting to integrate it with a model of development. These experiments are performed
later in chapter 3. Furthermore, the experiments on trained networks in [118] only com-
pare learned connection weights to target values and do not test performance. In other
words, they do not test how well trained networks answer questions on the logic programs
they represent. Trained networks are tested this way in chapter 3. Finally, CHL was not
compatible with mediator structures and a solution is proposed in chapter 4.
Another learning method for SHRUTI, called Utile Concept Learning (UCL), was proposed
for learning new predicate or mediator clusters [120]. UCL involves a method known as
recruitment learning, which has biological plausibility in that it involves the recruitment of
nodes through long-term potentiation (section 2.1.2, [93]). Recruitment learning works as
follows. A node is considered to be recruited when it shares strong connections with other
recruited nodes in the network so that it can participate in the propagation of activation.
A new predicate or mediator cluster is recruited (i.e. learned) when all of its nodes have
been recruited through recruitment learning. In other words, a cluster is recruited by
virtue of its strong connections to other recruited clusters. For example, coactivation of
the predicate clusters for Child(x) and Male(x) could lead to the recruitment of another
cluster which could be interpreted as Boy(x). Coactivation of P (x, y) and Q(x, y) could
lead to the recruitment of a mediator cluster that later enables relations of the form
P (x, y) ∧Q(x, y)→ R(x, y) to be learned. In general, through Utile Concept Learning it
is possible to learn a new concept by association of two older ones. However, UCL was
only tested at an abstract level and a neural-level implementation was never proposed.
Although no learning mechanism exists for SHRUTI’s fact structures, one was proposed
for SMRITI [91]. SMRITI was produced to demonstrate how persistent episodic memo-
ries can be rapidly formed in a neural network anatomically similar to the hippocampal
system. SMRITI is a very complex system, of which the fact circuits depicted in figure 2.8
only form an abstraction. Because this thesis is only concerned with this abstract model
employed by SHRUTI, full detail of the recruitment of all of SMRITI’s circuitry is ex-
cluded from this review. However a summarised explanation is included because learning
in SMRITI is adapted to SHRUTI fact circuits later in chapter 4. Learning is performed
through recruitment of nodes. The recruitment of circuits equivalent to level 1 inhibitor
nodes (inhib1 ) is ultimately triggered by synchronous firing of the corresponding entity
and role node inputs. The recruitment of circuits corresponding to the level 2 nodes (in-
hib2 ) and the fact node occurs when the output of the level 1 nodes coincides with output
propagated from the enabler.
In general, SHRUTI has the capability to learn sets of facts, relations and other structures
from a network of nodes with initially weak connections. However as the complexity of
structures increases, the likelihood that those structures can be learned from a randomly
interconnected network of neurons is reduced. SHRUTI’s developers argue that some pre-
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organisation of cognitive structures that enables those structures to be learned is required
[96, 120]. Referring to the work of Marcus [65], the developers highlight that biologi-
cally plausible genetically-based processes such as generative and developmental systems
(section 2.5) enable such pre-organisation, although a genetic model for the development
of SHRUTI networks was not proposed. Such a model is the main contribution of the
work presented in this thesis. Another reason for exploring such models and attempting
to evolve them is that this thesis is concerned with working towards an understanding of
how reasoning can be represented at the neural level. Biological neural networks are a
product of evolution and therefore artificial evolution may be able to produce cognitive
models that contribute towards such an understanding. Why SHRUTI is preferred over
other models for this goal is elaborated further in section 2.3.7 below.
Although SHRUTI is preferred for its biological plausibility at the neural level, it employs
local representations. The extent to which neural representations are local or distributed
remains a matter of controversy (section 2.1.4). In either case, even proponents of localist
representation argue that localist models may be distributed to some extent as long as
any neuron encodes more for one concept than it does for any other [77]. The neural
plausibility of SHRUTI could be supported further if it can be shown that its neurally
plausible binding mechanism is also compatible with a more distributed representation.
Furthermore, later findings in chapter 4 suggest that distributed representations may be
a worthwhile avenue to explore in improving the evolvability of SHRUTI networks.
2.3.6. Distributed representations
In summary, distributed representations of neural-symbolic reasoning are of interest to
this work for biological plausibility and for the possibility of improving the evolvability
of SHRUTI networks. Findings in localist models make important contributions to the
understanding of cognition and a move to distributed systems is not to say otherwise.
While localist models are informative as to the capabilities of neural representations of
symbols and how neural-symbolic cognitive modules could interact, distributed represen-
tations may be informative as to how knowledge is actually represented by the neurons
themselves even if neural representations in biology are only partially distributed as some
proponents of localist representation suggest [77]. In order to work towards a more gen-
erally distributed model, models in which both concepts and the relations between them
are represented in a distributed way are of interest.
A number of neural-symbolic reasoners already include some form of distributed represen-
tation. Given that the primary aim of this thesis is to explore the evolvability of SHRUTI
networks, the review of distributed models begins with other neural-symbolic reasoners
that employ variable-binding by spiking neurons [48, 102]. However, these models only
distribute the representations of the concepts which are reasoned upon, and the reasoning
mechanisms themselves are not distributed. The review then considers models in which
the reasoning mechanisms are distributed, even though these models do not use spiking
neurons [3, 109]. Finally, other distributed neural-symbolic models for tasks other than
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reasoning are briefly discussed with particular attention paid to similarities they share
with neural-symbolic models that do perform reasoning [74, 75, 121].
Spiking methods
LISA (Learning and Inference with Schemas and Analogies) represents concepts in a hi-
erarchy in which concepts are constructed from lower-level units [48] (figure 2.13a). At
the bottom of the hierarchy are a set of semantic units over which object representations
can be distributed. For example, John is represented by bidirectional connections from
the object unit ‘John’ to the semantic units ‘male’, ‘adult’ and ‘human’, and Mary is rep-
resented by ‘female’, ‘adult’ and ‘human’. Because LISA distributes objects over shared
semantic units, it is possible to perform reasoning by analogy. Nodes sharing semantic
units will fire in the same phases and therefore Hebbian learning can be used to form
mappings between those nodes so that they can be identified as analogous (figure 2.13b).
Assume that one knows that because John loves Mary and Mary loves Paul, John is jeal-
ous of Paul. Assume also that one knows that Tom loves Susan and Susan loves David,
but does not know that Tom is jealous of David. Nodes participating in (loves(John,
Mary), loves(Mary, Paul)) and (loves(Tom, Susan), loves (Susan, David)) are analogous
and so mappings are formed between corresponding nodes (figure 2.13b). Through these
analogous mappings the network can infer that Tom is jealous of David (jealous(Tom,
David)).
LISA is an example of a localist model that is partially distributed [77] because concept
representations are only distributed in the sense that they are distributed over semantic
units describing their features. The lowest level of abstraction is symbolic and the model
does not degrade gracefully at this level. For example, removal of the symbolic unit
(a) Representation of the analogues ‘John loves Mary, Mary loves Paul, John is jealous of Paul’
and ‘Tom loves Susan, Susan loves David’
(b) Examples of mappings formed between analogous nodes using Hebbian learning.
Figure 2.13. LISA - Learning and Inference with Schemas and Analogies. Diagrams and example
adapted from [49].
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Figure 2.14. Inference in INFERNET [102]. Both antecedent and consequent are temporarily
bound to concepts filling each role using Hebbian learning. Although the representations of fall over
and get hurt may be distributed, the circuitry implementing the A → B rule to which those
concepts are bound is local.
‘human’ still leaves concepts such as ‘John’ and ‘Mary’ intact, but eliminates the concept
of ‘human’ entirely. Furthermore, even though concepts are in some sense distributed, the
mappings between nodes that enable reasoning by analogy are local.
INFERNET uses sparsely distributed clusters to represent concepts [102]. The long-term
knowledge base contains neural implementations of logic gates for encoding logical relations
and answering queries. Working memory takes the form of temporary bindings between
objects in the long-term memory so that reasoning processes encoded in the long-term
memory can be used to perform inference on those temporary bindings. For example,
given a general relation A→ B in the long-term memory, a relation fall over → get hurt
can be temporarily formed by binding A to fall over and B to get hurt through Hebbian
learning (figure 2.14). However even though concept representations such as fall over
and get hurt may be distributed, the nodes in the long-term memory to which these are
bound, and other circuitry used to perform reasoning, are local. Furthermore, even though
Hebbian learning is used to learn temporary bindings in short-term memory, long-term
knowledge itself is encoded by fixed weights and no mechanism for learning long-term
knowledge has been proposed. Learning is restricted to the working memory only. This is
unlike SHRUTI, in which rules in the knowledge base can in fact be learned.
Associative Memories
Neither LISA nor INFERNET employ distributed representation in their encoding of re-
lations, only in their representation of concepts. Systems based on associative memories
(also known as Lernmatrices) [108] do not employ spiking neurons but do allow for dis-
tributed representation of relations as well as concepts. In an associative memory, symbols
are represented as vectors for which each element can be represented by a neuron in the
input layer and the output layer (figure 2.15). Neurons are fully interconnected as in a
traditional neural network so that input vectors can be associated with output vectors.
Associations between the elements of two different vectors are learned by using binary
Hebbian learning to strengthen connections between neurons that coactivate. Given that
a concept’s representation is distributed over a set of vector elements, a set of element
mappings therefore corresponds to an association between two concepts. Although they
have more general applications, associative memories have been used to model reasoning.
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(a) Network (b) Weight matrix
Figure 2.15. Associative memory (or Lernmatrix ) for associating elements of an input vector with
those of an output vector. The network can be represented as a matrix containing a weight wi,j
for each input and output vector element combination. Diagram adapted from [121].
It is worth mentioning that RTRBMs [27, 28], mentioned earlier in section 2.3.4, are a
form of associative memory.
Associative memories are a key component of the CLARION cognitive architecture [109].
CLARION explores the interaction between implicit (sub-symbolic) and explicit (sym-
bolic) knowledge by representing the former using distributed methods, the latter using
localist representation, and by allowing the two to interact. CLARION is a general cog-
nitive architecture, and reasoning is among the cognitive abilities it is capable of repre-
senting, both at the explicit (top) and implicit (bottom) level. The bottom level contains
identical sets of feature neurons in the input and output layers, similar to the feature sets
used to distribute representations of objects in LISA. The set of weights between layers
form an associative memory and encode relations between feature sets.
ARCA (Associative Rule Chaining Architecture) [3] is a rule chaining mechanism based
on Correlation Matrix Memories (CMMs) [58], which combine correlation matrices and as-
sociative memories. Propositions and rules are represented as binary strings with neurons
representing each element of the string. The input and output layers represent antecedent
and consequent strings respectively. The middle layer corresponds to the set of rule strings.
Through connections between layers, antecedents are associated with rules which are then
associated with consequents.
Because input vectors are associated with output vectors, possibly via a hidden mediator
layer, associative memories are effectively distributed equivalents to the general relational
structure (section 2.3.3). Associative memories are even more closely related to connec-
tionist networks (section 2.3.4) in that the output of an associative query can be recursively
fed into the input of another in order to draw new conclusions at each iteration until all
conclusions have been drawn.
It should also be noted that as with LISA [48], if each vector element is considered to
represent an individual feature, loss of the corresponding node removes all knowledge of
that feature. Therefore even though representations are distributed at some level, they
will always be local at some deeper level. Nonetheless, associative memories still provide a
move towards a more distributed model of reasoning in which both symbols and relations
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are represented in a distributed way. While localist models are still relevant in cognitive
modelling [77], distributed models such as associative memories may contribute to the
understanding of how reasoning is represented at a less abstract level, i.e. how neurons
themselves actually represent logical relations.
Other distributed Neural-Symbolic Methods.
The work reviewed so far only covers neural-symbolic reasoning systems. However work in
the literature concerns distributed representation of other symbolic processes too. Some
of the ideas discussed so far have similarities with other neural-symbolic cognitive models
and therefore it may be that evolution of neural-symbolic reasoning systems supports the
evolution of cognitive models in general or vice-versa. A more detailed discussion of these
ideas and how they relate to artificial development may be found in [115].
A logical relation is a type of association between two or more concepts. The task of
learning an association can be regarded as that of learning a new concept from old ones.
This idea is supported in developmental psychology, with children learning new concepts
through the equilibration of others [78]. SHRUTI’s utile concept learning method works
in this way, learning new predicates from older ones [120]. Aside from neural-symbolic
reasoning but remaining within neural-symbolic integration, this learning of new concepts
from associations between old ones has been applied to dimensionality reduction in design
[75]. Dimensions are reduced by forming chunks, associations between design variables
that have mutual effect in achieving a goal.
Associative memories have also been used in Neural-Symbolic Integration for visual intelli-
gence [121]. Hebbian learning was used to learn associations between visual scenes as part
of a production system [2]. Different states in the form of visual scenes are represented
as binary feature vectors and associations between them are learned through Hebbian
learning using input and target states. Using these associations, the production system
is able to determine the necessary steps to take in order to reach a target state from the
current state. The use of associative memories in both reasoning and visual intelligence is
consistent with evidence that the same brain regions may be used for both tasks [81].
The Hebbian-based merge neural gas algorithm [66] has been used for learning action
schemas that describe interactions between objects independently of schema labels [74].
For example, the network observes a dog chasing a cat and learns A(x, y) instead of
Chase(Dog,Cat), distinguishing the two entities and the relation between them without
learning what they are called.5 This supports the cognitive theory that a mental schema
does not immediately have a symbol associated with it [74, 75]. It is not a symbol that
is learned but a generalisation of all the situations in which the concept that symbol
represents has participated in, essentially forming an association between them.
With similarities such as learning by association and Hebbian learning, results from evolv-
5The Neural-Symbolic Cognitive Agent ([27], section 2.3.4), performs a similar task in that it also learns
relations between visual events.
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ing distributed reasoning systems may generalise to other cognitive models that involve
learning by association. This is another reason to explore the evolvability of neural-
symbolic networks.
2.3.7. Summary of neural-symbolic reasoning
All fully localist neural-symbolic reasoning systems employ similar structures in represent-
ing a logical relation, albeit in different ways. Antecedent and consequent propositions are
represented by separate nodes, and connections between those nodes represent the rela-
tions between antecedents and consequents, sometimes via additional nodes corresponding
to each rule. Different architectures implement this slightly differently. For example, Core
networks represent antecedent, rule and consequent nodes in a single three-layer structure
with recurrent connections from the output layer to the input layer (section 2.3.4). In
SHRUTI on the other hand, each predicate and relation is represented by a cluster of
nodes and a three or two-layer structure exists for each relation (section 2.3.5). In both
cases, the two or three-layer general relational structure in figure 2.3 is applied.
Different neural-symbolic reasoners contribute to cognitive modelling in different ways.
While CILP and fibring networks (section 2.3.4) contribute more to the expressivity of
neural-symbolic reasoning by allowing for non-classical reasoning networks and the interac-
tion between them, SHRUTI networks contribute more to neural plausibility by employing
Hebbian learning and spiking neurons. This is not to say that either model is generally
preferred over another, as they make different yet equally useful contributions towards
cognitive modelling. An interesting direction for future research would be to explore how
well the use of spiking neurons and temporal bindings translate to fibred non-classical
logic networks in order to combine the advantages of expressivity and neural plausibility.
This thesis is more concerned with neural plausibility than it is with expressivity, aiming
to evolve a neurally plausible model of reasoning through a biologically plausible means
of evolution, with the potential for expanding the work to more expressive models and
even cognitive models of other functions such as visual intelligence. Discovering neurally
plausible models in this way may help provide understanding as to how biological neurons
represent reasoning. Current knowledge as to how reasoning is represented in the brain
is largely at the anatomical level [81]. Because SHRUTI networks exhibit some degree
of neural plausibility, this thesis begins to explore the evolvability of neural-symbolic
networks with these. Furthermore, the idea that all fully localist neural-symbolic reasoners
share the same general relational structure suggests that conclusions made about the
evolvability of SHRUTI may have implications for neural-symbolic reasoners in general.
However, the main reason for exploring the evolvability of SHRUTI networks in particular
is that SHRUTI’s developers have already argued a case for biologically plausible genetic
representations of SHRUTI networks but this claim has yet to be tested [96, 120]. It was
also for this reason that SHRUTI was preferred over LISA and INFERNET for exploring
the evolvability of neurally plausible models. Genetic encodings allow for the reproduction
of similar substructures and SHRUTI networks contain many repeated structures such as
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relational and fact structures. A stronger case for the biological plausibility of SHRUTI
networks could be made by demonstrating that they can be represented in a developmental
genome and that such genomes can be discovered through an evolutionary search just as
biological neural networks were.
Later findings in chapter 4 show that SHRUTI networks are difficult to discover through
evolution, most probably because of the fact that they use localist representation, which
is a reason to consider distributed alternatives to the SHRUTI model. Regardless of
whether or not this would improve evolvability, compatibility with distributed representa-
tions would make an even stronger case for the biological plausibility of the SHRUTI model
because this would demonstrate that SHRUTI’s dynamic binding mechanism is compat-
ible with both localist and distributed theories. Furthermore, even though the level of
distribution in biological networks remains a controversial topic, even proponents of local-
ist representation argue that localist models may be partially distributed [77]. SHRUTI’s
main contribution to neural-symbolic reasoning is the use of spiking neurons for forming
dynamic bindings, so another interesting avenue for exploration would be how well this
idea integrates with associative memories [3, 108, 109], which distribute the representation
of both concepts and relations. This issue is discussed further in chapter 5.
2.4. Evolutionary algorithms
Before going into detail about evolution through artificial development, it is necessary to
discuss evolutionary algorithms in general. Evolutionary algorithms exploit features of
evolution and natural selection to discover optimal or near-optimal solutions to problems,
particularly for scenarios in which exploration of every possible solution is expensive or
intractable [52]. A random population of genomes is generated and each individual’s
suitability for the problem solution is measured according to a fitness function, where
an improvement in fitness reflects maximisation or minimisation of the target objective,
depending on the particular problem. Solutions are then selected at random for variation,
a process through which individuals pass on their genes to the next generation. During the
selection process, individuals are usually weighted by their fitnesses so that fitter solutions
have a higher chance of passing on their genes. Common variation operators are mutation
and crossover. In mutation, a parent is copied and randomly selected genes are changed
to produce a new, child genome. In crossover, two parents are selected and copies of these
parents randomly swap some of their genes to produce two children. The aim is that as
this process of selection and variation repeats with each new generation of genomes, the
average fitness of the population will improve until it converges at near-optimal fitness,
suggesting that one or more near-optimal solutions have been found. The evolutionary
process is stopped after a fixed number of generations or when fitness has converged.
However, selecting the best solution becomes more complicated when there are multiple
objectives to be satisfied, especially if there is some trade-off between those objectives. In
other words, there is no single solution that is optimal for all objectives. Multi-objective
evolutionary algorithms [14] take all objectives into account and search for solutions that
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Figure 2.16. Solutions in a multi-objective minimisation problem. Points on the Pareto front,
shown as a red line, are non-dominated in that they are not dominated by any other solutions.
are said to be non-dominated. If the goal is to maximise objectives, a solution i dominates
another solution j if all objective values of i are greater than or equal to the corresponding
objective values in j and at least one objective value of i is greater than the corresponding
objective value in j. If the goal is to minimise objectives, the definition is the same
except ‘greater than’ is replaced with ‘less than’. With domination defined this way, a
solution i is non-dominated if i is not dominated by any other solution. The Pareto front
is the name given to the set of non-dominated or Pareto optimal solutions (figure 2.16),
and the aim of the evolutionary search is to improve the objective values in this front
at each generation. However solutions can no longer be selected for variation based on
any individual fitness value. Instead, selection is often based on other measures. One
such measure is rank, in which solutions are ranked based on their dominance of or by
other solutions. Another method called crowding distance may be used as a tie-breaker
when two competing solutions are equal in rank. In this case, solutions are selected based
on their distance from other solutions in objective space in order to encourage a diverse
set of solutions in the final Pareto front. After the desired number of generations or after
convergence has occurred, it is the task of a human decision maker to choose their preferred
solution from the Pareto front because no individual member of the Pareto front can be
said to be better than any other.
The work in this thesis uses the multi-objective algorithm Nondominated Sorting Genetic
Algorithm II (NSGA-II) [29] to evolve SHRUTI networks. In this algorithm, solutions
are sorted into ranked non-dominated fronts where the Pareto front is the highest rank
0, and all members of any front dominate all members of lower-ranked fronts. At each
generation, parent and offspring populations are combined, sorted by rank and then by
crowding distance, favouring less crowded solutions. Edge points for each objective are
assigned infinite crowding distance to ensure that they are always preserved. The best N
solutions are selected to form a new population, where N is equal to the population size
at each generation. This process of combining, sorting and selecting ensures elitism, the
preservation of desirable solutions across all generations, which has been shown to improve
the performance of genetic algorithms. From this new population, solutions are selected
for variation by binary tournament selection, producing a new set of offspring so that the
process may repeat. The full algorithm can be found in the literature [29].
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2.5. Generative and developmental systems
The developers of SHRUTI argue that a model of genetic development would enable
SHRUTI networks to develop in a biologically plausible way [96, 120]. Returning to
Dawkins’ example quoted in section 2.1.6, genetic development is not a blueprint of an
organism’s appearance but a recipe for its gradual production [22]. Genomes used in tradi-
tional evolutionary algorithms are closer to the blueprint model in that they are descriptive
representations that explicitly encode the topology of the phenotype. This is known as
direct encoding [97, 107]. Generative and Developmental Systems (GDS) [13, 105] are
closer to the recipe model employed by DNA and are therefore more biologically plausible
and relevant to the goal of this thesis. The genomes used by generative and developmental
systems are prescriptive in that they provide a set of instructions for the gradual devel-
opment of the phenotype. This is known as indirect encoding. In general, generative and
developmental systems exploit many biologically plausible phenomena covered in section
2.1.6: gene expression, repeated substructures, cell differentiation and cell division. The
field relating to generative and developmental systems and their evolution is sometimes
known as Artificial Development, among other names [13]6. For clarity henceforth, the
term generative and development systems will be used to refer to systems represented by
indirect encodings and the term Artificial Development will be used to refer to the process
by which those systems are evolved.
Indirect encoding is a suitable means for representing and evolving SHRUTI networks
because it is biologically plausible and because it enables structures to be encoded once
but expressed multiple times just as DNA does. A SHRUTI network contains multiple
instances of similar substructures, such as relational and fact circuits. In a direct en-
coding, each instance of each substructure would need to be encoded separately and as
a consequence the size of the genotype would be proportional to that of the phenotype.
Genomes using indirect encoding are scalable in that the size of the genotype is indepen-
dent of that of the phenotype. Furthermore, when evolving direct encoding representations
each instance of a substructure would have to be discovered separately in the evolutionary
search, which is highly unlikely and very expensive. With an indirect encoding, each useful
innovation only needs to be discovered once.
Structures defined through indirect encoding are often hierarchical in that some may form
axes of development for others. Using the human body as an example, the spine forms an
axis of development for the limbs, which form axes of development for the fingers and toes.
Due to such hierarchical dependencies and the repetitive nature of structural development,
small changes in the genome can result in large-scale changes to the phenotype. Because
each level of the hierarchy is expressed in sequence, one change further up the hierarchy
will affect structures further down. Even changes at the bottom of hierarchy have the
potential to change the phenotype at a large scale because mutating one instance of a
terminal structure mutates them all.
6Other names include: artificial embryology, artificial embryogeny, artificial ontogeny, computational
embryology, computational development and morphogenesis [13].
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Generative and developmental systems have been applied to a range of scenarios, but the
application of relevance to this thesis is that of evolving neural networks. It has been
suggested that in addition to the development of solutions to control problems, neuroevo-
lution may help us in the discovery of neural models of intelligence or general models of
learning, especially since nature produces intelligent beings in this way [55, 71, 85, 106].
Neuroevolution is often used to produce neural controllers for agents performing specific
tasks, but an ideal neural model in the long-term would be a general model capable of
adapting to perform general tasks [71]. Neuroevolution enables researchers to understand
the structure of a fully developed network based on its genome and environment. The same
could be true of a general model of intelligence, which would include reasoning ability.
Developmental models of neuroevolution fall into two general categories: grammatical and
cellular development models. Grammatical models are those that generate networks using
some form of mathematical or symbolic language for recursively translating symbols into
larger structures of symbols in the same language [39, 56, 85, 106]. Cellular development
models take inspiration from the interaction of cells and gene products during biological
development and therefore tend to be more biologically plausible [23, 24, 31, 32, 47, 57].
The genome model introduced in this thesis in chapters 3 and 4 borrows ideas from both
approaches. In particular, the SHRUTI genome employs the abstract, tree-like structure
of some grammatical models, and the diffusion of chemical neuromodulators as used by the
cellular development models. Both approaches involve some form of gene expression and
repetition of substructure, and these features are also included in the SHRUTI genome.
This section reviews ideas from both approaches to developmental neural networks. Sec-
tion 2.5.1 reviews grammatical models and section 2.5.2 reviews cellular models. Section
2.5.3 concludes the review with a discussion of implications that the hierarchical nature of
generative and developmental systems have regarding the ability of an evolutionary search
to explore the fitness landscape.
2.5.1. Grammatical encodings
Grammatical encodings are based on Lindemayer systems (L-systems) [62]. An L-system
is a grammatical rewrite system defined as an alphabet of symbols V , an initial set of
symbols ω, and a set of production rules P that map a member of V to a set of others.
A string is produced by recursive application of the production rules to the symbols in V ,
starting from ω, over a desired number of iterations (figure 2.17).
(a) Genome (b) Production rules (c) Iterations
Figure 2.17. An example of an L-system represented as a genome. Beginning with the string ‘A’,
new strings are generated iteratively according to the production rules encoded by the genome.
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(a) Genome
(b) Production rules (c) Iterations
Figure 2.18. Neuro-Genetic Learning (NGL) [56]. A connection matrix is developed from an initial
string ‘100’ according to the set of production rules. A function on the three-digit number at i, j
determines whether or not neurons i and j are connected.
Kitano proposed a method of neuroevolution called Neuro-Genetic Learning (NGL) [56],
in which grammar rules are used to develop connection matrices. The genome is com-
posed of sets of five three-digit binary numbers (figure 2.18a). Each of these sets describes
a production rule that translates the first number into a matrix of the other four (figure
2.18b). One set is defined as the initial seed from which progressively larger matrices are
recursively developed (figure 2.18c). The final result is a connectivity matrix in which
the value specified at i, j is used to determine whether or not neurons i and j share a
connection. Kitano evolved these genomes and compared the results against the evolution
of direct encodings for the same purpose. Networks produced with NGL outperformed
those represented by direct encodings, especially for larger networks. Kitano argued that
the superior performance of NGL was owed to the reproduction of useful sub-circuits and
the compactness of the genome. Small genomes meant that the search space was smaller
and therefore that convergence was faster with respect to the number of generations of
evolution.7 He also discovered that performance was greater when initial weight config-
urations were evolved rather than randomly assigned after evolution, as evolved weights
would be closer to their optimal values, thus taking some of the workload from the learning
algorithm.
Another grammatical encoding approach which found similar results was Automatic Defi-
nition of Sub-neural Networks (ADSN), produced by Gruau [39]. Gruau used a grammar to
describe cell-division processes rather than connection matrices. The grammar described
a tree structure in which the root would describe the cell division of an initial single cell,
and child nodes described that of the resulting child neurons. One approach was to de-
fine one tree for the development of the entire network. However Gruau also proposed
ADSN, in which sub-trees were defined separately so that a leaf node of one tree could
branch to the root of another, thus enabling repetition of sub-trees (figure 2.19). These
genomes were evolved with the task of developing neural controllers for six-legged walking
7In terms of actual time, larger networks still took longer to evaluate than smaller ones. However, this
was the case with direct encodings anyway.
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Figure 2.19. ADSN trees for describing cell division. The first tree describes the first set of
divisions. Expression begins with the root node ‘R’ and when nodes labelled ‘S’ are expressed,
they trigger cell divisions described in the second tree. Diagram adapted from [39].
robots for which distance travelled was the measure of fitness. Evolution was tested with
and without ADSN. In other words, the evolution of tree structures for single networks
was compared against the evolution of multiple, interacting sub-trees for interacting sub-
networks. Once again, owing to smaller genomes and reduced search space, the solution
employing repeatable substructures was found to yield the best performance. Gruau also
tested the effects of evolving connection weights, using a stochastic hill-climbing algorithm
to assign them. Evolution with hill-climbing was found to yield the better performance,
also supporting the idea of evolving connection weights and training networks in parallel
to development.
A more recent approach which follows a tree-like grammar that describes a hierarchy of
operations is HyperNEAT [85, 106]. HyperNEAT genomes map x, y coordinate pairs to
connection weights and HyperNEAT takes its name from the fact that the 2D connectivity
patterns it represents are isomorphic to spatial patterns in hypercubes. HyperNEAT is
actually a combination of two other models: CPPNs (Compositional Pattern Producing
Networks) [104] and NEAT (NeuroEvolution of Augmenting Topologies) [107]. CPPNs are
generative network structures that describe a hierarchy of spatial functions that map input
coordinates to a level of intensity for the point at those coordinates (figure 2.20). Each node
describes a function, for example symmetric or periodic. Due to the hierarchical nature of
these functions, the output of one may provide an input to another, effectively combining
the two. For example, one application of this method outside of neuroevolution has been
image generation through function composition. Beginning with a symmetric function
and feeding the result into a periodic one produces an image that is both symmetric
Figure 2.20. A Compositional Pattern Producing Network (CPPN) for producing composite func-
tions that map a set of coordinates to some level of intensity. Diagram adapted from [104].
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and periodic. Feeding a symmetric function into an asymmetric one produces imperfect
symmetry. Performing an asymmetric function on a periodic one produces repetition
with variation. Such hierarchical functional composition has been used to produce a wide
variety of images using interactive evolution in which users manually select pictures for
variation [88]. However, in HyperNEAT, the input received by a CPPN contains x, y
coordinates of a pair of neurons in a substrate and outputs the strength of the weight
between them. A weight below a fixed threshold is interpreted as no connection. A
CPPN tree is therefore able to provide a generative, indirect encoding of a neural network.
HyperNEAT uses its precursor, NEAT, to evolve these trees. Although HyperNEAT
employs indirect encoding through its application of CPPNs, NEAT is a direct encoding
method originally used to evolve neural networks directly. Because CPPNs represent tree
structures, they are analogous to neural networks and therefore amenable to any algorithm
capable of evolving them, such as NEAT.
In summary, HyperNEAT is yet another model that exploits the biologically plausible
trait of repeated substructure for producing compact representations. CPPNs produce
patterns in spatial mappings and the same is true when it is adapted to represent neural
networks in that repeated substrates and connection patterns emerge just as they do in
biological networks [103].
2.5.2. Cellular development models
Cellular development models are less abstract than grammatical encodings and take more
inspiration from the behaviour of biological cells. However, the cost of this improvement
to biological plausibility is the complexity of the methods used. In particular, connections
between neurons are geometric and not topological. In grammatical encodings, connections
either exist or do not, but in cellular development models, neurons have growing axons
and dendrites. Cellular development models include those using gene regulatory networks
[26] or Cartesian genetic programs [72].
As the name suggests, gene regulatory networks are based on gene regulation (section
2.1.6). Genes can influence the actions of other genes in the genome in addition to con-
trolling the structure of the phenotype. For example, the expression of one gene may cause
Figure 2.21. An example of gene regulation, in which the expression of one gene may cause another
gene to be expressed or inhibited. Assume that each gene performs some action identified by the
letter it represents. First, the expression of gene 1 triggers the execution of action B, followed by
the expression of gene 6. The expression of gene 6 then triggers the execution of action C, followed
by the inhibition of gene 11 so that gene 11 may not be expressed by any other gene.
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another gene to be expressed or inhibited (figure 2.21). This may in turn result in the
expression or inhibition of another gene, which leads to a cascade of other such actions. In
some of these models, gene products which affect gene regulation and development may be
passed between cells or received from the environment. Sufficient concentration of these
gene products may lead to the production of further gene products, inhibition or expres-
sion of genes, or structural changes such as cell division or migration. Because these gene
products are diffused throughout the structure, their concentration levels reveal positional
information about cells in the system. This positional information may affect how those
cells develop, as in the biological process of cell differentiation (section 2.1.6).
Eggenberger and de Garis [23, 32] both used cell differentiation to form shapes from cellular
automata and showed that the method could be adapted for neural networks. de Garis
used positional information in the neurons to direct the growth of axons between them.
Individual neural modules were evolved this way and assembled manually with the aim of
producing a model of the brain [24, 25].
In Eggenberger’s gene regulatory networks, genomes were separated into structural and
regulatory genes [31, 47]. Each structural gene was associated with a number of regulatory
genes which would either express or inhibit them. The expression of regulatory genes
depended on concentration levels of molecules called transcription factors passed between
genes. Eggenberger’s gene regulatory networks were used to develop a neural controller
for a retina that focussed on incoming stimuli. The neurons differentiated so that neurons
closer to the centre were more active in directing the retina towards stimuli [47].
Another approach which involves networks of genes and axonal growth is Cartesian Genetic
Programming Computational Networks (CGPCN) [55], adapted from Cartesian Genetic
Programming [72]. A Cartesian Genetic Program (CGP) is a directed graph represented
by set of indices (figure 2.22). Each CGP contains the indices of its inputs, either external
Figure 2.22. A network of Cartesian Genetic Programs (CGPs). The genome (top) lists a set
of input indices and a function ID (A, B or C) for each CGP (middle) in a network (bottom).
External inputs are represented by indices I1-I3 and all other indices correspond to inputs from
CGPs. Indices of CGPs which provide external output are listed at the end of the genome. Diagram
adapted from [55].
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or from another CGP, and the index of a function it performs on its inputs. Extra indices
at the end of the genome specify which CGPs provide the overall output for the overall
network of CGPs. GGPCN uses seven CGPs, each with four genes. Three of these specify
input indices and the final gene specifies which of four possible functions act on the inputs.
All CGPs control the growth of the network in response to internal and external stimuli.
The first three CGPs control signals to and from axons, dendrites and somas of neurons,
modifying potential according to the specified function and then according to properties
of health, weight and electrical resistance (inversely proportional to the length of the axon
or dendrite). The fourth CGP controls network weights. The final three CGPs control the
life cycles of the axons, dendrites and somas such as how and when they grow, shrink, die
and reproduce. GGPCN was used to evolve controllers for agents playing games including
Wumpus world, checkers and maze navigation. Future work aims to adapt the model to
other applications with the aim of working towards a model of general learning [71].
2.5.3. GDS and objective fitness
Despite the advantages of biological plausibility and scalability offered by indirect encod-
ings, recent findings demonstrate a particular difficulty in navigating the space of indirect
encodings when using an evolutionary search directed by objective fitness. In summary,
it is argued that objective fitness functions are highly deceptive with respect to this task
[122]. Returning to the use of GDS to evolve images as an example, the image of a skull was
produced through interactive evolution and serendipitous discoveries from human partici-
pants. However, attempts to reproduce the image using an objective fitness function that
measured the difference between two images failed, even though the interactive evolution
experiments demonstrate that CPPN grammar and variation operators must be capable
of producing it. Using Picbreeder the skull was produced in 74 steps with a population
of 15, but 30,000 generations were insufficient in a traditional evolutionary search using
objective fitness. These results demonstrate that just because an evolutionary search fails
to produce a particular result, doesn’t necessarily mean that it is incapable of doing so,
only that it is difficult. This point was also demonstrated using a technique called novelty
search [61], which searches for novel solutions instead of searching for fit solutions. Where
an objective-fitness based search struggled to discover a controller for a robot that could
navigate a particular maze, a search for novel solutions was successful in doing so.
The problem in evolving both the skull and the robot was argued not to be the fitness
function, but the necessary order of functions that produce the target solution. For ex-
- This image has been removed by the author of this thesis for copyright reasons -
Figure 2.23. Necessary stepping stones towards discovering the image of a skull using Picbreeder,
which uses CPPNs [104] to generate the level of intensity for a point in the image. Earlier stepping
stones show little resemblance to the final image. Images taken from [122]
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ample, the skull image began life as a simple symmetric function on which further detail
of the skull was defined. This symmetry higher in the hierarchy was an essential require-
ment in order for the skull to be produced. However, the symmetry alone, and many of
the further stepping stones towards the skull, did not resemble a skull and therefore the
objective comparison operator could not recognise the stepping stones as precursors to the
target image (figure 2.23). The same results were observed for many other images.
The claim is that the very action of setting images as objectives is what caused them
to fail to be reproduced. Changes essential for further progress from any one point in
genotypic space may not yield the desired improvement in objective fitness. In other
words, movement in the correct direction in genotypic space does not necessarily imply
movement in the correct direction in objective space and vice-versa. Returning to the skull
example in fig. 2.23, each image from left to right is produced by a different and necessary
step in genotypic space, each one genotypically closer to the genotype that produces the
image of the skull. However, the difference (as measured by a difference operator) between
the target image and the image at each step does not necessarily decrease as each step is
taken, and therefore objective fitness (measured as the difference) does not move towards
0. The objective-based evolutionary search had the aim of minimising objective fitness
and therefore favoured discoveries which reduced objective fitness. Because the genotypic
steps necessary for producing the skull did not reduce fitness, they were not identified as
useful discoveries by the evolutionary search.
One might argue that the issues of misleading stepping stones is essentially that of becom-
ing stuck in local minima in direct encodings, which traditional evolutionary computation
tackles through operators such as crossover. However the argument is not that these issues
do not occur in direct encodings, but that they are a greater problem for indirect encodings
because owing to the hierarchical and repetitive nature of the genomes, the difference in
objective behaviour of adjacent stepping stones can be significantly large. Furthermore, in
searching for the target phenotype, the minima should not be avoided because the minima
are necessary for the development of the target phenotype, just as symmetry is a necessary
stepping stone towards discovering the image of the skull. Novelty search [61], discussed
above, is argued to be a means for discovering desirable solutions without constraining
the search by objective fitness. Novelty search has been shown to discover solutions that
searches using objective fitness function were unlikely to find. Furthermore, because such
a diverse range of solutions are explored, desirable solutions with high fitnesses are likely
to discovered anyway, as with the case with the maze-navigating robot.
In summary, indirect encodings are difficult to reproduce because of their hierarchical and
repetitive nature. If SHRUTI or other neural-symbolic networks are to be represented and
evolved using indirect encodings as inspired by nature, similar difficulties can be expected
and are indeed encountered as shown in the results in chapter 4.
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2.6. Evolution of neural-symbolic networks
The developers of SHRUTI argue that the probability of learning SHRUTI’s structures
from a randomly interconnected network of neurons is small, and that neural structures
would require preorganisation in order to ensure that facts, relations and other concepts
can be learned [96, 120]. A SHRUTI network contains multiple instances of the same struc-
tures, perhaps with some variation such as different numbers of arguments in predicates
and facts. Repeated neural structures are common in biology [103], in which they may be
defined once in the genome but expressed multiple times. SHRUTI’s developers argue that
SHRUTI networks are well suited to such representations and therefore indirect encoding
of SHRUTI networks would support the biological plausibility of the SHRUTI model. This
thesis presents the first genotypic indirect encoding for SHRUTI networks and explores
the biological plausibility of such genomes even further by testing their evolvability.
Artificial development can be used to evolve generative and development systems that
represent phenotypes using indirect encoding, inspired by DNA [13, 105]. Neural networks
are among the systems that can be represented and evolved in this way, and results
demonstrate that particular structures encoded only once in the genome may be expressed
multiple times [39, 56, 85, 106]. Not only is such an approach biologically plausible but it
allows representations to be scalable in that the size of the phenotype is not proportional
to that of the genotype and the same genome can be used to produce networks of different
sizes. For these reasons, artificial development and generative and developmental systems
provide a suitable solution for the representation and evolution of SHRUTI networks.
However, generative and development systems are difficult to reproduce through objective-
based evolution due to their hierarchical and repetitive nature [122], and the same is later
observed to be true of developmental SHRUTI networks in chapter 4.
In addition to testing the claims of SHRUTI’s developers, representing and evolving
SHRUTI networks in this way contributes towards another goal of evolving neural net-
works: that of discovering neurally plausible models of intelligence [55, 71, 85, 106].
Artificial development has been used to evolve neural controllers for a range of tasks
[37, 38, 39, 47, 55, 106]. If research is to progress towards evolving a general model of
cognition, cognitive reasoning must be included in this model, and this thesis explores for
the first time whether or not this is possible. Successful artificial development of SHRUTI
networks may extend to other neural-symbolic models that allow for more expressive cog-
nitive reasoning capabilities, especially since many of them relate to the two or three-layer
general relational structure (section 2.3.3), albeit in different ways. Furthermore, evolving
neural-symbolic models of reasoning may produce models that aid our understanding of
how reasoning is performed at the neural level and not just at the higher anatomical level.
Finally, due to similarities such as Hebbian and associative learning, successful evolution
of neural-symbolic networks may even contribute to the evolution of neural networks for
associative learning tasks in general.
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In testing the evolvability of SHRUTI networks, the first step was to attempt the evolution
of one of the simplest and most fundamental of its structures: relations between predi-
cates. This chapter introduces genomes that provide scalable instructions for developing
connections between neurons1 in SHRUTI networks so that the networks can learn logical
relations based on evidence provided by a series of event observations (section 3.2). The
results of evolving similar genomes are also presented (sections 3.3 and 3.4). The key
findings of the research presented in this chapter can be summarised as follows. It was
indeed possible to represent SHRUTI relations of the form A→ B using a developmental
genome that was scalable to logic programs of different sizes, and it was also possible to
discover such genomes through an evolutionary search. Both findings support the biologi-
cal plausibility of the SHRUTI model and the claim of SHRUTI’s developers that SHRUTI
networks can be represented using indirect encoding [96, 120]. The following paragraphs
provide a more detailed overview of the chapter.
Before any investigation into SHRUTI genomes and their evolvability could begin, a deeper
analysis of SHRUTI’s causal Hebbian learning algorithm was required, as the original lit-
erature only details tests on small logic programs with limited expressivity [118]. Larger
logic programs were required in order to demonstrate the scalability of the learning algo-
rithm and the genomes evolved to support it. The findings of this analysis are described
in section 3.1 and show that the ability of the causal Hebbian learning algorithm to learn
probabilistic relations is limited in that it cannot learn the probabilities for pairs of rela-
tions of the form P → Q, ¬P → R. A solution is presented that is sufficient for learning
the correct truth values of target relations, but not the probabilities.
A model of indirect encoding for SHRUTI networks is then presented in section 3.2, along
with examples of scalable genomes constructed from the model that successfully develop
SHRUTI networks capable of answering all of their questions correctly. These findings
show that, as SHRUTI’s developers suggest [96, 120], the biological plausibility of the
SHRUTI model is supported by the fact that it can be represented using indirect encoding.
The scalability of the genomes to programs of different sizes is owed to the fact that rather
than representing a network for a particular logic program, each genome represents a single
relational structure for two arbitrary predicates which can be constructed for each relation
in the target logic program.
Section 3.3 describes the methodology used to evolve genomes that adhere to the genome
model and section 3.4 presents the findings. Genomes which develop SHRUTI networks
1The development of the neurons themselves is addressed in chapter 4.
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were successfully evolved, thus demonstrating that further biological plausibility can be
ascribed to the fact that SHRUTI genomes for relational structures can be discovered
through the biologically plausible means of evolution. The majority of genomes evolved
were scalable to logic programs of different sizes and generalisable to logic programs sup-
ported by event sequences other than the sequences those genomes were evolved on. The
behaviours of all the evolved genomes that produced working SHRUTI networks were very
similar in that they all employed the same strategy for constructing those networks: for-
mation of connections between neurons of the same function. Occasionally the genomes
enforce additional conditions that reflect the behaviour of the Hebbian learning algorithm,
such as restricting the formation of connections to active neurons or to neurons of equal
phases. As will be explained in greater detail in section 3.2.4, this suggests that reducing
the number of connections in a SHRUTI network using indirect encoding is only pos-
sible by incorporating elements of the learning algorithm into the rules encoded by the
developmental genome, thus rendering the learning algorithm almost redundant.
Experiments were all conducted on logic programs containing predicates with no more than
three arguments, and section 3.5 argues that SHRUTI genomes are scalable to relations
containing larger predicates, with some results to support this case. In particular, the
evolved genomes can develop relational structures that enable up to seven variable bindings
to be performed simultaneously, thought to be roughly the number of variable bindings
which a human can perform at any one time [95].
Finally, a discussion elaborating on the findings of this chapter and how they support the
arguments made above is presented in section 3.6.
Throughout this chapter, all experiments are performed on simple SHRUTI networks
in which each node is composed of one neuron, as opposed to an ensemble of neurons.
Therefore the terms ‘node’ and ‘neuron’ will be used interchangeably with respect to
SHRUTI networks henceforth.
3.1. Hebbian learning
In the SHRUTI literature [118], causal Hebbian learning was only tested on very small
logic programs that did not include predicate arguments, as shown in figure 2.12 on page
50. Furthermore, relational structures did not include mediator clusters and instead con-
nected antecedent and consequent nodes directly. Development of SHRUTI networks for
such simple test scenarios is insufficient to properly demonstrate the scalability of indirect
encodings for SHRUTI networks. Therefore larger, more expressive data sets were pro-
duced for the experiments conducted in this chapter. Unlike the original test scenario in
[118], these logic programs contained predicate arguments, and negation of predicates was
possible. Experiments with and without negated predicates were performed separately be-
cause it would later become apparent that learning relations containing negated relations
is problematic for SHRUTI’s Hebbian learning algorithm (section 3.1.2). Mediator struc-
tures were excluded from the original SHRUTI learning experiments because the problem
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of applying Hebbian learning to them had not been solved. Therefore these, and con-
junctive relations which require intermediary nodes, are excluded from these experiments
also but are addressed in chapter 4, in which a Hebbian learning mechanism for mediator
structures is proposed.
Although this section demonstrates that causal Hebbian learning can be extended to
predicates, the maximum number of predicate arguments in any logic program used as
a test scenario is restricted to three. Therefore no more than three variable-bindings
are performed at any one time, even though the human brain is believed to be capable
of performing 7 ± 2 bindings at any one time [95]. A maximum of three arguments was
chosen in order to reduce the size of the logic program and therefore the network required to
represent it. This decision was made in order to reduce execution time in later experiments
when measuring the fitness of evolved networks in section 3.4. The largest network in
which logic programs can be learned is one in which each pair of nodes that perform
the same function share a connection in both directions (the prerequisite for learning in
[118]). Therefore the total number of connections between argument nodes could be as
high as N2 (where N is the total number of argument nodes), and the time taken to
evaluate a network is at most O(n2). Thus, in order to reduce the number of connections
to be evaluated when evaluating networks during evolution, it was necessary to limit the
number of predicate arguments in each predicate. However it is argued later in section
3.5 that SHRUTI genomes will scale to any number of arguments, with some preliminary
experiments to demonstrate scalability to a relation (but not an entire logic program)
containing seven predicate arguments in each predicate. A more thorough investigation is
a matter for future work.
All logic programs listed in sections 3.1.1 and 3.1.2 can be learned from sets of fixed and
probabilistic event sequences listed in appendix A. As in the original SHRUTI learning
experiments, the prior probability of a predicate is set to determine the frequency at
which that predicate is observed at any point in time, and the probability associated
with a relation is set to determine the frequency at which the consequent is observed
after an occurrence the antecedent (P (consequent|antecedent)). Although in most cases
the learned connection weights closely reflect the probabilities according to the evidence
presented2, the priority of this work was to develop networks that learn relations, with
less concern for the probabilities. In other words, the aim was to learn whether or not
relations were true or false based on observed evidence. A relation is regarded as true when
the connection weights in the structure representing it are 0.5 or greater, strong enough
to break the threshold of target nodes. For all logic programs, fixed event sequences
and probabilities (both prior and relational) were set so that the strength of learned
connection weights was sufficient to reflect the truth of the target relations. Although one
might argue that fixed sequences and probabilities are defined to force a desired outcome,
this is necessary because the aim is to simulate sequences of events that would lead to
the target relations being learned by a human observer in a real-life scenario, and also
for the SHRUTI network and its Hebbian learning algorithm to simulate this behaviour.
In some event sequences, the evidence for certain relations or predicates was defined to
2Logic programs containing negation are an exception, for reasons explained further in section 3.1.2
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appear more frequently than that of others in cases where relations may be ambiguous
in the event sequence. For example, in the probabilistic event sequence for the NoNeg2
logic program (fig. 3.1) the prior probability of R(y, z) was defined to be greater than
that of other predicates (0.5 as opposed to 0.2). Whenever P (x, y, z) is observed, Q(x, y)
and R(y, z) are observed as consequents, and S(x, y) follows as a consequence of Q(x, y).
However, in this particular instance S(x, y) follows both Q(x, y) and R(y, z). Therefore
although the target relation Q(x, y) → S(x, y) gains strength, R(y, z) → S(x, y), which
is not a target relation, also gains strength. R(y, z) → S(x, y) is not true in the target
NoNeg2 program, and therefore further evidence must be presented in order to weaken
it. In order to do this, R(y, z) must be observed to occur more frequently without S(x, y)
than with, and therefore the prior probability of R(y, z) was set to be greater so that the
number of instances for which R(y, z) occurs alone was also greater.
For each logic program, two sets of questions are also defined: an A set and a B set,
which are also listed in appendix A. The A set contains one question for every relation in
the logic program and will be used in the fitness function for measuring the performance
of evolved networks later in section 3.3.3, as it was hypothesised that one question per
relation was the minimum required to assess the efficacy of an evolved network. The
reasoning behind this hypothesis is explained further in section 3.3.3. The B set contains
every question expected to be answered ‘true’ or ‘false’ for each logic program and is used
to demonstrate the efficacy of the learning algorithm in sections 3.1.1 and 3.1.2. Both
question sets contain one question expected to be answered ‘unknown’ for each predicate
in order to demonstrate that networks do not yield the correct answer by simply always
answering ‘true’ or ‘false’ for any given predicate, and to discourage the evolutionary
search (section 3.4) from discovering networks that do so.
A window of synchrony of two observations was used when training all networks. In other
words, if an instance of predicate P is observed and an instance of Q is then observed
within the space of two more time steps, the relation P → Q is strengthened. Otherwise,
if Q is observed later than two time steps after P (or not at all), the relation is weakened.
3.1.1. Logic programs without negation
Fig. 3.1 presents four new logic programs varying in size that do not include negated
predicates. Fig. 3.2 shows the results of running SHRUTI’s causal Hebbian learning
algorithm on each data set and demonstrates that the algorithm is suitable for logic
programs of these sizes. As in the original SHRUTI test scenario for Hebbian learning,
all nodes are connected by function (e.g. enabler-to-enabler) with initially weak weight
values and presented a sequence of 500 event observations3 generated according to a set of
probabilities. The performance of the network is tested on each network’s B set: the set of
all truths that can be inferred from the facts and relations in the logic program (excluding
the facts themselves), along with one question per predicate which the logic program is
unable to answer. For each logic program, the connection weights eventually settle in such
3This includes null observations, i.e. time steps in which no event observations occur.
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NoNeg1
Relations Facts
P (x, y)→ Q(x, y) P (a, b)
Q(x, y)→ R(x, y) P (c, d)
Q(e, f)
NoNeg2
Relations Facts
P (x, y, z)→ Q(x, y) P (a, b, c)
P (x, y, z)→ R(y, z) Q(d, e)
Q(x, y)→ S(x, y) R(f, g)
NoNeg3
Relations Facts
P (x, y, z)→ R(x, y) P (a, b, c)
Q(y, x)→ R(x, y) Q(d, e)
Q(y, x)→ S(y, x) Q(f, g)
R(x, y)→ T (x) R(h, i)
NoNeg4
Relations Facts
P (x, y)→ Q(x, y) P (a, b)
Q(x, y)→ R(x) Q(c, d)
Q(x, y)→ S(x, y) S(e, f)
S(x, y)→ T (y) U(g, h, i)
U(x, y, z)→ V (x, y, z) V (j, k, l)
V (x, y, z)→ S(x, y)
Figure 3.1. Logic programs without negated predicates, created for testing the causal Hebbian
learning algorithm (section 3.1) and developmental genomes (section 3.2) on larger logic programs
than were used in the literature.
(a) NoNeg1 (5 questions) (b) NoNeg2 (8 questions)
(c) NoNeg3 (14 questions) (d) NoNeg4 (20 questions)
Figure 3.2. The number of correct answers to questions over time for each NoNeg data set. 10
trials are performed for each logic program, generating a new event sequence for each trial.
a way that the corresponding network can answer all of its questions correctly (figure 3.2).
Furthermore, as was the case in the original SHRUTI test scenario (table 2.12, page 50),
learned connection weights reflect the probabilities of the corresponding relations. This is
shown for NoNeg4 in table 3.1.
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Relation Probability Connection Average weight
P (x, y)→ Q(x, y) 0.9 +P → +Q 0.842
?Q → ?P 0.831
Q(x, y)→ R(x) 0.8 +Q → +R 0.795
?R → ?Q 0.769
Q(x, y)→ S(x, y) 0.75 +Q → +S 0.710
?S → ?Q 0.731
S(x, y)→ T (y) 0.85 +S → +T 0.835
?T → ?S 0.836
U(x, y, z)→ V (x, y, z) 0.7 +U → +V 0.709
?V → ?U 0.690
V (x, y, z)→ S(x, y) 0.8 +V → +S 0.720
?S → ?V 0.734
Table 3.1. Final weights of connections representing relations in NoNeg4, following training on
probabilistic event sequences. The learned weight values are averaged over 10 trials, and are
similar to the probabilities of the corresponding relations.
3.1.2. Logic programs with negation
Figure 3.3 presents four new logic programs that do contain negated predicates. Attempt-
ing to learn these in a SHRUTI network revealed that SHRUTI’s causal Hebbian learning
algorithm is limited in that it cannot always learn logic programs such as these. After
attempting to learn the Neg data sets, none of the networks were able to answer all their
questions correctly, as shown in figure 3.4. While most learned connection weights reflect
the probabilities of the corresponding relations, this is not the case for enabler-to-enabler
connections in certain relations. Table 3.2 shows that the weights for the connections
?S → ?Q and ?T → ?Q in Neg4 converge at 0.529 and 0.287 respectively, when they
should both converge at around 0.85. In the case of ?T → ?Q, the connection weight
(0.287) is insufficient to activate ?Q during inference, and therefore queries on the relation
¬Q(y, z) → ¬T (y, z) cannot be answered. Therefore not all questions in Neg4 can be
answered correctly, and a similar problem is encountered in each logic program.
The problem can be explained as follows. In each Neg logic problem, there exists a predi-
cate for which the truth and falsity both act as antecedents in different relations, and the
Neg1
Relations Facts
P (x, y)→ Q(x, y) P (a, b)
¬P (x, y)→ ¬R(x) ¬P (c, d)
Neg2
Relations Facts
P (x, y, z)→ ¬Q(x, y, z) P (a, b, c)
Q(x, y, z)→ ¬R(y, z) Q(d, e, f)
¬Q(x, y, z)→ S(x, y) ¬Q(g, h, i)
Neg3
Relations Facts
P (x, y)→ ¬Q(y, x) P (a, b)
¬P (x, y)→ ¬R(x, y) ¬P (c, d)
¬Q(y, x)→ S(x, y) ¬Q(e, f)
¬R(x, y)→ T (y) ¬R(g, h)
Neg4
Relations Facts
¬P (x, y, z)→ Q(y, z) ¬P (a, b, c)
Q(y, z)→ S(y, z) Q(d, e)
¬Q(y, z)→ ¬T (y, z) ¬Q(f, g)
¬R(z, x, y)→ S(y, z) ¬R(h, i, j)
S(y, z)→ ¬U(y) S(k, l)
Figure 3.3. Logic programs with negated predicates, created for testing the causal Hebbian learning
algorithm (section 3.1) and developmental genomes (section 3.2) on larger logic programs than were
used in the literature.
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(a) Neg1 (5 questions) (b) Neg2 (8 questions)
(c) Neg3 (11 questions) (d) Neg4 (15 questions)
Figure 3.4. The number of correct answers to questions over time for each Neg data set. In none of
the 10 trials performed were the networks able to adjust connection weights such that they could
answer all questions correctly. Instead, the number of correct answers oscillates.
Relation Probability Connection Average weight
¬P (x, y, z)→ Q(y, z) 0.9 -P → +Q 0.847
?Q → ?P 0.851
Q(y, z)→ S(y, z) 0.85 +Q → +S 0.759
?S → ?Q 0.529
¬Q(y, z)→ ¬T (y, z) 0.85 -Q → -T 0.84
?T → ?Q 0.287
¬R(z, x, y)→ S(y, z) 0.8 -R → +S 0.741
?S → ?R 0.749
S(y, z)→ ¬U(y) 0.9 +S → -U 0.90
?U → ?S 0.91
Table 3.2. Final weights of connections representing relations in Neg4, following training on prob-
abilistic event sequences. The learned weight values are averaged over 10 trials, and in most cases
are similar to the probabilities of the corresponding relations. However, owing to the conflicting
relations problem (fig. 3.5), this is not the case for ?S → ?Q and ?T → ?Q, shown in bold.
algorithm struggles to learn both of these relations. For example, in Neg4, a consequence
exists for the truth and falsity of Q(y, z) (Q(y, z) → S(y, z) and ¬Q(y, z) → ¬T (y, z)).
When Q(y, z) and S(y, z) are observed to coincide, the corresponding connection weights
increase as expected (fig. 3.5b). However, connections also exist between the enabler and
role nodes of Q(y, z) and those of T (y, z). The enabler and role nodes of Q(y, z) are active
because of the observation that has just been made, but those of T (y, z) are not, and
therefore the connections between them weaken according to the rules of causal Hebbian
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(a) Before learning (b) Learning Q→ S (c) Learning ¬Q→ ¬T
Figure 3.5. The conflicting relations problem. When evidence for Q → S is observed, ?Q is
activated with no activation at ?T , and so the connection between these two nodes weakens. When
evidence for ¬Q→ ¬T is observed, the connection between ?Q and ?S weakens. Connections being
strengthened are shown in bold, and connections being weakened are shown as broken lines.
learning (fig. 3.5b). When ¬Q(y, z) and ¬T (y, z) are observed to coincide, the reverse is
true; connections between Q(y, z) and T (y, z) strengthen but the enabler and role nodes
connections between Q(y, z) and S(y, z) weaken (fig. 3.5c). In summary, pairs of relations
of the form Q→ S and ¬Q→ T cannot be learned without causing each other’s enabler-
to-enabler and role-to-role connections to weaken. As a consequence, these conflicting
relations are repeatedly learned and unlearned, and the number of questions the network
can answer correctly oscillates. This problem will be referred to as the conflicting relations
problem henceforth.
To resolve this problem, Q(y, z) and ¬Q(y, z) must be observed an equal number of times
with a bias towards strengthening weights in order for both relations to be learned. As
connection weights for one relation get stronger, weights for the other get weaker, and
therefore observing evidence for both an equal number of times ensures that the weights
of both relations are balanced. Setting a bias towards the strengthening of weights ensures
that the value at which these balanced weights converge is above 0.5, strong enough to
activate target nodes so that both relations can be interpreted as true. To enforce the
necessary bias towards strengthening weights, two new variables hInc and hDec were
introduced to adjust the learning rate α so that it may be different when strengthening
(equation 2.1, page 49) and weakening (equation 2.2) weights. α is now defined as shown
in equation 3.1.
α =
hInc/#Updates when strengthening weightshDec/#Updates when weakening weights (3.1)
The experiment for Neg4 was repeated with the fixed event sequence, in which Q(y, z) and
¬Q(y, z) are observed an equal number of times. hInc was set to 1.25 and hDec was set
to 1 in order to enforce the required bias towards strengthening relations. Fig. 3.6c shows
that all questions can be answered correctly under this implementation. Training with
the probabilistic event sequence (in which the observations are not guaranteed to occur
an equal number of times) has a negative effect on the learning algorithm (fig. 3.6a), as
does removing the bias by setting hInc to 1 (fig. 3.6b).
Because of the conflicting relations problem, relations are learned and unlearned until ev-
idence for each has been observed enough times to support evidence for both. Therefore
the correct answering of any questions that depend on conflicting relations are periodi-
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(a) Probabilistic event se-
quence with bias.
(b) Fixed event sequence with
no bias.
(c) Fixed event sequence with
bias.
Figure 3.6. Overcoming the conflicting relations problem for Neg4. All 15 questions can only
be answered correctly when trained on a fixed event sequence, with a bias towards strengthening
weights.
cally answered correctly and incorrectly until stability has been achieved (fig. 3.6c). Such
rising and falling fitness is similar to a phenomenon observed in developmental psychology
known as U-shaped development in which as a child learns a cognitive skill, particularly
in natural language development, he or she may show signs of decline before improving [79].
In summary, SHRUTI’s causal Hebbian learning algorithm does work on logic programs
larger than those presented in the literature [118] but cannot learn logic programs in which
a predicate is negated in some relations but not others, unless it is trained on a fixed event
sequence and with a bias towards strengthening relations. In all cases, collector-to-collector
connections still reflect the probabilities associated with a target logic program accurately
and the same is true for enabler-to-enabler and role-to-role connections when the logic
program contains no conflicting relations. However when logic programs are learned for
networks with conflicting relations, enabler-to-enabler and role-to-role connections do not
reflect the probabilities, because it is the weights of these connections that suffer the
oscillation during learning. For this reason, learned connection weights of the networks
developed in this thesis are only claimed to accurately reflect the truth value of relations
so that queries on the logic programs can be answered correctly, but are not claimed to
always reflect the probabilities associated with those relations. Given that the ability
of causal Hebbian learning to learn probabilistic relations has been shown to be limited,
the reader is advised to refer to the literature on RTRBMs for a neural-symbolic model
of probabilistic learning and reasoning [27, 28]. If one is interested in the learning of
probabilistic relations in general and biological plausibility is not a concern, then such
models also exist [54, 83].
Because both the Neg and NoNeg logic programs are capable of learning from the fixed
event sequences, it was decided to use fixed event sequences for measuring objective fitness
in the evolutionary experiments described later in sections 3.3 and 3.4. This carried
additional advantages with regards to the complexity of the evolutionary process in that for
each genome at each generation, exactly the same training data could be used and multiple
trials of random event sequences for each genome would not be necessary. Furthermore, it
was expected that most networks evolved on the fixed event sequences would generalise to
the probabilistic sequences for the NoNeg logic programs. This would later be verified by
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training evolved networks on random event sequences and measuring their performance
against test questions (section 3.4.3). However it was expected that this would not be the
case for Neg logic programs, which cannot be learned using probabilistic event sequences
anyway. Because the conflicting relations problem is a limitation of the original learning
algorithm and not of the developmental genome introduced in section 3.2, demonstrating
that evolved genomes generalise to NoNeg logic programs was sufficient to support the
argument that generalisable genomes capable of supporting SHRUTI’s existing learning
capabilities do exist and can be discovered through evolution.
Now that the performance of SHRUTI when learning larger, more expressive data sets had
been demonstrated, the next step was to produce a genome for developing connections
between nodes that allow target relations to be learned.
3.2. SHRUTI genome
The SHRUTI developers argue that the prerequisite structure required to enable the learn-
ing of relations can be realised through a model of genetic development [96, 120]. This
section describes the first developmental genome for encoding SHRUTI networks in this
way, extending work originally presented by the author in [112]. The genome model de-
velops connections between nodes (neurons) in SHRUTI predicates that allow relations
between those predicates to be learned. This early genome model only develops connec-
tions between nodes in the network and does not produce the neurons themselves, thus
assuming that clusters of neurons representing predicates and circuits representing facts
already exist in the network. The development of neurons is addressed in chapter 4.
3.2.1. Learning and development cycle
For each event observation at time t, the network undergoes a learning and development
cycle as shown in algorithm 1. At each t all events are observed and any existing weights
are adjusted according to SHRUTI’s learning algorithm, as before. However before the
next cycle begins, the developmental stage takes place. In this stage, the set of conditions
defined in the genome are tested for each possible pair of neurons and any actions for which
all conditions are met are executed. The action may either be the addition or removal of
Algorithm 1 Learning and development cycle
for each event observation t do
Learning stage: For each neuron pair, update connection weights according to
rules of causal Hebbian learning described on page 49 (see also algorithm 2, appendix
B).
Development stage: For each neuron pair, add or remove connection according
to rules specified in the genome, to be interpreted as described in section 3.2.2 (see also
algorithm 3, appendix B).
end for
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a connection between two neurons. The genome for controlling development is described
in detail in the following subsections.
3.2.2. Genome structure
The genome is a genetic program [7] that represents a decision tree of conditions and
actions as shown in figure 3.7c. Each path from the root of the tree to a terminal node
corresponds to a different rule in which the terminal node is an action to be performed
and the nodes preceding it are conditions which must be met in order for that action to
be performed. To use terminology from gene expression, a node in the tree is said to be
expressed when it is encountered in the tree search.
The neuron for which an input is currently being considered is labelled as ‘SELF’ in the
genome, and an input neuron is labelled ‘P INPUT’ (potential input) if a connection to
SELF from that neuron does not exist or ‘E INPUT’ (existing input) if the connection
does exist. Let type(n) specify the role that a genotypic node n plays in the rule. That is,
type(n) ∈ {SELF, P INPUT,E INPUT,ACTION}. There is a transitive ordering ≺ of
types such that SELF ≺ P INPUT , SELF ≺ E INPUT , P INPUT ≺ ACTION and
E INPUT ≺ ACTION . In other words, conditions which affect SELF are considered
first and therefore conditions on E INPUT or P INPUT cannot express conditions on
SELF. This ordering was chosen in order to reduce execution time, because the truth
value of any SELF condition in a particular rule will be the same regardless of which
potential or existing inputs are also being tested by the same rule, and therefore it is
unnecessary to continue testing the same SELF condition for every potential or existing
input. Furthermore, E INPUT and P INPUT conditions cannot express each other since
a neuron cannot be both an existing input and a possible input. All condition nodes can
express action nodes.
Although the genome represents a tree structure, the genome itself takes the form of a
string of elements that describes the structure of that tree, as shown in figure 3.7a. The
genome contains a sub-string for each genotype node (condition or action) and each node
is uniquely identified by the index of the corresponding sub-string. For each condition,
the genome encodes the attribute to be tested, an operator (<,≤,= ≥,>,) and the value
to test that argument against. The attributes that can be tested are listed in table 3.3 on
page 81. Some attributes only apply to existing connections, i.e. to a connection between
SELF and E INPUT. For conditions testing P INPUT or E INPUT, the value an attribute
is tested against may be set to ‘SELF’ in order to produce a condition that compares the
attributes of two neurons. For example, P INPUT.function = SELF.function is true
if both SELF and P INPUT perform the same function (enabler, collector, etc.). The
next condition or action to express in the event of a condition being evaluated as true or
false is also encoded in the genome. For example, condition 1 is represented by the first
sub-string in the genome and can be interpreted as saying ‘if the activity of SELF is over
0.5, then express condition (sub-string) 4, otherwise express condition (sub-string) 3’. An
index of 0 terminates the tree search with no action expressed. For an action node, the
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SELF.act > 0.5 4 3 E INPUT.nInputs < 4 4 5
(1) Condition (2) Condition
E IN.weight < 0.1 6 0 P IN.act > 0.5 5 0
(3) Condition (4) Condition
P IN.func = SELF.func 7 0 DEL ADD 0.1
(5) Condition (6) Action (7) Action
(a) Raw genome
1. If SELF.Activity >0.5: Go to 4, else 3
2. If E INPUT.nInputs <4: Go to 4 else 5
3. If E INPUT.Weight <0.1: Go to 6
4. If P INPUT.Activity >0.5: Go to 5
5. If P INPUT.Func = SELF.Func: Go to 7
6. ACTION: Delete connection
7. ACTION: Add connection with weight 0.1
Rule 1: Delete an existing input connection
to SELF if its weight is below 0.1.
Rule 2: If SELF and a potential input are
both active and perform the same function (en-
abler, collector, etc.), produce a connection with
weight 0.1.
(b) Interpretation of conditions, actions and rules (c) Decision tree
Figure 3.7. Genome for developing SHRUTI networks. The genome represents a decision tree in
which each path from the root node to a terminal represents a rule. Non-terminal nodes represent
conditions and terminal nodes represent actions to be performed when those conditions are satisfied.
Actions either add or remove connections between two neurons. The neuron for which an input is
being considered is labelled as ‘SELF’ in the genome, and an input neuron is labelled ‘P INPUT’ if
a connection from that neuron to SELF does not exist or ‘E INPUT’ if the connection does exist.
A complete explanation of the genome model can be found in the text.
(a) (b) (c) (d)
Figure 3.8. Example of rule 2 from the genome in fig. 3.7 constructing connections between enabler
nodes in a SHRUTI network when predicate Q(x, y) is observed to follow predicate P (x, y). When
considering potential inputs (P INPUT ) to ?P, the genome first considers −Q, but no connection
is formed because −Q performs a different function (collector) from ?P (enabler) and so condition 5
is not satisfied. ?Q does perform the same function and therefore meets the criteria for connection
formation set by rule 2: both neurons must be active (conditions 1 and 4) and of the same function
(condition 5). An input connection can therefore be formed by action 7, the terminal of rule 2.
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Neuron conditions
Activity Activity level
Phase Current phase
Time Window Remaining time before window of synchrony expires
Function Neuron function: collector, enabler or role node.
nInputs Total number of inputs
nActInputs Total number of ’active’ inputs, that is, those with weight above
0.5 and therefore strong enough to activate neurons.
Connection conditions (E INPUT only)
Weight Weight of connection between SELF and E INPUT
nUpdates Number of times connection weight has been updated
Table 3.3. Attributes that may be tested by conditions in the genome.
Actions
ADD (WEIGHT) Add connection from P INPUT to SELF with weight as specified
by the parameter WEIGHT
DEL Delete connection between SELF and P INPUT
Table 3.4. Actions that may be expressed by the genome
type of action to be performed is specified (table 3.4, page 81). Two types of action are
possible: the addition or removal of a connection between two nodes4. If the action to
perform is the addition of a new connection, a parameter for specifying the weight of the
new connection is also provided. For example, action 7, represented by the final sub-string
in the genome, tells SELF to form an input connection of weight 0.1 from P INPUT.
The genome may contain conditions or actions that are not expressed by any condition
in the genome and are therefore unexpressable. For example, condition 2 is encoded
in the genome (fig. 3.7a) but is not expressed in the decision tree (fig. 3.7c). This is
analogous to the sequences of non-coding genes known as introns in DNA (section 2.1.6).
Unexpressed conditions and actions will therefore also be referred to as introns henceforth,
and expressed conditions and actions will be referred to as exons.
Fig. 3.8 provides an example of the genome in fig. 3.7 developing a connection between
enablers. The genome contains two rules: one for removing connections that become weak
after a number of updates (Rule 1) and another for forming connections between active
neurons of the same function (Rule 2). A connection from −P to −Q already exists, but
not yet from ?Q to ?P (fig. 3.8a). The genome in ?P begins to search for possible input
connections, beginning with −Q (fig. 3.8b). Both neurons are active, satisfying conditions
1 and 4, but do not satisfy condition 5 since the two neurons perform different functions.
The genome then tests ?Q as a possible input and finds that conditions 1,4 and 5 are all
satisfied since both neurons are active and perform the same function (enabler) (fig. 3.8c).
A connection from ?Q to ?P can therefore be formed (fig. 3.8d).
4The addition and removal of neurons is addressed in chapter 4.
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3.2.3. Testing the genome model
To test the genome model and its ability to develop SHRUTI networks, four genomes were
created, labelled G1 to G4 (fig. 3.9). Each constructs connections between neurons of
the same function. G1 does only this so that every neuron is connected to every other
neuron that performs the same function and therefore a relational structure exists for
every possible relation. G2 creates new inputs to SELF from every other neuron of the
same function when SELF is active and removes redundant connections when inactive.
G3 restricts the development of connections to when both SELF and P INPUT are active
but does not remove redundant connections, whereas G4 does both.
Each genome was tested on developing networks for logic programs NoNeg1-4 (fig. 3.1,
page 73) and Neg1-4 (fig. 3.3, page 74) to demonstrate scalability and the ability to work
(a) G1 (b) G2
(c) G3 (d) G4
Figure 3.9. Genomes for developing working SHRUTI relations. G1 connects all neurons of the
same function. G2 does this but prunes connections that are significantly weak after 7 weight
updates. G3 only produces connections between active neurons of the same function. G4 does the
same but also prunes weak connections.
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(a) G1 (b) G2
(c) G3 (d) G4
Figure 3.10. Fitness for each genome (measured as the number of correct answers) as they develop
networks for NoNeg4 and Neg4 based on fixed event sequences.
(a) G1 (b) G2
(c) G3 (d) G4
Figure 3.11. The final number of connections and weight updates yielded by each genome when
developing networks for all eight logic programs.
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G1: Neurons all connected by function
Program #Relations #Predicates #Conns #Add #Delete #Updates
NoNeg1 2 3 69 66 0 426
NoNeg2 3 4 143 140 0 904
NoNeg3 4 5 204 200 0 1308
NoNeg4 6 7 439 434 0 3455
Neg1 2 3 58 56 0 272
Neg2 3 4 161 158 0 1435
Neg3 4 5 186 182 0 1308
Neg4 5 6 323 318 0 2758
G2: Neurons all connected by function, redundant connections removed
Program #Relations #Predicates #Conns #Add #Delete #Updates
NoNeg1 2 3 50 65 18 382
NoNeg2 3 4 79 130 54 787
NoNeg3 4 5 123 189 70 1104
NoNeg4 6 7 220 467 252 3035
Neg1 2 3 43 46 5 224
Neg2 3 4 94 206 115 1404
Neg3 4 5 104 181 81 1142
Neg4 5 6 190 385 200 2533
G3: Development restricted to active neurons of the same function
Program #Relations #Predicates #Conns #Add #Delete #Updates
NoNeg1 2 3 33 30 0 225
NoNeg2 3 4 83 80 0 592
NoNeg3 4 5 84 80 0 612
NoNeg4 6 7 115 110 0 1067
Neg1 2 3 26 24 0 139
Neg2 3 4 73 70 0 741
Neg3 4 5 56 52 0 413
Neg4 5 6 87 82 0 806
G4: Active neurons of the same function, redundant connections removed
Program #Relations #Predicates #Conns #Add #Delete #Updates
NoNeg1 2 3 25 34 12 233
NoNeg2 3 4 45 88 46 608
NoNeg3 4 5 66 104 42 655
NoNeg4 6 7 69 149 85 1107
Neg1 2 3 22 24 4 139
Neg2 3 4 59 106 50 779
Neg3 4 5 41 57 20 423
Neg4 5 6 74 114 45 834
Table 3.5. Statistics for each genome developing networks for each logic program using fixed event
sequences. #Conns refers to the number of connections, #Add and #Delete are the total number
of connections added and removed, and #nUpdates is the total number of weight updates. All
test questions are answered correctly in each case. Each logic program and developed network is
a different size, despite the fact that the same fixed-size genome is used in each case. This shows
that the genome is scalable.
Program #Connections #Add #Delete #Updates
G1 197.5 194 0 1454.38
G2 117.6 205 90.5 1282.63
G3 78.25 75 0 663.5
G4 57.5 100 46 697.63
Table 3.6. Average statistics from table 3.5 for each genome
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(a) G1 (b) G2
(c) G3 (d) G4
Figure 3.12. Time taken to develop networks of different sizes using each genome. Although the
genomes are scalable in the sense that each genome can develop networks of different sizes despite
being of a fixed size, they are not scalable in terms of evaluation time. The time taken to evaluate
each network as it develops is O(n), roughly linearly proportional to the number of connections in
a network.
with or without negated predicates. A fixed event sequence was used in each case to ensure
that all genomes were tested on the same data. Each sequence was repeated until a total
of 500 event observations had been made, with a window of synchrony of two observations.
Developed networks were presented with the corresponding B question set to demonstrate
each network’s ability to correctly assert all conclusions. Event sequences and question
sets may be found in appendix A. In order to overcome the conflicting relations problem
for Neg1-4, hInc (page 76) was set to 1.25 and hDec was set to 1 to enforce a bias towards
strengthening connection weights.
In each case all test questions were answered correctly. Graphs of the change in fitness
(measured as the number of correct answers to questions) as the networks learn and develop
can be found in fig. 3.10 on page 83, and tables 3.5 and 3.6 on page 84 present the statistics
of the network for each logic program developed using each of the genomes. Statistics
recorded for each network include the final number of connections formed, the total number
of connections added and removed during development, and the number of weight updates
performed during learning. Fig. 3.11 on page 83 shows the final number of connections
and number of weight updates yielded by each genome when developing networks for all
logic programs. All networks developed contain a different number of connections despite
the fact that they were all developed using the same fixed size genome. This demonstrates
that like other indirect encodings in the literature, the genome is scalable in the sense
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that the size of the genotype is independent of that of the phenotype. However, note that
the genomes are not scalable with respect to the time taken (in seconds) to evaluate each
network as it develops. The time taken to evaluate a network as it develops is O(n), in
that the relationship between the number of connections in a network and its evaluation
time in seconds is roughly linear (fig. 3.12).
Although these experiments only demonstrate scalability to logic programs in which pred-
icates have no more than three arguments5, it is argued that the genome would scale to
relations between larger predicates because the genome represents a connection between
two arbitrary role (argument) nodes that can be constructed as often as is required, irre-
spective of how many arguments a predicate has. A stronger defence of this argument is
presented later in section 3.5.
G1 developed the largest network, with the greatest number of connections and weight
updates. This follows from the fact that the genome represents the bare minimum required
for SHRUTI’s learning algorithm to work: a network in which all predicate nodes of the
same function are connected with no attempt to reduce the number of connections. All
other genomes make some attempt to reduce the number of connections and the results
show that they are successful. G4, which restricts the formation of connections to active
neurons of the same function and removes redundant connections, appears to be the most
successful at reducing the final number of connections. However, the number of additions,
and to a lesser extent the number of weight updates, is slightly higher than that of G3,
which only restricts connections to active neurons of the same function but does not remove
redundant connections. This is owed to the fact that when a connection between two
neurons is removed, it is likely that it will eventually be reconstructed, and as a result the
genome actually does more work by constructing a greater number of connections overall.
In conclusion, it is more efficient to prevent the development of superfluous connections
than it is to prune them. G3 is therefore the most efficient genome.
For each genome, figure 3.10 shows the change in fitness, measured as the number of
correct answers, for NoNeg4 and Neg4 over fixed event sequences. Maximum fitness is
achieved in each case.
However, the fitness of G2 oscillates and doesn’t actually rest at maximum fitness. This
is caused by frequent activation of certain collectors when the sum weight of weak inputs
is equivalent to one strong, above threshold input. For example, in NoNeg4, +T receives
inputs from more than five neurons, with each input having a weight of 0.1 (figure 3.13a).
The sum weight of these inputs is 0.5, enough to cross the threshold and activate +T
when it would otherwise remain inactive. This happens early in development for both
G1 and G2, but connections are eventually weakened enough to unlearn the disruption
(figure 3.13b). This solves the problem for G1, but in G2 these connections are eventually
pruned (figure 3.13c) and later reconstructed (figure 3.13d). Because these connections
are reconstructed with their original weight values of 0.1, +T reactivates when it shouldn’t
and fitness drops again. This occurs in G2 each time these connections are removed and
reconstructed, hence the oscillation in fitness. Modifying the genome so that the initial
5The reader is referred to page 71 for a defence as to why a limit of three arguments was set.
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(a) Connections created, +T active. (b) Connections weakened, +T inac-
tive.
(c) Connections deleted, +T inactive (d) Connections recreated, +T active.
Figure 3.13. Problem developing connections with genome G2, which prunes weak connections. A
set of inputs for which individual weights are initially 0.1 but the sum weight crosses the activation
threshold (0.5) is repeatedly removed and reproduced by the genome, resulting in the output
periodically becoming activated for the wrong questions.
Figure 3.14. Fitness of networks developed using G2 with initial weight value reduced.
weight value of a new connection is 0.05 instead of 0.1 means that +T only receives a
below threshold activation of 0.25 and development can occur without any oscillation in
fitness (figure 3.14). Nonetheless, regardless of how weak the input is, the problem could
occur in any network where a sufficient number of weak inputs is strong enough to activate
a neuron at the wrong time. This problem presents another reason why it is better to
prevent the development of superfluous connections than it is to prune them.
All genomes were also successful at developing zero-error networks (networks that answer
all questions correctly) for probabilistic event sequences for the NoNeg logic programs6.
Figure 3.15 shows the number of questions answered correctly over time for NoNeg net-
works developed using G4. Although the same results for other genomes are excluded for
brevity, the performance of G1 is exactly the same as that shown earlier in figure 3.2, since
G1 produces a fully interconnected network. Because relations cannot be learned using
the probabilistic sets for the Neg data as argued in section 3.1.2, the genomes could not
produce zero-error networks for Neg programs the same reason.
6Although for G2 this was only true when modifying the initial weight of a new connection to 0.05, as
when trained on fixed sequences (fig. 3.14)
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(a) NoNeg1 (5 questions) (b) NoNeg2 (8 questions)
(c) NoNeg3 (14 questions) (d) NoNeg4 (20 questions)
Figure 3.15. Fitness (measured as the number of correct answers) of developing networks trained
on probabilistic event sequences. 10 trials are performed in each case, generating a new event
sequence each time according to the probabilities listed in appendix A.
3.2.4. Discussion
The genome required to create connections between nodes in a SHRUTI network such
that zero-error is achieved is very small. The bare minimum required is for two neurons to
be of the same function, requiring a bare minimum of one condition (P INPUT.function
= SELF.function) and one action (ADD). Creating a smaller, more efficient network re-
quires two extra conditions that restrict the development of connections to active neurons
(SELF.activity >0.5, P INPUT.activity >0.5).
As discussed in section 2.1.6, synaptic activity is known to influence gene expression in
such a way that leads to neural development, including the maturation and removal of
synapses. Activity-dependent gene expression may not occur as directly and immediately
in biology as it does in this model, but this model is intended only to be an abstraction
just as SHRUTI itself is an abstraction. What one may question is the fact that these
activity-dependent conditions that restrict development parallel an aspect of the learning
algorithm: that of strengthening connections between co-active nodes. One would expect
neural development to support learning but not to copy it, otherwise learning is redundant.
Furthermore, although connections between neurons do form in post-natal development,
many neural structures are produced during the pre-natal stage before any learning can
even take place. A biologically plausible genome would therefore perform in a similar
manner by first performing some development independent of learning rather than being
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influenced by learning from the very beginning. However given the SHRUTI structure, it
is difficult to see how the size of a network can be restricted during development without
activity-dependent gene expression that mimics the learning algorithm.
In order to ensure that target relations can be learned using the representation method
used in SHRUTI, there are three possibilities if development is not to be influenced by
event observations that lead to neural activation:
1. Structures for all possible relations already exist in the network or eventually appear
at some point in time determined by the genome alone. However, such a fully inter-
connected network is exactly what we are trying to avoid for the sake of biological
plausibility and efficiency.
2. Only structures for the target relations exist to begin with. However this would
suggest that all knowledge is innate and that learning is redundant. Although some
human knowledge may be innate, surely the majority of it is not.
3. Structures for the target relations plus others pre-exist. However this still requires
that the target knowledge is innate.
If the environment does affect neural development, it must be done through sensory per-
ception, either directly or indirectly. The only interaction a SHRUTI network has with
the environment is through the activation of its predicate nodes. Three possibilities for
ensuring that target relations can be learned exist in this case:
1. Structures for all possible relations that a predicate may participate in develop when
that predicate is observed and its nodes are activated.
2. Structures for the target relations develop when the antecedent and consequent are
observed to coincide and their nodes are coactivated, as in genomes G3 and G4.
3. Target structures plus others pre-exist and weak connections not supported by evi-
dence are pruned.
In all three cases, some element of the learning algorithm is evident in the developmental
process, since the learning algorithm is also dependent on the activity or inactivity of
neurons.
The current SHRUTI representation is localist in that each relation is represented by a
specific structure reserved for that relation. Therefore in order for a particular relational
structure to be learned by Hebbian or even recruitment learning, it must exist to be learned
in the first place. The above paragraphs argue that given the current SHRUTI model, this
can only occur though pre-existence or observation. This may not be the case if a different
representational structure were to be found. A further discussion on this is presented at
the end of the chapter.
Regardless of what leads to a structure’s construction, this work shows that relational
structures can be represented by indirect encodings. Therefore the claim of SHRUTI’s
developers that the prerequisite structure required for SHRUTI to learn relations can be
89
3. Evolution with Hebbian learning
realised through a biologically plausible model of development already carries some weight.
Furthermore, the representation is scalable in the sense that the same fixed size genome
can be used to develop networks of different sizes. Particularly biologically plausible traits
include the use of indirect encoding to produce repeated substructures [22, 103, 116],
gene regulation including the existence of introns and exons [116], and activity-dependent
development [33]. Of course, the model is still an abstraction of true biological development
and biological plausibility could still be improved.
The next step was to attempt the production of similar SHRUTI genomes through an
evolutionary process. Owing to the simplicity of these genomes, it was expected that
similar genomes would be easily found in an evolutionary search. Nonetheless, evolving
SHRUTI genomes was still worthwhile in order to find any possible alternatives to the
genomes presented above, to demonstrate the concept of evolvable relational structures
before attempting to evolve genomes for more complex structures, and to observe any
potential difficulties that may be encountered when doing so. Furthermore, if alternative
methods of restricting development that do not depend on pre-existence or coactivation
do exist after all, it was expected that they would be found by the evolutionary search.
3.3. Method for evolving SHRUTI genomes
Now that a developmental genome had been produced, the next task was to observe
whether such genomes could be found through evolution, with the additional aim of finding
alternatives or improvements to the genomes in section 3.2, if they exist. The work in this
section and the remainder of this chapter extends work originally presented by the author
in [113, 114].
The multi-objective evolutionary search NSGA-II [29] was chosen because there were two
objectives: to reduce error in the answers produced by developed networks and to reduce
the number of connections necessary to do so. The parameters used to evolve networks
with NSGA-II are described in section 3.3.1, and the variation methods used are described
in section 3.3.2. Training and test data are explained in section 3.3.3 and section 3.3.4
introduces the error function.
Both objectives, error and number of connections, could be measured indirectly as the area
beneath the graph of error over time (e-area) and number of weight updates performed
during learning, respectively. Therefore before the main evolutionary experiments began,
the advantages of measuring the objectives in this way were explored. The method for
these preliminary experiments is described in section 3.3.5.
To ascertain whether or not evolution could discover improvements or alternatives to the
SHRUTI model, it was necessary to sample evolved genomes in order to examine their
structure and that of the networks they develop. Section 3.3.6 explains the sampling
method used when selecting genomes from the final populations of evolutionary trials.
Before continuing, it is important to note that the evolutionary process and the muta-
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tion and crossover methods used are only biologically plausible in the sense that they
are abstractions of biological processes. This is fitting with the definition of biological
plausibility in section 2.1.7, and further biological plausibility is a point for future work.
3.3.1. Parameters
The genomes were evolved over 500 generations with a population size of 100, and 50
trials were performed for each logic program. Parents for variation were selected using
tournament selection with a tournament size of 2. The crossover and mutation rates were
0.9 and 0.1 respectively. Genomes had a fixed size of twelve conditions or actions, as this
is more than sufficient to represent genomes G1-4 from section 3.2.
3.3.2. Variation
As explained in section 2.4, variation is the process through which genomes pass on their
genes to the next generation. Variation operations were performed until the size of the
offspring population was equal to that of the parent population. Two operations were
possible: the crossover of two parents followed by the mutation of each child, or the
mutation of one parent. Which of these was performed for each operation was determined
by the crossover rate. In either case, the mutation rate determined the probability of a
gene’s mutation. Pseudo-code for both variation operations can be found in appendix C.
Genes in introns and exons were candidates for mutation. When a gene was selected for
mutation, a new value was chosen according to a uniform distribution (fig. 3.16a). In the
event that a gene was mutated in such a way that other genes within the condition or
action were now incompatible, the incompatible genes were also mutated. For example.
in fig. 3.16b, the attribute is mutated from ‘function’ to ‘nInputs’ (number of inputs).
Because the number of inputs requires a numerical argument, ‘COL’ is an incompatible
argument and is therefore mutated into a random integer.
Crossover was performed by producing copies of two parent genomes and swapping intron
and exon nodes between them. Consider two parents P1 and P2, and a set of nodes Ni
from each parent. Each Ni is composed of a sub-tree of exons tri and a set of introns Ii
such that the lengths of N1 and N2 are equal. To produce the first offspring, P1 is copied
(a) Standard mutation: argument ‘COL’ (col-
lector) is mutated into ‘ENA’ (enabler)
(b) Attribute ‘Function’ is mutated into ‘nIn-
puts’, which is incompatible with argument
‘COL’, so the argument is also mutated.
Figure 3.16. Mutation. Each diagram represents the mutation of a condition, and each square in
a condition represents a gene. Each gene has a probability of mutation equal to the mutation rate.
If a gene is mutated that another gene is dependent on, that second gene is also mutated (b).
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(a) Parent 1 (b) Parent 2
(c) Child 1: Copied from parent 1. The sub-
tree previously at exon 1.7, and introns 1.2 and
1.6, are replaced by a copy of the sub-tree at
exon 2.5 from parent 2.
(d) Child 2: Copied from parent 2. The sub-
tree previously at exon 2.6 is replaced by copies
of nodes from parent 1: intron 1.6 and the sub-
tree at exon 1.4.
Figure 3.17. Crossover. To produce child n, a copy of parent n is first made. From child n, a tree
of exons and a set of introns are randomly chosen to be replaced by randomly chosen copies of an
exon tree and set of introns from the other parent. Nodes are always chosen in such a way that
the total number of nodes in a genome is preserved after crossover.
to produce C1. N1 is removed from C1 and replaced with a copy of N2, with the root of
tr2 placed in the original index of the root of tr1. For example, to produce child 1 in fig.
3.17, tr1 = {1.7, 1.9}, I1 = {1.2, 1.6}, tr2 = {2.5, 2.8, 2.9, 2.10} and I2 = {}. Therefore
N1 = {1.2, 1.6, 1.7, 1.9}, N2 = {2.5, 2.8, 2.9, 2.10} and length(N1) = length(N2) = 4. In
fig. 3.17c, parent 1 is copied to create child 1, tr1 (starting at exon 1.7) and introns 1.2
and 1.6 (I1) are removed from child 1 and replaced with a copy of tr2 (starting at exon
2.5) and the empty set I2. To produce the second offspring, P2 is copied to produce C2,
new sets N1 and N2 are generated and the process repeats except that the new N2 is
now replaced by the new N1. For example, when generating the second child in fig. 3.17,
tr1 = {1.3, 1.4}, I1 = {1.6}, tr2 = {2.3, 2.4, 2.6} and I2 = {}. The new N2 (2.3, 2.4, 2.6)
is then replaced by the new N1 (1.3, 1.4, 1.6) as shown in fig 3.17d. In the production of
all offspring, all sets were chosen according to a uniform distribution, but the ordering of
node types specified in section 3.2.2 had to be enforced. For example, if root(tri) denotes
the root of a tree, then when N1 is replaced by N2, tr1 and tr2 must be chosen in such a
way that type(root(tr1))  type(root(tr2)).
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3.3.3. Training and test data
Genomes were evolved for all eight logic programs listed above in section 3.1. The fitness
of each genome was assessed by using it to develop a network based on event sequences
and testing the developed network on a set of training questions. Fixed event sequences
listed in appendix A were used for training and developing networks to ensure that each
member of the population was trained on the same data. Event sequences were repeated
until 60 observations7 had been made, to bias the evolutionary search towards genomes
that develop networks that could learn to yield minimum error within this time. The
window of synchrony was once again set to two observations.
Developed networks were presented a set of questions in order to calculate the error, using
the A question set corresponding to the logic program represented by each network (ap-
pendix A). The error function is described in section 3.3.4. The A set was chosen because
it contains one question for the consequent of each relation, and it was hypothesised that
if a network developed to answer one question correctly for a particular relation, it would
be able to do so for all questions dependent on that relation, since all questions dependent
on a particular relation are answered using the same relational structure. Furthermore,
a question for which the expected answer is ‘unknown’ is included for every predicate in
order to avoid convergence towards networks which always answer ‘true’ or ‘false’ without
considering argument bindings.
Final populations for all logic programs were tested on longer event sequences, as opposed
to the first 60 observations on which they were trained, in order to observe whether or not
zero-error genomes maintain their efficacy over longer periods. These longer periods were
produced by repeating event sequences three times. These tests were performed first on the
same question sets used in evolution, and then again on a set of questions enumerating all
possible questions the network can be asked, in order to test the hypothesis that evolving
on one question per relation allows generalisation to larger question sets.
Genomes from the final population evolved for each logic program were then tested further
by developing networks for all other logic programs using the event sequences and test
questions for those programs. For example, genomes evolved to represent NoNeg4 were
tested by developing networks for NoNeg1-3 and Neg1-4. These tests were performed to
test the hypothesis that genomes generalise well to other logic programs because they are
evolved to represent the very concept of a logical relation, and not the representation of
any particular logic program as a whole.
Finally, the evolved genomes were then tested on probabilistic event sequences supporting
the same logic programs in order to test how adaptable genomes evolved on fixed sequences
were to noisy, probabilistic event sequences. 500 observations were generated according to
the probabilities specified in appendix A. Each genome was tested on 10 random seeds,
taking the average error yielded from each. Because this increased execution time tenfold,
samples were taken from each trial in order to reduce overall computation time. Up to
five zero-error genomes were chosen at random from the Pareto front of each trial if five
7The reader is reminded that time steps in which no events occur are nonetheless regarded as observations.
93
3. Evolution with Hebbian learning
such genomes existed, otherwise only the few that did exist were chosen. The enumerated
question sets were used, and genomes chosen for each logic program were tested on their
own event sequences and those for other programs.
3.3.4. Evaluating error
Error was measured as the difference between maximum accuracy and the accuracy ob-
tained, where accuracy is based on how many correct answers a network gives to test
questions. However, instead of counting the number of correct answers, accuracy was
based on the number of correct collector activations. Each answer to a question is read
as the state of the positive and negative collector [+, - ], and therefore takes one of four
values: [1,0] (true), [0,1] (false), [0,0] (unknown) and [1,1] (contradiction).
The complete set of answers is represented as a matrix a, in which each row ai represents
one answer and contains an element for each collector activation. a is compared against a
target matrix t and each row ai in the answer matrix is assigned a score. Total accuracy is
then measured as the sum of these scores as in equation 3.2. Originally, a simple scoring
function in which a score of 1 is assigned to each correct collector activation was considered
(equation 3.3). However this function meant that by always answering [0, 0] (unknown)
for each question, a high percentage accuracy could be obtained since all correct answers
contain at least one inactive collector state, as shown in table 3.7 on the next page. The
scoring function was modified to overcome this problem (equation 3.4). Networks which
always answer [0,0] are penalised to receive a total score of 0, and more weight is given
to correct ‘True’ or ‘False’ questions by assigning a score of 3, not 2, when both collector
values are correct. As shown in table 3.7, networks only answering [0,0] are now assigned
the absolute minimum accuracy, and the accuracy of networks answering all questions
correctly is even greater than before.
Accuracy(a) =
n∑
i=0
S(ai) (3.2)
S1(ai) =
m∑
j=0
(1− |ti,j − ai,j |) (3.3)
S2(ai) =

0 if
∑n
i=0
∑m
j=0 ai,j = 0
3 if
∑m
j=0 ti,j = 1 and
∑m
j=0 |ti,j − ai,j | = 0
S1(ai) otherwise
(3.4)
3.3.5. Alternative objectives
The two objectives to be minimised were the error yielded by a network and the final
number of connections in the network. However, the option of measuring both of these
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Expected
answer
Score 1 (S1) Score 2 (S2)
+ - All
0,0
All
1,1
All
correct
All
0,0
All
1,1
All
correct
1 0 1 1 2 0 1 3
0 1 1 1 2 0 1 3
0 0 2 0 2 0 0 2
0 0 2 0 2 0 0 2
6 2 8 0 2 10
Table 3.7. A comparison of the outputs of two different scoring functions. Numbers in bold denote
total accuracies. Using the first scoring function, networks can achieve a high accuracy by simply
answering [0,0] (unknown) for every question. This is not the case with the second scoring function.
objectives indirectly was also considered.
The alternative to the first objective of minimising error at the end of development was to
minimise the area beneath the graph of error over time (referred to as ‘e-area’ henceforth),
which is representative of the error of a network as it develops. Measuring the area
beneath the error-time graph provides information about the learning speed of a network
and what error values are yielded during development. Furthermore, the e-area provides
a more granular means of measuring performance which leads to increased diversity in
phenotypic space. Measuring error alone yields a smaller and more discrete range of values
which results in lower phenotypic diversity. However, the disadvantage of this alternative
approach is that measuring the e-area involves measuring error over numerous intervals
instead of just once at the end of development. Execution time increases with the number
of intervals at which error is measured, and can become particularly expensive for large
question sets since one pass of the network must be performed for each question.
As described above, networks are only trained on 60 event observations to encourage early
learning. The means by which area was estimated was chosen with a similar goal in
mind. Fig. 3.18a shows the error-time graph for a network that learns quickly. Error is
measured five times over the first 30 observations and once again at the 60th observation
(a) Area estimation 1 (b) Area estimation 2
Figure 3.18. Estimating area for developing SHRUTI networks by measuring error at intervals.
The maximum error in this example is 15. In the first approach, error is measured over five intervals
for the first thirty observations and once again at the sixtieth to assert that the network maintains
its efficacy. The second approach simply measures error at five intervals over all sixty observations,
but the first approach is preferred as it encourages the discovery of networks that learn quickly.
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Objective Alternative objective
Minimise final error Minimise error under error-time curve (e-area)
Minimise final number of connections Minimise total number of weight updates
Table 3.8. For both objectives (error and number of connections), there exists an alternative
measurement as shown in this table.
for validation to ensure that error remains at zero. This provided a better estimation of
the actual error-time curve than the alternative of spreading the five intervals over all 60
observations (Fig. 3.18b) and encourages the evolutionary algorithm to find networks that
learn all relations within the first 30 observations.
For the second objective, the alternative to measuring the final number of connections in
the network was to measure the total number of weight updates performed during develop-
ment. Once again, the two statistics are related, because a greater number of connections
results in a greater number of connection weights and therefore a greater number of weight
updates. Minimising the number of weight updates will therefore constrain the number of
connections and in addition minimise the work of the learning algorithm. Although mea-
suring the number of weight updates was more computationally expensive than measuring
the final number of connections alone, the difference was negligible.
Each objective and its alternative is summarised in table 3.8. In order to choose a suitable
pair of objectives for evolving networks for all logic programs, each possible combination
was tested on the evolution of networks for the NoNeg4 program alone (section 3.4.1).
When minimising each pair of objectives, values for each objective’s alternative were also
recorded to observe how they were affected. For example, when the e-area and number
of weight updates were selected as objectives, final error and number of connections were
also recorded to observe whether or not these values were constrained by the minimisation
of their alternatives. Once a suitable pair of objectives had been chosen based on these
results, networks for all logic programs were then evolved using the same parameters and
the chosen objectives (section 3.4.2).
3.3.6. Sampling evolved genomes
In addition to exploring whether or not SHRUTI genomes could be evolved, secondary
aims were to explore whether or not any improvements or alternatives to the SHRUTI
model could be discovered through evolution. To do this, it was necessary to examine
the structure of evolved zero-error genomes and the networks they developed. However, it
was impractical to examine every zero-error genome evolved, and therefore genomes were
sampled by selecting one zero-error genome for each value of e-area on the final Pareto
front for every 10th trial for each test scenario.
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3.4. Evolution of networks
This section presents the results of evolving genomes for developing SHRUTI network
representations of the logic programs listed in section 3.1. The preliminary analysis on
possible objective pairs is given in section 3.4.1. Section 3.4.2 presents the results of
using the chosen objective pair to evolve genomes for all logic programs and section 3.4.3
presents the results of using the evolved genomes to develop networks for test data.
3.4.1. Selection of objectives
Before evolving genomes for all logic programs, a choice of objectives to minimise had
to be made. The choices to be made were between error and e-area, and between the
final number of connections and the total number of weight updates. The preliminary
Objective pair Trials with zero-error networks (out of 50)
Error and number of connections 47
Error and number of updates 49
Area and number of connections 41
Area and number of updates 48
Table 3.9. The number of zero-error networks produced from experiments minimising each pair of
objectives.
(a) Error and number of connections (b) Error and number of updates
(c) Area and number of connections (d) Area and number of updates
Figure 3.19. Pareto fronts produced for different objective pairs when evolving SHRUTI genomes.
Points marked with a red dot indicate networks that developed to yield zero-error.
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experiments described in section 3.3.5 were performed on the NoNeg4 data set in order to
observe the effect that each possible combination of objectives had on other statistics in
the evolved networks and thereby choose a suitable pair of objectives for evolving genomes
for all other logic programs. For each pair of objectives, table 3.9 shows the number of
trials in which networks which yielded an error of zero were found and fig. 3.19 shows the
Pareto fronts obtained for all 50 trials. Networks which yielded an error of zero will be
referred to as zero-error networks henceforth, and are indicated by red dots in the plots.
The Pareto fronts represent a trade-off between error/e-area and the number of connec-
tions/weight updates. A small number of connections means that the learning algorithm
has to do less work, but if too small, the network will be unable to yield zero-error. A
greater number of connections does not guarantee a zero-error network because connections
need to be arranged correctly, but even when properly arranged too many connections re-
sults in a network that uses more resources than necessary. In summary, an ideal network
is one in which the number of connections/weight updates is the smallest it can possibly
be while still enabling the network to learn to yield zero-error as early as possible. Such
points are those both marked in red and sitting in the knee-point of each Pareto front.
The worst results in terms of the number of trials that discovered zero-error networks were
obtained when both area and number of connections were chosen as objectives, but there
is little difference between the performance of other combinations of objectives (table 3.9).
However Pareto curves do differ in that they are more distributed when minimising e-area
instead of error, for reasons which will be explained below.
Error versus e-area
Fig. 3.20 on the next page shows the error and e-area yielded by each network in the Pareto
front of each trial for each objective pair. In each experiment there is some correlation
between error and area, suggesting that one of these statistics provides a fairly accurate
indication of the other. This correlation exists because of the very fact that e-area is a
measure of error over time. If error is greater at the end of development, the final e-area
will proportionally greater. The e-area and the number of connections form the objective
pair that underperforms compared to the others (table 3.9), with only 41 trials yielding
zero-error networks. Furthermore, one of the goals of using e-area as an objective was to
encourage early learning, but reducing the number of weight updates during learning has
the same effect. For these reasons it would appear that error is a slightly better choice of
objective, especially since measuring area is more computationally expensive. However,
the e-area provides one piece of information that no other objective does: what error
values have been yielded during development. Two networks may yield the same error,
but if one of them yields a smaller e-area then it temporarily yields a smaller error earlier
in the learning process (fig. 3.22, page 100). Of the two, the network temporarily yielding
the smaller error is closer to the ideal zero-error network in terms of phenotypic behaviour
and therefore of more interest to the evolutionary search. Although this difference did
not appear to significantly affect the results for evolving networks for NoNeg4, it may
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(a) Error and number of connections (b) Error and number of updates
(c) Area and number of connections (d) Area and number of updates
Figure 3.20. The correlation between the error and the e-area for each pair of objectives. In each
case, the two statistics are found to correlate, especially for smaller error values.
(a) Error and number of connections (b) Error and number of updates
(c) Area and number of connections (d) Area and number of updates
Figure 3.21. Correlation between the number of connections and the number of weight updates for
each pair of objectives. The two statistics only correlate when the latter is chosen as an objective.
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(a) Larger e-area (b) Smaller e-area
Figure 3.22. Two networks yield the same error (50%) after learning, but may be distinguished by
a smaller e-area that indicates that the second network temporarily yields a lower error.
do for other logic programs, and therefore e-area was selected over error as an objective
for further experiments. Note also that because e-area takes into account error values at
different points in time, minimising e-area instead of error at the end of development alone
yields a broader range of objective values and therefore a greater distribution of points in
the Pareto front.
Final number of connections versus total number of weight updates
Fig. 3.21 shows the final number of connections and the total number of weight updates
for each network in the Pareto front of each trial for each objective pair. The number of
updates and the number of connections only correlate when the number of updates, and
not the number of connections, is selected as the second objective. Measurements of both
values are taken at the end of the developmental process. The final number of connections
does not reflect the number of connections that have ever existed during development and
therefore how many weight updates have been made because some connections may have
been removed during development. However, the number of connections that have ever
existed, and therefore also the total number of weight updates performed on them, must
always be greater than or equal to the final number of connections. Thus, minimising the
final number of connections cannot constrain the number of updates but the final number
of connections can be constrained by minimising the number of updates. In conclusion,
the number of updates is preferred over the final number of connections as an evolutionary
objective because minimising the former has the effect of constraining both.
In summary, although there was little difference in performance between each pair of
objectives, the e-area and the number of weight updates were chosen as the objectives to
minimise in further experiments in order to account for the following properties of evolved
networks when selecting genomes for crossover and mutation:
• Final error value
• Error values encountered during development
• Final number of connections
• Learning speed
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3.4.2. Performance on training data
Using the selected objectives and the methodology described in section 3.3, networks for
the remaining logic programs presented in sections 3.1.1 and 3.1.2 were evolved. Figure
3.24 shows samples obtained from 50 trials for each logic program when minimising e-area
and the number of weight updates. Networks which yielded zero error are indicated by
a red dot. Table 3.10 shows for each logic program the number of trials that developed
zero-error networks and the total number of zero-error networks across those trials. Most
trials were successful in producing zero-error networks for each logic program.
Fig. 3.23 shows an example of Pareto front development for NoNeg4, excluding the initial
population. Zero-error networks tend to be discovered within the first 100 generations.
This supports the hypothesis made at the end of section 3.2 that zero-error networks would
be easy for evolution to discover. However, the number of weight updates for these earlier
networks was relatively high compared to those in later generations. Therefore although
finding zero-error networks appears to be a relatively simple task for the algorithm, min-
imising the number of weight updates and therefore improving the learning speed required
to do so is not, as this tends to take place over a longer period of evolutionary time.
Genomes produced by the evolutionary search were examined by sampling one genome for
each value of e-area on the final Pareto front for every 10th trial for each test scenario.
Surprisingly, most of the genomes sampled fell into in one of three groups which can be
Logic Program NoNeg1 NoNeg2 NoNeg3 NoNeg4 Neg1 Neg2 Neg3 Neg4
Trials with zero-
error networks
50 49 49 49 50 50 49 49
Number of zero-
error networks
581 363 255 469 282 219 194 332
Table 3.10. Statistics of trials for each logic program. In total, 2695 zero-error networks were
found.
Figure 3.23. Pareto fronts at different stages of evolution.
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(a) NoNeg1 (b) NoNeg2
(c) NoNeg3 (d) NoNeg4
(e) Neg1 (f) Neg2
(g) Neg3 (h) Neg4
Figure 3.24. Final Pareto fronts for all 50 trials for each logic program. Red dots indicate zero-error
networks that answer all questions correctly.
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Figure 3.25. Three groups of genomes in the final Pareto fronts.
roughly separated into different partitions in objective space (fig. 3.25), although there
is some overlap. Each of these groups had their own strategies for answering questions,
which are discussed below.
Group 1 genomes (zero-error networks)
Members of this group can be identified by points marked by red dots in fig. 3.25. The
networks developed by these genomes yield zero error, answering all training questions
correctly. However, the genomes covered a range of values for the number of weight
updates. All genomes sampled behave in the same way as those presented in section 3.2.3
in that they all limit the development of connections to nodes of the same function, and
the more efficient genomes that yield a smaller number of updates do so by borrowing
conditions from the learning algorithm and restricting development to active neurons, like
genomes G3 and G4 in section 3.2.3.
Some genomes enforce the same conditions as G3 in that connections between SELF and
P INPUT are only produced when both nodes are active and are of the same function (fig.
3.26a). However, equivalent conditions or combinations of conditions also emerged that
do not test for activity or function directly but produce the same behaviour. In genome
3.26b, condition 1 ensures that both nodes are firing in the same phase or not firing at
all. Conditions 2 and 3 ensure that at least one of the nodes is firing because the value of
Time Window (the remaining time in the window of synchrony) for one must be greater
than the other in order for the condition to be true. However because of condition 1, if
one node is firing then both must be firing, therefore both SELF and P INPUT are active.
A phase value of -1 indicates no phase (the node is inactive), 0 indicates continuous,
uninterrupted phase (the node is an enabler or collector) and a phase value greater than
0 indicates the firing time of a spike (the node is a role node). If condition 1 is true in the
latter case, both nodes must be role nodes and are therefore nodes of the same function.
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(a) (b) (c)
Figure 3.26. Genomes for constructing zero-error networks, sampled from the full set of 2695 from
the final populations across all trials. All genomes in this figure behave like genome G3 from fig.
3.9c on page 82 in that they produce connections between active nodes of the same function. (a)
does so using the same conditions, (b) does so with a different set of conditions, and (c) uses the
same conditions but also limits the number of inputs to a node (condition 1).
In the case of a continuous phase condition 1 alone cannot determine whether the nodes
are enablers or collectors. However if condition 2 is true, P INPUT fires first, which is
true when two collectors coactivate. If condition 3 is true, SELF fires first, which is true
when two enablers coactivate. In summary, conditions 1 to 3 together, but not in isolation,
ensure that SELF and P INPUT are both active and of the same function.
The genome in fig. 3.26b restricts the number of connections even more than genome G3,
since in order for a connection to be formed nodes must not only be coactive but must
fire in the same phase (condition 1) and one before the other (conditions 2 and 3). These
are also conditions for causal Hebbian learning. Genomes this restrictive are effectively
performing the role of the learning algorithm before learning takes place. Given that
minimising the effort of the learning algorithm was one of the objectives, the discovery
of such genomes was inevitable. One of the goals of evolving SHRUTI genomes was to
discover improvements to the model already proposed in section 3.2. Such improvements
have been found in genomes like the one in fig. 3.26b, but only take the form of conditions
that describe the learning algorithm.
Although restriction by activation and equal node function should enable a zero-error
genome evolved for one logic program to develop networks for others, this may not always
be the case if there are additional conditions defined in the genome that may be prob-
lematic for developing networks on previously unseen event sequences. For example, the
genome in fig. 3.26c only allows each node to develop two input connections (condition
1). This may enable networks for smaller logic programs to develop so that they yield
zero-error, but not larger programs. This issue is discussed further in section 3.4.3.
The fact that all zero-error genomes found in the search behave in the same way, albeit with
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different representational mechanisms, suggests that the range of genotypic behaviours
that enable the production of zero-error networks is very limited and must work in a very
precise manner. Furthermore, the results support the claim made in section 3.2.4 that
it is difficult to restrict the number of connections formed without enforcing conditions
that mimic the learning algorithm. This supports the argument that in the SHRUTI
model pre-existence of relational structures or observation of evidence for the relations
they represent are the only means by which those structures can develop.
Although group 1 genomes yield zero-error networks for logics programs without conjunc-
tion, this is not the case in chapter 4 in which networks are developed for relations that
do contain conjunction because the developed networks cannot correctly answer questions
on conjunctive relations. Therefore it is important to note that the term ‘group 1 genome’
refers to genomes that produce zero-error networks for programs without conjunction, and
the term ‘group 0 genome’ will be used in chapter 4 for genomes that develop networks
that produce zero-error networks for programs that do contain conjunction.
Before continuing, it is worth mentioning that the ability of the evolutionary search to
discover genomes like these that restrict the number of connections and thus represent
the minimal network structure required to represent a target logic program may have
application in the field of knowledge extraction [51]. Knowledge extraction attempts to
find meaning in trained neural networks. New neural networks could be evolved to behave
in the same way as an existing neural network N from which knowledge is to be extracted,
with the additional objective of minimising the number of connections in the new networks.
The result would be a set of simplified equivalents to N that perform the same functionality
but with a minimal or near-minimal number of connections. It would be easier to interpret
the behaviour of the simplified networks and extract knowledge from them than it would
be to do the same in N .
Group 2 genomes
Members of this group form dense clusters found next to the first group in the objective
space for each logic program, as shown in fig. 3.25 on page 103. Networks in this group will
always produce the same answer for any given predicate. That is, the answer given depends
only on the queried predicate without reference to its arguments. For example, in table
Question Expected answer Given answer
P (a, b) 1,0 1,0
Q(a, b) 0,1 0,1
R(a, b) 1,0 0,0
P (c, d) 0,0 1,0
Q(c, d) 0,0 0,1
R(c, d) 0,0 0,0
Table 3.11. An example of the answering strategy for networks developed by group 2 genomes.
The same answer is always given for any predicate. Here, questions relating to P are always
answered [1,0] (true), questions on Q are always answered [0,1] (false), and questions on R are
always answered [0,0] (unknown).
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(a) Enabler-to-enabler and collector-to-
collector connections are formed.
(b) Only enablers receive connections, either
from collectors or other enablers.
Figure 3.27. Genomes for constructing group 2 networks, sampled from the final populations. In
both cases no role-to-role connections are formed. Dotted lines in the relational network indicate
connections weakened through the learning process. A phase of 0 refers to a continuous phase, as
emitted by τ -and nodes such as enablers and collectors.
3.11, a network may always answer [1,0] (true) for predicate P , [0,1] (false) for predicate
Q, or [0,0] (unknown) for predicate R. Any question for a predicate P with two arguments
will always be interpreted as P (x, y), which will always be true if the set of facts contains
a positive instance of P , or will always be false if the set of facts contains a negative
instance of P . To use a natural language example, consider the predicate Own(x, y) and
a knowledge base containing only one fact ‘John owns the book’ (Own(John,Book)). A
group 2 network would assert any instance of Own as true, for example ‘Mary owns the
book’ or ‘Mary owns the ball’, even though there is no information in the knowledge base
from which these conclusions can be drawn.
At one extreme, all questions are answered ‘true’ or ‘false’ with no questions answered as
‘unknown’. Such networks are produced by only developing connections between active
enablers and collectors so that querying a predicate by activating its enabler leads to the
automatic activation of one of its collectors. This is enforced by some set of conditions
that ensures only enablers and collectors receive inputs (conditions 1 to 4 in fig. 3.27a and
conditions 1 and 2 in fig. 3.27b). In all cases, connections between enablers are always
formed, and one of the following is true:
Connections between collectors are formed (Fig. 3.27a): Collector and enabler
connections are produced as they would be in a zero-error network, but there are no
connections between role nodes to propagate role bindings. Given a relation P (x, y) →
Q(x, y) and a fact P (a, b), if Q(c, d) is asked, the enabler of Q activates the enabler
of P without propagating any role bindings. Therefore the question propagated to the
106
3. Evolution with Hebbian learning
antecedent is P (x, y), which always evaluates as true since P (a, b) is true, even though
this does not prove Q(c, d).
Connections from enablers to collectors are formed (Fig. 3.27b): Consider again
an arbitrary relation P (x, y) → Q(x, y). A collector of Q receives a connection from the
enabler of P , which receives a connection from the enabler of Q. Therefore one of the
collectors of Q is indirectly activated by its own enabler, and asking Q(x, y) for any values
of x and y will always answer true or false.
As e-area increases along this set, error tends to increase also, due to the correlation
between the two statistics as explained in section 3.4.1. Observation of the output of these
networks found that they also provided the same answer for any given predicate. However
for greater error values, more predicates were always answered with ‘unknown’, up to and
including networks that always answer ‘true’ or ‘false’ for only one of the predicates, the
minimum required to mean that the network does not always answer ‘unknown’. Anything
less will result in all questions being answered ‘unknown’, the score being penalised to the
maximum error and the network being classified as belonging to the third group. For all of
these genomes, connections were again only formed between enablers and collectors, but
there was some restriction on the number of inputs that SELF or P INPUT could have
before any new connections were created between them, therefore also restricting the total
number of relations and questions that could be answered.
As with group 1 networks, equivalent sets of conditions to those in figure 3.27 will produce
networks that behave in the same way. Also, connections are again limited by function in
each case (even though role nodes are ignored) and occasionally also by conditions that
mimic the learning algorithm, suggesting that few alternatives exist, if any at all.
Because connections are only produced between collectors and enablers, the number of
connections and therefore the number of weight updates is kept relatively low. Such
networks are therefore difficult to dominate with respect to the second objective, which
explains why final Pareto fronts are heavily populated with members of this group.
Group 3 genomes (maximal-error networks)
These networks always answer [0,0] (unknown) and are therefore penalised with the max-
imum possible error. This happens owing to a complete lack of connections at the end of
development, which happens for one of two reasons. The first reason is that either the
genome contains no actions for creating new connections or any that do exist are never
expressed. These are easily produced by randomly generating a nonsensical genome in
the initial population or by mutating a group 1 or 2 genome. Group 1 and 2 genomes
are extremely fragile in that only one mutation affecting a direct or indirect constraint on
function equality, or an action of connection formation, could be enough to cause serious
fault in the network.
The second cause is that any connections that are formed are removed later in the devel-
opmental process. Once again, some of these genomes may be mutations of group 1 or 2
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genomes. In either case, the network yields some non-maximal error value for some period
of time until all of its connections are removed and its error increases to maximum. This
could be true of any error value before the connections are removed, and therefore the
group contains a range of values for e-area.
With so few connections, the number of updates is also likely to be very low, even zero.
Therefore the final Pareto fronts contain many group 3 networks for the same reason they
contain many group 2 networks: they yield a small number of weight updates and so they
are difficult to dominate with respect to the second objective.
Some other genomes which do not fit into these three groups do exist but they are relatively
few in number. The lack of variety may possibly be attributed to two reasons. The first
is that as argued before in section 3.2.4, the structure of SHRUTI networks is so specific
that developing them by connecting nodes of equal function and possibly restricting de-
velopment to active nodes may be the only means of constructing them. Group 1 genomes
construct SHRUTI networks in precisely this way, and group 2 genomes are essentially
group 1 genomes that do not form connections between role nodes. Any other genomes
are either completely meaningless combinations of conditions and actions or destructive
mutations of group 1 and 2 genomes. The other possible reason for the lack of variety is
that even if alternative representations do exist, they cannot Pareto-dominate members of
the three groups. The Pareto fronts are heavily populated by group 1 genomes by virtue
of the fact that the networks they develop yield zero-error, and by group 2 and 3 genomes
because the networks they develop include so few connections.
Small gaps between groups 1 and 2 were found in objective space for some logic programs
(fig. 3.24). This is because of the difference between an error of zero and the minimum error
that can be achieved by group 2 networks, and therefore also between the corresponding
e-area values since the two statistics correlate. The gaps between groups 1 and 2 are more
populated for larger networks because they yield a larger range of error values. The logic
programs represented by larger networks contain a larger set of predicates. With more
predicates, a greater number of questions can be asked and so a larger range of error values
may be produced. Therefore the range of error and e-area values between the two groups
is also greater.
The three groups described above form an ordering in that one group can be considered
as an extension of another. Group 3 genomes contain no connections, but group 2 may
be regarded as an extension of group 3 in that it produces connections between enablers
and connections between collectors. Group 1 genomes also contain connections between
enablers and collectors, but extend group 2 by also producing connections between role
nodes. In this sense, the three genomes could be considered as three distinct evolutionary
stages. As discussed in section 2.2, Piaget suggested a number of distinct stages of de-
velopment [78], but modern psychologists would argue that the transition between those
stages is more gradual and not so discrete [100]. Although the three groups of genome have
been discovered through a nature-inspired evolutionary algorithm, these findings may have
more biological plausibility if a greater number of transitional genomes could be found to
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reflect a more gradual transition between the three distinct groups.
3.4.3. Performance on test data
Genomes from each trial were tested on event sequences and test questions from logic
programs other than that logic program each genome was evolved to represent. Fig. 3.28
shows the number of trials from each logic program in the training data containing zero-
error genomes that generalise to the event sequences and training questions from other
logic programs on that all questions are answered correctly. Fig. 3.29 shows the proportion
of zero-error genomes generated across all trials for which this is true.
Results from every training set found genomes that generalise to events and questions from
other sets. However, genomes from the NoNeg data sets are less efficient at developing
Figure 3.28. The number of trials for each logic program in the training data containing zero-error
genomes that generalise to the event sequences and training questions from other logic programs.
The colour of a square reflects the number of trials containing zero-error genomes evolved on the
corresponding logic program on the x-axis that also develop zero-error networks for the corre-
sponding logic program on the y-axis. For example, 39 trials (orange) evolved on NoNeg1 contain
zero-error genomes that produce zero-error networks for Neg1.
Figure 3.29. The proportion of zero-error genomes across all trials for each logic program that
generalise to the event sequences and training questions from other logic programs. The colour of
a square reflects the number of zero-error genomes evolved for the corresponding logic program on
the x-axis that also develop zero-error genomes for the corresponding logic program on the y-axis.
For example, very few (0.034, dark blue) of the zero-error genomes evolved on NoNeg1 develop
zero-error networks for Neg4.
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(a) NoNeg4 genomes producing networks for
the Neg4 logic program
(b) Neg4 genomes producing networks for the
NoNeg4 logic program
Figure 3.30. Pareto fronts produced when genomes evolved for one logic program are tested by
developing networks for another.
networks for the Neg data sets than the Neg sets are at developing networks for the NoNeg
data sets. This is because genomes evolved for the Neg sets are trained on relations
containing positive and negative predicate instances and are therefore able to develop
networks that are not brittle to the conflicting relations issue (section 3.1.2), whereas the
NoNeg genomes are not exposed to such relations during training. Therefore the genomes
evolved on Neg data generalise better.
Furthermore, as the size of the logic program used for training increases, the evolved
genomes tend to be more generalisable as shown for the average results in fig. 3.29. Al-
though the hypothesis was that a genome evolved to represent one logic program should
generalise to others due to the fact that the same relational network structure is produced
for all relations, this is not always the case if a genome evolved for a smaller logic program
is presented with the training data for a larger logic program, which requires a larger
network to represent it. Even though, as shown in section 3.4.2, all zero-error genomes
connect nodes by function, some genomes contain additional conditions that restrict the
development of conditions in such a way that they enable zero-error genomes to be devel-
oped for some event sequences but not others. For example, one of the genomes evolved
to develop networks for NoNeg1 contains a condition that limits the number of inputs a
node may have to two (fig. 3.26c, page 104), which probably resulted from minimising the
number of weight updates and connections. This is not too restrictive for NoNeg1 because
two inputs is the most that any collector node ever requires. However, the collector for
S(x, y) from NoNeg4 requires three inputs: one from each antecedent and one from the
associated fact. Therefore, this genome evolved to represent NoNeg1 does not generalise
to NoNeg4. In general, there is no guarantee that a genome evolved to represent a smaller
logic program can develop a network that is able to represent a larger one, and therefore
to evolve generalisable genomes it is better to evolve genomes on larger programs.
Figure 3.30 plots the objective values produced by genomes evolved for one program when
generating networks and answering questions for test data. The plots closely resemble the
original Pareto fronts in fig. 3.24 on page 102 and thereby demonstrate the generalisability
of evolved genomes even further.
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Figure 3.31. The number of trials for each logic program containing genomes that could generate
zero-error networks for all possible questions in each test program.
Figure 3.32. The proportion of zero-error genomes for each logic program that could generate
zero-error networks for all possible questions in each test program.
The next experiment tested the generalisability of each genome to every possible question
each logic program could be asked, including all possible unknowns. Fig. 3.31 shows the
number of trials containing zero-error networks that generalised to all questions, and fig.
3.32 shows the proportion of zero-error networks for which this is true.
With the exception of NoNeg2, genomes evolved from most training sets develop networks
that generalise very well to the full range of questions presentable to the logic program
on which they were trained, and the proportion of genomes that generalise to all possible
questions of other sets is almost as high as that of those that generalise to the training
questions only (fig. 3.32). This supports the argument that as long as every relation
is represented by at least one question in the training set, only small sets of training
questions are necessary to assess the fitness of a network. If a trained network can answer
one question from a relation correctly, most of the time, it will be able to answer them all.
However, few genomes generalised well to the NoNeg2 data set. In particular, the networks
they developed would incorrectly answer the question S(x, g) as [1,0] (true), when it should
be answered as [0,0] (unknown). This occurs because some genomes develop networks that
learn the relation R(y, z) → S(x, y), which is not actually a relation in the NoNeg2 logic
program. The problem occurs when this undesired relation is learned with weights of
0.5 or slightly greater (Fig. 3.33), just enough to cross the activation threshold of the
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(a) NoNeg2 (b) NoNeg3 (c) NoNeg4
Figure 3.33. Target relational structures of the form A→ B,A→ C,C → D when developed using
Neg genomes, a bias towards strengthening relations (hInc = 1.25) and fixed event sequences.
Undesired relations of the form B → D are incorrectly learned such that the weight values of
connections that represent those relations are just strong enough to cross a node’s threshold. Facts
associated with relations are printed in bold.
nodes in the relation and propagate the truth of R(f, g) to S(x, y). This relation gains
strength whenever evidence for R(y, z) is observed at the same time as Q(x, y). S(x, y) is a
consequence of Q(x, y) and therefore whenever Q(x, y) and R(y, z) are observed together,
S(x, y) is also observed to follow R(y, z) as well as Q(x, y), suggesting that S(x, y) is a
consequence of R(y, z) even though it is not. Evidence of R(y, z) occurring without S(x, y)
is presented to weaken the relation, but only enough to settle the relation’s weights at
approximately 0.4 in the NoNeg trials, just below the threshold and therefore sufficient
for the relation between the two predicates to be interpreted as non-existent. This works
because NoNeg genomes run with no bias towards strengthening relations (hInc = 1, see
equation 3.1 and its explanation on page 76). However, because the Neg genomes are
run with the bias towards strengthening relations (hInc = 1.25) in order to overcome the
conflicting relations problem, the weights are more likely to settle at higher values, just
above 0.5, after training. Therefore, the Neg genomes are highly likely to develop networks
that incorrectly learn the relation R(y, z) → S(x, y). Similar relations are learned by
Neg networks on NoNeg3 (fig. 3.33b) and NoNeg4 (fig. 3.33c) training sequences also.
However no incorrect conclusions are made because the antecedents in these unwanted
relations, S(y, x) and R(x) respectively, have no facts associated with them. Were these
experiments to be repeated, the fixed training sequences would be constructed such that
better, less ambiguous evidence for relations such as R(y, z) → S(x, y) in NoNeg2 would
be presented. This is in fact the case for the probabilistic event sequences, which do enable
NoNeg2 to be learned properly. This is discussed in more detail below.
Nonetheless, the results show that most genomes that evolved to develop networks that
answer all their training questions correctly generalise well to unseen event sequences and
test questions.
The next experiment tested generalisability to probabilistic event sequences generated
according to the probabilities listed in appendix A. Tables 3.34 and 3.35 present the results
of testing up to five genomes, chosen at random from the Pareto front of each trial, on 10
random seeds of 500 observations and all possible test questions. As argued in section 3.1.2,
the learning model does not support negation in a probabilistic event sequence. Therefore,
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Figure 3.34. The number of trials for each training program containing zero-error genomes that
generalise to probabilistic event sequences for each test program, based on random samples of up
to five zero-error genomes for each trial.
Figure 3.35. The proportion of zero-error genomes sampled over all trials for each training program
that generalise to probabilistic event sequences for each test program, based on random samples
of up to five zero-error genomes for each trial.
as expected, none of the evolved genomes developed zero-error networks for the Neg data
sets using the probabilistic sequences and so results for these are excluded for brevity.
However genomes from all trials were able to generate some zero-error networks for the
NoNeg probabilistic sequences, although not as successfully as tests on fixed sequences.
Although the proportion of successful generalisations is below 70% for genomes trained
on NoNeg1, NoNeg2 and Neg3, that of genomes trained on other sets is reasonably high
considering that they were not trained on probabilistic event sequences (for reasons given
on page 77).
Once again, where genomes do not generalise successfully, this is due to additional con-
ditions in the genome that may not impose problems on fixed event sequences but do
on probabilistic ones. Consider the example of the NoNeg1 genome that restricts the
number of input connections for a node to two (fig. 3.26c, page 104). If evidence for
P (x, y) → Q(x, y) is observed before that of Q(x, y) → R(x, y), as in the fixed event se-
quence, +Q will receive input from +P , as is necessary to represent the target relation.
However, if, as happens in roughly half the probabilistic event sequences, evidence for
Q(x, y) → R(x, y) is observed before that of P (x, y) → Q(x, y), +Q will instead receive
an input connection from +R first. Along with the input from the fact Q(e, f), +Q now
has two input connections and no more space for the required input connection from +P
to be formed.
It is worth noting that results for generalisation to NoNeg2 are actually better when
using the probabilistic event sequences than when using the fixed sequences, because
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Relation Probability Connection Average weight
1 2 3 4 5
P (x, y)→ Q(x, y) 0.9 +P → +Q 0.922 0.886 0.915 0.890 0.871
?Q → ?P 0.902 0.872 0.930 0.895 0.862
Q(x, y)→ R(x) 0.8 +Q → +R 0.813 0.829 0.842 0.875 0.811
?R → ?Q 0.799 0.805 0.829 0.863 0.801
Q(x, y)→ S(x, y) 0.75 +Q → +S 0.800 0.782 0.766 0.801 0.779
?S → ?Q 0.793 0.791 0.776 0.794 0.783
S(x, y)→ T (y) 0.85 +S → +T 0.890 0.858 0.882 0.884 0.875
?T → ?S 0.895 0.853 0.887 0.893 0.864
U(x, y, z)→ V (x, y, z) 0.7 +U → +V 0.781 0.746 0.775 0.753 0.683
?V → ?U 0.754 0.738 0.780 0.721 0.695
V (x, y, z)→ S(x, y) 0.8 +V → +S 0.858 0.837 0.800 0.816 0.819
?S → ?V 0.834 0.821 0.803 0.824 0.803
Table 3.12. Final weights of connections representing relations in NoNeg4, following genetic devel-
opment and training on probabilistic event sequences. The learned weight values are averaged over
10 trials for 5 zero-error genomes produced through evolution, and are similar to the probabilities
of the corresponding relations.
the probabilistic event sequence provides less support for R(y, z) → S(x, y) in that the
predicate R(y, z) occurs more frequently without S(x, y) than it does in the fixed event
sequence. Therefore the problem of genomes not generalising well to NoNeg2 in previous
experiments was not owed to the evolved genomes but to the evidence presented by the
fixed event sequence.
Finally, a few of the evolved zero-error genomes were sampled to observe how well con-
nection weights learned for developed networks reflected the probabilities used to generate
event sequences. Table 3.12 shows learned connection weights for 5 zero-error genomes,
developing networks for NoNeg4. As has already been argued, logic programs from the
Neg datasets cannot be learned from probabilistic event sequences because the weights
of enabler-to-enabler and role-to-role connections do not reflect the probabilities of the
corresponding relations, owing to the conflicting relations problem. However, the results
in table 3.12 demonstrate that for NoNeg logic programs, evolved zero-error genomes
develop networks in which learned connection weights do reflect the probabilities of the
corresponding relations.
3.5. Larger Predicates
All experiments performed thus far were performed on logic programs with predicates con-
taining no more than three arguments, in order to limit execution time when evaluating
developed networks during the evolutionary search (see page 71 for a defence of this deci-
sion). This enables no more than three argument bindings at any one time, even though
the human brain is believed to be capable of performing 7 ± 2 bindings at any one time
[95]. Given that the evolved genomes represent connections between roles nodes (which
represent arguments) of two predicate clusters regardless of how many arguments those
predicates have, it is argued that the genomes are just as capable of developing networks
for relations containing seven arguments per predicate, or any number of arguments for
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Figure 3.36. The number of correct answers over time as genome G1 develops a network for
the single relation P (t, u, v, w, x, y, z)→ Q(t, u, v, w, x, y, z), with a probability of 0.9. 10 trials are
performed, with a new event sequence generated in each case. All questions are answered correctly.
Logic program NoNeg1 NoNeg2 NoNeg3 NoNeg4 Neg1 Neg2 Neg3 Neg4
Generalisations
to 7-argument 0.910 0.825 0.860 0.971 0.969 0.920 0.844 0.928
relation
Table 3.13. The normalised number of zero-error genomes evolved on each logic pro-
gram that generate a zero-error network for the 7-argument relation P (t, u, v, w, x, y, z) →
Q(t, u, v, w, x, y, z). The same fixed event sequence, containing multiple repetitions of the sequence
(P (t, u, v, w, x, y, z), Q(t, u, v, w, x, y, z)), was used in each case.
that matter, as they are for relations containing up to three arguments per predicate.
Genome G1 (fig 3.9a, page 82) and all evolved genomes were tested on the develop-
ment of a relational structure for a single relation that contains seven arguments in
both the antecedent and the consequent. The relation used was P (t, u, v, w, x, y, z) →
Q(t, u, v, w, x, y, z), with probability 0.9, facts P (a, b, c, d, e, f, g) and P (h, i, j, k, l,m, n),
questions Q(a, b, c, d, e, f, g) and Q(h, i, j, k, l,m, n) expected to be answered ‘true’, and
questions Q(c, i, f, h, g, b, i), Q(i, h, c, n,m, j, a) and Q(g, a, b, b, h, i, d) expected to be an-
swered ‘unknown’.
Fig. 3.36 shows the number of questions answered correctly over time as G1 develops
a network for the seven-argument relation. 10 trials were performed, with a new event
sequence generated in each case, according to the probability of the relation being true
(0.9). All five questions are answered correctly before twenty observations have been
made, thus demonstrating that G1 generalises to relations in which predicates contain up
to seven arguments.
Table 3.13 shows the proportion of zero-error genomes evolved for each logic program that
generate zero-error networks for the relation P (t, u, v, w, x, y, z)→ Q(t, u, v, w, x, y, z). For
example, 91% of the zero-error genomes evolved for NoNeg1 produce networks for this re-
lation that are able to answer all five questions correctly. In most cases, the genomes
generalise reasonably well, but performance may have been improved if the original train-
ing data for which genomes were evolved contained logic programs in which predicates
had seven arguments or more.
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These results demonstrate that SHRUTI genomes can scale to a biologically plausible
number of variable bindings, which is believed to be 7±2 [95]. This has been demonstrated
for only one relation, and evolution of larger logic programs which contain relations of this
size was not attempted due to the computational expense of doing so (see page 71). This
remains a matter for future work. However it has already been argued throughout this
chapter, particularly in section 3.2.3, that SHRUTI genomes scale to logic programs of any
size because the genome represents a network structure for an arbitrary logical relation and
produces it for each relation in a logic program. Given that the genomes can generate a
relational structure for up to seven predicate arguments, they should be equally as capable
of developing larger networks containing multiple instances of this structure.
3.6. Discussion
This discussion section summarises the findings of this chapter, of which there are two
main conclusions. The first is that as SHRUTI’s developers suggest [96, 120], owing to the
use of repeated substructures in SHRUTI networks, these networks can be pre-organised
in a scalable, biologically plausible way by using artificial genomes that employ indirect
encoding to direct the growth of connections between nodes in predicate structures. The
genomes do not produce the nodes themselves, but this is addressed later in chapter 4. The
second main conclusion of this chapter is that these SHRUTI genomes can be produced in
a biologically plausible way by an evolutionary search. Both of these conclusions support
the biological plausibility of the SHRUTI model as a whole. However, according to the
definition of biological plausibility presented in section 2.1.7, the biological plausibility of
this developmental SHRUTI model is limited in that it is still an abstraction that captures
only some aspects of real neurogenesis, which are summarised below on page 118.
The genomes designed manually and most genomes discovered through evolution generalise
very well to unseen event sequences and test questions. Test sets vary in both the size of
the logic programs themselves and the questions that may be asked of them, demonstrat-
ing that the genomes are scalable in the sense that the size of the genotype is independent
of that of the phenotype. Genomes that support development according to probabilistic
event sequences were also found. It was hypothesised that genomes evolved on fixed event
sequences would generalise better to probabilistic event sequences than they did. However,
because they slightly underperformed compared to what was expected, genomes should
be evolved on probabilistic event sequences in future work. Nonetheless, most evolved
genomes still generalised well to noisy, probabilistic event sequences. Although generalisa-
tion to probabilistic event sequences for logic programs containing negation was completely
impossible, this is owed to a more fundamental problem with the causal Hebbian learning
algorithm and not the genome model itself.
The generalisability of SHRUTI genomes is owed to the very nature of indirect encoding:
the representation of repeatable substructures that are scalable to structures of different
sizes (section 2.5). In particular, the substructure in question here is a network represen-
tation of a logical relation that is transferable to any logical relation in any logic program.
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It is a relational substructure, and not any complete network, that is evolved. In other
words, the evolved genomes represent the general relational structure (section 2.3.3) as
it is applied to SHRUTI networks that do not involve conjunction. The bare minimum
required to discover such generalisable encodings in an evolutionary process is a question
set that contains at least one question that is representative of each logical relation.
One of the aims was to discover alternatives or improvements to the genome model in
section 3.2. Although conditions in evolved zero-error genomes were sometimes differ-
ent from those in section 3.2, the resulting behaviour that they enforced was equivalent.
They all developed zero-error networks by restricting the development of connections to
nodes of the same function, and in the case of genomes that improved efficiency, restricted
connections further by copying elements of the learning algorithm. The only improve-
ments discovered were also rules similar to those in the learning algorithm, for example
genomes which restrict connections to active nodes firing in the same phase, just as causal
Hebbian learning requires that role nodes fire in the same phase for a connection weight
to strengthen. Work in the background section also found that the discovery of optimal
weight values during evolution resulted in fitter genomes, again due to taking some work
from the learning algorithm (section 2.5.1).
No alternatives were found, suggesting that the means of representing such SHRUTI net-
works in a genotype is limited and supporting the argument put forward in section 3.2.4
that because of the very specific nature of SHRUTI’s localist structure, neural representa-
tions of target relations must either pre-exist or be created upon observation, thus copying
aspects of the learning algorithm. The genomes only had a limited set of conditions with
which to work and further conditions may allow the search algorithm to discover different
networks. However all attributes that a node or connection can possess as far as SHRUTI
relations are concerned are included in the model. Even if new conditions are introduced,
the fact remains that the structure for a relation must exist in order for that relation to
be learned in the first place because it is the structures themselves that form the repre-
sentations. All the learning algorithm does is determine which of these relations are true
and which are false.
Although development produces repeatable substructures in biological systems, it is not
clear whether or not each of those substructures forms a specific representation as they
do in SHRUTI. Given that neural representation is more widely believed to be distributed
and not localist [80], such fully localist representations as used by SHRUTI are unlikely.
A distributed approach would be one in which within any substructure, or even between
substructures, any individual connection could participate in the representation of mul-
tiple observed relations. Furthermore, unlike in the SHRUTI genomes, biological devel-
opment does not use learning to influence early (pre-natal) stages of development and
it is likely that activity-dependent development supports learning without making it re-
dundant. More biologically plausible behaviour could possibly be realised in a distributed
representation of SHRUTI. Similar to the information processing theory of cognitive devel-
opment [69, 100], development in a distributed system could support learning by providing
new connections when the system becomes saturated with knowledge or error becomes
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high, improving storage capacity and connectivity rather than building a representation
of what needs to be learned. Furthermore, the information processing theory of develop-
ment supports the more biologically plausible idea of a more continuous developmental
process than is suggested by the discrete nature of the three groups of genomes presented
in section 3.4.2. For these reasons, possible distributed representations of SHRUTI are
worthy of further investigation. A discussion on this idea as a research direction, complete
with some preliminary results, is provided later in chapter 5.
The genome itself exhibits some biological plausibility. In particular, indirect encoding is
closer than direct encoding to the means by which biological genomes produce organisms,
that is, by providing a set of instructions for the gradual development of the phenotype
[22, 103, 116]. This is implemented by the biological process of gene regulation [116]. Also,
gene expression in the SHRUTI genome also involves introns and exons, just as biological
gene expression does. However, gene expression in SHRUTI is still an abstraction, and
real biological networks are much more complex. Furthermore, the model of gene regula-
tion used in the SHRUTI genome is a tree structure, and less like a network as in biology.
Another biologically plausible trait of the system is the involvement of activity-dependent
development [33], although once again due to the abstract nature of the genome the bi-
ological plausibility of this could be improved. While activity-dependent development is
known to trigger the development of connections in neural development, it is unlikely to
be as immediate and direct as it is in the SHRUTI genome. The evolutionary algorithm
applied to the evolution of the SHRUTI genomes, including the crossover and mutation
operators tailored for the particular genome representation, are also abstractions of bio-
logical processes. In summary, the SHRUTI genomes and the means through which they
are evolved are biologically plausible in the sense defined in section 2.1.7 in that the model
is a high-level abstraction of natural development that is not claimed to be a perfect copy,
but captures some aspects of natural development in an attempt to understand how neu-
ral representations of reasoning could evolve and develop. The use of such abstraction in
the genetic model was chosen because SHRUTI itself is also an abstraction, and therefore
less abstract, lower-level genetic models could be explored as the biological plausibility of
SHRUTI is improved.
Regardless of the extent to which biological plausibility can be claimed, the biological
plausibility of the SHRUTI model has nonetheless been improved by introducing a de-
velopmental model as suggested by the SHRUTI developers, and by showing that these
genomes can be produced through evolution. However, biological plausibility has only
been improved with respect to connections between neurons and the representation of
relations that do not involve conjunction. To support biological plausibility further, the
next step was to generalise the ideas from this chapter to other structures in SHRUTI.
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The previous chapter introduced a genome for constructing connections between nodes
in SHRUTI predicate clusters that enabled Hebbian learning of relations between those
predicates, and demonstrated that similar genomes could be produced through an evolu-
tionary process. This supports the biological plausibility of these relational structures in
SHRUTI by demonstrating that they can be represented in a biologically plausible way,
as argued by SHRUTI’s developers [96, 120], and that they can be discovered through the
biologically plausible process of evolution. These relations were non-conjunctive in that
they did not contain conjunction of antecedents, for example A ∧ B → C (a conjunctive
relation). Non-conjunctive relations are but a small component of the overall SHRUTI
architecture and in order to further support the biological plausibility of SHRUTI and the
arguments of its developers that its repeated substructures can be represented by indi-
rect encodings, the representation and evolution of further SHRUTI structures must be
explored. Therefore this chapter extends the genome representation to enable the con-
struction of mediator structures and fact structures, both of which were introduced in
section 2.3.5. Mediator structures are intermediate clusters of nodes between antecedent
and consequent predicate clusters that enable conjunctive relations to be represented by
SHRUTI and also enable type restrictions on relations in general. Fact structures rep-
resent episodic facts as static bindings between entities and predicate arguments. Both
mediator and fact structures are learned through recruitment learning (page 51, [93]). In
order to enable the development and evolution of these structures, the updated genome
model presented in this chapter now permits the development and evolution of nodes in a
network, and not only the connections between them, as in chapter 3.
The findings of this chapter are summarised as follows. Representation of both media-
tor and fact structures using indirect encoding was successful, thus supporting the claims
of SHRUTI’s developers with respect to biological plausibility as far as genotypic repre-
sentation is concerned. However, evolutionary searches were unable to rediscover these
mediator and fact genomes as they were able to discover genomes for the non-conjunctive
relations in the previous chapter, suggesting that SHRUTI networks in their current form
are only evolvable to a certain extent. A variety of experiments were performed to explore
the fitness landscape and show that it is not amenable to an evolutionary search. Based
on this understanding of the fitness landscape, future work can explore more evolvable
alternatives to the SHRUTI model.
More specifically, results show that these more complex SHRUTI structures require a
number of necessary components to be discovered together and not individually before
they can have any influence on objective fitness. Furthermore, the fitness landscape is
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heavily populated by genomes that produce empty networks that always answer ‘unknown’
to any questions they are presented with, like the group 3 networks from the previous
chapter. As a consequence, the fitness landscape is very difficult to explore and contains
insufficient information to help an evolutionary search discover changes in genotype space
that yield improvements in objective space. The genomes provide very explicit descriptions
of SHRUTI’s structures and therefore the requirement for multiple genetic components to
be in place together in order for fitness to be improved is owed to the fact that same is
true of SHRUTI networks themselves; multiple network components must all be in place
together before they can positively affect the output of the network. This is most likely
because SHRUTI uses fully localist representation that assigns very specific, necessary
roles to different nodes. The behaviour of SHRUTI networks is very discrete and it may
be that a more distributed, continuous alternative is required in order to produce an
evolvable model of neural-symbolic reasoning. This may allow individual discoveries to
make their own contributions to objective fitness so that changes in objective fitness reflect
useful changes in genotypic space more accurately.
The implementation of recruitment learning used in the experiments described in this
chapter is explained in section 4.1. Section 4.2 describes changes to the genome model
that enable the construction of mediator and fact structures through the development
of new nodes. The mediator and fact structures are discussed in sections 4.3 and 4.4
respectively. Both of these sections describe necessary changes to the learning algorithm,
the genotypic representation of the corresponding structures, and the results of attempting
to rediscover the genomes through evolution. The discussion in section 4.5 summarises the
findings and makes a case for exploring more distributed models in the search for evolvable
neural-symbolic networks.
4.1. Recruitment learning
A basic model of recruitment learning (page 51) is implemented for the experiments pre-
sented in this chapter. A recruited node is one that participates in the propagation of
activation through the network. At the beginning of development only entity nodes and
nodes in predicate clusters are recruited, and a node becomes recruited when any con-
nections it shares with existing recruited nodes have gained sufficient strength through a
Figure 4.1. Recruitment with multiple inputs. Connections from the first two input nodes gain
strength because their combined weighted activation crosses the recruitment threshold (θr) of the
output node when activated, and therefore participate in its activation. Each time the recruitment
threshold is crossed, it is increased to a value equal to the sum of the contributing input weights.
Bold circles represent active nodes and bold lines represent connections gaining strength.
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Figure 4.2. Recruitment with only one input. Only one input activation is required to activate the
output node.
hInc Numerator when increasing weight through causal Hebbian learning.
hDec Numerator when decreasing weight through causal Hebbian learning.
rInc Numerator when increasing weight through recruitment learning.
Table 4.1. Learning parameters in the updated learning model. Each parameter is used as the
numerator when calculating learning rate α in equation 3.1.
model of Long-Term Potentiation [93]. At the beginning of development, Each node has a
recruitment threshold θr, and when this is crossed connection weights of any inputs which
participated in providing the necessary activation are strengthened (fig. 4.1). The recruit-
ment threshold is initially low in order to allow initially weak sets of input connections to
cross it, but is increased to a value equal to the sum of contributing input weights each
time it is crossed. In the mediator and fact structures, as can be seen in sections 4.3 and
4.4 respectively, some of the nodes to be recruited contain only one input due to the highly
localist nature of SHRUTI. These nodes become recruited as soon as their only inputs are
activated (fig. 4.2).
Although weights are strengthened through Long-Term Potentiation (LTP), this model
does not include Long-Term Depression (LTD), in which an input connection to an active
post-synaptic node weakens when that pre-synaptic node is inactive [93]. For all recruitable
nodes in the mediator and fact structures, recruitment thresholds are set so that the post-
synaptic node only activates when all of its pre-synaptic nodes do. A post-synaptic node
will never be active without the activation of all of its pre-synaptic nodes, and therefore the
conditions for LTD never occur. Furthermore, the inclusion of LTD was not important for
the evolvability of the mediator or fact structures because it is not the learning mechanism
that is evolved, but the structures in which learning takes place.
In addition to a pair of learning parameters used in causal Hebbian learning (hInc and
hDec, page 76), nodes now have an extra parameter rInc for recruitment learning. Table
4.1 summarises the full set of learning parameters. Whereas hInc, which supports the
learning of relations, has a counterpart in the form of hDec for unlearning relations, rInc
has no counterpart rDec since Long-Term Depression is excluded from this model.
4.2. Genome model
This section describes a number of changes to the genome model that were required in
order to produce genomes for mediator and fact structures in sections 4.3 and 4.4. An
understanding of the original genome model and how it is used to produce SHRUTI net-
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Node function Type Chem1 Chem2
Collector (+ / - ) τ -and 0 1
Enabler (?) τ -and 1 0
Role node n m-ρ 0 f(n)*
Entity node m-ρ 1 0
*f(n) = 0.81 if n =1, 0.9 × role node(n-1).Chem2 otherwise
Table 4.2. Chemical levels and node types assigned to different nodes present before development.
n refers to the position of an argument within the corresponding predicate. The choice of values
for f(n) is explained in the text.
works is necessary to understand these changes (section 3.2.2). Particular adaptations
that add to the biological plausibility of the model include the diffusion of chemical neu-
romodulators to enable cell differentiation [116] and the development of SHRUTI neurons
themselves in addition to the connections between them [1, 12, 123].
Firstly, entity nodes, fact nodes, mediator nodes and inhibitory nodes could now all par-
ticipate in the developmental process, and conditions testing node function had to account
for these in addition to enablers, collectors and role nodes. As explained in section 2.3.5
(table 2.3), mediator and inhibitory nodes break down into further sub-categories which
are regarded as individual functions by the genome. Mediator node functions can be
classified as either ‘Truth’ mediators (medTr), which propagate truth by propagating ac-
tivation between the collectors of predicate clusters, or ‘question’ mediators (medQu),
which propagate queries by passing activation between enablers or between role nodes.
medQu nodes may therefore be of the τ -and or m-ρ node types (section 2.3.5, table 2.2)
depending on whether they mediate between enablers (τ -and) or role nodes (m-ρ). An
example of a mediator structure can be found in fig. 2.9 on page 44. Each fact circuit
(fig. 2.8, page 44) contains two arrays of inhibitor nodes that perform one of two functions
and therefore they are classified as such. The first array of inhibitory nodes (inhib1 ) test
argument-entity bindings, and the second (inhib2 ) blocks the activation of the fact node
if the bindings at inhib1 are incorrect. In summary, the model now accounts for all nine
node functions listed in table 2.3.
SHRUTI nodes in this new model now contain chemical neuromodulators which may be
passed between nodes during development and help to determine a node’s position relative
to other nodes, as seen in some of the literature on biochemical methods of artificial
development discussed in the section 2.5.2 [23, 24, 31, 32, 47, 57]. Before development,
only enabler, collector, role and entity nodes pre-exist because they form predicate clusters
and entities, from which other structures (facts and mediators) are produced through
development. Each of the initial nodes must be prescribed with a set of chemical levels.
Chemical levels are assigned such that nodes of each function contain a unique combination
of node type (τ -and or m-ρ) and chemical level, as shown in table 4.2. However such
information does not necessarily serve as a unique identifier for each node function because
nodes of different functions but identical node types and chemical levels may emerge during
development. Within a set of role nodes for each individual predicate, the initial amount
of chemical 2 assigned depends on the position of the argument represented by that node.
For example, for P (x, y, z), chemical levels of 0.81, 0.729 and 0.6561 are assigned to x, y
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Neuron conditions
Activity Activity level.
Phase Current phase.
Time Window Remaining time before window of synchrony expires.
Function Node function: ena, col, role, ent, fact, inhib1, inhib2, medTr or medQu.
Chemical 1/2 Amount of each chemical.
nInputs
nOutputs
Total number of inputs or outputs.
Connection conditions
Weight I
Weight O
Weight of connection from E CON to SELF (Weight I) or from SELF to
E CON (Weight O).
nUpdates I
nUpdates O
Number of times connection weight from E CON to SELF (nUpdates I) or
from SELF to E CON (nUpdates O) has been updated.
nIndirect I
nIndirect O
Number of indirect connections (paths separated by one node) from
P CON/E CON to SELF (nIndirect I) or from SELF to P CON/E CON
(nIndirect O).
Table 4.3. Conditions in the genome
Action Parameters Description
ADD N1 I
ADD N1 O
CHEM, QTY,
FUNC
Creates QTY intermediary nodes of function FUNC in se-
quence from P CON/E CON to SELF (ADD N1 I) or from
SELF to P CON/E CON (ADD N1 O), with chemical levels
determined by CHEM (fig. 4.3).
ADD N2 I
ADD N2 O
CHEM, QTY,
FUNC
Create an intermediary node of function FUNC between
SELF and each set of QTY input (ADD N2 I) or output
(ADD N2 O) nodes, with chemical levels determined by
CHEM (fig. 4.4).
DEL N Remove node
ADD C I
ADD C O
WEIGHT Add input (ADD C I) or output (ADD C O) connection
with weight specified by WEIGHT
DEL C I
DEL C O
Delete input (DEL C I) or output (DEL C O) connection
Table 4.4. Actions in the genome. SELF refers to the node for which actions are being considered,
E CON (existing connection) refers to a node that shares an existing direct connection with SELF,
and P CON (potential connection) refers to a node that does not share a direct connection with
SELF. ‘I’ stands for ‘input’ and ‘O’ stands for ‘output’. Unlike in chapter 3, the genome can now
develop new nodes in addition to new connections.
and z respectively. These particular values would later become necessary for aligning role
nodes with inhib2 nodes in fact circuit development (section 4.4)1. Fact nodes, inhibitory
nodes and mediator nodes may also be assigned chemical levels, but these nodes are only
produced through development and therefore do not have chemical levels prescribed to
them. Instead their chemical levels are determined through inheritance. When a condition
in the genome tests for equality of chemical levels (e.g. SELF.Chem1 = 0.5), approximate
equality is tested for within a margin of error of 0.02, enough to distinguish between role
nodes by their chemical levels.
Throughout development, SHRUTI nodes (neurons) and their connections can be tested
according to the conditions listed in table 4.3 and modified according to the actions listed
1Fact development begins at a predicate’s collector (Chem2 = 1), from which the genome produces a fact
node and then one inhib2 node for each of up to three predicate arguments. Each node inherits 90%
of its predecessor’s chemicals so that the fact node has a chemical 2 value of 0.9, and the three inhib2
nodes have chemical 2 values of 0.81, 0.729 and 0.6561.
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(a) ADD N1 I (P CON) (b) ADD N1 O (P CON)
(c) ADD N1 I (E CON) (d) ADD N1 O (E CON)
Figure 4.3. Creating intermediary nodes between SELF and P CON/E CON using ADD N1 with
parameters QTY = 3 and CHEM = 0.9. Node formation begins at SELF and each successive new
node inherits a percentage of its predecessor’s chemicals determined by CHEM. E CON becomes
P CON because it no longer shares a direct connection with SELF.
(a) Before
(b) QTY = 1 (c) QTY = 2
Figure 4.4. Creating intermediary output nodes using ADD N2 O with CHEM = 0.5 and different
values for the QTY (quantity) parameter. Three node pairs (SELF, P CON 1), (SELF, P CON
2) and (SELF, P CON 3) satisfy some rule that triggers ADD N2 O, whereas (SELF, P CON 4)
does not. An intermediary node is added between SELF and each set of QTY P CON nodes that
satisfies the rule. ADD N2 I works in a similar way but with arrows reversed. Bold circles indicate
nodes that satisfy the conditions for development to take place.
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in table 4.4. As before, SELF refers to the node for which actions are being considered.
Some conditions and actions now have input and output alternatives, as the genome no
longer considers potential or existing inputs (P INPUT and E INPUT) only, but instead
considers potential and existing connections (P CON and E CON respectively) that can
either be inputs or outputs to SELF. For example, the condition WEIGHT from the
previous model has been replaced with the conditions WEIGHT I and WEIGHT O for
testing the weight of input and output connections to SELF respectively. Although the
genomes in sections 4.3 and 4.4 only require some conditions and actions to have input
and output alternatives, these were introduced for all appropriate conditions and actions
for completeness.
The actions ADD N1 I and ADD N1 O create a set of intermediary nodes in series between
SELF and P CON or E CON as shown in fig. 4.3. Node formation begins at SELF and
each successive node created inherits a portion of its predecessor’s chemicals as determined
by the CHEM parameter.
ADD N2 I and ADD N2 O create an intermediary input or output node respectively for
every set of QTY potential input or output nodes that meet any necessary conditions per-
taining to P CON, as shown in figure 4.4. Such behaviour was necessary for the formation
of mediators (section 4.3.1). If an intermediary node already exists between SELF and
a set of P CON nodes, no duplicate is created. It is assumed that the information as to
whether or not two nodes share an intermediary node could be passed between neurons
using neuromodulators. The same is assumed when evaluating the conditions nIndirect I
and nIndirect O.
A network is produced from the genome according to the principles introduced in section
3.2.2. Fig. 4.5 on the next page presents an example of network development using some of
the new conditions and actions. The first rule in fig. 4.5a deletes a SHRUTI node (action
3) which has two outputs (condition 1 = True) and 0.5 or less of chemical 1 (condition
2 = False). In fig.4.5b, node H is the only node for which both of these conditions are
satisfied, so it is removed (fig. 4.5c). The second rule in fig. 4.5a produces a sequence of
two intermediary role nodes (action 6) between SELF and potential connection P CON
when conditions specified for SELF and P CON are met. Only node G satisfies the con-
ditions for SELF because it has two existing outputs (condition 1 = True) and over 0.5 of
chemical 1 (condition 2 = True). Only node A meets the conditions for P CON because
it shares no intermediary nodes with SELF/node G (condition 4 = True) and it has 0.6 of
chemical 1 (condition 5 = True). Therefore according to action 6, two intermediary role
nodes I and J are produced to propagate activation from node G to node A (fig. 4.5d).
Node I is produced before node J, and each inherits 0.5 of its predecessor’s chemical 1
level according to the parameter CHEM = 0.5.
This section and section 4.1 introduced the learning algorithm and developmental model
necessary for producing mediator and fact structures. How these methods were used to
produce each structure specifically is explained in the following sections, 4.3 and 4.4.
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4.3. Mediator structures
This section investigates a genotypic representation of SHRUTI’s mediator structures and
the evolvability of such genomes. A diagram of SHRUTI mediator structures can be
found in fig. 2.9 on page 44. In the original SHRUTI literature, no learning algorithm
suitable for mediator structures was proposed, so one is proposed in section 4.3.1 before
introducing and testing the genome for mediators in sections 4.3.2 and 4.3.3. Section 4.3.4
explains necessary changes to the evolutionary algorithm in order to search for mediator
genomes, and section 4.3.5 presents the results. Although the evolutionary search did not
discover genomes capable of producing mediator structures, an investigation of the fitness
landscape in section 4.3.6 was able to identify why so that future research can concentrate
(a) The genome. Terminal nodes are actions, all other nodes are conditions, and each path from
the root of the tree to a terminal node is a different developmental rule. SELF refers to a neuron
for which actions are being considered, and P CON refers to a potential neuron from which to
produce an input or output connection.
(b) Before development (c) Rule 1 is applied (d) Rule 2 is applied
Figure 4.5. An example of genome development using some of the new conditions and actions
introduced in this chapter. For a further understanding of how SHRUTI genomes in general lead
to complete SHRUTI network structures, see section 3.2.2. Only neuron H satisfies the conditions
for rule 1, and so it is removed (c). Rule 2 then produces a sequence of two intermediary nodes
between SELF and P CON when SELF = neuron G and P CON = neuron A, as these are the
only two neurons that meet the conditions of the rule (d). A more complete explanation of the
rules and actions used can be found in the text.
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on improving evolvability. Due to the brittle nature of SHRUTI networks and the genomes
required to represent them, the fitness landscape contained insufficient information to
support an evolutionary search in identifying individual components necessary for the
construction of mediator structures.
4.3.1. Learning mediator structures
Causal Hebbian learning requires that a node and its input must be active in order for
the connection between them to strengthen (page 49). The difficulty in applying causal
Hebbian learning to mediator structures is that a mediator structure separates connections
between predicate clusters so that there is no longer a set of direct connections between the
nodes for two predicates P and Q. Instead, connections exist from the nodes of P to the
mediator nodes between them and from those mediators to the nodes of Q. Because the
mediator nodes cannot be activated by observation in the way nodes for P and Q are when
they are observed, nodes at P and Q are activated with no activations at the mediator
nodes so that connections from the mediator nodes weaken according to the rules of causal
Hebbian learning. For example, consider the collectors +P and +Q for each predicate and
a mediator node m between them (fig. 4.6a). When +P and +Q co-activate, no activation
(a) (b) (c)
Figure 4.6. According to causal Hebbian learning, a direct connection between +P and +Q would
strengthen when they coactivate. However mediator nodes interrupt the causal Hebbian learning
process so that +Q is active with no activation from its input. Therefore, the input connection to
+Q weakens. Bold circles represent active nodes.
(a) Before (b) Recruitment learning of mediator inputs
(c) Activation of recruited mediator nodes (d) Hebbian learning of mediator outputs
Figure 4.7. Learning of mediator structures. Active nodes and connections being strengthened
are displayed in bold. Mediators are recruited through recruitment learning, in which any inputs
participating in the activation of a mediator node are strengthened through LTP. Connections from
mediators to predicate nodes are then strengthened through causal Hebbian learning.
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NoNeg5
Relations Facts
P (x, y) ∧Q(x, y)→ R(x, y) P (a, b)
R(x, y)→ S(y) Q(a, b)
R(c, d)
NoNeg6
Relations Facts
P (x, y, z)→ Q(x, y) P (a, b, c)
Q(x, y) ∧R(x, y)→ T (x, y) R(a, b)
S(x, y)→ T (x, y) Q(d, e)
R(d, e)
S(f, g)
NoNeg7
Relations Facts
P (x, y)→ R(x, y) P (a, b)
Q(x, y) ∧R(x, y)→ T (x, y) P (c, d)
R(x, y) ∧ S(x)→ U(x) Q(a, b)
S(c)
NoNeg8
Relations Facts
P (x, y, z)→ R(y, z) P (a, b, c)
Q(y)→ S(y) P (d, e, f)
R(y, z) ∧ S(y)→ U(y) Q(b)
S(y) ∧ T (x, y)→ V (y) Q(h)
S(e)
T (a, b)
T (g, h)
Figure 4.8. Logic programs containing conjunctive relations.
propagates from +P to +Q because the connection between +P and m is too weak to
activate m (fig. 4.6b). Therefore +Q is activated by observation with no pre-synaptic
activation from its input (m) and the connection from m to +Q weakens.
The proposed solution is to use recruitment learning to recruit mediator nodes by strength-
ening their inputs through Long-Term Potentiation (fig. 4.7b), and to use causal Hebbian
learning to strengthen mediator outputs (fig. 4.7d). Predicates are observed and cor-
responding predicate nodes become active. Outputs from these nodes then cross the
recruitment thresholds of mediator inputs, strengthening these connections (fig. 4.7b).
Eventually these connections gain enough strength to activate the mediator nodes (fig.
4.7c) and the remaining connections from mediator nodes to other predicate nodes can be
strengthened using causal Hebbian learning, as before (fig. 4.7d).
In chapter 3, the prerequisite for SHRUTI to learn all of its target relations was a network
of nodes fully interconnected by function. For SHRUTI networks involving mediator struc-
tures, the prerequisite structure contains a mediator structure for every possible relation
of up to and including two antecedents. In other words, a mediator structure is created
for every conjunctive and non-conjunctive relation. Only nodes of the same function share
mediator nodes and connection weights are initially low.
The learning algorithm was tested on the logic programs shown in fig. 4.8, using probabilis-
tic event sequences and B question sets defined in appendix A. Logic programs including
negated predicates were excluded from these and all further experiments, having demon-
strated the difficulties that SHRUTI has in learning them in chapter 3. Where evidence for
a conjunction is presented in an observation sequence, for example P (x, y), Q(x, y) before
R(x, y) to support P (x, y)∧Q(x, y)→ R(x, y), instances of P (x, y) and Q(x, y) occurring
individually and without R(x, y) following must also be presented in order to sufficiently
weaken any relational structures that represent P (x, y)→ R(x, y) and Q(x, y)→ R(x, y).
This increased the time it took to learn a relation compared with chapter 3, and therefore
longer event sequences were necessary for all relations to be learned. Because activation
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(a) NoNeg5 (7 questions) (b) NoNeg6 (8 questions)
(c) NoNeg7 (10 questions) (d) NoNeg8 (15 questions)
Figure 4.9. The number of correct answers to questions over time for each NoNeg data set con-
taining conjunctive relations. 10 trials were performed for each logic program, generating a new
event sequence each time. Each network learns to answer all of its test questions correctly.
now needs to propagate via mediator structures, activation takes longer to propagate be-
tween the collectors of two predicates when the antecedent activates and between enablers
and role nodes when the consequent activates. Therefore a longer window of synchrony
than was used in chapter 3 was required to enable relations to be learned. A time window
of 5 observations was found to be suitable. Fig. 4.9 shows the results of learning each
logic program in fig. 4.8 from the probabilistic event sequences. Each network learns to
answer all test questions correctly.
One disadvantage of the updated learning model is that each time a predicate’s nodes are
activated, all mediator nodes they output to will be recruited regardless of whether or not
the outputs of those mediators are also activated (fig. 4.10), leading to the learning of many
unwanted connections. However, it was hoped that evolution might find genomes that
would reduce the number of redundant connections such as these. Even if these connections
are not removed, strengthening them may serve to prime them for future relations that may
Figure 4.10. Recruitment of unwanted mediator nodes (right)
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be discovered should evidence of new relations ever be presented. Either way, although
there are still improvements that could be made to the new learning algorithm, it is
sufficient to learn all logic programs in figure 4.8 and demonstrate the arguments this
thesis makes about the development and evolution of SHRUTI networks.
4.3.2. Developing mediator structures
In chapter 3, the bare minimum requirement for SHRUTI to learn all target relations was a
network of nodes fully interconnected by function. With mediator structures now included
in the SHRUTI model, the bare minimum requirement was a mediator structure for every
possible conjunctive and non-conjunctive relation. A genome for producing such a network
is introduced in this section, and is labelled G5. However, fully interconnected networks
become very expensive as the number of predicates increases, and a better approach would
be to restrict the number of connections whilst ensuring that those necessary for learning
target relations are constructed at some point. The best strategy for this as demonstrated
in chapter 3 was to limit the development of connections to active neurons. A genome that
performs these restrictions for mediator structures is also introduced in this section and
is labelled G6. The structures of both G5 and G6 can be found later in figures 4.13 and
4.14 on pages 132 and 133, and detailed descriptions of the rules, conditions and actions
used to implement them are also provided later. First, the following paragraph describes
the overall developmental process.
The development of mediator structures occurs in two stages. For any set of two an-
tecedents P and Q and one consequent R, both genomes begin by producing structures
(a) P → R (b) Q→ R
(c) P ∧Q→ R (stage 1) (d) P ∧Q→ R (stage 2)
Figure 4.11. Development of relations and mediator structures. The development of a conjunctive
relation occurs in two stages. First, mediators for individual non-conjunctive relations must develop
(stage 1), before the conjunctive mediator structure develops (stage 2). The learning algorithm
will adjust connection weights to reflect which of the developed relations are observed in the event
sequence (fig. 4.12).
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(a) P → R (b) Q→ R
(c) P ∨Q→ R (d) P ∧Q→ R
Figure 4.12. Learning relations after development of mediator structures. Bold shapes represent
active nodes and bold lines represent connections gaining strength to reflect observed evidence for
particular relations.
for the individual non-conjunctive relations P → R and Q→ R (stage 1, fig.4.11c) before
producing the structure for the conjunctive relation P ∧ Q → R (stage 2, fig. 4.11d).
Note that the construction of stage 1 is equivalent to the behaviour of group 1 genomes
from section 3.4.2 as they produce structures for non-conjunctive relations by producing
connections between nodes of the same function. The development of each structure is
immediate in the case of G5, but in the case of G6 this development is triggered by acti-
vation. If the evidence for P → Q and Q → R are observed separately, G6 develops the
corresponding structures separately (figs. 4.11a and 4.11b). If they are observed together
in the form of evidence for P ∧Q→ R, they are developed together (fig.4.11c). Either way,
as soon as both non-conjunctive structures exist and evidence for P ∧Q→ R is observed
again, the conjunctive mediator structure is formed (fig.4.11d). The three relations that
can be learned from the structure that develops are P → R, Q→ R and P ∧Q→ R. Not
all of these relations may be true in the target logic program, but the learning algorithm
will adjust the connection weights of the mediator structures accordingly (fig. 4.12). Of
course, both P → R and Q→ R imply P ∧Q→ R so that if either is true in a logic pro-
gram, the conjunctive relation is also. However the learning algorithm cannot make such
conclusions automatically and the conjunctive relation will only be learned if evidence for
it is observed in the form of P and Q occurring together shortly before an observation of
R. It is also important to note that P ∧Q→ R does not imply either P → R or Q→ R
and therefore that P ∧ Q → R must be representable without the others. Although the
structures for all three are constructed by G6 when the conjunction is observed, they
are not necessarily all learned because connections representing P → R and Q → R will
weaken if P and Q are observed independently without R.
The following paragraphs elaborate on the choice of rules, conditions and actions employed
to enable the development of mediator structures. Genomes G5 and G6 are shown in
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Figure 4.13. Genome G5. A mediator structure is produced for every possible relation of up to
and including two antecedents. The choice and meaning of the rules, conditions and actions used
are explained in the text.
figs 4.13 and 4.14. These new genomes differ from those for producing non-conjunctive
relations in chapter 3 in a number of ways, discussed below. As described in section 4.2,
a node labelled SELF in the genome is the node for which actions are being considered,
P CON refers to a potential node with which to produce a connection and E CON refers
to an existing connection.
Whereas in chapter 3, all inter-function connections (e.g. enabler-to-enabler) could be cre-
ated using the same action, mediator nodes between collectors (medTr) must be produced
by a different action from mediator nodes between enablers and role nodes (medQu). This
is because medTr nodes have different functionality from medQu nodes and therefore they
must be produced using different actions. The two node functions differ in that medTr
nodes have multiple inputs and a single output, and medQu nodes have a single input
and multiple outputs. Therefore the former must be produced using ADD N2 I and the
latter using ADD N2 O (see table 4.4 and figure 4.4 for an explanation of these actions).
The two node addition actions are executed with QTY = 1 for individual relations and
QTY = 2 for conjunctive relations. Different values are also specified for the parameter
CHEM , which encodes the proportion of the parent node’s chemicals to be inherited by
each child. Chemical values reveal a node’s position relative to others so that they may
be distinguished. Therefore mediators for non-conjunctive relations can be distinguished
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Figure 4.14. Genome G6. A mediator structure is produced for every relation for which evidence is
observed in the event sequence used for training. The choice and meaning of the rules, conditions
and actions used are explained in the text.
from those for conjunctive relations based on different chemical amounts inherited from
the same parent. For example, when producing mediators between enablers, which have a
value of 1 for chemical 1, a conjunctive mediator will be produced with a value of 0.5 for
chemical 1 and a non-conjunctive mediator will be assigned a value of 0.4 for chemical 1.
The ordering of structure development (individual non-conjunctive structures before con-
junctive structures) and therefore which of these to produce first is enforced by the condi-
tion nIndirect I = 0 for collectors and nIndirect O = 0 for enablers and role nodes. As
explained in table 4.3, these conditions test for the number of indirect inputs or outputs
(paths separated by one node) between two nodes and can therefore be used to count the
number of mediator nodes between them. nIndirect I = 0 or nIndirect O = 0 evaluating
‘true’ tells the genome that a non-conjunctive mediator node does not exist and must be
constructed (figs 4.11a, 4.11b and 4.11c). If ‘false’, a non-conjunctive mediator node must
exist and the genome can construct the conjunctive mediator node (fig. 4.11d).
Function equality can no longer be enforced by a single condition P CON.Function =
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SELF.Function (the current node and its potential connection perform the same function)
as was the case in the chapter 3 (fig. 3.9, page 82). This is partly because collector nodes
must be treated differently from enabler and role nodes in that different mediator nodes are
formed, and therefore it is important to distinguish node function. Furthermore, collectors,
enablers and role nodes are no longer the only node functions that may be tested for by
conditions in the genome, and therefore function equality must be more specific in order
to avoid the construction of unwanted connections between two nodes of other functions,
for example medTr-to-medTr or medQu-to-medQu.
G6 also contains conditions on ‘time window’ (the remaining time before an active node’s
window of synchrony expires) for each node function in order to restrict the development
of mediator nodes to active nodes. The remaining time window for P CON must be
greater than 0 but less than that of SELF, ensuring that both SELF and P CON have
remaining time windows above 0 and are therefore both active. Forcing the time window
for P CON to be less than that of SELF also ensures that the antecedent is active before
the consequent so that mediators are only created for P → Q or Q→ P , but not both.
With so many conditions, genomes G5 and G6 are much more complex than the genomes
presented in chapter 3. The ease of discovering genomes through evolution in chapter 3
was largely owed to the fact that function equality could be enforced by only one condition,
but now it must be enforced by five in precise combination. This made it very difficult
for mediator genomes to be rediscovered through evolution, as is demonstrated later in
sections 4.3.5 and 4.3.6.
4.3.3. Testing development
Fig. 4.15 shows the results of developing networks for each logic program using genome
G6, 10 probabilistic event sequences and the B question sets (appendix A). As with the
learning experiments, a time window of 5 was used. In each case, the developed network
is eventually able to answer all of its test questions correctly. The results of developing
networks using G5 are equivalent to the results presented in fig. 4.9 on page 129 because
G5 produces a structure for every possible relation and it was on such a network that the
learning algorithm was tested. Each logic program on which the networks were trained
vary in size, showing that like the genomes in chapter 3.2, the genomes are scalable.
Tables 4.5 and 4.6 present the statistics of networks developed for each logic program
using both genomes. As expected, G5 produces the largest networks because it produces
a structure for every possible relation of two antecedents or less. The number of weight
updates is also considerably higher than that yielded by G6, thus demonstrating that
restricting development by activation (G6) is more efficient than not (G5).
The average logic program from NoNeg1-4 (fig. 3.1) and Neg1-4 (fig. 3.3) in chapter 3
contained 4.625 predicates, whereas the average logic program in NoNeg5-8 (fig. 4.9),
used in these experiments, has an average of 4.25 predicates. Genomes in both chapters
therefore developed networks of similar sizes. However both G5 and G6 produce many
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G5: A mediator structure is produced for every possible relation.
Program #Relations #Predicates #Nodes #Connections #Updates
NoNeg5 5 3 440 1111 5411
NoNeg6 6 4 1173 3157 19567
NoNeg7 7 4 1389 3786 13742
NoNeg8 8 6 2106 5818 28541
G6: The development of mediator structures is restricted by activation.
Program #Relations #Predicates #Nodes #Connections #Updates
NoNeg5 5 3 76 113 1050
NoNeg6 6 4 130 214 3165
NoNeg7 7 4 103 155 1665
NoNeg8 8 6 146 238 3404
Table 4.5. Statistics for each genome developing networks for each logic program using fixed
event sequences. All test questions are answered correctly in each case. Each logic program and
developed network is a different size, despite the fact that the same fixed-size genome is used in
each case. This shows that the genome is scalable.
Program #Nodes #Connections #Updates
G5 1277 3468 16815.25
G6 113.75 180 2321
Table 4.6. Average statistics for both genomes
(a) NoNeg5 (7 questions) (b) NoNeg6 (8 questions)
(c) NoNeg7 (10 questions) (d) NoNeg8 (15 questions)
Figure 4.15. Developing SHRUTI networks using genome G6. The graphs show the number of
correct answers to questions over time for each NoNeg data set containing conjunctive relations.
10 trials were performed for each logic program, generating a new event sequence for each trial.
Each network developed so that it could answer all of its test questions correctly.
135
4. Evolution with recruitment learning
more connections than their equivalents in chapter 3. G5 is equivalent to genome G1 in
that it produces a relational structure for every possible relation. The average number of
connections in G1 was 197.5, but 3468 for G5. The equivalent of G6 in chapter 3 is G3,
which only produces structures for observed relations. The average number of connections
in G3 was 78.25, and G6 produces an average of 180. Both G5 and G6 therefore do more
work than their equivalents because in addition to producing a structure for every non-
conjunctive relation, one for every possible conjunctive one of two antecedents must also be
produced. Furthermore, the number of connections produced for any individual relation
is even greater since antecedents and consequents are separated by mediator nodes.
As was the case in the previous chapter, in order for any relation to be learned, the
structure representing it must exist to be learned in the first place. This is a consequence
of the localist nature of SHRUTI. In order to guarantee that a desired relation exists, the
genome must either produce a structure for every possible relation (G5) or construct the
desired relation when it is needed (G6), that is when evidence for it is observed. The former
is inefficient and lacks biological plausibility in that it suggests that our brain contains a
representation for every possible relation we could learn. Although the latter has some
biological plausibility in that there is evidence for the activity-dependent development of
neural structures [33], it still lacks biological plausibility in that some conditions in the
genome match some conditions for learning, thus making aspects of learning redundant.
As argued in chapter 3, distributed encodings may provide a solution to this dilemma
as they could enable development to support learning without replacing it, by improving
factors such as connectivity and storage capacity akin to the information processing theory
of development [69, 100].
Nonetheless, regardless of what triggers the development of SHRUTI mediator structures,
the results show that they have been successfully represented in a scalable genome, thus
supporting the claim of SHRUTI’s developers that SHRUTI structures can be represented
by biologically plausible indirect encodings.
4.3.4. Method for evolving mediator structures
Now that genomes for developing mediator structures had been produced, the next goal
was to explore the possibility of discovering similar genomes through evolution in order
to determine the evolvability of SHRUTI networks. This section explains how these evo-
lutionary experiments were performed. Evolution was attempted in much the same way
as in chapter 3, although some parameters were modified and constraints were set on net-
work size and development time. Furthermore, following some preliminary tests it became
necessary to modify the error function to weight group 2 and 3 networks more negatively.
Before continuing, some clarification of terms is necessary. In chapter 3 (section 3.4.2), the
term ‘group 1 genome’ referred to a genome that yielded zero-error by correctly developing
connections between nodes of the same function. However, this is only sufficient for non-
conjunctive relations and now that conjunctive structures must also be discovered, a group
1, zero-error genome from chapter 3 will not yield zero-error for questions dependent on
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Logic program Time limit (seconds) Maximum size (nodes)
NoNeg5 60 1000
NoNeg6 120 2000
NoNeg7 120 2000
NoNeg8 180 3000
Table 4.7. Constraints on network size and development time when evolving networks containing
mediator structures. Networks which develop beyond these limits are penalised to the lowest rank.
conjunctive relations in this chapter. The term ‘group 0 genome’ is introduced to refer
to genomes such as G5 and G6 that successfully represent mediator structures so that all
questions on both types of relation can be answered correctly. In other words, group 1
genomes are sufficient to produce zero-error networks for logic programs that don’t include
conjunctive relations, and group 0 genomes are sufficient to produce zero-error networks
for logic programs that do. Note also that as explained in section 4.3.2, the development of
networks produced by G5 and G6 occurs in two stages. Stage 1 is equivalent in behaviour
to group 1 genomes that produce non-conjunctive relational structures, and stage 2 is
equivalent to group 0 genomes that can produce conjunctive relational structures. As
before, group 2 genomes are those that only produce connections between enablers and
collectors, and group 3 genomes are those that do not produce connections at all and
therefore answer all questions as [0,0] (unknown).
Now that the definition of each group of genome has been clarified, the remainder of this
section explains the method used to evolve mediator genomes. As explained in section
4.3.1, it takes longer to learn relations from NoNeg5-8 than it did to learn logic programs in
chapter 3. Around 500 observations, including time steps at which no observations occur,
were necessary for learning the largest logic program (NoNeg8) and therefore this was
the number of event observations chosen for evaluating genomes evolved for all networks.
The genome size was also increased. G6 contains 15 conditions and actions, so to allow
similar genomes to be discovered and to allow some flexibility in the structure, genomes
were evolved with a size of 25 conditions or actions. As in section 3.3.3, the A question
set for each logic program (appendix A) was used to evaluate fitness.
A limit was placed on development time and the number of nodes that could be produced
in order to avoid producing networks that grew so large that measuring fitness became
intractable. Experiments were performed on a 3.07 GHz Intel Core i7 processor with 6 GB
of RAM, and networks were implemented using Python 2.7. With a mediator structure for
every possible conjunctive and non-conjunctive relation, evaluating fully interconnected
networks over a number of observations sufficient to learn all relations was very expensive,
taking up to two minutes per network for NoNeg8, the largest network. Evaluating more
restrictive genomes such as G6 was much cheaper, but in chapter 3 genomes that restrict
development by activation were usually descended from genomes that produced networks
containing a structure for every possible relation, and therefore it was important to set
restrictions on time and network size that enabled G5 or similar genomes to be discov-
ered. Each logic program was constrained by a time limit and maximum network size,
which when exceeded, would cause the genome to be penalised to the lowest rank in the
population. The limits for each logic program are presented in table 4.7 and in each case
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are more than sufficient to develop the corresponding zero-error networks using G5.
Preliminary experiments attempting to produce networks for NoNeg8 were performed
using the configuration described so far. From observing the genomes produced it became
clear that the error function defined in section 3.3.4 was no longer suitable for this task.
Using the old measure, G5 yields an e-area of 1911 with 14007 weight updates and G6
yields an e-area of 2511 with 1639 weight updates, but a group 2 genome (a genome that
always answers ‘true’ for any predicate) discovered during these preliminary experiments
yielded an e-area of 2171 with 648 weight updates. A plot comparing these three genomes
can be found in fig. 4.16a. Among the three genomes, G5 and the group 2 genome are
non-dominated. However, G6 is dominated by the group 2 genome and therefore similar
genomes may easily be lost from the population during evolution.
e-area is proportional to time. In chapter 3, the time window for synchrony was set to 2. In
these experiments, a time window of 5 was used to account for the time it took to propagate
activation across mediator structures. The shorter time window used before meant that
development using activity-dependent genomes was faster because the observations that
triggered development occurred over a shorter period of time, and therefore e-area was
smaller (fig. 4.17b). Now that experiments were performed with a time window of 5,
development took longer and e-area was larger (fig.4.17c). In both this chapter and the
(a) Old error function (b) New error function
Figure 4.16. Objective space for different error functions. Using the old error function, G6 is
dominated by a group 2 network, and therefore genomes similar to G6 may be difficult to discover.
This is not the case with the new error function.
(a) Group 2 genome (b) Group 1 genome, smaller
time window and e-area
(c) Group 1 genome, larger
time window and e-area
Figure 4.17. A comparison of the differences between e-area (area beneath the error-time curve)
yielded by different genomes and different time windows.
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previous, genomes of any group that are not restricted by activation will develop all of their
connections immediately so that connection weights converge as early as they possibly can.
The group 2 networks found in these preliminary trials behave like this and answer [1, 0]
(true) for all questions and yield their lowest possible error very early in development (fig.
4.17a). Using the current error function, the e-area and number of updates for G6 were
greater than those produced by a group 2 genome unconstrained by activation, causing the
latter to dominate the former (fig. 4.16a). This problem was not encountered in chapter
3 because time window and therefore e-area was low enough for group 2 networks to be
dominated by activity-dependent group 1 (zero-error) genomes. However depending on
factors such as the time window, observation sequence and the number of questions asked,
there is always a possibility that this problem will be encountered in different scenarios.
In order to make this problem less likely to occur, a new error function was devised that
assigned even greater error to group 2 networks.
The previous scoring function (section 3.3.4) did not necessarily ensure that group 2 net-
works, which always provide the same answer for any predicate, were negatively weighted.
It only penalised networks that always answered [0,0] (unknown) and rewarded correct an-
swers. The new function ensures that networks that always provide the same answer for a
predicate receive a lower score than those for which the set of answers have some variety,
even if all of those answers are incorrect. The score of each predicate was measured sepa-
rately so that the total accuracy was set to the total score of all predicates (equation 4.1).
a is now a set of matrices, each of which represents a predicate’s answer matrix P . This
new predicate scoring function enforced an ordering on answer types (equation 4.2). If the
answer to a predicate’s questions is always [0,0] (unknown), then it is likely that no input
connections to that predicate’s node cluster have been formed, so a fixed score of 0 is as-
signed to that predicate (an exception is enforced by the condition ‘Ti 6= [0, 0] for some Ti’,
explained below). If the network always answers [1,1] (contradiction), this indicates that
connections have been formed and that activity is at least reaching the predicate’s collec-
tors, so a score of 1 is assigned. If the network always answers [1,0] (true) or [0,1] (false),
as with group 2 networks, there is at least some variety in the collector activations and a
score of 2 is awarded for that predicate. Finally, when more than one answer is provided
for a predicate, the network has demonstrated its ability to distinguish between at least
two questions on that predicate and a score of 3 plus the number of correct collector acti-
vations (score function S1 from equation 3.3 on page 94) is assigned. Assigning scores to
individual predicates in this way allows for a more gradual increase in fitness as variety is
discovered in a greater number of predicates.
Accuracy(a) =
n∑
p=0
S(ap) (4.1)
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S3(P ) =

0 if Pi = [0, 0] for all Pi and Ti 6= [0, 0] for some Ti
1 if Pi = [1, 1] for all Pi
2 if (Pi = [1, 0] for all Pi) or (Pi = [0, 1] for all Pi)
3 +
∑m
i=0 S1(Pi) otherwise
(4.2)
Note in equation 4.2 that the condition ‘Ti 6= [0, 0] for some Ti’ enforces an exception when
penalising answers of [0,0] (unknown). T is the target matrix for predicate P , and the
exception ensures that predicates are not penalised when an answer of [0,0] (unknown) for
all of that predicate’s questions is in fact the desired output (Ti = [0, 0] for all Ti). The
questions in A and B question sets (appendix A.1) are selected to test the consequent of
every relation as explained in chapter 3.1. However some predicates are not the consequent
of any relations and therefore any questions pertaining to them in the A and B sets can
only be answered ‘unknown’. For example, predicates P (x, y, z), Q(y) and T (x, y) in the
NoNeg8 set (fig. 4.8, page 128) are only ever antecedents in any relation and no questions
expected to be answered ‘true’ or ‘false’ are asked of them in the A and B question sets
(fig. A.22, appendix A.1). When all questions for such a predicate are correctly answered
as ‘unknown’, that predicate receives the maximum score (3 + S1(P )) rather than the
lowest (0).
Using this new scoring function, group 2 and 3 networks are always considered weaker
than networks that distinguish between questions when providing answers. Therefore,
group 2 and 3 networks are weighted less than before in relation to networks that produce
different sets of answers, and it becomes easier for a zero-error network that learns slowly
to outperform a group 2 network that learns quickly. Using this new scoring function, G5
now yields an e-area of 3522, G6 yields an e-area of 5622 and the group 2 genome yields
an e-area of 10320 (fig. 4.16b, page 138). Like the other two points in the plot, G6 is
now non-dominated so that it is more likely to be found in the highest rank of the final
population.
4.3.5. Results of evolving mediator structures
This section presents the results of attempting to evolve mediator structures using the
configuration described in the previous section, including the new error function. The
conclusion of these experiments was that although the NSGA-II evolutionary search be-
haves as expected by gradually improving the Pareto front over time, the discovery of
SHRUTI’s mediator structures through evolution is highly unlikely because the fitness
landscape is heavily populated with group 3 genomes that always answer [0,0] (unknown)
and contains insufficient information to identify useful components that when combined
in later generations will produce fitter genomes. The necessity for discovering individual
components in combination demonstrates the brittle nature of SHRUTI structures. In
other words, a SHRUTI structure requires all of its components to be in place in order
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(a) NoNeg7
(b) NoNeg8
Figure 4.18. Final Pareto fronts for 20 trials after 500 generations, compared against the fitnesses
of 50,000 randomly generated genomes and stages 1 and 2 of the development of genome G5. The
random points and developmental stages were generated separately from the evolutionary search
and are included in this plot for the sake of comparison.
to function properly and therefore does not degrade gracefully. A lack of graceful degra-
dation is a common criticism of localist and symbolic models [77]. Because of the lack of
information in the fitness landscape, the evolutionary search could not discover any group
0 genomes2. The results that support this are presented and discussed below.
20 evolutionary trials of 500 generations were performed for the NoNeg7 and NoNeg8
logic programs (fig. 4.8). Only 20 trials were performed (as opposed to 50 in chapter 3)
2The reader is reminded that as explained in section 4.3.4, the term ‘group 0 genome’ is introduced to
refer to a genome that produces zero-error networks for logic programs that contain conjunctive and
non-conjunctive relations, as opposed to group 1 genomes, which only produce zero-error networks for
logic programs containing non-conjunctive relations.
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(a) Standard scale (b) Logarithmic scale
Objective pair e-area Number of Updates
e-area #Updates Percentage e-area Percentage #Updates Percentage
1 14015 0 75.34 14015 91.69 0 78.45
2 14015 14 4.01 12217 1.76 14 4.13
3 14015 40 3.48 14514 1.71 40 3.52
4 14015 340 3.04 14861 1.44 340 3.06
5 14514 0 1.59 17508 0.49 14445 2.55
6 12217 14445 1.32 18007 0.36 26 0.25
7 14861 14445 1.13 14312 0.20 217 0.22
8 18007 0 0.31 17009 0.18 3 0.21
9 17508 0 0.23 14411 0.17 123 0.20
10 14015 217 0.22 14465 0.16 12 0.14
(c) 10 most common objectives and objective pairs, ranked by percentage of population occupied.
Figure 4.19. Objective pairs yielded by 50,000 randomly generated genomes. The vast majority
are group 3 genomes that yield an e-area of 14015 as a result of answering [0,0] for all questions.
because of the complexity of evaluating larger network structures. Given that each fitness
evaluation could take up to 2 minutes (table 4.7, page 137), evaluating 100 genomes every
500 generations had the potential to take as long as 100,000 minutes, or 1667 hours.
Figure 4.18 shows points from the final Pareto fronts of each trial, compared against
the fitnesses yielded by stages 1 and 2 of development for G5 (red dots) and a set of
50,000 randomly generated genomes (white dots). As explained in section 4.3.4, group 1
genomes are equivalent in behaviour to stage 1 of development, and group 0 genomes are
equivalent to stage 2. The experiments found that the evolutionary search was capable
of discovering group 1 genomes and therefore performing at least as well as it could in
chapter 3, but incapable of discovering group 0 genomes. Although a group 0 genome is
never discovered throughout the 20 trials, it is clear that the evolutionary algorithm is
behaving as it should do for three reasons: it improves upon the cloud of random points,
there is a steady increase in the hypervolume of the Pareto front, and the algorithm is
able to discover group 1 genomes. Each of these three points are elaborated on below.
For NoNeg8, figure 4.19 shows the full cloud of randomly generated points on standard
and logarithmic scales and table 4.19c shows the most common objective values yielded
by the genomes generated. 75.34% of genomes generated are group 3 networks with no
connections that answer [0,0] (unknown) for all questions and yield an e-area of 14015.
Note that because the new error function (equation 4.2, page 140) makes some exceptions
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when penalising answers of [0,0] for some predicates, group 3 networks do not necessarily
yield the lowest error and therefore do not necessarily yield the lowest e-area as was the case
in chapter 3. Some group 3 networks may contain some number of connections assembled
in a meaningless fashion so that none of them lead to the activation of collector nodes
and thus output the same as those with no connections. Whether or not group 3 genomes
produce connections, they are nonsensical combinations of conditions and actions and
make up 91.69% of the randomly generated genomes. Only 0.03% of genomes generated
produce group 1 networks, and no group 0 genomes were generated at all. The cloud
of points is representative of the space that the evolutionary search is likely to explore.
Figure 4.18b shows that the search pushes the boundaries of random cloud, demonstrating
its ability to not only search it but also improve on it. However, the search never reaches
group 0 genomes that yield the objective values of stage 2 of development for G5, and does
not even explore any of the surrounding space. The group 0 genomes are far separated
from the cloud and this emphasises how difficult it is for them to be discovered.
Note that the plot of random genomes contains a number of line-shaped artefacts in the
form of recurring values for either e-area or the number of weight updates. The behaviour
of a SHRUTI network is quite discrete and therefore specific values are likely to reoccur.
Any value for e-area will not necessarily always yield the same number of weight updates
because as explained for the group 3 networks, connections may develop that do not
participate in propagating output. Similarly, some values for number of updates reoccur
but are not always associated with the same e-area. Even if two networks produce exactly
the same connections and are trained on the same event sequence, the initial weight
values for those connections will vary between networks. Therefore the same will be true
of connection weight values at any point in time, which nodes are activated at any point
in time, and the resulting e-area.
Another interesting artefact is the relative lack of networks with more than a certain
number of updates. For example, randomly generated genomes for NoNeg8 produce more
networks that yield 14445 updates or less than networks that yield more. Networks with
14445 updates are those in which all nodes that pre-exist before development (predicate
and entity nodes) are connected to each other at the first event observation. In other words,
among the initial set of nodes, every possible connection is produced and 14445 is the
maximum number of weight updates that can be performed on this set. In order to yield
any greater number of weight updates, more connections must exist, for which more weight
updates can be performed. However, in order to produce more connections, the genome
must produce more nodes between which to form those connections. Such genomes are
indeed generated at random but due to the nonsensical nature of the randomly generated
rules that trigger node production, it is difficult to constrain when node production occurs
without constraining it completely. In an unconstrained genome, it is highly likely that a
large number of nodes will be produced at the first event observation. When the number of
nodes grows to be too high, a penalty is incurred and development stops before connections
can be trained. An untrained network will always answer [0,0] and yield the e-area of 14015.
In summary, most randomly generated genomes that produce new nodes will yield group
3 networks by incurring a penalty at the beginning of development.
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Figure 4.20. The change in hypervolume over 500 generations for all 20 trials for NoNeg8. The
thick black line represents the average change in hypervolume, which converges in the earlier
generations, thus demonstrating that the Pareto front itself has converged.
The hypervolume of a Pareto front is measured as the area of space it dominates and an
increase in hypervolume indicates an improvement to the Pareto front in the form of one
or more new non-dominated points. Fig. 4.20 shows the hypervolumes measured at 50
generation intervals over all 20 trials for NoNeg8. On average, the hypervolumes continue
to increase across all 500 generations, suggesting that the Pareto front is successfully
improving over time and therefore that the evolutionary algorithm is behaving as it should
do. However, the average front converges even though the Pareto front has not progressed
to the neighbourhood of group 0 genomes (stage 2 of development for G5 as shown in fig.
4.18b). On average the fronts are still improving, but considering the average convergence
speed and the distance that must be travelled to reach group 0 genomes, it could be an
intractably long time before these genomes are discovered.
Nonetheless, the search does discover group 1 genomes, capable of correctly answering
questions on non-conjunctive relations. This is shown in fig. 4.18 by the fact that the
final Pareto fronts contain points within the region of stage 1 of development, equivalent
in behaviour to group 1. The evolutionary search therefore performs at least as well as
it did in chapter 3. Fig. 4.21 shows the final Pareto fronts obtained for NoNeg4 from
chapter 3 in relation to the target genome and a cloud of 50,000 random genomes. Here
also, group 3 genomes, most of which yield an e-area of 1920, occupy a large percentage of
the randomly generated population and group 1 genomes occupy only a tiny percentage,
suggesting that the former is easy to discover in an evolutionary search and that the latter
is more difficult. Nonetheless, the search pushed the boundaries of the random cloud and
found group 1 genomes and many improvements to them.
The ease of discovering group 1 genomes when compared to group 0 genomes is owed to
the fact that they are much less complex. Both require rules for testing node function
equality, which may be possible with one condition that generalises across all node func-
tions as in chapter 3 (SELF.Function = P INPUT.Function), or may also be possible
by considering each node function separately as is necessary for constructing mediator
structures in this chapter, which requires five conditions (fig. 4.13, page 132). Function
equality can be tested using either approach for group 1 networks, but the second, five-
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(a) Final Pareto fronts for 50 trials after 500 generations for the NoNeg4 data set, compared against
the fitnesses of 50,000 randomly generated genomes and genome G1.
Objective pair e-area Number of Updates
e-area #Updates Percentage e-area Percentage #Updates Percentage
1 1920 0 62.89 1920 70.64 0 62.89
2 1566 7503 6.11 1566 7.40 7503 12.53
3 1499 7503 2.75 1499 4.06 5913 1.23
4 1487 7503 0.64 1563.5 1.11 7395 0.92
5 460 5913 0.59 418 0.94 12979 0.77
6 418 7503 0.56 460 0.91 13224 0.70
7 1563.5 7395 0.48 1487 0.85 78661 0.53
8 1920 3090 0.42 1172 0.55 14320 0.47
9 1920 12979 0.42 798.5 0.55 11987 0.42
10 1920 13224 0.39 1608.5 0.51 3090 0.42
(b) 10 most common objectives and objective pairs.
Figure 4.21. Randomly generated genomes for the NoNeg4 logic program from chapter 3
condition approach is necessary for group 0 networks as argued in section 4.3.2. Although
the search in this chapter discovers group 1 networks, the discovered genomes test function
equality with only one condition, but in order to eventually mutate into group 0 genomes,
the five-condition alternative must be discovered. However, discovery of the five-condition
alternative makes no difference to the objective fitness of group 1 genomes because the
behaviour remains the same: connections are formed between nodes of the same function
and all questions dependent on non-conjunctive relations are answered correctly. There-
fore there is no indication that the evolutionary search has made a necessary discovery
when it discovers the five-condition test for function equality. This is what it means for
the fitness landscape to be deceptive. The problem of deceptive landscapes is a common
one for generative and developmental systems (see section 2.5.3, [122]).
In summary, the increase in hypervolume, improvement on the random cloud and discov-
ery of group 1 genomes all suggest that the NSGA-II algorithm is behaving as it should do.
However the results presented above suggest that the target group 0 genomes are so far
separated from other points in the fitness landscape that discovery is highly unlikely. In
particular, the landscape is heavily populated with group 3 genomes and highly deceptive
in that genotypic changes necessary to discover group 0 genomes are not reflected by the
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objective values they yield. In general, the fitness landscape lacks the information neces-
sary to influence the discovery of fitter genomes. An informative fitness landscape enables
a genetic algorithm to recognise individual innovations that upon recombination may pro-
duce fitter genomes in later generations. According to the building block hypothesis [36],
genetic algorithms discover fitter genomes at each generation by discovering individual
components (or ‘building blocks’) of above-average fitness and recombining them. This
idea is supported by the schema theorem which states that certain building blocks follow-
ing a similar pattern (or schema) of above-average fitness increase exponentially over time
[44]. In summary, the discovery and proliferation of individual components is necessary for
the discovery of fitter genomes in later generations, and in order for these components to
be discovered their discovery must be reflected by an above-average objective fitness. This
was not the case in the evolution of mediator structures, as necessary building blocks for
the construction of SHRUTI networks such as the five-condition test for function equality
could not be identified. The following section presents the results of a number of experi-
ments that were performed to understand the fitness landscape even further and support
these arguments by demonstrating why the discovery of group 0 genomes is so difficult.
4.3.6. Fitness landscape
It is impractical to try and enumerate every possible genome in order to completely map
the fitness landscape and demonstrate the points made above. However, it is possible to
explore the fitness landscape surrounding the target genome G5 and demonstrate how brit-
tle it is, how easily group 3 networks are found in the fitness landscape, and therefore how
difficult it is for the evolutionary search to navigate the fitness landscape effectively so that
it has a good chance of discovering G5 or similar genomes. The random sampling in the
previous section already demonstrates that the landscape is largely populated by group 3
genomes and that the vast majority of points are far separated from the target G5 genome.
Three experiments were performed to understand the fitness landscape surrounding G5
even further. The first inhibits certain rules in the genome in order to isolate others, each
of which constructs a different component of the SHRUTI architecture. This experiment
demonstrates that certain structures need to be discovered together and not in isolation in
order to produce genomes that exhibit the target behaviour. The second experiment per-
forms controlled mutations in which the argument for each condition is mutated into each
of its possible values. This demonstrates that only a precise combination of values leads to
the construction of the target group 0 network, otherwise the genome will mostly produce
group 3 or sometimes group 2 networks. The third experiment produces many random
mutations of G5 and attempts to mutate the offspring back into G5. This experiment
essentially demonstrates the same point as the second, but also shows how unlikely it is
to discover G5 genomes from random mutations of its neighbours and therefore that even
close genotypic proximity does not imply close proximity in terms of objective fitness. It is
this lack of information that makes the fitness landscape deceptive and therefore difficult
to navigate. All following experiments were performed using NoNeg8 (fig. 4.8, page 128)
as the logic program to be represented by developed networks.
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Inhibitory experiments
Experiments were performed by inhibiting certain rules so that individual rules or sets of
rules could be observed in isolation. Table 4.8 presents objective values produced by the
networks developed when inhibiting different sets of rules in the genome and fig. 4.22b
presents a plot of these values.
As explained in section 4.3.2, genomes G5 and G6 develop networks in two stages. Before
development, all questions will be answered ‘unknown’. In the first stage, non-conjunctive
structures are formed and questions pertaining to these can be answered correctly. In
the second stage, conjunctive relational structures are formed and all questions can be
answered correctly. At each stage, there is a reduction in e-area and an increase in the
number of updates, both in the direction of their final target values as shown in fig. 4.22.
Although the goal is to minimise the number of updates, at each stage the e-area is still
reduced and together both objective values move in the direction of G5. This suggests that
the path along which the two steps are discovered follows that of the objective fitness. In
generative and developmental systems (GDS), rediscovery of particular genomes is difficult
because this is not always the case; movement in the correct direction in genotype space
does not necessarily imply movement in the correct direction in objective space [122].
Although the discovery of each stage of development reflects progress in objective fitness,
individual discovery of the rules necessary to implement each stage does not, as is true of
GDS. Necessary steps in rule discovery that the evolutionary search must take in order to
pass between stages are represented by the unlabelled points in fig. 4.22b, and table 4.8
shows exactly which combinations of SHRUTI’s structures yield these objective values.
From the second and third sub-tables, it can be seen that no discovery of the mediator
structure for any single node function alone leads to a reduction in error or e-area when
compared to a network with no connections. In fact, the number of weight updates is
increased and so performance is weaker in terms of Pareto dominance. In both cases,
rules constructing mediators for collectors and enablers must be discovered together in
(a) Error (b) Objective values
Figure 4.22. The change in objective values as each stage of mediator development is discovered.
Plotted values are taken from table 4.8. Black dots represent points from the table that do not
represent complete stages.
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Before development
Component Error e-area #Updates
None 28 14015 0
Non-conjunctive structures only
Mediator structure Error e-area #Updates
Collectors 28 14015 3081
Enablers 28 14015 1413
Role nodes 28 14015 2050
Collectors & enablers 24 12217 4494
Collectors & role nodes 28 14015 5131
Enablers & role nodes 28 14015 3463
All (stage 1) 14 7222 6544
Conjunctive and non-conjunctive structures
Mediator structure Error e-area #Updates
Collectors 28 14015 3782
Enablers 28 14015 3885
Role nodes 28 14015 6340
Collectors & enablers 20 11017 7667
Collectors & role nodes 28 14015 10122
Enablers & role nodes 28 14015 10225
All (stage 2) 0 3522 14007
Transition between stage 1 and stage 2
Mediator structure Error e-area #Updates
Stage 1 (no conjunction) 14 7222 6544
Conjunction for collectors 14 7722 7245
Conjunction for enablers and roles 14 7722 13306
Stage 2 (target genome) 0 3522 14007
Table 4.8. Objective fitness values obtained when discovering different combinations of rules for
constructing mediator structures for the NoNeg8 logic program, for which the maximum error is
36. However, the error yielded by a group 3 network is 28.
order for any improvement in error or e-area to take place, as such genomes produce the
smallest combination of connections between predicate clusters that can yield any change
in fitness: group 2 networks that always answer ‘true’ for any particular predicate. Even if
group 1 networks are discovered before group 2 networks, the same is true because group
1 networks are an extension of group 2 networks (page 108), and so collector and enabler
mediators must still be discovered together. The discovery of stage 1 of development
cannot take place until this has happened.
The fourth sub-table shows the difficulty in making the necessary discoveries to progress
from stage 1 to stage 2. Enablers and role nodes share a regulatory sub-network for the
development of mediator structures (fig. 4.13) and therefore disabling the rule that pro-
duces conjunctive structures for one disables it for both. Evolution must discover medTr
mediators for collectors and medQu for enablers and role nodes. Discovering either con-
junctive structure in isolation does not improve error or e-area from stage 1 and increases
the number of updates with the result that stage 1 genomes have Pareto dominance over
these discoveries. Once again, both substructures must be discovered together for any
reduction to be made in error and e-area.
In summary, rules for constructing certain components of a relational structure must be
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discovered together in order for any progress to be made towards the Pareto front. If they
are discovered individually, the resulting networks are Pareto-dominated by their parents
by virtue of a greater number of weight updates and no improvement to e-area. Even if
the number of updates were to be removed as an objective so that the search was only
minimising e-area, there would still be no improvement to e-area when necessary rules are
discovered individually and therefore no information to indicate a correct change in the
direction of the target fitness. The probability of discovering two components together
is considerably less than that of discovering them individually because the former is the
product of the individual probabilities. This provides part of the explanation as to why
mediator structures are so difficult to discover in the evolutionary search.
Table 4.8 contains 17 unique combinations of rules, 11 of which yield an error of 28, that
of group 3 genomes that always answer [0,0] (unknown). Already this begins to show how
easily a group 0 (zero-error) genome can be mutated into a group 3 genome. The following
experiments support this further.
Controlled mutation
The next means of exploring the landscape surrounding G5 and other group 0 genomes
was to mutate the arguments for each condition in the genome separately in a controlled
fashion, exploring each of their possible values. Figs 4.23 and 4.24 show the results and
demonstrate that for most conditions, only one particular value yields an error of zero
and the corresponding e-area. Therefore only a precise combination of argument values
for conditions in a genome will produce zero-error networks.
Fig. 4.23 shows what happens when conditions for node function are mutated so that
they test for different functions. For SHRUTI to function properly, it is very important
which nodes connect to which. Disrupting connections between nodes of just one function
is sufficient to destroy the functionality of the network as a whole so that no questions
can be answered. In most cases, error increases to 28, that of group 3 networks that
always answer [0,0] (unknown). Again, this demonstrates how easily group 0 genomes are
mutated into group 3. In other cases, error increases to 20, that of group 2 networks that
always answer ‘true’ or ‘false’ for each predicate. In both cases, e-area increases and the
number of updates drops. When mutating a condition to test for mediator nodes (medTr
or MedQu), new mediator nodes are recursively created for each existing mediator node if
the condition evaluates ‘true’, and in most cases the size of the network grows beyond its
maximum size so that the genome receives a penalty, shown by white squares in fig. 4.23.
Fig. 4.24 (page 151) demonstrates the effects of mutating conditions on the number of indi-
rect inputs or outputs, the conditions which affect whether conjunctive or non-conjunctive
structures are produced. Condition 5 affects the construction of collector mediators medTr
and condition 7 affects the construction of enabler and role node mediators medQu. Mu-
tating the former has a negative effect on error and e-area, but mutating the latter does
not. nIndirect I/O = x will always evaluate false for any x > 0 at the start of devel-
opment, and when it does it expresses the action for constructing conjunctive mediator
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Figure 4.23. Controlled mutation of conditions on node function. The y-axis represents condi-
tions from G5 (fig. 4.13) that pertain to node function, and the x-axis represents values that
the arguments of those conditions may take (SELF.Function = Ena, SELF.Function = Col,
etc.). The colour of each square represents the objective value yielded by the network that de-
velops when the argument of the condition in the y-axis is set to the value in the x-axis. White
squares indicate a penalty incurred when the number of nodes grows too large. Conditions 1-3
are conditions on SELF (e.g. SELF.Function = X) and conditions 4 and 6 are conditions on
P CON (e.g. P CON.Function = X). Conditions on P CON may take SELF as an argument
(P CON.Function = SELF.Function), but conditions on SELF may not, hence why no results
for SELF as an argument are provided for conditions 1-3.
nodes. Therefore when x > 0, only conjunctive mediator structures will be produced, and
no non-conjunctive mediators. Conjunctive medQu nodes are still able to propagate acti-
vations of consequent enablers and role nodes to their antecedent counterparts without the
non-conjunctive mediators. For example, if A→ C is true, A ∧B → C is also true. Even
if A→ C is to be queried but the structure for that relation does not exist, a A ∧B → C
structure does because G5 produces every possible conjunctive mediator. The medQu
nodes for this relation can propagate activation of enablers and role nodes from C to A
in place of the missing medQu nodes for A → C because medQu nodes can be activated
with a threshold of one input. Therefore querying C still queries A. The inference process
is not disrupted by missing non-conjunctive medQu nodes and so zero-error can still be
achieved. However this is not the case when mutating condition 5 because conjunctive
medTr nodes do require both inputs to be active and so cannot act as surrogates for non-
conjunctive medTr nodes. Mutating condition 5 does disrupt the required propagation of
activation and consequently some questions will be answered incorrectly.
In all cases, mutating a condition mutates the rule in which it participates. One condition
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Figure 4.24. Controlled mutation of conditions on the number of indirect inputs or outputs in
G5. The y-axis represents conditions from G5 that pertain to the number of indirect inputs
or outputs, and the x-axis represents values that the arguments of those conditions may take
(SELF.nIndirect I = 0, SELF.nIndirect I = 1, etc.).
evaluating as false negates the rule as a whole and has the effect of inhibiting that rule, the
effects of which were demonstrated in the previous set of experiments. Not only must the
set of rules be in precise combination, but the set of conditions and arguments that define
those rules must be also. The results of these experiments also support the argument
that the fitness landscape surrounding target genomes is largely populated with group 3
genomes and some group 2 genomes.
Random mutation
These next experiments also demonstrate the proximity of group 3 genomes to group 0
genomes in genotype space by mutating conditions. However this time the mutations are
random, and in addition these experiments attempt and fail to mutate the children of these
mutations back into G5 or similar genomes, in order to demonstrate that a landscape of
group 3 genomes contains insufficient information to inform the evolutionary search of any
genotypic proximity to group 0 genomes.
Three trials were performed with three different mutation rates: 0.01, 0.05 and 0.1. For
genomes of 25 conditions or actions, these rates were estimated to mutate approximately
0.41, 2.06 and 4.13 exons per genome respectively. For each trial, an initial population of
1000 copies of G5 were produced and subjected to two iterations of mutation. The first
iteration was informative of the fitness neighbourhood surrounding G5, and the second
iteration was informative of how likely it was that genomes in this neighbourhood could be
mutated back into G5 or similar zero-error genomes. The same fixed event sequence was
used in each trial. Fig. 4.25 shows the errors yielded by the networks for each mutation
rate and table 4.9 shows how many genomes were improved by the second iteration.
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(a) pMut = 0.01 (b) pMut = 0.05
(c) pMut = 0.1
Figure 4.25. Error values produced by random mutation of 1000 copies of the genome G5 according
to different mutation rates. Two iterations of mutation were performed on each copy of the genome.
The majority of mutations result in group 3 genomes that always answer [0,0] (unknown) and yield
an error of 28. The maximum possible error is 36
Number of error reductions
Mutation rate Any To zero-error
0.01 3 1
0.05 23 1
0.1 13 0
Table 4.9. The number of reductions in error made by each mutation rate in the second iteration
of mutation. 1000 genomes were mutated for each mutation rate.
In each case, mutation into group 3 networks that yield an error of 28 in the first iteration
was very common. The only exception was for the mutation rate of 0.01, but only because
the mutation rate was so low that a large number of genomes were not mutated at all.
Only a small number of group 2 genomes (error = 20) were generated for each mutation
rate. In the second iteration, even more group 3 genomes were generated. Only a small
number of networks have their error reduced by the second iteration and only one or two
of these are reduced to zero-error, demonstrating how difficult it is to generate zero-error
networks, even from genomes that are close in genotypic space. The results support the
hypothesis that the fitness landscape is largely populated with group 3 genomes and is
deceptive in that it contains insufficient information to inform the evolutionary search of
proximity to genomes of greater fitness.
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In summary, the rules and conditions required for group 0, zero-error networks to be
constructed must be discovered together and not in isolation, and must behave in a very
precise manner. Even points in the fitness landscape that surround these genomes in geno-
type space do not point towards a target network’s fitness because it is heavily populated
by genomes that produce group 3 networks. This is true of the fitness landscape in gen-
eral and even a small change in the correct direction in genotypic space, such as correctly
identifying function equality for one node function, cannot improve objective fitness on
its own. A more informative fitness landscape is required to identify each of the necessary
components or ‘building blocks’ of complete SHRUTI networks.
These findings explain the lack of success in attempting to discover group 3 genomes. Con-
vergence of the hypervolume indicates that the Pareto front itself has converged (fig. 4.20).
It is likely that the Pareto front is difficult to improve further because as the experiments
have shown, a large portion of mutations will produce group 3 genomes that produce net-
works that always answer [0,0] (unknown). These networks occupy a considerably large
portion of the objective fitness landscape as was also shown by these experiments and by
the random sampling in the previous section (fig. 4.19). The target genome lies at a point
in the fitness landscape distant from most others generated by the random sampling (fig.
4.18b). Necessary changes in genotypic space to move to this remote point in the fitness
landscape are not reflected by the objective fitness values they yield because components
of the target genome must be discovered together, and not individually, in order to influ-
ence objective fitness. Even if a genome is close to a group 0 genome in genotype space,
it may still be distant in the fitness landscape.
It is reasonable to assume that evolutionary algorithms other than NSGA-II would experi-
ence the same difficulties because of the lack of information necessary to identify individual
building blocks that improve fitness when combined. In chapter 3, discovery of zero-error
networks was much simpler because the fundamental requirements of such genomes was
one condition for type equality and one condition for connection addition. This is not
the case here, because the genome requires five conditions for function equality and four
actions for mediator construction, all in precise combination. The SHRUTI genome pro-
vides an explicit description of the SHRUTI structure by providing explicit descriptions of
each of its components, and so it is reasonable to assume that the problems encountered
with evolving SHRUTI networks are not caused by the genome representation but by the
structure of the SHRUTI networks themselves. No matter how the SHRUTI networks are
represented in a genome, they require interconnections between nodes of each function
that need to be discovered in unison, and they cannot yield the functionality of zero-
error networks without them. This demonstrates that SHRUTI structures do not degrade
gracefully. This is a common criticism of localist and symbolic systems [77].
In conclusion, although genotypic representations of SHRUTI’s mediator and conjunctive
structures exist, such genomes are not easily discovered through evolution due to the
brittle nature of SHRUTI networks. The following section demonstrates that the same is
true of SHRUTI’s fact structures.
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4.4. Fact structures
This section explores the representation of fact structures in developmental genomes, and
the difficulties in evolving these genomes. A diagram of SHRUTI fact structures may
be found in fig. 2.8 on page 44. Although improvements were made to SHRUTI’s fact
structures in the form of the SMRITI model [91, 94], the work in this section focuses on
the development and evolution of the original SHRUTI fact structures for simplicity and
because they have been used in all other experiments conducted thus far. Nonetheless,
results from developing and evolving the simpler SHRUTI structures were indicative of
potential difficulties in attempting to do the same with larger, more complicated SMRITI
structures due to the similarity between the two models. SMRITI involves the same
representational requirements as SHRUTI because both act as temporal pattern-matching
circuits for predicate clusters. The main difference is that the circuits used for matching
bindings in SMRITI are represented by individual nodes in SHRUTI. SMRITI contains
circuits for receiving entity-role instantiations from role and entity nodes, detecting binding
errors (inhib1 nodes in SHRUTI), confirming binding matchings (inhib2 nodes in SHRUTI)
and propagating the assertion to predicate clusters (fact nodes in SHRUTI).
However, no learning algorithm was ever proposed for SHRUTI facts, only for SMRITI
[91]. Before a genome for SHRUTI facts could be designed, a learning algorithm for
the simplified fact structures that behaves similarly to the learning algorithm employed
by SMRITI was produced and is described in section 4.4.1. The genome model for fact
structures is proposed in section 4.4.2 and tested in section 4.4.3. Extending the genome
model to represent facts in this way further supports the claim of SHRUTI’s developers
that SHRUTI in general can be represented using indirect encoding [96], which gives it
another aspect of biological plausibility. Evolution of fact genomes is attempted in section
4.4.4, but once again genomes that produce zero-error networks were not found. To
demonstrate why, the fitness landscape is explored in section 4.4.5. Difficulties in evolving
SHRUTI’s fact structures were discovered to be for the same reasons as with mediator
structures; a fact structure requires every one of its components to be in place in order
to function properly and the fitness landscape contains insufficient information to identify
those components individually. Such difficulties evolving the simplified structures suggest
that the same would be true of the more complex structures employed by SMRITI, which
also use fully localist representation.
4.4.1. Learning fact structures
In the original SHRUTI literature, SHRUTI fact structures were claimed to not be amenable
to learning and therefore a learning algorithm was not proposed. Only for SMRITI was a
learning model proposed, using Long-Term Potentiation (LTP) to recruit neurons in the
various binding circuits [91]. Neurons in these circuits are recruited when inputs from role
and entity nodes co-activate. Because the nodes in SHRUTI fact circuits are representa-
tive of the more complex SMRITI circuits, a learning model using the same idea to recruit
SHRUTI fact neurons is introduced in this subsection. Although the learning model is not
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(a) Learning the enabler-fact-collector path
when the enabler (?) and collector (+) nodes
coactivate.
(b) Learning inhibitory inputs from role nodes
to inhib2 nodes when enabler (?) and role nodes
co-activate.
(c) Learning inhibitory inputs to inhib1 nodes when entity and role nodes fire in the
same phase. Book and Object fire in different phases and therefore the corresponding
inhibitory node is not strengthened.
Figure 4.26. Learning fact structures when a predicate instance is observed. Figs. a-c shows each
type of connection being strengthened separately. Lines and dots in bold show the connections
being strengthened in each figure.
perfect, it is sufficient to allow facts to be learned in conjunction with the development
of fact structures in the following subsection. Furthermore, the learning mechanism has
no bearing on the evolvability of fact structures because it is not the learning mechanism
that is evolved, but the architecture in which the existing learning model takes place.
Facts for each logic program are learned using fixed sequences which repeat each fact
three times in the order they are presented in figure 4.8 on page 128. When each fact is
observed in fact learning mode, all predicate nodes pertaining to that fact are activated
and learning through LTP begins. All connections are strengthened simultaneously, but
how each type of connection gains strength will be discussed separately. In the following
description, when referring to inhibitory connections, the term main input is used to refer
to the signal being inhibited and the term inhibitory input is used to refer to the signal
providing the inhibiting signal. For example, with respect to the first array of inhibitory
nodes (inhib1 nodes) in figure 4.26, the main input is that provided by a role node, and
the inhibitory input is that provided by an entity node.
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Connections along the path from the enabler to the collector via the fact node are learned
as soon as the enabler and collector are activated (fig. 4.26a), since the fact and collector
nodes both have a recruitment threshold of one input. Note that the main input to each
inhibitory connection has no activation threshold and always propagates activation as long
as activation at the inhibitory input does not prevent it. Although the main inputs to
inhibitory connections do not require strengthening in order to affect the output of the fact
circuit, the inhibitory inputs do and are strengthened when they coactivate with the main
input. The main and inhibitory inputs to an inhibitory node are considered to coactivate
when they either both fire in the same phase or they both fire and at least one is continuous
(that is, not spiking). An inhibitory input in the second array of inhibitory nodes (inhib2
nodes) receives activation from a role node and is strengthened when it coactivates with
the main input provided by the output of the enabler (fig. 4.26b). An inhibitory input
in the first array (inhib1 nodes) that receives activation from an entity node strengthens
when it fires in phase with the main input provided by a role node (fig. 4.26c).
This model includes no means of unlearning facts. This was not covered in the original
literature. The SMRITI literature suggests that forgetting could take place in a ‘memory
consolidation’ stage in which important facts are strengthened and unimportant facts are
weakened, but an implementation for this was not proposed [92]. Development of such a
mechanism was considered for this thesis, but was unnecessary as it would have no bearing
on the evolvability of fact structures. Furthermore, it would have been expensive. Unlike
the unlearning of relations which can happen in parallel to development, it is proposed
that SMRITI’s memory consolidation process would occur in a separate stage after the
learning and development period akin to the theory that biological memory consolidation
occurs during sleep [92]. To test this properly would have required multiple periods of
learning/development each followed by the proposed memory consolidation stage, resulting
in a much longer training process. With no means of forgetting unwanted facts, fact circuits
could only be trained on fixed, noiseless observation sequences and it was assumed that
learned facts were always true.
The time window for synchrony was set to 7 observations when learning facts in further
experiments, as this allows enough time for activation to propagate from the enabler to
the collector.
4.4.2. Developing fact structures
Now that a basic fact learning algorithm had been proposed, the next goal was to pro-
duce a genome capable of producing structures that could learn facts. Producing such
a genome demonstrated that the representation of SHRUTI structures through the bio-
logically plausible means of indirect encoding extends beyond relational structures and
further improves the biological plausibility of SHRUTI networks in general.
Fig. 4.27 presents the genome used to develop fact structures. Unlike the work on genomes
for mediator structures, a genome that does not restrict development by activation is
excluded from these experiments for reasons which will be explained below. First it is
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important to understand how the existing genome works.
Fact structures are composed of three main components: the path from the enabler to
collector, the inhibitory connections from role nodes and the inhibitory connections from
entity nodes. Each of these components forms an axis of development for the next in a
developmental process shown in figure 4.28 on page 158.
Axis 1 - Creating fact nodes: A fact node between the enabler and the collector is
formed by rule 1 (fig. 4.28b) and a set of inhib2 inhibitory nodes is formed between the
enabler and the new fact node by rule 2 (fig. 4.28c). Each of these new nodes receives
0.9 of its parent’s chemicals so that the amount of chemical 2 in each inhibitory node
matches that of one of the role nodes representing predicate arguments (see the discussion
on choices for chemical 2 values for predicate clusters on page 123).
Axis 2 - Connecting predicate arguments: The connection from the enabler to the
fact node forms a new axis for development along which inhibitory inputs to inhib2 nodes
may be formed. These new connections are formed from active role nodes by rule 3 (fig.
Figure 4.27. Genome for developing fact structures. Terminal nodes correspond to actions, all
other nodes correspond to conditions that must be met in order for those actions to be executed,
and each path from the root to a terminal node corresponds to a different rule. Each rule creates
a different component of a fact structure in the order by which the rules are numbered (fig. 4.28).
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(a) Before (b) Rule 1: Development of fact node
(c) Rule 2: production of inhib2 nodes (d) Rule 3: production of inhib1 nodes
(e) Rule 4: Connecting inhib1 nodes to entity nodes
Figure 4.28. The development of fact structures as each rule from fig. 4.27 is applied. Numbers
displayed by each node correspond to that node’s chemical levels (chemical 1, chemical 2).
4.28d) and contain inhib1 nodes that are used to confirm binding matches. Constraining
connection formation to nodes of equal chemical levels (condition 11 from fig. 4.27) uses
positional information from role and inhib2 nodes to ensure that a separate inhibitory
connection is formed for each predicate argument.
Axis 3 - Connecting entity nodes: The new inhibitory connections from role nodes
form axes for the development of inhibitory inputs to inhib1 nodes from the entity nodes
(4.28e). Rule 4 produces these connections, on the condition that the inhibitory nodes
and the entity nodes are firing in the same phase (condition 13).
158
4. Evolution with recruitment learning
In summary, a fact structure is created every time a new fact is encountered and the
learning algorithm strengthens it further. However, the disadvantage of this approach is
that as with the activity constrained genomes for relational structures, a genome behaving
in this way is effectively performing the role of the learning algorithm anyway. This was
difficult to avoid because of the way facts are represented in SHRUTI.
The complexity of a fact genome unconstrained by activation would be greater than that
of a mediator genome unconstrained by activation, so much so that evaluating a network
would be intractable. A genome unconstrained by activation would create a fact structure
for every possible fact. However because there is no global controller for the developmental
process, the genome for a predicate’s collector (from where the development of a fact
structure begins) has no means of knowing whether or not the fact structure it is about to
develop already exists. Because this information is not available to inhibit development, a
structure for every possible fact would be created at every time step. The resulting network
would contain an extremely large number of nodes, connections and structures, and would
be very expensive to evaluate. This problem was overcome for mediator structures because
the ADD N2 actions used by the genome to produce mediator nodes can detect when an
intermediary node between two nodes from different predicates exists. However, this
only works for one intermediary node and not entire circuits. In order to detect if a
certain fact structure already exists, the collector node that triggers its development would
somehow have to acquire information from all entity and role nodes of all the fact structures
associated with it.
The development of a fact structure must not only be constrained by activation, but it must
also be constrained so that structures are only constructed once per activation. Condition
9 in G7 (fig. 4.27, page 157) enforces this by ensuring that construction of the first axis
only occurs when the remaining time in the window of synchrony (Time Window) is at
its maximum value (7). Inhibitory nodes in this model can only take one inhibitory input,
and so this alone ensures that the second and third axes are only developed once for each
inhibitory node in the first axis. However care must be taken to ensure that the correct
inhibitory connection is formed in each case. Restriction by activation and chemical level
equality (conditions 11 and 12) ensure that the correct connections are made for the second
array of inhibitory nodes (inhib2), and restriction by phase equality (condition 13) ensures
this for the first array of inhibitory nodes (inhib1). Even with these constraints in place,
the genome will continue to reproduce a structure for each fact each time it is observed
unless there is some constraint on the total number of fact structures that a predicate
cluster can be associated with. Condition 6 provides such a constraint by restricting the
number of inputs to a collector, the source of fact development.
In summary, activation constraints must be enforced in order to prevent the network be-
coming so large as to be unmanageable by producing every possible fact structure at every
point in time. Although evidence supports activity-dependent development of biological
neurons [33], in this case biological plausibility is lost because such constraints result in
a genome that essentially copies the learning algorithm thus making it redundant. The
same was argued for conjunctive and non-conjunctive relational structures. Once again,
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the solution may be to introduce a more distributed representation in which development
would behave closer to the information processing theory by improving performance fac-
tors [69, 100] instead of producing a specific structure every time evidence is observed.
Regardless of what triggers development, a description of a SHRUTI fact structure that
can be expressed multiple times is still contained within the genome. In this respect, the
production of an indirect encoding for SHRUTI fact structures has been successful and the
indirect encoding of SHRUTI in general has been extended beyond relational structures.
The following subsection demonstrates that the structures developed by these genomes
are capable of learning facts correctly and answering questions about them.
4.4.3. Testing development
The genome was tested by developing the fact structures for NoNeg5-8 data sets (Fig.
4.8, page 128). The genome was trained on fixed sequences of observations in which each
fact was presented three times. A maximum time window of 7 was used, and developed
fact structures were tested on C questions sets found in appendix A. The test questions
contained each fact and one question expected to be answered ‘unknown’ for each predi-
cate. All test questions were answered correctly for each logic program, as shown in fig.
4.29. This demonstrates that all facts were developed and learned correctly. Table 4.10
shows the statistics for each developed network and demonstrates that like the genomes
(a) NoNeg5 (7 questions) (b) NoNeg6 (10 questions)
(c) NoNeg7 (10 questions) (d) NoNeg8 (14 questions)
Figure 4.29. Developing SHRUTI fact structures using genome G7. The graphs show the number
of correct answers to questions over time for the NoNeg5-8 data sets. A fixed event sequence was
used in each case. Each network developed so that it could answer all of its test questions correctly.
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Program #Facts #Predicates #Nodes #Connections #Updates
NoNeg5 3 3 72 90 204
NoNeg6 5 4 97 120 288
NoNeg7 4 4 79 84 207
NoNeg8 7 6 99 108 299
Table 4.10. Statistics for each genome developing fact structures for each logic program using fixed
event sequences. All test questions are answered correctly in each case. Each logic program and
developed network is a different size, despite the fact that the same fixed-size genome is used in
each case. This shows that the genome is scalable.
for developing relational structures, the fact genome is also scalable because it develops
networks for logic programs of different sizes.
For each logic program, the increase in fitness (the number of questions answered correctly)
in fig. 4.29 resembles a series of steps, one for each fact. Following the first presentation
of each fact, weights weren’t strong enough to answer questions correctly. However, after
the second presentation of each fact, the set of weights corresponding to each fact were
strengthened so that a new question was answered correctly at each presentation, which
explains the step-like nature of the increase in fitness.
4.4.4. Evolving fact structures
This section presents the results of attempting to reproduce the fact genomes through
evolution. Fact genomes were not discovered by the evolutionary search for the same
reasons that mediator genomes were not discovered in section 4.3; the target genome
required a very precise combination of rules, conditions and actions in order to work. The
individual discovery of these components was not reflected by the changes they made to
objective fitness, if any.
Most of the same parameters used in section 4.3.4 were used in these trials. However
genomes were fixed at a size of 30 conditions and actions because the target genome
was larger than the genome used for mediator structures. Networks were trained on the
full fact sequences since each fact only needed to be presented three times to train the
networks and the total training time was short compared to that of mediator structures.
Constraints were once again enforced on the developed networks for each logic program.
These constraints are listed in table 4.11 and were more than sufficient for developing
networks for each logic program using genome G7. Performing many trials of evolution
over 500 generations was expensive due to the complexity of evaluating potentially large
Logic program Time limit (seconds) Maximum size (nodes)
NoNeg5 30 500
NoNeg6 45 750
NoNeg7 45 750
NoNeg8 60 1000
Table 4.11. Constraints on network size and development time when evolving networks for repre-
senting fact structures. Networks which develop beyond these limits are penalised to the lowest
rank. As with mediator evolution, time limits were chosen according to the specifications of the
machine on which experiments were performed (page 137).
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(a) Relational structure evolution: connec-
tions formed between predicates.
(b) Fact structure evolution: connections
formed within predicates.
Figure 4.30. The difference between group 2 networks for relational structures and fact structures.
Both configurations result in the same answer (in this example, ‘true’) always being provided for
a particular predicate (see table 3.11 on page 105).
networks, so only 20 trials per logic program were performed.
Some clarification of terms is necessary before proceeding. As with the genomes for rela-
tional structures, group 3 genomes are those which do not produce any connections so that
[0,0] (‘unknown’) is answered for every question. For relational structures in section 3.4.2,
group 2 genomes were those which only formed connections between enablers and collec-
tors of different predicate clusters so that questions were always answered ‘true’ or ‘false’
(fig. 4.30a). In the attempt to evolve fact structures, similar genomes were discovered
that connected a predicate’s enabler directly to one of its collectors so that activating the
former always activates the latter (fig. 4.30b). This is equivalent in behaviour to the first
axis of development for fact structures (section 4.4.2, figs. 4.28b and 4.28c), even though
there are no fact or inhib2 nodes between the enabler and collector. Although the connec-
tivity is different from group 2 networks for relational structures, the behaviour is the same
in that all questions asked of a predicate are answered ‘true’ or ‘false’. Therefore such
genomes are also labelled ‘group 2’ for fact structures. In the context of relational struc-
tures, ‘group 1’ and ‘group 0’ both refer to genomes which produce zero-error networks
depending on whether or not conjunctive relations are represented. However only ‘group
1’ will be used to refer to zero-error fact structures that answer all questions correctly.
Evolution was attempted for the facts from the NoNeg7 and NoNeg8 logic programs. As
with the evolution of mediator structures in section 4.3.5, complete fact structures were
not discovered. However although mediator evolution yielded a range of points on the
Pareto front, all trials of Fact evolution converged very quickly on one group 2 genome
with 0 weight updates (fig 4.31). Reasons for this fast convergence are discussed below.
Fig. 4.32 on page 164 plots the objective values yielded by 50,000 randomly generated
genomes for NoNeg8. No group 1 genomes similar to G7 are generated and like the group
0 mediator genomes, are distant from the majority of points in the cloud of objective
values produced by random genomes (fig. 4.31). For NoNeg8, group 3 genomes yield an
e-area of 7631.3 Generation of group 3 genomes is even more probable when developing
fact circuits (97.18%) than developing mediator structures (91.69%), for the following
reasons. The bare minimum required for networks to yield any output is a path between
3Note that as was the case in the mediator experiments, group 3 genomes do not necessarily yield the
lowest e-area because the error function (equation 4.2, page 140) does not penalise predicates for which
all questions are expected to be answered as ‘unknown’.
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(a) NoNeg7
(b) NoNeg8
Figure 4.31. All 20 trials of 500 generations when evolving fact structures converge on a single-
point Pareto front. This is compared against the fitnesses of 50,000 randomly generated genomes
and fitnesses yielded by each stage of development, generated separately from the evolutionary
search.
a predicate’s enabler and its collector. If such paths pre-exist before development it is
easier to randomly generate genomes which develop networks that yield some output and
therefore answer at least some questions (though not necessarily correctly), but with no
such pre-existing paths it is more difficult to do this. In the mediator experiments, fact
structures already existed before development took place and therefore provided such a
path from enablers to collectors so that it was easier for randomly generated networks to
answer questions. However now that the fact structures themselves need to be discovered,
no such path from enabler to collector pre-exists and it is more likely that random networks
will always answer [0,0] (unknown). Therefore it is more likely that group 3 genomes will
be randomly generated in fact evolution than in mediator evolution.
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(a) Standard scale (b) Logarithmic scale
Objective pair e-area Number of Updates
e-area #Updates Percentage e-area Percentage #Updates Percentage
1 7631 0 81.10 7631 97.18 0 83.44
2 7632 16 11.63 9415 1.79 16 11.67
3 9415 0 1.67 9192 0.10 12 0.75
4 7631 12 0.75 9404 0.10 6 0.35
5 7631 6 0.35 9327 0.09 3584 0.22
6 7631 3484 0.22 8427 0.08 10 0.22
7 7631 10 0.22 9638 0.08 32 0.11
8 7631 32 0.11 7719 0.07 9 0.10
9 7631 9 0.10 9426 0.06 3 0.09
10 9404 0 0.09 6001 0.05 505344 0.09
(c) 10 most common objectives and objective pairs.
Figure 4.32. Objective pairs yielded by 50,000 randomly generated genomes. The vast majority of
genomes are group 3 genomes that yield an e-area of 7631 as a result of answering [0,0] (unknown)
for all questions.
The enabler-to-collector path must be discovered in fact evolution before error or e-area
can be influenced at all. Until then group 3 genomes with zero weight updates, which is
the vast majority of such genomes, will Pareto-dominate all other solutions because zero is
the absolute minimum for the second objective. Therefore the initial population contains
a Pareto front of only one genome: a group 3 genome with no weight updates. Because
group 3 genomes occupy a large portion of the fitness landscape and dominate other early
genomes so easily, they are often selected for variation and easily mutated into genomes
of the same group. As a consequence they rapidly multiply and fill the population until
the population contains no other genomes at all. However because enabler-to-collector
paths pre-exist in mediator experiments, it is easier for randomly generated networks to
influence error and e-area. It is therefore more likely that the initial Pareto front contains
multiple points, and less likely that it will converge on only one point.
Nonetheless, in all cases the one-point, group 3 Pareto front in fact evolution is still able
to progress to a group 2 genome, in which the enabler-to-collector path does exist in its
simplest form as a direct path between the two nodes (fig. 4.30b). Although this now
enables questions to be answered, albeit incorrectly for some questions, the number of
weight updates is still zero because the connection is direct and the input (enabler) and
output (collector) nodes are activated at the same time. Both learning methods used in
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Figure 4.33. The change in hypervolume over 100 generations for all 20 trials. The thick black line
represents the average change in hypervolume, which converges in about 30 generations. Therefore
the Pareto front also converges quickly when attempting to evolve fact structures.
these experiments (page 49) require that one node is active before another in order for
the connection weight to be adjusted. A zero-updates network with a lower e-area has
now been discovered and dominates the group 3 genome so that the group 2 genome now
assumes the role of the one-point Pareto front. Again, the population quickly converges on
this new point for three reasons: it easily dominates other points by virtue of yielding zero
weight updates, the genome is difficult to improve through mutation, and the diversity of
the population with respect to objective fitness is already very low because the group 3
genome filled previous populations. The fast convergence is indicated by the convergence
of the hypervolume in fig. 4.33.
Although a connection from the enabler to the collector is equivalent to the first axis of
development for fact structures, a necessary step for the development of fact circuits, pro-
gression to the second axis requires inhibitory nodes to lie between the two nodes. Because
the path from collector to enabler is functionally equivalent with or without inhibitory
nodes, the discovery of these necessary components is not reflected by an improvement in
objective fitness.
With such low diversity in objective values on the Pareto front, the evolutionary search
becomes equivalent to a random one and the discovery of genomes like G7 that require
precise combinations of rules, conditions and actions in order to function becomes highly
unlikely. As with mediator structures, the problem is that the fitness landscape is largely
populated with group 3 genomes (fig. 4.32), the group 1 genome is distant from more
reachable points in objective space (fig. 4.31b), and necessary changes to the genotype
are not reflected by the change in objective values or lack thereof. The following set of
experiments demonstrate these points further.
4.4.5. Fitness landscape
The same experiments performed on G5 in section 4.3.6 were performed on G7 to explore
the fitness landscape surrounding it. The aim of these experiments was to demonstrate that
G7 and similar genomes are difficult to discover through evolution because the discoveries
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of individual components necessary for the complete fact structure are not always reflected
by positive changes in objective fitness. The first experiment isolates rules in the genome,
the second one performs controlled mutations and the third performs two iterations of
random mutations. All experiments are performed with NoNeg8 (fig. 4.8, page 128).
Inhibitory experiments
These experiments isolate rules in the genome so that the performance of other rules can
be observed in isolation and in different combinations. Each possible combination of rules
is explored in table 4.12 and fig. 4.34 plots each pair of objective values obtained. As
explained in section 4.4.2, the development of each axis enables the development of the
next. The results in table 4.12 and fig. 4.34 show how objective values change as each
rule is executed and as each axis develops:
Before development: No connections are developed and all questions are answered as
‘unknown’, yielding an e-area of 7631. This is equivalent to a group 3 genome.
Axis 1 - Creating fact nodes (rules 1 and 2): A fact node between the enabler and
the collector is formed by rule 1. Because of the uninhibited connection between these two
nodes, questions on predicates that have facts associated with them are always answered
‘true’. These are equivalent in behaviour to group 2 genomes and yield an e-area of 6509.
Axis 2 - Connecting predicate arguments (rule 3): Inhibitory connections from role
nodes are formed. However, because these inhibitory nodes are not themselves inhibited,
they will always inhibit the activation of the fact node when the predicate is queried,
returning the network to a state that always answers ‘unknown’ and yields an e-area of
7931, just as it did before development began.
Axis 3 - Connecting entity nodes (rule 4): Connections from entity nodes are formed
which inhibit the level 1 inhibitory connections from role nodes when argument bindings
are correct, and all questions can now be answered correctly. These are equivalent to
group 1 genomes and yield an e-area of 2851.
In order to produce the full, working genome, the rules for constructing each of these axes
must be discovered in order, and in the process, the error increases upon discovering the
second axis instead of decreasing in the direction of zero-error (rule 3, fig. 4.34a). From
fig. 4.34b it can be seen that genomes produced upon the discovery of rules 2 and 3 are
Pareto-dominated by the other genomes and therefore the steps that must be taken in
genotypic space do not reflect progress towards the target behaviour in objective space.
This is typical behaviour for generative and developmental systems and makes rediscovery
of the target genome difficult [122].
Any rule combinations other than those that follow this sequence yield the same objective
values as the largest subset of its rules that form the correct sequence. For example,
the rule combination 1,2,4 yields the same e-area and number of updates as the rule
combination 1,2, because rule 4 cannot be expressed until rule 3 has been expressed. Any
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Rule combinations
Rule Error e-area #Updates
1 26 6509 72
2 34 7631 0
3 34 7631 0
4 34 7631 0
1, 2 26 6509 166
1, 3 26 6509 72
1, 4 26 6509 72
2, 3 34 7631 0
2, 4 34 7631 0
3, 4 34 7631 0
1, 2, 3 34 7631 192
1, 2, 4 26 6509 166
1, 3, 4 26 6509 72
2, 3, 4 26 6509 0
1, 2, 3, 4 0 2851 299
Development of axes
Rule Error e-area #Updates
None 34 7631 0
1 26 6509 72
1, 2 26 6509 166
1, 2, 3 34 7631 192
1, 2, 3, 4 0 2851 299
Table 4.12. Objective values obtained when discovering different combinations of rules for devel-
oping fact structures for the NoNeg8 logic program, for which the maximum error is 42. The error
yielded by group 3 networks is 34.
(a) Error (b) Objective values.
Figure 4.34. The change in objective values as each rule of fact development is discovered. Plotted
values are taken from table 4.12
rule combinations that exclude rule 1 yield the same values as a genome that contains no
rules, because all other rules require rule 1 to have been expressed first. In order for the
discovery of any rule to be relevant, the rules preceding it in the developmental process
must also have been discovered.
In summary, once again we see that the individual rules in the genome that are neces-
sary for constructing target networks do not necessarily improve objective fitness when
discovered individually, making it difficult for target genomes to be discovered.
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Controlled mutation
The landscape surrounding genome G7 was then explored by mutating condition argu-
ments along the range of possible values. Mutation of activation-based conditions such as
those testing time window and phase are excluded for brevity. Once again, for all condi-
tions, only particular values yield an error of zero and the corresponding e-area. Therefore
only a precise combination of condition values can produce zero-error networks.
Fig. 4.35 presents the results of mutating conditions pertaining to node function. The
results are similar to those from the controlled mutations of mediator genomes (fig. 4.23,
page 150) in that the resulting objective values are identical to those produced from the
inhibitory experiments because mutating a condition is equivalent to inhibiting the rule it
participates in. Genomes formed by inhibiting rules are equivalent to group 2 or 3 genomes
in that they either always answer ‘true’ or always answer ‘unknown’ for all questions.
Figure 4.35. Controlled mutation of conditions on node function. The y-axis represents conditions
from G7 (fig. 4.27) that pertain to node function, and the x-axis represents values that the
arguments of those conditions may take (SELF.Function = Ena, SELF.Function = Col, etc.).
The colour of each square represents the objective value yielded by the network that develops when
the argument of the condition in the y-axis is set to the value in the x-axis. Conditions 2-5 are
conditions on SELF (e.g. SELF.Function = X) and conditions 7, 8, 10 and 14 are conditions on
E CON or P CON (e.g. P CON.Function = X). Conditions on E CON and P CON may take
SELF as an argument (P CON.Function = SELF.Function), but conditions on SELF may not,
hence why no results for SELF as an argument are provided for conditions 2-5.
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Figure 4.36. Controlled mutation of condition 6 from G7, which tests for the number of inputs
to a node (nInputs). The x-axis represents values that the argument of condition 6 may take
(SELF.nInputs = 0, SELF.nInputs = 1, etc.).
Figure 4.37. Controlled mutation of condition 11 from G7, which tests for the amount of chemical
2 held by a node (chem2). The x-axis represents values that the argument of condition 11 may
take (P CON.chem2 = 0.0, P CON.chem2 = 0.1, etc.).
Mutating the number of inputs (fig. 4.36) is only problematic when set to a value lower
than the maximum number of facts associated with any predicate (two). In NoNeg8, for
which these genomes were developing fact structures, predicates P and T each have two
facts associated with them, and therefore limiting the number of inputs to each predicate
cluster’s collector to a value less than 2 prevents the required number of facts from de-
veloping. The number of updates does not increase for values of nInputs greater than 8,
because by the time this many weight updates have been made, the learning-development
cycle has finished.
Mutating chemical 2 (fig. 4.37) to anything other than ‘SELF’ prevents the correct con-
nections from being formed between between role nodes and inhib2 nodes, and therefore
only the first axis develops correctly.
These experiments show that the fact genome requires not only a precise combination of
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rules but also a precise set of conditions in those rules in order for fully functional fact
structures to be produced. Furthermore, the fitness landscape surrounding these genomes
is largely populated by group 2 and 3 genomes as a result of certain rules being inhibited
by the mutation of their conditions.
Random mutation
In this final set of experiments, 1000 copies of genome G7 were mutated once to demon-
strate how many genomes in the surrounding landscape are group 3 genomes, and a second
time to demonstrate how unlikely it is that the child genomes produced by the first itera-
tion can be mutated back into group 1 genomes that produce networks that can answer all
(a) pMut = 0.01 (b) pMut = 0.05
(c) pMut = 0.1
Figure 4.38. Error values produced by random mutation of 1000 copies of the target genome G7
according to different mutation rates. Two iterations of mutation were performed on each copy
of the genome. The majority of mutations result in group 3 genomes that always answer [0,0]
(unknown) and yield an error of 34. The maximum possible error is 42.
Number of reductions in error
Mutation rate Any To zero-error
0.01 26 0
0.05 48 0
0.1 30 0
Table 4.13. The number of reductions in error made by each mutation rate in the second iteration
of random mutation. 1000 genomes were mutated for each mutation rate
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questions correctly. The fact genome was randomly mutated according to three mutation
rates: 0.01, 0.05 and 0.1. In a genome of 30 conditions or actions, each mutation rate mu-
tates approximately 0.62, 3.09 and 6.12 exons respectively. Results are presented in fig.
4.38. Once again, most of the error rates yielded correspond to those found from inhibiting
rules in the genome, thus supporting the hypothesis that the landscape surrounding the
target genome is largely composed of group 3 genomes that yield an error of 34. Table
4.13 shows how many networks have their error values improved in the second iteration
of mutation, and on no occasions were genomes mutated back to those that could pro-
duce group 1 zero-error networks. As with the mediator structures, it is easy to mutate a
zero-error genome into a group 3 genome, but much less likely that a group 3 genome will
mutate into a zero-error genome. This is even the case when mutating a group 3 genome
that is close to a zero-error genome in genotype space. Therefore the fitness landscape
does not contain the necessary information to indicate proximity to fitter genomes.
In summary, the results of attempting to evolve fact structures through were very much
the same as they were for mediator structures, and for the same reasons. The structure
can be represented in a genotype, but not easily rediscovered through evolution due to the
brittle nature of SHRUTI networks. A large number of randomly generated genomes and
mutations of other genomes produce networks that always answer [0,0] (‘unknown’) for any
questions they are presented with and necessary changes to the genotype are not indicated
by the objective fitness values they yield. The algorithm quickly converges on group 2
genomes, which are functionally equivalent to the first axis of fact structure development.
Because it is difficult to improve upon this or other genomes in a way that is reflected by
the resulting objective fitness, evolution is highly unlikely to discover anything better.
Unlike the evolutionary search for mediator genomes, the evolutionary search for fact
genomes was not given the freedom to discover genomes that do not limit development by
activation. This choice was made because the networks that such genomes would produce
would be too large to execute in a reasonable amount of time (section 4.4.2). Like the
evolutionary search in chapter 3, the search for mediator genomes was allowed the freedom
to discover genomes not constrained by activity as a precursor to more efficient genomes
that were constrained by activity. Therefore the inability of the evolutionary search to
discover fact genomes may not be supported as strongly as it was for the mediator genomes.
However, even if the fact genomes were not constrained by activation, it is highly likely
that they would be just as difficult to discover in the evolutionary search. All experiments
exploring the fitness landscape involved the mutation of conditions unrelated to activation,
and group 2 or 3 genomes were produced in most cases.
The SHRUTI fact model for which these arguments have been made is a rather simple
one, especially since it does not include a means of unlearning facts and a much more
intricate alternative exists in the form of SMRITI [91, 94]. However, considering that
the evolutionary search struggled to discover a genotype representation for a simple fact
model, it is highly unlikely that it would be able to discover a genotype representation for
any improved version of that model, including SMRITI.
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4.5. Discussion
In this chapter, the genome model was improved to enable the development of new nodes
in addition to the connections between them. This was necessary to enable the develop-
ment of mediator and fact structures. Scalable indirect encodings for mediator and fact
structures have been presented and shown to develop structures capable of representing
the training data they are presented with and correctly answering a set of test questions.
However, as was discovered in section 3.2.4, it is difficult to constrain the size of the pheno-
type without limiting the development of connections and intermediary neurons to those
between active neurons because in order for a fact or relation to be learned, its correspond-
ing structure must exist for it to be learned in the first place. This is a consequence of
the localist representation employed by SHRUTI, as was argued in section 3.6. Although
neurogenesis does involve some activity-dependent development [33], the way it is applied
in G6 lacks biological plausibility because it makes some aspects of the learning algo-
rithm redundant and because learning influences the developmental process throughout.
In biology, some development occurs in the pre-natal stage before any learning can take
place. Nonetheless, regardless of whether or not development is triggered by activation,
the description of SHRUTI’s mediator and fact structures have been successfully encoded
in the genome, supporting the claim of SHRUTI’s developers that SHRUTI can be repre-
sented using indirect encoding [96]. Because indirect encoding is a biologically plausible
encoding method, the biological plausibility of SHRUTI networks has been supported to
some extent by showing that they can be encoded in this way. Furthermore, the updated
genome model has gained some new aspects of biological plausibility in addition to those
highlighted in section 3.2.4. In particular, neurons may now be produced through de-
velopment in addition to connections [1, 12, 123], and chemical concentration levels may
be used to interpret positional information that affects development [116]. However as
argued in section 3.2.4, biological plausibility is still limited in the sense that the model
is an abstraction of the much more complex process of real biological development.
The NSGA-II algorithm was unable to discover mediator or fact genomes in an evolu-
tionary search, but an examination of the target genomes and the fitness landscape were
informative as to why this was the case and what future steps might improve evolvability.
In chapter 3, genomes were easily discovered due to the simplicity of the basic require-
ments for representing a relational structure that does not require mediator nodes. Only
one condition testing for function equality was required, and as soon as this was discovered,
the evolutionary search could work on optimising the efficiency of the genome. However,
genomes capable of developing mediator and fact structures were much more complex,
and both required a number of rules, conditions and actions to be discovered together
in precise combination. Individual discovery of these components make the correct steps
in genotype space but this is not reflected by the resulting change (or lack thereof) in
objective fitness. This sort of misdirection is a common phenomenon in other generative
and developmental systems [122]. Furthermore, a large majority of randomly generated
genomes and mutations of existing genomes produce group 3 genomes that always answer
‘unknown’ by never firing any collectors. In general, the fitness landscape contains insuf-
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ficient information to identify necessary building blocks for constructing fitter genomes in
later generations and therefore any evolutionary algorithm would struggle to navigate it.
The evolutionary algorithm takes the essential building blocks of SHRUTI (nodes and con-
nections as specified in the literature), and attempts to rearrange them into a working net-
work structure. In this respect the description of SHRUTI structures made by the genome
is quite explicit, suggesting that the difficulties with evolving SHRUTI structures are not
owed to the genome model but to the structure of SHRUTI networks themselves. SHRUTI
behaves in a very discrete way. The performance of SHRUTI ultimately depends on the
existence of relational and fact structures, which affects which questions are answered,
and the existence of these structures is a discrete factor owed to the localist representa-
tion employed by SHRUTI networks. The results demonstrate that SHRUTI networks
do not degrade gracefully, in that each individual component of a SHRUTI structure is
required in order for that structure to function properly. A lack of graceful degradation is
a common criticism of localist and symbolic models [77]. In order to improve evolvability,
the idea of analysing the structure of a network and rewarding particular substructures
that are known to improve performance was considered. However, this is very biologically
implausible and points to a much more directed process than evolution is known to be.
The only alternative would be to somehow measure the emergence of these substructures
at the behavioural level so that their emergence is reflected in existing or new objective
values, but it remains to be seen how this could be achieved.
One improvement that would support, but not necessarily solve, the search for SHRUTI
networks would be to somehow smooth the fitness landscape and make it more continuous
in such a way that small genotypic discoveries yield more informative changes in objective
fitness. The experiments in this thesis were conducted on a simple SHRUTI model that
uses one neuron per concept, and the use of ensembles containing multiple neurons per
concept may smooth the fitness landscape somewhat by testing for activation of each
member of each ensemble. However, evolution would probably still fail because the model
still uses localist representation and the same discoveries such as function equality and
axis interaction still have to be made by the evolutionary algorithm. Furthermore, e-area
is not continuous but only granular since it is a function of error, which is discrete. Error is
discrete because a collector’s activation is also discrete, either 0 or 1. Activation could be
made continuous by setting the output of a collector as a function of its input potential,
which is continuous. However the problem still remains that between the discovery of
genomes of each group, conditions and rules must be discovered that do not affect the
output of the collectors when discovered individually. Even if the output is continuous,
the transition between stages of development remains discrete. In order to make it more
likely that SHRUTI or any other neural-symbolic network can be discovered through
evolution, the network’s output needs to be continuous in the sense that the discovery of
each substructure and the discovery of each rule, condition and action that contributes to
each of those structures provides some individual contribution to objective fitness in the
direction of the target behaviour.
The idea of smoothing the transition between different genome groups and stages of de-
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velopment has some biological plausibility. In section 3.4.2 on page 108 it is argued that
transition between discrete stages of development as argued by Piaget [78] is a view no
longer held by modern psychologists, who regard the transition between stages as being
more continuous [100]. Difficulties encountered in discovering transitions between discrete
stages in this chapter supports this theory.
It has been argued in section 2.1.4 and in the literature that it is unlikely that the brain
uses localist representation, and that it is more likely that it uses distributed representation
[80]. Even if the brain is localist to some extent, even proponents of the localist hypothesis
agree that a localist representation may be partially distributed as long as any one neuron
encodes for one concept more than it does for any others [77]. The difficulty of discover-
ing fully localist4 representations of neural-symbolic reasoning such as SHRUTI through
evolution supports this hypothesis even further because it suggests that the discovery of
fully localist neural representations through natural evolution may also be unlikely. These
observations coupled with the fact that localist representations also make it difficult to
constrain network size without copying aspects of the learning algorithm supports the
argument put forward in section 3.2.4 that exploration of a new, more distributed and
continuous neural-symbolic model of reasoning would be worthwhile. Rather than devel-
opment of new connections being triggered by observations of the relations they represent,
development could instead occur as greater demand for storage capacity or other per-
formance factors are required, similar to the information theory of cognitive development
[69, 100]. A distributed model based on the information processing theory is also consistent
with the idea of more continuous and less discrete transition between stages, as informa-
tion processing theory is among those theories that support such transition [69, 100]. For
the purposes of evolvability, a more distributed and continuous representation may allow
individual discoveries to make their own contributions to objective fitness so that the fit-
ness landscape becomes more informative. A distributed representation does not commit
any neuron or connection to any particular concept or function because a many-to-many
relationship is used. Each neuron participates in the representation of multiple concepts
or functions and each concept or function is represented by multiple neurons. Therefore
if, for example, a connection between role nodes is discovered, and those role nodes also
contribute somehow to the activation of enabler or collector nodes, this discovery would
provide some contribution to the output of the network. However in the original, localist
SHRUTI, role nodes are only role nodes and cannot influence the output of the network
until enabler-to-enabler and collector-to-collector connections have been discovered.
In general, successful implementation of a more distributed SHRUTI would improve its
biological plausibility by demonstrating that it is compatible with both localist and dis-
tributed theories of representation. However, it is difficult to know whether or not this
would actually solve the problem of evolvability until the model has actually been designed
and implemented. The following chapter explores possible directions that could be taken
in producing distributed and continuous neural-symbolic reasoning systems.
4The reader is reminded that the term ‘fully localist’ is used to refer to localist representations which are
not even partially distributed
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This chapter serves three purposes: to argue a case for exploring a distributed SHRUTI
model, to suggest future steps that should be taken in doing so, and to present the results
of some initial experiments that highlight some difficulties that will need to be overcome.
The current SHRUTI model uses fully localist representation in that there is a one-to-one
relationship between neurons and the concepts they represent, or many-to-one in the case
of ensembles. This is likely to be one of the reasons that SHRUTI mediator and fact
circuits were difficult to discover through evolution in chapter 4. In both cases, individual
discoveries necessary for producing the structures may yield no changes in objective fitness
or may yield some change but in the incorrect direction in the fitness landscape. If each
discovery provides some individual contribution to objective fitness, then this may help to
smooth the fitness landscape and provide it with more information to guide the evolution-
ary search. Such a behaviour may be possible through distributed encodings. Whether a
model is fully distributed or localist with partial distribution, neurons may encode some
portion of a number of concepts or participate in a number of functions. In a partially
distributed localist model, a neuron would encode mostly for one function or concept but
also have some participation in the encoding of another. For example, a neuron might
mostly participate in the encoding of one predicate argument but also provide support for
another. Another neuron may participate mostly in the propagation of role bindings but
also provide some support in propagating enabler signals. In chapter 4, discovering role
node connections alone yielded no contribution to objective fitness on its own. However
discovering role node connections in this hypothetical distributed model may also pro-
vide some activation to enablers and collectors and therefore make some contribution to
objective fitness.
Another reason to explore more distributed encodings is that localist representations as
used by SHRUTI are largely thought to be less biologically plausible [80]. Whilst localist
models make important contributions to cognitive modelling [77], distributed or partially
distributed models may provide some understanding as to how reasoning is represented
and processed at the neural level. Neuroscience largely favours the distributed theory of
representation and even localists would argue that localist encodings could be at least
partially distributed [77]. In the current SHRUTI model, this is not the case. The one-to-
one or many-to-one relationship between neurons and concepts is fully localist in that any
neuron only encodes for one concept with absolutely no contribution to any other. A model
of distributed encoding for SHRUTI would support the biological plausibility of SHRUTI
by demonstrating that the neurally plausible binding mechanism that SHRUTI contributes
to cognitive modelling is compatible with both distributed and localist theories.
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Furthermore, it was argued in chapters 3 and 4 that the localist representation method
used in SHRUTI meant that in order for any relation to be learnable, its neural represen-
tation had to either pre-exist or be constructed upon its observation. In the former case,
development becomes redundant after constructing all possible relations. In the latter
case, learning is redundant because development has already produced the structures to
be learned and no others. It is more likely that development supports learning in a way
that makes neither process redundant. In a more distributed representation, development
could support learning in a way similar to the information processing theory of cognitive
development [69, 100] by improving factors such as storage capacity and connectivity in
order to improve performance rather than building a representation of what needs to be
learned. For example, development could provide new connections when the system be-
comes saturated with knowledge or error becomes high. A distributed model based on
information theory is also consistent with the idea of smoothing the transition between
discrete stages that made it so difficult to evolve SHRUTI networks. Information the-
ory, among other modern theories of development [100], supports a more continuous and
therefore less discrete transition between developmental stages than Piaget suggested [78].
In summary, the reasons for exploring the possibility of a distributed model of SHRUTI are
two-fold: biological plausibility and possible improvements to evolvability, which in itself
would contribute to the biological plausibility of SHRUTI. It is unreasonable to attempt
the evolution of a distributed SHRUTI model until the implications of such a model have
been explored in detail. This chapter provides an initial discussion on this matter and
suggests what steps should be taken in order to work towards a distributed model. The
following summarises the traits that a distributed model of SHRUTI should exhibit:
• Many-to-many relationships so that a neuron may participate in the representa-
tion of multiple concepts (e.g. entities and predicate arguments) or functions (e.g.
role nodes, enablers and collectors) and each concept or function is represented by
multiple neurons.
• The ability to degrade gracefully so that the loss of one neuron participating in a
representation does not result in that representation being lost from memory.
Like other fully localist neural-symbolic reasoners, SHRUTI can be regarded as an ex-
tension to the general relational structure (section 2.3.3) in which each antecedent, con-
sequent and rule is represented by an individual neuron or set of neurons. Therefore,
the task of distributing representations in SHRUTI and evolving the structure extends to
neural-symbolic reasoners in general. SHRUTI’s unique contribution to the general rela-
tional structure is the use of spiking neurons and temporal synchrony for dynamic variable
binding. Distributed representations of neural-symbolic reasoners do in fact already exist
[3, 6, 46, 48, 102, 109], so the next logical step to take in enabling distributed reasoning in
SHRUTI is to explore the possibility of combining SHRUTI’s temporal binding capabili-
ties with distributed representations. If the union of SHRUTI’s binding mechanisms and
distributed reasoners is successful, then distributed alternatives to other SHRUTI repre-
sentations such as facts and type hierarchies can then be considered. In summary, there
are three stages to exploring the possibility of distributing SHRUTI networks:
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1. Existing distributed neural-symbolic reasoners.
2. Distributed neural-symbolic reasoners integrated with SHRUTI’s spiking neurons
and temporal binding mechanism.
3. Spiking, distributed neural-symbolic reasoners integrated with distributed mecha-
nisms for further SHRUTI representations such as facts and type hierarchies.
It would also be reasonable to assess the evolvability of each of these stages individually.
For example, if difficulties are encountered when attempting to evolve existing distributed
reasoners, it may not be worthwhile attempting to evolve the following stages. If dis-
tributed SHRUTI networks are possible but not evolvable, at the very least a step towards
biological plausibility will have been made by demonstrating that variable binding by tem-
poral synchrony is compatible with both localist and distributed theories of representation.
The following sections expand on the points made above in order to argue a case for
exploring a distributed SHRUTI representation and suggest future directions that should
be taken, complete with some preliminary results. First, section 5.1 elaborates on the point
that because all fully localist neural-symbolic reasoners adhere to the general relational
structure, any solution to distributing SHRUTI relations may also apply to other localist
models and vice-versa. Existing distributed neural-symbolic reasoners are then reviewed
in section 5.2 to explain why integration with associative memories are a logical step to
take in exploring the possibility of a distributed SHRUTI model. Section 5.3 presents the
preliminary results obtained from combining the principles of an associative memory with
SHRUTI’s relational structure and shows that in such a distributed structure it is difficult
to propagate variable bindings from one cluster to another in such a way that it is possible
to identify which predicate argument is bound to which value. This problem must be
overcome if the idea of a distributed SHRUTI model is to be pursued any further. Section
5.3 also highlights that should a solution to this problem be found, the variable-binding
mechanism may be transferable to CILP++ [34] and the RTRBM [27, 28]. In the latter
case, the solution would provide a means of performing probabilistic reasoning on first-
order relations. Section 5.4 provides a discussion of a possible alternative approach with
regards to distributed neural-symbolic reasoners, inspired by the neuroscientific theories
that reasoning is performed by the same cognitive mechanisms that perform visual and
linguistic tasks [81]. Section 5.5 summarises.
5.1. Generalising the problem to all localist models
The reasoning components of all fully localist neural-symbolic networks follow the same
basic principle of what is referred to as the general relational structure in section 2.3.3.
Individual antecedents, consequents and rules are represented by individual neurons, and
the connections between those neurons represent the relations between antecedents and
consequents. For example, consider the relation A∧B → C. In connectionist networks, A,
B and C are represented by neurons in the input and output layers, with a hidden node to
implement the rule by acting as a mediator between antecedent neurons (A and B) and the
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consequent neuron (C). In SHRUTI, A, B and C are represented by individual predicate
clusters, with a mediator cluster implementing the rule by propagating activation between
the antecedents and the consequent. In all cases, antecedents, consequents and rules are
represented by neurons in a one-to-one or many-to-one relationship.
A genome for any localist neural-symbolic reasoning system must contain the concept of
the general relational structure and reproduce it multiple times. The existence of relational
connections or intermediary nodes necessary to implement this structure is a discrete factor
because they either exist or they do not. Therefore, even if outputs of nodes and the mea-
surement of error operate in a continuous domain, the discovery of a relational structure
is not continuous in the fitness landscape because the relational structure would have to
be discovered as a whole before it can influence the output. This was shown for SHRUTI
networks in chapter 4. As has already been argued, the representation of reasoning in
SHRUTI follows the same basic principles as all other localist neural-symbolic reasoners,
and therefore it is possible that the same difficulties would be encountered in evolving
them that were encountered when evolving SHRUTI. However, the implementation of the
general relational structure in connectionist networks is simpler since the logic is propo-
sitional and each antecedent, consequent and rule requires only one node to represent it,
unlike SHRUTI which requires a collector, enabler and role nodes for each. Therefore
discovery of the general relational structure need only occur once for connectionist net-
works, which is much simpler than having to discover it separately for enablers, collectors
and role nodes as in chapter 4. Similarly, in chapter 3, the relational structure needed to
be discovered only once because the P INPUT.Function = SELF.Function condition
could be applied to all node functions. This was indeed easier for the evolutionary search
to discover than the conjunctive relational structures.
Regardless of whether or not other localist reasoning models are evolvable, the issues
observed in SHRUTI networks in chapters 3 and 4 regarding prerequisites for learning
relations also apply. In all the localist models, every possible relation can be represented
by constructing every possible connection between antecedent and consequent nodes. If
all connections are initially weak, a learning algorithm could strengthen connections cor-
responding to the desired relations. However to guarantee that all desired relations can
be learned, the representation of those relations must exist to be learned in the first place.
As was argued for SHRUTI, the only way to ensure that a connection or mediator node
exists is for it to pre-exist or for the developmental process to construct it when it is
needed, which makes the learning algorithm redundant. With a distributed alternative to
the general relational structure, this may not be the case. Development could involve the
production of new nodes or connections in order to improve storage capacity or processing
power, akin to the information processing theory of development [69, 100]. Development
would therefore support learning in such a way that makes neither process redundant.
This hypothetical distributed alternative to the general relational structure is worth ex-
ploring because of possible improvements to biological plausibility by virtue of similarities
with the information processing theory and because it would demonstrate that the idea
of a general relational structure is compatible with both localist and distributed theories
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of representation. Because localist neural-symbolic reasoning systems have the general
relational structure in common, a distributed alternative to one may be adaptable to the
others. Existing distributed reasoning models are reviewed in the following section.
5.2. Distributed neural-symbolic reasoning systems
This section considers existing distributed neural-symbolic reasoning systems and their
suitability for integration with the SHRUTI model. Of course, this does not necessarily
resolve the issue of evolvability for SHRUTI or for any neural-symbolic reasoners, but it
won’t be possible to test evolvability until a suitable distributed model has been chosen.
INFERNET [102] and LISA [48] use distributed representations and like SHRUTI, employ
variable binding using spiking neurons and Hebbian learning. LISA is partially distributed
and performs reasoning by analogy instead of using a reasoning model similar to the gen-
eral relational structure. However inter-node connections that represent analogies and
therefore enable reasoning are still localist. Only concept representations are distributed.
In order to fully explore the possibility of distributed reasoning systems, networks in which
logical relations are also distributed are of interest. INFERNET also only distributes the
representation of objects. All long-term knowledge, including relational structures, is lo-
calist. Furthermore, the only learning that takes place is the learning of bindings between
object clusters. Long-term knowledge cannot be learned and must be hard-coded. There-
fore only the binding mechanism is subject to learning, development and evolution in the
way that SHRUTI networks are, but not the reasoning system itself. Successful evolu-
tion of this distributed binding mechanism does not point towards successful evolution of
relational structures.
First-order core networks involve distributed representations and in doing so provide a
means of binding variables [6, 46]. However the learning mechanism used is backpropaga-
tion as opposed to the more biologically plausible Hebbian learning. Furthermore, first-
order core networks require a process of translating ground terms to and from floating
point numbers at the input and output stages respectively. Associative memory methods
also distribute reasoning over multiple connections and have been shown to be compati-
ble with Hebbian learning [3, 108, 109, 121]. Furthermore, associative memory methods
could be claimed to be a distributed extension to the general relational structure because
an input layer representing antecedents propagates to an output layer representing con-
sequents, possibly via a hidden layer representing rules. It is therefore possible that the
relational structures in SHRUTI can be made more distributed by integrating them with
associative memories. Suitable steps for this research to take are as follows:
1. Adapt associative memories to use spiking neurons and variable binding so that
bindings can be propagated from one set of neurons to another in an unambiguous
way.
2. Adapt this model so that SHRUTI node function (role nodes, collectors and enablers
etc) can also be distributed.
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3. Modify the representation of SHRUTI facts (and other structures) to be compatible.
Evolution of associative networks at each of these stages should also be performed. If
evolution proves difficult at one stage, it would not be worth moving on to the next and
may disprove the hypothesis that difficulties in evolving SHRUTI networks are owed to
their localist nature. Nonetheless, distributed models at any of these stages would further
the biological plausibility of neural-symbolic reasoning systems and would still be relevant
for this reason. The following section highlights some difficulties that will need to be
overcome with respect to integrating SHRUTI’s relations with associative memories.
5.3. Distributed SHRUTI: preliminary results
The general relational structure can be adapted to a distributed alternative by using as-
sociative memories in which neurons between layers are all interconnected and weights
reflect associations between those neurons. This section explores the possibility of incor-
porating SHRUTI’s dynamic binding mechanism into this idea by representing SHRUTI
relations as associative networks. The aim is to explore whether or not role bindings can
be propagated unambiguously from layer to layer.
5.3.1. Distributed relational structure
To simplify the problem, distribution among role nodes of the same predicates, but not
between role nodes of different predicates, was attempted. Any role node within a predicate
cluster may encode for one or more predicate arguments, and any argument may be
encoded by one or more role nodes. If bindings could be successfully transmitted from one
layer to another so that it was still possible to determine which predicate argument was
bound to which entity, only then would a structure involving distribution among different
predicates be explored.
In this model, a predicate or mediator structure is represented by n role nodes, and each
argument may be represented by any b of these as long as no other argument is represented
by the same b nodes. A node in the antecedent or mediator cluster receives input from
any node in the previous cluster which shares an argument representation and fires when
at least θ of its inputs are active. Figure 5.1a on the next page shows a distributed
representation of P (x, y) → Q(x, y) with n = 4, b = 2 and θ = 2. Each argument is
represented by two nodes and the third role node of P participates in the representation
of two arguments, as does the first role node of Q. Figure 5.1b demonstrates how this
circuit might appear if it included a mediator structure.
The truth of a predicate instance is determined as before. A predicate is instantiated by
firing role nodes in phase with any entity nodes to which arguments represented by those
nodes are bound1. The predicate instance is propagated through connections between
1The reader is reminded that role nodes (and other m-ρ nodes) may fire in multiple phases so that the
predicate arguments they represent may be bound to multiple entities.
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(a) Distributed representations of predicate
arguments without mediator structure.
(b) Distributed representations of predicate
arguments with mediator structure.
Figure 5.1. Distributed representations in SHRUTI networks based on associative memories. Rep-
resentations are distributed within predicate clusters so that any predicate argument may be
represented by multiple neurons, and any neuron may participate in the representation of multiple
arguments.
predicate nodes and dynamic bindings are matched against static bindings encoded in
fact circuits. Any bindings that do not match inhibit the activation of the fact node to
indicate that the fact neither confirms or denies the truth of the current predicate instance.
Returning to the example in figure 5.1a, to ask the question Q(a, b)?, x is bound to a and y
is bound to b. Therefore, any node that participates in the representation of x must fire in
phase with the a entity node, and any node participating in the representation of y must
fire in phase with the b entity node. Node Q1 represents x and y and therefore fires in two
phases, one in phase with a and one in phase with b. Q3 represents only x and fires in
phase with a, and Q4 encodes only y and fires in phase with b. Bindings propagate to the
antecedent (P (x, y)) layer where each node has a threshold θ of 2. P1 represents y and so
fires in phase with b, P2 represents x and so fires in phase with a, and P3 represents both
x and y and so fires in phase with both a and b. The network is now trying to confirm
P (a, b)?, the fact encoded for by the fact circuit. The output from P1 is inhibited by a
matching phase from b, the output from P2 is inhibited by a matching phase from a and
the two-phase output from P3 is inhibited by matching phases from b and then a. The
fact node can therefore fire uninhibited to assert that P (a, b) and therefore also Q(a, b)
are true.
Unfortunately, one or both of two problems were encountered for some distributions of
argument representations using this method. These problems identify obstacles that must
be overcome in producing a distributed SHRUTI model. Either some questions were
answered incorrectly or the propagation of some bindings were ambiguous so that it was
not possible to tell which argument was supposed to be bound to which entity. The
following subsection describes these problems and subsections 5.3.3 and 5.3.4 explore the
likelihood of these problems occurring.
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5.3.2. Error and ambiguity
Both problems occur in some situations when the representation of an argument r is
distributed over θ nodes representing a set of arguments R for which r 6∈ R. This situation
will be referred to as θ-overlap henceforth. For example, in figure 5.2a argument x in
predicate Q undergoes θ-overlap because θ = 2 and the representation of x is distributed
over θ (2) nodes that represent other arguments (y and z).
Error
Although θ-overlap is not a problem in itself, it does cause variable bindings to propagate
incorrectly when θ-overlap occurs in the consequent of a relation and some node in the
antecedent encodes for R but not r. In this situation, θ nodes in the consequent propagate
a binding of r to that antecedent node so that it is incorrectly bound to r. For example,
consider the network in figure 5.2 and the question Q(a, b, c)? which should be confirmed
as true by the antecedent fact P (a, b, c) (figure 5.2b). Node P3 encodes for y and z and
therefore fires in the b and c phases, but also receives two a phases from nodes Q1 and
Q3 which both represent x, bound to a. These inputs propagating the a phase cross the
threshold θ = 2 and therefore node P3 also fires in the a phase even though it should
not. The inhibitory link from P3 to the input of the fact node is only inhibited by output
from b and c, but not a. Therefore the a phase from P3 is uninhibited and interrupts the
activation of the fact circuit so that it cannot confirm that P (a, b, c) is true.
(a) Relational structure for the relation
P (x, y, z)→ Q(x, y, z).
(b) Fact for circuit in figure to the left
(P(a,b,c))
Figure 5.2. Problematic distribution. Node P3 should only fire in phase with b and c, but also
fires in phase with a because two of its inputs propagate this phase. Because this a phase is not
inhibited in the fact circuit, it interrupts the activation of the fact node P (a, b, c) which would
activate otherwise.
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# argument nodes bound to entity
Argument a b c Binding Ambiguous?
x 2 (67%) 0 (0%) 1 (33%) a No
y 1 (25%) 2 (50%) 1 (25%) b No
z 2 (40%) 1 (20%) 2 (40%) a, c Yes
Table 5.1. The proportion of argument bindings for predicate P following propagation from Q in
figure 5.2. Numbers in bold represent majority bindings for each argument. z from predicate P is
bound to a as much as it is to c and therefore the binding for this argument is ambiguous.
Ambiguity
However, the problem is owed not only to the propagation of bindings but also to how the
fact circuit interprets bindings. The current fact circuit considers each role node separately
and inhibits the activation of the fact node when at least one role node fires in an incorrect
phase. If the fact circuit were to somehow consider the proportion of bindings across all
nodes representing an argument, the entity to which the majority of an argument’s nodes
are bound could be interpreted as the entity to which that argument is bound. It is this
majority binding that could somehow be tested against the static binding in order to assert
the truth of a predicate instance. Continuing the example of the circuit in figure 5.2, table
5.1 shows that for predicate P , 67% of nodes representing x are bound to a and 33% to c.
x is bound to a more than it is to c and could therefore be interpreted as being bound to
a. Likewise, y is bound to all values but mostly to b. However z is bound to a as much as
it is to c and therefore the binding of z is ambiguous; there is no way of determining if it
is supposed to be bound to a or to c. Ambiguous propagation is the second problem with
this preliminary representation.
An argument binding is defined as ambiguous when two or more entities to which nodes
representing that argument are bound are all bound to the maximum number of those
nodes bound to any entity. For example, in table 5.1, the maximum number of nodes
representing z that are bound to any entity is 2. Both a and c are bound to 2 nodes
representing z, and therefore the binding is ambiguous. The total ambiguity of a network
is defined as the number of predicate arguments for which this is the case.
If the distributed SHRUTI model could be modified so that argument bindings are never
propagated ambiguously, and fact structures could be modified to interpret these unam-
biguous bindings, then the distributed SHRUTI model might be successful in answering
questions without error. Although the occurrence of error and ambiguity both depend on
how bindings are propagated, θ-overlap in the consequent is a necessary condition for both
to occur. One might argue that with a large enough n and a small enough b, θ-overlap
would be so unlikely that error and ambiguity would be equally unlikely and modifying
the distributed model to overcome these problems would be unnecessary. However, with
a high n and a small b the saturation of representations becomes so low that the represen-
tations rarely overlap at all and are therefore are effectively local, thus defeating the point
of using distributed representations in the first place. Sections 5.3.3 and 5.3.4 present
experiments performed to demonstrate this point.
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5.3.3. Probability of θ-overlap: method
When a group of neurons are saturated with a large number of representations, the prob-
ability of θ-overlap (P (θ-overlap)) is high. The argument put forward above is that as
P (θ-overlap) is reduced to also reduce the likelihood of error and ambiguity, the model
tends towards a more localist representation. Some experiments on how P (θ-overlap)
changes with different values of n, b and θ were performed to demonstrate this point fur-
ther, and more generally to demonstrate when error and ambiguity are likely to occur.
This section presents the method used to obtain results presented in section 5.3.4. First,
it is necessary to introduce some terms and explain how P (θ-overlap) is measured:
• Let r equal an argument representation of size b in a cluster of n neurons.
• Rnb is the set of all possible r. In other words, Rnb is the set of all possible argument
representations of size b in a cluster of n neurons.
• Let c equal a set of argument representations for a predicate of three arguments so
that c = {c1, c2, c3} where ci ∈ Rnb .
• Cnb is the set of all possible c. In other words, Cnb is the set of all possible predicate
representations for predicates with three arguments.
• Onb is a subset of Cnb containing all members of Cnb for which θ-overlap occurs.
• |Rnb |, |Cnb | and |Onb | denote the number of elements in Rnb , Cnb and Onb .2
• P (θ-overlap) = |Onb |/|Cnb | measures the probability that a predicate representation
c contains arguments that exhibit θ-overlap.
For a range of values of n, b and θ, 10 representations (sets of argument-node assignments)
were randomly generated for the relation P (x, y, z) → Q(x, y, z). Facts associated with
this relation were P (a, b, c) and P (d, e, f) so that the conclusions of the logic program were
Q(a, b, c) and Q(d, e, f). This small, one-relation logic program was chosen to demonstrate
the simplest scenario in which error and ambiguity occur. Each network was presented
with the enumerated set of all possible questions that should be answered ‘true’ (including
Q(a, y, z), Q(a, b, z), etc.), and error was measured as the number of incorrect answers, the
maximum of which was 14. Values for error and ambiguity for a set of n, b and θ values
were averaged over the 10 different representations randomly generated for that set and
then normalised. It was hypothesised that error and ambiguity would be greater for higher
levels of saturation, that is for greater values of P (θ-overlap). Because both predicates
include three arguments and ambiguity can only occur in the predicate to which bindings
are propagated (P ), the maximum possible value for ambiguity before normalisation is 3,
when the bindings of all three arguments in P are ambiguous.
2Although |Rnb | can be computed by calculating the value of binomial coefficients, no formula for calcu-
lating |Cnb | and |Onb | has been proposed. Instead values were calculated by brute-force by enumerating
all members of Rnb , C
n
b and O
n
b .
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Experiments were also performed with and without mediator structures to explore how
this affects error and ambiguity. It was expected that both would be worse when bindings
were propagated via mediator structures since bindings were to be propagated twice and
therefore the possibility of propagating a binding incorrectly was greater.
Experiments were also performed with θ = b and θ = b− 1. θ = b does not allow for any
graceful degradation since all nodes representing an argument must fire in order to break
the θ threshold in the antecedent layer. θ = b − 1 allows for some graceful degradation
but increases the likelihood of θ-overlap since θ is smaller.
5.3.4. Probability of θ-overlap: results
Table 5.2 and figure 5.3 show how error and ambiguity vary with the probability of θ-
overlap (P (θ-overlap)). As expected, error and ambiguity were generally greater for a
higher P (θ-overlap). Figures 5.3a and 5.3c show that on average error and ambiguity
were both greater when propagating bindings through mediators because bindings are
propagated twice and therefore more likely to be propagated incorrectly. Figures 5.3b and
5.3d show that values of P (θ-overlap) below 0.778 are never generated when θ = b − 1
(a) (b)
(c) (d)
Figure 5.3. Plots of the relationship between P (θ-overlap) and average error and ambiguity.
Graphs a and c demonstrate the effect of including mediator structures and graphs b and d demon-
strate the effect of the relationship between activation threshold (θ) and the number of bits used
to represent an argument (b).
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No Mediator Mediator
n b θ Av.
Error
Av. Am-
biguity
Av.
Error
Av. Am-
biguity
Rnb C
n
b O
n
b P(θ-over)
4
2 2 0.46 0.33 0.54 0.43 6 120 96 0.8
3 3 1 1 1 1 4 24 24 1
2 1 1 1 1 1 6 4 120 1
3 2 1 1 1 1 4 24 24 1
6
2 2 0.05 0.07 0.16 0.1 15 2730 1200 0.44
3 3 0.17 0.1 0.62 0.4 20 6840 5400 0.789
4 4 0.64 0.4 0.8 0.7 15 2730 2610 0.956
5 5 1 1 1 1 6 120 120 1
2 1 0.91 0.83 1 1 15 2730 2640 0.967
3 2 0.94 0.7 1 1 20 6840 6840 1
4 3 0.99 0.9 1 1 15 2730 2730 1
5 4 1 1 1 1 6 120 120 1
8
2 2 0 0 0.06 0.03 28 19656 5376 0.274
3 3 0.11 0.03 0.11 0.03 56 166320 82320 0.495
4 4 0.29 0.13 0.5 0.2 70 328440 252000 0.767
5 5 0.37 0.16 0.8 0.5 56 166320 154560 0.929
6 6 0.74 0.6 0.93 0.86 28 19656 19320 0.983
7 7 1 1 1 1 8 336 336 1
2 1 0.81 0.73 0.96 0.9 28 19656 17136 0.872
3 2 0.74 0.53 0.93 0.83 56 166320 156240 0.939
4 3 0.86 0.6 0.96 0.93 70 328440 325920 0.992
5 4 0.94 0.6 1 0.93 56 166320 166320 1
6 5 1 0.93 1 1 28 19656 19656 1
7 6 1 1 1 1 8 336 336 1
10
2 2 0 0 0 0 45 85140 15840 0.186
3 3 0.06 0 0.11 0 120 1685040 519120 0.308
4 4 0.29 0.03 0.17 0.03 210 9129120 4607820 0.505
5 5 0.11 0.07 0.43 0.3 252 15813000 11781000 0.745
6 6 0.43 0.17 0.56 0.4 210 9129120 8263500 0.905
7 7 0.63 0.37 0.86 0.67 120 1685040 1634640 0.970
8 8 0.84 0.7 0.99 0.9 45 85140 84420 0.992
9 9 1 1 1 1 10 720 720 1
2 1 0.71 0.63 0.96 0.9 45 85140 66240 0.778
3 2 0.6 0.4 0.71 0.57 120 1685040 1365840 0.811
4 3 0.5 0.1 0.81 0.53 210 9129120 8337420 0.913
5 4 0.83 0.4 0.94 0.73 252 15813000 15510600 0.981
6 5 0.85 0.47 0.99 0.87 210 9129121 9110220 0.998
7 6 0.84 0.6 1 0.97 120 1685040 1685040 1
8 7 1 0.83 1 1 45 85140 85140 1
9 8 1 1 1 1 10 720 720 1
Table 5.2. Statistics recorded when generating random representation distributions for the logic
program containing the relation P (x, y, z)→ Q(x, y, z) and the facts P (a, b, c) and P (d, e, f). Error
and ambiguity values are averaged over 10 different distributions for each set of values for n, b and
θ, and then normalised. Error is measured as the number of questions answered incorrectly, and
ambiguity is measured as the number of predicate arguments with ambiguous bindings (see page
183).
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Figure 5.4. An example of a representation of P(x,y,z) distributed so widely across a set of neurons
that it is effectively localist since each predicate argument is assigned to its own set of neurons.
Here, n = 10 and b = 2.
Figure 5.5. Distributing between predicates for P (x, y) → R(x, y) and Q(x, y) → S(x, y) when
θ = 2. When instantiating R(a, b) and S(c, d), node 2 incorrectly fires in the a phase, node 3
incorrectly fires in the c phase and Px and Qx are ambiguously bound to both a and c
because θ is lower and therefore P (θ-overlap) is higher. Error values in this case are always
greater than or equal to 0.5 and with only one exception, ambiguity values are greater than
or equal to 0.4. Many lower error and ambiguity values are found when θ = b, suggesting
that lowering the threshold relative to the number of bits used to represent an argument
is problematic for propagating bindings.
The best results were obtained for n = 10, b = 2 and θ = 2, in which error and ambiguity
were zero with and without the use of mediators. However, in this case of particularly low
saturation, it is highly likely that each argument is represented by its own set of neurons
so that representations do not overlap at all. Figure 5.4 presents an example for which
this is the case. This demonstrates the point made above that under the current model,
it is difficult to reduce the possibility of error and ambiguous bindings without reducing
the representation to one that is effectively localist. This defeats the reasons for moving
towards a distributed model of SHRUTI in the first place.
These problems have only been observed for networks in which argument representations
are distributed within predicates but not between them. However the same problems would
still occur because θ-overlap is still likely. Consider two relations P (x, y) → R(x, y) and
Q(x, y)→ S(x, y) with argument representations distributed between predicates as shown
in fig. 5.5. θ-overlap occurs because the representations of Rx and Sx are both distributed
over θ (2) nodes representing other arguments. If the network has to simultaneously assert
the truth of R(a, b) and S(c, d), node 2 incorrectly fires in the a phase, node 3 incorrectly
fires in the c phase and both Px and Qx are ambiguously bound to both a and c.
Note that the way in which nodes represent roles in different predicates in fig. 5.5 is similar
to the distribution of roles across nodes in CILP++ [34], described earlier in section 2.3.4.
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In fig. 2.6, the representation of the role C is distributed across two nodes that each also
represent different roles (A and B). It is mentioned in section 2.3.4 that although CILP++
is used to represent first-order logic, there is no neural mechanism for variable-binding.
However if a solution to the problem of θ-overlap for the distributed SHRUTI model can
be found so that it can propagate bindings correctly, then the resulting neurally-plausible
binding mechanism could be extended to CILP++ also. Furthermore, the solution may
also extend to the RTRBM [27, 28]. Like SHRUTI, the RTRBM represents probabilities in
the relations it encodes, and like the hypothetical distributed SHRUTI, also takes the form
of an associative memory. Integrating the distributed spiking-neuron binding mechanism
with the RTRBM would extend the probabilistic reasoning capabilities of the RTRBM to
first-order relations.
In summary, using the current representational method, it is difficult to reduce the proba-
bility of error and ambiguous binding propagation without reducing the level of saturation
to a point where representations are effectively localist and no longer distributed. One
might argue that these findings support the localist hypothesis, because moving to a dis-
tributed representation causes error in the output of the network. However, as argued
earlier in section 2.1.3, even humans make errors during reasoning, and therefore an incor-
rect response to a question is not necessarily a reason to prefer one form of representation
over another as far as cognitive modelling is concerned. It would not be fair to say that
the findings support the localist hypothesis without first attempting to reduce the error
yielded by distributed networks to a degree at which it is comparable to human error. The
problem with the current distributed representation is that even a small degree of distri-
bution causes error in a small network representing only one relation. This suggests that
the same or even greater degree of distribution in even larger SHRUTI networks would
cause similar problems for each of the relations it represents. In order to further advance
the idea of a distributed network that uses spiking neurons and temporal synchrony for
variable binding, measures must be take to organise the network so that bindings are not
propagated ambiguously and so that fact structures (and other SHRUTI structures) can
interpret and manipulate those unambiguous bindings. Solutions to these problems may
also enable variable-binding in CILP++ [34] and the RTRBM [27, 28]. The compatibility
of the distributed SHRUTI model with Hebbian learning will also need to be explored.
5.3.5. Organising distributed representations
One possible means of avoiding ambiguous propagation is to somehow organise the net-
work so that this does not happen. Using the current model, argument bindings will not
propagate properly under some representations but will under others. This suggests that
SHRUTI supports distributed representations using associative networks as long as the
representations are organised in such a way that bindings are not propagated ambigu-
ously. This section discusses some possible directions to take in attempting to organise
distributed representations.
If one were to leave the emergence of such organisation to chance, it is possible that the
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parameters of the network (n, b and θ) could be adjusted so that ambiguous propaga-
tion is unlikely. However as argued in section 5.3.4, the disadvantage of this is that the
representations of different arguments become so unsaturated that they may as well be
localist.
Alternatively, the organisation could be enforced through learning, development, memory
consolidation, or a combination of these. As a representation of a concept is learned, it
and other representations would have to be organised so that bindings are not propagated
ambiguously. Alternatively, when structures become too saturated or knowledge becomes
ambiguous, existing representations could be restructured.
In many distributed representations, the meaning associated with a neuron is defined by
the connectivity it shares with other neurons. Using this idea, excitatory or inhibitory
connections between neurons in the same layer may help to consolidate variable bindings.
For example, a neuron A representing both Px and Qy could be inhibited by another
neuron B that only represents Px so that in this particular instance, A only fires as Px.
An input layer would be presented with a set of bindings, these would be propagated to the
middle layer (mediators), in which bindings are consolidated through the interconnections
between nodes, and then propagated to the output layer, in which bindings are once again
consolidated by the same means.
5.3.6. Other nodes
The distributed representations discussed so far only concern distribution among role
nodes. SHRUTI relations also involve propagation between enablers and collectors. How-
ever because these do not require bindings to be performed, the distribution of information
across enablers and collectors using associative memories is equivalent to the distribution
of representations of propositional logic programs over associative memories, for which
solutions have already been proposed [3, 109].
However the difficulty with evolving SHRUTI mediator structures in the chapter 4 was that
different components of the relational structure were required to be discovered together in
order to influence objective fitness. Even if a working associative network for propagating
role bindings did exist, it would be unable to influence fitness until associative memories
for enablers and collectors had also been discovered.
In other words, each discovery must make its own contribution to objective fitness. As
there are three different functions to consider in SHRUTI relational structures (enabler,
collector, and role node connections), these three functions may also have to be distributed
across the set of connections in addition to distributing bindings and instead of assigning
each function its own associative memory. In order to do this, the same would need
to be true of the nodes at each layer. Rather than performing only one function, a
node would provide some contribution to each function. For example, a node may be
primarily a role node but also provide some contribution to the activation of enablers.
Discovering connections between two role nodes in the original SHRUTI model would
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provide no contribution to objective fitness without enabler and collector connections
already being established. However, in the hypothetical distributed model, discovering
connections between two nodes that were primarily role nodes but also participated in the
propagation of collector and enabler connections would have some influence on fitness.
5.3.7. Other SHRUTI structures
The ideas discussed in this chapter so far only concern SHRUTI’s relational structure.
Evolutionary experiments in chapter 4 showed that fact structures were also difficult to
evolve for essentially the same reason; owing to the discrete nature of the fitness landscape,
it contains insufficient information to influence an evolutionary search. Because SHRUTI’s
structures in general use localist representations, it is expected that similar problems may
be encountered attempting to evolve any of SHRUTI’s structures.
The fundamental contribution of SHRUTI to neural-symbolic reasoning is the use of spik-
ing neurons and temporal synchrony to propagate dynamic variable bindings as performed
by SHRUTI’s relational structures. Once a distributed equivalent to this mechanism
has been produced that enables unambiguous propagation of variable bindings, then dis-
tributed equivalents of fact structures and other SHRUTI mechanisms that are compatible
with the new relational structure can be considered and tested for evolvability.
5.3.8. Evolvability
Distributing SHRUTI representations in the ways discussed above does not necessarily
guarantee an improvement to the evolvability of SHRUTI. The argument is rather that
this is a worthwhile solution to explore considering hypotheses as to why evolution strug-
gled in chapter 4. Each of the changes proposed above works towards a model in which
each neuron encodes for multiple concepts and functions, and each concept and function is
encoded by multiple neurons, so that each structural discovery provides its own contribu-
tion to objective fitness. The resulting fitness landscape, now more continuous or at least
more granular than before, would contain more information that may be useful in helping
an evolutionary search discover fitter genomes, and this is why distributed representations
are a logical step to take in attempting to improve the evolvability of SHRUTI networks.
A means of testing improved evolvability will of course be required. Genomes would be
evolved as in chapters 3 and 4, by running the NSGA algorithm with the objectives set
to minimise e-area and the number of weight updates. However, measuring error may be
difficult in the distributed context. Whereas in chapters 3 and 4 error could be determined
by measuring the output of a predicate’s collector nodes, in a distributed model multiple
nodes may participate in representing the answer for a given predicate. Exactly which
nodes do this may be different for each network, depending on how it develops, which itself
depends on the instructions encoded by the evolved genome. A means of locating nodes
that participate in the distributed representation of output corresponding to a particular
predicate will be required before an answer to a question can be determined. Zero-error
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genomes can be sampled as described in section 3.3.6 in order to explore their genotypic
and phenotypic structure. Even if zero-error networks are still not discovered by searching
the space of distributed networks, this does not necessarily mean that evolvability has not
improved. Larger hypervolumes than those yielded by the searches in sections 4.3.5 and
4.4.4 would indicate improved evolvability, because this would indicate that the Pareto
fronts have progressed closer to the minimum objective values than they did in the search
for localist SHRUTI networks.
Although an early distributed alternative to the SHRUTI model has been presented in
section 5.3.1, it was not worth attempting to evolve this model using the method described
above because the model is highly prone to error (section 5.3.4), owing to the θ-overlap
problem. As soon as a solution to this problem has been found such that inference can be
performed with reasonably low error, then it would be worth investigating the evolvability
of the model.
5.4. Visuospatial and linguistic systems
This section considers a possible alternative approach to discovering distributed, biologi-
cally plausible models of reasoning that would also support existing neuroscientific theories
of reasoning. Findings in the neuroscience literature suggest that reasoning may take place
in regions of the brain largely associated with visuospatial information or linguistic and
syntactic processing [35, 81]. Therefore an interesting research direction to take would be
to see if distributed neural models for natural language processing [15, 70, 101] and visual
attention [10, 50, 74] can be adapted to learn facts and relations and answer ‘true or false’
questions presented in the form of predicates and argument bindings, just as SHRUTI
does. The fact that associative memories have been applied to both spatial manipulation
[121] and reasoning [3, 109] provides some support to this idea. Furthermore, successful
adaptation of visuospatial or linguistic models in this way would support the hypothesis
made in the neuroscientific literature about deductive reasoning being performed in the
brain regions involved in visuospatial and linguistic processes.
5.5. Summary
Distributed alternatives to SHRUTI networks are worth exploring because they may im-
prove the evolvability of SHRUTI networks and at the very least improve the biological
plausibility if, as evidence suggests, the human brain uses distributed [80] or partially
distributed [77] representations. The hypothetical distributed SHRUTI representation
will allow individual structural discoveries to make their own contribution to objective
fitness, thus adding more information to the fitness landscape and also smoothing the
transition between developmental stages. The information processing theory of cognitive
development [69] is compatible with distributed representations and is among theories of
development that support more continuous transitions between developmental stages [100].
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Successfully evolving SHRUTI networks would in itself contribute towards biological plau-
sibility by demonstrating that SHRUTI networks can be produced through the biologically
plausible means of evolution and development. Of course, until this has proven successful,
there is no guarantee that distributed representations will indeed improve the evolvability
of SHRUTI. Rather, the aim of future work is to answer the following questions:
1. Given that there is no continuous transition between stages of SHRUTI development,
can development of SHRUTI and other neural-symbolic reasoning models be made
more continuous by making the structures more distributed?
2. If so, does this make them more evolvable?
This chapter outlined what problems must be overcome in order to answer these ques-
tions, with some preliminary results highlighting particular problems encountered when
propagating variable bindings in associative memories. It is proposed that future work be
carried out in the following stages:
1. Associative memories:3 Of the existing neural-symbolic models of reasoning, as-
sociative memories are a suitable method to explore with respect to distributing
SHRUTI relations since they provide a means of distributing the representation of
logical relations.
2. Spiking associative memories: The next step is therefore to adapt associative
memories to employ SHRUTI’s variable binding method. However the findings in
section 5.3.4 present a challenge in that it is difficult to do this without propagating
variable bindings unambiguously. A solution to this problem must be found, perhaps
by somehow enforcing the organisation of representations.
3. Spiking associative SHRUTI relations: Next, this idea should be implemented
into SHRUTI and a means of distributing the function of nodes in addition to the
concepts they represent should be found so that each discovery has the potential to
provide its own unique contribution to objective fitness.
4. Distributed SHRUTI networks: Finally, the distributed relational mechanism
should be combined with other SHRUTI functionality such as fact structures and
type hierarchies, which will need to be modified so that they can interpret the
distributed bindings propagated unambiguously through the relational structures.
Finally, the hypothesis that distributed representations will improve the evolvability of
SHRUTI and neural-symbolic networks in general needs to be tested. The evolvability
of each of the above stages should be tested separately in the order listed. Unsuccessful
evolution of any one of these stages would suggest that distribution is not the solution to
evolvability after all and that attempts to evolve the following stages are unnecessary to
conclude this. Nonetheless, successful distribution would still support the biological plausi-
bility of SHRUTI networks by demonstrating that variable binding by temporal synchrony
is compatible with both localist and distributed theories of representation. Furthermore,
3Of course, associative neural-symbolic reasoners already exist and do not need to be reinvented, but are
listed as a step in this overall process for the sake of completeness
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if the problems caused by θ-overlap are solved, the variable-binding mechanism used in
the hypothetical distributed SHRUTI model may also extend to CILP++ [34] and the
RTRBM [27, 28], owing to structural and representational similarities these models share
with the distributed SHRUTI. This would enable variable-binding to be performed in both
models, and in the latter case, would enable neural-symbolic probabilistic reasoning to be
extended to first-order relations.
The theory that deductive reasoning is performed in visuospatial and linguistic regions
of the brain suggests another possible direction for future research. The possibility of
adapting models of these regions to perform reasoning could be explored, as could the
possibility of evolving these adaptations. Doing so would not only contribute towards a
biologically plausibly model of reasoning but also support neuroscientific theory.
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This chapter concludes the thesis by reviewing the overall findings with respect to the aims
of this research (section 6.1), highlighting the contributions they make to neural-symbolic
integration and generative and developmental systems (section 6.2), and discussing future
work (section 6.3). For clarity, the aims and claims of this thesis as listed in chapter 1 are
repeated below:
Aims:
1. To test the claim of SHRUTI’s developers that owing to SHRUTI’s use of repeated,
similar sub-circuits, it is suited to representation by indirect encoding that enables
the circuits to be pre-organised in such a way that enables its structures to be
learned.
2. To argue that by using such a biologically plausible representation, a stronger case
can be made for the biological plausibility of the SHRUTI model.
3. To investigate the biological plausibility of the SHRUTI model further by exploring
the evolvability of SHRUTI networks under the proposed genome representation.
4. To argue a case for exploring the possibility of improving the evolvability and there-
fore also the biological plausibility of SHRUTI networks by moving from a localist
representation to a more distributed one.
Claims:
1. SHRUTI structures can be represented by indirect encodings and therefore the bi-
ological plausibility of SHRUTI networks is supported by an encoding method akin
to that used by DNA.
2. Simple SHRUTI structures can be discovered through an evolutionary process and
the discovered genomes that develop those structures are both scalable and adaptable
to logic programs other than those they were trained on.
3. The discovery of more complex SHRUTI structures through evolution is highly un-
likely because the fitness landscape lacks the information necessary for identifying
individual components that improve fitness when combined in later generations.
4. Because the difficulty in identifying these components is likely to be a consequence
of the localist encoding used by SHRUTI, a move to distributed representation is a
worthwhile avenue of exploration in attempting to improve the evolvability.
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6.1. Overview of findings
Sections 3.2, 4.3.3 and 4.4.3 report that the representation of SHRUTI relational and fact
structures in a biologically plausible genome was successful, thus meeting the first two
aims and supporting the first claim. The SHRUTI genome exhibits biological plausibil-
ity in a number of ways. Most significant is the use of indirect encoding itself and the
reproduction of repeated, similar structures that allows for scalability. DNA behaves in
a similar way, providing genetic instructions for the gradual development of an organism
[22, 103, 116]. Also like DNA, the SHRUTI genomes employ gene regulation in which
the expression of one gene results in the expression of another [116], although some genes
known as introns may not be expressed at all. Other biologically plausible facets of the
model include neurogenesis [1, 12, 123], activity-dependent development [33] and the dif-
fusion of chemicals in such a way that chemical levels can be interpreted as positional
information that influence development (cell differentiation [116]). However, the genome
is not completely biologically plausible as it is still an abstraction and does not match the
complexity of real biological genomes. Particular areas for improvement with respect to
biological plausibility are discussed in the future directions section below (section 6.3).
Chapters 3 and 4 also explored the evolvability of SHRUTI networks. This was the third
aim of the thesis. The findings in section 3.4 show that the evolution of SHRUTI genomes
was successful for a simple relational structure in which no mediators are included because
the genome itself was rather simple and required a minimum of one condition and action to
produce zero-error networks that could answer all test questions correctly. Furthermore,
genomes evolved for one logic program adapted well to others, owing to the very nature
of indirect encodings. The genomes were not evolved to represent any particular network
structure, but were evolved to represent a repeatable relational structure that was trans-
ferable to any logic program. This is what enabled the evolved genomes to be so scalable
and adaptable, and the results demonstrate the suitability of indirect encodings for the
representation of logic programs and repeated substructures in general. These findings
support the second claim of this thesis.
Although evolution could not discover SHRUTI’s mediator and fact structures, as shown
in sections 4.3.5 and 4.4.4, examination of the target network structures and the fitness
landscape in sections 4.3.6 and 4.4.5 suggested that the brittle nature of SHRUTI repre-
sentations was responsible, and that distributed encodings would be a worthwhile avenue
to explore in future work. Whereas the non-conjunctive relational structures required as
few as one condition and action in the genome, mediator and fact structures both required
many more conditions and actions to produce a set of necessary substructures. According
to the building block hypothesis, complex structures emerge through evolution by the dis-
covery of necessary components or ‘building blocks’ in earlier generations [36]. However,
these components must be recognisable in the fitness landscape. Reproduction of particu-
lar structures in the field of generative and developmental systems is known to be difficult
because the fitness landscape is deceptive in that discovery of these individual components
in genotype space is not often reflected by a positive change in objective fitness [122]. By
recording the objective values yielded by controlled and random mutations of SHRUTI
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mediator and fact genomes, it became clear that this was also the case when attempting
to evolve indirect encodings of SHRUTI. Furthermore, the fitness landscape is heavily
populated by group 3 genomes that always answer ‘unknown’ to any questions they are
asked, and even if these are close to working SHRUTI genomes in genotype space, such
proximity is not reflected in objective fitness space. In summary, an evolutionary search
will struggle to discover particular SHRUTI structures because the fitness landscape con-
tains insufficient information to identify the individual discovery of necessary components
or proximity to those components. This supports the third claim made in this thesis.
Chapter 5 discussed a possible means of improving evolvability and therefore concerns the
fourth aim of this thesis. The discovery of mediator and fact components is difficult be-
cause they must be discovered together and not individually in order to influence objective
fitness. For example, in the mediator evolution, enabler-to-enabler or collector-to-collector
mediators must both be discovered in order for activation to propagate from a predicate’s
enabler, through the network of relations and facts, and back to that predicate’s collec-
tor. If this is not possible, the collector will not fire and the network will always answer
‘unknown’. Owing to the localist representations in SHRUTI, the mapping of a function
to a node is one-to-one (or one-to-many in the case of ensembles). Collector nodes only
encode the collector function, enabler nodes only encode the enabler function, and neither
can influence fitness alone. If the network is designed so that each discovery in genotype
space could make some individual contribution to fitness, the landscape may be informa-
tive enough to direct the search more effectively. In a distributed encoding, a relational
structure or a component of that structure (role, enabler, collector) would not be encoded
explicitly by a particular neural structure. Instead, any neuron could encode for multiple
concepts or node functions so that the discovery of each neuron would be more likely to
provide its own contribution to fitness. Therefore the fourth claim of this thesis is that
exploration of distributed encodings would be worth investigating as a possible means of
improving the evolvability and therefore also the biological plausibility of SHRUTI net-
works. Note that localist representations may be partially distributed, and therefore the
argument here is not that SHRUTI may need to be fully distributed, but that it may
need to at least be more distributed. Chapter 5 also presented preliminary results that
highlight problems that must be overcome when distributing SHRUTI representations,
but these are reviewed in section 6.3.
Note also that this thesis does not claim that a move to distributed representations will
definitely improve evolvability, only that the findings suggest that this is the next logi-
cal step to take with respect to exploring evolvable SHRUTI networks. However even if
evolvability is not improved, there are additional advantages to producing a distributed
model of SHRUTI. In particular, a stronger case for biological plausibility could be made
by demonstrating that SHRUTI’s spiking temporal binding mechanism is compatible with
both localist and distributed theories of neural representation. Furthermore, in sections
3.2.4 and 4.3.3 it was argued that it is not possible for a SHRUTI genome to restrict
the size of the network without restricting the development of a relational structure to
a time when evidence for it is observed. This makes the learning algorithm redundant
and makes development fully dependent on the evidence on which learning operates. A
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distributed encoding may enable a different developmental paradigm similar to the infor-
mation processing theory of development [69, 100]. Development could instead serve to
meet particular storage capacity or processing demands rather than developing particu-
lar structures to reflect particular observations. For example, when the network becomes
saturated with a large number of distributed representations, development could produce
more neurons and connections over which to distribute new concepts. Furthermore, the
information processing theory is one of many theories that supports a more continuous
transition between developmental stages [100], as opposed to Piaget’s suggestion of more
discrete stages [78]. The stages in which SHRUTI develops under the current localist
representation are also discrete, and a move to a distributed encoding based on the in-
formation processing theory would be more fitting with modern theories of continuous
transition between stages.
6.2. Contributions
This section highlights the contributions that the above findings make with respect to the
motivations of this work and the fields of neural-symbolic integration and generative and
developmental systems.
There were three motivations to this work. The first and primary motivation was that
SHRUTI’s developers claim that because biological genomes contain indirect encodings of
repeated substructures, SHRUTI networks, which are also composed of repeated substruc-
tures, can also be represented by indirect encodings and therefore such a representation
would complement the biological plausibility of the SHRUTI model [89, 95]. The primary
aim of this thesis was to support the biological plausibility of SHRUTI in this respect
by making the first attempt at representing SHRUTI in this way and was successful in
doing so. However to extend the biological plausibility further, a biologically plausible
genome should also be evolvable. The evolvability of the SHRUTI genome was found to
be limited in that only simple structures could be produced through evolution and more
complex structures could not be discovered because they require multiple components to
be discovered at the same time before they can influence the performance of the overall
network. This appears to be a consequence of the localist representation used to repre-
sent them and therefore distributed representations are a worthwhile avenue to explore
in attempting to improve the evolvability and therefore also the biological plausibility of
SHRUTI networks.
The second motivation was that one of the goals of producing neural-symbolic reasoning
models in general is to discover neural mechanisms that enable reasoning. Neuroscience
is currently developing an understanding of how reasoning is performed at the higher
anatomical level [81], but cannot yet isolate particular regions of the brain so that an
understanding of how the neurons themselves enable reasoning can be achieved. Until
then, neural-symbolic models of reasoning can only suggest how this may be possible.
One means of discovering such models may be to discover them through evolution, but
before this idea is considered further it is necessary to explore how feasible it is. This
197
6. Conclusions
thesis begins this process by exploring the evolvability of SHRUTI, chosen because it is
an existing neural-symbolic model which exhibits some degree of neural plausibility (bio-
logical plausibility at the neural level) by virtue of the fact that it uses spiking neurons
[64] and Hebbian learning [41]. Because the localist nature of SHRUTI networks makes it
difficult to evolve them, and because other neural-symbolic reasoners adhere to the localist
general relational structure (section 2.3.3), this suggests that if neurally plausible models
are to be explored though evolution, a search in the space of fully localist models may be
unfruitful and that the space of distributed representations should also be explored. This
is not to say that localist representations should be completely ruled out. Some evidence
for localist representations in the brain still exists and even proponents of the localist
hypothesis argue that localist models may be partially distributed [11, 77]. Partial distri-
bution may be sufficient to improve evolvability, and future experiments should explore
a space of networks in which networks have the freedom to be localist or distributed to
varying degrees. Furthermore, difficulties encountered in evolving fully localist SHRUTI
networks that exhibit no distribution at all suggest that natural evolution may also strug-
gle to discover localist models, thus supporting arguments for some degree of distributed
representation in biological neural networks.
The third and final motivation, related to the previous, is that neuroevolution in gen-
eral has been suggested as a means of discovering neural models of general cognition
[55, 71, 85, 106]. Furthermore, it has been suggested that this may be possible in a biolog-
ically plausible way by representing networks as generative and developmental systems,
which like DNA, define a set of genetic instructions for the gradual development of the
phenotype instead of describing it explicitly (direct encoding). Although currently con-
cerned with development of solutions to control problems, the evolution of generative and
developmental systems may one day produce general models of intelligence. Among the
abilities that such models should exhibit is the ability to reason. Furthermore, because of
the similarities that reasoning shares with other cognitive processes, results of attempting
to evolve reasoning systems may be indicative of the evolvability of cognitive structures
for performing other tasks. For example, findings in neuroscience suggest that reasoning
ability is related to visual and linguistic ability [81]. Furthermore, parallels between the
learning of relations and the learning of associations between visual scenes were drawn at
the end of section 2.3.6 on page 56. As the previous paragraph has already argued, the
emergence of neural reasoning or analogous processes in a general model of intelligence
may be unlikely if limited to fully localist representations only and therefore these general
models should be evolved with the capacity for distributed representations if they are to
be explored properly.
6.3. Future work
Future work is divided into four categories. Firstly, the next major step of this research is
the exploration of a distributed alternative to SHRUTI, so this is discussed first in section
6.3.1. There may also be improvements that can be made to the existing localist model
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in order to improve its functionality and gain an even deeper understanding of the results
obtained from attempting to evolve it. These are described in section 6.3.2. Improvements
that could be made to the biological plausibility of SHRUTI networks and genomes are
discussed in section 6.3.3, and section 6.3.4 explains how the findings of this thesis suggest
new avenues of exploration in the wider field of neural-symbolic integration as a whole.
6.3.1. Distributed SHRUTI model
The next key step to take in this research is to explore whether or not the SHRUTI model
is compatible with a distributed representation. The best approach to take would be to
integrate the SHRUTI model with associative memories [108], as other existing distributed
neural-symbolic reasoning models only distribute concepts and not the mechanisms which
reason upon those concepts. Problems that must be overcome, as highlighted in section
5.3, include the issue of how to propagate variable-bindings unambiguously and how to
distribute node function to make transition between the discovery of different SHRUTI
substructures more continuous and therefore less discrete. These associative SHRUTI
networks should then be integrated with distributed equivalents of fact structures and
other SHRUTI structures not covered in this thesis [89, 95].
It is explained in section 2.1.3 that human reasoning ability is not perfect, and there-
fore even though the measures listed above attempt to reduce the error in a distributed
SHRUTI network, some error is to be expected when attempting to produce a biologi-
cally plausible model of human cognition. It would be interesting to compare the error
yielded by a distributed SHRUTI network against errors made by humans in similar rea-
soning tasks. Furthermore, the level of human error could be used as a benchmark when
developing these networks.
Of course, successful implementation of a distributed SHRUTI model does not guarantee
that the model will be more evolvable; this thesis only argues that distributed representa-
tions are a worthwhile avenue of exploration in attempting to improve evolvability. Even
if zero-error genomes are not produced, improved evolvability would be identifiable by the
emergence of Pareto fronts with larger hypervolumes than were yielded by the experiments
in chapter 4. It was not worth attempting to evolve the distributed model presented in
section 5.3.1 because it was only a preliminary model created to explore what problems
are encountered when attempting to distribute representations in SHRUTI networks, and
the model was very prone to error. Once the problems encountered have been overcome as
described above, then the evolvability of the new model can be explored by the means sug-
gested in section 5.3.8, in that genomes for distributed SHRUTI networks can be evolved
using the same method as was used in chapters 3 and 4. However, a means of locating
the output nodes that participate in providing the response to a particular question must
first be found, so that the error and therefore the objective fitness of evolved networks can
be measured. One of the goals of evolving SHRUTI networks was to discover alternatives
to the SHRUTI model, but the evolutionary searches conducted in chapters 3 and 4 did
not yield any such networks. A search of the space of distributed networks may be more
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successful in this respect, and therefore the genotypic and phenotypic structures of the
zero-error genomes should be investigated to determine whether or not this is the case.
Any zero-error genomes discovered can be sampled by the means described in section 3.3.6.
6.3.2. Localist SHRUTI model
Although the next main step of this research is a move to a distributed model, there are still
improvements that could be made to the localist model and the experiments performed
on them, in order to improve the functionality of the localist model and also to better
understand the results obtained in chapters 3 and 4.
With respect to functionality, although the learning algorithms used in this research were
sufficient to allow target facts and relations to be learned in structures produced by devel-
opment, there are still a number of improvements that could be made. In particular, the
causal Hebbian learning algorithm lacks a means of learning conflicting relations in noisy
event sequences (section 3.1.2), the learning algorithm for mediator structures strengthens
a few redundant connections (section 4.3.1), and the fact learning algorithm lacks a means
of ‘forgetting’ facts (section 4.4.1). Furthermore, if a more distributed alternative to the
SHRUTI model is successful, the Hebbian and recruitment learning algorithms will also
have to be made compatible.
Experiments were restricted to logic programs containing predicates with no more than
three arguments, in order to limit the complexity of evaluating evolved networks.1 This
enables three variable bindings to be performed simultaneously, whereas humans are be-
lieved to be capable of performing approximately seven at any one time [95]. Section 3.5
demonstrates that the SHRUTI genome is capable of developing relational structures for
relations containing predicates with up to seven arguments, owing to the fact that indi-
rect encoding enables a structure (in this case a connection between two role nodes) to be
encoded once but expressed multiple times. This has yet to be tested on larger logic pro-
grams containing predicates with as many arguments, but it is hypothesised that because
the genome is scalable and can develop a relational structure for one seven-argument rela-
tion, it would successfully do the same for all such relations. Most evolved genomes were
also shown to be adaptable to the seven-argument relation, but evolution of genomes using
logic programs with such large predicates as training data was not attempted because of
the computational expense of doing so. This should be attempted in future work in order
to demonstrate that SHRUTI networks capable of performing as many variable bindings
as humans can also be discovered through evolution.
Although genomes evolved on fixed event sequences for non-conjunctive relations gener-
alised reasonably well to probabilistic event sequences in section 3.4.3, they did not gener-
alise quite as well as expected and generalisability could have been improved by evolving
the genomes on probabilistic sequences in the first place. However this would increase
network evaluation time. Because of the probabilistic nature of the training sequences,
1See page 71 for a defence of this decision.
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it would be necessary to train each genome on multiple sequences in order to produce a
reasonable assessment of the network it develops.
Finally, although an uninformative fitness landscape was shown to be responsible for the
difficulties faced by an objective-based search for complex SHRUTI genomes in chapter 4,
novelty search [61] is proposed to be a solution to the problem of deceptive landscapes in
generative and development systems. Instead of rewarding solutions that satisfy certain
objectives, novelty search rewards solutions that are unique when compared to existing
members of the population, and has been shown to discover fit solutions anyway because
those fit solutions are also novel. A search for SHRUTI genomes using novelty search
would be worthwhile. However, the biological plausibility of such a search is questionable,
as it seems unlikely that organisms in nature survive simply by being unique.
6.3.3. Biological plausibility
Even though the biological plausibility of the SHRUTI model has been improved by pro-
ducing a genome for developing SHRUTI networks that is itself based on biologically
plausible principles, the biological plausibility of the genome is limited. In particular, the
genome is still an abstraction of the much more complex biological genome. Biological
genomes employ gene regulation in a network, whereas the SHRUTI genome does so in
a tree. Although biological neurogenesis involves activity-dependent development [33], it
is unlikely to be as direct as it is in the SHRUTI genome, which produces connections
as soon as a neuron is activated. Because of the localist nature of the SHRUTI model,
it is impossible to guarantee the existence of a relational structure without predisposing
the genome to construct it or only constructing it when evidence for it is presented (sec-
tions 3.2.4 and 4.3.3). Both possibilities lack biological plausibility, the former because
it suggests that all possible knowledge is innate and the latter because it makes learning
redundant. Furthermore, the latter approach means that development is dependent on
learning, whereas a significant amount of neurogenesis occurs in the pre-natal stage, be-
fore learning can even take place [1, 12, 123]. In summary, although SHRUTI networks
have been shown to be representable in a biological genome as its developers suggest,
work remains to be done to improve the biological plausibility of this model even further.
The use of such an abstract genetic model was chosen because SHRUTI itself is also an
abstraction, and therefore less abstract genetic models could be explored as the biological
plausibility of SHRUTI networks is also improved.
6.3.4. The goals of neural-symbolic integration
The three goals of neural-symbolic integration listed on page 34 are the discovery of new
biologically plausible models of symbolic representation in the brain, the production of
mechanisms that combine learning and reasoning to solve real-world problems, and to
develop methods of knowledge extraction. This subsection explains how the findings of
this thesis provide new avenues of exploration with respect to these goals.
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CILP [16] and the RTRBM [27, 28] already make strong contributions to the second of
these goals in that they provide solutions to a range of real-world problems [8, 27, 28, 59].
CILP has recently been extended to first-order logic in the form of CILP++ [34], and
the RTRBM provides a mechanism for probabilistic reasoning, yet neither method offers a
neural mechanism for variable-binding. Section 5.3 presents an early attempt at combining
variable-binding, spiking neurons and distributed representations. CILP++ distributes
representations of predicate arguments across its nodes in a similar way to the distributed
SHRUTI model, and RTRBM is a form of associative memory, the model of distribution on
which the distributed SHRUTI model is based. Therefore if a solution to the problem of θ-
overlap is found, the use of spiking neurons to perform variable-binding in the distributed
SHRUTI model may extend to CILP++ and RTRBM as a mechanism for variable-binding
in these models also. Because of the conflicting relations problem (section 3.1.2), SHRUTI
struggles as a probabilistic reasoner. However, an RTRBM capable of performing variable-
binding may be a more promising neural-symbolic model of probabilistic reasoning on
first-order logic.
If the distribution of representations in SHRUTI networks successfully improves evolv-
ability, then the next step is to extend these ideas to neural-symbolic reasoning systems
in general. This may contribute to either of the first two goals listed on page 34, by en-
abling the discovery of new biologically plausible models of symbolic representation, or by
enabling the discovery of new neural-symbolic solutions to real-world problems. Because
SHRUTI’s relational structures adhere to the general relational structure shared by other
neural-symbolic reasoning models (section 2.3.3), similar difficulties that were encountered
evolving SHRUTI may be encountered in any attempt to evolve these also. However, by the
same reasoning, if the distribution of representation improves the evolvability of SHRUTI
then it may also extend to neural-symbolic reasoners in general. SHRUTI and connection-
ist reasoners make different contributions to neural-symbolic reasoning. The former adds a
biologically plausible binding mechanism to the general relational structure and the latter
shows how the general relational structure can be extended to a range of human reasoning
abilities that could interact through the fibring of networks. Demonstrating the evolv-
ability of all neural-symbolic reasoners would contribute to an overall understanding of
how general reasoning ability can emerge through evolution. Of course, the argument that
problems and solutions regarding the distribution and evolvability of SHRUTI networks
extend to general neural-symbolic models is not conclusive but only speculation based on
current findings. What this thesis does conclude is that SHRUTI cannot be evolved under
its current representation and the reasons for this should be taken into account in future
attempts to improve its evolvabilty or evolve other neural-symbolic models.
Whether the goal of evolving neural-symbolic reasoning systems is to produce models of
cognition or to discover models that can be applied to real-world problems, a means of
determining whether or not something new has been evolved will be required. As with
SHRUTI networks, it will be necessary to sample evolved networks and examine their
genotypic and phenotypic structures. The method used for sampling evolved SHRUTI
networks can perhaps be used (section 3.3.6), but once again a means of locating the
outputs of evolved networks in order to determine fitness will be required. Knowledge
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extraction methods [51] may be useful for understanding the structure of new networks
that are discovered.
Turning this last point around, it may also be possible to use evolution as a means of
knowledge extraction, and this idea should be explored further. Results in section 3.4.2
show that networks with the minimal number of connections required to represent a logic
program can be evolved by setting the minimisation of the number of connections as an
evolutionary objective. It is argued on page 105 that this approach could be used to evolve
a set of simplified alternatives to a network N that minimise the number of connections
required to perform the same function as N . The topology of these simplified alternatives
would be analogous to a description of the fundamental logic of N ’s behaviour. Therefore
interpreting the behaviour of these simplified networks and extracting knowledge from
them would be an easier task than doing so in N .
Finally, concerning the first goal once again, neuroscientific evidence suggests that rea-
soning is performed in regions of the brain concerned with visual and linguistic processes
[81]. To support this theory and to explore other possible neural-level representations of
reasoning, this theory could be tested in a computational model by adapting any existing
models of visual or linguistic processes to represent reasoning. The evolvability of such
models could also be explored.
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A. Question sets and event sequences
A developed network is tested by learning logical relations based on observation of an
event sequence and then answering a set of questions on the target relations. Questions
and event sequences used for testing networks for each logic program are presented here.
For Neg1-4 and NoNeg1-4, two sets of questions are defined: an A set and a B set. These
are used to test the development of relational structures in chapter 3. NoNeg5-8 from
chapter 4 also have A and B questions sets, which are used to test the development of
mediator relations (section 4.3), but also have a C question set for testing the development
of fact structures (section 4.4). Networks may also be tested on an enumerated set of all
possible questions that can be asked of each predicate. Unlike the predefined sets presented
below, these enumerated sets are generated by brute force and are only used to test how
well evolved networks generalise to questions they were not trained on.
The A set contains one question on the consequent of every relation in the logic program
and is used to measure the performance of evolved networks, as it is shown in section
3.4.3 that one question per relation was the minimum required to assess the efficacy of
an evolved network. The B set contains every question expected to be answered ‘true’ or
‘false’ for all relations and is used to demonstrate the efficacy of the learning algorithm in
sections 3.1.1, 3.1.2 and 4.3.3. The C set contains every question expected to be answered
‘true’ for each fact to demonstrate the efficacy of the learning algorithm and to measure
the performance of evolved fact structures. All sets contain one question expected to be
answered ‘unknown’ for each predicate in order to demonstrate that networks do not yield
corrects answer by simply always answering ‘true’ or ‘false’ for any given predicate, and
to discourage the evolutionary search from discovering networks that behave in this way.
Fixed event sequences present series of observations that are repeated multiple times to
support target relations to be learned by the learning algorithm. Probabilistic event
sequences perform the same purpose, but observations are generated at random based on
prior and relational probabilities. The prior provides the probability of an observation
occurring regardless of whether that observation is the consequent of a relation, and the
relational probability specifies the probability that the consequent will be observed after
the antecedent is observed. For both sequences, an interval of tW−1 (where tW represents
the window of synchrony) is added between each observation. For example, although the
fixed sequence for NoNeg1 is 9 observations long, the actual sequence for tW = 2 will be 18
observations, with one extra interval added for each observation. Note that any time step
that does not include a predicate observation is nonetheless regarded as an observation,
albeit an empty one.
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A.1. NoNeg data sets
A.1.1. NoNeg1
True Unknown
Q(a, b) P (e, f)
R(e, f) Q(b, a)
R(b, a)
(a) A set (5 questions)
True Unknown
Q(a, b) R(c, d) P (e, f)
Q(c, d) R(e, f) Q(b, a)
R(a, b) R(b, a)
(b) B set (8 questions)
Figure A.1. Question sets for NoNeg1
1. P(x,y) 6. R(x,y)
2. Q(x,y) 7. ...
3. R(x,y) 8. R(x,y)
4. ... 9. ...
5. Q(x,y)
Figure A.2. Fixed event se-
quence for NoNeg1
Predicate Prior
P (x, y) 0.2
Q(x, y) 0.2
R(x, y) 0.2
(a) Prior probabilities
Relation Probability
P (x, y)→ Q(x, y) 0.9
Q(x, y)→ R(x, y) 0.75
(b) Relation probabilities
Figure A.3. Probabilistic event sequence for NoNeg1
A.1.2. NoNeg2
True Unknown
Q(a, b) P (c, b, a)
R(b, c) Q(f, g)
S(a, b) R(d, e)
S(f, g)
(a) A set (7 questions)
True Unknown
Q(a, b) P (c, b, a)
R(b, c) Q(f, g)
S(a, b) R(d, e)
S(d, e) S(f, g)
(b) B set (8 questions)
Figure A.4. Question sets for NoNeg2
1. P(x,y,z) 5. Q(x,y) 9. ...
2. Q(x,y), R(y,z) 6. S(x,y) 10. R(y,z)
3. S(x,y) 7. ... 11. ...
4. ... 8. S(x,y)
Figure A.5. Fixed event sequence for NoNeg2
Predicate Prior
P (x, y, z) 0.2
Q(x, y) 0.2
R(y, z) 0.5
S(x, y) 0.2
(a) Prior probabilities
Relation Probability
P (x, y, z)→ Q(x, y) 0.75
P (x, y, z)→ R(y, z) 0.9
Q(x, y)→ S(x, y) 0.8
(b) Relation probabilities
Figure A.6. Probabilistic event sequences for NoNeg2
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A.1.3. NoNeg3
True Unknown
R(a, b) P (c, b, a)
R(e, d) Q(i, h)
S(d, e) R(i, h)
T (a) S(a, b)
T (b)
(a) A set (9 questions)
True Unknown
R(a, b) T (a) P (c, b, a)
R(e, d) T (e) Q(i, h)
R(g, f) T (g) R(i, h)
S(d, e) T (h) S(a, b)
S(f, g) T (b)
(b) B set (14 questions)
Figure A.7. Question sets for NoNeg3
1. P(x,y,z) 5. T(x) 9. T(x)
2. R(x,y) 6. ... 10. ...
3. T(x) 7. Q(y,x) 11. S(y,x)
4. ... 8. R(x,y), S(y,x) 12. ...
Figure A.8. Fixed event sequence for NoNeg3
Predicate Prior
P (x, y, z) 0.2
Q(y, x) 0.2
R(x, y) 0.2
S(y, x) 0.5
T (x) 0.2
(a) Prior probabilities
Relation Probability
P (x, y, z)→ R(x, y) 0.75
Q(y, x)→ R(x, y) 0.9
R(x, y)→ T (x) 0.9
Q(y, x)→ S(y, x) 0.8
(b) Relation probabilities
Figure A.9. Probabilistic event sequences for NoNeg3
A.1.4. NoNeg4
True Unknown
Q(a, b) P (c, d)
R(a) Q(e, f)
S(a, b) R(b)
S(g, h) S(f, e)
T (b) T (a)
V (g, h, i) U(j, k, l)
V (i, h, g)
(a) A set (13 questions)
True Unknown
Q(a, b) T (b) P (c, d)
R(a) T (d) Q(e, f)
R(c) T (h) R(b)
S(a, b) T (k) S(f, e)
S(c, d) T (f) T (a)
S(g, h) V (g, h, i) U(j, k, l)
S(j, k) V (i, h, g)
(b) B set (20 questions)
Figure A.10. Question sets for NoNeg4
1. P(x,y) 6. Q(x,y) 11. T(y) 16. ... 21. ... 26. R(y)...
2. Q(x,y) 7. S(x,y), R(x) 12. ... 17. U(x,y,z) 22. V(x,y,z) 27. ...
3. S(x,y), R(x) 8. T(y) 13. T(y) 18. V(x,y,z) 23. S(x,y)
4. T(y) 9. ... 14. ... 19. S(x,y) 24. T(y)
5. ... 10. S(x,y) 15. R(x) 20. T(y) 25. ...
Figure A.11. Fixed event sequence for NoNeg4
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Predicate Prior
P (x, y) 0.2
Q(x, y) 0.2
R(x, y) 0.5
S(x, y) 0.2
T (y) 0.2
U(x, y, z) 0.2
V (x, y, z) 0.2
(a) Prior probabilities
Relation Probability
P (x, y)→ Q(x, y) 0.9
Q(x, y)→ R(x) 0.8
Q(x, y)→ S(x, y) 0.75
S(x, y)→ T (y) 0.85
U(x, y, z)→ V (x, y, z) 0.7
V (x, y, z)→ S(x, y) 0.85
(b) Relation probabilities
Figure A.12. Probabilistic event sequences for NoNeg4
A.1.5. NoNeg5
True Unknown
R(a, b) P (c, d)
S(b) Q(c, d)
R(e, f)
S(a)
(a) A set (6 questions)
True Unknown
R(a, b) P (c, d)
S(b) Q(c, d)
S(d) R(e, f)
S(a)
(b) B set (7 questions)
True Unknown
P (a, b) P (c, d)
Q(a, b) Q(c, d)
R(c, d) R(e, f)
S(e)
(c) C set (7 questions)
Figure A.13. Question sets for NoNeg5
1. P(x,y), Q(x,y) 5. R(x,y) 9. ... 13. ...
2. R(x,y) 6. S(y) 10. Q(x,y) 14. Q(x,y)
3. S(y) 7. ... 11. ... 15 ...
4. ... 8. P(x,y) 12. P(x,y)
Figure A.14. Fixed event sequence for NoNeg5
Predicate Prior
P (x, y) 0.2
Q(x, y) 0.2
R(x, y) 0.2
S(y) 0.2
(a) Prior probabilities
Relation Probability
P (x, y) ∧Q(x, y)→ R(x, y) 0.9
R(x, y)→ S(y) 0.8
(b) Relation probabilities
Figure A.15. Probabilistic event sequences for NoNeg5
A.1.6. NoNeg6
True Unknown
Q(a, b) P (d, e, g)
T (d, e) Q(f, g)
T (f, g) S(a, b)
T (c, h)
(a) A set (7 questions)
True Unknown
Q(a, b) P (d, e, g)
T (a, b) Q(f, g)
T (d, e) S(a, b)
T (f, g) T (c, h)
(b) B set (8 questions)
True Unknown
P (a, b, c) P (f, g, a)
Q(d, e) Q(h, c)
R(a, b) R(f, g)
R(d, e) S(g, h)
S(f, g) T (c, h)
(c) C set (10 questions)
Figure A.16. Question sets for NoNeg6
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1. P(x,y,z) 6. T(x,y) 11. P(x,y,z) 16. R(x,y) 21. ... 26 ...
2. Q(x,y), R(x,y) 7 ... 12. Q(x,y) 17. ... 22. R(x,y)
3. T(x,y) 8. P(x,y,z) 13. ... 18. Q(x,y) 23. ...
4. ... 9. Q(x,y) 14. Q(x,y) 19. ... 24. S(x,y)
5. Q(x,y), R(x,y) 10. ... 15. ... 20. R(x,y) 25. T(x,y)
Figure A.17. Fixed event sequence for NoNeg6
Predicate Prior
P (x, y, z) 0.2
Q(x, y) 0.2
R(x, y) 0.2
S(x, y) 0.2
T (x, y) 0.2
(a) Prior probabilities
Relation Probability
P (x, y, z)→ Q(x, y) 0.9
Q(x, y) ∧R(x, y)→ T (x, y) 0.9
S(x, y)→ T (x, y) 0.8
(b) Relation probabilities
Figure A.18. Probabilistic event sequences for NoNeg6
A.1.7. NoNeg7
True Unknown
R(a, b) P (e, f)
T (a, b) Q(c, d)
U(c) R(e, f)
S(a)
T (c, d)
U(a)
(a) A set (9 questions)
True Unknown
R(a, b) P (e, f)
R(c, d) Q(c, d)
T (a, b) R(e, f)
U(c) S(a)
T (c, d)
U(a)
(b) B set (10 questions)
True Unknown
P (a, b) P (e, f)
P (c, d) Q(c, d)
Q(a, b) R(e, f)
S(c) S(a)
T (c, d)
U(a)
(c) C set (10 questions)
Figure A.19. Question sets for NoNeg7
1. Q(x,y), R(x,y) 5. U(x) 9. ... 13. ... 17. ... 21. ...
2. T(x,y) 6. ... 10. R(x,y) 14. S(x) 18. S(x) 22. U(x)
3. ... 7. P(x,y) 11. ... 15. ... 19. ... 23 ...
4. R(x,y), S(x) 8. R(x,y) 12. Q(x,y) 16. Q(x,y) 20. T(x,y)
Figure A.20. Fixed event sequence for NoNeg7
Predicate Prior
P (x, y) 0.2
Q(x, y) 0.2
R(x, y) 0.2
S(x) 0.2
T (x, y) 0.2
U(x) 0.2
(a) Prior probabilities
Relation Probability
P (x, y)→ R(x, y) 0.85
Q(x, y) ∧R(x, y)→ T (x, y) 0.9
R(x, y) ∧ S(x)→ U(x) 0.8
(b) Relation probabilities
Figure A.21. Probabilistic event sequences for NoNeg7
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A.1.8. NoNeg8
True Unknown
R(b, c) P (e, g, h)
S(b) Q(a)
U(e) R(g, h)
V (h) S(g)
T (d, e)
U(h)
V (e)
(a) A set (11 questions)
True Unknown
R(b, c) P (e, g, h)
R(e, f) Q(a)
S(b) R(g, h)
S(h) S(g)
U(b) T (d, e)
U(e) U(h)
V (b) V (e)
V (h)
(b) B set (15 questions)
True Unknown
P (a, b, c) P (e, g, h)
P (d, e, f) Q(a)
Q(b) R(g, h)
Q(h) S(a)
S(e) T (d, e)
T (a, b) U(h)
T (g, h) V (e)
(c) C set (14 questions)
Figure A.22. Question sets for NoNeg8
1. P(x,y,z), Q(y) 7. ... 13. ... 19. ... 25. S(y) 31. T(x,y)
2. R(y,z), S(y) 8. S(y), T(x,y) 14. Q(y) 20. Q(y) 26. ... 32. ...
3. U(y) 9. V(y) 15. S(y) 21. S(y) 27. T(x,y) 33. U(y)
4. ... 10. ... 16. ... 22. ... 28. ... 34. ...
5. R(y,z), S(y) 11. P(x,y,z) 17. P(x,y,z) 23. R(y,z) 29. T(x,y) 35. V(y)
6. U(y) 12. R(y,z) 18. R(y,z) 24. ... 30. ... 36 ...
Figure A.23. Fixed event sequence for NoNeg8
Predicate Prior
P (x, y, z) 0.2
Q(y) 0.2
R(y, z) 0.2
S(y) 0.2
T (x, y) 0.2
U(y) 0.2
V (y) 0.2
(a) Prior probabilities
Relation Probability
P (x, y, z)→ R(y, z) 0.85
Q(y)→ S(y) 0.9
R(y, z) ∧ S(y)→ U(y) 0.8
S(y) ∧ T (x, y)→ V (y) 0.85
(b) Relation probabilities
Figure A.24. Probabilistic event sequences for NoNeg8
A.2. Neg data sets
A.2.1. Neg1
True False Unknown
Q(a, b) R(c) P (e, f) R(a)
Q(c, d)
Figure A.25. Question sets for Neg1 - A and
B set (5 questions)
1. P(x,y) 4. ¬ P(x,y)
2. Q(x,y) 5. ¬ R(x)
3. ... 6 ...
Figure A.26. Fixed event sequence for Neg1
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Predicate Prior
P (x, y) 0.2
¬P (x, y) 0.2
Q(x, y) 0.2
¬R(x) 0.2
(a) Prior probabilities
Relation Probability
P (x, y)→ Q(x, y) 0.9
¬P (x, y)→ ¬R(x) 0.9
(b) Relation probabilities
Figure A.27. Probabilistic event sequences for Neg1
A.2.2. Neg2
True False Unknown
S(a, b) Q(a, b, c) P (d, e, f) R(a, b)
R(e, f) Q(a, b, f) S(e, f)
(a) A set (7 questions)
True False Unknown
S(a, b) Q(a, b, c) P (d, e, f) R(a, b)
S(g, h) R(e, f) Q(a, b, f) S(e, f)
(b) B set (8 questions)
Figure A.28. Question sets for Neg2
1. P(x,y,z) 5. ¬ Q(x,y,z) 9. ... 13. ¬ R(y,z) 17. ...
2. ¬ Q(x,y,z) 6. S(x,y) 10. Q(x,y,z) 14. ... 18. ¬ R(y,z)
3. S(x,y) 7. ... 11. ¬ R(y,z) 15. Q(x,y,z) 19. ...
4. ... 8. S(x,y) 12. ... 16. ¬ R(y,z)
Figure A.29. Fixed event sequence for Neg2
Predicate Prior
P (x, y, z) 0.2
Q(x, y, z) 0.2
¬Q(x, y, z) 0.2
¬R(y, z) 0.2
S(x, y) 0.2
(a) Prior probabilities
Relation Probability
P (x, y, z)→ ¬Q(x, y, z) 0.9
Q(x, y, z)→ ¬R(y, z) 0.85
¬Q(x, y, z)→ S(x, y) 0.85
(b) Relation probabilities
Figure A.30. Probabilistic event sequences for Neg2
A.2.3. Neg3
True False Unknown
S(a, b) Q(b, a) P (g, h) S(g, h)
T (d) R(c, d) Q(h, g) T (e)
R(f, e)
(a) A set (9 questions)
True False Unknown
S(a, b) T (d) Q(b, a) P (g, h) S(g, h)
S(f, e) T (h) R(c, d) Q(h, g) T (e)
R(f, e)
(b) B set (11 questions)
Figure A.31. Question sets for Neg3
1. P(x,y) 5. ¬ Q(y,x) 9. ... 13. ... 17. T(y)
2. ¬ Q(y,x) 6. S(x,y) 10. ¬ P(x,y) 14. ¬ R(x,y) 18. ...
3. S(x,y) 7. ... 11. ¬ R(x,y) 15. T(y)
4. ... 8. S(x,y) 12. T(y) 16. ...
Figure A.32. Fixed event sequence for Neg3
211
A. Question sets and event sequences
Predicate Prior
P (x, y) 0.2
¬P (x, y) 0.2
¬Q(y, x) 0.5
¬R(x, y) 0.5
S(x, y) 0.2
T (y) 0.2
(a) Prior probabilities
Relation Probability
P (x, y)→ ¬Q(y, x) 0.9
¬P (x, y)→ ¬R(x, y) 0.9
¬Q(y, x)→ S(x, y) 0.85
¬R(x, y)→ T (y) 0.8
(b) Relation probabilities
Figure A.33. Probabilistic event sequences for Neg3
A.2.4. Neg4
True False Unknown
Q(b, c) T (f, g) P (a, d, e) S(f, g)
S(b, c) U(b) Q(k, l) T (k, l)
S(j, h) R(l, j, k) U(f)
(a) A set (11 questions)
True False Unknown
Q(b, c) T (f, g) U(j) P (a, d, e) S(f, g)
S(b, c) U(b) U(k) Q(k, l) T (k, l)
S(d, e) U(d) R(l, j, k) U(f)
S(j, h)
(b) A set (15 questions)
Figure A.34. Question sets for Neg4
1.¬ P(x,y,z) 6. Q(y,z) 11. ¬ U(y) 16. ¬T(x,y) 21. ¬T(x,y) 26. S(y,z)
2. Q(y,z) 7. S(y,z) 12. ... 17. ... 22. ... 27. ¬ U(y)
3. S(y,z) 8. ¬ U(y) 13. ¬ U(y) 18. ¬T(x,y) 23. ¬T(x,y) 28 ...
4. ¬U(y) 9. ... 14. ... 19. ... 24. ...
5. ... 10. S(y,z) 15. ¬Q(x,y) 20. ¬Q(x,y) 25. ¬ R(z,x,y)
Figure A.35. Fixed event sequence for Neg4
Predicate Prior
¬P (x, y, z) 0.2
Q(y, z) 0.2
¬Q(y, z) 0.2
¬R(z, x, y) 0.2
S(y, z) 0.5
¬T (y, z) 0.5
¬U(y) 0.2
(a) Prior probabilities
Relation Probability
¬P (x, y, z)→ Q(y, z) 0.9
Q(y, z)→ S(y, z) 0.85
¬Q(y, z)→ ¬T (y, z) 0.85
¬R(z, x, y)→ S(y, z) 0.8
S(y, z)→ ¬U(y) 0.9
(b) Relation probabilities
Figure A.36. Probabilistic event sequences for Neg4
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B. Learning and development stages
This appendix provides pseudocode for both stages of the learning and development cycle
(algorithm 1, page 78).
B.1. Learning stage
Algorithm 2 Causal Hebbian Learning algorithm as implemented for the work presented
in this thesis, based on description of causal Hebbian learning provided in [118]. The
following occurs each time a new event observation is made.
Activate all nodes of predicate cluster corresponding to observed predicate
for each neuron i do
for each neuron j that provides input to i do
if i and j are collectors and j is active then
if i is active but j was active first then
Strengthen weight of connection from j to i
end if
if i was not active for the duration of the window of synchrony then
Weaken weight of connection from j to i
end if
end if
if i and j are enablers or role nodes and i is active then
if j is active but i was active first then
Strengthen weight of connection from j to i
end if
if j was not active for the duration of the window of synchrony then
Weaken weight of connection from j to i
end if
end if
end for
end for
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B.2. Developmental stage
Algorithm 3 Development stage. The following occurs after an event observation has
been made and the learning stage has been executed.
for each neuron i do
Let N = root node of genome
while type(N) = SELF do
if condition specified in N is true for neuron i then
Set N to genome node referenced by N.true
else
Set N to genome node referenced by N.false
end if
end while
if type(N) = E INPUT (existing input) then
for each neuron j which provides input to i do
while type(N) = E INPUT do
if condition specified in N is true for neuron j then
Set N to genome node referenced by N.true
else
Set N to genome node referenced by N.false
end if
end while
if type(N) = ACTION then
Perform action specified by N on i, j pair
end if
end for
end if
if type(N) = P INPUT (possible input) then
for each neuron j which does not provide input to i do
while type(N) = P INPUT do
if condition specified in N is true for neuron j then
Set N to genome node referenced by N.true
else
Set N to genome node referenced by N.false
end if
end while
if type(N) = ACTION then
Perform action specified by N on i, j pair
end if
end for
end if
end for
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Algorithm 4 Mutation operation
Let pM = mutation rate
for each node N do
if Node is a condition then
mutateAttributeGene = newRandomNumber() < pM
mutateOperatorGene = newRandomNumber() < pM
mutateArgumentGene = newRandomNumber() < pM
mutateTrueGene = newRandomNumber() < pM
mutateFalseGene = newRandomNumber() < pM
if mutateAttributeGene = True then
Choose new value at random for ‘attribute’ gene
if ‘operator’ gene is no longer compatible with new ‘attribute’ gene then
mutateOperatorGene = True
end if
if ‘argument’ gene is no longer compatible with new ‘attribute’ gene then
mutateAttributeGene = True
end if
end if
if mutateOperatorGene = True then
Choose new value at random for ‘operator’ gene
if ‘argument’ gene is no longer compatible with new ‘operator’ gene then
mutateAttributeGene = True
end if
end if
if mutateArgumentGene = True then
Choose new value at random for ‘argument’ gene
end if
if mutateTrueGene = True then
Randomly choose new node to branch to if condition evaluates as ‘true’
end if
if mutateFalseGene = True then
Randomly choose new node to branch to if condition evaluates as ‘false’
end if
end if
if Node is an action then
mutateActionGene = newRandomNumber() < pM
mutateWeightGene = newRandomNumber() < pM
if mutateActionGene = True then
Choose new value at random for ‘action’ gene
end if
if mutateWeightGene = True then
Choose new value at random for ‘weight’ gene
end if
end if
end for
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Algorithm 5 Crossover operation
for i (index of parent) in [1, 2] do
Copy parent Pi to produce child Ci
Create Ui as a copy of all introns from Pi
Initialise Ii = {} to later store subset of Ui
Create tri as a copy of a random exon tree from Pi
j = index of other parent
Create Uj as a copy of all introns from Pj
Initialise Ij = {} to later store subset of Uj
Choose random exon tree trj from Pj such that type(root(tri))  type(root(trj)) and
size(trj) ≤ size(tri ∪ Ui) *
if size(tri) < size(trj) then
while size(tri ∪ Ii) < size(trj) do
Remove random node from Ui and add to Ii
end while
end if
if size(tri) > size(trj) then
while size(trj ∪ Ij) < size(tri) do
if size(Uj) > 0 then Remove random node from Uj and add to Ij
else Generate random node and add to Ij . †
end if
end while
end if
Remove tri and Ii from Ci and replace with trj and Ij in such a way that root(trj) is placed
in the original index of root(tri).
end for
* If trj is larger than tri, it will replace a set of introns Ii in addition to tri. The condition
size(trj) ≤ size(tri ∪ Ui) guarantees that there are enough introns in Ci to be replaced.
† If trj is smaller than tri, tri will be replaced by a set of introns Ij in addition to trj . If there
are insufficient introns in Ij for this purpose, additional introns are generated at random.
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