This paper studies the location of the zeros of a polynomial. The results of this paper provide sharper bounds on the zeros of a polynomial than some existing ones.
Introduction
For a monic polynomial P (z) given by P (z) = z n + a n−1 z n−1 + a n−2 z n−2 + · · · + a 1 z + a 0 ,
with a k = 0 for some 0 ≤ k ≤ n − 1, let Z[P (z)] denote the set of all zeros of P (z) and define A l = max 0≤k≤l |a k |, 0 ≤ l ≤ n − 1.
In addition we let δ be the unique positive root of the equation
Q(x) = x n − |a n−1 |x n−1 − · · · − |a 1 |x − |a 0 | = 0.
This paper concerns the problem to determine the region containing Z[P (z)] for P (z) in (1) . Over the decades such a problem has been an ample area of research for engineers as well as mathematicians, and numerous results have been reported in the literature. Among them the following results due to Cauchy [1] are classical and well known in the theory of zero location of a polynomial.
Remark. It is easy to show that δ < 1 + A n−1 . Hence we have
Many attempts have been made in the literature to improve Cauchy's bound in Theorem 1.2 [2] [3] [4] [5] [6] [7] [8] . Joyal et al. [2] improved Theorem 1.2 as follows:
|z| ≤δ 2 }, whereδ 2 is the unique positive root of the equation
i.e.,δ
On the other hand Sun and Hsieh [3] sharpened Cauchy's bound as follows: Theorem 1.4 Let δ 2 be the unique positive root of the equation
and let δ 3 be the unique positive root of the equation
Then all the zeros of P (z) in (1) are contained in the disks
where δ is as defined in Theorem 1.1.
Later Jain [4] refined Theorem 1.4 as follows: (1) has all its zeros in the disks
where δ 3 is as define in Theorem 1.4, and δ 4 is the unique positive root of the equation
Recently Affane-Aji et al. [5] proved Theorem 1.6 below which contains Theorem 1.2, Theorem 1.4 and Theorem 1.5 as special cases. Theorem 1.6 All the zeros of P (z) in (1) lie in the disks
where δ k is the unique positive root of the equation
Here a j = 0 for j < 0, and C m k are the binomial coefficients.
Another efforts to improve Cauchy's bound also were made by Datt and Govil [6] , Zeheb [7] andŽilović et al. [8] .
The purpose of this paper is to further refine the results of Theorems 1.2-1.6. To this end we first briefly review how those results were obtained. For P (z) in (1), we have
where
Let
where 
and Theorem 1.2 follows. If m = 2, then
Hence Theorem 1.3 follows by replacing A n−1 with A n−2 in Q 2 (x). Q 3 (x) and Q 4 (x) are respectively given by
and
(16) It can be shown that (4) and (5) in Theorem 1.4 respectively correspond to Q 2 (x + 1) and Q 3 (x + 1). Similarly (6) in Theorem 1.5 equals to Q 4 (x + 1). In general (7) in Theorem 1.6 is equal to Q k (x + 1) for 1 ≤ k ≤ n.
As seen above, Theorems 1.2-1.6 are all based on the inequality (9). At this point it should be noted that (8) and (9) still hold even if A n−1 is replaced by A n−m . Furthermore the right-hand side of (8) is strictly greater than that of (9) since A n−1 /(|z| − 1) > 0 if |z| > 1. Then it is obvious that sharper bounds on the zeros of P (z) in (1) can be obtained if (8) is directly used instead of (9), which is the motivation of this paper. In Section 2 we present two theorems in such a direction.
Main results
Theorem 2.1 For P (z) in (1), we have
Hereδ m > 1 is the largest positive zero of Q m (x) in (10) and γ m is the unique positive root of the equation
Proof. From (17), we have
and (i) is proved.
(ii) follows from (8) . (iii) also holds since for x > 1
Here γ m is as defined in Theorem 2.1 and µ m is the unique positive root of the equation
Proof. From (18), we have
(ii) follows from the inequality
From (15) and (16), we have
and (iii) is also proved. 
