d and let F be a Lipschitz operator defined on the space of adapted càdlàg processes. We show that for any adapted process H and any semimartingale Z there exists a unique strong solution of the following stochastic differential equation (SDE) with reflection on the boundary of D:
Our proofs are based on new a priori estimates for solutions of the deterministic Skorokhod problem.
Introduction.
In the present paper we consider the following SDE with reflection on the boundary ∂D of an open convex set D ⊂ R d :
Here Z = (Z t ) is an (F t ) adapted semimartingale with Z 0 = 0, H = (H t ) is an (F t ) adapted process with H 0 ∈ D = D ∪ ∂D and F is a Lipschitz operator on the space of adapted càdlàg processes (for a precise definition see Section 3).
The problem of existence and uniqueness of solutions of (1.1) was discussed for the first time by Skorokhod [7] in the case where d = 1, D = (0, ∞), H = X 0 ∈ [0, ∞) and Z is a standard Wiener process W . Next, many attempts have been made to generalize Skorokhod's results to a larger class of domains or a larger class of driving processes Z. In particular, existence and uniquness of solutions of (1.1) with Z = W for an arbitrary convex set D was proved by Tanaka [11] . SDEs driven by general semimartingales were considered in detail by Słomiński [8, 9] . Let us stress, however, that in the above mentioned papers [8, 9, 11] it is assumed that H = X 0 and that F (X) s− = f (X s− ), where f is a Lipschitz continuous function.
In the present paper we show existence and uniqueness of solutions of the SDE (1.1) for an arbitrary (F t ) adapted process H = (H t ) with H 0 ∈ D and an arbitrary Lipschitz operator F , and thus we generalize the results of [8, 9, 11] considerably. The proof of our main result is based on new a priori estimates for the solution of the deterministic Skorokhod problem
These estimates say that for any T ∈ R + and any a ∈ D, sup t≤T |x t − a| and |k| T are bounded by constants depending only on y 0 , sup t≤T |y t −a| and the modulus of continuity ω y . As a consequence, we prove existence and uniqueness of solutions of the Skorokhod problem (1.2) in an arbitrary open convex set D. In this way we solve Tanaka's problem (see [11, Remark 2.3] ) concerning existence of a solution of the Skorokhod problem associated with y ∈ D(R + , R d ) (in the case where y is continuous, Tanaka's problem was solved earlier by Cépa [2] ). 
where ω x (I) = sup s,t∈I |x s − x t |. The following remark can be found in Menaldi [4] and Storm [10] . 
Let y ∈ D(R + , R d ) with y 0 ∈ D. We say that a pair (x, k) is a solution of the Skorokhod problem associated with y if
3) k is a function with locally bounded variation, k 0 = 0, and
where
The following estimates on the solution of the Skorokhod problem will prove extremely useful in the proofs of our main results. 
we have
([T /η] denotes the largest integer less than or equal to T /η).

Proof. (i) We proceed along the lines of the proof of Theorem 3.2 in [2]. Let 0 ≤ t ≤ T . It is easily seen that
Therefore, for any 0 ≤ s ≤ t ≤ T ,
On the other hand, since y ∈ D(R + , R d ) it follows that there exist η > 0 and a subdivision (
and, as a consequence,
From (2.6) it follows immediately that 
, this proves (ii).
Since {y n } is relatively compact, for any a ∈ D, T > 0 there exists η > 0 such that sup n ω y n (η, T ) < dist(a, ∂D)/2. Moreover, relative compactness of {y n } implies that sup n sup t≤T |y n t | < ∞. Therefore (i) follows from Theorem 2.2. (ii) Since {y n } is relatively compact, for any T > 0 and ε > 0 there exist δ > 0 and 0 = s 0 < s 1 
and hence, max k≤r ω
which together with (i) shows that {(x n , y n )} is relatively compact in 
Proof. By Corollary 2.3(ii), the sequence {(x n , y n , k n )} is relatively compact in D(R + , R 3d ). Therefore, there exists a subsequence (n ) ⊂ (n) and a pair (x , k ) such that
By [11, Lemma 2.2] the solution of the Skorokhod problem associated with y is unique. Therefore, the proof is completed by showing that (x , k ) is a solution of the Skorokhod problem. Obviously x = y + k . Moreover, by Corollary 2.3(i), sup n |k n | T < ∞, T ∈ R + , which implies that |k | T < ∞, T ∈ R + . To check (2.3), we first note that it is equivalent to the following two conditions: for any bounded continuous f : 
On the other hand, since (x n , k n ) is a solution of the Skorokhod problem, for each n we have Proof. Let {y n } be the sequence of discretizations of y defined by y n t = y k/n , t ∈ [k/n, (k + 1)/n), n ∈ N. We check at once that for every n ∈ N the pair (x n , k n ) defined by
, n ∈ N, solves the Skorokhod problem for y n . Since y n → y in D(R + , R d ), the result follows from Theorem 2.5.
SDEs in convex domains.
Let (Ω, F, (F t ), P ) be a filtered probability space and let Y be an (F t ) adapted process with Y 0 ∈ D.
We say that a pair (X, K) of (F t ) adapted processes solves the Skorokhod problem associated with Y if for almost every ω ∈ Ω the pair (X(ω), K(ω)) is a solution of the Skorokhod problem associated with Y (ω).
From Theorem 2.6 it follows that for any process Y with Y 0 ∈ D there exists a unique solution of the Skorokhod problem associated with Y . The following remark is due to Słomiński (see [8, Corollary 1] ). 
for every (F t ) stopping time τ .
Let us denote by F d the class of d-dimensional (F t ) adapted processes and by M d the class of (F t ) adapted processes with values in the set
We say that an operator F :
We say that a pair (X, K) of (F t ) adapted processes is a strong solution of the SDE (1.1) if (1.1) is satisfied and (X, K) is a solution of the Skorokhod problem associated with
We can now formulate our main result. Proof. By using the arguments from the proof of [6, Chapter V, Theorem 7], we may and do assume that F (0) t = 0 and L t < L for some constant L > 0. Since Z is a semimartingale, it admits a unique decomposition
is a local square-integrable martingale, |∆M | ≤ 2, and B is a predictable process with locally bounded variation, |∆B| ≤ 1. Let C 1 be a constant from Remark 3.
We first prove existence and uniqueness of a solution of (1.1) on the in-
For fixed k ∈ N we denote by S 2 the class of (F t ) adapted processes
Then S 2 is a Banach space with the norm Y S 2 = (E sup t≤1 |Y t | 2 ) 1/2 . Define the mapping Φ on S 2 by letting Φ(Y ) be the first component X of the solution (X, K) of the Skorokhod problem associated with
. We will show that Φ is a contraction mapping on S 2 . To see this, we first observe that Φ(
Therefore, by Corollary 2.4, Φ(Y ) ∈ S 2 . Furthermore, by Remark 3.1, for any Y, Y ∈ S 2 we have
From the above we see that Φ : S 2 → S 2 is a contraction. Hence, by the Banach contraction principle, it has a fixed point X k , which is a unique solution of (1.1) on [0, τ k [. Since P (τ k = τ ) ↑ 1, putting X = X k on [0, τ k [ we obtain a unique solution on [0, τ [. Moreover, putting
we obtain a solution on [0, τ ], because F (X τ − ) τ − = F (X) τ − by the definition of F . Now, we define a sequence of stopping times
where 
