A method for producing short electron bunches in an electron storage ring using pulsed phase modulation has been demonstrated. A simple theoretical model was validated using the particle tracking code ELEGANT, and the bunch compression process was observed experimentally in the Advanced Photon Source storage ring using a visible light streak camera. Compression to 54% of the initial bunch length was achieved.
I. INTRODUCTION
A number of synchrotron radiation x-ray experiments at the Advanced Photon Source make use of the fast time structure of the particle beam, and would benefit further from even shorter bunches than those normally available during machine operation. Efforts to produce very short pulses in new free-electron laser projects such as the Linac Coherent Light Source [1] and the Subpicosecond Photon Pulse Facility [2] at Stanford, the European X-ray FreeElectron Laser Project [3] , and energy recovery linacs [4] at Jefferson Laboratory and Cornell are further evidence of the high level of interest in this area.
The steady-state bunch length in electron storage rings is determined in general by a combination of quantum excitation and bunch-current-dependent effects such as potential well distortion and the microwave instability. At the Advanced Photon Source (APS), this results in significant bunch lengthening as the single bunch current is increased. For this reason, efforts to reduce the equilibrium bunch length by means of a momentum compaction reduction, for example, have been successful only in the case of very small bunch current [5, 6] . A number of schemes have been put forward to overcome bunch lengthening and provide very short x-ray pulses [7, 8] . The technique described here makes use of rf phase modulation to excite a quadrupole bunch shape oscillation in a controlled fashion, while maintaining high peak current and low emittance. Considerable effort is sometimes required to suppress oscillations of this type, which result from undesirable beam instabilities [9, 10] . Amplitude modulation [11, 12] and phase modulation [13] [14] [15] [16] have been used in electron storage rings, both to improve beam lifetime by lengthening the bunch to overcome Touschek scattering, and to cure instabilities. A recent experiment demonstrated bunch compression in an electron storage ring using amplitude modulation [17] .
Detailed experimental studies of the effects of rf phase modulation on particle motion in an electron storage ring [18] and a proton cyclotron [19] have been performed. Amplitude modulation [20 -23] and bunch compression techniques [24] in proton machines bear the closest resemblance to the method described here. Since the synchronous phase in an electron storage ring varies strongly with rf voltage, amplitude modulation results in undesirable centroid oscillations, in addition to a shape oscillation. In a proton ring, the technique described here is analogous to attempting the phase-space manipulations while the beam energy is rapidly ramped. Phase modulation of the total rf voltage in an electron ring also causes complicated phasespace motion, especially for the large levels of modulation we require (up to 45 degrees p-p).
The APS rf cavities are normally arranged to be driven from two separate klystrons, each unit powering a set of eight cavities. In the simplest conception, one can introduce an interstation phase difference between the two systems until the particle beam is aligned at the zerocrossing phase of one of them. This effectively separates the focusing and acceleration functions of the rf. The system at zero crossing behaves like a fixed energy proton ring's rf system, performing only focusing, while the second system provides the energy recovery function. If the voltage of this second system is set equal to the energy loss per turn U 0 , it will be on-crest, performing acceleration but no focusing, and the two systems will be in quadrature.
Amplitude modulation of the zero-crossing system at twice the synchrotron frequency f s will result in the desired quadrupole bunch shape oscillation, in a fashion nearly identical to that described by Bai et al. [21] . The mechanism behind the induced oscillation is that of a driven parametric oscillator, with the parameter in question being the synchrotron frequency. Rather than using amplitude modulation of the zero-crossing system, a phase modulation of the on-crest system will produce a large synchrotron tune modulation with minimal amplitude modulation, resulting in the desired shape oscillation. It is this technique that is the topic of our investigations.
Experiments conducted at the APS using this technique have demonstrated a factor of 2 reduction in bunch length. The mechanisms that limit the technique to a factor of 2 for the special case of the APS are not immediately obvious, and it is likely that compression by larger factors is possible for different machines and operating conditions. The methodology developed here provides a general framework for quantitatively determining the effectiveness of the method. The primary thrust of this article is the experimental demonstration of the compression technique, while preserving both bunch intensity and emittance. The authors are aware of no other means for accomplishing this short of the introduction of major machine modifications such as the installation of crab cavities to implement the Zholents x-ray pulse compression scheme [7] .
A simple theoretical model of the parametric resonance and resulting shape oscillation is given in Sec. II. An approximate solution to the resulting differential equation is contrasted with an exact numerical solution. Simulation of the longitudinal dynamics including the phase modulation is described in Sec. III, and comparisons are made with the simple theoretical model. A discussion of energy spread effects is given in Sec. IV, and in Sec. V an experiment conducted on the APS storage ring is described, and streak camera results are given. The results are compared in detail with particle tracking.
II. PARAMETRIC RESONANCE GROWTH RATE
Consider the longitudinal equation of motion for a particle undergoing small amplitude synchrotron oscillations in the absence of synchrotron radiation damping:
where ÿ S , with ! rf t, i.e., is the particle's time coordinate written in units of rf phase measured relative to the synchronous phase S . The angular synchrotron frequency S 2f S is given by
Here the notation follows that of Wiedemann [25] , slightly modified for relativistic electrons. Also, ! rf is 2 times the rf frequency f rf , C is the momentum compaction, e is the electronic charge,E is the energy, T 0 is the revolution period, and V is the rf voltage waveform. For the general case of two rf systems with the same frequency but independent amplitudes and phases,
Declaring the system with voltage V 2 to be the on-crest system, a constraint is imposed by requiring that the energy gained by particles at the synchronous phase S be equal to the synchrotron radiation loss per turn U 0 :
since S ÿ 2 =2 when no modulation is applied. To include the phase modulation, the quantity ÿ 2 in Eq. (3) should be replaced by
where is the phase-modulation amplitude and ! m is the modulation frequency. Combining Eqs. (3)- (5), and assuming that the phasemodulation amplitude is small compared to unity, the angular synchrotron frequency becomes
where the quantity V 0 is given by
Here the effects of the two systems are seen explicitly, especially if U 0 V 2 , so that V 0 V 1 , and the two systems are in quadrature. In this case, the nominal synchrotron tune is set by V 1 alone. For the on-crest system, the voltage V 2 provides tune modulation in addition to energy recovery. Finally, the equation of motion can be written
where
and the modulation parameter m is given by
Equation (8) 
where the instability growth rate is given by
For the quadrature condition V 1 V 2 U 0 , the growth rate becomes
The essential thing to notice about Eq. (11) is that the locations of the zero crossings become independent of the initial conditions for times t 1=. What this implies is that in the case of a perfectly linear phase space, the bunch length will eventually shrink to zero at each of the times corresponding to those zero crossings, which occur twice each synchrotron period. To demonstrate this, Eq. (11) can be rewritten as
For an ensemble of particles with a given distribution of initial phase-space parameters f 0k ; _ 0k g, the evolution of the mean square phase can be written as
The initial distribution is assumed to be symmetric, i.e., h 0 i h _ 0 i 0, and uncorrelated, h 0 _ 0 i 0. The result is
Inspection of Eq. (16) shows that the minimum bunch length, proportional to the root mean square phase, occurs twice each synchrotron period, at times s0 t n 1=4, i.e., whenever the cosine term is zero. At these times,
showing the exponential reduction of the bunch length with time. The second expression corresponds to a ''matched'' initial phase-space condition. It is easy to see that the maximum bunch length occurring at times s0 t n ÿ 1=4 grows exponentially with the same rate . Rewriting Eq. (16) 
The bunch longitudinal shape oscillations described by Eq. (18) are shown in Fig. 1 . Plotted in this way, the maxima and minima in Fig. 1 lie along straight lines with slopes m, the modulation parameter. The essential property of any exact solution to the original differential equation (8) is that it becomes phase locked to the phasemodulation drive signal at times t 1=. This ultimately results in the exponential decay of bunch length with time as in Eq. (17), and as shown graphically in Fig. 2 . The functions Ct and St were computed numerically from the original differential equation (8), and the results were inserted into Eq. (15) to arrive at the result shown in Fig. 2 .
The minimum bunch length values shown in Fig. 2 decay exponentially with nearly the same decay rate as for the approximate solutions of Fig. 1 . A series of linear least squares fits to these minima were made, and shown in Fig. 3 are the slopes of the fitted lines as a function of the parameter m, from which the effective decay rate can be determined. The error made by using the approximation m s0 =2 is seen to be below 10%, even for very strong phase modulation.
A number of effects have been neglected in the simple theoretical model just described. For example, synchrotron radiation damping and quantum excitation have both been ignored. It might be expected that the normal balance between these two effects, which determines the equilibrium zero-current bunch length, will be preserved. Another limitation on this model arises from the nonlinearity of longitudinal phase space. Because particles with larger amplitude will have different synchrotron periods, the compression process will be self-limiting. To investigate these effects quantitatively, it is necessary to use particle tracking simulations.
III. SIMULATION
The accelerator tracking code ELEGANT [27] was used to model the longitudinal dynamics of the Advanced Photon Source storage ring with the addition of the abovedescribed phase modulation. Shown in Table I are the relevant longitudinal ring parameters. Two 1-MW klystrons are normally used to drive 16 rf cavities at 352 MHz. While the total rf voltage is nominally 9.4 MV, the system has been designed to operate in this mode with as much as 12 MV total. Increasing the total rf voltage from 9.4 to 10:74 2 U 0 allows the quadrature condition V 1 V 2 U 0 from Eq. (13) to be satisfied.
The program ELEGANT and the self-describing data set toolkit suite of C programs provide a very flexible environment for running accelerator tracking simulations using high-level scripting languages. In this case, Tcl=Tk scripts were used to configure the input files and command line options for a series of tracking runs that were submitted to a cluster of dedicated Linux computers used for accelerator studies. The tracking runs proceeded in a two-step process. Initially ELEGANT was used to generate a file containing the initial linear lattice functions. This was followed by a special step to insert longitudinal parameters, rf voltages, bunch length, etc., taking into account the phase separation between the two rf systems. Once the initial sixdimensional lattice functions were determined, a separate file was created containing the phase-modulation waveform. Finally, ELEGANT was executed a second time, making heavy use of macro substitutions to start the tracking runs with the previously determined matched phasespace parameters. Of particular importance were the ''RAMPRF'' lattice element used to apply the phase modulation and the ''bunched beam'' command, which was used to generate the initial six-dimensional particle distribution. Shown in Fig. 4 is a typical phase-modulation waveform. A tone burst was modeled in order to limit the size of the resulting oscillations, since it was intended to apply this experimentally in a periodic fashion without losing too many particles. A hold-off period prior to the beginning of the modulation was used as a check to ensure a good initial match with no shape oscillations. The modulation frequency, equal to twice the synchrotron frequency, is 3.6 kHz using Eq. (9). In spite of operation with higher rf voltage (10.74 MV), the synchrotron frequency is lower than indicated in Table I as a result of the 90 initial phase separation between the two rf systems. A total of 10 000 particles were tracked through 2000 turns, amounting to 7.4 milliseconds. Each simulation required approximately two hours to complete.
The model included both quantum excitation and radiation damping. Two methods are available for modeling these synchrotron radiation effects. The first method incorporates quantum fluctuations for each magnetic element individually, and is very computationally intensive. The second method models this in a lumped fashion, with fluctuations and damping introduced once per turn. Comparing the two methods, no significant differences were found impacting the bunch compression process, so the simpler method was used for the majority of the tracking runs.
Shown in Fig. 5 are results of the tracking runs for phase-modulation amplitudes 2:3, 5.7, 11.5, and 22.9 degrees, corresponding to m 0:02, 0.05, 0.1, and 0.2, respectively, using Eq. (10). The phase-modulation waveform shown in Fig. 4 was used here.
On the left is the rms bunch length while the right-hand plot shows rms fractional energy spread in percent. The initial bunch length, 23.5 ps rms, is somewhat larger than indicated in Table I as a result of the DC phase separation between the two rf systems. In this configuration, the energy acceptance is 1.7%, slightly smaller than indicated in the table. The minimum bunch length, which occurs for m 0:2, is 11.6 ps, a reduction of more than a factor of 2.
After an extended period the compression process breaks down, most likely as a consequence of bucket nonlinearity, quantum excitation, or some combination of the two. To investigate further the impact of bucket nonlinearity, a series of tracking runs were conducted with the rf frequency reduced by a factor of 3, the voltage V 1 (the zerocrossing system) increased by a factor of 3, and using 3 times the phase-modulation amplitude . This has the primary effect of increasing the energy acceptance from 1.7% to 8.4% while holding the synchrotron frequency f s and modulation factor m constant. Shown in Fig. 7 is a comparison between pairs of simulations, with the primary variable being the energy acceptance. Several modulation cycles are required to drive particles to amplitudes large enough for bucket nonlinearity to show a significant effect, visible only with strong modulation m 0:1 and m 0:2.
The discrepancy between theory and simulation seen in Fig. 6 is apparently the result of a limiting process other than bucket nonlinearity. Figure 8 shows a simulation result for an extended period using very weak phase modulation (m 0:02). In this case, the simulation was allowed to run for 5000 turns, and the theoretical result is overlaid to indicate the discrepancy. The modulation was halted after 50 cycles, with the effect of radiation damping evident at later times.
The main conclusion from Fig. 8 is that the shape oscillations appear to approach a steady state after an extended period, due to some unidentified limiting process. The simulation result shown here is independent of energy acceptance due to the relatively small oscillation amplitudes involved, ruling out bucket nonlinearity as a mechanism. The two major elements other than bucket nonlinearity that are present in the simulation but not in the theoretical result are radiation damping and quantum excitation. It is actually straightforward to add a damping term to the theory [28] where the radiation damping constant is 1= " , the reciprocal of the longitudinal damping time. In addition, it is a simple matter to remove quantum excitation from the simulations while retaining radiation damping. Shown in Fig. 9 is a comparison between Eq. (19) and a simulation result omitting quantum excitation, where the modulation constant m was adjusted to cause the growth rate to cancel radiation damping, i.e., . In the simulation, the modulation was stopped after 20 cycles. From the excellent agreement between theory and simulation seen in the figure, it is clear that the primary cause of the discrepancy in Figs. 6 and 8 is quantum excitation.
As pointed out in Ref. [29] , quantum excitation has a significant effect on longitudinal motion of individual particles in high-energy electron storage rings. As a result of intense quantum excitation, the intuitive notion of particles moving on closed paths in longitudinal phase space is only reliable for short periods of time. In the APS, quantum excitation causes the typical electron's momentum deviation to change by about (0.1%) in only 300 turns, which is about two synchrotron oscillation periods. Hence, it is not surprising that quantum excitation has a significant limiting effect on the response to the phase modulation.
Shown in Fig. 10 is the efficiency, from simulation, of bunch compression as a function of the phase-modulation amplitude for the APS storage ring. Both quantum excitation and bucket nonlinearity limit the attainable bunch length using this technique, although quantum excitation dominates.
IV. ENERGY SPREAD EFFECTS
For bunch compression by a factor of 2 using this technique, the energy spread is approximately doubled, as indicated in Fig. 5 . For insertion device (ID) beam lines, this impacts performance by both increasing the horizontal source size and broadening the undulator spectral lines, reducing brightness. In actual fact the energy spread at maximum compression for the strongest modulation is a bit more than doubled, but for the present discussion, a factor of 2 is a convenient factor to set the scale of the problem.
At the APS, the effective emittance for ID source points is 3.1 nm-rad, while the natural emittance is 2.5 nm-rad. Effective emittance is the product of rms beam size and angular divergence at the ID source point, where the beam is focused to a waist. Nonzero dispersion at the ID source points (17 cm) together with the natural energy spread (0.096% rms) increases the horizontal beam size from 221 microns rms to 276 microns -by the same factor relating natural to effective emittance. Doubling the energy spread results in an increase in the rms horizontal beam size by an additional 44%, from 276 microns to 396 microns, resulting in an increase in effective emittance by the same factor. Since brightness is proportional to the reciprocal of emittance, this implies a 30% loss in brightness associated with the increased beam size.
The second effect of increased energy spread is a broadening of the undulator spectral lines. This can be seen most easily from the formula for the on-axis radiated x-ray wavelength for undulator harmonic n:
Here u is the undulator period, equal to 3.3 cm for the standard APS undulator A design. The relativistic factor is the particle's energy divided by its rest energy, and K is the undulator strength parameter. Photon energy, proportional to the reciprocal of wavelength, thus scales as the square of beam energy, and an increase in energy spread translates directly into spectral line broadening and brightness reduction.
While detailed computations of the undulator spectrum, accounting for beam size, energy spread, and other factors are somewhat involved, many computer codes are welldeveloped for computing on-axis brilliance [30, 31] . Shown in Fig. 11 are tuning curves for APS undulator A, period 3:3 cm, N periods 72, for the APS ring operating with 102 mA and 1% horizontal=vertical coupling. In the lefthand plot, the upper curves are for nominal APS operating conditions for the first, third, and fifth undulator harmonics, while the lower curves show the effect of doubling the particle beam's energy spread. The ratio of the two curves is shown in the right-hand plot, indicating that the overall loss of on-axis brilliance from energy spread effects lies in the range from 43% to 64%. This includes both beam size and line broadening effects.
While the loss in brightness from energy spread effects is significant, it should be noted that the achievable duty cycle has a much more dramatic effect on the count rate for any x-ray experiment. For convenience, the experiment described below was conducted using the 2-Hz APS injector repetition rate; however, the maximum possible rate is limited primarily by the time necessary for the beam to damp following removal of the excitation. Given the APS storage ring's 5-ms longitudinal damping time, this limiting rate is likely near 50 Hz. A scheme to partially reverse the compression process by applying the modulation twice with a quarter-synchrotron period of delay between tone bursts may allow a somewhat higher repetition rate. In practice, many x-ray experimentalists interested in shortpulse operation conduct pump-probe experiments using a laser that is triggered near 1 kHz. Thus, the loss in number of usable photons is not as severe as one might think.
V. EXPERIMENT
To effect the required phase modulation, a special DC (i.e., low frequency) summing junction was inserted into the phase control regulation loop of one of the two APS rf systems, as shown in Fig. 12 . An arbitrary function generator (AFG) was used to introduce a 3.6-kHz phasemodulation tone burst at the APS injector 2-Hz repetition rate (Stanford Research Systems DS345). A separate fast phase detector (Analog Devices AD 8302) was used to independently monitor the modulation, since the in-loop phase detector response demonstrated a roll off with increasing modulation frequency.
This phase control loop regulates the average phase of 8 out of the total of 16 rf cavities installed in the ring. The second rf system was operated with no special hardware or control settings, but with an adjustable DC phase shift relative to the first system. Shown in Fig. 13 are oscilloscope waveforms characterizing the response of the first system to the application of eight cycles of 3.6 kHz from the AFG. Other than startup shutdown transients, the phase tracks quite well. Eight cycles were chosen since the expected best compression from simulation occurs during the first few modulation cycles (Fig. 5) , and beam loss will occur if strong modulation is applied for an extended period. The motivation for using a cosine wave for the simulations as shown in Fig. 4 instead of the sine wave of Fig. 13 was to allow direct comparison with the Mathieu equation in a standard form, as seen in Eq. (8) . It is straightforward to modify the waveform used for the simulation to compare with experiment, which used sinusoidal waveforms.
After correction for the fast phase detector's DC offset, it is seen that using 150-mV peak AFG drive voltage produced 19:5 degrees peak of actual phase shift. Because of the in-loop phase detector's limited frequency response, a factor of 2 change in modulation frequency from 2 to 4 kHz, using the same drive voltage, resulted in over a factor of 3 increase in real phase-modulation amplitude.
A single bunch of approximately 5 mA (18 nC) was initially stored in the machine, and the total rf voltage was increased from the normal 9.4 MV to twice the synchrotron loss per turn, 10.8 MV. The relative phase between the two systems was shifted until the synchrotron tune arrived at the correct value, 1.8 kHz, assuring that the two systems were in quadrature. Klystron forward power was used as the best diagnostic to determine the correct sign of this phase shift. Since the on-crest system must provide the energy recovery function while the zero-crossing system performs no net work on the particle beam, the forward power must increase for the desired on-crest system and vice versa for the zero-crossing system as the relative phase between the two systems is moved in the correct direction. Note that the total stored beam current is limited by the available forward power from a single rf system. Up to 130 mA have been stored using two rf systems, limiting the total stored beam using this technique to about 65 mA.
With four klystrons, up to 250 mA have been stored in the APS [32] .
A Hamamatsu C5680 dual-axis streak camera installed in the visible light diagnostic bending magnet beam line at APS sector 35 was used to characterize the longitudinal shape oscillations [33, 34] . A model M5675 synchroscan unit tuned at 117.3 MHz, one third of the master oscillator frequency, was used for the vertical sweep (fast time axis). The horizontal sweep unit, model 5679, provided selectable time ranges from 100 ns to 100 ms. A 5-ms range was used for this experiment. Streak images were digitized by a DataCube MV200 video digitizer. The instrument has a bunch length resolution of 4 ps rms on the sweep range used. Figure 14 shows streak camera images collected using the phase modulation described by Fig. 13 , as the phasemodulation amplitude was varied. Each image was sliced vertically and a Gaussian fit was made for each line to extract the rms bunch length as a function of time, shown in Fig. 15 . The beam current stored is indicated, and is responsible for the variation seen in the initial bunch length. For the strongest modulation, the beam lifetime was reduced from 6 hours to 15 minutes, and corresponds to the last data set collected, with the lowest stored beam current and shortest bunch length observed.
In an effort to simulate the experimental conditions as closely as possible, a modulation waveform was constructed as the sum of 8 cycles of 3.6 kHz with a small startup transient, empirically determined by subtracting the upper and lower waveforms in Fig. 13 . The result is shown in Fig. 16 . Simulation results are shown in Fig. 17 .
While the minima seem to track reasonably well, the maximum bunch length from simulation is significantly larger than observed experimentally for all except the strongest modulation case, which was conducted with the smallest amount of stored beam. There is in addition an apparent discrepancy in the frequency of the resulting shape oscillation, most apparent in the m 0:11 data. Variations in this frequency are even seen between the different experimental waveforms in Fig. 15 . It is unlikely that the slow time base of the streak camera could vary by such a large amount over the course of the measurements, and oscilloscope measurements of the arbitrary function generator waveforms showed no evidence of a variation on this scale. It is certainly possible that these effects are partially the result of bunch-current-dependent collective effects, which were not included in the simulation. For example, potential well distortion tends to reduce the synchrotron tune as the bunch current increases, which would bring the system out of resonance. Finally, shown in Fig. 18 is a comparison between experimental and simulated bunch compression efficiency as a function of modulation strength m. Also shown are the bunch currents corresponding to each of the experimental data points. The shortest observed bunch length was 21.9 ps, occurring for the strongest modulation and lowest current. The fractional reduction in bunch length was greatest for slightly weaker modulation, with the largest beam current.
VI. CONCLUSIONS
A method for transient bunch compression in highenergy electron storage rings using phase modulation has been modeled theoretically, simulated, and demonstrated experimentally. Compression by a factor of nearly 2 has been seen in the APS storage ring. Simulation results indicate that quantum excitation is the dominant factor limiting the compression process, with bucket nonlinearity playing a smaller role, at least for the APS. The best compression is seen during the first few cycles using the strongest allowable modulation amplitude.
While quantum excitation limits bunch compression to approximately a factor of 2 for the APS storage ring operating at 7 GeV, simulation results conducted at 5 GeV indicate that compression by a factor of 3 should be possible. Because the energy loss per turn varies as the fourth power of energy, however, the on-crest rf system voltage must be reduced from U 0 5:4 MV to 1.6 MV for 5-GeV operation. At even lower beam energy, amplitude modulation is a more practical approach, since the on-crest voltage for the phase-modulation scheme becomes unreasonably small, and along with it the ability to modulate the synchrotron tune. 
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