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Resumo
Possuindo um forte apelo comercial e alavancado por tecnologias de virtualização, a Com-
putação em Nuvem focou na oferta de computação como serviços aos interessados sob um
modelo de negócio inovador para o segmento. Seeu crescente uso destacou inúmeras li-
mitações que provedores de Computação em Nuvem enfrentaram na implementação e
oferecimento desse paradigma. Tais limitações motivaram a extensão da Computação
em Nuvem, permitindo o agrupamento de múltiplas nuvens em associações denominadas
Inter-Clouds. Organizados em associações, os provedores se tornaram aptos a negociar a
aquisição de recursos de outros provedores mediante condições mais atrativas, ao mesmo
tempo que possibilitou a oferta de seus próprios recursos ociosos aos demais membros
da respectiva Inter-Cloud. Contudo, associações Inter-Clouds são caracterizadas como
ambientes de compartilhamento de recursos, o que propicia a presença de provedores mal
intencionados denominados Free-Riders. Os Free-Riders possuem um comportamento
predatório, buscando atender somente seus próprios interesses e consequentemente pre-
judicando os demais provedores do ambiente. Mecanismos para evitar os Free-Riders,
assim como para manter a relação oferta × demanda de recursos equilibrada, se fazem
necessários em ambientes de associações de nuvens como as Federações de Nuvens. Tais
mecanismos devem ser hábeis em realizar a gestão do ciclo-de-vida dos provedores da fe-
deração, oferecendo incentivos àqueles provedores que possuem um bom comportamento
dentro do ambiente  nesse contexto pode ser descrito como a oferta e consumo de re-
cursos na mesma proporção. Somado a isso, esses mecanismos devem manter o ambiente
alinhando ao contrato que define a própria federação. Diante do exposto, esta tese propõe
uma nova Inter-Cloud denominada MultiClouds Tournament focada em tratar as defici-
ências de outras Inter-Clouds. Essa Inter-Cloud é inspirada no formato de um torneio de
futebol e baseada nas principais características das Federações de Nuvens.
Abstract
With a strong commercial appeal and leveraged by virtualization technologies, the Cloud
Computing focused on the provision of computing as services to stakeholders under an
innovative business model for the segment. Its growing use has highlighted numerous lim-
itations that Cloud Computing providers have faced in the implementation and offering of
this paradigm. These limitations encouraged the extension of Cloud Computing, allowing
the clustering of multiple clouds in associations called Inter-Clouds. Providers, organized
into associations, were able to negotiate the acquisition of resources from other providers
at more attractive prices while enabling the marketing of their own idle resources to other
members of the respective Inter-Cloud. However, Inter-Clouds associations are character-
ized as resource-sharing environments, which provides the presence of malicious providers
called Free-Riders. Free-Riders have predatory behavior, seeking to serve only their own
interests and consequently harming other providers of the environment. Mechanisms to
avoid Free-Riders, as well as to maintain the supply× demand of balanced resources, are
needed in multi-cloud environments such as Cloud Federations. Such mechanisms must
be able to perform the life cycle management of federation providers, offering incentives
to those providers that have good behavior within the environment  in this context can
be described as the supply and consumption of resources in the same proportion. In
addition, these environmental management mechanisms must maintain the environment
in line with the agreement that defines the federation itself. In view of the above, this
thesis proposes a new Inter-Cloud called MultiClouds Tournament focused on addressing
the shortcomings of other Inter-Clouds. This Inter-Cloud is inspired by the format of a
soccer tournament and based on the main features of Cloud Federations.
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Capítulo 1
Introdução
A busca por métodos capazes de propiciar computação como serviço de utilidade pública
(energia elétrica, água, gás etc.) são entregues aos interessados ainda continua sendo um
desafio em aberto. A comunidade científica vem prevendo essa necessidade, elencando os
obstáculos e definindo requisitos para desenvolver soluções que possam entregar compu-
tação como serviço. Jonh MacCarthy, contribuidor de destaque da disciplina Inteligência
Artificial e desenvolvedor da linguagem LISP [94], discursou em uma palestra realizada
em 1961 no Massachusetts Institute of Technology (MIT) que a principal barreira para
o oferecimento de computação como serviço era o estado atual (1961) das tecnologias de
comunicação, que naquele período eram limitadas e não tinham capacidade de suportar
a entrega de computação como serviço. Outro pesquisador de destaque na área de com-
putação, que também já vislumbrava o surgimento de uma tecnologia capaz de entregar
computação como serviço foi Leonard Kleinrock. Cientista chefe da Advanced Research
Agency Network (ARPANET) e o responsável pelas pesquisas iniciais em Teoria de Fi-
las [83] (base da formalização matemática da comutação de pacotes utilizadas até hoje
na Internet), também destacou a imaturidade das redes de comunicação naquele período
(1969) como o principal limitante da entrega de computação como serviço.
Nessas últimas duas décadas, o uso crescente e efetivo da Internet para os mais di-
versos fins (comércio, lazer, atividades profissionais etc.) serviu como catalisador para
o avanço exponencial nas pesquisas de novas técnicas para implementação de infraes-
trutura de redes de comunicação mais confiáveis, seguras, rápidas (throughtput) e com
maior capacidade de tráfego (bandwidth). Com isso, um dos principais obstáculos para
o desenvolvimento de tecnologias de computação como serviços de utilidade pública vem
se atenuando. Consequentemente, surgiram abordagens de tecnologias capazes de ofer-
tar computação como serviço, dentre elas podem ser utilizadas como exemplos a Service
Oriented Architecture (SOA) [116] e a Computação em Grade [24, 60]. Nesse contexto
a Computação em Grade se destacou, pois possibilitou a obtenção de recursos computa-
cionais de uma forma semelhante a aquisição de serviços. Contudo, a falta de controle
por parte dos usuários dos domínios onde suas aplicações estavam sendo processadas, o
modelo de negócio baseado em projetos, o apelo científico da solução entre outras ca-
racterísticas [60] desestimularam a utilização da Computação em Grade em um âmbito
comercial. Estes fatos abriram o caminho para outras tecnologias semelhantes e com
enfoque mais amplo, como a Computação em Nuvem.
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O inicio da conceitualização do paradigma de Computação em Nuvem é incerto e
difícil de rastrear pois não há um ponto ou artigo base de surgimento, porém é fato que
a popularização do termo se deu com a oferta do Elastic Compute Cloud (EC2) pela
empresa Amazon [7]. Possuindo um forte apelo comercial e alavancado por tecnologias
de virtualização, este novo paradigma focou na oferta de computação como serviço aos
interessados sob um modelo de negócio inovador para o segmento. Com o crescente uso
e amadurecimento da Computação em Nuvem, algumas limitações do paradigma original
foram expostas pelos provedores de serviços de Computação em Nuvem, principalmente a
dificuldade em manter a oferta de elasticidade na entrega de recursos [33,118] e problemas
em sustentar a qualidade dos serviços ofertados devido a comportamentos regionais de
uso [33]. Tais limitações fomentaram a extensão do paradigma, permitindo o agrupamento
de múltiplas nuvens em associações. O conjunto dessas associações recebeu o nome de
Inter-Clouds [65], tendo como principais representantes as Nuvens Híbridas, as Multi-
Clouds, a Sky Computing e as Federações de Nuvens.
As Inter-Clouds tiveram o foco no provimento de determinado conjunto de proprieda-
des do paradigma de Computação em Nuvem que provedores monolíticos não são hábeis
em oferecer. Somado a isso, as Inter-Clouds abriram um novo mercado de recursos, o
que possibilitou o aumento das receitas dos provedores [56, 127]. Organizados em asso-
ciações, os provedores se tornaram aptos a negociar a aquisição de recursos de outros
provedores mediante condições mais atrativas, ao mesmo tempo que possibilitou a oferta
de seus próprios recursos ociosos aos demais membros da respectiva Inter-Cloud. Con-
tudo, associações Inter-Clouds são ambientes de compartilhamento de recursos, o que
propicia a presença de provedores mal intencionados denominados Free-Riders. Os Free-
Riders priorizam suas próprias receitas e não são conscientes com o equilíbrio da relação
oferta × demanda de recursos disponíveis no ambiente onde estão. Esses provedores
Free-Riders prejudicam as associações e podem desestimular o uso dessas estruturas por
parte de outros provedores com boas intenções, isto é, conscientes com a disponibilidade
de recursos do ambiente. Uma consequência direta da presença de Free-Riders é a dimi-
nuição da oferta de recursos pois esses provedores não disponibilizam recursos, com isso
pode haver inflação nos preços de aquisição dos recursos restantes, por exemplo. Mesmo
associações que possuam mecanismos de controle, como por exemplo as Federações de
Nuvens reguladas por um Service Level Agreement (SLA) interno, não são hábeis para
impedir totalmente a presença desses Free-Riders [56].
Mecanismos para evitar os Free-Riders, assim como para manter a relação oferta ×
demanda de recursos equilibrada, se fazem necessários em ambientes de múltiplas nuvens
como as Federações de Nuvens. Tais mecanismos devem ser hábeis em realizar a gestão do
ciclo-de-vida dos provedores da federação, oferecendo incentivos àqueles provedores que
exerçam um bom comportamento dentro do ambiente  nesse contexto pode ser descrito
como a oferta e consumo de recurso na mesma proporção. Somado a isso, esses mecanismos
devem manter o ambiente alinhando ao contrato que define a própria federação. Diante
do exposto, essa tese propõe uma nova Inter-Cloud denominada MultiClouds Tournament
focada em tratar tais deficiências. Essa Inter-Cloud é inspirada no formato de um torneio
de futebol e baseada nas principais características das Federações de Nuvens, que serão
apresentadas no decorrer deste texto.
1.1. MOTIVAÇÃO 18
O restante deste documento está organizado como segue: a seguir serão abordadas a
motivação e os objetivos que levaram à elaboração desta tese. O Capítulo 2 apresenta
formalmente o paradigma de Computação em Nuvem, abordando suas propriedades e
as carências que levaram à criação das Inter-Clouds. Essa por sua vez também será
conceituada e descrita no mesmo capítulo. As Federações de Nuvens são apresentadas no
Capítulo 3, onde são formalmente definidas, as motivações para sua criação são elencadas,
e são descritas suas principais propriedades e desafios em aberto. Também no Capítulo 3
são expostas as principais arquiteturas de federações estudadas. No Capítulo 4 o problema
que motivou a elaboração desta tese é abordado em detalhes. A associação de múltiplas
nuvens MultiClouds Tournament, objeto desta tese, a abordagem para tratar a taxa de
trânsito pelas divisões do torneio proposto e a validação experimental da abordagem são
descritos nos Capítulos 5, 6 e 7, respectivamente. No Capitulo 8 a conclusão desse trabalho
é apresentada. Por fim, o Apêndice A apresenta os artigos publicados que suportam essa
tese e se apresentam como resultados e contribuição científica à comunidade. Já no
Apêndice B uma extensão do contexto de aplicabilidade da proposta é descrito. E nos
Apêndices C e D são apresentados, respectivamente, o fluxo de trabalho dos componentes
do MCT e uma breve discussão sobre as aplicações e cargas de trabalho aptas a utilizarem
o MultiCloud Tournament.
1.1 Motivação
A ausência de mecanismos efetivos de gestão dos recursos presentes em ambientes de
compartilhamento, tais como as federações e outras Inter-Clouds, se apresenta como a
principal motivação para a elaboração da proposta descrita nesta tese. Como será ex-
plorado no decorrer desse trabalho, ambientes de compartilhamento que não realizam a
gestão de recursos são susceptíveis a Free-Riders, os quais têm como objetivo o consumo
predatório de recursos. Ao mesmo tempo, tais elementos desestimulam a presença de
participantes que esperam consumir e ofertar recursos de uma forma racional.
1.2 Objetivos
Os objetivos principais da tese são propor uma abordagem Inter-Cloud e definir um me-
canismo que a torne apta a eliminar provedores de serviços de nuvens mal intencionados
(Free-Riders). Esse mecanismo é implementado através da constituição da abordagem de
múltiplas nuvens proposta aos moldes de uma competição de futebol, onde os provedo-
res (denominados jogadores) competem por recursos através da ascensão por divisões 
quanto mais nobre a divisão (mais próximo a primeira divisão) mais recursos o jogador
terá acesso. Derivados desse objetivo estão a elaboração de uma estrutura que suporte
à abordagem, onde são contempladas abordagens para os desafios elencados durante as
análises das propostas de Federações de Nuvens disponíveis na literatura, e a descrição
de uma metodologia para maximização de múltiplas características dentro das divisões.
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Capítulo 2
Computação em Nuvem
É possível observar que o termo Computação em Nuvem vem sendo frenquentemente
utilizado como sinônimo de avanço tecnológico. Contudo, ainda não há uma compreensão
uniforme do significado deste termo, especialmente por seus usuários. Isto é decorrente,
principalmente, do fato de se tratar de uma tecnologia formada por vários componentes
independentes que possuem funcionalidades distintas e um diversificado nicho de atuação.
Esta complexidade induz usuários, e até mesmo vários profissionais da área, a cometerem
erros de interpretação a respeito do real potencial da tecnologia. Devido a essas situações,
a construção de uma definição formal e abrangente deste novo modelo de computação é
uma tarefa árdua. Sendo assim, é necessário analisá-la de diferentes pontos de vista.
Como citado na compilação de trabalhos realizada por Vaquero et. al [124], alguns
autores como Watson et. al [128] e Geelan et. al [64] definem a Computação em Nuvem
como um paradigma inédito de disponibilização de recursos por meio de um novo modelo
de negócios, o que permite a redução do capital utilizado na aquisição de ativos físicos de
computação e armazenamento. Antonopoulos e Lee [12] descrevem a Computação em Nu-
vem como a evolução natural de tecnologias já existentes oferecidas sob um novo modelo
de negócios no qual os consumidores pagam somente o tempo de utilização dos recursos
de interesse contratados. O relatório técnico produzido pelo UC Berkey Adapative Distri-
bued Systems Laboratory [14] afirma que a Computação em Nuvem refere-se às aplicações
oferecidas como serviço pela Internet e todo hardware e software utilizados para prover
estes serviços. Já o National Institute of Standards and Technology (NIST) [95] dos Esta-
dos Unidos da América descreve a Computação em Nuvem como um modelo para ativar
convenientemente um conjunto de recursos computacionais que podem ser rapidamente
provisionados e liberados com o mínimo de esforço ou interação.
Sintetizando as definições apresentadas anteriormente, este trabalho define a Compu-
tação em Nuvem como:
Um conjunto de tecnologias, novas ou já existentes, trabalhando em simbiose
para oferecer recursos computacionais na forma de serviços aos interessados
sob um prático paradigma de disponibilização e comercialização. Nesse para-
digma os clientes pagam somente o que consumirem de acordo com restrições
e requisitos definidos em um contrato.
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Por meio dessa definição é possível organizar a Computação na Nuvem em um modelo
de três camadas (Figura 2.1): na camada central estão os recursos destinados aos clientes;
na segunda camada estão situados os elementos físicos e lógicos de suporte à nuvem, como
por exemplo, a infraestrutura de rede e o orquestrador de nuvem; e na camada periférica o
modelo de negócios e os itens de regulamentação do modo que os serviços serão oferecidos
e cobrados (valores, disponibilidade etc.).
Figura 2.1: As três camadas que representam o modelo de Computação em Nuvem.
2.1 Propriedades
A Computação em Nuvem possui um conjunto de propriedades que a diferencia de modelos
precedentes com propósitos semelhantes. Deste conjunto, destacam-se as propriedades
descritas em [95] que são apresentadas na Tabela 2.1.
Tabela 2.1: Cinco propriedades fundamentais da Computação em Nuvem.
COMPUTAÇÃO EM NUVEM
PROPRIEDADES DESCRIÇÃO
P1: Acesso ubíquo Uma vez contratado um serviço, o cliente pode acessá-lo através de redes
de comunicação (ex. Internet) utilizando diversos dispositivos.
P2: Elasticidade Permite que recursos sejam alocados e desalocados sob demanda assim
que a necessidade surja, evitando desperdícios.
P3: Auto-provisionamento Provê ao próprio cliente a autonomia de provisionar os recursos de com-
putação de interesse.
P4: Mensuração Os serviços são mensurados. Os dados obtidos são utilizados para gerar
transparência na cobrança junto aos clientes e otimizar o ambiente.
P5: Compartilhamento Recursos físicos presentes nas nuvens são virtualizados, logicamente iso-
lados e compartilhados entre diversos clientes [132].
2.2 Classes de Serviço
Na Computação em Nuvem, os recursos disponíveis no ambiente são ofertados aos clientes
sob a forma de serviços [63]. Não há uma limitação explícita do tipo de recurso que pode
ser ofertado como serviço dentro deste paradigma, sendo comum encontrar na literatura
especializada o termo Everything as a Service (XaaS) [23]. Dentro desse universo de re-
cursos estão os elementos físicos (ativos de computação básica, por exemplo) e lógicos (e.g.
softwares), além das funcionalidades que agem diretamente nos recursos e que também
podem ser ofertadas, como é o caso da segurança (firewall) e alta disponibilidade [5].
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Existe, ainda, uma disposição canônica dos serviços ofertados dentro do paradigma de
Computação em Nuvem [132]. Essa organização é constituída por três classes distintas
que hoje são a referência de todos os serviços, isto é, qualquer serviço disponível pode ser
inserido dentro de uma destas três classes. Cada uma das classes foca em um público alvo
(administrador de infraestrutura, desenvolvedor e usuário final) dos serviços representados
por ela. Considerando este relacionamento têm-se: i) infraestrutura como serviço (IaaS, do
termo em inglês Infrastructure as a Service)  foco nos administradores de infraestrutura,
ii) plataforma como serviço (PaaS, do termo em inglês Plataform as a Service)  foco
nos desenvolvedores, e iii) software como serviço (SaaS, do termo em inglês Software as
a Service)  foco nos usuários finais.
2.3 Modelos de Implantação
Um ambiente de Computação em Nuvem pode ser categorizado de acordo com o domínio
de usuários passíveis de utilizar os serviços disponíveis. As duas categorias mais impor-
tantes dentro do paradigma de Computação em Nuvem são as nuvens públicas e as nuvens
privadas. As nuvens públicas são voltadas ao público em geral e possuem, na maioria dos
casos, uma relação comercial com os clientes (e.g. Amazon Web Service (AWS) [6]). As
nuvens privadas, por sua vez, são destinadas a um público específico e possuem um cará-
ter organizacional. Por exemplo, o SERPRO [113], instituição da administração federal
brasileira, possui uma nuvem voltada aos seus desenvolvedores. Existem ainda outras
categorias que podem ser interpretadas como extensões das nuvens públicas e privadas.
Dentre as extensões estão as nuvens comunitárias, que são nuvens privadas compartilha-
das por um grupo específico de instituições (ex. universidades e centros de pesquisas), e as
nuvens híbridas, compostas por nuvens privadas que utilizam convenientemente recursos
de nuvens públicas para atender suas necessidades, usualmente de forma elástica e sob
demanda. Esse último modelo será abordado novamente na Seção 2.4.1.
2.4 Interconnected-Clouds
Com a consolidação do uso da Computação em Nuvem os olhos da comunidade científica
e das instituições comerciais especializadas [110] têm se voltado para as pesquisas rela-
cionadas à extensão e aperfeiçoamento do paradigma. Um foco de pesquisa nessa área
é o desenvolvimento de organizações de múltiplas nuvens. A principal motivação para
esse interesse é a limitação que muitos provedores de serviços de Computação em Nuvem,
ou Cloud Service Providers (CSPs), especialmente os de pequeno porte, enfrentam em
manter a Qualidade dos Serviços (QoS) prestados ao mesmo tempo que tentam se man-
ter aderente as propriedades do paradigma original (Tabela 2.1). Do ponto de vista de
possíveis clientes, determinados problemas se apresentam como limitantes na adoção da
Computação em Nuvem ofertada por um único provedor, isto é, monolítica. Dentre os
problemas estão: interrupção de serviços [8, 9]; falta de interoperabilidade de funcionali-
dades e representação de dados; e perda da QoS. Esse ultimo é proporcionado por fatores
técnicos dos equipamentos de rede utilizados e pela distância entre os CSPs e os clientes.
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Grozev e Buyya [68] formalizam as organizações de múltiplas nuvens em uma entidade
denominada Interconected Clouds (Inter-Clouds), utilizando a mesma definição apresen-
tada no Global Inter-Cloud Technology Forum (GICTF) 2010 [65]:
Inter-Clouds é um modelo de nuvem que tem o propósito de garantir QoS, tal
como desempenho e disponibilidade de cada serviço. Permite, sob demanda, a
reorganização e transferência da carga de trabalho entre uma rede de nuvens
de diferentes provedores baseado na coordenação dos requerimentos de cada
consumidor, respeitando os itens definidos em Service Level Agreement (SLA)
e usando interfaces padrão.
Ainda segundo Buyya et al. [33], organizações Inter-Clouds podem ter um caráter
voluntário ou involuntário considerando a presença dos CSPs dentro do ambiente. Nas
organizações voluntárias os CSPs sabem explicitamente que fazem parte de uma Inter-
Clouds, sendo assim trabalham cooperando bidirecionalmente, conscientes do estado atual
da organização. Isso pode refletir na melhora de fatores como o escalonamento de recursos,
por exemplo. Nas involuntárias, múltiplos provedores trabalham em conjunto, orquestra-
dos por uma terceira parte. É uma abordagem abstrata onde os CSPs constituintes não
sabem ou têm um conhecimento limitado da existência de outros provedores. São re-
presentantes das organizações Inter-Clouds involuntárias as Nuvens Híbridas [28,95] e as
Multi-Clouds [68, 84, 117]. Também é possível estender para todo conjunto Inter-Clouds
a classificação descrita por Kurze et al. [84] com o foco nas Federações de Nuvens (Capí-
tulo 3), onde as federações são classificadas de acordo com os tipos de serviços ofertados.
Sendo assim, voltando às Inter-Clouds, quando são ofertados camadas de serviços simi-
lares (e.g. IaaS) por todos CSPs da organização, tem-se uma Inter-Clouds horizontal,
onde as aplicações se beneficiam da elasticidade e redundância dos recursos de interesse.
Quando há uma heterogeneidade na oferta em relação aos tipos de serviços a Inter-Clouds
é classificada como vertical, onde é possível a execução de aplicações que utilizam mais
de uma classe de serviços (e.g. IaaS e PaaS).
Dentre as organizações Inter-Clouds, são exploradas no decorrer deste trabalho as Nu-
vens Híbridas, as aplicações Multi-Clouds, a Sky-Computing e as Federações de Nuvens,
além de uma nova abordagem de Inter-Clouds proposta (Capítulo 5).
2.4.1 Nuvens Híbridas
As Nuvens Híbridas (Figura 2.2) são associações unidirecionais realizadas entre CSPs
privados e públicos para obtenção conveniente de recursos, como no Cloud Bursting [92].
Essa conveniência está relacionada à indisponibilidade momentânea de recursos de CSPs
privados. A indisponibilidade provoca a contratação de recursos de CSPs públicos por um
determinado período de tempo. Outro fator de consumo de recursos de CSPs públicos é
o custo, onde a contratação de recursos externos é realizada quando o custo de utilização
deles é menor que o custo de utilização dos recursos internos ao CSP privado [28]. A
visibilidade nas Nuvens Híbridas é direcional, isto é, somente o CSP privado é ciente da
existência dos provedores de serviço de Computação em Nuvem públicos utilizados. Por
sua vez, esses CSPs públicos são conceitualmente alheios à associação Inter-Clouds.
2.4. INTERCONNECTED-CLOUDS 23
Figura 2.2: Nuvem Híbrida formada por um CSP privado e três CSPs públicos. No
exemplo, através de três interfaces de acesso, o CSP privado utiliza convenientemente os
recursos de três CSPs públicos estabelecendo com isso uma Nuvem Híbrida.
2.4.2 Multi-Clouds
Multi-Clouds são frameworks (OPTIMIS [57], por exemplo) ou bibliotecas que habili-
tam aplicações a coordenarem simultaneamente vários CSPs, fazendo eles trabalharem
como uma única entidade sem que tenham o conhecimento que cooperam entre si em
prol da aplicação. De acordo com Kurze et al. [84] a utilização de frameworks provê uma
camada de abstração entre a aplicação e os CSPs, onde, por meio de Application Progra-
ming Interfaces (APIs) [117], diversos provedores podem ser utilizados para redundância
e eventuais migrações de parte ou de toda a aplicação. Kurze et al. também relatam
que na segunda abordagem bibliotecas de interação com CSPs (ex. Apache Jclouds [61],
Apache Libcloud [62]) são incorporadas diretamente no código da aplicação, permitindo
de modo simplificado que ela faça a gestão dos provedores, escolha quais CSPs utilizará
e realize a redundância de componentes ou migração para outros CSPs caso necessário.
A Figura 2.3 apresenta duas aplicações: uma utiliza um framework (esquerda) e a outra
uma bibliotecas Multi-Clouds (direita).
Figura 2.3: Duas Abordagens de Multi-Clouds. Na primeira (esquerda) a aplicação, com
o auxílio de um framework, utiliza diversos CSPs de acordo com suas necessidades. Na
segunda (direita), o controle está embutido na aplicação por meio de bibliotecas que
habilitam o uso de múltiplos CSPs.
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2.4.3 Sky Computing
Descrita por Keahey et. al [78], a Sky Computing propõe a criação dinâmica de uma
camada abstrata denominada Metacloud sobre múltiplos CSPs independentes para a exe-
cução de aplicações. Estas aplicações preferencialmente devem ter o caráter distribuído
(Map Reduce [48], por exemplo) que demandem grande capacidade de processamento. A
solução é focada na interoperabilidade provida por uma camada virtual de rede e pela
contextualização dos fatores referentes à segurança e à confiança dos CSPs utilizados.
O principal diferencial da Sky Computing é que a associação é realizada sob demanda
e de acordo com os requisitos de SLA determinados pela aplicação. Para contornar a
heterogeneidade dos domínios específicos dos CSPs, a Sky Computing utiliza Virtual
Apliances [112] e Brokers de contextualização [77]. Esses dois elementos se encarregam
de preparar as máquinas virtuais destinadas à aplicação com as medidas de segurança e
contextualização de CSPs que serão utilizados. Já para gerar a camada virtual de rede a
Sky Computing utiliza uma tecnologia denominada Virtual Networks (ViNe) [120], que é
um roteador virtual em nível de usuário que fornece uma conectividade sobre a Internet
às VMs com as aplicações. O ViNe é agnóstico às restrições das redes privadas e aos
firewalls que possam estar presentes. Tal roteador virtual pode ser disponibilizado pelos
próprios usuários ou através de APIs pelos CSPs. Nesse último modo de disponibilização
há um ato voluntário por parte de cada provedor (instalação do ViNe em cada domínio).
Diante disso eles conhecem a criação de uma organização de múltiplas nuvens sobre eles.
A Figura 2.4 descreve graficamente a arquitetura da Inter-Cloud Sky Computing atra-
vés de um exemplo de uso.
Figura 2.4: Arquitetura da Sky Computing. Uma aplicação com determinadas necessida-
des é submetida a Sky Computing. Essa por sua vez, sob demanda, associa quatro CSPs
criando uma camada denominada Metacloud com o auxílio de uma rede virtual provida
pelas instâncias de ViNe.
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Capítulo 3
Federações de Nuvens
Uma Federação de Nuvens é um elemento Inter-Clouds com um conjunto de característi-
cas que a distingue de outras associações de CSPs. Contudo, a terminologia Federação de
Nuvens é recorrentemente, e do nosso ponto de vista, utilizada erroneamente para nomear
diversas outras associações de provedores de serviços de Computação em Nuvem como,
por exemplo, as Nuvens Híbridas, Multi-Clouds e as Sky-Computing. Um dos pioneiros
na investigação na área de associações de múltiplas nuvens, Dr. Rajkuma Buyya, em seu
trabalho com Grozev [68] realizou o agrupamento e a formalização de vários conceitos
relacionados às Inter-Clouds e às Federações de Nuvens. Os mesmos autores abordam
as federações como agrupamentos voluntários de nuvens distintas que colaboram entre si
para o intercâmbio de recursos1 quando necessário. Em outro trabalho [33], Buyya et al.
relatam que uma Federação de Nuvens deve possuir no mínimo três propriedades para
que seja de fato efetiva: (i) capacidade de dinamicamente expandir ou redimensionar os
recursos presentes para suprir as demandas que possam surgir; (ii) ser capaz de operar
como parte de um mercado direcionado ao empréstimo de recursos; e (iii) ter a habilidade
de entregar aos interessados serviços confiáveis, com custos efetivos, e respeitando QoS
pré-determinada em contrato. Nos trabalhos realizados por Manno et al. [90] e por Celesti
et al. [36] uma Federação de Nuvens é descrita como uma comunidade dispersa geografi-
camente, onde vários CSPs heterogêneos e autônomos cooperam entre si compartilhando
recursos computacionais para atingir objetivos em comum descritos em um contrato de-
nominado Federation Level Aggrement (FLA). Esse contrato também define os aspectos
econômicos e técnicos da federação, tais como o modelo de cobrança, a qualidade dos ser-
viços, políticas de gestão, restrições de uso e penalidades que possam ser exercidas caso
as restrições sejam violadas. Mano et al. [90] ainda relatam que cada CSP pertencente
a uma federação é interpretado como um domínio independente, com autonomia sobre
seus ativos computacionais contidos em suas respectivas infraestruturas e com livre arbí-
trio para a qualquer momento deixar a comunidade. Govil et al. [40] apontam que essa
organização surgiu da união de provedores de serviços de Computação em Nuvem, reali-
zada para que fosse possível disponibilizar mais recursos aos clientes e com isso mitigar
problemas relacionados ao não cumprimento dos acordos de nível de serviço.
1O termo recursos está intrinsecamente associado aos ativos de computação básica (processamento,
armazenamento etc.) consumidos pelos serviços. Porém, neste trabalho também poderá ser utilizado
para indicar serviços que são ofertados por CSPs.
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Do ponto de vista dos autores citados no parágrafo anterior, a organização de múltiplas
nuvens em uma federação traz consigo diversas vantagens, dentre as quais destacam-se:
• Garantia de desempenho: através da utilização de recursos adquiridos de outras
nuvens2 da federação é possível manter o desempenho dos serviços ofertados.
• Disponibilidade: a diversidade de localização onde estão situadas as infraestruturas
dos CSPs permite a migração de serviços de áreas que possam ser afetadas por
paradas não programadas [8, 9], mantendo com isso a disponibilidade dos serviços.
• Conveniência: a federação provê conveniência para o cliente em relação aos servi-
ços contratados. Isso permite aos clientes verem seus vários serviços de um modo
unificado.
• Distribuição dinâmica de carga de trabalho: devido à dispersão geográfica é possível
redirecionar cargas de trabalho para nuvens mais próximas dos clientes.
Este trabalho sintetiza as definições, descrições e propriedades expostas explorando o
fato de não haver impedimento para que nuvens especializadas em determinados tipos de
recursos ou serviços que pertençam a um mesmo proprietário constituam uma federação.
A síntese também enfatiza a distribuição geográficas das nuvens presentes na federação.
Sendo assim, as Federações de Nuvens são definidas como:
Uma organização Inter-Clouds com um caráter voluntário que deve possuir
uma dispersão geográfica máxima, um sistema de comercialização bem defi-
nido e ser regulamentada em termos de um Federation Level Aggrement que
estabelece um conjunto de regras que devem ser observadas pelas nuvens he-
terogêneas e autônomas dentro do ambiente. Esta organização tem que ser
capaz de prover elasticidade de recursos efetiva, garantir o desempenho dos
serviços, realizar a distribuição dinâmica dos recursos presentes no ambiente
e honrar fim-a-fim os SLAs dos clientes que foram previamente acordados.
No restante desta seção serão elencadas as principais motivações (Seção 3.1) para o
surgimento das federações e os desafios em aberto (Seção 3.2) inerentes a elas.
3.1 Motivações
Como já descrito na Seção 2.4, determinadas propriedades do paradigma da Computação
em Nuvem não podem ser alcançadas por provedores de nuvem monolíticos, especialmente
aqueles de pequeno porte. Mesmo algumas soluções Inter-Clouds (Nuvens Híbridas, por
exemplo) não são capazes de suprir algumas dessas carências. Diante disso esta seção tem
como objetivo descrever as principais dificuldades que se apresentam como motivações
para o estabelecimento das Federações de Nuvens.
2No decorrer desse texto o termo nuvem poderá ser utilizado para ser referir a CSPs.
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3.1.1 Provisionamento de Recursos
Um dos objetivos da Computação em Nuvem é tratar o problema de provisionamento de
recursos [132] oferecendo a propriedade denominada elasticidade (Tabela 2.1 do Capítulo
2). Porém, a elasticidade é realizada sobre ativos físicos que por sua vez são finitos.
Ao se esgotarem, torna-se impossível prover a elasticidade aos interessados, o que, por
sua vez, pode influenciar negativamente a adoção da Computação em Nuvem por parte
dos clientes. CSPs de pequeno e médio portes são mais sensíveis a esse problema pois
possuem menos ativos físicos em seus domínios, o que pode inviabilizar a elasticidade mais
brevemente neles do que em provedores maiores.
Criar mecanismos para mitigar a limitação interna de recursos é uma das motivações
que levaram ao surgimento das Federações de Nuvens. Nuvens organizadas em federações
podem oferecer seus recursos ociosos e solicitar recursos, quando necessário, a outros
membros da organização [66]. Esse mecanismo possibilita aos CSPs transcenderem a
quantidade de recursos físicos presentes em suas infraestruturas.
3.1.2 Cargas de Trabalho Regionais
A rede mundial de computadores, Internet, possui uma abrangência global. Serviços como
redes sociais e sistemas de busca executados sobre ela se beneficiam da sua alcançabilidade
para agregar o maior número de clientes possível em um escopo global. Neste cenário,
a QoS de cada serviço prestado é afetada por fatores técnicos (latência das redes que
formam a Internet por exemplo) e de fatores comportamentais, como aqueles atrelados a
cultura de uso de determinadas regiões. Como foi mencionado em [33], serviços popula-
res que possuem alcance global são susceptíveis a variações de cargas de trabalho locais
determinadas por eventos regionais. Por exemplo, o famoso dia da liquidação das lojas de
departamentos dos Estados Unidos da América (EUA), denominado Black Friday, pode
gerar um acréscimo significativo de carga de trabalho nos serviços de busca (ex. Google)
oriundo dos consumidores americanos. Essa carga de trabalho não se reflete no resto do
mundo, pois a Black Friday é um evento regional3. Esse comportamento pode provocar
prejuízos aos provedores que possuam infraestruturas nessas regiões, prejuízos estes que
podem afetar até mesmo a QoS dos serviços contratados por clientes que não pertençam
àquelas regiões.
As Federações de Nuvens são definidas prevendo a dispersão geográfica. Esta disper-
são, dentre outros objetivos como por exemplo prover resiliência à desastres naturais [13] e
minimizar custos [85], foca no atendimento às cargas de trabalhos regionais. Como é uma
organização definida em termos de um contrato, as localizações dos CSPs que compõem
a federação são conhecidas. Com isso, é possível redirecionar as cargas de trabalho para
as nuvens mais próximas às regiões de interesse, diminuindo tanto a latência oriunda da
distância como a influência regional de uso.
3O exemplo considera o evento original que acontece em Novembro nos EUA. Atualmente diversos
países realizam eventos similares na mesma época do ano.
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3.1.3 Barreiras Econômicas
O mercado de serviços fomenta instituições com o mesmo nicho de atuação a implemen-
tarem técnicas funcionais e não funcionais que permitam diferenciá-las das demais e obter
vantagens competitivas [32]. Provedores de serviços, devido à falta de padrões, implemen-
tam seus próprios modelos de representação de dados para armazenamento e de funciona-
lidades voltadas à execução dos serviços e aplicações, assim como interfaces e protocolos
de acesso. Tais situações podem aumentar o custo de migração de um provedor para ou-
tro, cerceando a liberdade dos clientes pela falta de portabilidade. Esse comportamento
carateriza um fenômeno econômico denominado Lock-in [105,107]. Kurze et al. [84] citam
outro fenômeno econômico relacionado ao subinvestimento. Considerando esse fenômeno,
por exemplo, um desenvolvedor pode firmar um contrato com um CSP para implementar
aplicações voltadas a ele. Para tal, é necessário realizar um investimento em conheci-
mento técnico e direcionamento tecnológico para aquela infraestrutura com o objetivo de
possibilitar a implementação da aplicação. Contudo, durante o processo de contratação
nem todos os aspectos da relação entre ambos podem ser formalmente definidos. Diante
dessa situação o provedor pode obter vantagens se beneficiando do investimento prévio
realizado pelo cliente em relação ao direcionamento tecnológico para a implementação das
aplicações. Para evitar esse cenário, desenvolvedores interessados podem diminuir (ou até
mesmo reter) os investimentos necessários e gerar resultados ineficientes.
Duas propriedades inerentes às Federações de Nuvens possibilitam mitigar as barrei-
ras econômicas expostas. O aspecto voluntário e o contrato interno podem definir os
critérios de interoperabilidade dentro da organização. Os membros da federação estão
voluntariamente dispostos a participar da organização e a se submeter aos padrões de
interoperabilidade pré-estabelecidos em contrato para aquela organização.
3.1.4 Questões Legais
O paradigma da Computação em Nuvem prevê que dados venham a ser armazenados ou
trafeguem em localidades diferentes daquelas onde o cliente está  um cliente na África
pode utilizar um CSP nos EUA por exemplo. Algumas instituições, principalmente en-
tidades governamentais, estão sujeitas a leis ou políticas internas que restringe o uso de
CSPs públicos [55] devido à dificuldade de definir explicitamente a localidade de armaze-
namento e tráfego de seus dados. Em países como o Brasil, este comportamento restringe
o uso de CSPs públicos para dados que envolvam segurança nacional como previsto no
Decreto 8.135/13 [2] do Governo Federal Brasileiro.
Nas Federações de Nuvens as localidades onde estão ou trafegarão os dados dos clientes
podem ser explicitamente definidas em contrato. Essa capacidade pode ser utilizada
para superar restrições legais que algumas instituições enfrentam. Voltando ao caso do
Brasil4 seria possível a criação de uma Federação de Nuvens compreendendo os países do
Mercosul [96] onde os dados do governo brasileiro seriam limitados àqueles CSPs em que
as respectivas infraestruturas estivessem dentro das fronteiras nacionais.
4Outros aspectos referentes aos dados (sigilosidade por exemplo) não foram considerados.
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3.2 Desafios em Aberto
Vários trabalhos [65, 68, 117], assim como os trabalhos anteriores de Assis et al. [18, 21],
descrevem um conjunto de desafios inerentes às federações. No decorrer desta seção, esses
desafios são apresentados, assim como as soluções existentes e as que possam vir a ser
utilizadas para mitigá-los.
3.2.1 Interoperabilidade
A Interoperabilidade [26] é a habilidade que componentes de sistemas distribuídos pos-
suem de interagir entre si [21]. A constituição de uma federação é possível somente por
causa desta propriedade, pois é formada por um conjunto de domínios heterogêneos passí-
veis de intercambiar informações, recursos e serviços. Segundo Toosi et. al [117] e Chen e
Doumengts [41] a interoperabilidade em Inter-Clouds, como as federações, pode ser imple-
mentada utilizando ontologias, brokers ou interfaces padronizadas. As ontologias [90] são
representações do conhecimento que não necessitam da exposição explicita das tecnologias
utilizadas, delegando a implementação para os contextos locais dos participantes da fede-
ração. Os brokers [33,84,89,91,127], neste contexto, são responsáveis pela intermediação
da interação entre os clientes e os CSPs. São os brokers que realizam a tradução das men-
sagens na federação, o que diminui a necessidade de controle dos padrões de comunicação
e permite o aumento da diversidade dentro da federação. Já as interfaces padronizadas
provêm uma forma direta e controlada de comunicação entre entidades distintas. Além
disso, as interfaces padronizadas tornam o processo de aprimoramento mais rápido em
relação às outras abordagens, pois na maioria dos casos (como as iniciativas citadas a
seguir) existem grupos de trabalhos dedicados ao desenvolvimento das interfaces.
Os brokers adicionam uma camada extra nas federação pois todas as interações com
o ambiente são feitas através dele. Esse tipo de mecanismo de interação adiciona um
overhead ao processo pois insere mais uma camada de processamento das requisições.
Somado a isso, cada broker é um Single Point of Failure (SPoF), caso não forem imple-
mentadas estratégias de disponibilidade (ex. replicação), em uma eventual falha todo o
ambiente é paralisado. Já as interfaces padronizadas, mesmo contornando os problemas
relacionados aos brokers, segundo Rochwerger et al. [110], são mais difíceis de serem adota-
das pelos CSPs que, em sua maioria, estão interessados em manter suas próprias tecnolo-
gias de interação [106]. Dentre as iniciativas de implementação de interfaces padronizadas
está a Open Cloud Computing Interface (OCCI) [97], voltada à gerência remota de servi-
ços de nuvem (IaaS, PaaS e SaaS). A Distributed Management Task Force (DMTF) [50]
é uma organização que também trabalha para publicação de padrões e especificações no
contexto da Computação em Nuvem. Dentro da DMTF foi criado o Cloud Management
Working Group (CMWG) [49] e especificado o padrão Cloud Infrastructure Management
Interface (CIMI) [43] que respectivamente trabalham na descrição de padrões de interação
entre CSPs de IaaS e clientes, e na padronização da gerência de recursos relacionados à
infraestrutura como serviço. O Open Virtualization Format (OVF) [51] descreve como
encapsular e distribuir aplicações como Virtual Appliances [112], permitindo a execução
da aplicação em ambientes virtuais suportados por diversos Hypervisors.
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3.2.2 Gestão de Identidade
Dentro dos domínios dos CSPs estão presentes entidades denominadas Identity Manage-
ment (IdM) [37,52,117], que são responsáveis pelo processo de autenticação e autorização
de acesso aos recursos. Nas Inter-Clouds os IdMs dos CSPs devem estar preparados para
tratar clientes que não foram originalmente cadastrados diretamente em suas respectivas
bases de usuários. Esse tratamento consiste em autenticar o visitante aos seus domínios
e permitir a ele o acesso aos recursos de interesse atendendo determinadas políticas que
indicam qual o escopo do acesso. Em algumas organizações Inter-Clouds a complexidade
para permitir essas ações se acentuam [117] devido às diferentes implementações dos IdMs
e dos padrões de representação de informações de autenticação, como por exemplo os cer-
tificados X.509 [1] e a SAML [99]. A acentuação da complexidade acontece porque esses
padrões são dependentes do contexto local e o ambiente distribuído pode comprometer a
interoperabilidade. Contudo, nas Federações de Nuvens essa dificuldade é amenizada pela
existência do FLA. O FLA pode determinar as implementações suportadas pela federa-
ção, o que normaliza os métodos de autenticação presentes nela. A OASIS [98] mantém
um grupo de trabalho dedicado a padronizar a gestão de identidades em ambientes de
Computação em Nuvem. Esse consórcio publicou o Identity in the Cloud Use Cases [98]
que expõe vários casos de uso de gestão de identidade entre CSPs.
Como descrito em [117] a gestão de identidades e acesso em um ambiente de múltiplas
nuvens como as federações, pode ser interpretado como a busca por mecanismos que ofe-
reçam Single Sing-On (SSO) em um escopo global à organização. Algumas abordagens
podem ser assumidas para a implementação de SSO Global: usuário global e IdMs ex-
ternos [38, 89]. A primeira abordagem é a mais simples, consiste em manter um usuário
padrão cadastrado em todas as bases de usuários dos CSPs que compõem a federação e
qualquer ação referente ao consumo de recursos estrangeiros5 é realizada utilizando as cre-
denciais desse usuário. Por um lado essa abordagem é a mais simples de ser implementada
e menos custosa de se manter, por outro a utilização de um usuário único, comum a todos
os CSPs, pode introduzir um ponto de falha de segurança. Isso pode ocorrer porque, de
posse das propriedades de autenticação do usuário global, um elemento mal intencionado
pode ter acesso a todos os CSPs da federação. Já IdMs externos, ou Identity Providers
(IdPs), são instituições especializadas em prover serviços de gestão de identidades e podem
ser públicos ou privados. Os IdPs públicos são abertos a todos os interessados, implemen-
tam protocolos padrão de autenticação abertos (ex. OAuth2 [67]) e são um caminho para
normalizar o processo de autenticação por meio da distribuição do acesso de uma única
base de usuários a todos os membros da federação. Contudo, IdPs são focos de ataque
maliciosos pois são pontos centralizados de dados com informações sensíveis. Também,
podem acarretar um aumento de custo ao processo, além de introduzir à federação o Lock-
in (Seção 3.1.3), pois os dados de autenticação serão delegados a um prestador de serviço
que por sua vez pode direcionar suas políticas para obter vantagens comerciais. Já IdPs
privados são direcionados a públicos específicos, os quais têm um domínio bem definido,
como aqueles formados por instituições que não esperam que suas bases de dados sejam
expostas ou por classes de usuários com nichos similares ou compatíveis.
5Recursos pertencentes aos CSPs que não originaram a requisição.
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3.2.3 Gestão de Serviços
A gestão de serviços compreende as atividades de descoberta e publicação dos serviços
disponíveis na federação. Manno et al. [90] relatam que em um ambiente federativo é fun-
damental a existência de um mecanismo para descoberta de serviços, o qual deve permitir
uma entidade interna ou externa à organização requisitar os tipos e a disponibilidade dos
serviços prestados. Também deve ser considerado que cada CSP presente na federação
é independente e tem o controle de seus respectivos recursos, logo pode haver CSPs no
ambiente que não expõem todos os serviços que oferecem. Toosi et. al [117], descrevem
que há uma carência de métodos e padrões de publicação voltados às Inter-Clouds. Isso
decorre, principalmente, do fato da heterogeneidade de métodos de publicação e da falta
de expressividade deles. Porém, em ambientes como as federações onde as nuvens são
bem mais comportadas em relação aos métodos que implementam, pois se submetem a
um FLA, é possível contornar essas dificuldades definindo explicitamente o conjunto de
métodos suportados. Assim, a questão desloca-se da implementação para a escolha do
método mais eficiente, pois todas os CSPs se submeterão a ele.
Outro fator considerado é o impacto que os meios de transmissão causam na gestão
de serviços. Por serem ambientes distribuídos, para exercer as atividades de gestão de
serviços as federações necessitam realizar várias trocas de mensagem. Tais trocas são
exercidas sobre canais de comunicação que muitas vezes são compartilhados, não confiáveis
e possuem alta latência, como o caso da Internet. Logo a escolha do canal e dos métodos
utilizados pode gerar perda de temporalidade das informações disponíveis e/ou tornar o
processo lento. Soluções como os catálogos de serviços se apresentam como abordagens
centralizadas para mitigar o impacto dos canais de comunicação no processo. Nessa
abordagem, os CSPs proativamente ou reativamente realizam a publicação dos recursos
aos moldes que os serviços são divulgados na SOA [116].
3.2.4 Contrato entre Domínios
Um contrato entre a federação e os CSPs presentes é o principal item que distingue essa or-
ganização de outras Inter-Clouds. Estendendo o conceito descrito por Toosi et. al [118], o
FLA pode ser interpretado como um SLA que estipula como os CSPs devem se comportar
perante o ambiente. Nesse contrato estão definidos itens de manutenção da federação, tal
como a modalidade de oferta dos recursos pelos CSPs à federação. Também no contrato,
itens que determinam a qualidade do uso dos recursos ofertados podem estar presentes.
Isto é necessário devido à heterogeneidade dos CSPs e por cada um possuir um conjunto
de recursos com quantidade e tipos diversificados, além de possuírem procedimentos dis-
tintos de acesso a eles. Assim como nos SLAs, as penalidades por descumprimento de
itens do contrato também devem estar discriminadas no FLA. As penalidades podem re-
fletir em outros componentes da federação, por exemplo na orquestração (Seção 3.2.8).
CSPs com histórico de penalidades podem ser descartados do plano de orquestração; caso
as penalidades sejam recorrentes tais CSPs podem até mesmo serem desassociados da
federação. Introduzindo o conceito de Quality of Protection (QoP), Bernsmed et. al [25]
destacam a necessidade da presença nos SLAs de meios para os usuários explicitarem
requisitos de segurança. Tal necessidade também deve ser considerada no FLA.
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Existem poucos trabalhos relevantes sobre contratos nas Federações de Nuvens, assim
como há uma carência de pesquisas na área de SLA em ambientes monolíticos de Compu-
tação em Nuvem. Dessas lacunas decorre o fato dos contratos não serem suficientemente
maduros [45] em expressarem os Service Level Specification (restrições de entrega de ser-
viço, QoS e penalidades) [25] na tradução da descrição textual para uma representação
que possa ser interpretada automaticamente dentro do ambiente. Algumas iniciativas,
como a de Patel et al. [104], utilizam especificações criadas para outros contextos como
a WS-Agreegment [11] e Web Service Level Aggrement (WSLA) [79], para gerenciar os
SLAs em CSPs monolíticos. Essas iniciativas podem ser adaptadas para realizar a tra-
dução e representação do FLA em um nível que a federação como um todo seja capaz de
compreender e executar. Outro desafio é manter a aderência dos CSPs ao FLA [53], o
que só é possível com o auxílio do sistema de monitoramento (Seção 3.2.6) da federação.
Comuzzi et al. [46] propõem uma arquitetura para monitoramento de SLA em nuvens
monolíticas que pode ser aproveitada para o monitoramento do FLA.
3.2.5 Gestão do Ambiente
Como descrito por Toosi et. al [118], os CSPs que constituem uma federação são autôno-
mos e podem ter um conjunto de clientes que não são comuns aos demais. Atender seus
respectivos clientes pode restringir a oferta de recursos computacionais que cada CSP
pode prover à federação. Somado a isto, além das instituições com foco científico, as
federações podem ser constituídas por instituições privadas que visam maximizar a lucra-
tividade comercializando seus recursos ociosos e adquirindo recursos estrangeiros que são
ofertados com preços mais atrativos para os membros internos da organização [118]. Ma-
ximizar essa lucratividade pode levar alguns CSPs a restringir a oferta de recursos, o que
é de extrema preocupação pois o desequilíbrio da relação oferta× demanda introduz re-
tenção de recursos e inflação aos preços internos. Consequentemente, esses fatores podem
descaracterizar as federações e desestimular o uso desse tipo de organização por parte dos
CSPs e pelos clientes. Esta tese explora a relação oferta× demanda descrevendo-a como
a relação entre a quantidade de requisições realizadas por todos os CSPs presentes no
ambiente (demanda) e aquelas requisições atendidas (oferta). O resultado dessa relação
é então denominado de Satisfação Global da Federação (SGF).
A Equação 3.1 apresenta como calcular a SGF. Para uma federação estar em equilíbrio
a quantidade de requisições atendidas (Ratendidas) no ambiente deve ser proporcional à
quantidade de requisições realizadas (Rrealizadas) por todos CSPs presentes. Também na
equação estão presentes os índices α e β. O primeiro define a flexibilidade da federação
em relação a oferta e demanda de recursos; o segundo é um fator de normalização que
pode ser utilizado para considerar a capacidade dos CSPs, por exemplo.
SGF :
|CSP |∑
i=1
(
Riatendidas
Rirealizadas
)
+ α+ β = 1 (3.1)
A procura de soluções para a manutenção da SGF leva à análise de alguns desafios,
em especial os referentes à definição da metodologia de controle da oferta e consumo de
recursos, e as penalidades aplicadas aos CSPs que não cumpram as restrições definidas.
3.2. DESAFIOS EM ABERTO 33
A metodologia de controle aborda apenas uma dimensão da gestão do ambiente, pois
além da manutenção da SGF essa gestão deve deve prover mecanismos aptos a realizarem
simultaneamente a: automotivação dos CSPs, o acompanhamento do ciclo de vida de
cada CSP e o rastreio do grau de aderência dos CSPs ao FLA. Somado a isso, não há
trabalhos na literatura que explicitem métodos específicos para a aquisição ou exclusão de
provedores dentro de federações senão os métodos manuais que são executados através de
acordos inter-instituições. Tais métodos acarretam desperdício de esforço humano assim
como perda de recursos para o caso de exclusão de provedores, por exemplo. Neste último,
a quantidade de recursos perdidos está diretamente associada à temporalidade da detecção
dos CSPs que estão apenas consumindo e não estão contribuindo para o ambiente.
3.2.6 Monitoramento
Em Inter-Clouds como as federações, a diversidade de componentes e funcionalidades
pode aumentar a necessidade da presença de um sistema de monitoramento [117]. Nas
federações o monitoramento pode ser dividido em dois grupos [5]: da federação e das apli-
cações. O monitoramento da federação, como o exercido pelo Lattice [44], deve ser apto
a verificar o grau de adesão de cada CSP ao FLA, assim como a saúde dos componentes
que fazem parte da infraestrutura da federação. Isso deve ser realizado com a máxima
temporalidade [59] e com menor impacto possível nos serviços e na rede de comunicação.
Para os elementos de infraestrutura da federação o monitoramento é trivial devido à quan-
tidade de ferramentas disponíveis, porém, essa tarefa torna-se árdua quando considerada
a diversidade dos CSPs presentes no ambiente. Como são autônomos, os CSPs já podem
disponibilizar sistemas de monitoramento, portanto é necessário que o monitoramento da
federação seja apto a realizar o intercâmbio de informações com eles. Voltando os olhos
para o monitoramento das aplicações, o monitoramento de seus estados podem ser ofer-
tados aos clientes como serviço  Monitoramento como Serviço (MaaS). Al-Hazmi et al.
propõem em [5] o BonFIRE, que realiza o monitoramento global e também oferece MooS
aos interessados. O MooS pode se beneficiar dos dados gerados pelo monitoramento da
federação para realizar o rastreio do consumo de recursos exercido pelas aplicações.
Três propriedades devem ser consideradas pelos sistemas de monitoramento de uma
federação: temporalidade, diversidade e escalabilidade. As duas primeiras agem na quanti-
dade de mensagens geradas na rede: quanto mais temporal pretende-se obter informações
e mais diversidade de componentes e sistemas de monitoramento existem no ambiente,
mais mensagens trafegarão no canal de comunicação. Tais mensagens podem tanto ser
influenciadas pela latência das redes como contribuir para o aumento dela. A implementa-
ção de protocolos de monitoramento mais eficientes e de redes segmentadas somente para
o monitoramento podem ser soluções para esses problemas. Quanto a escalabilidade, nas
federações há um fluxo de entrada e saída de CSPs do ambiente. Assim, o sistema de mo-
nitoramento deve estar apto a escalar de acordo com a flutuação dessas ocorrências. Caso
isso não seja considerado, atividades que dependem do monitoramento (ex. orquestração)
podem ser comprometidas, pois utilizarão informações defasadas.
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3.2.7 Modelo de Negócios
Nas federações é possível a criação de novos modelos de comercialização, assim como adap-
tação daqueles já existentes ou utilizados em outros contextos. O framework proposto por
Buyya et al. [33] utiliza um modelo orientado a mercado [34] como sistema de comercia-
lização, onde uma entidade central denominada leiloeiro atua como um intermediador na
procura e na oferta dos recursos aos moldes de um mercado de produtos. Outro modelo de
comercialização é o oferecimento de recursos especializados por determinados repositórios
dentro da federação assim como é realizado pelo trabalho apresentado em [127], onde os
CSPs podem oferecer determinadas camadas de serviços (IaaS por exemplo). Nesse mo-
delo alguns provedores dentro da federação são especializados em certos tipos de recursos,
aumentando com isso o portfólio ofertado aos clientes.
Outra possibilidade em relação ao modelo de negócios, é abstrair a Federação de
Nuvens do cliente final e utilizá-la como aprimoramento da infraestrutura provedora de
elasticidade e dispersão geográfica. Nesse cenário os clientes se submetem ao modelo de
comercialização presente nos CSPs monolíticos, pois negociam diretamente com eles. As-
sim os clientes não têm conhecimento que seu CSP faz parte de uma federação, sendo
que os provedores de serviços de Computação em Nuvem realizam a negociação trans-
parentemente com outros provedores para a alocação de recursos estrangeiros caso seja
necessário. Com isso, os CSPs se beneficiam diretamente, comercializando seus recursos
ociosos com outros CSPs e obtendo recursos com condições mais atrativas [107].
O modelo de negócio não está definido dentro da federação, e sim depende do nicho e
da arquitetura implementada. A criação de novos e a escolha de modelos já existentes é
um desafio em aberto que tem recebido atenção da comunidade especializada [108].
3.2.8 Orquestração
No contexto das Inter-Clouds a orquestração consiste em receber requisições por recursos,
alocá-los pela federação e disponibilizá-los. Realizar essas tarefas contempla a seleção dos
melhores CSPs que atendam as necessidades dos solicitantes naquele momento. Simulta-
neamente, o orquestrador deve considerar que os CSPs focam na otimização do uso de seus
recursos e diminuição de custos referentes à infraestrutura. Somado a isso, nas federações
fatores como diversidade da qualidade dos serviços que determinados CSPs podem prover,
dispersão geográfica e latência entre redes impactam diretamente na seleção e alocação
dos serviços requisitados. Toosi et. al [117] afirmam que é necessária a implementação
de métodos automáticos de orquestração que otimizem os diferentes fatores dinâmicos
que as federações estão expostas, como a latência e troughput na transferência de dados.
Tais métodos também devem considerar constantes como: restrições legais, segurança e
interesses dos CSPs.
O TOSCA Techinical Commite [119] define dois conceitos que podem ser utilizados
para auxiliar a orquestração nas federações: Service Template e Topology Template. O
primeiro descreve os procedimentos de implantação, execução e gerencia de serviços. Já o
Topology Template define a topologia onde os serviços serão executados. A utilização de
ambos pode suavizar a tarefa de orquestração nas federações pois eles habilitam os CSPs
abstrair as tecnologia utilizadas para implantação e execução de serviços.
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3.3 Arquiteturas de Federação de Nuvens
Nesta seção serão apresentadas nove arquiteturas de Federações de Nuvens as quais já
foram previamente abordadas em [17, 22]. Tais propriedades e limitações encontradas
nas arquiteturas foram utilizadas como insumo para a elaboração da tese descrita neste
documento. Foi utilizado como critério para seleção das arquiteturas apresentadas no
decorrer desse capítulo o representante de arquiteturas semelhantes.
Para realizar a seleção, inicialmente os trabalhos foram obtidos nas fontes de pesqui-
sas IEEEXplorer [73], ACM Digital Library [4] e Science Direct [54]. Após a obtenção,
aqueles que descreviam arquiteturas com abordagens semelhantes foram agrupados em
subconjuntos, e então selecionado um represetante de cada subconjunto.
• RESERVOIR [110].
• Broker Multi-Clouds [84].
• Federated Cloud Framework Architecture [90].
• Oriented to Computing Service [33].
• Federated Cloud Management [91].
• Contrail Federation [35,47].
• InterCloud Federation Framework [89].
• CometCloud Federation [107].
• Fogbow [121].
3.3.1 RESERVOIR
O RESERVOIR [110] é uma arquitetura desenvolvida com o objetivo de prover um am-
biente federativo para oferta de SaaS para CSPs e não diretamente para o cliente final.
Quanto a organização, o RESERVOIR implementa uma associação de sites homogêneos,
que é abstraída como uma grande nuvem. Diante dessa homogeneidade, esta associação
é bem comportada em relação à disposição de três camadas  Service Manager (SM),
VEE Manager (VEEM) e VEE Host (VEEH)  e aos respectivos componentes estrutu-
rais. Com isso a interoperabilidade é facilitada pois os componentes são conhecidos e
comunicam-se sobre interfaces otimizadas (SMI, VMI e VHI). A heterogeneidade do am-
biente é encontrada nos recursos físicos, nas tecnologias de virtualização utilizadas e na
autonomia que cada site possui para escolher o seu modelo de negócios (ex. preço fixo
por período de uso ou variável pelo tempo de uso). Esta autonomia provê aos sites da
federação a liberdade para se adaptarem a cenários e nichos distintos.
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3.3.2 Broker Multi-Clouds
Kurze et al. [84] abordam e discutem vários conceitos (redundância, migração, etc.) e
cenários relacionados ao uso de federações para suprir, principalmente, problemas econô-
micos emergentes do paradigma de Computação em Nuvem, como é o caso do Lock-in
(Seção 3.1.3). O resultado final do trabalho foi a apresentação de uma arquitetura de
referência denominada Broker Multi-Clouds (BMC) baseada em sistemas de gerência de
nuvens de código aberto e bibliotecas Multi-Clouds (Seção 2.4.2). Nessa arquitetura o ele-
mento de destaque é uma camada federativa representada por um broker que fica situado
entre a lógica de negócios e os recursos contidos nos CSPs. Esse broker é designado a rea-
lizar ações nos recursos de múltiplos CSPs, mantendo a interoperabilidade, orquestração,
monitoramento e gerência de identidades.
3.3.3 Federated Cloud Framework Architecture
Manno et al. [90] propõem um modelo de federação denominado Federated Cloud Fra-
mework Architecture (FCFA) voltado para IaaS e baseado em semântica. Os autores
utilizam ontologia para prover interoperabilidade entre CSPs distintos, heterogêneos e
autônomos em um ambiente comum de compartilhamento de recursos. O FCFA foca na
utilização da federação como um ambiente de execução de aplicações distribuídas e não
apenas de compartilhamento de recursos computacionais. Semanticamente o FCFA trata
a federação pela sua dinâmica de funcionamento. Nesta interpretação estão presentes
quatro atores e três ontologias que contêm as informações representadas por conceitos e
pelo estado de funcionamento do ambiente. As ontologias e os respectivos atores são:
• hNode Ontology  ambiente virtual e o hardware;
• Cloud Ontology  Datacenter;
• Federation Ontology  federação.
3.3.4 Oriented to Computing Service
A arquitetura de federação Oriented to Computing Service (OCS) proposta por Buyya
et al. [33] é uma abordagem centralizada onde os CSPs interagem indiretamente com
os clientes através de um broker. Essa abordagem foi motivada principalmente por dois
desafios inerentes à heterogeneidade da quantidade e dos tipos de serviços que são exe-
cutados sobre o paradigma de Computação em Nuvem: a predição de cargas variáveis de
trabalho e a qualidade dos serviços contratados. Outro destaque da arquitetura OCS é o
modelo de negócios utilizado. Denominado Market Driven [32], ou orientado a mercado,
esse modelo permite que os CSPs que compõem a federação publiquem seus serviços e os
respectivos valores em um componente responsável por ofertá-los aos interessados. Essa
oferta segue uma modalidade de mercado de produtos baseado em leilão, com uma figura
central (leiloeiro) intermediando a negociação.
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3.3.5 Federated Cloud Management
Marosi et. al [91] propõem uma arquitetura denominada Federated Cloud Management
(FCM) voltada à disponibilização de IaaS. Os clientes utilizam os recursos dessa fede-
ração por meio de Virtual Appliances. Esses ambientes virtuais possuem um conjunto
de metadados (ex. requisitos de rede) e uma coleção de software (sistema operacional,
bibliotecas de suporte a execução e as aplicações) necessários à execução das aplicações
contidas neles. Na arquitetura proposta são utilizados dois tipos de brokers para realizar
as tarefas dentro da federação: o Generic Meta-Broker e o Cloud Broker. O primeiro tipo
é responsável por realizar a interface com os clientes e com os demais brokers presentes
na federação. O segundo tipo de broker é responsável pela gerência das instâncias de
ambientes virtuais que compõem um Virtual Appliance que por sua vez estão localizados
nos CSPs de IaaS.
3.3.6 Contrail Federation
Contrail Federation [35,47] é uma arquitetura de interconexão que possibilita o estabele-
cimento de uma federação formada por CSPs heterogêneos. O Contrail Federation possui
uma abordagem de interação descentralizada, ofertada através de gateways denominados
Federation Access Points. Por serem executados nos CSPs, esses gateways destacam uma
das principais características de uma Federação de Nuvens: o aspecto voluntário dos par-
ticipantes. Outro importante elemento dentro da arquitetura é o Federation-Support, o
qual torna possível a criação da federação atuando como um mediador entre os clientes e
os CSPs. Dentre as responsabilidades do Federation-Support estão a mediação dos SLAs
e a manipulação das políticas de uso dos recursos dos provedores de serviços de Compu-
tação em Nuvem presentes na federação. O Federation-Support também realiza o IdM
dentro da federação.
3.3.7 InterCloud Federation Framework
A arquitetura Inter-Cloud Federation Framework (ICFF) é parte do Intercloud Architec-
ture Framework proposto por Makkes et al. [89]. O principal objetivo da abordagem é a
criação de um framework capaz de realizar a coordenação e a alocação de recursos dis-
tribuídos de modo que os clientes enxerguem-nos como um único conjunto. Um destaque
dessa abordagem é que o ICFF, além de prover um ambiente federado de CSPs hete-
rogêneos, também agrega à organização recursos presentes em outros domínios que não
possuem arquitetura de nuvem. No ICFF, o responsável por prover a interoperabilidade
é o Gateway (GW). Esse componente realiza a tradução das requisições, dos protocolos
e do formato de dados entre os CSPs pertencentes à federação. Além do GW também
são previstos na arquitetura elementos capazes de realizar a gestão de serviços, a ges-
tão de identidade dentro do ambiente e o cálculo e cobrança dos serviços disponíveis na
federação.
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3.3.8 CometCloud Federation
Uma abordagem de federação descentralizada foi proposta por Petri et al. [107] para va-
lidar políticas para terceirização de computação de cargas de trabalho. A CometCloud
Federation é uma organização constituída considerando o custo e a lucratividade que os
CSPs poderão obter na delegação externa ou no processamento local das cargas de traba-
lho submetidas pelos clientes. A proposta utiliza o CometCloud [82] como infraestrutura.
O CometCloud é um engine de computação autônoma [70] construído sobre o Comet [87]
que suporta infraestruturas dinâmicas como aquelas providas pela Computação em Nu-
vem. Utilizando as capacidades oferecidas pelo CometCloud a federação proposta gera
um ambiente colaborativo onde cada CSP pode comunicar-se com os demais para negociar
os termos de interação, descobrir a disponibilidade dos recursos e comunicar sua própria
disponibilidade à federação. A CometCloud Federation proporciona a cada CSP da fede-
ração interagir diretamente com outros CSPs sem realizar uma abordagem broadcast ou
centralizada.
3.3.9 Fogbow
O Fogbow [121] é uma arquitetura de federação desenvolvida na Universidade Federal de
Campina Grande (UFCG), Brasil. Compatível com os principais frameworks de nuvens
disponíveis atualmente (OpenStack [101], por exemplo), o Fogbow é uma solução des-
centralizada que se baseia em um mecanismo de gestão de ambientes focado na proteção
contra a presença de CSPs oportunistas, isto é, aqueles provedores que esperam somente
se beneficiar dos atrativos oferecidos pelo ambiente. O Fogbow possui três componentes:
i) fogbow-rendezvous, ii) fogbow-manager e iii) fogbow-reverse-tunel. O primeiro é um cen-
tralizador que realiza a comunicação entre os fogbow-managers instalados em cada CSP
da organização. O fogbow-manager por sua vez, realiza a interação com os CSPs, expondo
os recursos disponíveis em cada provedor e as requisições originadas nos respectivos CSPs
ao resto da federação. O Fogbow é uma arquitetura peer-to-peer, pois cada CSP é um
ponto de interação dos clientes com o resto do ambiente federativo.
3.4 Sumarização e Discussão
Esta seção discute como as nove arquiteturas, descritas anteriormente, abordam os desafios
em aberto elencados na Seção 3.2. A seguir são discutidas as tendências de abordagens,
as lacunas que continuam em aberto e o impacto destas lacunas no cenário das Federa-
ções de Nuvens. Na sequência é apresentada a Tabela 3.1 que sumariza as abordagens
assumidas por cada uma das nove arquiteturas para solucionar os desafios em aberto. Por
fim, são pontuadas algumas características da proposta desta tese em relação as demais
arquiteturas analisadas nesta seção.
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• Interoperabilidade: a maioria das soluções estudadas utilizam brokers como me-
canismo de interoperabilidade. Assumindo essa abordagem, a interação de CSPs
heterogêneos dentro da federação é facilitada, requerendo somente a implementação
de adaptadores que falam com as APIs providas por cada CSP. Entretanto, a tra-
dução insere uma camada extra na federação, o que pode adicionar um overhead no
ambiente. Isso não ocorre nas interfaces padrão, entretanto muitos CSPs não estão
interessados em adotar padrões por motivos já expostos na Seção 3.2.1. Uma con-
sequência não apresentada anteriormente é que muitas interfaces desenvolvidas por
CSPs com perfil comercial se transformam em padrões por imposição de mercado,
como o caso da API da Amazon EC2 [74].
• Gestão de Identidade: com base nas propostas estudadas, observa-se a larga utili-
zação de um usuário global para realizar as atividades na federação. Este compor-
tamento pode ser consequência da dificuldade de implementar e manter uma gestão
de contas distribuída dentro da federação. Contudo, como já comentado anterior-
mente, a utilização de um usuário global pode introduzir brechas de segurança à
federação que podem comprometê-la (ex. roubo das credenciais do usuário global
pode prover acesso a toda federação).
• Gestão de Serviços : o serviço de descoberta é essencial em associações de múltiplas
nuvens como é o caso das federações. Com exceção das arquiteturas Broker Multi-
Cloud e Contrail Federation, todas as outras propostas apresentadas anteriormente
possuem mecanismos para descoberta de recursos em suas arquiteturas. A ausên-
cia desse mecanismo na arquitetura BMC pode ser por causa do uso de bibliotecas
Multi-Clouds, o que indica que a associação é criada sob demanda sendo desne-
cessário manter um catálogo de recursos disponíveis. Já na Contrail Federation a
ausência pode ser consequência direta da disposição descentralizada da abordagem.
• Contrato entre Domínios : perante o estudo das arquiteturas foi observado um de-
sinteresse na manutenção de um contrato de regulamentação dentro das propostas.
Dentre as razões para isso acontecer está o fato que várias das associações apresen-
tadas são estabelecidas sob demanda, não possuindo um caráter permanente. Com
isso, não há um contrato pré-determinado que os CSPs interessados a se associarem
devem se submeter. Somado a isso, há uma generalização do uso do termo Federação
de Nuvens como sinônimo de outras Inter-Clouds.
• Gestão do Ambiente: nenhuma das arquiteturas discute mecanismos para essa fi-
nalidade. Essa ausência pode ser consequência de determinadas características das
arquiteturas: é um modelo de referência, não é uma federação de fato, ou porque
a arquitetura é instanciada sob demanda para atividades pontuais. A Gestão do
Ambiente é um desafio em aberto que deve receber atenção porque tem um papel
fundamental na prevenção de prejuízos descritos anteriormente, tal como a desca-
racterização da federação pelo desiquilíbrio da satisfação global.
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• Monitoramento: todas arquiteturas apresentam monitoramento da infraestrutura
utilizada, provendo informações para outras atividades tal como o orquestrador. Em
contrapartida, nenhuma das arquiteturas propostas descreve um mecanismo para
monitorar a integridade da Federação de Nuvens em termos de recursos consumidos,
aderência ao FLA, etc.
• Modelo de Negócios : a maioria das arquiteturas utilizam o modelo de negócios
orientado a mercado de produtos. As demais não implementam, não expressam
explicitamente seus modelos de negócios ou deixam aberto para cada provedor que
compõe a federação decidir como comercializará seus recursos. A ausência está
correlacionada ao fato que as respectivas arquiteturas são modelos de referência,
e/ou têm aplicabilidade em nichos não comerciais específicos.
• Orquestração: muitas das propostas analisadas possuem um sistema de orquestra-
ção automático baseado em políticas, diferenciando-se apenas no tipo de políticas
assumidas e no modo de aplicação. Tais políticas são definidas a priori seguindo
determinadas diretivas. Outro modelo de orquestração encontrado na arquitetura
FCFA é a orquestração condicional, nele os clientes passam um conjunto de requi-
sitos através de um manifesto durante a solicitação dos recursos de interesse e o
orquestrador os utiliza para auxiliar na alocação dos recursos necessários.
A proposta (Capítulo 5) deste trabalho é centrada em evitar a presença de CSPs
oportunistas dentro do ambiente, os quais serão definidos no Capítulo 4. Com isso, e tal
como o Fogbow (Seção 3.3.9), o MultiCloud Tournament foca em uma gestão de ambiente
realizada em torno do comportamento de cada CSP dentro da organização proposta.
Comportamento esse baseado na dinâmica da oferta e consumo de recursos e representado
por um ranqueamento, um mecanismo de orquestração baseado nesse ranqueamento, na
conceitualização de um FLA (contrato entre domínios), assim como no monitoramento
da integridade da federação através do rastreio do comportamento de cada CSP presente
no ambiente.
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Tabela 3.1: Abordagens assumidas pelas arquiteturas de federação apresentadas. O termo
N/A é utilizado para descrever que não foi apresentada na respectiva publicação uma
solução para o referido problema (desafio em aberto). O acrônimo ARFN significa Au-
tomaticamente Realizada pela Federação de Nuvens e, por sua vez, é utilizado para refe-
renciar a orquestração realizada pela própria federação sem interferência externa (clientes
ou CSPs).
PROPOSTAS DE ARQUITETURAS
RESERVOIR OCS BMC
Contrato presente ausente presente
Interoperabilidade interfaces padrão broker broker
Gestão de ID usuário global usuário global usuário global
Gestão do Ambiente N/A N/A N/A
Gestão de Serviços federação descobre domínios publicam N/A
Modelo de Negócios heterogêneo por site orientado a mercado N/A
Monitoramento infraestrutura infraestrutura infraestrutura
Orquestração ARFN ARFN ARFN
FCFA ICFF FCM
Contrato presente N/A N/A
Interoperabilidade ontologia gateway broker
Gestão de ID N/A IdP usuário global
Gestão do Ambiente N/A N/A N/A
Gestão de Serviços federação descobre federação descobre federação descobre
Modelo de Negócios orientado a mercado orientado a mercado orientado a mercado
Monitoramento infraestrutura infraestrutura infraestrutura
Orquestração condicional ARFN ARFN
CometCloud Fed. Contrail Federation Fogbow
Contrato N/A N/A presente
Interoperabilidade memória compartilhada interfaces/tradução broker (agente local)
Gestão de ID N/A mapeamento de usuários IdP
Gestão do Ambiente N/A N/A N/A
Gestão de Serviços federação descobre N/A federação descobre
Modelo de Negócios heterogêneo por domínio N/A N/A
Monitoramento infraestrutura infraestrutura infraestrutura
Orquestração ARFN ARFN ARFN
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Capítulo 4
Problema de Interesse
Como mencionado no Capítulo 3, organizar múltiplos CSPs em associações federativas
é um assunto emergente no contexto da Computação em Nuvem. Contudo, os desafios
ainda em aberto das Federações de Nuvens geram uma série de limitações à adoção deste
tipo de organização por potenciais interessados, ao mesmo tempo que abrem as portas
para novas oportunidades de pesquisas. Somado aos desafios em aberto, a falta de defini-
ções formais restringe a exploração a apenas algumas características dessas organizações,
o que gera inconsistência de uso e das estimativas do real potencial. Por exemplo, a dispo-
nibilização apenas do gerenciamento de identidades federadas pode levar à interpretação
que o ambiente que a implementa por si só é uma Federação de Nuvens. Porém, de acordo
com o conteúdo exposto anteriormente uma federação é muito mais complexa e possui
muito mais características que apenas prover identidades federadas.
As Federações de Nuvens são ambientes onde é realizado o compartilhamento de re-
cursos computacionais. O compartilhamento traz consigo diversos desafios que devem
ser considerados e tratados para que o ambiente no qual essa atividade é realizada seja
efetivo1. Dentre os desafios estão alguns daqueles já apresentados no Capítulo 3 referente
as Federações de Nuvens mas que também são herdados por outras Inter-Clouds  Gestão
do Ambiente (Seção 3.2.5). A ausência de um mecanismo para a Gestão do Ambiente
pode propiciar o aparecimento e a disseminação de CSPs mal intencionados que esperam
maximizar suas receitas em detrimento de outros provedores. A presença de tais CSPs
pode gerar um desequilíbrio na Satisfação Global da Federação. Por sua vez, o desequilí-
brio pode ocasionar a escassez dos recursos da federação e consequentemente inflação dos
custos para obtê-los (quando há envolvimento de valores monetários).
A Gestão do Ambiente referente ao compartilhamento de recursos em ambientes onde
há vários consumidores com diferentes interesses já vem sendo estudada em outros contex-
tos (economia, por exemplo) e é o objeto de interesse dessa tese. A seguir será apresentado
o viés econômico do problema de interesse, onde será modelado o problema e definido o
conceito de CSP Free-Rider. Também serão apresentadas algumas soluções que, direta ou
indiretamente, tentam controlar o consumo de recursos e tratar o problema de Free-Riders
dentro das Federações de Nuvens.
1Efetividade nesse contexto refere-se à capacidade de realizar plenamente as tarefas para a qual o
ambiente foi implementado.
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4.1 A Tragédia dos Commons
Em 1968 Garrett Hardin publicou o artigo The Tragedy of the Commons [69]. O de-
senvolvimento do artigo foi inspirado nas ideias apresentadas em um panfleto escrito em
1832 pelo economista político William Forster Lloyd, membro da Universidade de Oxford.
Nesse panfleto foram sucintamente descritos os efeitos do consumo desordenado de recur-
sos comuns a vários interessados. Denominada Commons, essa área com vários recursos
(pasto, lenha, água etc.) era oferecida a um grupo de pessoas com interesses distintos que
a explorava de diferentes formas (pasto para o gado, coleta de lenha, água para consumo,
etc.) sem reposição. No artigo publicado por Hardin, o conceito de Commons foi expan-
dido para ambientes de compartilhamento de recursos e os personagens envolvidos foram
conceitualizados com mais detalhes.
De acordo com Hardin, existem vários fatores que influenciam diretamente na dinâ-
mica de uso do conjunto de recursos presente em uma área compartilhada, principalmente
quando os interessados não são os donos mas podem consumir os recursos presentes. Esse
comportamento foi descrito em um exemplo onde uma área de pastagem foi oferecida,
sem nenhum mecanismo de controle, para vários interessados criarem gado. Como ne-
nhuma regulamentação de uso foi determinada, cada pastor pode colocar nessa área a
quantidade de gado que ele achou conveniente. Inicialmente, esse comportamento gerou
benefícios (produtos, receitas etc.) a cada interessado individualmente. Contudo, com a
multiplicação desse comportamento, o consumo de pasto cresceu proporcionalmente ao
número de animais. A continuidade desse comportamento levou à exaustão do pasto e à
diminuição da quantidade de gado por falta de comida (não havia limites e nem divisões
no Commons), levando prejuízo a todos os pastores. O gráfico presente na Figura 4.1
descreve a curva do consumo desordenado de recursos do exemplo.
Figura 4.1: Degradação de um Commons. Sem um mecanismo de controle, conforme o
número de consumidores aumenta os recursos vão se exaurindo.
Como mencionado no exemplo anterior, os consumidores podem adotar diversas pos-
turas em relação ao consumo de recursos em um ambiente como o Commons. Essas
posturas decorrem de um conjunto de fatores, que abrangem aspectos financeiros (e.g.
crise financeira), sociais (e.g. guerras ou calamidades públicas) e até características pes-
soais (e.g. ganância). Com base nessas observações, este trabalho caracteriza três perfis de
consumidores de recursos em um ambiente compartilhado: altruísta, consciente e egoísta.
4.1. A TRAGÉDIA DOS COMMONS 44
4.1.1 Altruísta
Dentro do Commons os consumidores altruístas priorizam acima de tudo os outros con-
sumidores, não esperando nenhum tipo de recompensa por essa atitude. Os altruístas
oferecem o máximo de recursos2 para os outros interessados que coexistem no ambiente
enquanto consomem o mínimo de recursos para atender suas próprias necessidades. Diante
desse comportamento, os consumidores altruístas muitas vezes não utilizam os recursos
do ambiente para atividades econômicas e sim para sua subsistência.
Considerando uma função f : A → C (A = Ações, C = Comportamento). Para os
consumidores altruístas de um ambiente, tem-se:
f(altruísta) = (|oferta| > |consumo|)
É possível concluir que, por causa da preocupação pelo bem estar dos demais em
detrimento das suas próprias necessidades, os altruístas consomem a menor quantidade
possível de recursos ao mesmo tempo que disponibilizam o máximo de recursos ao resto
da comunidade. Isso faz que as suas reservas de recursos mantenham-se em quantidade
que varia da mínima para a nula. Consequentemente, o altruísta possui um ciclo de vida
frágil e é sensível aos efeitos da exaustão de recursos no ambiente.
4.1.2 Consciente
Os consumidores conscientes consideram a possibilidade de escassez dos recursos do am-
biente no exercício de suas atividades. Com isso procuram manter equilibrada a relação
oferta× demanda de recursos do ambiente, consumindo e oferecendo recursos aos demais
consumidores a uma taxa proporcional.
f(consciente) = (|oferta| ' |consumo|)
Os conscientes são mais resistentes à exaustão dos recursos. Esta resistência os habili-
tam a tomarem decisões em relação aos recursos considerando a manutenção do ambiente
(ex. períodos de maior ou menor consumo).
4.1.3 Egoísta
Por sua vez, os consumidores egoístas têm postura oposta aos altruístas descritos an-
teriormente. O comportamento dos consumidores egoístas é orientado somente às suas
necessidades particulares, consumindo desordenadamente os recursos presentes no am-
biente e oferecendo o mínimo possível. Com isso, conforme o número de consumidores
egoístas presentes cresce, maior será o desiquilíbrio da relação oferta × demanda. Outra
características do egoísta é maximização do consumo de recursos no menor espaço de
tempo.
f(consciente) = (|oferta| < |consumo|)
2Não consumir recursos pode ser interpretado como oferecer recursos.
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Em cenários onde há escassez de recursos, esse tipo de consumidor é o último a de-
saparecer do ambiente. Isso se deve ao fato que os consumidores egoístas possuem mais
reservas de recursos que os consumidores altruístas e os conscientes. É válido salientar
que os consumidores conscientes podem assumir momentaneamente um comportamento
egoísta. Isso pode ser decorrente de fatores adversos e sazonais, tais como guerras e es-
tiagens em determinadas épocas do ano, por exemplo. Para diferenciar esses dois tipos
de consumidores, que podem coexistir em determinados momentos dentro de uma área
de compartilhamento de recursos, este trabalho poderá referenciá-los como consumidores
egoísta por vocação e egoísta por ocasião (Figura 4.2).
Figura 4.2: Consumidores egoístas. Dois tipos de consumidores egoístas e as motivações
de suas ações.
4.1.4 Manutenção dos Commons
Elinor Ostrom et al. [103] complementam o trabalho de Hardin afirmando que para pre-
venir a degradação de um ambiente de compartilhamento de recursos, é necessária a
existência de mecanismos de controle do consumo. Dentre os mecanismos, dois deles se
destacam: i) a eleição de um líder para regular o consumo de recursos do ambiente, ou
ii) incentivos e punições para garantir a preservação dos recursos compartilhados. Em
(i) um elemento (um indivíduo, um grupo ou uma organização) é responsável por man-
ter a ordem do consumo dentro do ambiente. Nessa abordagem, o elemento regulador
pode ser estabelecido por consenso ou por imposição. Em ambas as situações (eleição
ou imposição) existem problemas inerentes à aceitação desses elementos reguladores. Isso
se agrava em ambientes onde existem consumidores com comportamentos heterogêneos
(altruísta, consciente e egoísta). A abordagem (ii) envolve a oferta de incentivos para o
bom comportamento e punições para comportamentos não apropriados. O desafio nessa
abordagem é caracterizar o que são bons e maus comportamentos. Somado a isso, é difícil
encontrar uma forma coerente para incentivar o bom comportamento, ao mesmo tempo
que estabelecer um conjunto de punições a serem aplicadas aos infratores sem que elas
desestimulem a presença de determinados tipos de consumidores.
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4.2 Tragédia das Federações de Nuvens
Federações de Nuvens são ambientes de compartilhamento de recursos, onde CSPs vo-
luntários disponibilizam todos ou uma parte de seus recursos aos demais provedores ao
mesmo tempo que consomem recursos estrangeiros de terceiros quando conveniente. Atra-
vés dessa descrição é possível caracterizar as Federações de Nuvens como Commons e os
CSPs como consumidores e analisá-los como uma instância do cenário enunciado ante-
riormente (Seção 4.1). Diante disso, nas Federações de Nuvens também é necessário
caracterizar os elementos mais prejudiciais a esse tipo de ambiente, assim como elencar
as abordagens para manter a Satisfação Global do Ambiente (Seção 3.2.5). Ambos serão
discutidos no decorrer dessa seção.
4.2.1 Free-Riders
Na tragédia dos Commons há uma necessidade explícita de controlar a presença dos
consumidores egoístas, pois são eles os principais responsáveis por degradar o ambiente
ao se aproveitarem demasiadamente das oportunidades disponíveis  recursos. Dentro de
uma Federação de Nuvens os consumidores egoístas são denominados Free-Riders [20,56],
os quais esperam somente consumir, de uma forma predadora, os recursos computacionais
dos demais CSPs. Neste trabalho os Free-Riders são definidos como:
Um Free-Rider é um CSP que possui comportamento orientado exclusivamente
às suas necessidades particulares. Consome desordenadamente os recursos
presentes no ambiente, ao mesmo tempo que oferta o mínimo possível à fede-
ração. Não se importa com a manutenção do ambiente e sim em maximizar
seus benefícios no menor espaço de tempo.
Os Free-Riders podem exercer um conjunto de ações dentro de uma Federação de
Nuvens para contornar as medidas preventivas que prejudicam suas atividades e para
maximizar o consumo de recursos dentro do ambiente. Identificar e analisar essas ações
podem ajudar no desenvolvimento de mecanismos de prevenção aos Free-Riders. As
principais ações são enunciadas abaixo:
• Trapacear : Free-Riders podem tentar enganar os sistemas de controle de recursos
da federação aceitando solicitações de outros CSPs por recursos, e logo em seguida
abortando a operação. Por exemplo, um Free-Rider pode atender uma solicitação
para instanciar uma máquina virtual em seu domínio, executá-la por um período
curto de tempo e abortar a operação.
• Whitewashing : consiste na mudança constante de identidades de um CSP Free-
Rider. O objetivo da mudança é entrar novamente na federação e se beneficiar dos
recursos inicialmente alocados para ele durante o período de bootstrapping (des-
crito com mais detalhes na próxima seção) ou até ser detectado por um possível
mecanismo de controle à presença de Free-Riders.
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• Coalizão: pode ser descrita como uma associação entre CSPs Free-Riders para gerar
informações falsas destinadas a enganar possíveis mecanismos de manutenção de
recursos utilizados nas Federações de Nuvens.
4.2.2 Manutenção das Federações de Nuvens
Assim como previsto por Elinior Ostrom et al. para a Tragédia dos Commons, na Tragé-
dia das Federações de Nuvens também é necessário realizar o controle da quantidade de
recursos presentes nas federações. A ausência desse controle pode ocasionar desiquilíbrio
na Satisfação Global da Federação (SGF) (Seção 3.2.5) principalmente pela diminuição
da oferta de recursos. Consequentemente, a diminuição de recursos pode gerar inflação
(caso o contexto seja monetizável), negação de recursos, etc. Tais situações podem gerar
desinteresse de uso das federações.
Trabalhos como [10,56,81,88,93,111,114,118] voltam suas atenções para descrever solu-
ções hábeis a realizar manutenção da SGF. Essas soluções utilizam metodologias voltadas
à imposição ou ao incentivo (por reciprocidade ou por reputação) à oferta de recursos.
Com objetivo de identificar e expôr os potenciais e limitações dessas três metodologias,
as soluções propostas nos trabalhos destacados3 foram agrupadas de acordo com seus
respectivos alinhamentos. Para explorá-las foram destacadas em cada solução proposta a
atenção a duas propriedades (enunciadas abaixo) relacionadas à oferta de recursos. Essas
propriedades foram extraídas e adaptadas do trabalho realizado por Joe-Wong et. al [76].
A adaptação teve como objetivo contextualizar as propriedades às federações.
• Bootstrapping : verifica a presença de mecanismos que permitam acesso aos recursos pre-
sentes no ambiente aos CSPs recém chegados à federação.
• Susceptibilidade a Free-Riders: verifica se a solução descreve explicitamente mecanismo
para evitar a presença de CSPs Free-Riders.
Os três conjuntos de metodologias utilizadas para exercer a gerência dos recursos
presentes nas federação e as respectivas propostas de soluções são apresentados a seguir.
Imposição
O controle da quantidade de recursos do ambiente através da imposição é uma metodo-
logia voltada às Federações de Nuvens centralizadas. Uma entidade implementada na
arquitetura da federação realiza o controle de quanto e como os recursos serão trocados.
Essa entidade se baseia em conjuntos de políticas ou limites explícitos que por sua vez
são definidos nos Federation Level Agreements (FLAs) (Capítulo 3) firmados entre a fe-
deração e os CSPs. A imposição é caracterizada pela definição e aplicação desse conjunto
de políticas. Tais políticas podem ser dinâmicas, que se modificam de acordo com a evo-
lução e do estado atual da federação, ou estáticas, definidas com base nos propósitos da
federação e em dados estatísticos de comportamento.
3Alguns trabalhos foram omitidos devido à similaridade com os trabalhos selecionados e apresentados.
A descrição deles poderia caracterizar uma avaliação comparativa de soluções, sendo o objetivo deste
trabalho descrever as principais características e limitações de cada conjunto de metodologia. Para
selecionar os trabalhos foram utilizados os mesmos critérios apresentados na Seção 3.3.
4.2. TRAGÉDIA DAS FEDERAÇÕES DE NUVENS 48
Devido às dificuldades como aquelas relatadas no próximo parágrafo, métodos de im-
posição não são frequentemente utilizados. Uma abordagem próxima à imposição é a
proposta descrita por Toosi et. al [118] para arquitetura de federação apresentada na Se-
ção 3.3.4. Nessa abordagem, cada CSP possui em seus domínios um módulo denominado
Cloud Coordinator que regula a quantidade de VMs ociosas que serão disponibilizadas
para a federação e o preço pelo qual elas serão comercializadas. Tanto a quantidade quanto
o preço de cada VM são descritos no FLA por meio da definição de uma fórmula que foca
na maximização da lucratividade da federação e dos CSPs. A satisfação nessa abordagem
não é considerada explicitamente, assim como a prevenção à presença de Free-Riders. O
tratamento do bootstrapping pode ser omitido pois o acesso aos recursos se dá através de
um mercado de recursos em uma modalidade de leilão, como descrito na Seção 3.3.4.
A definição de um conjunto de políticas que vá ao encontro dos anseios de todos
os CSPs de uma federação é uma tarefa árdua. Isso porque nas federações os CSPs são
heterogêneos e possuem objetivos distintos. Somado a isso, são voluntários, o que permite
que deixem a organização se as políticas impostas não atendam suas necessidades.
Reciprocidade
A busca da satisfação global através do incentivo por reciprocidade tem sua origem nas
redes Peer-to-Peer como mecanismo de incentivo a troca de dados [10]. No contexto de
CSPs, o modo de operação dos mecanismo de incentivo à oferta de recursos por reci-
procidade segue a filosofia que um elemento recebe da federação somente a quantidade
de recursos proporcional (⇔) àquela que ele ofereceu aos demais. Isso pode acontecer
diretamente (CSPi ⇔ CSPj, i 6= j), ou indiretamente (CSPi ⇔
∑|CSPs|−1
j=1,i 6=j CSPj).
Em sua abordagem, Falcão et. al [56] focam na eliminação de Free-Riders das fe-
derações descentralizadas. Para isso, propõem um mecanismo de compartilhamento de
recursos através do uso de Rede de Favores [10] orientada à satisfação e à justiça. Nessa
abordagem os CSPs quando oferecem recursos para a federação recebem favores que
podem ser usados para aquisição de recursos de outros CSPs. Assim Free-Riders que não
ofertam recursos não conseguem favores, o que torna o ambiente desinteressante para
eles. É uma proposta que considera os Free-Riders explicitamente, mas não menciona
como trata o bootstrapping de novos CSPs. Shin et al. [114] apresentam uma proposta
denominada T-Chain que utiliza criptografia para incentivo ao compartilhamento de re-
cursos. Nela um elemento qualquer A compartilha um recurso criptografado a outro
elemento B e libera a chave para descriptografia somente se B compartilhar recursos para
outro elemento indicado por A. O T-Chain trata explicitamente os Free-Riders por meio
da necessidade de compartilhamento para poder utilizar o recursos obtidos, e o bootstrap-
ping de novos elementos que entram no ambiente. Outra solução baseada no incentivo de
recurso por reciprocidade é proposta por Liu e He [88]. Nela uma política denominada
Reciprocal Resource Fairness (RRF) é utilizada para distribuir recursos com granulari-
dade fina (unidades de CPU virtuais e memória RAM por exemplo) entre agrupamentos
de clientes de CSPs. A política RRF trata explicitamente os Free-Riders através da reci-
procidade, porém o bootstrapping não é considerado pois o conjunto de clientes é formado
a priori.
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A reciprocidade enfrenta problemas referentes ao bootstrapping quando novos CSPs
entram na federação. Outro ponto fraco dessa abordagem é susceptibilidade a coalizões
de CSPs mal intencionados, como o caso dos Free-Riders. Na abordagem de Falcão et al.
CSPs podem se agrupar para gerar uma falsa troca de recursos e com isso gerar favores.
Diante disso, nas abordagens que utilizam incentivo à troca de recursos por reciprocidade
deve ser previsto um mecanismo para proteger o ambiente desse tipo de fraqueza. Também
na reciprocidade há uma penalidade àqueles CSPs que, embora tenham boa relação de
oferta e consumo dentro da federação, por motivos adversos e temporários tenham ficado
impossibilitados de ofertar recursos. Nessa situação, tais CSPs são tratados como Free-
Riders. Outra característica dessa abordagem é que, em sua maioria, são voltadas à IaaS
e às federações decentralizadas.
Reputação
Ametodologia por incentivo à oferta de recursos por reputação consiste em avaliar as ações
de cada CSP no decorrer do tempo e recompensá-lo ou penalizá-lo por seu comportamento.
Ao contrário da reciprocidade, onde a quantidade de recursos ofertados é diretamente
proporcional à quantidade de recursos que podem ser obtidos, a reputação permite uma
maior flexibilidade em relação ao incentivo. Na reputação é possível ocorrer flutuação
nos fatores considerados, por exemplo: um CSP pode momentaneamente diminuir sua
reputação e mesmo assim se manter adquirindo recursos a uma taxa semelhante ao período
anterior a diminuição da reputação. O incentivo por reputação também pode ser utilizado
para classificação de CSPs em conjunto com determinadas propriedades, por exemplo
conjunto de CSPs com recursos especializados.
Em [93] é apresentada uma solução que utiliza Teoria de Jogos [115] para criar um
modelo que distribui proporcionalmente aos CSPs a lucratividade obtida por federações
centralizadas. Essa distribuição funciona como um mecanismo de incentivo baseado em
reputação, pois o montante que cada CSP recebe é proporcional a um índice baseado na
quantidade que aquele provedor ofertou até o momento aos demais provedores da federa-
ção. É outra solução que implicitamente previne a presença de Free-Riders e também não
descreve como trata o bootstrapping de novos CSPs. Samaan [111] propõe um jogo itera-
tivo para maximização da lucratividade de Federações de Nuvens centralizadas de IaaS.
Nela o histórico do comportamento e o objetivo futuro de cada CSP são utilizados para
implementar um mecanismo de incentivo ao compartilhamento de recursos. Aqueles CSPs
que não cooperam com a federação em iterações anteriores, mesmo tendo possibilidade
de fazê-lo, são penalizados pelos demais provedores na iteração atual. A proposta aborda
implicitamente os Free-Riders, assim como não descreve como é tratado o bootstrapping
de novos CSPs. Khan et al. [81] utilizam em sua solução o incentivo ao compartilhamento
baseado em reputação por esforço dentro de uma organização de nuvens comunitárias. O
esforço é utilizado para equivaler CSPs de diferentes tamanhos e assim não prover vanta-
gem ou desvantagem na obtenção de recursos dentro da organização. Essa proposta trata
explicitamente os Free-Riders, porém não expõe como lida com o bootstrapping de novos
elementos.
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As soluções de incentivo por reputação são dependentes de uma entidade central para
realizar o rastreio e o registro do comportamento dos CSPs. Isso pode restringir a utili-
zação dessa metodologia em federações totalmente descentralizadas4, assim como devem
ser observados mecanismos de proteção a essa entidade pois ela se torna um SPoF. Ainda
sobre essa metodologia, os fatores geradores da reputação e bootstrapping devem ser cui-
dadosamente projetados pois eles podem oferecer vantagens ou desvantagens a cada CSP.
Somado a isso, como a reputação pode ser utilizada para classificar os CSPs em faixas
de benefícios, mesmo com o foco no controle da Satisfação Global da Federação, podem
ocorrer desiquilíbrios.
Limitações dos Mecanismos de Manutenção e Discussão
Cada uma das três metodologias exploradas anteriormente aborda o compartilhamento de
recursos de uma forma distinta. A primeira (imposição) é mais difícil de aplicar pois além
de não ser dinâmica, possui uma resistência natural em ambientes onde o interesse pode
ser conflitante (altruísmo, consciente e egoísta). Como os CSPs são voluntários, mesmo
onde há um processo democrático, como a votação, os CSPs que não ficarem satisfeitos
podem partir, causando prejuízos à federação. Já a metodologia baseada em incentivo
por reciprocidade é a mais justa em termos de quantidade e já vem sendo aplicada com
sucesso em ambientes como as redes Peer-to-Peer (P2P) e de Grade [10]. Isso decorre
do fato que nesses ambientes o foco é, em sua grande maioria, o compartilhamento não
monetizável de recursos. Contudo, como já mencionado no Capítulo 2, a Computação
em Nuvem tem um viés econômico que outros paradigmas similares não possuem. Diante
disso, metodologias como a de incentivo por reciprocidade podem não ser aplicáveis. Essa
limitação é explicitada através das duas abordagens do incentivo por reciprocidade.
• Rede de Favores : como já explorado anteriormente, a abordagem proposta por Fal-
cão et al. utiliza Rede de Favores como incentivo. Nessa abordagem um CSP recebe
um favor ao compartilhar um recurso e tal favor pode ser utilizado para obter um
recurso quando necessário. Esse incentivo funciona bem em ambientes não moneti-
záveis como aqueles voltados a redes de pesquisas por exemplo, porém têm dificul-
dade em ambientes onde há valores monetários envolvidos. Ambientes comerciais
são sujeitos a flutuações de mercado, o que faz os valores dos recursos aumentarem
ou diminuírem de acordo com alguns critérios (consumo, interesse, disponibilidade
etc.). Diante disso, um CSP A pode ofertar um recurso r qualquer a um outro
CSP B, onde esse recurso é obtido por um valor V . Sendo assim o favor que A
possuí é V , mas por algum motivo o mercado valoriza o valor do mesmo recurso
para V ′, sendo V ′ > V . Com isso, quando A precisar usar o favor pode ser que não
seja possível pois o valor do recurso de interesse não é contemplado pelo valor do
favor que A possui (V ′ 6= V ). Já para a reciprocidade, A poderia ter um favor que
superasse o valor do mesmo recurso. Isso poderia causar uma desproporcionalidade
na relação de reciprocidade. Por meio dessas duas situações, fica claro que a reci-
procidade proposta não pode ser aplicada diretamente em contextos monetizáveis,
sendo que para isso deve ser previsto um fator de flutuação.
4Tipo de federação que não permite nenhum tipo de componente central.
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• T-Chain: situação similar ao método de Falcão et al. pode ocorrer no T-Chain. Em
ambientes onde há custos monetários para aquisição de recursos, um CSP qualquer
I podem oferecer um recurso protegido para J e indicar um provedor Z para o qual
J deve disponibilizar um recurso equivalente. Contudo, devido a uma variação tem-
poral e comportamental (fatores regionais e internos ao CSP), os custos do recursos
providos por J podem aumentar. Com isso, J não pode mais oferecer a Z o recurso
proporcional ao recebido, pois agora os valores são diferentes. Consequentemente,
isso faz com que J não receba de I a chave de acesso ao recurso protegido. Tal situ-
ação contribui para que o ambiente torne-se desinteressante se não for previsto um
mecanismo para equiparar a reciprocidade de acordo com a flutuação de mercado.
Já a reputação deve ser cuidadosamente projetada, pois das três metodologias é a mais
sensível ao contexto de aplicabilidade. Reputações mal projetadas podem trazer benefícios
demasiados ou prejuízos aos elementos avaliados. Também é necessário criar mecanismos
para tratar novos elementos, pois ao fazer parte do ambiente ainda não possuem reputação.
Um destaque é que a reputação é uma abordagem de incentivo mais voltada às entidades
centralizadas, pois é, na maioria das vezes, dependente de uma entidade centralizada para
realizar o rastreio e o cálculo dos índices que refletem a reputação.
A Tabela 4.1 apresenta as características de cada metodologia apresentada anterior-
mente: imposição, incentivo por reciprocidade e incentivo por reputação.
Tabela 4.1: Metodologias de manutenção da satisfação global de Federações de Nuvens.
METODOLOGIAS
IM
P
O
S
IÇ
Ã
O
Potenciais
- Maior controle na manutenção da Satisfação Global da Federação.
- Altamente especializada.
Limitações
- Dificuldade para atender os anseios de CSPs heterogêneos e voluntários.
- Adaptação árdua em possíveis mudanças de nicho.
R
E
C
IP
R
O
C
ID
A
D
E Características
- Metodologia justa na troca de recursos.
- Auto gerenciável pelo aspecto descentralizado.
Limitações
- Pode gerar desvantagens para CSPs recém chegados à federação.
- Susceptível a coalizões de Free-Riders.
- Voltadas às federações descentralizadas.
- Baixa adaptabilidade a contextos monetizáveis.
R
E
P
U
T
A
Ç
Ã
O
Potenciais
- Provê maior flexibilidade na distribuição de recursos.
- Permite flutuações de desempenho.
- Suporte a prevenção de Free-Riders.
Limitações
- Necessita de uma entidade centralizada.
- Pode oferecer vantagens e desvantagens a determinados CSPs.
- Ainda pode gerar desiquilíbrio na SGF.
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Como será apresentado em detalhes no Capítulo 5, a proposta deste trabalho im-
plementa uma abordagem orientada à reputação para incentivar a oferta de recursos.
Contudo, mesmo sendo orientada à reputação, a abordagem considerou em sua compo-
sição os potenciais e limitações das metodologias imposição e incetivo por reciprocidade.
A composição partiu da premissa que nenhuma das soluções isoladamente atendem com-
pletamente o problema de incentivo de recursos e a susceptibilidade à Free-Riders dentro
de ambientes de compartilhamento de recursos tais como as Federações de Nuvens. Além
da composição das abordagens, foram definidas estratégias e implementadas funcionali-
dades (descrita com detalhes nas próximas seções) para suprir as limitações envolvidas no
problema em destaque.
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Capítulo 5
MultiClouds Tournament
O MultiClouds Tournament (MCT) proposto nesta tese é uma organização Inter-Clouds
flexível, baseada nas propriedades das Federações de Nuvens (Capítulo 3) e centrada nos
recursos dos CSPs. O MCT tem como objetivo principal evitar a presença de Free-Riders
por meio da implementação da Gestão do Ambiente (Capítulo 4). Essa gestão é desen-
volvida em torno de um mecanismo de incentivo à oferta de recursos que utiliza uma
abordagem orientada à reputação considerando os potenciais e limitações das metodolo-
gias apresentadas na Seção 4.2.2: imposição, reciprocidade e reputação. Tal mecanismo
é implementado por meio de uma competição aos moldes de um torneio esportivo onde
cada participante é beneficiado ou onerado de acordo com seu desempenho. A constitui-
ção desse torneio é inspirada no formato de um campeonato de futebol e na organização
que o CERN utiliza na sua infraestrutura de Grade [39]. A proposta implementa um con-
junto de regras que atua como um FLA, um gestor do ambiente concentrado na figura do
árbitro do torneio e o incentivo à oferta de recurso através da possibilidade de acensão dos
CSPs pelas divisões utilizando um conjunto de atributos (score e histórico), calculados
em períodos de tempo regulares denominados rounds. Os atributos permitem a evolução
e até mesmo determinam a própria permanência dos CSPs no MCT.
O MCT proposto implementa soluções para cada propriedade que deve estar presente
em uma Federação de Nuvens, tais quais se apresentam como desafios conforme descrito
na Seção 3.2. A Tabela 5.1 apresenta como o MCT aborda esses pontos.
Tabela 5.1: Abordagens assumidas pelo MCT para implementar as propriedade das Fe-
derações de Nuvens.
MULTICLOUD TOURNAMENT
PROPRIEDADES DESCRIÇÃO
Contrato Presente na forma do estatuto.
Interoperabilidade Utiliza um broker (tradução) para prover a interoperabilidade.
Gestão de ID Usuário global dentro do MCT.
Gestão do Ambiente Presente na figura do árbitro da competição.
Gestão de Serviços MCT descobre os recursos expostos pelos CSPs.
Modelo de Negócios Heterogêneo por CSP.
Monitoramento Apto a monitorar a infraestrutura utilizada e os ambientes dos clientes.
Orquestração Realizada automaticamente pelo MCT baseada nos atributos de cada CSP.
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O MCT é composto por um conjunto de n divisões onde cada uma possui uma área
de repescagem, descrita com mais detalhes na Seção 5.2. Distribuídos pelas divisões estão
os CSPs, denominados jogadores, que detêm os recursos que serão disponibilizados ao
ambiente. Para realizar a gestão dos CSPs estão presentes o estatuto, com o conjunto
de regras do torneio, e o árbitro, que realiza a mediação do ambiente. Na Figura 5.1 é
apresentada a disposição dos elementos citados.
Figura 5.1: MultiClouds Tournament.
Formalmente o MCT é definido como:
Uma organização Inter-Clouds disposta em um formato de torneio, onde pro-
vedores de serviços de Computação em Nuvem voluntários denominados jo-
gadores são distribuídos em divisões reguladas por um conjunto de regras que
regem seus respectivos comportamentos perante o próprio ambiente. Depen-
dendo do progresso, acompanhando em períodos de tempo regulares, ou rounds,
um jogador pode ser elevado a divisões superiores, obtendo acesso a mais e/ou
melhores recursos ou rebaixado a divisões inferiores, diminuindo as vantagens
obtidas.
Um torneio é descrito como uma tupla T (Equação 5.1) composta por três elementos:
um conjunto finito D de divisões, um conjunto finito J de jogadores, um conjunto A de
atributos valorados por jogador, e uma função bijetora Ψ responsável por mapear cada
jogador j ∈ J a uma divisão d ∈ D.
T = (D, J,A,Ψ) (5.1)
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A Tabela 5.2 sumariza a notação utilizada no decorrer desta seção.
Tabela 5.2: Notação utilizada para descrever o MCT.
NOTAÇÃO
SÍMBOLO DESCRIÇÃO
T Tupla que descreve o MCT (T = (D,J,A,Ψ)).
D Conjunto de divisões D = {d1, d2, . . . , dn}, n ≥ 2.
Ψ Função bijetora de mapeamento F : J → D.
Aj Conjunto de atributos do jogador j (|Aj | > 2).
n Cardinalidade do conjunto de divisões D (n ≥ 2).
d1 Primeira divisão do MultiClouds Tournament (d1 ∈ D).
dn Divisão de acesso do MultiClouds Tournament (dn ∈ D).
J Conjunto de todos os jogadores (CSPs) que compõem o MCT: J = {J1, J2, . . . , J|J|}.
j Jogador do conjunto J (j ∈ J).
sj Score do jogador j.
hj Histórico do jogador j.
Rd Conjunto de regras R de uma divisão d.
E Tupla que descreve um estatuto (E = (RF,RG)).
RF Conjunto de regras fundamentais (RF ≥ 4).
RG Conjunto de regras gerais.
td Tempo de duração do round na divisão d.
P Conjunto de propriedades técnicas de cada jogador.
M Conjunto com as características avaliadas, denominadas modalidades, de cada jogador j.
Sj Conjunto com o score de cada modalidade definida em M para o jogador j (j ∈ J).
Hj Conjunto com a histórico de cada modalidade definida em M para o jogador j (j ∈ J).
m Conjunto com as modalidades suportada por cada divisão.
5.1 Jogador
Cada jogador no MCT é um provedor de serviços de Computação em Nuvem onde estão
os recursos que serão ofertados e são os prêmios do torneio. Os jogadores podem ser hete-
rogêneos em relação ao tipo e à quantidade de recursos disponíveis. Outra característica
inerente aos jogadores é, que assim como nas Federações de Nuvens, eles também são
voluntários em se associar à organização assim como livres para deixar o MCT quando
for conveniente. É prevista a presença de jogadores individuais e de equipes que são
agrupamentos de jogadores tratados como uma única entidade. A presença de times
dentro do MCT possibilita provedores de pequenos e médio portes associarem-se para
juntos obterem atributos mais elevados e com isso um melhor desempenho dentro do tor-
neio. Consequentemente, por ser interpretado como uma única entidade, o desempenho
individual de cada jogador influenciará diretamente no cálculo dos atributos do time.
Cada jogador ou time j (j ∈ J) é definido como uma tupla apresentada na Equação
5.2, onde Pj representa um conjunto de propriedades técnicas que o jogador j possui, Mj
um conjunto com as modalidades (Seção 5.2) que o jogador expõe para a classificação
pelas divisões, e Aj, |Aj| ≥ 2 o conjunto de atributos de j. Os dois elementos que devem
estar presentes em Aj são os vetores Sj e Hj que respectivamente contêm os scores cal-
culados e os históricos para cada modalidade definida em Mj.
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j = (Pj, Aj,Mj) (5.2)
Como cada jogador é uma entidade voluntária que pode sair e retornar ao torneio
em períodos de tempo não definidos, é necessária uma abordagem para evitar que sua
evolução, registrada através do score (sj) e histórico (hj), se percam. Para tratar essa
situação é empregado um método de cálculo de depreciação do valor dos atributos de cada
jogador. Esse valor é colocado em prática no momento em que o jogador deixa o torneio,
sendo calculado periodicamente. Quando o jogador retorna ao MCT, a depreciação é
suprimida e os novos scores e histórico são utilizado para classificá-lo pelas divisões. No
melhor caso, o jogador retorna na divisão que estava no momento da partida; no pior
caso o jogador retorna ao torneio na divisão de acesso. A escolha da abordagem mais
adequada a cada instância do MCT é flexível e deve estar contida no estatuto. A seleção
pode influenciar positivamente ou negativamente a saída e o retorno de cada jogador ao
torneio. Na Figura 5.2 são apresentadas duas curvas de depreciação. Na primeira há
um período de tolerância que o jogador pode voltar ao torneio com os mesmos atributos
que possuía quando partiu. Na segunda curva não há essa tolerância, sendo assim a
depreciação começa a ser contabilizada no momento do abandono do torneio.
Figura 5.2: Representação gráfica de duas abordagens de depreciação de atributos.
5.2 Divisões
As divisões são partições lógicas do conjunto de jogadores J , onde o |Jd| representa o
número de vagas da divisão d. Cada divisão possui um conjunto específico de regras R,
descritas no estatuto (Seção 5.3), que definem o comportamento dos jogadores perante
o ambiente e os critérios de permanência dentro da divisão. No MCT podem existir n
divisões, dentre elas duas são especiais e devem estar presentes em qualquer instância do
torneio: a divisão de acesso (dn) e a primeira divisão (d1). A divisão de acesso é onde
os novos jogadores são inseridos quando entram no torneio. Nessa divisão são encontra-
dos recursos em quantidade mas sem garantias de especialização ou QoS. Em dn estão
jogadores em trânsito, que no próximo round serão promovidos às divisões superiores ou
serão eliminados do torneio. Já a d1 é o mais alto nível que um jogador pode chegar. Nela
estão os jogadores com score elevado, ótimo histórico e excelência nos demais atributos
5.2. DIVISÕES 57
(caso houver). Espera-se que nessa divisão estejam aqueles que possuem vários clientes,
grande quantidade de recursos e/ou recursos especializados, pois esse perfil contribui para
o aumento do score e demais atributos.
Divisões são hierárquicas nas regras assim como no acesso aos recursos. Quanto às
regras, conforme as divisões vão progredindo (dn, dn−1, dn−2, . . .) novas regras vão sendo
inseridas no respectivo subconjunto, tornando-o mais rígido. Espera-se com isso que o
nível de excelência dos jogadores e dos recursos disponíveis naquela divisão aumente. Já
em relação aos recursos, quanto mais alta a divisão em que um jogador se encontra, mais
recursos estarão disponíveis para ele, pois é definido que cada jogador tenha acesso aos
recursos da sua própria divisão e de todas as demais divisões inferiores àquela que ele está
inserido . Somado a isso, nas divisões mais altas também podem estar presentes recursos
diferenciados pois o grau de especialização (storages com velocidade de acesso elevada,
por exemplo) pode influenciar o cálculo dos scores, o que consequentemente fará com
que os jogadores que os ofertarem obtenham mais chances de ascenderem pelas divisões.
Como exemplo de acesso aos recursos, um jogador da primeira divisão (d1) tem acesso
aos recursos de todas as n divisões enquanto um jogador da divisão de acesso (dn) tem
acesso somente aos recursos dos jogadores da sua própria divisão.
A Equação 5.3 define o conjunto parcialmente ordenado D de divisões presentes no
torneio. A relação de ordem nesse conjunto é definida pela composição da rigidez cres-
cente das regras aplicadas aos jogadores da divisão e o acesso aos recursos disponíveis em
todo o MCT. Os elementos inerentes às divisões são: repescagem, modalidades e taxa de
trânsito, discutidos a seguir.
D = {(mk, Rk)|k = 1, 2, ..., n}, n ∈ N, |D| ≥ 2 (5.3)
5.2.1 Repescagem
Dentro de cada divisão existe uma área denominada repescagem, onde os jogadores que
não conseguiram manter os critérios de permanência daquela divisão são enviados no
final de cada round. Após um período de tempo pré-determinado, se o jogador conseguir
melhorar seu score ele é reintegrado à divisão; caso contrário, ele é rebaixado para divisão
inferior. A área de repescagem na divisão de acesso (dn) é especial, pois caso o jogador
entre nela e não consiga obter o score mínimo da respectiva divisão, ele é eliminado
do torneio. Esse procedimento oferece uma oportunidade aos jogadores que tiverem um
bom desempenho ao longo do tempo, mas por motivos excepcionais temporariamente não
conseguem manter os critérios de permanência na divisão definidos em R.
Além do incentivo por reputação, ao entrar na área de repescagem o jogador passa
a receber incentivo por reciprocidade. Nesse tipo de incentivo a quantidade de recursos
que o jogador pode adquirir é diretamente proporcional à quantidade de recursos que ele
oferece. Essa abordagem é utilizada para minimizar os prejuízos gerados por jogadores
que se tornem Free-Riders por ocasião (Seção 4.1.3). Com isso, ao entrar na condição
de repescagem, o jogador só receberá o que oferecer durante esse período e se ele for um
Free-Rider não receberá nenhum recurso aumentando as chances de ser eliminado.
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5.2.2 Modalidades
Cada divisão d possui dois elementos: um vetor multidimensional m e um conjunto de re-
gras R que compõem o estatuto (Seção 5.3). Focando no primeiro elemento, m representa
um vetor de modalidades onde cada uma descreve uma determinada característica ine-
rente à respectiva divisão (e.g. tipo de serviço, especialidade de recurso, etc). Inspiradas
nas modalidades de futebol (salão, society, futebol de areia etc.), as modalidades no MCT
habilitam a múltipla classificação de jogadores, permitindo que o mesmo jogador esteja
em mais de uma divisão ao mesmo tempo de acordo com a modalidade considerada. A
Figura 5.3 apresenta graficamente um exemplo de aplicabilidade das modalidades. Nesse
exemplo estão presentes três modalidades descritas como as três classe de serviços do pa-
radigma de Computação em Nuvem (m = [Iaas, PaaS, SaaS]). Considerando o jogador
j, esse está em três divisões distintas de acordo com cada classe de serviços.
Figura 5.3: Múltipla classificação de jogadores com o uso de modalidades. O jogador j é
classificado em diferentes divisões de acordo com a modalidade considerada.
5.2.3 Taxa de Trânsito
Ao final de cada round é realizada uma contabilização dos atributos contidos em A re-
ferentes aos jogadores da respectiva divisão  pelo menos o cálculo dos scores e dos
históricos. Após esse procedimento são formados dois grupos: jogadores elegíveis a serem
promovidos a divisões superiores e os elegíveis a serem rebaixados a divisões inferiores.
Impulsivamente, bastaria promover os jogadores do primeiro grupo e rebaixar os jogado-
res do segundo grupo. Contudo, nessa etapa é necessário assumir uma abordagem em
relação à taxa de trânsito de jogadores pelas divisões. Uma escolha equivocada pode
desbalancear a estrutura e fazer que o torneio se descaracterize. Por exemplo, a ausência
de um limitante entre as divisões pode fazer que todos os jogadores do torneio cheguem
à primeira divisão; com isso os recursos com baixo custo de aquisição podem se extin-
guir gerando prejuízo ao torneio como descrito em [20]. Por outro lado, barreiras rígidas
podem desmotivar os jogadores e proporcionar abandono do torneiro.
Considerando somente a promoção de jogadores, é possível limitar o número de joga-
dores em cada divisão definindo um modelo de distribuição (Capítulo 6). Na primeira
abordagem, são definidos slots com um número pré-determinado de vagas disponíveis
para promoção de jogadores. No fim de cada round, é verificado se na nova divisão há
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slots suficiente para antender o grupo de jogadores elegíveis a serem promovidos. Caso
seja suficiente, todos os elementos do conjunto são promovidos; caso contrário é aplicado
um método de seleção dos jogadores mais aptos a serem promovidos. Dentre os possíveis
métodos estão: i) ordenar os jogadores por alguma característica, as primeiras posições
são promovidas (dependendo do número de slots) e os demais permanecem na divisão de
origem; ii) similar ao anterior, porém os jogadores que não conseguiram ser promovidos
são conduzidos a uma nova divisão intermediária criada dinamicamente; e iii) é formado
um conjunto com os jogadores elegíveis e os já presentes na divisão de destino, e a partir
desse ponto são promovidos aqueles que melhor atendem um ou mais critérios e os que
sobrarem são reconduzido a divisão subsequente.
Voltando a atenção para o rebaixamento, situações similares àquelas que ocorrem no
processo de promoção acontecem no rebaixamento de jogadores. É possível aplicar as
abordagens fixas e dinâmicas no rebaixamento. Contudo, ao contrário da promoção, onde
um jogador pode até mesmo não ascender às divisões superiores dependendo da abor-
dagem escolhida (slots esgotados na abordagem fixa, por exemplo), no rebaixamento os
jogadores são obrigatoriamente conduzidos à divisão inferior. Essa obrigatoriedade é con-
sequência direta da própria estrutura do MCT, onde não é permitido que um jogador
permaneça em uma divisão sem ter os atributos necessários para se manter nela. Esse
comportamento não ocorre na promoção conforme descrito na próxima seção, onde um
jogador pode se recusar a ascender a uma divisão superior. O aprofundamento desse
problema e a heurística implementada para acomodar os jogadores dentro de uma deter-
minada divisão no MCT são apresentados no Capítulo 6.
Um assunto associado à taxa de trânsito é o efeito Ping-Pong, onde um jogador de
uma divisão di recorrentemente é promovido para uma divisão di−1 e em um ou poucos
rounds é rebaixado a di. Tal comportamento consome recursos do MCT (e.g. rede). Para
evitar o Ping-Pong é possível avaliar o histórico de cada jogador, se ele for igual a 0 ou
menor igual a um limiar, ele não é promovido, pois provavelmente será rebaixado nos
próximos rounds. Outra abordagem é inserir mais um atributo que determina as vezes
que o jogador entrou em loop, caso sim ele fica um número de rounds sem ser promovido.
5.3 Estatuto
O Estatuto, denominado Tournament Level Agreement (TLA), é um conjunto E formado
por subconjuntos de regras R que representam o Federation Level Agreement (Seção 3.1)
para o contexto do MCT. Ao contrário da abrangência global à organização que FLA
propõe, cada subconjunto R do TLA é voltado a uma divisão específica do torneio. Outra
característica dos subconjuntos de regras descritos no estatuto é que, devido aos jogadores
presentes no ambiente serem voluntários a se associarem ao torneio, eles podem recusar
os subconjuntos de uma divisão no momento da acensão a ela. Assim tal jogador pode
permanecer na divisão atual mesmo possuindo requisitos para progressão.
A cardinalidade de E é no máximo igual ao número divisões (|E| ≤ n). Essa de-
sigualdade é reflexo da propriedade que permite que regras sejam herdadas por outros
subconjuntos. Em outras palavras, dados dois subconjuntos regras de dl e dj pertencentes
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a D, Rdl ∩ Rdj pode ser diferente de ∅ e até mesmo Rdl = Rdj . Com isso, uma divisão
pode ter um subconjunto de regras herdadas de outras divisões, o que leva a |E| ≤ n.
Cada subconjunto de regras Rd não pode ser vazio (Rdi 6= ∅,∀di ∈ D, e |Rdi | ≥ 4), onde
cada um tem que possuir no mínimo quatro regras denominadas Regras Fundamentais
(RFs). As RFs são necessárias para a manutenção, classificação e sanidade da respectiva
divisão (Tabela 5.3). Além das RF, também podem existir outras regras que recebem o
nome de Regras Específicas (RE), podendo esse conjunto ser vazio. Um exemplo de RE é
uma regra que determina o grau de rigidez com que uma RF herdada deve ser aplicada.
Tabela 5.3: Regras Fundamentais presentes nos subconjuntos de regras.
REGRAS FUNDAMENTAIS
IDENTIFICADOR DESCRIÇÃO
rf1 Critérios de cálculo do score para cada jogador pertencente a divisão.
rf2 Como definir o histórico de cada jogador da respectiva divisão.
rf3 Limites superior e inferior de score para permanência na divisão.
rf4 Período que compreende cada round.
Sumarizando as definições, tem-se a Equação 5.4:
E = {(RFk, REk), |RFk| ≥ 4, |REk| ≥ 0|k = 1, 2, ..., n} (5.4)
5.4 Árbitro
O árbitro é o mediador da abordagem. É ele que realiza o acompanhamento dos jogado-
res, promovendo-os ou rebaixando-os pelas divisões definidas em D, assim como a gestão
do próprio MCT. No MCT o árbitro age como um broker, centralizando todas as ativi-
dades dentro do torneio. Essa estrutura torna o processo de gestão dos jogadores e do
próprio ambiente mais controlado em relação a abordagens descentralizadas. Contudo,
pode ser um SPoF dentro da abordagem. Diante disso devem ser previstos para o Árbitro
abordagens para mitigar os efeitos do SPoF. Dentre as abordagens, pode ser aplicada,
por exemplo, a alta-disponibilidade (replicação ou redundância do Árbitro). O Árbitro
também se apresenta como gargalo dentro do ambiente, pois todas as atividades do MCT
passam por ele. Para minimizar os impactos negativos da centralização, é possível uti-
lizar abordagens como clusters de Árbitros ou até mesmo instâncias de MCTs onde os
jogadores são Árbitros.
As atividades do árbitro inerentes aos jogadores são realizadas dentro de cada divisão
ao fim de um período de round t. O valor que t pode assumir é definido na regra rf4 ∈ RF
de cada divisão (Tabela 5.3). Assim, as divisões podem ter valores individuais e distintos
de t (t′, t′′, t′′′, ...), o que permite o ajuste às condições e dinâmica de cada segmento dentro
do torneio. Também é possível utilizar o valor t de outra divisão (herdar a regra rf4); com
isso pode haver no máximo n valores de t. O MCT permite também a aplicabilidade de t de
um modo uniforme ou individual sobre cada jogador dentro da divisão. No primeiro modo,
um mesmo período t é aplicado para todos os jogadores. Nessa abordagem é necessário
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considerar o bootstrapping dos jogadores que entram na divisão próximo ao fim do round
corrente para que eles não tenham vantagens ou desvantagens sobre jogadores presentes
há mais tempo na divisão. No segundo modo esse cuidado pode ser abdicado, pois é
iniciado um período t para cada jogador quando ele entra na divisão, consequentemente
essa abordagem gera várias instâncias de rounds individuais assíncronos dentro da divisão,
aumentando a complexidade do processo, o que pode onerar toda a gestão de jogadores.
A Figura 5.4 descreve os principais componentes do árbitro.
Figura 5.4: Disposição em componentes das responsabilidade do árbitro.
• Gestão de Acesso e Identidade: compreende as atividades relacionadas à inserção
e remoção de jogadores do torneio. Na inserção, oferece meios para que o jogador
possa realizar a aquisição e oferta dos recursos disponíveis.
• Monitoramento: realiza o rastreio do consumo e da oferta de recursos exercidos
pelos jogadores. Os dados são disponibilizados para outros componentes, como o
responsável por realizar o cálculo de atributos dos jogadores.
• Cálculo dos Atributos : utiliza os dados recebidos do monitoramento para calcular o
score e o histórico de cada jogador ao final do período t. A função para a cálculo
do score e a abordagem para gerar o histórico não são fixos, com isso ambos podem
ser definidos nas regras fundamentais rf1 e rf2 em cada implementação do MCT.
• Mapeamento dos Jogadores : aplica a função Ψ no fim de cada round utilizando os
dados gerados no componente responsável por calcular os atributos, para determinar
em quais divisões os jogadores devem estar em um determinado momento.
• Orquestrador : componente que distribui as requisições por recursos dos jogadores
do torneio de acordo com critérios preestabelecidos. Esses critérios podem ou não
considerar, exclusivamente, os atributos (score e histórico) dos jogadores aptos a
atenderem determinadas requisições.
• Catálogo de Serviços e Recursos : contém os recursos disponíveis no ambiente.
Quando um jogador necessita de um recurso estrangeiro, ele recebe a lista dos re-
cursos disponíveis. A lista é criada com base na divisão que o jogador se encontra
seguindo os critérios de ordem mencionados anteriormente.
• Repositório de Dados : mantém o estado do ambiente. Nessa estrutura ficam arma-
zenados os dados referentes aos jogadores e à própria organização.
5.5. PRÉ-TEMPORADA 62
Uma discussão referente ao árbitro é em relação a quem implementará os componentes
desse elemento. Há duas possibilidades: i) delegação do MCT a uma entidade especiali-
zada a qual oferece as funcionalidades do árbitro como um serviço aos CSPs que esperam
se associar em um torneio; e ii) delegação da responsabilidade do árbitro aos jogadores
do torneio onde pode haver o rodízio entre eles.
5.5 Pré-Temporada
Ao ser iniciada, cada instância do MCT necessita de um período de estabilização para
tornar-se apta a exercer suas atividades e desenvolver sua mecânica de funcionamento.
Considerando a nomenclatura utilizada em torneios de futebol, no MCT esse período
recebe o nome de Pré-Temporada. Esse período de tempo compreende o intervalo delimi-
tado pelo momento do torneio vazio até o momento que o torneio torne-se apto a começar,
sendo esse intervalo dependente do modelo de distribuição de jogadores assumido. Por
exemplo, caso um modelo de distribuição determine a necessidade da presença de pelo
menos um jogador em todas as divisões, o tempo da Pré-Temporada compreenderá o
torneio vazio até o momento que todas as divisões tenham ao menos 1 jogador.
Durante a Pré-Temporada o MCT pode entrar em um estado de exceção, onde deter-
minadas situações podem ser assumidas. Por exemplo: não eliminar do torneio aqueles
jogadores com valores de atributos abaixo do limite inferior da divisão a qual ele pertence,
desconsiderar momentaneamente alguns atributos, não considerar os atributos para a dis-
tribuição dos jogadores pelas divisões, etc.
5.6 Torneio
O modus operandi do MCT consiste no estabelecimento de um torneio de jogadores ins-
pirado em uma competição de futebol. O estabelecimento do torneio refere-se à definição
do formato e das características técnicas, tais como: o número de divisões, atributos ini-
ciais dos jogadores que entram no torneio, abordagem de taxa de trânsito para promoção
e rebaixamento de jogadores, modalidades que serão permitidas, TLA com a regras que
serão aplicadas e o mecanismo de depreciação de jogadores que será utilizado (Seção 5.1).
Após a definição do MCT, os jogadores começam a entrar no torneio. Ao entrar na
divisão de acesso, um novo jogador ji recebe atributos iniciais (e.g. score e histórico). Ao
final do round são contabilizadas todas as requisições que foram aceitas ou negadas por
ji. A partir desse valor o Árbitro calcula os novos atributos de ji e compara o score de
ji com os limiares inferiores e superiores da divisão de acesso. Caso o score esteja acima
do limiar superior, ji é promovido à divisão superior. Porém, se o score estiver abaixo do
limiar inferior, ji é conduzido à área de repescagem da divisão de acesso, de onde pode
voltar para divisão de acesso ou ser eliminado do torneio caso não consiga obter score
suficiente para voltar à divisão. Outra situação que pode ocorrer é que o score de ji fique
entre os limiares inferior e superior da divisão. Nesse caso o jogador permanece na divisão
de acesso. Esses procedimentos se repetem para todos os jogadores, em todas as divisões
e áreas de repescagem do torneio no fim de cada round. A diferença é que com exceção da
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divisão de acesso, nas demais os jogadores que estiveram na área de repescagem e que não
conseguiram critérios para permanecerem na divisão, são rebaixados e não eliminados do
torneio. Uma outra observação é que ainda podem existir jogadores que saiam do torneio
e voltem mais tarde. Nesse casso, ao retornar ao torneio, o jogador tem seus atributos
calculados considerando a abordagem de depreciação utilizada. De acordo com os novos
atributos, o jogador é conduzido para a divisão apropriada caso haja vaga. Caso contrário,
ele é conduzido para a divisão inferior mais próxima com slots disponíveis.
A Figura 5.5 apresenta simplificadamente o funcionamento do torneio.
Figura 5.5: Funcionamento do torneio do ponto de vista dos jogadores.
5.7 Prevenindo as Estratégias de Free-Riders
Os Free-Riders possuem determinadas estratégias que objetivam contornar os mecanis-
mos de proteção contra a sua presença em ambientes de compartilhamento de recursos. A
seguir é descrito como o MCT trata as principais estratégias dos Free-Riders: trapacear,
whitewashing e coalizão. Durante a validação (realizada na Seção 7.1) serão implementa-
das algumas das abordagens que podem ser aplicadas pelo MCT para prevenir cada um
das três estratégias enunciadas assim como apresentados os respectivos resultados.
5.7.1 Trapaça
Como já introduzido na Seção 4.2.1, as estratégias envolvendo trapaça consistem na ten-
tativa dos Free-Riders contornarem os mecanismos de proteção contra a sua presença no
ambiente. Dentro do MCT essa atividade pode consistir na tentativa de minimizar o
tempo de execução de máquinas virtuais submetidas e atendidas por um Free-Rider. Isso
é realizado por meio da aceitação da requisição e a finalização prematura da máquina
virtual requisitada. A finalidade dessa minimização por parte dos Free-Riders é gerar in-
dicadores de compartilhamento de recursos para aumentar seus scores, ao mesmo tempo
que economiza seus ativos beneficiando-se da premissa que os jogadores são voluntários
e não há um controle impositivo da quantidade e do tempo que eles devem compartilhar
seus recursos. Para evitar esse comportamento, o MCT possibilita agregar ao cálculo do
score (sj) de cada jogador j o tempo real de utilização do recurso, e não somente o aceite
da requisição. Somado a isso, devido aos fatos do árbitro ser uma figura centralizada e as
requisições para iniciar e finalizar o uso dos recursos passarem por ele, não é possível um
jogador Free-Rider utilizar informações falsas para tentar maximizar o consumo de um
recurso que não está mais sendo utilizado por outro jogador.
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5.7.2 Whitewashing
O whitewashing consiste na estratégia que jogadores Free-Riders aplicam após serem eli-
minados do torneio: os mesmos modificam suas identidades e retornam ao torneio como
se fossem novos jogadores. Assim como os jogadores de futebol devem ser registrados,
no MCT os jogadores também devem realizar o mesmo procedimento. O componente
responsável por realizar esses registros é o MCT_Registry, o qual, após o jogador passar
por um processo burocrático, disponibiliza as credenciais1 que possibilitam ao jogador
entrar no torneio e exercer suas atividades. Essa centralização permite o monitoramento
e controle dos jogadores que entram no torneio.
O MCT oferece diversos graus de permissibilidade à presença de Free-Riders que cons-
tantemente modificam suas credenciais para retornarem ao torneio após uma eliminação.
O grau mais permissivo é o inerente à própria abordagem do MCT, onde a divisão de
acesso age como um grande filtro. Os Free-Riders que entram no torneio são brevemente
eliminados pois não conseguem manter o score e não possuem histórico para se manter
na área de repescagem. Porém, dentro desse fluxo os Free-Riders podem exercer suas
atividades na divisão de acesso até serem eliminados. Do outro lado do espectro estão as
abordagens mais restritivas assumidas pelo MCT para evitar o whitewashing : a recomen-
dação e o autopatrocínio. Na recomendação um jogador j para participar do torneio deve
ser apoiado por um conjunto denominado Torcida composta de um ou mais jogadores
já inserido(s) no ambiente. Inicialmente, para que j entre no torneio, essa Torcida deve
recomendá-lo. Após isso, os membros da Torcida tornam-se fiadores de j até que even-
tualmente ele seja promovido à próxima divisão. Caso o jogador seja um Free-Rider, os
fiadores são penalizados proporcionalmente ao impacto negativo (dependente de contexto)
de j no torneio. Tais penalidades estimulam o aumento da credibilidade do processo, pois
as Torcidas tornam-se mais criteriosas na seleção dos jogadores que vão apoiar.
Duas situações envolvendo Torcidas se apresentam como consequências diretas à apli-
cabilidade da abordagem: o esvaziamento e a ausência. Como os jogadores do torneio são
voluntários eles podem deixá-lo e consequentemente esvaziar a Torcida. Nessa situação,
conforme os membros da Torcida vão saindo do torneio a penalidade vai sendo delegada
para os demais membros do conjunto, o que vai onerando cada vez mais os jogadores
restantes. Ao restar um elemento na Torcida, toda a penalidade referente aos atos do
Free-Rider vai recair sobre esse elemento. Caso ele deixe o torneio, esse último membro
da Torcida entrará em uma lista de indisciplina mantida pelo MCT_Registry. Tal lista
pode servir de base para outras ações (não permitir a reentrada dele no torneio, ações
legais etc.). Esse mecanismo de funcionamento pretende fomentar a auto gestão e a união
dos membros da Torcida. Uma outra situação que pode ocorrer é aquela onde um jogador
candidato não consiga constituir uma Torcida. Diante disso o MCT provê a possibili-
dade desse jogador se auto patrocinar pagando um valor em termos dos recursos para
o ambiente e com isso garantir sua entrada. Porém, deve ser considerado o custo que
essa penalidade pode exercer nos novos jogadores. Como calcular a penalidade imposta
à recomendação e o autopatrocínio é dependente do contexto onde o MCT é aplicado.
1Podem ser envolvidos valores monetários para obtenção das credenciais. Caso estejam presentes, os
valores cobrados podem servir de desmotivadores à aplicação da estratégia whitewashing.
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A Figura 5.6 organiza as abordagens considerando um eixo que vai da mais permissiva
à abordagem mais restritiva.
Figura 5.6: Espectro de permissividade das abordagens do MCT para evitar whitewashing.
A recomendação e o autopatrocínio utilizados para evitar o whitewashing restringem
os Free-Riders de recorrentemente entrarem no torneio apenas mudando suas identidades.
Entretanto, essas medidas podem estimular os Free-Riders a utilizarem a coalizão para
atingir seus objetivos. Como o MCT combate a coalização é apresentado a seguir.
5.7.3 Coalizão
Dentro do MCT a coalização consiste na associação de dois ou mais jogadores com o
objetivo de gerar indicadores (requisição/aceite) falsos para o aumento de seus atributos.
A coalização pode ser estabelecida ad-hoc durante o torneio ou a priori antes da entrada no
torneio. Considerando somente as ações referentes à estratégia de coalizão propriamente
dita2, planejadas a priori e compostas somente por Free-Riders, podem haver dois tipos
de distribuição dos jogadores pelas divisões: simétrica e assimétrica. Na distribuição
simétrica todos os elementos da coalizão estão na mesma divisão. Em contrapartida, na
assimétrica a coalizão é formada por jogadores distribuídos por duas ou mais divisões.
A Figura 5.7 sintetiza os dois tipos de coalizão.
Figura 5.7: Distribuição de jogadores pertencentes a uma coalizão simétrica e assimétrica.
2A dissipação dos jogadores da coalizão pelas divisões pode ocorrer por motivos pessoais e adversos,
tal como saída temporária do torneio.
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No MCT o árbitro realiza a orquestração dentro da abordagem para realizar a escolha
de qual jogador atenderá uma requisição. Inicialmente o orquestrador recebe uma lista
de jogadores aptos a atenderem a requisição e, utilizando determinados critérios, faz a
seleção. Por meio desse processo, a coalizão torna-se uma estratégia árdua, pois, para um
jogador j pertencente a uma coalizão C conseguir gerar indicadores falsos, os membros
da coalizão devem ser maximizados pela mesma divisão que j pertence ou as inferiores a
ela. Incrementar o número de jogadores pertencentes a C no conjunto de jogadores aptos
a atenderem a requisição aumentará a probabilidade de um membro de C ser escolhido
pelo árbitro para oferecer recursos falsos à j. Logo o tamanho de C condiciona a
probabilidade de sucesso da coalizão.
Para demonstrar como o MCT inibe coalizões, considere a Equação 5.5, onde θ re-
presenta o custo do objeto de interesse3 dos jogadores dentro do torneio (custo da oferta,
custo da aquisição etc.) e x a porcentagem de jogadores que contribuem ativamente com
o ambiente. Quanto maior o número de jogadores que contribuem para o torneio, menor
o custo θ.
θ =
(
1
x
)
(5.5)
Sejam Rj uma requisição qualquer solicitada pelo jogador j, J ′ (J ′ ⊆ J) o conjunto
de jogadores aptos a atender Rj e C o conjunto de jogadores pertencentes a uma coalizão
(C ⊆ J) à qual j faz parte (j ∈ C). Como restrição ao tamanho do conjunto C tem-se
que 2 ≤ |C| ≤ |J ′|. Suponha para |C| = |J ′| o tamanho de J ′ é necessariamente menor
que o tamanho de J (J ′ ⊂ J). A razão dessa restrição será evidenciada adiante.
Em |C| = 2 a coalizão é formada por dois elementos j e k. Considerando o jogador
j enviando uma requisição com o objetivo de encontrar o outro membro (k) da coalizão
para aumentar o score de k de maneira ilícita, o jogador k que será beneficiado pode
estar na mesma divisão de j (coalizão simétrica) ou em uma divisão distinta (coalizão
assimétrica). Na coalizão simétrica, k estará presente no conjunto J ′ de jogadores aptos a
atender a requisição e a probabilidade de k ser escolhido pelo orquestrador é condicionada
a |J ′| − 1 jogadores. Com isso, tem-se
Prob(k) =
1
|J ′|
onde Prob(k) é a probabilidade de k ser escolhido para antender a requisição Rj. Já
na coalizão assimétrica j e k estão em divisões distintas. Caso k esteja em uma divisão
superior (mais perto da primeira divisão) à divisão de j a probabilidade Prob(k) é 0
pois k /∈ J ′ pela própria estrutura do MCT (um jogador tem acesso aos recursos da sua
própria divisão e das inferiores a ela). Caso contrário, a probabilidade Prob(k) seria igual
ao caso da coalizão simétrica (Prob(k) = 1|J ′|). Ambos os casos são desinteressantes para
os membros da coalizão, pois j geraria requisições que por sua vez poderiam ser atendidas
por outros J ′ − 1 jogadores com probabilidade
Prob(J ′ − k) = 1−
(
1
|J ′|
)
.
3O objeto de interesse está condicionado ao contexto de aplicabilidade do torneio.
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Caso o jogador selecionado pelo orquestrador para antender à Rj fosse um dos J ′ − k,
j teria que consumir recursos do jogador escolhido ou abortar a operação. Não conside-
rando os custos que incidem sobre j referentes à aquisição de recursos, o score de k não
seria alterado. Assim, ou k assume um comportamento consciente ou em poucos rounds
seria eliminado do torneio devido ao baixo score. Em ambas as possibilidades de com-
portamento, k prejudicaria diretamente o outro membro da coalizão, sendo por não estar
mais presente no ambiente (eliminado) ou por assumir uma postura condicionalmente
consciente, limitando a quantidade de recursos disponibilizados.
No pior caso para o torneio, a coalizão tem |C| = |J | − 1 jogadores. Esse limite
superior decorre da restrição imposta pela Equação 5.5 que não está definida em 0, valor
esse obtido se todos os jogadores estivessem na coalizão. Considerando essa restrição, para
a probabilidade de um jogador parte de uma coalizão ser selecionado para atender uma
requisição Rcoalition (originada da coalizão) ser igual a 1, o conjunto J ′ deveria ser igual a
J−1 e a coalização ser assimétrica. Outra restrição é que o jogador fora da coalizão (jout)
deve estar em divisões superiores àquela onde foi originada Rcoalition. Isso porque se ele
não estiver nas divisões igual ou inferior àquela onde está o jogador da coalizão que gerou
a requisição, pela própria estrutura do MCT jout torna-se apto a atender a requisição
e a probabilidade de sucesso da estratégia torna-se menor que 1. Contudo, devido às
restrições de distribuições de jogadores pelas divisões (utilizadas como padrão no MCT)
que serão apresentadas no Capítulo 6, |J ′| = |J | − 2. Agora considerando o caso onde
estejam definidas duas divisões (mínimo de divisões que devem estar presentes em um
torneio: Seção 5.2), o número mínimo de jogadores no torneio é 5, sendo |J ′| = 3 seguindo
uma formação simétrica. Como todos estão dentro da mesma divisão de acesso o objetivo
passa ser alcançar a primeira divisão para consumir recursos de fato, contudo conforme
os jogadores da coalizão acessam a primeira divisão a coalizão passa a ser assimétrica e a
probabilidade de sucesso na aquisição de recursos passa a ser condicionada pelo número
total de jogadores (menor que 1). Generalizando esse caso, em todos os outros C < (J−2),
a probabilidade de um membro da coalizão C ser selecionado por outro jogador da mesma
coalizão para atender Rcoalition é
Prob(coalition) =
( |C| − 2
|J ′|
)
.
Mesmo nessas condições, há Prob(C −C) de um jogador pertencente a C não ser selecio-
nado pelo orquestrador do MCT para atender Rcoalition, com isso remetendo aos problemas
já abordados no caso base (|C| = 2).
Considerando os casos intermediários, partindo de |C| = 2, duas situações ocorrem
com o aumento do tamanho de C até chegar o limite superior de |C| = |J |−1. A primeira
refere-se ao valor de θ, que por diminuir a quantidade de jogadores não Free-Riders, vai
aumentando de valor (menos contribuintes). Já na segunda situação, a probabilidade de
um elemento de uma coalizão ser selecionado para atender uma requisição originada na
própria coalizão vai aumentando pois há mais jogadores em coalizão. Ambas as curvas
são definidas no intervalo (|C| ≥ 2, |C| ≤ |J | − 1) e representadas na Figura 5.8.
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Figura 5.8: Curvas da probabilidade de sucesso de uma coalizão e do custo θ. A área ha-
churada do último gráfico representa o tamanho das possíveis coalizões dentro do torneio.
O MCT permite a criação de mecanismos para incrementar o poder de inibição das
estratégias de jogadores Free-Riders pautadas na coalizão. É possível utilizar a Equação
5.5 como gatilho para disparar um mecanismo que gere prejuízo aos jogadores participan-
tes de uma coalizão. Quando θ chegar a um limite pré-determinado (limite aceitável para
aquele torneio) o mecanismo seria ativado, sendo que nesse caso θ seria caracterizado como
o custo do objeto de interesse disponível no ambiente ao mesmo tempo que seria utili-
zado para inferir o tamanho de possíveis coalizões. Como são inversamente proporcionais,
quanto maior θ, maior a possibilidade da existência de coalizões com número crescente de
jogadores. Os mecanismos podem ser aplicados para amenizar os efeitos da coalizão, as-
sim como detectá-las e impor penalidades aos membros da coalizão. Considerando como
um exemplo, o problema poderia ser modelado como um grafo ponderado G = (V,A)
onde os vértices V seriam os jogadores e as arestas A as relações de requisição e aceite
entre os jogadores do torneio. As arestas teriam peso que descreveriam o tempo total das
relações. Ao ser ativado, o árbitro começaria a montar o grafo observando a centralidade
de G durante o torneio e os valores das arestas. Com essa informação, o árbitro poderia
detectar possíveis coalizões inferindo que o centro das relações são possíveis membros de
uma coalizão. Somado a isso, poderia inferir que aqueles vértices que fazem arestas com os
centros mas possuem peso (tempo) baixo são jogadores que não fazem parte da coalizão,
pois foram selecionados, mas quando foi detectado que não eram membros da coalizão, a
relação foi abortada.
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A Figura 5.9 descreve graficamente a análise da centralidade de um grafo para iden-
tificação de coalizões dentro de um torneio.
Figura 5.9: Grafo ponderado utilizado para detectar coalizões. Através das arestas desse
grafo é possível detectar coalizões. Valores baixos referentes ao peso das arestas podem
indicar o cancelamento de requisições, e a partir desse comportamento é possível inferir
os nós (jogadores) que não fazem parte de uma coalização e consequentemente aqueles
que fazem parte dela.
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Capítulo 6
Distribuição de Jogadores
No MCT os jogadores do conjunto J são distribuídos por n divisões. Assim, existem n
subconjuntos de jogadores Jd1 , Jd2 , . . ., Jdn (
⋃1
i=n Jdi = J) correspondentes a cada di-
visão. Além do número de divisões a distribuição também é influenciada pela dinâmica
do torneio. Diante disso é necessário um modelo de distribuição organizada de jogadores
para que sejam evitadas (ou mitigadas) inconsistências e anomalias como as apresentadas
no trabalho [20]: ascensão e rebaixamento consecutivos por falta de jogadores na divisão,
concentração de jogadores nas divisões superiores fazendo que novos jogadores não consi-
gam obter atributos na divisão de acesso, etc. O modelo de referência1 utilizado no MCT
é a distribuição de jogadores seguindo uma estrutura em forma de pirâmide de jogadores.
Antes de prosseguir, é necessário apresentar duas restrições que condicionarão o modelo
de referência.
• Restrição 1 (R1): seja Jdi o conjunto de jogadores de uma divisão i (Jdi ⊆ J), o
número de elementos desse conjunto deve ser igual ou maior a 2 (|Jdi| ≥ 2).
Essa restrição é consequência de duas situações: a primeira é referente ao fato da
impossibilidade de um único jogador, principalmente, na divisão de acesso, em ad-
quirir recursos de outros membros do torneio. Isso ocorre porque a abordagem do
MCT permite somente que as divisões superiores adquiram recursos das inferiores,
o que não acontece na divisão de acesso. A segunda é relacionada à constituição
de associações Inter-Cloud, onde dever haver no mínimo dois elementos CSPs se
relacionando para que ela se concretize.
• Restrição 2 (R2): considerando di uma divisão qualquer e dois conjuntos S =
⋃n
J=i+i
e I =
⋃i
j=1. Seja S composto por jogadores pertencentes às divisões superiores a di
e I o conjunto formado por jogadores de di mais os jogadores das divisões inferiores
a ela. Para todas as instâncias do torneio a taxa de requisições (quantidade de
requisições emitidas por unidade de tempo) dos jogadores S (TrS) deve ser menor
ou igual a taxa de requisições dos jogadores de I (TrI).
1Esse modelo é utilizado para validação mas não é condicionado à abordagem. Essa flexibilidade
permite que, desde que sejam obedecidas as restrições R1 e R2, outros modelos sejam utilizados para
atender determinadas necessidades e contextos.
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Essa restrição pretende evitar o problema de esgotamento de recursos. Considerando
di, caso TrS > TrI a busca por recursos por jogadores de S poderia consumir todos
os recursos disponíveis nas divisões inferiores ou igual a di. Consequentemente, não
sobrariam recursos suficientes para os jogadores do conjunto I, o que poderia gerar
abandono do torneio e um efeito cascata de desestabilização do MCT.
Neste trabalho é considerado que a taxa de requisição de cada jogador é igual a 1, o
que simplifica o processo de seleção e alocação (como veremos mais adiante no Algoritmo
1). Caso a Tr fosse fielmente considerada, seria necessário verificar as atividades de cada
jogador individualmente para a aplicação do algoritmo. Isso seria necessário para ocorrer
a alocação pelas divisões, pois poderia haver jogadores com taxas maiores que outros
dentro da mesma divisão. A Figura 6.1 apresenta o modelo de distribuição piramidal
considerando o número de jogadores (R1) e a taxa de requisições (R2).
Figura 6.1: Modelo de referência de distribuição de jogadores pelas divisões. Esse modelo
atende as restrições R1 e R2.
Os jogadores são distribuídos controladamente pelas divisões de modo que a quan-
tidade diminui proporcionalmente conforme as divisões vão em direção à primeira. A
distribuição acontece respeitando as duas restrições determinadas anteriormente, após o
período de Pré-Temporada que pode ser ignorado caso seja de interesse do contexto de
aplicação. Esse período compreende o tempo necessário para que o torneio tenha a quan-
tidade mínima de jogadores alocados pelas divisões. Após a Pré-Temporada é possível
obter a previsão da quantidade de jogadores mínimos permitidos em cada uma das n
divisões de um torneio. Por exemplo, em um torneio com duas divisões o número mínimo
de jogadores é 5, com 2 na primeira divisão e 3 na divisão de acesso. Já em um torneio
com três divisões o número mínimo de jogadores é 11, sendo: 2 na primeira, 3 na segunda
e 6 na divisão de acesso. O número mínimo de jogadores por divisão e o total de cada
torneio (considerando a quantidade de divisões) são apresentados na Tabela 6.1.
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Tabela 6.1: Distribuição de jogadores pelas divisões no período de Pré-Temporada.
DISTRIBUIÇÃO DE JOGADORES  PRÉ-TEMPORADA
N. DE DIVISÕES |J| POR DIVISÃO |J| POR TORNEIO
1 2 2
2 3 5
3 6 11
... .... ...
n (
∑n−1
i=1 |Jdi |) + 1
∑n
i=1 |Jdi |
Com a Pré-Temporada finalizada, inicia-se o torneio onde os jogadores vão acessando
divisões superiores ou inferiores. Somado a isso, pode haver entrada de novos jogadores
no torneio e saída daqueles jogadores que acharem oportuno. Essa dinâmica, assim como
o aumento e diminuição do número de jogadores são tratados pelo Algoritmo 1.
Algoritmo 1: Inserção, acensão ou rebaixamento de jogadores no torneio.
Entrada: Jogador j para distribuir pelas divisões e a ação {inserção|ascensão|rebaixamento}.
Saída: Nova distribuição de jogadores pelas divisões.
1 início
2 se AÇÃO == inserção (j é um novo jogador) então
3 Insere j na divisão de acesso (dn);
4 fim
5 senão
6 dj ← Obtém a divisão de j;
7 se AÇÃO == rebaixamento então
8 se dj == n então
9 Remove j do torneio;
10 fim
11 senão
12 se com o rebaixamento de j as restrições R1 e R2 são satisfeitas então
13 Conduz j à divisão dj + 1;
14 fim
15 senão
16 Função_Tapetão(j);
17 fim
18 fim
19 fim
20 se AÇÃO == promoção' então
21 se com a promoção de j as restrições R1 e R2 são satisfeitas para dj então
22 Conduz j à divisão dj − 1;
23 fim
24 senão
25 Função_Tapetão(j);
26 fim
27 fim
28 fim
29 Atualiza os índices de Posições;
30 fim
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Diante da Pré-Temporada e das restrições impostas, o MCT deve lidar com situações
referentes ao trânsito de jogadores entre divisões. Isso porque a proporcionalidade do
modelo de distribuição em forma de pirâmide condiciona as divisões a terem um número
mínimo e máximo de posições, também denominado slots. Assim, pode haver situações
onde a divisão para onde um jogador será conduzido esteja com o número máximo de
slots preenchidos, ou o número de jogadores da divisão de origem daquele jogador pode
chegar abaixo do mínimo permitido caso ele saia. Ambas as situações são abordadas nas
linhas 16 e 25 do Algoritmo 1 pela Função_Tapetão. Devido a essas situações é necessário
o gerenciamento da entrada e saída de jogadores nas divisões considerando o número de
posições permitidas por subconjunto de jogadores, isto é, por divisão. Esse gerenciamento
deve tratar principalmente os problemas enunciados a seguir.
6.1 Problema 1: esvaziamento
Problema 1 Considere o conjunto Jdi formado pelos jogadores de uma divisão di (di ∈ D
e |D| ≥ 2). Seja |Jdi | = 2 e j um jogador presente na divisão di (j ∈ Jdi). Diante dessas
suposições, o problema 1 pode ser descrito assim: como o jogador j habilitado a sair da
divisão di pode realizar essa ação sem que a regra R1 e R2 sejam infringidas?
Esse problema resume-se em lidar com a situação onde um jogador pretende sair de
uma divisão porém o MCT não pode realizar a ação, pois caso saia, a divisão infligirá
a restrição R1. Para prevenir a infração, o MCT permite colocar o jogador j (j ∈ Jdi e
|Jdi| = 2), apto a deixar a divisão, em estado de exceção denominado Tapetão. Essa
exceção evita a saída de j da divisão di até que o número de jogadores presentes em di
aumente (|Jdi − j| ≥ 2). Durante esse período a manutenção dos atributos do jogador
é suspensa  congelando seus valores. Com isso, o MCT habilitará o jogador j a ser
conduzido a outra divisão somente se |Jdi − j| ≥ 2. Somado a isso, para o movimento ser
efetivado, a restrição R2 deve ser atendida, senão o torneio será desbalanceado. A Função
1 implementa a exceção Tapetão chamada nas linhas 16 e 25 do Algoritmo 1.
Função 1: Função_Tapetão  Mantêm j em di até que ele possa ser conduzido
à divisão destino.
Entrada: Jogador que entrara no estado de exceção Tapetão.
Saída: Jogador marcado com a exceção ou condução dos jogadores para as respectivas divisões.
1 início
2 Adiciona j no conjunto Tdi (jogadores de di marcados com a exceção Tapetão);
3 se (|Jdi − Tdi | ≥ 2) então
4 para cada jogador k ∈ Tdi faça
5 se condução (acesso ou rebaixamento) de j a nova divisão não infringe R2 então
6 Tira k do estado de exceção e conduz k para a divisão apropriada;
7 fim
8 fim
9 fim
10 fim
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6.2 Problema 2: abandono
Problema 2 Seja Jdi o conjunto de jogadores pertences a divisão di. Como tratar o
esvaziamento de uma divisão decorrente da saída voluntária de jogadores de di?
O MCT não tem controle da saída dos jogadores, pois ele são voluntários para sair
do torneio quando acharem conveniente. A saída de jogadores pode gerar esvaziamento
de divisões de modo que a restrição R1 e R2 sejam infringidas. Para tratar esse evento
o MCT utiliza a exceção WO, a qual permite a suspensão momentânea das restrições
R1 e R2 para uma divisão di que venha a se tornar vazia. Após a aplicação da exceção,
o MCT executa o seguinte procedimento: i) obtém a quantidade de jogadores suficiente
para atender a restrição R2; e ii) constrói um conjunto de jogadores hábeis a preencher
di; e iii) conduz os jogadores do conjunto para di. Esse conjunto é composto por joga-
dores das divisões adjacentes, considerado para a seleção os atributos (ex. scores) mais
atrativos a di: maiores da divisão di+1 e menores da divisão di−1). Essa escolha baseou-se
na possibilidade que esses jogadores tem de serem conduzidos naturalmente a di ao longo
do torneio. O Algoritmo 2 descreve o processo de constituição do conjunto de jogadores
destinados a preencher uma divisão devido ao esvaziamento por abandono.
Algoritmo 2: Função_WO  Trata o estado de exceção WO.
Entrada: Divisão que seu respectivo conjunto de jogadores infringe R1 e R2.
Saída: Divisão com número suficiente de jogadores.
1 início
2 se se |Jdi | infringe a restrição R1 e R2 então
3 para cada jogador que deve estar presente em di para satisfazer R2 faça
4 se |Jdi−1 | − 1 não infringe R1 e R2 globalmente então
5 j ← o jogador com menores atributos (ex. score) do conjunto Jdi−1 ;
6 fim
7 senão
8 se |Jdi+1 | − 1 não infringe R1 e R2 globalmente então
9 j ← o jogador com os maiores atributos (ex. score) do conjunto Jdi+1 ;
10 fim
11 senão
12 j ← ∅;
13 fim
14 fim
15 Jdi = Jdi + j
16 fim
17 se |Jdi | satisfaz R1 e R2 então
18 Remove WO de di;
19 fim
20 fim
21 fim
Caso não seja possível selecionar jogadores suficientes em uma iteração, a divisão
continua marcada com a exceção WO e o algoritmo é agendando para uma nova iteração.
Caso contrário a exceção é removida da divisão (linha 18).
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6.3 Problema 3: posições insuficientes
Problema 3 Seja di uma divisão qualquer de um torneio e m o número de posições (ou
slots) disponíveis de jogadores que podem entrar em di. Agora considere m+ n o número
de jogadores que no próximo round estarão aptos a entrar em di, seja por promoção da
divisão di+1 (1 ≤ i < n) ou rebaixamento da área de repescagem da divisão di−1 (i > 1).
Como realizar a alocação de m + n em di de modo que determinadas características dos
jogadores dessa divisão sejam otimizadas?
A abordagem mais intuitiva para resolver esse problema é ordenar os jogadores elegí-
veis à di e selecionar os m primeiros jogadores para serem alocados. Contudo, os outros
n jogadores ficarão de fora de di, mesmo tendo condições para serem alocados nela. Con-
sequência dessa abordagem é a possibilidade de jogadores ficarem sem divisão para se
estabelecer. Por exemplo, um jogador pode ser eliminado de uma divisão di−1 ao mesmo
tempo que não consegue vaga para entrar na divisão di. Outra situação que pode aconte-
cer é alguns (ou todos) os n jogadores não entrarem na divisão di mesmo sendo superiores
em propriedades (ex. atributos) do que outros jogadores que já estão naquela divisão. Ou
ainda, a situação onde há jogadores promovidos da divisão dn+1 e jogadores rebaixados
da divisão dn−1 e por falta de um critério de priorização alguns jogadores rebaixados não
são alocados em detrimento dos jogadores promovidos. Note que pela própria concepção
do MCT isso se apresenta como uma anomalia, pois jogadores com atributos abaixo dos
limites inferiores da divisão não podem permanecer nela. Contudo, mesmo inserido um
processo de priorização pode ocorrer casos onde possam existir jogadores promovidos de
dn+1 com atributos maiores que alguns jogadores rebaixados de dn−1 e mesmo assim não
serem alocados devido o número de slots ser insuficiente e os jogadores rebaixos terem
prioridades maiores que os jogadores promovidos.
As Figuras 6.2, 6.3, 6.4 e 6.5 apresentam graficamente exemplos dos caso que podem
ocorrer e devem ser tratados pelo controlador de transito pelas divisões. Foram considera-
dos 10 jogadores divididos em três conjuntos: Jdn representa os jogadores já presentes na
divisão de interesse, Jp e Jr são aqueles jogadores promovidos da divisão dn+1 e rebaixados
de dn−1 respectivamente. Como critérios iniciais de seleção foram utilizados o score e a
quantidade de recursos de cada jogador.
Figura 6.2: Jogadores rebaixados com slots insuficientes.
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No exemplo da Figura 6.2 há três jogadores rebaixados da divisão superior e somente
um slot para entrar na divisão dn, sendo assim somente o jogador 06 será alocado em dn.
É possível observar que existem jogadores em dn com atributos e recursos com valores me-
nores que jogadores que não entraram na divisão. A falta de consideração dos jogadores
já presentes na divisão pode fazer que os valores de atributos e a quantidade de recursos
dentro da divisão não sejam maximizados. Somado a isso, os dois jogadores elegíveis e
não conduzidos a dn não poderiam voltar a dn−1.
Figura 6.3: Jogadores promovidos com slots insuficientes.
No exemplo da Figura 6.3 são elegíveis dois jogadores promovidos de dn+1 e esta dispo-
nível somente uma vaga para entrada em dn. Como os jogadores elegíveis tem origem na
divisão dn+1 caso algum deles não conseguiram ser alocado em dn é permitido permanecer
em dn−1 (o MCT permite isso). Porém, o jogador 10 que não conseguiu ser alocado por
falta de slot possui recursos com valores maiores que alguns jogadores já presentes na
divisão d. Assim, sua alocação poderia aumentar a quantidade recursos da divisão.
Figura 6.4: Jogadores rebaixados e promovidos, com slots insuficientes e sem prioridade.
Na Figura 6.4 existem jogadores rebaixados da divisão dn−1 e promovidos da divisão
d + 1, com 3 slots disponíveis para alocação. Neste exemplo não há prioridade no pro-
cesso de ordenação para seleção dos jogadores que serão alocados. Observa-se na figura
que além dos problemas já destacados nos exemplos anteriores (jogadores rebaixados que
não podem ser alocados, e os que não serão alocados com atributos e recursos maiores que
aqueles jogadores que já estão em dn) também há a situação onde um jogador rebaixado
não foi alocado em detrimento de um jogador promovido. Esse comportamento insere um
fator de complexidade no tratamento dado pelo controle de trânsito, isso porque jogadores
rebaixados podem ficar sem divisão.
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Figura 6.5: Jogadores rebaixados e promovidos, com slots insuficientes e com prioridade.
O último exemplo (Figura 6.5) é similar ao exemplo da Figura 6.4, contudo é inserido
um fator de prioridade para os jogadores rebaixados, promovidos e aqueles que já estão
na divisão dn. A ordem de priorização definida foi: Jd > Jr > Jp. Com a inserção
da priorização o problema de jogadores sem divisão (ou em estado de Tapetão) pode
ser minimizado quando considerado jogadores promovidos e rebaixados. Porém, sem
considerar os jogadores já presentes na divisão a maximização de atributos e recursos não
pode ser alcançada.
Para tratar essas situações o MCT utiliza, prioritariamente, a seleção e alocação de
jogadores baseada na priorização dos tipos de jogadores e na otimização das características
de interesse na divisão considerando, inclusive, os jogadores já presentes na divisão de
interesse. Nesse contexto a otimização consiste em maximizar a quantidade de recursos
e dos atributos dentro da divisão. Em uma comparação com o mundo do futebol, seria
a busca por aqueles jogadores/times que aumentem a qualidade da competição (melhor
nível técnico, mais receita etc.).
Teorema 1 Considere di uma divisão pertencente ao conjunto D de divisões do torneio e
m = |Jdi | o número máximo de jogadores j ∈ J permitidos em di. Seja E, com |E| > m,
o número de jogadores elegíveis a serem alocados em di no final do round. Considerando o
conjunto J
′
= Jdi ∪E, existe uma ou mais seleções de jogadores de J ′ ≤ m que maximiza
a quantidade de recursos e dos atributos (e.g. score) dentro de di.
Inicialmente é necessário determinar quais as características que se espera maximizar
dentro da divisão. São duas as características de interesse consideradas pelo MCT em
um primeiro momento: i) o score dos jogadores da divisão, e ii) a quantidade de recursos
dentro da divisão. Somado a isso, o conjunto E de jogadores aptos a entrar em uma
divisão d + i pode ser dividido em dois subconjuntos disjuntos: I e S que são jogadores
oriundos da divisão di+1 e di−1 respectivamente. Uma restrição que deve ser considerada
é que os jogadores do conjunto S têm prioridade perante I e os já presentes em di. Isso
porque um jogador não pode permanecer em uma divisão sem os atributos necessários
para permanecer nela, sendo que pela própria estrutura do MCT um jogador pode se
estabelecer em uma divisão mesmo possuindo condições para ser promovido para divisões
superiores. Sendo assim, a solução para tratar a alocação de jogadores na divisão deve ser
realizada em duas etapas: a primeira considerando os jogadores de S e a segunda voltada
aos demais jogadores aptos a estarem em di. Uma outra peculiaridade sobre esse processo
é que a primeira divisão é um caso especial, pois nela o conjunto S = ∅, logo o processo
tem apenas uma etapa  maximizar as características selecionadas considerando Jdi e I.
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Um ponto de atenção durante a seleção dos jogadores que irão compor a dimensão
é referente aos atributos selecionados. Isso fica claro quando considerada a quantidade
de recursos que, diferente do score que é conhecido e mantido pelo próprio MCT, ela é
publicada e controlada por cada jogador. Com isso é possível um jogador mal intencionado
manipular o resultado através do informe de quantidades de recursos que não condizem
com a realidade. Diante disso é necessário que a técnica utilizada para a seleção seja apta
a tratar esse tipo de situação.
6.3.1 Seleção Multi Dimensional
O problema da seleção de jogadores envolvendo várias propriedades resume-se a busca
de um método para seleção multidimensional. Devido a sua flexibilidade, o MCT pro-
porciona a utilização de vários modelos para a seleção multidimensional e alocação de
jogadores pelas divisões. O problema de seleção multidimensional pode ser descrito como
o Problema da Mochila, onde haveria várias mochilas representadas por divisões com um
tamanho limitado de posições e os itens a serem alocados, no contexto do MCT, seriam os
jogadores considerando determinadas propriedades. Essas propriedades no escopo dessa
implementação seria o atributo score e a quantidade de recursos que o jogador possuí,
quantidade essa expressa pelo número de instâncias disponíveis para serem ofertadas aos
demais jogadores. O Problema da Mochila tem complexidade NP-Completo [15], diante
disso implementar um algoritmo ótimo acaba sendo inviável.
Para tratar esse problema e demonstrar a capacidade do MCT refente à flexibilidade
de métodos de resolução de problemas, foi utilizado Particle Swarm Optimization (PSO)
definido por Kennedy e Eberhart [80]. O PSO é uma meta-heurística, descrita como um
método estocástico de otimização baseado nas interações sociais. Iterativamente provê
o aprimoramento de candidatos às soluções de um problema considerando certas carac-
terísticas. De um modo simplificado, o funcionamento do PSO consiste em: dada uma
população de possíveis soluções para um problema, denominadas partículas, movimenta-
as por um espaço de busca de acordo com uma formulação matemática que determina a
velocidade e a posição de cada uma considerando seus respectivos históricos assim como
o todo. Esta técnica de otimização é caracterizada como uma meta-heurística [29], pois
faz poucas ou nenhuma consideração sobre o problema a ser otimizado. Contudo, não
garante um resultado ótimo.
Para ilustrar o problema e o controle de transito de jogadores pelas divisões do torneio
foi implementado um caso de uso onde é aplicado o PSO, modelado em colaboração
conjunta com Thiago Augusto Lopes Genez da Universidade de Bern, Suíça. Esse caso
de uso foca nas duas principais características dos jogadores do torneio: o score e a
quantidade de recursos que cada um possui. Sendo assim, cada jogador é representado no
contexto da PSO como uma tupla ji = (wi, si, ri), ji ∈ J , onde : i) w representa o peso do
jogador ji; ii) si é o score que descreve o desempenho do jogador ji durante seu ciclo de
vida dentro do torneio; e iii) ri os recursos disponibilizados para o torneio, recursos esses
representados por máquinas virtuais disponíveis para serem consumidas.
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Quanto ao objetivo do problema, espera-se realizar a seleção e alocação de jogadores
em determinada divisão de modo que o valor da soma dos atributos e da quantidade
de instâncias disponíveis sejam maximizadas na divisão. Em outras palavras, dado um
conjunto Jc de jogadores candidatos para entrar em um divisão di com tamanho n (|di| =
n) e um conjunto de jogadores Jdi presentes na divisão i, selecionar n jogadores do conjunto
Jc ∪ Jdi de modo que a soma do atributos e da quantidade de instâncias disponíveis
seja maximizada. Tal seleção considerou também determinadas restrições impostas pelo
próprio MCT quanto a promoção e ao rebaixamento de jogadores: i) jogadores com
score insuficientes, que por sua vez serão rebaixados, não podem permanecer na divisão
atual; e ii) mesmo que possuam score suficiente para serem promovidos, jogadores podem
permanecer na divisão atual. Para representar esse comportamento dentro do PSO, foi
adicionada uma dimensão descrita como o peso do tipo do jogador (weight) definida no
PSO como Bound2 elevado. Os demais Bounds (referentes ao score e a quantidade de
recursos disponíveis) foram definidas com valores iguais, não determinando prioridade
uma sobre a outra. As demais dimensões indicam os atributos considerados (score e
recursos). A função de afinidade considerou a maximização de ambos os atributos. Os
parâmetros do PSO são descritos na Tabela 6.2.
Tabela 6.2: Parâmetros utilizados no modelo do PSO para o MCT.
PARTICLE SWARM OPTIMIZION
PARÂMETRO DESCRIÇÃO
Jogadores Jd: presentes em d; Jd+1: promovidos a d; e Jd−1: rebaixados a d.
Dimensões Peso do jogador; score; recursos.
Pesos 1.0 para Jd−1; 0.6 para Jd; e 0.3 para Jd+1.
Bounds [1000, 10, 10], mil para o peso; 10 para score; e 10 para recursos.
Função de Afinidade MAX(
∑|J′|
i scorei,
∑|J′|
i recursosi), onde J
′ é um seleção de jogadores com tamanho |d|
de Jd+1 ∪ Jd ∪ Jd+1.
Na Seção 7.3.4 serão apresentados os testes utilizando o PSO e uma abordagem clás-
sica de ordenação para o controle de trânsito de jogadores pelas divisões. Nos testes é
possível observar os problemas inerentes à seleção, assim como aqueles referentes à seleção
multidimensional (utilizando vários atributos para seleção).
6.4 Problema 4: empate considerando posições insufi-
cientes
Problema 4 Seja di uma divisão qualquer de um torneio e m o número de posições (ou
slots) disponíveis de jogadores que podem entrar em di. Agora considere m = 1 e que há n
(n ≥ 2) jogadores elegíveis (composto por jogadores rebaixados, promovidos ou rebaixados
e promovidos) com todos atributos avaliados estritamente iguais. Também considere que
em nenhum dos n jogadores possuam atributos maiores daqueles jogadores já presentes
em di. Como escolher o jogador elegível que será alocado na posição disponível em di?
2Bound são limites de valores para cada dimensão. Limites elevados fazem determinada dimensão
atingir valores maiores nas soluções. Outra interpretação é que limites elevados podem fazer determinadas
dimensões obterem prioridades perante aquelas com Bounds menores.
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A abordagem padrão utilizada pelo MultiCloud Tournament, foi a seleção aleatória
de m jogadores do conjunto de jogadores elegíveis (JE). Inicialmente, é verificado se no
conjunto de jogadores elegíveis há, simultaneamente, jogadores rebaixados e promovidos.
Diante dessa avaliação duas possibilidades podem ocorrer:
• Existem: é realizado um particionamento desse conjunto em dois subconjuntos:
jogadores elegíveis rebaixados (JER) e jogadores elegíveis promovidos (JEP ). Após
esse procedimento um processo iterativo é aplicado: no subconjunto JER, um valor
do intervalo [1, |JER|] é selecionado, o jogador na posição indicada por esse valor
é conduzido à divisão di e o jogador é removido de JER. Este processo é repetido
até que m seja satisfeito ou JRE = ∅. Caso, JRE = ∅ e m > 0 o mesmo processo
acontece mas agora considerando JEP . A priorização é necessária devido estrutura
do MCT que não permite que jogadores rebaixados permaneçam nas suas divisões
de origem.
• Não existem: como não há simultaneamente jogadores rebaixados e promovidos não
é necessário o particionamento. Sendo assim, o processo iterativo (descrito no item
anterior) acontece somente no conjunto de jogadores elegíveis até que as m posições
disponíveis em di sejam preenchidas.
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Capítulo 7
Validação Experimental
Esta seção descreve o comportamento do MCT ao ser submetido a um conjunto de estudos
de caso criados com os objetivos de validar as funcionalidades da abordagem referente as
características desejáveis de uma Federação de Nuvens, verificar a viabilidade técnica e
comportamental da abordagem e gerar insumos para orientar o desenvolvimento do MCT
em ambientes reais de uso. Para realizar esses estudos foram implementadas instâncias
do MCT, ou torneios, com as características minímas necessárias para a validação da
proposta em diferentes contextos. Também foi desenvolvido um emulador capaz de gerar
ações semelhantes àquelas oriundas de situações reais de uso.
A seguir serão apresentadas as propriedades dos torneios, assim como o emulador
utilizado na geração de resultados. Por fim, a metodologia dos testes, o testbed para
execução dos testes e os resultados obtidos são evidenciados.
7.1 Instâncias do MCT
Para validar a aplicabilidade e a flexibilidade do MCT foram criados dois torneios voltados
a contextos distintos: não monetizável e um ambiente de Computação em Névoa. Deno-
minados MCT1 e MCT2. Esses dois torneios foram implementadas com a linguagem de
programação Python sob o paradigma de orientação a objetos. Tanto a linguagem como
o paradigma vêm sendo recorrentemente utilizados em frameworks de Computação em
Nuvem (ex. OpenStack [101]), o que favorece a integração com ambientes de nuvens já
existentes para a execução dos testes de validação ou para um aproveitamento futuro em
ambientes reais de uso. Os códigos-fonte das instâncias estão disponíveis em [16].
Algumas características são comuns aos dois torneios considerados: possuem três divi-
sões (e três áreas de repescagem) denominadas acesso (d3), intermediária (d2) e primeira
(d1); a modalidade disponível é a IaaS; as três divisões de cada torneio compartilham o
mesmo valor de round (t′ = t′′ = t′′′); e os recursos são disponibilizados na forma de fla-
vors de Máquinas Virtuais (VMs), onde foi utilizada a tipologia definida pelo OpenStack
{VMflavor|flavor = tiny, small,medium}. Uma observação é que as VMs não executam
carga de trabalho real, sendo considerado somente o tempo de execução o qual é pré-
determinado pelo dataset consumido pelo emulador (detalhado na Seção 7.2.2). A Figura
7.1 apresenta a estrutura dos dois torneios.
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Figura 7.1: Representação da estrutura utilizada nos dois torneios.
7.1.1 Contextos Não Monetizáveis
Dentre os contextos em que o MCT pode ser aplicado estão aqueles que não envolvem
explicitamente valores monetários nas relações de oferta e aquisição de recursos. Esse
tipo de ambiente está presente, por exemplo, nas redes de pesquisas de instituições pú-
blicas, onde o interesse está focado no compartilhamento para o bem comum, e não para
lucratividade monetária. Em contextos não monetizáveis, o bom comportamento consiste
na oferta de recursos, sendo que aqueles jogadores que não disponibilizam recursos são
caracterizados como Free-Riders.
Para aplicabilidade nesse contexto, as regras fundamentais rf1 e rf2 que indicam
respectivamente a definição da função de cálculo do score e a abordagem de obtenção do
histórico de cada jogador j foram definidas de acordo com o enunciado a seguir:
• rf1: a Equação 7.1 descreve a função utilizada para o cálculo do score. Nela o score
(sj) de um jogador j é determinado por dois termos. O primeiro considera a soma
do tempo de execução das máquinas virtuais referentes às requisições que ele aceitou
 Requisições Recebidas e Aceitas (RRA) . O tempo de execução de cada tipo de
máquina é multiplicado por um peso (pk) que é proporcional aos k flavors1 (k =
{tiny, small,medium}). O segundo termo retorna o custo de negação de requisições
por parte do jogador j. Nesse custo estão envolvidos: a utilização da infraestrutura
utilizada (rede por exemplo) e do próprio MCT (ex. uso do orquestrador). O custo
é obtido calculando a quantidade total de requisições negadas por j (Qtdereject), e
multiplicando esse valor pelo custo que o jogador será onerado por não atender cada
requisição (Creject)  no MCT1 esse custo é fixo.
sj =
 |RRAVMk |∑
k=Big,Small,T iny
(pk × T executionVMk )
− (Qtdereject × Creject) (7.1)
1Quanto maior a capacidade do flavor maior o peso.
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• rf2: o histórico h de cada jogador j dentro desse torneio refere-se à quantidade de
vezes que o score de j manteve-se acima do limite inferior da divisão que ele se
encontra no final de cada round. Em outras palavras, no final de cada round o score
de j é comparado com o limite inferior da divisão. Caso ele seja maior, o histórico
é acrescido de uma unidade. Caso j entre em uma área de repescagem, o respectivo
histórico é utilizado para determinar o número de rounds que ele pode permanecer
nessa situação antes de ser rebaixado (ou eliminado da competição caso esteja na
divisão d3). A obtenção de h (Figura 7.2) é condicionada ao intervalo de tempo
definido por Tini e Tfim. Tini representa o primeiro round após a entrada na divisão
ou a saída de um repescagem, e Tfim representa o momento da entrada de j em uma
área de repescagem ou a saída de j da divisão. O histórico é dependente do escopo
da divisão, sendo assim ao entrar em uma divisão di o valor do histórico de j é defi-
nido como zero ou um valor armazenado caso j já tenha visitado di anteriormente.
Figura 7.2: Situações consideradas para o cálculo do histórico.
NoMCT1, para o bootstrapping dos jogadores que entram no torneio, foi atribuído um
score inicial. A definição desse valor considerou o aspecto global dos rounds da divisão e
teve como premissa evitar que o jogador fique em desvantagem logo que entre no ambiente
ou que se destaque exageradamente perante os demais logo na sua estreia. Caso a desvan-
tagem não fosse considerada, um novo jogador ao entrar na divisão de acesso, dependendo
da dinâmica da divisão, poderia no próximo round ser eliminado mesmo tendo potencial
para permanecer no torneio. Isso porque o jogador poderia entrar próximo do fim do
round e com isso não haveria tempo hábil para seu desenvolvimento. Por outro lado, se
for ofertada muita vantagem a um novo jogador, no próximo round ele seria promovido à
divisão intermediária e então duas situações poderiam ocorrer:
• Jogador ficaria na divisão intermediária: para a divisão de acesso não seria inte-
ressante esse tipo de situação, pois ela seria esvaziada conforme o fluxo de entrada
no MCT1 aumentasse, diminuindo a possibilidade dos jogadores daquela divisão
obterem recursos. Consequentemente, os demais jogadores da divisão de acesso
poderiam se desinteressar de permanecer na organização.
• Jogador seria rebaixado à divisão de acesso: a progressão seguida de um rápido re-
baixamento (um round) apenas consumiria recursos da organização. Dependendo da
sincronização dos tempos de round poderia ocorrer um comportamento cíclico onde
recursos de infraestrutura do MCT seriam consumidos continuamente ao mesmo
tempo que não seria interessante para o jogador, pois não conseguiria, com o mí-
nimo de estabilidade, determinar a quantidade de recursos que poderia obter.
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Ambas as situações expostas anteriormente não são interessantes para os jogadores e
nem para o próprio torneio. Diante disso foi escolhido como score inicial a média harmô-
nica2 dos scores (Equação 7.2) dos jogadores presentes na divisão. A média é calculada
no momento que o novo jogador j entrar na divisão de acesso. Esse cálculo não considera
j (J = J − j) pois ele ainda não faz parte da divisão.
sini =
|J |(∑
i∈|J |
1
si
) (7.2)
A Tabela 7.1 organiza as abordagens definidas para implementação da instânciaMCT1.
Tabela 7.1: Propriedades do estudo de caso MCT1.
PROPRIEDADE ABORDAGEM
Divisões Três divisões hierárquicas (d3, d2 e d1).
Modalidade Infraestrutura como Serviço (IaaS).
Round Períodos iguais (t′ = t′′ = t′′′), assíncronos e global por divisão.
Depreciação Não aplicável para esta instância.
Score sj =
(∑|RRAVMk |
k=Big,Small,T iny(pk × T executionVMk )
)
− (Qtdereject × Creject)
Histórico Quantidade de vezes que sj ≥ limite inferior da divisão de j no final de t.
Bootstrapping Média harmônica do score dos jogadores presentes na divisão de acesso.
7.1.2 Outro Contexto: Computação em Névoa
O MCT também pode ser aplicado em outros contextos, como o caso de ambientes de
Computação em Névoa [100]. Uma névoa, ou Fog, é um ambiente composto por diversos
dispositivos heterogêneos que trabalham cooperativamente de maneira descentralizada
[123]. A Computação em Névoa é uma extensão do paradigma de Computação em Nuvem,
sendo composta por uma plataforma virtualizada hábil a desenvolver o armazenamento,
processamento e rede entre as nuvens e os dispositivos finais [130,131]. Esse novo modelo
surgiu para suportar uma nova onda de aplicações e serviços que não são completamente
atendidos pela Computação em Nuvem, promovendo a ubiquidade, alta resiliência, baixa
latência e gerenciamento descentralizado [42,71].
O consórcio OpenFog [100] define Computação em Névoa como:
Uma arquitetura horizontal, em nível de sistema, que distribui e disponibiliza
o processamento, o armazenamento e as funções de rede para perto do usuário
ao longo de uma Nuvem-para-Coisas.
2A escolha da média harmônica considerou a minimização do impacto de valores expressivos de scores.
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Na Computação em Névoa, perto do usuário significa a borda da rede, ou seja os
pontos de acesso dos clientes com o ambiente  antena da operadora de telefonia móvel,
hotspots wireless, roteador residencial, etc. O cenário encontrado nesses lugares é vasta-
mente diferente daquele encontrado na nuvem. Diante disso, a Computação em Névoa se
torna uma extensão não trivial da Computação em Nuvem que precisa lidar com deter-
minadas características inerentes às condições daquele ambiente: atenção à localização,
distribuição geográfica, e suporte a mobilidade [30,31]. Outra diferença significativa entre
os dois modelos é que, em uma névoa, esta presente um conjunto de dispositivos heterogê-
neos, na maioria das vezes conectados de um modo wireless, que são limitados em termos
de recursos em comparação aos servidores encontrados nas nuvens [125].
Um ambiente de Computação em Névoa envolve as instâncias de névoas, denominadas
Cloudlets, e uma nuvem central. As Cloudlets possuem baixa latência (estão mais perto
do cliente), porém têm poucos recursos e resiliência. Já a nuvem possui alta latência (em
relação às Cloudlets), mas em contrapartida é resiliente e é provida de grandes quantida-
des de recursos. A Figura 7.3 apresenta graficamente essa organização.
Figura 7.3: Um cenário típico de Computação em Névoa. Nele estão distribuídos pelo
ambientes várias Cloudlets, e no nível mais alto está um CSP.
Diante do exposto, surgem alguns desafios inerentes à gerência de aplicações em névoas.
Dentre eles está a orquestração de aplicações pelas Cloudlets. Considerando uma aplicação
que requer baixa latência sendo executada por um cliente que se movimenta pela cidade, o
orquestrador tem que ser apto a determinar em qual Cloudlet a aplicação será migrada de
acordo com a trajetória do cliente e os requisitos de latência. Além disso, ele também tem
que ser capaz de determinar quando a aplicação será enviada para nuvem caso as Cloudlets
disponíveis não possam ser utilizadas por estarem ocupadas com outras aplicações [27].
Considerando que uma aplicação nunca vá à nuvem (sempre haverá Cloudlets disponíveis),
a procura e seleção das melhores Cloudlets que atendam os requisitos de latência de
uma aplicação é um desafio, pois o tempo de seleção pode comprometer os requisitos da
aplicação. Diante disso, melhorar a estratégia de seleção é fundamental nesse cenário.
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O torneio MCT2 foi implementado para auxiliar o orquestrador de névoa a tratar os
desafios elencados. Nesse torneio os jogadores são as Cloudlets, classificadas ao longo de
três divisões de acordo com a latência que cada uma oferece (quanto mais perto de d1
menor a latência). Os jogadores competem pela execução de aplicações em seus domínios,
para tal, regularmente são obtidas amostras da latência que cada uma oferece. Classificar
as Cloudlets por divisões auxilia o orquestrador da névoa a reduzir o espaço de busca e
o tempo para selecionar o jogador que melhor atenda os requisitos da aplicação. Dife-
rente do MCT1, nesse torneio, durante o bootstrapping os jogadores recebem a latência
máxima permitida no ambiente. Esse valor reflete o limite inferior da divisão de acesso,
consequentemente os jogadores que tiverem uma latência maior que essa serão eliminados
do torneio pois não podem atender os requisitos de nenhuma aplicação que requer baixa
latência. Para calcular esse valor é utilizado o histórico dos requisitos das aplicações que
já foram executadas no ambiente, assim como a latência do envio da aplicação para nuvem
caso nenhum jogador possa atendê-la.
NoMCT2 os jogadores mal intencionados são aqueles que utilizam métodos desonestos
para aumentar as chances de executar o maior número de aplicações em seus domínios.
Dentre as estratégias para exercer esse comportamento está a publicação de recursos que
não refletem a realidade, e métricas de latência falsas. Diante disso o torneio deve prover
métodos para mitigar tais ações. Outra peculiaridade é que o MCT2 é desacoplado dos
demais componentes da névoa e sua execução não impacta negativamente no desempenho
do orquestrador do ambiente original. Em um caso extremo, onde não é possível dividir
os jogadores pelas divisões, o resultado para o orquestrador das névoas será o mesmo que
o resultado obtido na ausência do torneio: um espaço de busca com n Cloudlets.
A Equação 7.3 descreve como o cálculo do score sj de um jogador j é realizado no
MCT2. Devido à classificação dos jogadores ser realizada em torno da latência que eles po-
dem oferecer, o score reflete a última amostra que o jogador informou (amostralatency_final).
A amostra é então ponderada pelo histórico do jogador (hj) para inibir a alteração mal
intencionada da amostra. Esse histórico (Equação 7.4) é determinado pelo número de
requisições que o jogador j aceitou e foram executadas (RAran) menos aquelas aceitas e
não executadas (RAnot_ran) divididas pelo número total de Requisições Aceitas (RA) por
j. Sendo assim, hj além de histórico, torna-se um fator de credibilidade do score.
sj = amostralatency_final × hj (7.3)
hj =
|RAran −RAnot_ran|
RA
(7.4)
Por usar a latência para classificar os jogadores pelas divisões, as áreas de repescagem
não são utilizadas no MCT3. A ausência dessas áreas evita a ocorrência de algumas
anomalias. Por exemplo, considerando uma requisição de execução de uma aplicação com
um determinado requisito de latência, o processo para a atender consistiria na identificação
da divisão que melhor pudesse atender os requisitos e então seria gerado o conjunto de
jogadores aptos a executar a aplicação. Contudo, se a área de repescagem fosse permitida,
nesse conjunto de jogadores poderiam estar aqueles que não poderiam atender os requisitos
de latência (pois estariam no repescagem) gerando com isso um overhead ao processo.
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A Tabela 7.2 organiza as propriedades definidas para o MCT2.
Tabela 7.2: Propriedades do estudo de caso MCT2.
PROPRIEDADE ABORDAGEM
Divisões Três divisões hierárquicas (d3, d2 e d1).
Modalidade Infraestrutura como Serviço (IaaS).
Round Assíncronos por divisão (t′ = t′′ = t′′′).
Depreciação Não aplicável para essa instância.
Score sj = amostralatency_final × hj
Histórico hj =
|RAran−RAnot_ran|
RA
Bootstrapping Primeira amostra da latência do jogador.
7.1.3 Implementação dos Torneios
Quanto à implementação das duas instâncias do MultiClouds Tournament voltadas à
validação da proposta apresentada, todas as funcionalidades presentes nos torneios foram
agrupadas em componentes os quais realizam tarefas específicas. Esses componentes são
apresentados holisticamente, não observando as peculiaridades que o contexto impõe a
cada torneio (MCT1 e MCT2).
Os componentes do MCT foram implementados e agrupados em dois conjuntos: os
componentes voltados aos jogadores e os componentes voltados ao MCT propriamente
dito. No primeiro conjunto estão as atividades referentes à integração dos CSPs com o
torneio. Para suportar essa integração foram implementados três componentes que são
instalados em cada jogador:
• MCT_Drive: componente especializado em um framework de Computação em Nuvem
específico  OpenStack. Esse componente comunica-se com o jogador indicando para
ele que a VM onde o código está sendo executado é um nó de computação. Esse
nó de computação é tratado como uma zona de disponibilidade onde o jogador vai
enviar suas requisições locais para utilizar o torneio.
• MCT_Agent: realiza a interface entre o MCT_Drive e os outros componentes do MCT.
É através desse componente que as requisições do torneio chegam ao jogador, e
aquelas originadas no jogador são enviadas ao torneio.
• MCT_Quota: em períodos de tempo regulares esse componente anuncia ao torneio to-
dos os recursos que o jogador pretende disponibilizar  quantidade de CPUs virtuais
(vCPUs), memória e disco.
Considerando o próprio MCT, as atividades foram divididas em cinco componentes:
• MCT_Dispatch: esse componente é a porta de entrada do MCT. Ele recebe as re-
quisições dos jogadores e as encaminha para os componentes do MCT apropriados.
É também através dele que os componentes do MCT enviam as mensagens para os
jogadores disponíveis.
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• MCT_Referee: recebe as requisições para instanciar e deletar VMs. Esse componente
realiza a procura dos jogadores que podem atender as requisições recebidas.
• MCT_Register: realiza as atividades referentes a IdM dentro do torneio.
• MCT_Sanity: é responsável por verificar se as máquinas virtuais correspondentes às
requisições aceitas continuam em pleno funcionamento nos hospedeiros.
• MCT_Division: esse componente realiza o processo de divisões dentro do MCT. Ele
monitora os jogadores para classificá-los pelas divisões disponíveis e ao final de cada
round realiza o cálculo dos atributos.
Como esses componentes se relacionam é apresentado no decorrer desse capítulo. Al-
guns casos de uso do funcionamento do ambiente e os respectivos diagramas de sequência
são apresentados no Apêndice C.
7.1.4 Testbed
Esta seção apresenta o testbed utilizado para executar os testes e gerar os resultados utili-
zados na validação. O testbed foi construído dentro dos domínios do Laboratório de Redes
de Computadores (LRC) [75] do Instituto de Computação [72] da UNICAMP [122] sobre
uma infraestrutura de Computação em Nuvem provida pelo framework OpenStack versão
Liberty também disponível no laboratório. Todos os componentes do testbed foram imple-
mentados utilizando VMs ofertadas pelo OpenStack do LRC, assim como a infraestrutura
de rede utilizada para comunicação entre os componentes. Através de um ambiente virtu-
alizado, como o disponibilizado por uma estrutura de Computação em Nuvem, é possível
provisionar e integrar novos componentes ao testbed de um modo mais eficaz além da
reprodução do ambiente ficar facilitada por meio do uso de snapshots. Em contrapartida,
devem ser considerados os overheads que essa virtualização pode inserir nos resultados.
Foram implementados dois jogadores em máquinas virtuais. Esses jogadores são re-
presentados por dois CSPs que executam o OpenStack versão Juno3 em seus respectivos
domínios. Para cada jogador foi criada uma máquina virtual adicional onde foi instalado
o MCT_Agent (componente do MCT). Do ponto de vista do jogador essa máquina virtual
com o MCT_Agent instalado funciona como um nó de computação acessado através de uma
zona de disponibilidade. Já para o MCT, elas são as interfaces com os jogadores. Outra
VM foi utilizada para instalar os seis componentes do MCT. Por fim, para gerar insumos
para os testes (requisição de criação e deleção de VMs) foi utilizado o emulador que será
apresentado na próxima seção, que também foi instalado em uma máquina virtual. Além
das máquinas virtuais apresentadas, foram utilizados quatro segmentos de rede e quatro
roteadores virtuais para prover a infraestrutura de comunicação entre os componentes
do testbed. Para gerenciar a infraestrutura de rede virtualizada foi utilizado o projeto
Neutron [102] do OpenStack, que oferece rede como serviço.
3A versão Juno foi escolhida por ser uma versão leve do OpenStack em relação as versões sucessoras
(Liberty, Mitaka etc.). A versão Juno também implementa algumas funcionalidades essenciais para a
execução da validação como, por exemplo, a OpenStack API.
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A Figura 7.4 descreve graficamente a testbed utilizada.
Figura 7.4: Testbed utilizada para validação do MCT.
7.2 Emulador
Para a realização dos experimentos, foi desenvolvido, dentro da infraestrutura de testes
(Seção 7.1.4), um emulador de agentes responsável por emitir requisições sintéticas. Esse
emulador foi implementado utilizando o mesmo paradigma (orientação a objetos) e lin-
guagem de programação (Python versão 2.4) empregados no desenvolvimento dos agentes
reais presentes nas instâncias de OpenStack utilizadas na infraestrutura. Nesse contexto,
os agentes emulados são denominados agentes virtuais. Por possuírem os mesmos moldes
e comportamentos dos agentes reais que atuam como nó de computação em um ambi-
ente OpenStack, do ponto de vista do MCT, a execução desses agentes virtuais emulam
jogadores reais.
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7.2.1 Componentes
Em relação aos agentes reais, implementados como nós de computação de instâncias do
OpenStack, são realizadas algumas modificações nos componentes dos agentes virtuais.
Essas modificações tem o objetivo de possibilitar a execução de várias instâncias de agentes
virtuais a partir de um único local e sem a dependência da existência de instâncias de
OpenStack correspondentes. Caso isso não fosse realizado, o emulador seria inviabilizado,
pois várias instâncias de OpenStack teriam que estar presentes para correta execução.
Consequentemente, seriam necessários mais recursos computacionais sendo que o objetivo
é validar o comportamento perante as requisições, não a carga real de trabalho. Como
resultado dessas alterações e reorganizações, foram criados três componentes:
• MCT_Database_Proxy: responsável por serializar o acesso aos dados do dataset con-
tido na base de dados. Cada registro do dataset é denominado ação, a qual pode
ser, por exemplo, o pedido de criação de uma máquina virtual. Esse componente
é necessário para manter a consistência da base de dados e da ordem de oferta de
ação, pois devido à presença de múltiplos agentes virtuais, há várias requisições por
ação acontecendo paralelamente. Também é de responsabilidade desse componente
realizar a invalidação na base de dados dos registros referentes às ações já consumi-
das. Com isso evita-se que as ações sejam emitidas em duplicidade e garante-se que
elas sejam consumidas ordenadamente.
• MCT_Driver_Emulator: executa múltiplas instâncias de agentes virtuais. Cada
agente virtual realiza a requisição de ações ao MCT_Database_Proxy, que ao re-
ceber a ação: i) armazena a entrada em uma estrutura local; ii) envia a requisição
ao MCT_Dispatch por meio do MCT_Agent_Emulator; e iii) fica aguardando o retorno
com o status da requisição. Cada instância tem sua própria máquina de estado que
representa seu respectivo ciclo de vida. Isso significa que os agentes virtuais podem
estar em estados diferentes ao mesmo tempo. Outra característica é que, embora só
haja um MCT_Agent_Emulator presente no estrutura do emulador, ao iniciarem, os
agentes virtuais realizam múltiplas autenticações junto ao MCT_Registry.
• MCT_Agent_Emulator: é ponto de comunicação com os serviços do MCT_Referee.
Ele centraliza as requisições dos agentes virtuais em um único lugar, facilitando a
comunicação sem prejudicar os objetivos dos testes. Assim há uma racionalização de
recursos pois é necessária somente uma saída de rede, não importando o número de
agentes virtuais presentes. O MCT_Agent_Emulator também mantém um registro
dos agentes virtuais que realizam as requisições e no retorno envia as respostas
para os agentes virtuais correspondentes. Somado a isso, protege o ambiente em
relação ao atendimento de requisições, evitando que uma requisição feita por um
determinado jogador virtual seja atendida pelo mesmo.
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A Figura 7.5 descreve a estrutura do emulador.
Figura 7.5: Três componentes do emulador e suas respectivas interconexões.
7.2.2 Dataset
O emulador foi projetado considerando a capacidade de ser agnóstico ao conteúdo da
base com os dados considerada. Diante disto, seguindo determinados requisitos (apresen-
tados a seguir), supostamente qualquer conteúdo pode ser carregado na base de dados.
O conteúdo do dataset é consumido ordenadamente, de um modo que a ação referente
à finalização de determinadas instância de máquina virtual só pode ser acionada pelo
respectivo agente virtual que executou previamente a ação de instanciação daquela VM.
Somado a isso, devido ao baixo acoplamento dos componentes do emulador, é possível
adaptar o MCT_Database_Proxy para retornar ações em um formato de saída especificado
no protocolo de comunicação do MCT mesmo que o formato de saída original do dataset
seja incompatível com o MCT.
O dataset utilizado foi o conjunto de traces disponibilizado pelo Google em 2011
[109, 129]. Esses traces constituem um conjunto de registros de uso de um cluster de
aproximadamente 11.500 máquinas pertences à estrutura de nuvem do Google, descre-
vendo o funcionamento do cluster durante um período de 29 dias. O trace é dividido em
quatro dimensões: machines, jobs and tasks, task constraint, e resource usage. A dimensão
utilizada nos experimentos foi machines (máquinas). Nela há duas tabelas: a primeira,
denominada machine events, descreve as máquinas, suas respectivas capacidades (CPU
e memória) e as ações realizadas sobre elas (instanciação, deleção e atualização); e a se-
gunda tabela, denominada machine attributes, descreve os atributos de cada máquina.
Essa última não foi utilizada nos testes. Uma representação em um diagrama entidade
relacionamento da tabela machine events é apresentada na Figura 7.6.
Figura 7.6: Entidade Machine Events e seus respectivos atributos.
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Em relação aos atributos da tabela machine events têm-se:
• timestamp: valor apresentado em 64 bits que representa a marca de 600 segundos após o
início do trace. Ex. se um registro tem timestamp de 20s então ele terá valor igual a 620;
• machine ID : string de 64 bits que identifica unicamente uma máquina. Esses IDs são
únicos por máquinas e nunca estão presentes em duplicidade ao mesmo tempo no cluster.
Contudo, ele pode voltar a aparecer caso uma máquina removida retorne ao cluster ;
• event type: são três os eventos: (i) uma máquina foi adicionada ao cluster ; (ii) uma
máquina foi removida do cluster ; e (iii) a capacidade de uma máquina do cluster foi
atualizada;
• memory : fator de memória que a máquina possui e que reflete uma porcentagem em relação
a uma máquina de referência. Por exemplo, 0.5 indica que a máquina tem 50 porcento de
memória da máquina de referência;
• CPU : fator de referência similar ao valor apresentado acima, porém ele indica a capacidade
de processamento;
• plataform ID : segundo a documentação oficial [109,129] esse atributo representa uma string
opaca4 que descreve a microarquitetura e a versão do chipset da máquina.
A tabela machine events descreve o comportamento de inserção, remoção e atuali-
zação das máquinas físicas dentro da estrutura do Google. Como o contexto do MCT
utiliza máquinas virtuais, foi necessário realizar adaptações para que o dataset pudesse
ser utilizado satisfatoriamente, cumprindo o objetivo dos estudos de casos. Inicialmente
os valores do timestamp foram modificados (respeitando o ordenamento) para que fosse
possível realizar os testes em um tempo razoável, pois a carga de trabalho não é conside-
rada nos testes e sim somente as requisições. Somado a isso, foi desconsiderado o atributo
plataform ID, e dentre os possíveis valores do atributo event type, somente o 1 e 2 foram
utilizados para respectivamente instanciar e deletar máquinas virtuais dentro do am-
biente do MCT. Por fim, os valores de CPU e memory foram utilizados para identificar
o tipo de flavor 5 da máquina virtual, assim foram utilizados limiares que classificaram as
máquinas em: tiny, small e medium. A Tabela 7.3 apresenta a configuração de recursos
de cada flavor.
Tabela 7.3: Descrição dos flavors utilizados no MCT. Foram utilizados como referência
os flavors definidos pelo OpenStack.
FLAVORS
ID DO FLAVOR QTDE DE vCPUs QTDE DE MEMÓRIA QTDE DE DISCO
m1.tiny 1 unidade 512 MBytes 1 GBytes
m1.small 1 unidade 2048 MBytes 20 GBytes
m1.medium 2 unidade 4096 MBytes 40 GBytes
4Os valores e identificadores são omitidos do dataset para manter a confidencialidade.
5Como referência, foram utilizados três flavors utilizados no ambiente do OpenStack.
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7.2.3 Execução do Emulador
O Algoritmo 3 descreve a execução do emulador com um olhar voltado ao ciclo de vida dos
jogadores virtuais (jv). O algoritmo tem como entrada um conjunto de jogadores virtuais
(JV ), e cada elemento jv ∈ JV realiza a execução de ações paralelamente aos demais até
o dataset se esgotar (linha 21). Para sincronizar o acesso ao dataset, os jogadores virtuais
requisitam as ações ao MCT_DB_Proxy (linha 5).
Algoritmo 3: Execução em paralelo dos jogadores virtuais (jv) emulados.
Entrada: Lista JV com os jogadores virtuais que o emulador vai instanciar.
Saída: Geração de ações que são enviadas ao MCT_Dispatch.
1 início
2 Inicialização do MCT_Database_Proxy ;
3 para cada jv ∈ JV (executa em paralelo) faça
4 repita
5 REQ ← Requisita uma ação ao MCT_Database_Proxy ;
6 se REQ[ação] == "Deletar" então
7 RES ← Verifica se REQ[id] esta na tabela de VMs criadas por jv?
8 se RES == "Sim" então
9 STATUS ← Envia REQ para o MCT_Dispatch;
10 se STATUS == "Sucesso" então
11 Remove REQ[id] da tabela de VMs criadas por jv;
12 fim
13 fim
14 fim
15 senão se REQ[ação] == "Criar" então
16 STATUS ← Envia REQ para o MCT_Dispatch;
17 se STATUS == "Sucesso" então
18 Insere a REQ[id] na tabela de VMs criadas por jv;
19 fim
20 fim
21 até REQ[ação] == "Vazia" ;
22 fim
23 fim
7.3 Metodologia de Testes Utilizada
A metodologia de testes utilizada foi uma análise comparativa realizada através de um
conjunto de experimentos (A E). Em todos os experimentos foram confrontados o am-
biente MCT sem e com a funcionalidade de interesse. Nos tópicos a seguir são descritos
cada um dos cinco experimentos:
• Experimento A (Seção 7.3.1): foi construída uma base de referência por meio da
comparação do MCT com uma Federação de Nuvens. O objetivo dessa base de refe-
rência foi demonstrar que o MCT é tão eficiente quanto uma federação considerando
a SGF e SI em situações onde há a presença de Free-Riders.
7.3. METODOLOGIA DE TESTES UTILIZADA 94
• Experimento B (Seção 7.3.2): o MCT foi submetido as principais ações dos Free-
Riders. Esse experimento teve como objetivo a validação da capacidade do MCT
em lidar com a presença dos Free-Riders e suas estratégias: trapaça, whitewashing
e coalizão.
• Experimento C (Seção 7.3.3): nesse experimento não houve a presença de Free-
Riders. O objetivo foi demonstrar o ganho introduzido ao MCT em relação a distri-
buição de jogadores e a SGF quando aplicado ao ambiente o algoritmo de realocação
(distribuição piramidal) descrito no Capítulo 6.
• Experimento D (Seção 7.3.4): foi realizada a validação da alocação multidimensional
de jogadores apresentada na Seção 6.3.1. Os resultados objetivaram verificar os
impactos da escolha da abordagem de alocação multidimensional no que se refere
a maximização dos atributos de interesse (score e recursos) nas divisões. Duas
abordagens foram utilizadas comparativamente: ordenamento de atributos simples
e Particle Swarm Optimization.
• Experimento E (Seção 7.3.5): foram apresentados os resultados obtidos ao estender o
sistema de ranqueamento do MCT ao ambiente de Névoa. O objetivo foi demonstrar
a flexibilidade do MCT (ou determinados componentes da abordagem) em relação
ao nicho de aplicação.
Com exceção do experimento E, em todos os demais experimentos foi utilizado o al-
goritmo de seleção round robin para executar a orquestração. O algoritmo executou uma
ordem circular considerando o critério de última requisição atendida. Além da ordem
circular, o algoritmo também avalia a capacidade de instâncias disponíveis que o jogador
possui no momento da seleção. A escolha foi motivada pela capacidade do algoritmo de
oferecer oportunidade a todos os jogadores a aceitarem requisições. A execução do algo-
ritmo é como segue: no momento da seleção ele recebe o conjunto de jogadores J aptos
a atender a requisição. A seguir, o algoritmo ordena todos os jogadores de acordo com o
timestamp t, que indica o momento que cada jogador j (j ∈ J) atendeu a última requi-
sição. De posse dessa lista ordenada, o algoritmo seleciona o jogador jold que atendeu a
requisição a mais tempo. Por fim, é avaliado se jold tem capacidade (número de instanciais
disponíveis) de atender a requisição Caso sim jold é selecionado, caso contrário o próximo
jogador atende a requisição.
Na Tabela 7.4 são elencados todos os experimentos realizados.
Tabela 7.4: Experimentos realizados para a validação do MCT.
EXPERIMENTO SEÇÃO AVALIAÇÃO
A 7.3.1 SGF e SI dos participantes dos ambientes.
B 7.3.2 Susceptibilidade às estratégias de Free-Riders.
C 7.3.3 Algoritmo de realocação.
D 7.3.4 Alocação multidimensional.
E 7.3.5 Aplicabilidade em outros contextos  Computação em Névoa.
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Notação: Durante os experimentos serão apresentadas tabelas que organizam as expe-
rimentos/investigações/simulações com as entradas utilizadas, e as tabelas referentes aos
resultados. Para diferenciá-las, os representantes do primeiro tipo de tabela são apresen-
tados com a primeira linha em branco com a indicação DESCRIÇÃO (Exemplo 1). Já
o segundo tipo de tabela (Exemplo 2), possui a primeira linha em preto com a indicação
RESULTADOS. Abaixo são apresentados exemplos da notação utilizada.
Exemplo 1.
DESCRIÇÃO: (. . .)
Conteúdo
. . .
Exemplo 2.
RESULTADOS: (. . .)
Conteúdo
. . .
7.3.1 Experimento A: Satisfação Global e Individual dos Partici-
pantes dos Ambientes
Esse experimento realizou a comparação entre uma Federação de Nuvens sem proteção à
presença de Free-Riders, e um torneio implementado de acordo com as definições expos-
tas na Seção 7.1.1. Para realizar essa comparação, ambos os ambientes foram submetidos
a três investigações: na primeira, jogadores conscientes foram inseridos previamente nas
duas Inter-Clouds; na segunda investigação, os jogadores conscientes foram inseridos incre-
mentalmente nos ambientes; e na última, Free-Riders foram introduzidos na investigação.
Os resultados foram avaliados em termos da SGF, e na última investigação também em
termos da Satisfação Individual (SI) dos jogadores conscientes para realizar a avaliação.
O objetivo principal do experimento foi demostrar que o comportamento do MCT é, no
mínimo, igual ao de uma federação. Somado a isso, o experimento também teve como
objetivo identificar anomalias e situações excepcionais e comportamentais não previstas
durante o Capítulo 5. A Tabela 7.5 apresenta os parâmetros utilizados em cada uma
das três investigações. As colunas da tabela são organizadas como segue: i) a primeira
coluna apresenta o identificador da investigação; ii) a segunda descreve a quantidade de
requisições que cada jogador aceita; iii) em seguida é exposta a quantidade de jogadores
conscientes (isto é, que cooperam) que estarão presentes na investigação e como eles são
inseridos na federação e no torneio; e iv) por fim, a quantidade de Free-Riders e como eles
são inseridos nos ambientes durante as investigações.
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Tabela 7.5: Parâmetros utilizados nas comparações entre uma federação e um torneio.
DESCRIÇÃO: INVESTIGAÇÕES DO EXPERIMENTO A
INVESTIGAÇÃO RECURSOS CONSCIENTES FREE-RIDERS
1 Ilimitados 100 (Preexistentes) 0
2 Ilimitados 0100 (Inseridos incrementalmente) 0
3 Limitados 10 (Preexistentes) 090 (Inseridos incrementalmente)
Investigação 1: CSPs com recursos ilimitados, preexistentes e sem Free-Riders
Como os CSPs possuíam recursos ilimitados, nenhuma requisição emitida em ambos am-
bientes foi negada. A Figura 7.7 apresenta o resultado da investigação. Os gráficos (a) e
(b) apresentam a SGF da federação e do torneio, onde o gráfico (a) expõem a variação de
acordo com o número de requisições e o (b) de acordo com o número de CSPs. Essas SGFs
foram obtidas através de observações realizadas em intervalos de 5 unidades de tempo até
o término das requisições contidas no dataset.
(a) (b)
Figura 7.7: SGF de uma federação e de um torneio com 100 CSPs previamente inseridos.
Em (a) e (b) são apresentados a variação da SGF em relação ao número de requisições e
em relação ao número de CSPs respectivamente.
Considerando a Figura 7.7, ambas SGFs se mantiveram em 1.0, o que corresponde
ao nível máximo de satisfação. Por meio dos gráficos, fica claro que essa investigação se
caracteriza como um cenário ideal, onde não há negação de requisição. Outra conclusão, é
que o torneio não foi inferior à federação, apresentando a mesma SGF quando submetido
a condições ideais de execução. No gráfico (a), como é considerado o número de requi-
sições, nas primeiras observações (próximo à requisição 50) a SGF é igual a zero. Esse
comportamento acontece porque os ambientes não emitiram requisições, fazendo que a
SGF seja mínima. Já em (b), como o gráfico é em função do número de CSPs e eles foram
inseridos antes do inicio da simulação na federação e no torneio, não há variação na SGF
a qual permaneceu em seu valor máximo para todos os 100 CSPs.
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A Tabela 7.6 apresenta o resultado da simulação para a federação e para o torneio.
Tabela 7.6: Avaliação entre uma federação e uma instância do MCT.
RESULTADOS: SGF DA FEDERAÇÃO DE NUVENS E DO MCT
AMBIENTE
REQUISIÇÕES
SGF
EMITIDAS ATENDIDAS REJEITADAS
Federação 374 374 0 1.0
MCT 374 374 0 1.0
Investigação 2: CSPs com recursos ilimitados, incrementalmente inseridos e
sem Free-Riders A Figura 7.8 apresenta o comportamento da federação e do torneio
quando submetidos à inserção incremental de CSPs conscientes. O objetivo dessa inves-
tigação foi obter dados relativos à inserção dinâmica de CSPs em ambos os ambientes.
(a) (b)
Figura 7.8: SGF de uma federação e de um torneio com 100 CSPs conscientes incremen-
talmente inseridos. Em (a) é apresentado a variação da SGF em relação ao número de
requisições na federação e no torneio. Já em (b), é evidenciada a variação da SGF na
federação e no torneio conforme a quantidade de CSPs aumenta.
Como os recursos continuam suficientes para atender todas as requisições, e não foram
inseridos Free-Riders nos ambientes, não houve negação de requisições por parte dos CSPs.
Através dos gráficos é possível observar, que devido ao processo de inserção de CSPs ser
incremental nos dois ambientes, as primeiras requisições foram recusadas. Isso aconteceu
devido à insuficiência de CSPs aptos a atender as requisições (|CSP | = 1), gerando 3
negações em cada ambiente. Tal comportamento refletiu na SGF, que obteve valor inferior
a 1.0 (aproximadamente 0, 99). Um resultado dessa simulação é a possibilidade do uso
da pré-temporada (Seção 5.5). Essa ferramenta permite que o prejuízo à SGF ocasionado
pelo esvaziamento do torneio seja contornado, iniciando a obtenção das métricas após
um período de estabilização. Com isso, o MCT apresenta uma propriedade que o difere
positivamente de uma federação.
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Os parâmetros e resultados obtidos na simulação são apresentados na Tabela 7.7.
Tabela 7.7: Avaliação entre uma federação e um torneio. Os CSPs conscientes são inseridos
incrementalmente na Federação de Nuvens e no torneio.
RESULTADOS: SGF DA FEDERAÇÃO DE NUVENS E DO MCT
AMBIENTE
CSPs REQUISIÇÕES
SGF
No DE CONSCIENTES EMITIDAS ATENDIDAS REJEITADAS
Federação 0100 374 371 2 0.99
MCT 0100 374 371 2 0.99
Investigação 3: CSPs com recursos limitados, 10 CSPs conscientes prévios,
e 90 Free-Riders incrementalmente inseridos A investigação propôs a análise do
impacto da presença de 90 Free-Riders6 inseridos incrementalmente em uma federação e
em um torneio (MCT1) com 10 CSPs conscientes presentes em ambos os ambientes. O
impacto foi analisado em termos da SGFs e da SI de cada um dos 10 CSPs conscientes.
A quantidade de requisições que cada CSP consciente aceitou (recursos disponíveis) foi
selecionada aleatoriamente dentro do intervalo [0, 10].
A Figura 7.9 descreve a variação da SGF ao final da execução dos ambientes conside-
rando os parâmetros descritos.
(a) (b)
Figura 7.9: SGF em ambientes com presença de Free-Riders. Considerando a comparação
entre uma federação e um torneio, nos gráficos (a) e (b) são apresentados a variação da
SGF em relação ao número de requisições (a) e o número de CSPs (b).
É possível observar no gráfico (a) (Figura 7.9) a curva de redução da SGF em relação
às requisições. Isso é decorrente do número de requisições aceitas decrementar conforme o
número de Free-Riders na federação (b) aumenta. Esse comportamento era esperado, pois
os Free-Riders não aceitam requisições. Logo, na federação, a taxa de negação fica con-
dicionada à entrada de Free-Riders. Em relação ao MCT1, conforme os Free-Riders vão
6Esse número foi definido empiricamente. Os autores consideram esse número suficientemente grande
para consumir todos os recursos do ambiente e validar a investigação.
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sendo inseridos, a SGF vai sofrendo uma diminuição. Contudo, ao contrário da federação,
por não conseguirem score e histórico suficientes no final de cada round, os Free-Riders
são eliminados, diminuindo o impacto das negações ao ambiente. Outra situação detec-
tada é que alguns Free-Riders permaneceram no torneio mesmo tendo score negativo.
Isso aconteceu porque o round empregado no torneio foi global por divisão; diante disso
alguns Free-Riders que entraram próximo ao final de um round não receberam requisi-
ções e obtiveram score igual a zero. Como o valor utilizado para o thresholdinferior da
divisão de acesso foi zero e a avaliação considerou a igualdade (≥ 0), esses Free-Riders
tiveram o histórico incrementado em um round no repescagem. Consequentemente, alguns
Free-Riders permanecessem mais um round no torneio consumido recursos e impactando
negativamente na SGF e na SI dos CSPs. A aplicabilidade de thresholds adaptativos que
consideram a taxa de entrada de Free-Riders pode ser aplicado para tentar minimizar o
impacto dessa situação. Porém, definir um modelo que descreva o comportamento aleató-
rio da entrada de Free-Riders pode ser custoso em relação à modelagem, implementação
e manutenção.
Ainda sobre os dois gráficos da Figura 7.9, o número de requisições da Federação de
Nuvens decresceu em uma taxa proporcional à entrada de Free-Riders no ambiente, sendo
essa taxa de aproximadamente 10 por unidade de tempo. Com isso no final da simulação,
a SGF caiu de 1.0 para 0.4, uma diminuição de 60%. Por outro lado, no torneio, menos
susceptível aos Free-Riders, em nenhum momento a SGF esteve abaixo de 0.5. Esse re-
sultado obtido pelo torneio ainda é influenciado pelo algoritmo de orquestração utilizado
e pelo método de atendimento das requisições. No MCT1 uma requisição ao chegar ao
MCT_Referee é enviada ao CSP selecionado para atendê-la. Caso ele não aceite a requisi-
ção ela não é enviada a outro CSP e é contabilizada como recusa. Porém, mesmo com a
abordagem assumida, o torneio tem índices melhores que uma federação sem proteção a
Free-Riders. Especificamente em relação ao gráfico (a), é visível que no torneio o número
de requisições abordadas é menor que na federação (< 250). Isso acontece porque os
Free-Riders vão sendo eliminados e um número menor de requisições vão sendo emitidas.
Como o número de amostras realizadas é finito, elas acabam antes que as requisições no
gráfico. Na federação o consumo de requisições é maior que no torneio; com isso no final
das amostras há menos CSPs. Esses comportamentos, são derivados do emulador descrito
na Seção 7.2. Tal emulador gera um tempo de execução baseado no dataset para emitir
uma nova requisição. Com isso, quanto menos CSPs, menor o número de requisições
emitidas devido o tempo de espera entre emissões.
A Tabela 7.8 indica os parâmetros utilizados e os resultados obtidos para a Federação
de Nuvens e para o torneio na investigação 3. A coluna SGF da tabela indica o valor da
última observação realizada em ambos os ambientes. Através dos valores verifica-se um
ganho de 100% na SGF do torneio em relação à federação. Outro ganho comparativo entre
ambientes, é que no torneio, mesmo com menos requisições emitidas (367 na federação
e 230 no torneio) houve um aumento (em relação à federação) de requisições aceitas e
uma diminuição das recusas. A proporção é como segue: o torneio recebeu 37.32% menos
requisições que a federação, aceitou 23, 8% a mais que a federação e negou 61, 06% menos
requisições que a federação.
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Tabela 7.8: Avaliação entre uma federação e um torneio (Free-Riders incrementais). Os
CSPs conscientes são inseridos previamente nos dois ambientes e incrementalmente novos
Free-Riders vão sendo inseridos.
RESULTADOS: SGF DA FEDERAÇÃO DE NUVENS E DO MCT
AMBIENTE
CSPs REQUISIÇÕES
SGF
CONSCIENTES FREE-RIDERS EMITIDAS ATENDIDAS REJEITADAS
Federação 10 090 367 105 262 0.28
MCT 10 090 230 130 102 0.56
Somado aos resultados globais, a investigação também abordou as satisfações individu-
ais dos 10 participantes conscientes nos dois ambientes. Comparativamente, 80% das SIs
média do torneio obtiveram ganhos relativos aos seus CSPs correspondentes na simulação
da Federação de Nuvens sem controle de Free-Riders. O gráfico plotado na Figura 7.10
expressa a satisfação individual de cada um dos 10 participantes em relação à presença
de Free-Riders na federação. A curva apresentada descreve o comportamento análogo
à curva da SGF da mesma federação. Conforme o número de Free-Riders aumenta, a
satisfação individual de cada CSP consciente diminui devido ao aumento do número de
requisições negadas por parte dos Free-Riders e pelo acréscimo de requisições naqueles
CSPs conscientes. Note, que o número de requisições aceitas por cada CSP consciente
nessa simulação é finito, como mencionado anteriormente.
Figura 7.10: Satisfação individual em uma federação com presença de Free-Riders.
No torneio, conforme apresentado na Figura 7.11, a maioria dos CSPs 6 e 8, todos os
demais obtiveram satisfações individuais maiores que as resultantes na federação (Figura
7.10). Outro resultado, é que no torneio verifica-se que a amplitude de valores foi maior
que na federação. Especificamente em relação às variações negativas observadas nas SIs de
determinados CSPs (especialmente o CSP 8), tais variações ocorreram devido a dois fato-
res: o primeiro foi o dataset que produziu requisições com diferentes tempos de execução,
onde o tempo de vida das instâncias não foi uniforme e não seguiu um padrão. O segundo
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fator foi referente ao modo que o emulador foi implementado: os agentes virtuais são ins-
tanciados em threads. Esse comportamento pode gerar concorrência na busca/aquisição
de requisições e com isso uma incerteza sobre qual CSP obteve determinada requisição.
Com isso, alguns CSPs (especialmente o 8) obtiveram do emulador requisições com tempo
de vida curto, o que, consequentemente, aumentou a quantidade de requisições emitidas
por eles. Tal comportamento levou os CSPs 6 e 8 a enfrentarem um número maior de
negações, o que gerou satisfações individuais menores dos demais CSPs no próprio torneio
e dos correspondentes na federação.
Figura 7.11: SIs em um torneio com presença de Free-Riders.
A Tabela 7.9 apresenta as SIs média e final dos CSPs conscientes presentes na federação
e no torneio durante a simulação.
Tabela 7.9: SIs dos participantes da federação e do MCT1.
RESULTADOS: SGF DA FEDERAÇÃO DE NUVENS E DO MCT
SATISFAÇÃO INDIVIDUAL NA FEDERAÇÃO SATISFAÇÃO INDIVIDUAL NO TORNEIO
CSP MÉDIA σ AMOSTRA FINAL MÉDIA σ AMOSTRA FINAL
0 0.629366 0.152854 0.533333 0.903445 0.097165 0.947368
1 0.467973 0.120965 0.400000 0.726562 0.097670 0.789474
2 0.410356 0.141355 0.333333 0.692084 0.110305 0.789474
3 0.532141 0.100868 0.500000 0.794213 0.092067 0.842105
4 0.527815 0.159611 0.437500 0.879107 0.133865 0.947368
5 0.543494 0.125932 0.466667 0.704535 0.103580 0.777778
6 0.386701 0.126220 0.312500 0.361415 0.137952 0.347826
7 0.505283 0.122940 0.437500 0.507292 0.141463 0.473684
8 0.518265 0.109910 0.430321 0.434582 0.078354 0.428571
9 0.419431 0.119695 0.384615 0.749791 0.096803 0.789474
Os gráficos (a) e (b) da Figura 7.12 apresentam comparativamente as SIs média e
final dos jogadores conscientes da federação e do torneio. Os valores utilizados são os
expostos na Tabela 7.9. Em (a) é apresentada a comparação entre as SIs médias e em (b)
a comparação da amostragem final da SI de cada CSP consciente.
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(a) (b)
Figura 7.12: SIs de CSPs conscientes em ambientes com a presença de Free-Riders. Em
(a) e (b) respectivamente são apresentadas as variações das SIs média e finais de cada um
dos dez CSPs conscientes presentes nos dois ambientes.
Discussão: As três investigações executadas nesse experimento objetivaram a validação
do MultiCloud Tournament em relação aos requisitos básicos de uma Federação de Nuvens
[21]. Em outras palavras, o objetivo foi avaliar como o MCT se comporta tendo como
linha base o comportamento de uma federação sem proteção a Free-Riders. Considerando
esses pontos, com exceção das satisfações individuais de alguns CSPs na investigação 3
(como por exemplo os CSPs número 6 e 8), devido aos fatores descritos anteriormente,
todos os demais resultados mostraram-se favoráveis ao MCT. Tais resultados confirmaram
que o torneio comportou-se melhor ou igual ao ambiente federativo sem mecanismos de
tratamento de Free-Riders.
7.3.2 Experimento B: Estratégias de Free-Riders
Esse experimento foi concebido com o objetivo de demonstrar a capacidade do MCT de
lidar com as principais estratégias maliciosas dos Free-Riders (detalhadas na Seção 5.7):
trapaça, whitewashing e coalizão. Tais estratégias maliciosas têm como objetivo contornar
a capacidade das Inter-Clouds em prevenir os Free-Riders. Ao todo foram realizadas três
investigações, cada uma focada exclusivamente em um tipo de estratégia. A negação de
recursos por parte dos Free-Riders, como já apresentado no experimento anterior, não é
caracterizada como estratégia maliciosa e sim como comportamento inerente a esse tipo
de jogador. Diante disso, e como já foi abordada no experimento A, a negação por si só
não foi tratada nesse experimento.
O conjunto de parâmetros utilizados foram distintos para cada situação e serão apre-
sentados nas respectivas investigações.
Investigação 1: trapaça Essa estratégia contempla situações onde os Free-Riders
tentam burlar o sistema de proteção. Os Free-Riders fingem que aceitam as requisições
recebidas, sendo que logo após o aceite finalizam unilateralmente as VMs instanciadas.
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Esse tipo de estratégia é comum em Inter-Clouds que usam reputação para classificar os
participantes. Do ponto de vista dos Free-Riders, e caso não haja nenhuma abordagem
para evitar a trapaça, eles conseguem reputação com essa estratégia. Do ponto de vista
do requisitante, ele não tem efetivamente sua requisição atendida diminuindo com isso
sua SI. Para destacar a eficiência do MCT para minimizar os efeitos dessa estratégia,
foram criados dois torneios (MCT1A e MCT1B) funcionando sobre o mesmo conjunto de
parâmetros. A diferença entre os torneios foi a modificação no cálculo do score de cada
um. No torneio MCT1A , o cálculo do score não considera um tempo mínimo de execução
para tratar a VM como aceita com sucesso. Já no torneio MCT1B esse requisito é
inserido, assim só aquelas instâncias de VMs executadas em um período maior ou igual a
um limiar são consideradas como aceitas com sucesso. Para verificar ambos ambientes
serão consideradas as SGFs e as satisfações individuais de cada jogador.
Como parâmetros para as simulações foi utilizado o conjunto descrito na Tabela 7.10.
Sobre a quantidade de instâncias de VMs que cada jogador consciente admite, foi utilizada
a mesma distribuição da investigação 3 do experimento A. Com isso, para os jogadores 0,
1, 2, 3, 4, 5, 6, 7, 8 e 9 foram utilizados, respectivamente, os valores aleatórios:
4, 9, 4, 6, 6, 6, 2, 6, 1 e 5.
Em relação aos Free-Riders, foi conduzido um conjunto de cinco simulações variando a
probabilidade de negação de requisições: 0.2, 0.4, 0.6, 0.8 e 1.0. Já o tempo mínimo de
execução (limiar) foi definido como o menor tempo de execução encontrado no dataset :
Limiar = MIN(Tempoinstireq − Tempoinstidel ), 0 ≤ i ≤ |inst|, onde inst representa o
conjunto de instâncias do dataset, Tempoinstireq a hora (e dia) que VM i foi iniciada e
Tempoinstideli a hora (e dia) que VM i foi finalizada.
Tabela 7.10: Conjunto de parâmetros utilizados na investigação 1.
DESCRIÇÃO: TRAPAÇA
PROBABILIDADE DOS FREE-RIDERS CSPs
THRESHOLD
NEGAR CADA REQUISIÇÃO CONSCIENTES FREE-RIDERS
0.2 10 (Preexistentes) 090 (Inseridos incrementalmente) 5.21 segundos
0.4 10 (Preexistentes) 090 (Inseridos incrementalmente) 5.21 segundos
0.6 10 (Preexistentes) 090 (Inseridos incrementalmente) 5.21 segundos
0.8 10 (Preexistentes) 090 (Inseridos incrementalmente) 5.21 segundos
1.0 10 (Preexistentes) 090 (Inseridos incrementalmente) 5.21 segundos
Os gráficos apresentados na Figura 7.13 e na Figura 7.14 descrevem o comportamento
da satisfação global dos torneios (sem e com proteção a estratégia trapaça) quando a
porcentagem de negação de requisições pelos Free-Riders é incrementado. Os gráficos
(a,b,c,d,e) da Figura 7.13 são referentes ao torneio sem proteção à trapaça (MCT1A), já
os gráficos (a,b,c,d,e) da Figura 7.14 são os referentes ao torneio com proteção a estratégia
trapaça (MCT1B).
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(a) (b)
(c) (d)
(e)
Figura 7.13: Susceptibilidade do MCT a estratégia trapaça sem proteção. Variação da
probabilidade dos Free-Riders realizarem a trapaça: 0.2(a), 0.4(b), 0.6(c), 0.8(d) e 1.0(e).
Em relação aos gráficos (a,b,c,d,e) da Figura 7.13, como a SGF é definida em termos
de requisições realizadas e aceitas e os Free-Riders trapaceiros não recusam as requisições,
a SGF mantém-se próxima a 1.0. A variação ocorre somente quando há negação nos
jogadores conscientes devido à escassez de recursos. Também é possível visualizar nos
gráficos a variação que ocorre na SI Média quando considerado somente os 10 jogadores
conscientes. Conforme a probabilidade de trapaça aumenta por parte dos Free-Riders, a
SI média dos jogadores conscientes diminui proporcionalmente. Isso é decorrente do fato
do cálculo da SI nesse conjunto de cinco simulações considerar a trapaça e a SGF não.
Diante disso, os Free-Riders não são eliminados e se tornam disponíveis para aceitarem
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requisições dos jogadores conscientes, resultando em negação devido à trapaça.
(a) (b)
(c) (d)
(e)
Figura 7.14: Susceptibilidade do MCT a estratégia trapaça com proteção. Variação da
probabilidade dos Free-Riders realizarem a trapaça: 0.2(a), 0.4(b), 0.6(c), 0.8(d) e 1.0(e).
Nos gráficos (ae) da Figura 7.14 estão os resultados referentes à aplicação da detecção
de trapaça (MCT1B). A detecção atua no cálculo de score, do SGF e da SI dos jogado-
res. Com exceção do gráfico (e) todos os demais apresentaram valores inferiores daqueles
oriundos do torneio sem proteção a trapaça (MCT1A). As variações foram decorrentes,
principalmente, do número reduzido de jogadores presentes no torneio e da abordagem
de orquestração. Quanto ao número de jogadores, como nesse torneio o cálculo de score
desconsidera as requisições trapaceadas os Free-Riders são eliminados. Com isso, há um
menor número de jogadores para atender as requisições, gerando negação. Esse com-
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portamento se atenua pois o orquestrador utiliza uma abordagem circular e os jogadores
conscientes possuem recursos limitados. Assim são geradas mais negações de requisição
por insuficiência de recursos. No último caso (gráfico e) a SI média é similar em ambos
cenários porque as probabilidades de negação são iguais: 1.0. Mesmo com valores inferio-
res, o segundo cenário é mais próximo da realidade. Em contrapartida outras abordagens
de orquestração podem melhorar os valores obtidos nesse cenário.
Os próximos resultados, expostos nas Figuras 7.15 e 7.16, descrevem o comportamento
das requisições em ambos os cenários (MCT1A e MCT1B). O rastreamento do comporta-
mento é focado nas requisições em execução, finalizadas e trapaceadas.
(a) (b)
(c) (d)
(e)
Figura 7.15: Rastreio de requisições em um torneio sem proteção à trapaça. Cada gráfico
representa uma uma probabilidade (0.2  1.0) de emissão de trapaças pelos Free-Riders.
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(a) (b)
(c) (d)
(e)
Figura 7.16: Rastreio de requisições em um torneio com proteção à trapaça. Cada gráfico
representa uma uma probabilidade (0.2  1.0) de emissão de trapaças pelos Free-Riders.
Os gráficos, organizados na Figura 7.15, são resultantes de um torneio sem proteção
a trapaça. Esse torneio é submetido a um conjunto incremental de Free-Riders, os quais
variam a probabilidade de emissão de trapaça em 0.2  1.0. Diante do exposto, conforme
a probabilidade vai se aproximando de 1.0, fica explícito o número acentuado de requisi-
ções trapaceadas. Esse número crescente é decorrente do fato das instâncias trapaceadas
entrarem no cálculo do score dos Free-Riders. Com isso, os Free-Riders não são elimina-
dos do torneio o que consequentemente gera mais trapaça ao ambiente. Já o número de
instâncias em execução vai diminuindo durante as cinco simulações devido às ações para
execução de requisições de instâncias (vindas do dataset) serem utilizadas como trapaça.
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A Figura 7.16 apresenta a variação de requisições (em execução, trapaceadas e finaliza-
das) resultante de execuções de um torneio com proteção a trapaça. Durante as execuções
a probabilidade de emissão de trapaça variou sucessivamente em: 0.2  1.0 de probabili-
dade. Como o cálculo do score foi ciente de trapaças, detectando e evitando esse tipo de
comportamento, conforme a probabilidade de trapaça aumentou, mais Free-Riders foram
eliminados. Consequentemente, o número de trapaças diminuiu durante as simulações.
Somado a isso, em todos os casos o número de requisições trapaceadas geradas foi menor
que as respectivas simulações realizadas no torneio sem proteção (Figura 7.15) devido a
eliminação de Free-Riders.
(a) (b)
(c) (d)
(e)
Figura 7.17: Distribuição de jogadores em um torneio sem proteção a trapaça. Os gráficos
(a-e) variam a probabilidade de emissão de trapaças em 0.2, 0.4, 0.6, 0.8 e 1.0.
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Os gráficos apresentados na Figura 7.17 apresentam as distribuições dos jogadores
pelas divisões no final de 30 observações em cada uma das cinco probabilidades de emis-
são de trapaça: 0.1  1.0 (todas as requisições são trapaceadas). Cada probabilidade é
comparada as distribuições em torneios sem e com proteção a trapaça. No torneio sem
proteção a trapaça não há eliminação de Free-Riders, isso acontece porque o cálculo do
score aceita trapaça. Já no torneio com proteção a trapaça há eliminação de Free-Riders.
Tais eliminações são incrementadas conforme a probabilidade da trapaça aumenta (em
1.0 todos os Free-Riders são eliminados). Isso acontece porque nas probabilidades meno-
res de 1.0 os Free-Riders também aceitam e executam normalmente requisições, o que,
consequentemente, gera score positivo fazendo que alguns deles permaneçam no torneio.
Especificamente sobre o gráfico (e) no que se refere a distribuição do torneio sem
proteção, ao final de 30 observações demonstra uma concentração de jogadores conscientes
na primeira divisão. Esse comportamento leva ao problema abordado no Capítulo 6 refente
ao prejuízo gerado a novos jogadores. Devido à estrutura do MCT, novos jogadores podem
ter suas SIs diminuídas decorrente da insuficiência de recursos. Como há poucos jogadores
na divisão de acesso, o número de negações pode aumentar. Esse aumento pode gerar
desinteresse por parte de novos jogadores quando considerado o consumo de recursos. Já
a oferta não é afetada, pois a estrutura hierárquica do MCT e o algoritmo de orquestração
considerado permite a aquisição de recursos da divisão de acesso por todos os jogadores
do torneio (Seção 5.2). Os benefícios da aplicação do algoritmo de distribuição enunciado
no Capítulo 6 são apresentados na Seção 7.3.3.
Investigação 2: whitewashing O objetivo desta investigação foi detectar e analisar o
comportamento do MCT em relação à dinâmica de jogadores quando o torneio é subme-
tido a Free-Riders executando whitewashing. Para isso, foram realizadas simulações para
verificar a taxa de entrada e o consumo de recursos dos jogadores Free-Riders que aplicam
a estratégia whitewashing. Essa verificação foi realizada em dois torneios: sem e com me-
didas de proteção a whitewashing. Foram selecionados três mecanismos de proteção, que
por sua vez foram aplicados em simulações distintas. Os respectivos resultados obtidos
foram então plotados em tabelas e gráficos e em seguida analisados. Sobre os mecanismos,
são eles: i) custo de entrada no torneio  foi aplicado um custo de entrada no torneio
para verificar o impacto social que esse valor pode gerar nos jogadores conscientes; ii) au-
topatrocínio (Seção 5.7.2)  cada jogador se autopatrocinou em quantidade de requisições
aceitas, assim foi verificado a relação oferta×demanda de recursos dos Free-Riders; e por
fim iii) torcida (Seção 5.7.2)  o custo gerado por Free-Riders foi distribuído aos membros
da respectiva torcida e, então, foi verificado o comportamento de cada jogador membro
da torcida e dos próprios Free-Riders em termos de recursos consumidos. Nos três casos,
foram realizadas simulações com base de jogadores similares: 19 jogadores conscientes e
1 Free-Rider, com os respectivos comportamentos tendo sido obtidos através de amostras
realizadas em um intervalo de 5 unidades de tempo até que o Free-Rider não aplique mais
o whitewashing. Uma observação sobre o whitewashing é que, com exceção da análise do
custo de entrada realizada, nenhum outro mecanismo de identificação de comportamento
social (e.g. burocracia) foi aplicado no MCT, sendo que o estudo de outros métodos fugiu
do escopo dessa tese.
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Para analisar o custo de entrada no torneio, cada jogador recebeu uma quantidade de
recursos limitada e definida em termos de número de requisições aceitas. Essa quantidade
foi gerada aleatoriamente seguindo a distribuição da Tabela 7.11:
Tabela 7.11: Distribuição de requisições aceitas por jogador. A quantidade máxima de
requisições aceitas por jogador foi gerada aleatoriamente.
DESCRIÇÃO: QUANTIDADE MÁXIMA DE REQUISIÇÕES ACEITAS POR JOGADOR
JOGADOR QTDE DE REQUISIÇÕES ACEITAS PERFIL DO JOGADOR
0 Variável (Dependente da Emulação) Free-Rider
1 1 Consciente
2 9 Consciente
3 2 Consciente
4 9 Consciente
5 5 Consciente
6 7 Consciente
7 1 Consciente
8 9 Consciente
9 2 Consciente
10 8 Consciente
11 3 Consciente
12 3 Consciente
13 5 Consciente
14 5 Consciente
15 5 Consciente
16 3 Consciente
17 1 Consciente
18 3 Consciente
19 7 Consciente
Ao longo de 30 iterações sucessivas, o custo de entrada no torneio variou no intervalo
de 0 a 10 requisições aceitas. Nessas condições o Free-Rider sempre manteve-se acima do
custo estipulado em cada iteração. Dentro dessa variação foram considerados dois casos
especiais que não foram incluídos para compor a base de comparações:
• Caso 1: quando o custo é igual a 0, não há restrições e todos os jogadores podem sair e
entrar no torneio o número de vezes que acharem conveniente;
• Caso 2: quando o custo é igual a 10, o valor é tão alto que nenhum jogador (consciente e
Free-Rider) não pode reentrar no torneio.
Nos demais casos, as variações ocorreram seguindo a notação: (custo, requisição acei-
tas pelo Free-Rider). Como o intervalo considerado foi de [0, 10] obteve-se 11 tuplas
([0, 10], [1, 10]), sendo duas referentes aos casos especiais enunciados acima. Por meio
dessa variação na simulação, foi possível observar os impactos nos jogadores conscientes
exercido pelo crescente custo de entrada no torneio, imposto para evitar o whitewashing.
Os resultados apresentados na Tabela 7.12 evidenciam o problema referente a apli-
cabilidade de um custo de acesso. Devido ao fato do torneio não conseguir prever o
perfil dos jogadores que pretendem entrar no ambiente, abordagens adaptativas podem
ter dificuldades para serem aplicadas. Com isso, abordagens estáticas, como a definição
explicita de um custo, podem inibir a entrada de jogadores conscientes no torneio. Uma
abordagem semelhante seria a inserção de mais burocracia para o cadastramento de novos
jogadores, contudo isso poderia afetar negativamente o carácter dinâmico da abordagem
e, como já discutido anteriormente, esse tipo de abordagem foge do escopo da tese. Ambas
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as situações geram um custo social a todos os envolvidos. Porém, mesmo sem nenhum
mecanismo explícito de tratamento de whitewashing, o MCT é capaz de eliminar os Free-
Riders conforme demonstrado nos experimentos anteriores. Entretanto, mesmo com essa
capacidade de eliminação, ainda há consumo de recursos pelos Free-Riders na divisão de
acesso até a eliminação, o que é potencializado pela quantidade de vezes que o Free-Rider
reentra no torneio. Esse consumo pode prejudicar jogadores conscientes naquela divisão,
justificando a aplicação de medidas de mitigação do impacto do whitewashing.
Tabela 7.12: Impacto da estipulação do custo de entrada no ambiente.
RESULTADOS: IMPACTO DO CUSTO DE ENTRADA NO TORNEIO
SIMULAÇÃO FREE-RIDER CONSCIENTES TORNEIO
TUPLA QTDE CONSUMO REENTRADA QTDE REQ NEGADAS SGF
(1, 2) 1 11 7 19 44 0.702
(2, 3) 1 10 8 16 37 0.723
(3, 4) 1 11 10 14 34 0.728
(4, 5) 1 13 8 10 31 0.735
(5, 6) 1 14 9 10 37 0.683
(6, 7) 1 14 10 6 38 0.612
(7, 8) 1 13 8 6 42 0.575
(8, 9) 1 10 10 4 39 0.512
(9, 10) 1 10 10 3 41 0.405
Os gráficos da Figura 7.18 descrevem graficamente os valores da Tabela 7.12.
(a) (b)
(c)
Figura 7.18: Impacto da estipulação do custo de entrada no ambiente.
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Por meio dos gráficos (Figura 7.18) e da Tabela 7.12 é possível observar os impactos
que a variação incremental do custo de entrada exerce na entrada de jogadores no torneio,
e, por sua vez, o impacto das reentradas do Free-Rider na dinâmica de requisições dos 19
jogadores conscientes. O gráfico (a) demonstra o comportamento do Free-Rider quanto
a whitewashing. A variação apresentada é correlacionada ao número de jogadores no
ambiente. Para corroborar essa afirmação, é possível observar, por exemplo, quando o
custo é a igual 1. Com esse custo o número de reentradas do Free-Rider é menor que
nos demais custos. Isso acontece porque esse custo possibilita a entrada de todos os 19
jogadores conscientes para atender as requisições geradas. Como não são enviadas muitas
requisições para o Free-Rider esse não gera negação em seus atributos e mantém seu score
em 0.0 por mais tempo. Com isso, ele gera histórico positivo e permanece um período
maior no torneio. Em (b) é possível observar que devido à distribuição de instâncias
máximas definidas a priori para cada jogador consciente, há um decréscimo variável de
jogadores conscientes conforme o custo de entrada aumenta. No gráfico (c) é apresentada
a variação de SGF em relação ao custo de entrada. Conforme o custo vai aumentando,
menos jogadores conscientes entram no torneio (b). Consequentemente há um aumento
de requisições negadas por falta de recursos no ambiente e uma diminuição da SGF.
Quando avaliado o custo de entrada no torneio (Tabela 7.12), o Free-Rider conside-
rado sempre esteve presente pois foi definido que ele possuiria recursos suficientes para
pagar o valor estipulado em cada uma das 9 situações. Contudo, naquela ocasião não
foi analisado o ponto de vista do próprio Free-Rider, assim como o impacto do custo de
entrada em relação a oferta × consumo de recursos para a manutenção do Free-Rider den-
tro do torneio. Revisitando os resultados plotados na Tabela 7.12 é possível observar: o
custo de entrada, a quantidade de recursos consumidos pelo Free-Rider durante o período
de amostragem, e o número de reentradas do Free-Rider no ambiente. A partir dessas
observações também é possível calcular a quantidade de recursos que o Free-Rider teve
que oferecer ao ambiente para que fosse possível realizar as reentradas. Esse resultado é
importante pois reflete os prejuízos gerados ao MCT pela estratégia whitewashing assim
como o interesse (econômico) do Free-Rider continuar aplicando a estratégia.
A Tabela 7.13 apresenta uma visão da Tabela 7.12 evidenciando os valores referentes
somente ao Free-Rider. Nessa nova tabela foram adicionadas duas colunas: i) quantidade
de recursos total que o jogador mal intencionados teve que ceder ao torneio para que pu-
desse entrar e retornar durante a aplicação do whitewashing ; e ii) diferença entre recursos
consumidos menos os recursos pagos ao torneio (custo de entrada). Em todas as linhas da
Tabela 7.13 a quantidade de recursos que o Free-Rider analisado teve que pagar ao torneio
foi maior que a quantidade de recursos que o mesmo Free-Rider conseguiu obter durante o
período de observação considerado (30 amostras para cada uma das 9 situações expostas
 linhas da tabela). Esse comportamento demonstra quanto é desestimulante para um
jogador mal intencionados (Free-Rider) o MultiCloud Tournament. Devido a estrutura
do torneio, o Free-Rider é recorrentemente eliminado da competição e assim, ao voltar,
tem que arcar com o custo para seu regresso. A recorrência multiplicada pelo custo de
entrada no torneio, leva o Free-Rider a despender uma quantidade de recursos maior que
aquela que ele consumirá. Isto decorrente do mecanismo de reputação e a organização em
divisões do MCT. Tais fatores inibe o whitewashing por desinteresse.
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Tabela 7.13: Impacto do custo de entrada do ponto de vista do Free-Rider. Na tabela,
além dos dados já plotados anteriormente, é evidenciado a quantidade de recursos cedidos
ao MCT para o pagamento do custo de entrada.
RESULTADOS: IMPACTO DO CUSTO DE ENTRADA NO FREE-RIDER
SIMULAÇÃO FREE-RIDER
TUPLA QTDE CONSUMO REENTRADA TOTAL PAGO AO MCT DIFERENÇA
(1, 2) 1 11 7 14 -3
(2, 3) 1 10 8 24 -14
(3, 4) 1 11 10 40 -29
(4, 5) 1 13 8 40 -27
(5, 6) 1 14 9 54 -40
(6, 7) 1 14 10 70 -56
(7, 8) 1 13 8 64 -51
(8, 9) 1 10 10 90 -80
(9, 10) 1 10 10 100 -90
Mesmo com a efetividade do emprego do autopatrocínio para evitar o whitewashing
no ambiente, pode haver casos em que o jogador não tem condições de pagar o custo
de entrada. Para não prejudicar esses jogadores e evitar que o ambiente seja exposto
ao whitewashing, foi proposto o mecanismo de torcida (Seção 5.7.2). Com o objetivo de
analisar o comportamento e impactos da torcida no MCT, foram realizadas sucessivas
simulações variando o tamanho da torcida de um Free-Rider. O objetivo foi verificar
o tempo que se leva para o pagamento do custo de entrada ser efetivado e como essa
velocidade afeta o consumo de recursos exercido pelo Free-Rider no torneio.
A Tabela 7.14 sumariza as 19 simulações realizadas e os impactos ao ambiente. Em
cada simulação a torcida foi sendo incrementada em um elemento (jogador).
Tabela 7.14: Impacto da aplicação da torcida para inibir whitewashing. Os dados des-
crevem a possibilidade de aplicação da torcida como alternativa ao autopatrocínio. Essa
alternativa favorece os jogadores que não podem arcar com o custo de entrada ao torneio.
RESULTADOS: TORCIDA
FREE-RIDER CONSCIENTES TORNEIO
TORCIDA CONSUMO REENTRADAS SATISFAÇÃO MÉDIA SGF REQ. ACEITAS
1 0 8 0.720 0.803 98
2 0 7 0.646 0.781 93
3 0 8 0.703 0.811 95
4 0 6 0.645 0.766 92
5 2 8 0.658 0.774 96
6 2 8 0.623 0.770 94
7 2 6 0.623 0.770 94
8 2 6 0.610 0.771 95
9 2 7 0.706 0.774 88
10 2 7 0.679 0.754 92
11 2 8 0.596 0.790 98
12 2 6 0.703 0.747 92
13 2 8 0.645 0.790 98
14 2 8 0.691 0.783 94
15 2 8 0.685 0.772 95
16 2 8 0.629 0.796 98
17 2 8 0.708 0.750 93
18 2 8 0.673 0.758 94
19 2 8 0.648 0.768 93
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De acordo com os dados da Tabela 7.14, devido à dinâmica do consumo de requisições
do dataset utilizado, quando a torcida é maior ou igual 5 jogadores o Free-Rider consegue
consumir duas requisições. Esse valor coincide com o custo para entrar no torneio o que
gera ônus zero para o torneio, sendo que não há consumo nas demais reentradas por
whitewashing. Também, por meio dos dados gerados nas simulações, fica evidente que em
todos os casos apresentados o desempenho foi igual ou melhor aos resultados obtidos com a
aplicação do autopatrocínio. Esses resultados demonstram a possibilidade de utilização de
ambas as abordagens, seja isoladamente ou simultaneamente, para inibir o whitewashing
de Free-Riders no torneio.
Na Figura 7.19 são apresentados os gráficos (a-b) baseados nos dados da Tabela 7.14.
Em (a) é apresentado o consumo e reentrada do Free-Rider no torneio em relação ao ta-
manho da torcida e em (b) a SI média dos participantes conscientes e a SFG do ambiente.
(a) (b)
Figura 7.19: Comportamento de um Free-Rider em um ambiente com torcida. Em (a) o
gráfico descreve o consumo e o número de reentradas de um Free-Rider considerando a
variação do tamanho da torcida. Em (b) são apresentados a SI Média e a SGF obtidas
no torneio considerando a variação do número de integrantes da torcida.
Investigação 3: coalização Para identificar os impactos da coalização no MCT fo-
ram submetidos ao torneio dois conjuntos de jogadores, o primeiro formado por jogadores
conscientes (Ja) e o segundo composto por Free-Riders membros de uma coalizão (Jc).
Sendo que |Ja|+ |Jc| = 20, número esse suficientemente grande para demonstrar os efeitos
negativos e a capacidade do MCT em lidar com coalizões de diferentes tamanhos. O
tamanho de Ja e Jc variaram inversamente em cada uma das 10 simulações em uma razão
de 2 jogadores, onde foi respeitada a seguinte sequência: Jsn = (Ja, Jc) (J representa o
conjunto de todos os jogadores do torneio, e sn a n-ésima simulação:
• Js1 = (18, 2);
• Js2 = (16, 4);
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• Js3 = (14, 6);
• Js4 = (12, 8);
• Js5 = (10, 10);
• Js6 = (8, 12);
• Js7 = (6, 14);
• Js8 = (4, 16);
• Js9 = (2, 18).
Em cada uma das simulações foram coletadas 50 amostras a cada 5 unidades de tempo.
A coalizão é inserida no momento da execução do torneio, tendo uma característica hori-
zontal. Contudo, conforme o número de membros de C aumenta e os números de encontros
(seleção para antender as requisições) começam a ser mais frequentes, os jogadores de C
vão ascendendo pelas divisões e a coalizão vai se tornando vertical. Com isso é possível
avaliar os dois tipos de coalizão: horizontal e vertical. O objetivo da investigação foi iden-
tificar a taxa de encontro dos membros da coalização durante a orquestração para gerar
score conforme o tamanho do conjunto C aumenta. A análise do resultado considerou
também a SGF e as satisfações individuais dos jogadores conscientes dentro do torneio
conforme o número de participantes da coalização aumenta.
Os resultados das 10 simulações realizadas foram organizados na Tabela 7.15, onde as
colunas descrevem: (1) tamanho do conjunto de jogadores conscientes; (2) tamanho do
conjunto de jogadores que fazem parte da coalizão; (3) divisão máxima que um membro
qualquer da coalizão conseguiu alcançar; (4) observação antes do último membro da coa-
lizão ser eliminado do torneio; (5) taxa média de encontro dos membros da coalizão; (6)
as requisições negadas pelos Free-Riders que fazem parte da coalizão; e por fim na coluna
(7) tem-se a quantidade média de instâncias consumidas (isto é, recursos) pelos membros
da coalizão.
Tabela 7.15: Efeitos de coalizões dentro do MCT.
RESULTADOS: COALIZÕES E O MCT
CONSCIENTES COALIZÃO DIV. AMOSTRA ENCONTROS NEGAÇÃO MÉDIA DE CONSUMO
20 0 - 0 0 MAX 0.0
18 2 3 1 0 2 1.0
16 4 3 6 2 11 1.25
14 6 3 2 0 16 2.66
12 8 3 14 3 22 2.62
10 10 1 50- 24 31 2.70
8 12 1 50- 40 25 2.08
6 14 1 50- 71 20 1.42
4 16 1 50- 70 33 2.06
2 18 1 50- 175 20 1.22
0 20 1 50- MAX 0 0.0
Conforme evidenciado na Tabela 7.15 quando o número de jogadores pertencentes à
coalizão aumenta, maior a possibilidade de um jogador pertencente a ela encontrar um
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membro da coalizão e consequentemente gerar atributos falsos. Contudo, há uma dimi-
nuição na quantidade de recursos consumidos devido a quantidade reduzida em relação
ao número de Free-Riders. Também na tabela fica claro que o tamanho da coalizão que
mais tem efeitos negativos para o torneio é a composta por 50% dos participantes (em ne-
grito na Tabela 7.15). A Figura 7.20 evidencia os resultados obtidos na Tabela 7.15. São
apresentados os gráficos (a-b) que descrevem respectivamente a relação entre o tamanho
da coalizão × número de encontros × a média de consumo, e a relação entre o tamanho
da coalizão × o número de requisições negadas aos membros da coalizão.
(a) (b)
Figura 7.20: Impactos da estratégia coalizão no MCT. Em (a) é apresentada a relação
entre o tamanho da coalizão × encontros × média de consumo, e em (b) a relação entre
o tamanho da coalizão × número de requisições negadas aos membros da coalizão.
Focando nos resultados da coalizão com 10 membros, a Tabela 7.16 apresenta o estado
de cada jogador após 50 amostras. Os valores demonstram que mesmo no pior cenário ava-
liado, 30% dos membros da coalizão foram eliminados do torneio. Mais especificamente,
os Free-Riders 0, 2 e 4 foram eliminados consumindo um total de dois recursos (0, 0, e
2 respectivamente). Os demais membros, devido ao número de encontros proporcionados
pelo algoritmo de orquestração, obtiveram quantidade de recursos significativamente me-
nor que os jogadores conscientes. Outro resultado obtido das simulações é que devido a
estrutura hierárquica de acesso aos recursos pelas divisões, conforme alguns membros da
coalizão foram progredindo, os demais que permaneciam nas divisões inferiores obtiveram
acesso a um subconjunto reduzido de Free-Riders da coalizão para gerar falsos atributos.
Já os membros da coalizão que progrediam também se viram prejudicados pois os joga-
dores que ficaram na divisão de acesso, devido a um subconjunto reduzido de membros
da coalizão, foram eliminados do torneio (Free-Riders 0, 2 e 4) diminuindo com isso a
possibilidade de encontros. Também foi concluído que o atributo histórico contribui po-
sitivamente para que os membros da coalizão permaneçam mais tempo no ambiente, o que
não é bom para o torneio. Contudo, o MCT provê a possibilidade de alteração no modo
que o histórico é calculado, assim é possível a implementação de mecanismos alternativos
para calcular o histórico dos jogadores no torneio minimizando a situação descrita. Os
resultados obtidos demonstram que o MCT, mesmo sem mecanismos explícitos, permite
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mitigar os efeitos da coalizão.
Tabela 7.16: Valores obtidos pelos jogadores do torneio em uma coalizão de tamanho 10. A
tabela é dividida em duas partes: parte superior) resultado das simulações considerando os
dez jogadores membros da coalizão; parte inferior) resultados das simulações considerando
os dez jogadores conscientes.
RESULTADOS: 10 JOGADORES FREE-RIDERS MEMBROS DA COALIZÃO
JOGADOR DIVISÃO SCORE FINAL AMOSTRA ENCONTROS RECURSOS CONSUMIDOS
0 4 -3.00 50 3 0
1 3 2.63 50 4 8
2 4 -3.00 50 3 0
3 2 7.29 50 10 1
4 4 -1.67 50 4 2
5 2 3.96 50 10 2
6 2 5.30 50 6 4
7 1 9.28 50 8 4
8 2 6.29 50 9 2
9 2 7.62 50 7 5
MÉDIA: 6.4 3.8
RESULTADOS: 10 JOGADORES CONSCIENTES
JOGADOR DIVISÃO SCORE FINAL AMOSTRA ENCONTROS RECURSOS CONSUMIDOS
10 1 13.94 50 2 10
11 1 11.29 50 2 8
12 1 13.28 50 2 9
13 2 7.97 50 4 7
14 1 12.94 50 3 7
15 1 10.62 50 2 11
16 1 11.29 50 5 8
17 1 12.61 50 2 6
18 1 11.29 50 1 10
19 1 14.60 50 5 7
MÉDIA: 2.8 8.3
Os gráficos (a-b) expostos na Figura 7.21 destacam os dados da Tabela 7.16. Em (a)
são apresentadas comparativamente a média da quantidade de vezes que os Free-Riders
encontraram outros membros da coalizão e a média da quantidade de vezes que os jo-
gadores conscientes foram selecionados para anteder um membro da coalizão. Já em (b)
também há um comparação, mas agora em relação a média dos recursos consumidos pe-
los jogadores da coalizão e os conscientes. Em (a) é possível verificar que a quantidade
média de encontros dos membros de uma coalizão de tamanho 10 é o dobro do encontro
com jogadores conscientes. Em (b) é possível verificar que o consumo médio dos Free-
Riders é praticamente 50% menor que dos jogadores conscientes. Esse resultado é muito
importante já que esse tamanho de coalizão é a que mais gerou efeitos negativos ao torneio.
Para demonstrar a capacidade que o MCT possui em integrar métodos de auxilio na
eliminação de estratégias de Free-Riders, foi inserida no torneio uma abordagem para
minimizar ainda mais os impactos da coalizão realizada por Free-Riders. A heurística da
abordagem é eliminar os membros da coalizão através da identificação dos jogadores que
recusam requisições mesmo tendo condições de atendê-las (recursos disponíveis), e com
isso tentar inferir a coalizão aplicando uma penalidade  aumentar o custo da negação
caso o jogador tenha recursos e mesmo assim não atenda uma requisição.
O custo da negação foi inserido no cálculo do score onerando os membros da coalizão.
Assim aqueles jogadores que possuíam condições para atender uma requisição e mesmo
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(a) (b)
Figura 7.21: Detalhamento dos resultados de uma coalizão de tamanho 10. Em (a) esta a
comparação da quantidade média de encontros entre membros da coalizão, e entre mem-
bros da coalizão e jogadores conscientes. O gráfico (b) também apresenta a comparação
entre os mesmos jogadores, mas considerando o consumo médio de recursos.
assim não o fizeram foi aplicado um custo duas vezes maior que o custo aplicado aos
jogadores que negaram uma solicitação devido à escassez real de recursos. De acordo com
os dados da Tabela 7.17, a aplicação dessa abordagem simples eliminou todos os Free-
Riders da coalizão em um período máximo de 11 amostras. Em relação aos encontros com
os membros da coalizão e os recursos consumidos, a redução média foi respectivamente:
73, 43% e 44, 63%. Isso demonstrou a flexibilidade do MCT para inserção de mecanismos
para combater várias estratégias dos Free-Riders, dentre elas a coalizão.
Tabela 7.17: Efeitos da coalizão com a presença de um mecanismo de prevenção.
RESULTADOS: 10 JOGADORES FREE-RIDERS MEMBROS DA COALIZÕES
JOGADOR DIVISÃO SCORE FINAL AMOSTRA ENCONTROS RECURSOS CONSUMIDOS
0 4 -4.00 2 0 2
1 4 -6.00 2 0 3
2 4 -0.01 2 2 3
3 4 -6.00 2 3 0
4 4 -6.00 2 3 0
5 4 -4.00 2 0 2
6 4 -4.01 4 1 3
7 4 -4.67 8 2 3
8 4 -3.34 11 3 3
9 4 -4.01 9 3 2
Os gráficos da Figura 7.22 apresentam comparativamente a média de encontros (a)
e o consumo médio (b) em dois ambientes: com e sem a presença de um mecanismo de
minimização dos efeitos da coalizão. O ambiente base é aquele composto por uma coalizão
de tamanho 10 (negrito na Tabela 7.15) e o comparado é um ambiente similar, mas com
a implementação do mecanismo de prevenção descrito no parágrafo anterior. Em (a),
com a eliminação dos membros da coalizão, houve uma redução de 73.57%. Já em (b), a
redução do consumo referente a eliminação dos Free-Riders foi de aproximadamente 50%.
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(a) (b)
Figura 7.22: Impacto da inserção de um mecanismo de proteção à coalizão. Em (a),
é apresentada a comparação dos encontros entre membros da coalizão considerando a
ausência e presença do mecanismo de minimização do impacto da coalizão. O gráfico (b)
aborda o consumo médio de recursos nos mesmos dois ambientes do gráfico (a).
Discussão Diante da trapaça, whitewashing e coalizão o MCT apresentou-se resistente
aos efeitos negativos que essas estratégias produzem em ambientes de compartilhamento
de recursos (Inter-Clouds). Somado a essa observação, também ficou evidente a flexibi-
lidade em relação à inserção de mecanismos que auxiliam o MCT a evitar as principais
estratégias dos Free-Riders citadas anteriormente. Em cima dessas afirmações, é perti-
nente reforçar que o foco dos testes não foi propor métodos de combate as estratégias dos
Free-Riders e sim utilizar algumas abordagens para demonstrar a flexibilidade da proposta
para combatê-los.
7.3.3 Experimento C: Algoritmo de Realocação
Voltando as atenções somente para os participantes conscientes, a distribuição dos joga-
dores pelo torneio é importante para a dinâmica do ambiente em relação a SGF e a SI
de cada participante. Torneio onde todos os jogadores estão concentrados na primeira
divisão, em um primeiro momento, pode representar o melhor caso de execução. Con-
tudo, dependendo do contexto de aplicabilidade e da taxa de entrada e saída de jogadores
do torneio, esse comportamento pode comprometer o alguns dos objetivos do MCT. Em
situações de aplicabilidade onde a taxa de entrada e saída de jogadores do torneio é alta, a
concentração de um grupo de jogadores na primeira divisão pode comprometer a evolução
de jogadores nas divisões inferiores, pois os jogadores que se encontram nelas podem se
deparar com insuficiência de recursos, desestimulando sua presença. Esse comportamento
também prejudica ambientes onde a taxa de entrada e saída de jogadores é mais estática,
pois caso, por motivos adversos, algum jogador sair da primeira divisão ele terá dificuldade
para voltar, podendo até mesmo deixar o ambiente por falta de recursos para consumir.
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Esse experimento teve como objetivo validaro algoritmo de alocação apresentado no
Capítulo 6. A avaliação foi conduzida por meio da análise comparativa das distribuições
resultantes de duas investigações descritas na Tabela 7.18). Em ambas as investigações
foram coletadas 50 amostras, sendo considerados: um ambiente com e sem a aplicação do
algoritmo de alocação. Todos os parâmetros utilizados são apresentados na Tabela 7.18.
Tabela 7.18: Distribuição de jogadores pelas divisões do MCT. Tabela com os parâmetros
utilizados nas duas investigações realizadas, a coluna RECURSOS representa a quan-
tidade de instâncias aceitas por cada jogador; na coluna TOTAL DE JOGADORES é
indicada a quantidade de jogadores em cada investigação; e, por sua vez, na última coluna
é descrito como os jogadores são inseridos no torneio.
DESCRIÇÃO: INVESTIGAÇÕES DO EXPERIMENTO C
INVESTIGAÇÃO RECURSOS TOTAL DE JOGADORES INSERÇÃO DE JOGADORES
1 Ilimitados 10 Incremental
2 Limitados 10 Incremental
Investigação 1: Recursos ilimitados, sem a presença de Free-Riders, com 10
jogadores conscientes inseridos incrementalmente. Na Figura 7.23 são apresenta-
dos as SGFs dos dois ambientes considerados. No ambiente sem a presença do algoritmo
de alocação há uma variação da SGF conforme os jogadores vão entrando e progredindo
pelas divisões. Essa variação é oriunda da negação de requisições ocorridas a determi-
nados jogadores quando esses ficam sozinhos na divisão de acesso. Uma observação é,
como os recursos de cada jogador são ilimitados não há negação por falta de recursos e
sim por falta de jogadores. Já no ambiente que utiliza o algoritmo de alocação proposto
não há esvaziamento de jogadores nas divisões, com isso a SGF não variou durante as
50 amostras coletadas. Note que somente sob as condições descritas no Capítulo 6 há
esvaziamento de divisões por abandono.
(a) (b)
Figura 7.23: SGFs de ambientes com recursos ilimitados, sem e com distribuição. Nos
gráficos (a) e (b) são descritos a variação das SGFs nos dois ambientes.
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Os gráficos da Figura 7.24 apresentam a distribuição de jogadores pelas divisões no
final das 50 amostras em ambos ambientes. Nos gráficos é possível observar que a con-
centração de jogadores na primeira divisão pode comprometer a utilização da estrutura
de torneio. A concentração influencia negativamente a entrada de novos jogadores, pois
eles podem ter suas requisições negadas por falta de recursos na divisão de acesso.
(a)
(b)
Figura 7.24: Distribuição dos jogadores pelas divisões nos dois ambientes. Nos gráficos
(a) e (b) é descrito a distribuição de jogadores pelas divisões nos dois ambientes.
A Tabela 7.19 apresenta comparativamente a variação da SI ao longo de 50 amostras
(colunas 01  50) de cada um dos 10 jogadores. É possível observar que as SIs sofreram
variações somente no ambiente sem o algoritmo de alocação. Em especial, os jogadores 4,
5 e 6 tiveram suas SIs afetadas por requisições negadas. Como todos os jogadores presen-
tes no ambiente possuíam recursos ilimitados, não houve negação por parte deles e sim
pela indisponibilidade de jogadores na divisão de acesso. Isso influenciou negativamente
as SIs. Por exemplo, no primeiro ambiente, a partir da amostra 5, o jogador 4 teve sua SI
reduzida em 30% devido ao esvaziamento da divisão de acesso na amostra 4. Em contra
partida, devido o cálculo dos atributos não ser influenciado pela negação de requisições
geradas por indisponibilidade de jogadores, aqueles jogadores com SIs baixas não foram
eliminados do torneio pois eles continuavam a aceitar requisições das divisões superiores.
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Tabela 7.19: SIs de jogadores com recursos ilimitados, e com e sem o algoritmo de alo-
cação. As linhas com ausência de informação foram omitidas. A notação utilizada para
referenciar cada jogador foi SI|divisão.
RESULTADOS: SI DOS JOGADORES COM RECURSOS ILIMITADOS E AS DIVISÕES AO LONGO DAS AMOSTRAS
JOGADOR 01 02 03 04 05 06 07 08 09
0 1.0|3 1.0|3 1.0|3 1.0|3 1.0|3 1.0|3 1.0|2 1.0|3 1.0|2 1.0|2 0.0|2 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2
1 1.0|3 1.0|3 1.0|3 1.0|3 1.0|2 1.0|2 1.0|2 1.0|2 1.0|1 1.0|2 0.0|2 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2
2 1.0|3 1.0|3 1.0|2 1.0|2 1.0|2 1.0|2 1.0|2 1.0|2 1.0|2 1.0|1 0.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
3  1.0|3 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 0.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3
4   1.0|3 1.0|3 1.0|3 1.0|3 0.7|3 1.0|3 0.5|3 1.0|3 0.4|3 1.0|3 0.3|3 1.0|3 0.3|3 1.0|3
JOGADOR 10 11 12 13 14 15 16 17 18
0 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2
1 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2
2 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0,1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3
4 0.3|3 1.0|3 0.2|3 1.0|3 0.2|3 1.0|3 0.2|3 1.0|3 0.2|3 1.0|3 0.2|2 1.0|3 0.3|2 1.0|3 0.3|2 1.0|3 0.3|2 1.0|3
5         0.0|3 0.0|3
JOGADOR 19 20 21 22 23 24 25 26 27
0 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2
1 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|1
2 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|2 1.0|1 1.0|2
4 0.3|2 1.0|3 0.3|2 1.0|3 0.3|2 1.0|3 0.3|2 1.0|3 0.3|2 1.0|3 0.4|2 1.0|3 0.4|2 1.0|3 0.4|2 1.0|3 0.4|2 1.0|3
5 0.0|3 0.0|3 0.0|2 1.0|3 0.0|2 1.0|3 0.2|2 1.0|3 0.4|2 1.0|3 0.4|2 1.0|3 0.4|2 1.0|3 0.4|2 1.0|3 0.4|2 1.0|3
6        0.0|3 0.0|3 0.0|3 0.0|3
JOGADOR 28 29 30 31 32 33 34 35 36
0 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|1 1.0|1 1.0|1
1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
2 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
3 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2
4 0.4|2 1.0|3 0.4|1 1.0|3 1.0|1 1.0|2 0.4|1 1.0|2 0.4|1 1.0|2 0.4|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2
5 0.5|2 1.0|3 0.5|2 1.0|3 0.5|2 1.0|3 0.5|2 1.0|3 0.5|2 1.0|3 0.5|2 1.0|3 0.5|2 1.0|3 0.5|2 1.0|2 0.5|2 1.0|2
6 0.0|3 0.0|3 0.0|3 0.0|3 0.5|3 1.0|3 0.5|3 1.0|3 0.5|3 1.0|3 0.5|3 1.0|3 0.5|3 1.0|3 0.5|3 1.0|3 0.6|2 1.0|3
7   1.0|3 0.0|3 1.0|3 0.0|3 1.0|3 0.0|3 1.0|3 0.0|3 1.0|3 0.0|3 1.0|3 1.0|3 1.0|3 1.0|3
8   0.0|3 0.0|3 1.0|3 0.0|0 1.0|3 0.0|3 1.0|3 0.0|3 1.0|3 0.0|3 1.0|3 0.0|3 1.0|2 1.0|3
9       1.0|3 0.0|3 1.0|3 0.0|3 1.0|3 0.0|3
JOGADOR 37 38 39 40 41 42 43 44 45
0 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
2 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
3 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2
4 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 5.0|1 1.0|2
5 0.5|2 1.0|2 0.6|2 1.0|2 0.6|2 1.0|2 0.6|2 1.0|2 0.6|1 1.0|2 0.6|1 1.0|2 0.6|1 1.0|2 0.6|1 1.0|2 6.0|1 1.0|2
6 0.6|2 1.0|3 0.6|2 1.0|3 0.6|2 1.0|3 0.7|2 1.0|3 0.7|2 1.0|3 0.7|2 1.0|3 0.7|2 1.0|3 0.7|2 1.0|3 7.0|2 1.0|3
7 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|1 1.0|3
8 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3
9 1.0|3 0.0|3 1.0|2 0.0|3 1.0|2 0.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3
JOGADOR 46 47 48 49 50    
0 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1    
1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1    
2 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1    
3 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2    
4 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2    
5 0.6|2 1.0|2 0.6|1 1.0|2 0.6|1 1.0|2 0.7|1 1.0|2 0.7|1 1.0|2    
6 0.8|1 1.0|3 0.8|1 1.0|3 0.8|1 1.0|3 0.8|1 1.0|3 0.8|1 1.0|3    
7 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3    
8 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3    
9 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3    
Investigação 2: Recursos limitados, sem a presença de jogadores Free-Riders,
com 10 jogadores conscientes inseridos incrementalmente nos ambientes. As
duas distribuições apresentadas nos gráficos da Figura 7.25 descrevem a variação das SGFs
em ambientes com e sem a aplicação do algoritmo de alocação onde os jogadores possuem
recursos limitados. Isso consequentemente gera negação por recursos e eliminação de
jogadores do torneio. Comparativamente, nota-se que a aplicabilidade do algoritmo de
alocação contribui positivamente para o aumento da SGF no torneio. Na última amostra
coletada, considerando o ambiente com algoritmo de alocação, foi observado valores acima
de 0.5 de SGF ao contrário do ambiente sem o algoritmo de alocação. Somado a isso,
somente o ambiente sem o algoritmo de alocação apresentou negação por esvaziamento
da divisão de acesso.
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(a) (b)
Figura 7.25: SGFs de ambientes com recursos limitados, e sem e com distribuição.
Na Figura 7.26 estão as distribuições dos jogadores pelas divisões ao final das 50
amostras. Em (a) está a distribuição sem a aplicação do algoritmo de alocação e em
(b) o algoritmo é usado. Em ambas as situações o mesmo número de jogadores foram
eliminados devido a insuficiência de scores. Em (a) há uma diminuição no número de
jogadores na divisão intermediária, o que pode ser compensado pelo número elevado de
jogadores na divisão de acesso. Porém, essa distribuição pode gerar prejuízos em torneios
com recursos limitados devido a sobrecarga de requisições aos jogadores da divisão de
acesso, comportamento que pode gerar escassez de recursos e comprometer as SIs dos
jogadores. Em (b) esse comportamento não acontece: o algoritmo matem as divisões com
quantidade proporcional de jogadores e com isso há disponibilidade de recursos. Contudo,
a disponibilidade considera apenas os jogadores e não a quantidade de recursos por joga-
dor. A quantidade de recursos é tratada com a alocação multidimensional.
(a) (b)
Figura 7.26: Distribuição dos jogadores pelas divisões em ambos ambientes.
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A Tabela 7.20 organiza, comparativamente, as satisfações individuais de cada um dos
10 jogadores com recursos limitados, inseridos incrementalmente em dois ambientes: com
e sem a aplicação do algoritmo de alocação. Além das satisfações pessoais também são
expostas as divisões de cada jogador ao longo das 50 amostras.
Tabela 7.20: SIs de jogadores com recursos limitados em ambientes com e sem distribuição.
As linhas com ausência de informação foram omitidas.
RESULTADOS: SI DE JOGADORES COM RECURSOS LIMITADOS E AS DIVISÕES AO LONGO DAS AMOSTRAS
JOGADOR 01 02 03 04 05 06 07 08 09
0 1.0|3 1.0|3 1.0|3 1.0|3 1.0|3 1.0|3 1.0|2 1.0|3 1.0|2 1.0|2 0.0|2 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2
1 1.0|3 1.0|3 1.0|3 1.0|3 1.0|2 1.0|2 1.0|2 1.0|2 1.0|1 1.0|2 0.0|2 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2
2 1.0|3 1.0|3 1.0|2 1.0|2 1.0|2 1.0|2 1.0|2 1.0|2 1.0|2 1.0|1 0.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
3  1.0|3 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 0.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3
4   1.0|3 1.0|3 1.0|3 1.0|3 0.7|3 1.0|3 0.5|3 1.0|3 0.4|3 1.0|3 0.3|3 1.0|3 0.3|3 1.0|3
JOGADOR 10 11 12 13 14 15 16 17 18
0 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2
1 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2
2 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0,1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3
4 0.3|3 1.0|3 0.2|3 1.0|3 0.2|3 1.0|3 0.2|3 1.0|3 0.2|3 1.0|3 0.2|2 1.0|3 0.3|2 1.0|3 0.3|2 1.0|3 0.3|2 1.0|3
5         0.0|3 0.0|3
JOGADOR 19 20 21 22 23 24 25 26 27
0 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2
1 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|1
2 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|2 1.0|1 1.0|2
4 0.3|2 1.0|3 0.3|2 1.0|3 0.3|2 1.0|3 0.3|2 1.0|3 0.3|2 1.0|3 0.4|2 1.0|3 0.4|2 1.0|3 0.4|2 1.0|3 0.4|2 1.0|3
5 0.0|3 0.0|3 0.0|2 1.0|3 0.0|2 1.0|3 0.2|2 1.0|3 0.4|2 1.0|3 0.4|2 1.0|3 0.4|2 1.0|3 0.4|2 1.0|3 0.4|2 1.0|3
6        0.0|3 0.0|3 0.0|3 0.0|3
JOGADOR 28 29 30 31 32 33 34 35 36
0 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|1 1.0|1 1.0|1
1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
2 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
3 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2
4 0.4|2 1.0|3 0.4|1 1.0|3 1.0|1 1.0|2 0.4|1 1.0|2 0.4|1 1.0|2 0.4|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2
5 0.5|2 1.0|3 0.5|2 1.0|3 0.5|2 1.0|3 0.5|2 1.0|3 0.5|2 1.0|3 0.5|2 1.0|3 0.5|2 1.0|3 0.5|2 1.0|2 0.5|2 1.0|2
6 0.0|3 0.0|3 0.0|3 0.0|3 0.5|3 1.0|3 0.5|3 1.0|3 0.5|3 1.0|3 0.5|3 1.0|3 0.5|3 1.0|3 0.5|3 1.0|3 0.6|2 1.0|3
7   1.0|3 0.0|3 1.0|3 0.0|3 1.0|3 0.0|3 1.0|3 0.0|3 1.0|3 0.0|3 1.0|3 1.0|3 1.0|3 1.0|3
8   0.0|3 0.0|3 1.0|3 0.0|0 1.0|3 0.0|3 1.0|3 0.0|3 1.0|3 0.0|3 1.0|3 0.0|3 1.0|2 1.0|3
9       1.0|3 0.0|3 1.0|3 0.0|3 1.0|3 0.0|3
JOGADOR 37 38 39 40 41 42 43 44 45
0 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
2 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1
3 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2
4 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 5.0|1 1.0|2
5 0.5|2 1.0|2 0.6|2 1.0|2 0.6|2 1.0|2 0.6|2 1.0|2 0.6|1 1.0|2 0.6|1 1.0|2 0.6|1 1.0|2 0.6|1 1.0|2 6.0|1 1.0|2
6 0.6|2 1.0|3 0.6|2 1.0|3 0.6|2 1.0|3 0.7|2 1.0|3 0.7|2 1.0|3 0.7|2 1.0|3 0.7|2 1.0|3 0.7|2 1.0|3 7.0|2 1.0|3
7 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|1 1.0|3
8 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3
9 1.0|3 0.0|3 1.0|2 0.0|3 1.0|2 0.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3
JOGADOR 46 47 48 49 50    
0 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1    
1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1    
2 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1 1.0|1    
3 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2 1.0|1 1.0|2    
4 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2 0.5|1 1.0|2    
5 0.6|2 1.0|2 0.6|1 1.0|2 0.6|1 1.0|2 0.7|1 1.0|2 0.7|1 1.0|2    
6 0.8|1 1.0|3 0.8|1 1.0|3 0.8|1 1.0|3 0.8|1 1.0|3 0.8|1 1.0|3    
7 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3    
8 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3 1.0|1 1.0|3    
9 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3 1.0|2 1.0|3    
Discussão: de acordo com os resultados obtidos é possível concluir que a inserção de
um modelo de distribuição é benéfico para o MCT. Tal modelo foi introduzido através do
algoritmo de alocação proposto, mas não fica condicionado a ele. Devido a flexibilidade do
MCT, é possível o desenvolvimento de outros modelos de distribuição orientados ao nicho
de aplicabilidade do torneio. Voltando a atenção para a distribuição piramidal proposta,
em ambas as investigações (jogadores com recursos ilimitados e limitados) o algoritmo
demonstrou-se benéfico ao ambiente por meio da elevação da SGF, onde as negações
foram geradas por falta de recursos (caso do ambiente com jogadores com quantidade
limitada de recursos) e não por esvaziamento de divisões.
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7.3.4 Experimento D: Seleção Multidimensional
Esse experimento é voltado a análise da maximização dos valores e quantidade de ca-
racterísticas dentro das divisões. Para isso, foram rastreados e analisados os efeitos re-
lacionados a precisão (será definida na Investigação 1) e a prioridade de características
quando a quantidade de atributos de jogadores aumenta durante o processo de seleção e
alocação. O modelo de seleção e alocação multidimensional aplicado foi aquele descrito na
Seção 6.3.1, onde foi utilizado o PSO para seleção e alocação de jogadores pelas divisões.
Não foi objetivo do experimento identificar qual o melhor ou pior mecanismo de seleção
e alocação, pois o foco dessa tese é definição e demonstração da flexibilidade da abor-
dagem do MultiCloud Tournament. Contudo, por meio do resultado é possível concluir
qual a precisão de cada mecanismo sob determinadas condições. O experimento utilizou
uma abordagem comparativa entre o método proposto (utilizando PSO) e uma seleção
por ordenação de características. Foi realizada uma investigação com iterações sucessivas,
utilizando os parâmetros descritos na Tabela 7.21.
Tabela 7.21: Parâmetros utilizados na investigação do experimento D. Em relação a
quantidade de jogadores elegíveis na investigação, o valor variável e fixo se dá porque
em determinadas simulações o número de jogadores será fixo e em outras simulações esse
número será variável (incrementalmente inseridos no ambiente).
DESCRIÇÃO: INVESTIGAÇÕES DO EXPERIMENTO D
QUANTIDADE DE JOGADORES
INVESTIGAÇÃO QTDE DE ATRIBUTOS ELEGÍVEIS PRESENTES EM d QTDE DE SLOTS
1 Fixa Variável Fixa Fixa
Investigação 1: análise da precisão durante a seleção e alocação de jogadores.
Inicialmente, esse trabalho considera como precisão: a capacidade de maximizar a média
de score e de recursos dentro da divisão de interesse. Aquelas amostras onde há jogadores
com score e recursos em maior quantidade que os jogadores dentro de d não é considerada
precisa gerando com isso um Miss7. Nessa investigação o número de slots é fixo, a quan-
tidade de atributos considerados é fixa, o número de jogadores elegíveis é variável e um
número aleatório de jogadores já se encontram presentes na divisão de interesse d. Por
meio de 30 iterações sucessivas são aplicados o algoritmo de ordenamento simples e o PSO
com a finalidade de obter o conjunto de jogadores alocados em d ao mesmo tempo que
identificar o comportamento e limitações dos algoritmos nesse contexto. Ainda dentro
desta investigação são definidos alguns sub-casos: i) a utilização ou não dos jogadores
presentes em d para a compor a seleção e alocação; ii) a variação da definição de pe-
sos para cada subconjunto de jogadores; e iii) a variação de jogadores promovidos ou de
jogadores rebaixados para compor o conjunto de jogadores elegíveis. Como resultados
espera-se obter a precisão relacionada aos melhores jogadores a serem alocados na divisão
considerando como a referência a maximização dos atributos e recursos.
7Neste trabalho um Miss é descrito como uma unidade de imprecisão. Quando, após o processo de
alocação, um jogador fica fora de d mesmo tendo condições para estar há a contabilização de um Miss.
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As Figuras 7.27, 7.28, 7.29 e 7.30 apresentam o resultado desta investigação.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j)
Figura 7.27: Dados resultantes da variação da quantidade de jogadores rebaixados. Nesse
sub-caso é aplicada uma ordenação sequencial simples de atributos para selecionar os
jogadores que serão alocados. Nos gráficos (a), (b) e (c) não são utilizados pesos.
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Em relação a aplicabilidade do algoritmo de ordenação simples8, com os resultados
ilustrados nos gráficos da Figura 7.27 e 7.28, é possível verificar a variação da precisão
quando utilizados os jogadores já presentes em d ou quando estes jogadores são ignorados
(eles não são movidos de d e não são considerados na ordenação e seleção). Também é
possível verificar algumas inconsistências oriundas do número de slots, assim como pelo
próprio processo de ordenação sequencial.
Considerando os gráficos (ai) na Figura 7.27, onde o número de jogadores promovi-
dos e já existentes na divisão d são fixos, tem-se que: nos gráficos (a) e (c) a precisão,
considerando 30 amostras (coincide o número crescente de jogadores rebaixados, um por
round), é de 100%. Esse percentual é devido a ordenação ser sequencial, não considerar
pesos entre subconjuntos de jogadores e considerar, inicialmente, o score, o que torna o
processo mais bem comportado. Ainda sem utilizar pesos entre subconjunto de jogadores
o gráfico (b) apresenta o resultado da precisão quando são avaliados os recursos disponibi-
lizados pelos jogadores como critério de ordenação e seleção. O número de misses se eleva
sensivelmente devido a quantidade de recursos ser utilizado secundariamente como fator
de seleção. Este comportamento demonstra a sensibilidade do algoritmo de ordenamento
sequencial, que como já exposto anteriormente, sua aplicação prioriza um dos fatores con-
siderados no ordenação. Consequentemente, em alguns contextos pode haver necessidade
de maximizar mais de uma propriedade mesmo que para isso os valores de cada fator não
sejam os maiores do conjunto. Nos próximos gráficos existe uma ordem de precedência
definida por pesos, nos gráficos (d), (e) e (f) os pesos foram definidos utilizando a ordem
de prescindência:
jogadores rebaixados de d− 1 > jogadores já presentes em d > jogadores promovidos de d+ 1.
Justamente devido aos pesos definidos a priori, em (d) somente os jogadores promovidos
de d + 1 (com a prioridade mais baixa dos três conjuntos) ficam fora de d mesmo tendo
condições para estarem alocados. Neste caso, é possível observar a flexibilidade do Mul-
tiCloud Tournament em relação ao trânsito: priorizando determinados subconjuntos de
jogadores (e.g. rebaixados) é possível manter a integridade do MCT e privilegiar certas
classes de jogadores, em contra partida os atributos e recursos dentro da divisão podem
não ser maximizados. Em (f), mesmo com os pesos, há uma discrepância semelhante que
a apresentada em (b) pelo mesmo motivo relacionado a ordem de atributo considerado
para o ordenação e seleção. Os demais resultados apresentados nos gráficos (g), (h) e (i),
onde os pesos do subconjunto de jogadores já presentes em d e dos jogadores promovidos
são iguais a:
jogadores rebaixados de d− 1 > jogadores já presentes em d = jogadores promovidos de d+ 1,
seguem o mesmo comportamento dos resultados obtidos no caso similar quando os joga-
dores presentes em d têm prioridade sobre os jogadores promovidos de d+ 1 que já foram
apresentados em (d), (e) e (f).
8O algoritmo implementado realiza a ordenação sequencial dos atributos considerados. Por exemplo,
no caso acima onde são considerados o score e recursos primeiramente é ordenado o score e logo após é
ordenada a quantidade de recursos.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j)
Figura 7.28: Dados resultantes da variação da quantidade de jogadores promovidos. Nesse
sub-caso é aplicada uma ordenação simples e sequencial de atributos para selecionar os
jogadores a serem alocados. Nos gráficos (a), (b) e (c) não são utilizados pesos.
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Nos gráficos (ai) da Figura 7.28 a variação acontece no número de jogadores promo-
vidos de d+1 (130), já os jogadores já presentes na divisão e os jogadores rebaixados são
fixos. Assim como os gráficos (a) e (c) da Figura 7.27, os gráficos (a) e (c) presentes na
Figura 7.28 também possui precisão de 100% pelos mesmos motivos apresentados no caso
anterior. Voltando ao gráfico (b), onde é avaliada a quantidade de recursos de cada joga-
dor, é possível verificar a presença de misses em todos os sub-casos. O motivo da presença
dos misses é resultante da metodologia utilizada pelo algoritmo de seleção e alocação de
jogadores onde a ordenação é realizada sequencialmente, primeiro o score e segundo os
recursos. Como o número de jogadores promovidos vai aumentando a cada round, mais
misses vão sendo gerados ao passar das amostras. Como já mencionado, esse é um aspecto
que demonstra uma fraqueza do algoritmo aplicado. Novamente, é válido destacar, que
em determinados contextos o algoritmo proposto é satisfatório, utilizando o primeiro atri-
buto como critério de ordenação e os demais para desempate. Porém em outros contextos
podem ser necessários algoritmos mais direcionados a maximização de todos os fatores
expostos, mesmo que não sejam individualmente os maiores do conjunto considerado. Por
exemplo, dado um conjunto T de tuplas T = {(10, 2), (3, 10), (4, 6), (8, 8)} que representa
jogadores com dois atributos cada um, se considerar a ordenação sequencial pelo primeiro
fator tem-se o conjunto resultante R′ = {(10, 2), (8, 8), (4, 6), (3, 10), já se considerar o
segundo fator tem-se R′′ = {(3, 10), (8, 8), (4, 6), (10, 2)}, agora se o contexto requer a
média dos atributos de cada elemento como critério de seleção o resultado é totalmente
diferente R′′′ = {(8, 8), (10, 2), (3, 10), (4, 6)}. O exemplo demonstra a influência direta
do algoritmo escolhido, que é dependente de contexto, na precisão obtida. Em (d), (f) e
(g) é aplicado um peso para cada subconjunto de jogadores (rebaixados, promovidos e já
presentes em d). Esse peso determina a seguinte ordem de prioridade
jogadores rebaixados de d− 1 > jogadores já presentes em d > jogadores promovidos de d+ 1,
o que faz que os jogadores rebaixados sejam alocados primeiro na divisão e depois os
demais. Como a quantidade de jogadores promovidos é incrementada há mais elementos
que podem ter atributos e recursos maiores que os que já estão em d (mais entropia pois
os valores de recursos são escolhidas aleatoriamente), e com isso mais misses são gerados
e uma menor precisão é atingida. Contudo, como os jogadores que promovem os misses
são aqueles que estão abaixo de d, do ponto de vista do MCT é totalmente factível que
jogadores permaneçam em uma divisão mesmo tendo recursos para serem promovidos.
Por fim, os resultados dos gráficos onde a ordem de prioridade é igual a
jogadores rebaixados de d− 1 > jogadores já presentes em d = jogadores promovidos de d+ 1,
são muito similares àqueles resultantes do caso anterior, onde o peso dos jogadores já
presentes em d é maior que o peso definidos para os jogadores promovidos de d+ 1.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j)
Figura 7.29: Dados resultantes da variação da quantidade de jogadores rebaixados. Nesse
sub-caso é aplicado o PSO para selecionar os jogadores para serem alocados. Nos gráficos
(a), (b) e (c) não são utilizados pesos.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j)
Figura 7.30: Dados resultantes da variação da quantidade de jogadores promovidos. Nesse
sub-caso é aplicado o PSO para selecionar os jogadores para serem alocados. Nos gráficos
(a), (b) e (c) não são utilizados pesos.
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Nas Figuras 7.29 e 7.30 são apresentados os gráficos referentes ao uso do PSO para
alocação de jogadores elegíveis na divisão de interesse d. Fica evidente que o PSO tenta
distribuir os jogadores considerando ambos os atributos, sempre focando no máximo local
do espaço de busca criado. Como os Bounds (Seção 6.3.1) foram iguais para todos os
atributos, estes são considerados de uma maneira igual para a maximização da função
objetivo durante a seleção. Com isso, os gráficos referentes aos misses gerados quando
considerados individualmente o score, a quantidade de recursos e ambos juntos, são muito
semelhantes, isto é, descrevem o mesmo comportamento. A variação observada nos grá-
ficos foi relacionada aos valores dos atributos selecionados aleatoriamente, sendo que ela
aumenta conforme a quantidade de determinados tipos de jogadores (rebaixados ou pro-
movidos) aumenta. Uma observação pertinente, é que, dependendo do contexto é possível
definir pesos para determinados atributos e com isso priorizá-los. Com isso, há uma fle-
xibilidade do uso do modelo. Investigações referentes ao desempenho e escalabilidade
do método fugiram do escopo desse trabalho, o qual espera somente destacar a flexibi-
lidade de utilização de mecanismos para seleção e alocação de jogadores considerando a
maximização de determinados atributos.
Discussão: Diferentemente da ordenação, a qual prioriza determinados atributos de
acordo com seu posicionamento, no PSO a priorização é obtida pela função objetivo que
se espera maximizar (ou minimizar) e os Bounds utilizados. Tal solução, é utilizada
como padrão na abordagem do MCT. Porém, em determinadas situações, devido a com-
plexidade e o tempo de execução, pode adicionar um overhead à seleção e alocação, e
consequentemente, ao ambiente. Diante disso, é possível utilizar outros métodos (ex. or-
denamento) de acordo com o nicho, quantidade e valores utilizados. Isto demonstra a
flexibilidade de escolha do método mais apropriado, assim como do MCT propriamente
dito.
7.3.5 Experimento E: Aplicabilidade em Computação em Névoa
Para explorar a aplicabilidade da solução em outros contextos, como já descrito na Seção
7.1.2, o MCT foi utilizado em um ambiente de Computação em Névoa. O experimento
organizou Cloudlets em divisões utilizando como critério de agrupamento a latência. A
expectativa foi diminuir o espaço de busca e consequentemente melhorar o tempo de exe-
cução do orquestrador do projeto SORTS9 desenvolvido pela equipe do Laboratório de Co-
municações e Telemática (LCT) do Departamento de Engenharia Informática Faculdade
de Ciências e Tecnologia Universidade de Coimbra/Portugal. Mais uma vez foi realizada
uma análise comparativa entre o ambiente que possui ou não um torneio. Diferente dos
experimentos anteriores, o testbed utilizado foi diferente (Figura 7.31) e localizou-se no
laboratório de LCT. Do lado do orquestrador foi utilizado o emulador CloudSim Plus [58],
sendo que o MCT foi instalado em uma máquina virtual. Foram realizados dois grupos
de simulações referentes a latência.
9https://www.cisuc.uc.pt/projects/show/228
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Figura 7.31: Testbed utilizada para os teste referente ao contexto de névoa.
Para a validação do uso do ranqueamento derivado do MCT foram implementadas
duas abordagens no orquestrador: Round Robin e o Ranqueamento para organizar e se-
lecionar as Cloudlets mais aptas a atenderem os requisitos das aplicações. Como métrica
de classificação pelas divisões foi utilizado a média da latência de um servidor para com-
pletar uma tarefa. As Cloudlets, dentro do emulador, são descritas como Micro Data
Centers (MDC). Cada MDC foi composto de 10 hosts físicos. Somado a isso, um número
variável de VMs foram instanciadas (uma VM para cada grupo de quatro tarefas). As
características dos hosts e de cada VM são apresentadas na Tabela 7.22.
Tabela 7.22: Descrição dos hosts e das VMs contidas em cada Cloudlet.
NÓ #CPUs CPU (MIPS) RAM (MB) LARGURA DE BANDA (Mbps) STORAGE (MB)
Host 4 1000 2048 10000 10000000
VMs 4 1000 512 10000 10000
As Cloudlets variaram em quantidade dentro de um intervalo de inteiros [2, 9], sendo
dispostas como uma federação. As tarefas são orquestradas por um Broker, que decide
em qual Cloudlet a VM com a tarefa deverá ser executada.
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Para compor o ranqueamento foram implementadas três divisões, onde cada uma pos-
sui seu próprio round global (mesmo valor para todas as Cloudlets da divisão) e assíncro-
nos entre divisões. Foi utilizada a média da latência como métrica, média essa calculada
por meio do tempo da execução das tarefas em cada Cloudlet. Outra característica é
referente a entrada de novas Cloudlets no ambiente, onde foi aplicada a média harmônica
das latências das Cloudlets da divisão de acesso como valor inicial. Também foram defini-
dos três tipos de tarefas, denominadas: small, medium e big (Tabela 7.23). A proporção
dessas tarefas variou seguindo um distribuição uniforme durante as simulações, obtendo
quanto ao tipo: uma quantidade de tarefa balanceada, predominância de tarefas small,
predominância de tarafes medium e predominância de tarefas big. Em todos os casos a
quantidade de tarefas emitida foi aleatória, seguindo o limite de 25000 requisições.
Tabela 7.23: Descrição dos três tipos de tarefas presentes no experimento.
TIPO DE TAREFAS #CPUs LARGURA (MIPS) ENTRADA (MIPS) SAÍDA (MIPS)
Small 1 10002665 1024 1024
Medium 1 26664334 1024 1024
Big 1 43356000 1024 1024
Foram executados dois cenários, onde foram realizadas 30 simulações: o primeiro ob-
jetivou a análise comparativa das latências obtidas pelas duas abordagens de orquestração
(Round Robin e Ranqueamento) em relação as diferentes proporções de tarefas, e o se-
gundo cenário focou na análise comparativa das latências obtidas pelas duas abordagens
de orquestração quando o número de Cloudlets presentes varia.
No primeiro caso (Figura 7.32) é possível verificar as diferentes proporções de tarefas.
Nesse caso o número de Cloudlets foi fixado em 5. Analisando as quatro proporções
de tarefas têm-se que: i) o Round Robin e o ranqueamento apresentam valores similares,
porém a abordagem baseada no ranqueamento possui um boxplot mais compacto indicando
um desvio padrão menor. Aplicações sensíveis a jitter 10 pode se beneficiar disso devido
aos atrasos serem mais previsíveis. Já nas outras distribuições o ganho da aplicação da
abordagem de ranqueamento foram de poucos milissegundos, contudo para aplicações
críticas esse ganho pode ser significativo.
Figura 7.32: Latências obtidas considerando as distribuições de tarefas.
10Jitter é uma variação estatística do atraso na entrega de dados em uma rede.
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Já na Figura 7.33 são verificados os efeitos da variação do número de Cloudlets no
ambiente quando a proporção é fixada em 33%, 33%, 33% de tarefas small, medium e
big. As Cloudlets variaram de 2 para 5, variação essa que teve como objetivo avaliar o
impacto do número de membros da federação na latência. Mesmo variando o número de
Cloudlets, no geral, a latência permaneceu por volta de 3.5 segundos. Embora as médias
de latência obtidas tenham sido muito similares, em 63% das variações a abordagem de
ranqueamento se apresentou melhor que a abordagem de Round Robin.
Figura 7.33: Latências obtidas considerando a variação do número de Cloudlets.
Discussão: o experimento demonstrou que na maioria das situações expostas a abor-
dagem de Ranqueamento se apresentou melhor que o Round Robin. Foi possível observar
que embora o ganho possa não parecer significativo, em ambientes como o de névoa onde
as aplicações são críticas (robótica, saúde, realidade virtual etc.) e necessitam de baixa
latência esse ganho pode contribuir positivamente ao ambiente. Outro resultado que pode
ser inferido refere-se ao fato que ambientes de névoas possui várias camadas, ou Tiers.
Sendo assim, a abordagem de Ranqueamento pode oferecer um caminho para, além de
organizar as Cloudlets, organizar os Tiers dentro do ambiente. Uma conclusão imediata
desse experimento é que tais resultados obtidos demonstram a possibilidade de exten-
são do núcleo do MCT para outros contextos, contribuindo para a melhora de ambientes
similares.
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Capítulo 8
Considerações Finais
No decorrer desta tese foi descrita a linha de evolução da Computação em Nuvem (Ca-
pítulo 2), iniciando nas nuvens monolíticas até às organizações Inter-Clouds (Seção 2.4).
Em especial, dentro das Inter-Clouds, foram abordadas as Federações de Nuvens (Seção
3), que são organizações de múltiplas nuvens bem definidas e com características próprias
que as tornam aplicáveis em vários nichos de atuação e já vem sendo foco de pesquisas
pela comunidade científica.
Com trabalhos já desenvolvidos e publicados [18, 19, 21], os autores desta tese já vem
contribuindo ativamente para a definição, formalização das características e identificação
dos desafios em abertos das federações. Nesse cenário foi proposta uma abordagem Inter-
Clouds denominada MultiClouds Tournament (Capítulo 5), que teve como premissas os
principais requisitos das Federações de Nuvens. O MCT pretende suprir, em um nível es-
trutural, a carência das federações referentes a gestão de provedores. Mais especificamente
a manutenção do ambiente referente ao incentivo e a inibição do consumo oportunista de
recursos realizado por provedores mal intencionados (Free-Riders). O estudo da literatura
mostrou que tais pontos são desafios ainda em aberto e os resultados dos experimentos
realizados apontaram a potencial aplicabilidade do MCT para atender esses desafios.
Para validar a efetividade do MCT foram realizados cinco experimentos: i) comparação
das SGF e SI dos participantes na federação e no MCT; ii) a efetividade do MCT quanto
as estratégias dos Free-Riders; iii) os benefícios da aplicabilidade de um algoritmo de
alocação de jogadores pelas divisões; iv) os impactos do modelo de alocação multidimen-
sional; e por fim v) os resultados do uso do MCT no contexto de Computação em Névoa.
Os experimentos só foram possíveis devido ao desenvolvimento de um emulador (Seção
7.2), que utilizou para geração de eventos um dataset obtido a partir de um ambiente
real de uso [109, 129] da infraestrutura do Google em 2011. Por meio dos experimentos,
foi possível verificar que o MCT tem comportamento igual ou melhor ao das federações
(utilizada como modelo de referência). Também foi possível verificar que, ao contrário das
federações, sem mecanismos de proteção implementados, o MCT lidou satisfatoriamente
(em termos de SGF e SI) em relação as principais estratégias dos Free-Riders (elencadas
na Seção 5.7). Outro resultado, foi em relação ao controle da distribuição dos jogadores
pelas divisões. A aplicação de um algoritmo de distribuição, assim como de um mecanismo
de controle da taxa de trânsito de jogadores, mostraram-se importantes na manutenção
tanto da SGF do ambiente quanto da SI dos jogadores. Isso porque, devido a distribuição
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dos jogadores, haverá (hipoteticamente) recursos suficientes em todas as divisões, assim
como as divisões maximizarão os recursos e os níveis de excelência em relação aos atribu-
tos de interesse (score, por exemplo). Outro experimento realizado focou na extensão do
contexto de utilização do MCT. Para isso foi implementado um orquestrador baseado em
ranqueamento e aplicado no contexto da Computação em Névoa. Esse ambiente tem de-
terminadas características não encontradas nas Federações de Nuvens. O resultado obtido
do trabalho colaborativo entre o IC e o SISU da Universidade de Coimbra, demonstrou
que a utilização do orquestrador com ranqueamento traz diversos ganhos e estudos mais
aprofundados são promissores. Diante do exposto é possível afirmar que a tese oferece
uma abordagem que soma às características das Federações de Nuvens, sendo efetiva na
gestão de CSPs (do seu ciclo de vida) e robusta em relação a prevenção dos Free-Riders e
das principais estratégias desses CSPs. O MCT pode ser aplicado em diversos contextos,
contribuindo com o desenvolvimento das organizações Inter-Clouds.
Tendo o foco na descrição da abordagem, esta tese também mostrou que, devido a
flexibilidade, é possível utilizar o MCT em diversos nichos assim como aplicar diversos
mecanismos e modelos que mais atendam as necessidades de uso. Por exemplo, é pos-
sível utilizar diversos modelos de distribuição de jogadores pelas divisões (o apresentado
anteriormente tem um aspecto piramidal). Também é possível utilizar outras abordagens
para controlar o fluxo de jogadores pelas divisões, assim como mecanismo de tratamento
de depreciação de atributos caso haja saída espontânea de jogadores.
Diante do exposto, o MCT oferece diversas oportunidade de extensão de pesquisa den-
tre elas estão:
• Desenvolvimento de um mecanismo de gestão de identidade federada para o MCT;
• Definição de um modelo de negócios para o MCT;
• Análise sobre a aplicabilidade de divisões dinâmicas, considerando a criação e remoção de
divisões de acordo com o número de jogadores;
• Análise comparativa de métodos de controle de trânsito de jogadores pelas divisões;
• Extensão do MCT a um contexto monetizável;
• Estudo da aplicação de outros atributos para ranquear os jogadores.
• Análise de desempenho do MCT, focando na sobrecarga do árbitro e na ocupação dos
recursos.
• Estudo da aplicação da eficiência de Pareto para controle da maximização dos atributos
dentro das divisões considerando cenários com posições insuficientes.
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Apêndice A
Artigos Publicados
Este apêndice reúne a produção acadêmica referente as publicações em workshops, confe-
rências, livros e periódicos que foram realizadas em volta do objeto dessa tese  MCT. Os
artigos e os capítulos de livros foram sendo produzidos seguindo uma ordem cronológica
alinhada ao desenvolvimento da pesquisa. Foram publicados ao todo nove documentos,
os quais contemplaram: i) a conceitualização da ideia inicial; ii) o estado da arte obtido
por meio da revisão bibliográfica realizada; iii) a identificação dos pontos de interesse
(propriedades e limitações que surgiram como oportunidade de pesquisa); iv) a conceitu-
alização da proposta; v) a implementação e apresentação dos resultados obtidos; e vi) a
aplicabilidade em contextos similares.
A Tabela A.1 sumariza as produções acadêmicas.
Tabela A.1: Produção acadêmica realizada durante o desenvolvimento da tese. Referente
às legendas, têm-se: WA2 trabalho apresentado em workshop em conferência A2, CA2
trabalho apresentado em conferência A2, PA2 trabalho publicado em periódico A2, PB1
trabalho publicado em periódico B1.
PRODUÇÃO ACADÊMICA
Título Qualis Referência
Cloud Federation: Characterisation and Conceptual Model WA2 [21]
Cloud Federations: Requirements, Properties and Archictectures Cap. Livro [22]
A survey on cloud federation arc.: Identifying Func. and non-Func. Props. PA2 [17]
An Analysis of the Voluntary Aspect in Cloud Federations WA2 [18]
Multiclouds Tournament Blueprint CA2 (poster) [19]
Avoiding Free Riders in the Cloud Federation Highways CA2 [20]
Big Iron, Big Data, and Big Identity Cap. Livro [86]
Fog Orchestration for the IoE: State-of-the-Art and Research Challenges PB1 [126]
A Rank Scheduling Mechanism for Fog Enviromments [3]
NOTA:
O Qualis é um índice utilizado para avaliação de periódicos no âmbito brasileiro. Esse índice foi
criado e é mantido pela CAPES (Coordenação de Aperfeiçoamento de Pessoal de Nível Superior).
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Apêndice B
MCT Aplicado em Contextos
Monetizáveis
O Multicloud Tournament pode ser aplicado em outros contextos que vão além daqueles
não monetizáveis e da Computação em Névoa (Seção 7.1.1 e 7.1.2 respectivamente). Para
demonstrar essa flexibilidade, no decorrer desse apêndice é apresentada uma instância
do MCT voltada à contextos monetizáveis onde estão envolvidos valores monetários no
processo de aquisição de recursos. Contudo, antes de apresentar o MCT para contextos
monetizáveis é necessário conceitualizar um mecanismo de suporte à atividades monetárias
dentro do torneio: a casa de negociação
B.1 Casa de Negociação
A Casa de Negociação (CN) é responsável por intermediar as negociações de recursos
dentro da abordagem do MCT quando valores monetários são envolvidos. Esse compo-
nente tem como responsabilidades principais: i) realizar o recebimento das requisições
e dos jogadores aptos a atenderem; ii) a normalização1 dos valores envolvidos por meio
da utilização de uma moeda denominada B (definida em B.2); e iii) a apresentação das
ofertas à requisição convertidas em B ao orquestrador. As ações da Casa de Negocia-
ção limitam-se àquelas referentes aos preparativos para a orquestração, compreendendo
o intervalo que vai do recebimento da requisição e dos jogadores aptos a atendê-la até a
entrega dos resultados normalizados ao orquestrador. A Casa de Negociação pode ser es-
tendida para implementar funcionalidades adicionais. Por exemplo, ela pode ser utilizada
para gerenciar uma poupança de recursos por parte dos jogadores.
Como a moeda B é utilizada, prioritariamente, em contextos monetizáveis (Seção B.2),
seu cálculo é definido como Regra Específica. Com isso, a definição de B pode ser omitida
quando não for necessária (REs não são obrigatórias). Na Figura B.1 é demonstrada a
utilização da Casa de Negociação como um fator de normalização regional onde há valores
monetários envolvidos.
1Essa normalização utiliza critério dependentes do nicho de aplicação. Sendo assim, a abordagem
apenas prevê o componente e exige a definição local através do Estatuto.
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Figura B.1: Casa de Negociação aplicada em um contexto monetizável. Nesse exemplo a
CN é utilizada para realizar a normalização dos valores envolvidos nas transações.
B.2 Contextos Monetizáveis
Um contexto monetizável é aquele onde a oferta e o consumo de recursos envolvem valores
monetários. Nesse tipo de ambiente um bom comportamento é descrito como a realização
da aquisição de recursos, sendo que devido ao viés econômico o foco dos CSPs é a venda
de recursos  uma das estratégias é vender caro e comprar barato. Assim, o problema de
incentivo se volta ao consumo e não à oferta de recursos. Para aplicar o MCT à ambi-
entes monetizáveis determinadas características devem ser observadas, principalmente a
regionalidade e a flutuação cambial. Essas características são reflexo da heterogeneidade
em relação a localização geográfica dos jogadores.
• Regionalidade: o MCT prevê a presença de jogadores de diferentes origens e loca-
lizações físicas. Quando o foco é o aspecto econômico essa localização traz consigo
uma série de peculiaridades que devem ser consideradas em uma organização de
múltiplos CSPs. O tipo da moeda utilizada para comercializar os recursos é uma
dessas peculiaridades. O aspecto global da economia leva o envolvimento de várias
moedas nas relações comerciais. Essas diversas moedas devem ser intercambiadas
seguindo algum valor de referência (na maioria das vezes o Dólar). Como a moeda
local é valorizada em relação a esse valor de referência respeita determinadas regras,
tal como a quantidade da moeda de referência na região de interesse, indexadores
explícitos (1:1 por exemplo), entre outras. Logo o problema se resume a criar um
método de câmbio que seja justo, e que possa ser utilizado para uma relação comer-
cial saudável expressando com o máximo de precisão o valor agregado aos recursos
de cada jogador perante os demais.
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• Flutuação Cambial : essa característica herda alguns aspectos abordados na regio-
nalidade, porém aprofunda-se no modo como um recurso é valorado e como esse
valor pode variar no decorrer do tempo. Prover mecanismos para tratar esses pon-
tos são importantes para que um recurso não seja demasiadamente caro ou barato
em determinadas situações. Isso se agrava quando a variação ocorre somente para
determinados elementos de uma comunidade. Por exemplo, um recurso de um de-
terminado jogador ji pode ser relativamente caro para ji+1 quando considerado um
outro jogador ji+2. Isso porque os jogadores podem estar sujeitos a fatores de valo-
rização desproporcionais o que pode limitar o poder de compras de alguns deles 
um recurso pode ter preços distintos para jogadores diferentes. Sendo assim, é ne-
cessário um regulador de câmbio que defina (o mais brevemente possível) um preço
normalizado dos recursos, assim como o poder de compra do jogador interessado.
A Casa de Negociação e a moeda B são os elementos do MCT que permitem tratar
tanto a regionalidade como a flutuação cambial. A geração de B é realizada pela função
apresentada em B.1. Ao receber o valor de interesse (do recurso ou o disposto a pagar), a
valorização de cada jogador (descrito adiante) e a moeda base que o jogador está utilizando
(M), a função utilizando um valor de referência (Dólar por exemplo) converte as entradas
em unidades de B. As unidades, por sua vez, são efetivamente utilizadas para realizar a
relação comercial.
F : V ×M → B (B.1)
O atributo Valorização (V) de cada jogador vj (vj ∈ V ) está associado a cada jogador
j e de um modo amplo representa o benefício que esse jogador traz ao torneio. Esse ganho
é definido como Regra Específica e, por exemplo, pode ser caracterizado pelo consumo
efetivo de recursos, o que refere-se ao tempo total de uso de recursos estrangeiros.
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Apêndice C
Fluxo de Trabalho do Protótipo do
MCT
Este apêndice tem como objetivo ilustrar o relacionamento entre os componentes do pro-
tótipo do MCT (Seção 7.1.3). O protótipo foi implementado para os experimentos de
validação apresentados na Seção 7. Os relacionamentos entre componentes são expressos
através da descrição de casos de uso, assim como os respectivos diagramas de sequência
(definido pela UML).
Abaixo, são descritos 4 casos de uso:
• Caso de uso 1 : registro de um novo jogador;
• Caso de uso 2 : criação de uma VM;
• Caso de uso 3 : finalização de uma VM;
• Caso de uso 4 : publicação de recursos.
C.1 Caso de uso 1: Registro de um Novo Jogador
Descrição: um jogador j pretende entrar no torneio. De posse do componente MCT_Agent
instalado em seu domínio (infraestrutura do jogador), o jogador j envia uma mensagem de
registro ao MCT_Dispatch (interface com os jogadores do MCT). O MCT_Dispatch repassa
a mensagem para o MCT_Register. Esse componente, por sua vez, verifica na base de
usuário registrados se j já esta inserido no ambiente, isto é, ele já foi jogador do torneio.
Caso j já esteja presente na base de dados de usuário do torneio, o MCT_Register ativa o
usuário na base e envia um token de acesso ao MCT_Dispatch que envia o token para o j.
Caso j não esteja presente na base de usuários, o MCT_Register cria uma nova entrada
na base, e preenche os atributos iniciais de j como os valores definidos no estatuto para
o bootstrap (na implementação o valor foi a média harmônica de score dos jogadores da
divisão de acesso).
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A Figura C.1 apresenta o diagrama de sequência do caso de uso 1:
Figura C.1: Diagrama de sequência do registro de um novo jogador.
C.2 Caso de uso 2: criação de uma nova VM
Descrição: um jogador j já presente no torneio pretende enviar uma requisição para ser
atendida por algum jogador presente no ambiente. Por meio do MCT_Agent envia uma
mensagem com a requisição para o MCT_Dispatch. O MCT_Dispatch verifica, por meio
do token contido na mensagem, se o jogador pode submeter a requisição ao MCT. Caso j
seja válido, a requisição para criação do VM do jogador j é enviada para o MCT_Referee.
O MCT_Referee verifica a divisão do jogador j e obtêm os jogadores aptos a atender a
requisição de j criando assim o conjunto de jogadores elegíveis. De posse do conjunto de
jogadores elegíveis o orquestrador do MCT_Referee escolhe o jogador k que atenderá a
requisição. Assim o MCT_Referee envia a solicitação para o jogador via MCT_Dispatch.
Ao chegar a requisição ao jogador (via MCT_Agent) k aceita ou não a requisição e envia
a resposta ao MCT_Dispatch. O MCT_Dispatch envia a mensagem para o MCT_Referee
com o resultado de k com duas possíveis respostas: aceita e negada. Caso a requisição for
aceita, o MCT_Referee incrementa o número de requisições aceitas de k e coloca o ID da
VM em uma tabela de mapeamento. Caso contrário, incrementa o número de requisições
negadas de k. Indiferente do resultado, a resposta é enviada via MCT_Dispatch para o
jogador j. Contudo, no caso de sucesso recebe o ID da nova VM.
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A Figura C.2 apresenta o diagrama de sequência do caso de uso 2:
Figura C.2: Diagrama de sequência da criação de uma VM no torneio.
C.3 Caso de uso 3: deleção de uma VM
Descrição: um jogador j já presente no torneio pretende deletar uma VM já instanciada
no ambiente. Por meio do MCT_Agent envia uma mensagem com a requisição de deleção
com o ID da VM para o MCT_Dispatch. O MCT_Dispatch verifica, por meio do token
contido na mensagem, se o jogador pode submeter a requisição ao MCT. Caso j seja válido,
a requisição de deleção do jogador j é enviada para o MCT_Referee. O MCT_Referee
verifica na tabela de mapeamento, qual o jogador que esta executando a VM. Caso não
exista o ID na tabela, é enviado um mensagem de retorno para j com ID inválido. Caso
o contrário, o MCT_Referee envia a solicitação de deleção para o jogador (onde esta
sendo a execução da VM) via MCT_Dispatch. Ao chegar a requisição ao jogador (via
MCT_Agent) o jogador finaliza a VM e envia a resposta ao MCT_Dispatch. O MCT_Dispatch
envia a mensagem para o MCT_Referee com o resultado da finalização com duas possíveis
respostas: sucesso e erro. O MCT_Referee remove a entrada da tabela de mapeamento e
envia a resposta para j via MCT_Dispatch.
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A Figura C.3 apresenta o diagrama de sequência do caso de uso 3:
Figura C.3: Diagrama de sequência da deleção de uma VM no torneio.
C.4 Caso de uso 4: publicação de recursos
Descrição: um jogador j já presente no torneio pretende publicar a quantidade de recur-
sos que disponibilizará ao ambiente. O jogador j, por meio do MCT_Quota (previamente
instalado na infraestrutura do jogador), envia uma mensagem AMQP para o MCT_Agent
(previamente instalado na infraestrutura do jogador) que, por sua vez, envia os recur-
sos que espera publicar para MCT_Dispatch. O MCT_Dispatch envia a mensagem para o
MCT_Referee que atualiza o pool de recursos disponíveis.
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A Figura C.4 apresenta o diagrama de sequência do caso de uso 4:
Figura C.4: Diagrama de sequência da publicação de recursos.
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Apêndice D
Aplicações e Cargas de Trabalho
A evolução das infraestruturas de execução e das ofertas de computação como serviço
fomentou a modificação do processo de desenvolvimento de aplicações. Junto com as
mudanças no desenvolvimento de aplicações veio um novo modo de estruturar as aplica-
ções para que as mesmas pudessem otimizar a infraestrutura onde elas são executadas.
Essa breve introdução descreve um novo paradigma de desenvolvimento e estruturação de
aplicações para Computação em Nuvem.
D.1 Pets versus Cattle
Em relação ao novo paradigma exposto, é possível focar nos servidores dessas aplicações.
É possível definir duas categorias de servidores de aplicações utilizando como critérios de
categorização o modo que são vistas e tratadas tais entidades. Utilizando esses dois
critérios temos os servidores Pets (animais de estimação) e os servidores Cattle (gados).
Os servidores tipo Pets são tratados como entidades indispensáveis que não podem
ficar fora de serviço (oine). Na maioria das vezes os Pets estão dentro de casa (da
infraestrutura do dono do servidor), instalados como baremetal1 e possuem nome próprio
significativo: nome de cerveja (Saporo), nome de deuses do olimpo (Zeus), nomes de
cidade (Curitiba), etc. Atualmente, os Pets são utilizados para executar: load balances,
firewall, mainframe entre outros.
Os servidores do tipo Cattle, por sua vez, são como o próprio nome refere-se: gados.
Possuem nomes genéricos como por exemplo: server1, server2, server3, . . ., servern. São
em sua grande maioria virtualizados e instalados utilizando ferramentas de automação de
infraestrutura tais como: Chef 2, Puppet 3, etc. Estão em sua grande maioria atrás de load
balances, e não possuem resiliência, isto é, caso venha a ficar oine o servidor é tirado
do pool de servidores e o roteamento do serviço é feito para outro servidor Cattle. Esse
tipo de servidor aproveita propriedades ofertadas na Computação em Nuvem tal como
elasticidade (de um modo horizontal, aumenta o número de servidores Cattle), replicação
por diversos nós etc.
1Ambientes em que o sistema é instalado diretamente no hardware.
2https://www.chef.io/chef/
3https://puppet.com/
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D.2 Cattle no MCT
O MCT está alinhando com o paradigma de desenvolvimento voltado a Computação em
Nuvem. Diante disso, inicialmente, executa servidores do tipo Cattle onde a granulari-
dade do ambiente virtual executado é uma máquina virtual. Foge do escopo do MCT
realizar a orquestração de aplicações, manter a integridade de aplicações distribuídas com
os resultados dependentes4, ou manter a persistência dos dados das aplicações. Com isso,
não há prejuízo ao jogador requisitante pois apenas parte do processamento da sua apli-
cação estará sendo executada em outros jogadores e os dados serão armazenados em um
lugar centralizado fora do MCT. A Figura D.1 demonstra um exemplo de estrutura de
aplicação que pode ser executada no MCT. Considerando outros cenário, tais como Ku-
bernetes5 por exemplo, é possível utilizar como granularidade microsserviços executados
em containers.
Figura D.1: Servidores Cattle no MCT. Exemplo de uma aplicação A, com os componentes
responsáveis pelo processamento distribuídos pelos jogadores do MCT.
4Um componente depende do resultado de outro componente da mesma aplicação para terminar sua
tarefa.
5https://kubernetes.io/
