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SPARSE DOMINATION VIA THE HELICOIDAL METHOD
CRISTINA BENEA AND CAMIL MUSCALU*
Abstract. Using exclusively the localized estimates upon which the helicoidal method
was built in [BM16], we show how sparse estimates can also be obtained. This approach
yields a sparse domination for multiple vector-valued extensions of operators as well. We
illustrate these ideas for an n-linear Fourier multiplier whose symbol is singular along a
k-dimensional subspace of Γ = {ξ1+ . . .+ξn+1 = 0}, where k < n + 1
2
, and for the variational
Carleson operator.
1. Introduction
The helicoidal method, which we previously developed in [BM16], [BM17], represents
a new iterative method founded upon very precise local estimates for (quasi)linear and
(quasi)multilinear operators and their multiple vector-valued extensions. It allowed us
to give positive answers to several questions in harmonic analysis that had been open
previously. In particular, we proved that in the local L2 range, all the multiple vector-
valued extensions of the bilinear Hilbert transform BHT from [LT99] have the same range
as the scalar operator itself. Before that, it was not known whether there exist any vector-
valued extensions which behave in a similar way to the scalar bilinear Hilbert transform.
For more details, see [BM16].
In short, the efficiency of the method relies in the sharp localization result, which is
rendered global (in a multiple vector-valued form) by an additional stopping time, i.e. an
additional decomposition of each of the functiones involved. Through the local estimates
and the control of the local operator norm (which are themselves obtained through a
stopping time) we can access any triple of Lebesgue exponents from the domain of the
bilinear Hilbert transform (including those outside the local L2 range), obtain the localized
vector-valued estimates while keeping track of the operator norm, and eventually convert
all these into global estimates. Thus, we are making use of iterated stopping times, and this
is one of the main differences between the helicoidal method and the previous approaches
to vector-valued extensions for BHT , which had only produced partial results (see [Sil14],
[HLP13]).
In the present work, we will show how the helicoidal method can be naturally adjusted
for proving sparse estimates, both for the operator T in question and for any of its multiple
vector-valued extension T⃗ , which takes values in the vector space X (for us, X will consist
of iterated Lebesgue spaces). That is, we prove sparse estimates for ∥T⃗ ∥q
Lq(R;X)(v), for any
0 < q < ∞, and any positive, locally integrable function v.
An interesting consequence of such sparse estimates are Fefferman-Stein inequalities for
T and its vector-valued extensions, which state that the operator T is controlled by a
certain maximal operator in ∥ ⋅ ∥Lq(v) (quasi)-norms. Consequently, vector-valued weighted
estimates can be deduced.
∗The author is also a Member of the “Simion Stoilow” Institute of Mathematics of the Romanian
Academy.
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Our method applies to many operators in harmonic analysis. We will illustrate these
ideas for the natural generalization of the bilinear Hilbert transform, which is Tk, an
n-linear Fourier multiplier whose symbol is singular along a k-dimensional subspace of
Γ = {ξ1 + . . . + ξn+1 = 0}, where k < n + 1
2
. For the time being, no other strategy of
proving sparse estimates applies to these operators, while the localization principle and
the helicoidal method apply straightaway. We also give a special consideration to T0,
which corresponds to a multilinear Caldero´n-Zygmund operator. Specifically, we prove
multiple vector-valued (and sparse) inequalities even in the situation when L∞ spaces are
involved, which was not known before. Estimates involving L∞ played an important role
in proving mixed-norm estimates for multi-parameter Caldero´n-Zygmund operators and
for deducing Leibniz rules in mixed-norm spaces in [BM16].
Another case study is the variational Carleson operator from [OST+12], for which the
localization principle produces an extra simplification in the proof: more precise local
estimates (which are themselves obtained through stopping times) allow for a clean-cut
exceptional set and a simpler stopping time which produces the global estimate. See also
the expository paper [BM18].
We will see that the local property of an operator (or of its bilinear/ multilinear form) is
at the heart of “sharp” vector-valued and weighted extensions. The two types of extensions
are similar in spirit, in the sense that they both amount to changing the measure space
and the Lebesgue exponents in the domain of the operator. For linear operators, it is
known that there is a deeper connection between vector-valued and weighted extensions
(see [GCRdF85]).
In the multilinear case, especially for operators which are not of Caldero´n-Zygmund
type, weighted estimates and the appropriate extrapolation theory were not known until
very recently, hence the search for vector-valued extensions was calling for a new approach.
For the bilinear Hilbert transform, which should be thought of as the least complex of such
operators, partial results were obtained in [HLP13] combining time-frequency analysis and
UMD spaces techniques, and also in [Sil14], where ideas regarding vector-valued estimates
from [BT13] were incorporated in the time-frequency analysis method.
In [Ben15], the interest in vector-valued extensions for the bilinear Hilbert transform
was prompted by a bilinear Rubio de Francia operator for iterated Fourier integrals:
RFr(f, g)(x) = (∑
k
∣ ∫
ak<ξ1<ξ2<bk
fˆ(ξ1)gˆ(ξ2)e2πix(ξ1+ξ2)dξ1dξ2∣
r
)
1
r
,
which is associated to an arbitrary collection {[ak, bk]}k of intervals with bounded overlap,
and a Lebesgue exponent 1 ≤ r ≤∞. Given that in its multiplier form BHT can be written
as
BHT (f, g)(x) ∶= ∫
ξ1<ξ2
fˆ(ξ1)gˆ(ξ2)e2πix(ξ1+ξ2)dξ1dξ2,
the non-linear operator RFr can be regarded as a linear ℓ
r-valued extension of the bilinear
Hilbert transform. The natural restrictions for r, in the bilinear setting (and which proved
to be accurate), seemed to be 1 ≤ r ≤ ∞. This should the compared to the linear Rubio
de Francia ℓr-valued operator associated to arbitrary Fourier projections onto a family of
intervals of bounded overlap, where the condition 2 ≤ r ≤ ∞ is necessary. For the linear
operator, ℓ∞ estimates for the sharp Fourier projections are deduced from the boundedness
of Carleson operator; for the bilinear operator RFr, the case r =∞ can be studied by using
the bi-Carleson operator of [MTT06] (and again, the Carleson operator).
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In dealing directly with the operator RFr, we developed a proof based on spatial local-
izations, the principle being that in order to control arbitrary frequency scales which are
dictated by a quantitative size (a vector-valued square function), a local maximal operator
which only retains the spatial information is needed. Stopping times (i.e. a decomposi-
tion procedure of the operator according to varying averages) and the local control of the
operator by local maximal averages imply the boundedness of the operator.
The same method, i.e. a local control of the operator by localized “sizes” (or local
maximal averages), produced in [BM16] and [BM17] multiple vector-valued extensions for
BHT . With an alteration of the stopping time procedure, we will show that it also yields
sparse estimates even in the multiple vector-valued setting. More generally, this will apply
to operators that admit a decomposition into wave packets indexed after a certain collection
P, in the sense that they can be represented as
(1) TP(f1, . . . , fn)(x) = ∑
P ∈P
∣IP ∣−n−12 ⟨f1, φ1P ⟩ ⋅ . . . ⟨fn, φnP ⟩φn+1P (x).
We claim that sparse and vector-valued estimates are implied by a suitable local estimate
for the spatial localization TP(I0) of the operator (we only consider tiles P ∈ P with the
spatial interval IP contained inside I0), which can be written as
(2)
∥TP(I0)(f1, . . . , fn)∥
q
Lq(vq) ≲
n
∏
j=1
( sup
P ∈P(I0)+
1
∣IP ∣ ∫R ∣fj(x)∣
sj ⋅χ˜MIP dx)
q
sj ⋅( sup
P ∈P(I0)+
1
∣IP ∣ ∫R ∣v(x)∣
sn+1 ⋅χ˜MIP dx)
q
sn+1 ⋅∣I0∣.
Above, 0 < q ≤ 1 (on subadditivity grounds), 1 ≤ s1, . . . , sn+1 < ∞ are certain Lebesgue
exponents which reflect the operator’s properties, and vq is a positive, locally integrable
function. The case q = 1 corresponds to the study of the (n + 1)-linear form, and such
local estimates were used in [BM16]. For q < 1, the local estimate appeared in [BM17],
for particular functions that are bounded above by characteristic functions of sets of finite
measure. In fact, if the range of exponents (s1, . . . , sn+1) for which we want to prove the
sparse domination is open, local estimates for restricted type functions are sufficient (see
Section 3.2).
We note that our approach yields sparse estimates by making use solely of the local
character of the operator (which is an innate property): this is distinct from Lerner’s use
of local mean oscillation from [Ler13], or from Lacey’s or Lerner’s reiterative slicing from
[Lac17] or [Ler16].
What is more, we obtain a global Fefferman-Stein inequality: provided vq is a weight
satisfying a reverse Ho¨lder -sn+1
q
inequality, we have that
(FS) ∥T (f1, . . . , f⃗n)∥Lq(vq) ≲ ∥M⃗s1,...,sn(f1, . . . , fn)∥Lq(vq),
where M⃗s1,...,sn is the multi(-sub)linear maximal operator
(3) M⃗s1,...,sn(f1, . . . , fn)(x) ∶= sup
Q∋x
n
∏
j=1
( 1∣Q∣ ∫Q ∣fj(y)∣
sjdy) 1sj .
That is, M⃗s1,...,sn (and as a result the product of n Hardy-Littlewood maximal functionsMs1 ⋅ . . . ⋅Msn), controls the operator T in any Lq(vq) norm, under certain conditions on
s1, . . . , sn.
The first instance of a (FS) inequality available for all 0 < q < ∞ appeared in [FS72],
and the weighted case in [CF74]; sometimes they are referred to as Coifman-Fefferman
inequalities in the literature. Commonly, the Fefferman-Stein inequalities are obtained as
a consequence of good lambda inequalities, which also yield weighted estimates. In the
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context of Caldero´n-Zygmund theory, the good lambda inequalities assert that level sets
of the maximal function control level sets of Caldero´n-Zygmund operators (or of their
oscillations/ maximal truncations).
Broadly speaking, the philosophy behind our approach for Fefferman-Stein inequalities
or for sparse domination is somewhat similar: first, we know that locally T is controlled
by the product of n+ 1 maximal averages. A stopping time will identify the intervals (and
associated collections of tiles) where all of the maximal averages are uniformly controlled
by averages. Since all these intervals chosen through the stopping time correspond to level
sets of localized maximal functions, they are relatively “sparse”. This last property allows
to recover the global Lq norm of M⃗s1,...,sn,sn+1(f1, . . . , fn, v).
On the other hand, for vector-valued estimates of the type T ∶ Lp1(ℓr1)× . . .×Lpn(ℓrn)→
Lp(ℓr), i.e. an inequality such as
∥(∑
k
∣T (fk1 , . . . , fkn)∣r)
1
r ∥
p
≲
n
∏
j=1
∥(∑
k
∣fkj ∣rj)
1
rj ∥
pj
,
each of the the maximal Lsj averages of fkj will be converted through a stopping time into
Lrj averages, while making sure to save the “spare” information, which is set aside as an
operatorial norm. The Lrj averages are summed up via Ho¨lder, and transformed again into
Lsj maximal averages of (∑k ∣fkj ∣rj)
1
rj , eventually localized. The stopping times, as the
Caldero´n-Zygmund decomposition, play an important role since they allow to transform
maximal averages into averages.
Hence, all of the above apply equally to multiple vector-valued extensions of the operator
T : in this setting too, we can obtain sparse domination and Fefferman-Stein inequalities.
All of these will be made precise shortly.
We recall the linear theory first. If T is a linear operator so that T ∶ Lp(dx) → Lp(dx)
for p ∈ Range(T ), and (W, µ) is a σ-finite measure space, we want to find Range(T⃗r), the
range of exponents r so that
(VVE) T ∶ Lp(R;Lr(W, µ)) → Lp(R;Lr(W, µ)).
In the weighted theory, we want to characterize the class of weights w (that is, positive,
locally integrable functions) for which
(WE) T ∶ Lp(w dx)→ Lp(wdx).
For Caldero´n-Zygmund operators, the collection of weights for which (WE) holds is the
Ap class containing weights w that satisfy
(4) sup
I interval
−∫
I
w(x)dx ⋅ (−∫
I
w(x)1−p′dx)p−1 <∞.
The quantity in (4) represents the Ap characteristic of w and is denoted [w]Ap . Alterna-
tively, one can describe these weights as being exactly those for which the Hardy-Littlewood
maximal function M is a bounded operator on Lp(wdx), for 1 < p <∞.
The class Ap turned out to be especially suited for extrapolation: more exactly, if we
know that T ∶ Lp(wdx)→ Lp(wdx) for all w ∈ Ap, then
T ∶ Ls(wdx)→ Ls(wdx) for all w ∈ As,
and moreover, we can also obtain the vector-valued extension:
T ∶ Ls(R;Lr(wdx)) → Ls(R;Lr(w dx)) for all w ∈ As and any 1 < r <∞.
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As a consequence, vector-valued estimates can be obtained through extrapolation, once
weighted estimates in a suitable class are known.
A well-known question in harmonic analysis had been the A2 conjecture, which predicted
a linear dependency of [w]A2 in (WE), for Caldero´n-Zygmund operators, if p = 2. Although
this was answered positively in [Hyt12], simpler proofs were provided ([Ler13], [Lac17],
[Ler16]), based on an underlying sparse structure that had appeared previously in [Ler11],
[Hyt12] and [CUMP12].
As already announced, we will illustrate how the helicoidal method, a technique developed
in [Ben15], [BM16] for showing vector-valued estimates for the bilinear Hilbert transform
operator BHT , can be used also for obtaining sparse estimates and multiple vector-valued
sparse estimates. The singularity of the multiplier of BHT , which is defined by
(f, g)↦ ∫
ξ1<ξ2
fˆ(ξ1)gˆ(ξ2)e2πix(ξ1+ξ2)dξ1dξ2,
differentiates it from general Caldero´n-Zygmund operators. A weighted theory for opera-
tors similar to BHT was only recently investigated in [CDPO16], [CUM17], [LMO18].
The multiple vector-valued spaces considered here are mixed norm Lp spaces. Let m ≥ 1
be a natural number, {(Wj ,Σj , µj)}1≤j≤m are totally σ-finite measure spaces and P =
(p1, . . . , pm) is an m-tuple. Then on the product space (W,Σ, µ) ∶= (
m
∏
j=1
Wj,
m
∏
j=1
Σj,
n
∏
j=1
µj)
the mixed norm is defined by
∥f∥P ∶= (∫
W1
. . . (∫
Wm
∣f(w1, . . . ,wm)∣pmdµm(wm))
pm−1
pm . . . dµ1(w1))
1
p1
In [BM16], estimates for BHT on such spaces were necessary in the study of multi-
parameter operators, such as BHT ⊗Π⊗. . .⊗Π or Π⊗Π⊗. . .⊗Π, where Π is a paraproduct
\bilinear Caldero´n-Zygmund operator.
As mentioned before, one of our case studies is the n-linear operator Tk given by a
multiplier singular along a k-dimensional subspace of Γ ∶= {ξ1 + . . . + ξn+1 = 0}, where
k < n + 1
2
. Such operators were studied in [MTT02]. We note that the case n = 2, k = 1
corresponds to the BHT operator of [LT97], [LT99], while the case n = 3, k = 2, which does
not satisfy our sufficient condition k < n + 1
2
, corresponds to the trilinear Hilbert transform
and its boundedness is still an open question. More recently, in [Kes17], it was proved that
no Lp estimates can hold for general multipliers if k ≥ n + 3
2
, and consequently, the only
undecided case is k = ⌈n + 1
2
⌉.
Another situation of particular interest is that when k = 0; then the multilinear operator,
denoted T0, is given by a multiplier that is singular at the origin. Hence we recover
multilinear Fourier multipliers (sometimes called “paraproducts”), which are particular
cases of multilinear Caldero´n-Zygmund operators. Sparse estimates for these were studied
in [LN15], and in Section 6.4 we discuss multiple vector-valued generalizations.
For an operator as above, we prove the following vector-valued and sparse estimates:
Theorem 1. Let Γ′ be a subspace of Γ ∶= {ξ ∈ Rn+1 ∶ ξ1 + . . . + ξn+1 = 0} of dimension k
where 1 ≤ k < n+1
2
. Assume that Γ′ is non-degenerate in the sense of [MTT02], and that m
satisfies the estimate
∣∂αξ m(ξ)∣ ≲ dist (ξ,Γ′)−∣α∣
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for all partial derivatives ∂αξ on Γ up to some finite order. Let Tk be an n-linear operator
associated to the (n + 1)-linear form
(5) Λ(f1, . . . , fn+1) = ∫
ξ1+...+ξn+1=0
m(ξ1, . . . , ξn+1)fˆ1(ξ1) ⋅ . . . fˆn+1(ξn+1)dξ1 . . . dξn+1.
Then the operator Tk admits multiple vector-valued extensions of depth m
Tk ∶ Lp1(R;LR1(W, µ)) × . . . ×Lpn(R;LRn(W, µ)) → Lp′n+1(R;LR′n+1(W, µ))
for (p1, . . . , pn, pn+1) andm-tuples (R1, . . . ,Rn,Rn+1) for which there exist a tuple (α1, . . . , αn+1)
with αj ∈ (0, 12) as in (57), so that the following conditions are satisfied:
(6) 1 < pj, rlj ≤∞ ∀1 ≤ j ≤ n, 1
n
< p′n+1, (rln+1)′ <∞ ∀1 ≤ l ≤m,
(7)
1
p1
+ . . . + 1
pn
+ 1
pn+1
= 1, 1
rl1
+ . . . + 1
rln
+ 1
rln+1
= 1, ∀1 ≤ l ≤m,
(8)
1
pj
< 1 − αj, 1
rlj
< 1 − αj for all 1 ≤ j ≤ n + 1,1 ≤ l ≤m.
Moreover, Tk admits a multiple vector-valued sparse domination in any L
q space, for
any 0 < q < ∞. If Xj denotes the space LRj(W, µ) for all 1 ≤ j ≤ n, X ′n+1 = LR′n+1(W, µ),
and if there exists a tuple (α1, . . . , αn+1) with αj ∈ (0, 12) as in (57) for which
(9)
1
rlj
< 1 −αj for all 1 ≤ j ≤ n + 1,1 ≤ l ≤m,
then, given Lebesgue exponents sj with
1
sj
< 1−αj for all 1 ≤ j ≤ n and 1sn+1 < 1q −αn+1, any
vector-valued functions f⃗1, . . . , f⃗n so that ∥f⃗j(x, ⋅)∥Xj are locally integrable, and v a locally
q-integrable function, we can construct a sparse collection S depending on the functions f⃗j
and v and the exponents sj and q for which
(10)
∥∥Tk(f⃗1, . . . , f⃗n)∥X′
n+1
⋅v∥q
q
≲ ∑
Q∈S
n
∏
j=1
( 1∣Q∣ ∫R ∥f⃗j(x, ⋅)∥
sj
Xj
⋅χ˜MQ dx)q/sj ( 1∣Q∣ ∫R ∣v(x)∣
sn+1 ⋅χ˜MQ dx)q/sn+1 ∣Q∣.
Remark:. (i) In the Banach case (i.e. when 1 < rlj ≤∞ for all 1 ≤ j ≤ n+1,1 ≤ l ≤m),
if q = 1, the sparse estimate above is equivalent to a multiple vector-valued sparse
domination for the n + 1-linear form.
(ii) We call the estimate in Theorem 1 a “depth -m” inequality, meaning that the vector
spaces correspond to m-tuples. We refer to the classical scalar-valued inequality as
a“ 0-depth” inequality.
(iii) Both the multiple vector-valued and the sparse multiple vector-valued estimates as-
sociated to (R1, . . . ,Rn+1) are conditioned by the existence of a tuple (α1, . . . , αn+1)
given by (57), for which condition (9) holds. Then the Lebesgue exponents pj in the
case of the vector-valued extension (which satisfy (7)), and the Lebesgue exponents
sj in the case of the sparse domination (which we are trying to minimize), must
also verify 1
pj
< 1−αj and 1sj < 1−αj , respectively (with the exception of sn+1, which
should satisfy 1
sn+1 < 1q −αn+1).
As a consequence of the sparse estimate (10), we deduce the following
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Corollary 2 (Fefferman-Stein inequality for Tk). Let (α1, . . . , αn+1) ∈ (0, 12)n+1 be a tuple
defined by (57), and 0 < p < ∞. For any s1, . . . , sn, sn+1 satisfying 1
sj
< 1 − αj for all
1 ≤ j ≤ n, 1
sn+1
< 1
p
−αn+1 and any m-tuples (R1, . . . ,Rn,R′n+1) satisfying (9), we have
∥∥Tk(f⃗1, . . . , f⃗n)∥
L
R′
n+1 (W,µ)∥p ≲ ∥
n
∏
j=1
Msj(∥f⃗j(x, ⋅)∥LRj (W,µ))∥p.
Moreover, if w is a weight in RH sn+1
p
, we have that
(11) ∥∥Tk(f⃗1, . . . , f⃗n)∥
L
R′
n+1 ∥Lp(w) ≲ ∥M⃗s1,...,sn(∥f⃗1(x, ⋅)∥LR1 , . . . , ∥f⃗n(x, ⋅)∥LRn )∥Lp(w),
where M⃗s1,...,sn is the multi(sub-)linear maximal operator defined in (3). The implicit
constant in (11) depends on the weight w.
For multilinear Caldero´n-Zygmund operators, a similar result is due to Coifman and
Meyer [CM75]. A weighted estimate involving products of maximal functions appeared in
[GT02], and in [LOP+09a] an inequality as above using the multilinear maximal function
was obtained; in both cases, the condition on the weight is that w ∈ A∞. We sketch the
proof of this result in Section 7.1.
Together with the weighted estimates that we will prove for M⃗s1,...,sn in Proposition 22,
we deduce the following weighted estimates for Tk:
Corollary 3. Let (α1, . . . , αn+1) ∈ (0, 12)n+1 be a tuple defined by (57), 1 < s1, . . . , sn+1 <∞
are exponents satisfying
1
sj
< 1 − αj for all 1 ≤ j ≤ n, 1sn+1 < 1q − αn+1, while the m-tuples
(R1, . . . ,Rn,R′n+1) comply with condition (9) of Theorem 1. Then for any q1, . . . , qn, q so
that sj < qj ≤∞ for all 1 ≤ j ≤ n and 1q1 + . . .+ 1qn = 1q , the operator Tk satisfies the following
vector-valued weighted estimate:
Tk ∶ Lq1(R;LR1(W, µ))(wq11 ) × . . . ×Lqn(R;LRn(W, µ))(wqnn )→ Lq(R;LR′n+1(W, µ))(wq),
where w = w1 ⋅ . . . ⋅wn and the vector weight w⃗ = (wq11 , . . . ,wqnn ) satisfies the condition
(12) sup
Q
(−∫
Q
wsn+1) 1sn+1 n∏
j=1
(−∫
Q
w
− sj qj
qj−sj
j )
1
sj
− 1
qj < +∞.
Note that we allow qj =∞ for some of the j, but in that case wj ≡ 1.
Recently, weighted estimates were obtained through extrapolation in [CUM17], for the
bilinear Hilbert transform operator (though the classes of weights involved are smaller,
and L∞ spaces do not appear). The method of the proof doesn’t allow to recover all the
vector-valued estimates from [BM16] and [BM17]. Even more recently, an extrapolation
theory for vector weights was developed in [LMO18], which, together with the weighted
estimates from [CDPO16], allow to recover all the vector-valued estimates from [BM16]
and [BM17] (except for the case when L∞ spaces are involved). A more comprehensive
discussion and a proof of Corollary 3 will follow in Section 6.3.
Remark:. The condition (12) on the vector weight is the same as that in [LMO18] or
[CDPO16], but written somehow differently. If q ≥ 1, the condition on sn+1 is that 1
sn+1
<
1
q
− αn+1, which is the same as
1
sn+1
< (1 − αn+1) − 1
q′
.
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In Corollary 3, we don’t keep track of the “qualitative” dependency on the vector weight,
but it can be traced directly from the sparse form (10).
The exact range of exponents for the multiple vector-valued inequalities depends closely
on the values of the tuple (α1, . . . , αn+1) ∈ (0, 12)n+1. However, if all the exponents (rl1, . . . , rln+1)
for 1 ≤ l ≤ m, are “local L2” exponents (that is, 2 ≤ rlj ≤∞ for all 1 ≤ j ≤ n + 1,1 ≤ l ≤ m),
then the range of the depth-m vector-valued extension of Tk corresponding to the tuple(R1, . . . ,Rn+1) coincides with the range of the operator in the scalar case. This is because
the constraint in (8) reduces to a constraint on the pj only:
1
rl
j
< 1 − αj is automatically
satisfied. An immediate consequence, which can be obtained by using the tools developed
in [BM16]), is the following result:
Corollary 4. For any n ≥ 1 and any 0 ≤ k < n + 1
2
, the multi-parameter operator Tk ⊗T0⊗
. . . ⊗ T0 satisfies the same Lp estimates as the operator Tk itself:
Tk ⊗ T0 ⊗ . . . ⊗ T0 ∶ Lp1(Rm) × . . . Lpn(Rm)→ Lp′n+1(Rm),
for any (p1, . . . , pn, p′n+1) ∈ Range(Tk).
This extends our previous results from [BM16], corresponding to the multi-parameter
operator BHT ⊗Π⊗ . . . ⊗Π.
Also, for T0 (i.e. a multilinear Ho¨rmander-Mikhlin multiplier) we obtain the following
sparse domination:
Theorem 5. Let (R1, . . . ,Rn,R′n+1) be m-tuples so that 1 < rlj ≤∞ for all 1 ≤ l ≤m,1 ≤ j ≤
n, 1
2
< (rln+1)′ <∞. Let ǫ > 0. For any such tuples Rj, any vector-valued functions f⃗1, . . . , f⃗n
so that ∥f⃗j(x, ⋅)∥Rj are locally integrable, and any v a locally q-integrable function, we can
construct a sparse collection S depending on the functions f⃗j and v and the exponents q
and ǫ for which
∥∥T0(f⃗1, . . . , f⃗n)∥
L
R′
n+1
⋅ v∥q
q
≲ ∑
Q∈S
n
∏
j=1
( 1∣Q∣ ∫R ∥f⃗j(x, ⋅)∥
(1+δj)
X˜j
⋅ χ˜MQ dx)
q
1+δj ( 1∣Q∣ ∫R ∣v(x)∣
q+ǫq ⋅ χ˜MQ dx)
q
q+ǫq ⋅ ∣Q∣.
Above, δj , ǫq ∈ {0, ǫ} with at most m of the j ≠ 0. If ∥ ⋅ ∥q
L
R′
n+1
is subadditive, we can take
ǫq = 0.
In [LN15], a pointwise sparse domination was proved for T0 in the scalar case. The
method seems to extend to the case of multiple vector-valued spaces, provided L∞ spaces
are not involved.
The natural Fefferman-Stein inequality, which in the non-weighted scalar case is due to
[CM75], and to [LOP+09b] in the weighted scalar case, has the following formulation:
Corollary 6. Let (R1, . . . ,Rn,R′n+1) be m-tuples so that 1 < rlj ≤ ∞ for all 1 ≤ l ≤ m,1 ≤
j ≤ n, 1
2
< (rln+1)′ <∞. Let ǫ > 0 and δj ∈ {0, ǫ} with at most m of the j ≠ 0. If w is an A∞
weight and 0 < q <∞, then
∥∥T0(f⃗1, . . . , f⃗n)∥q
L
R′
n+1
∥
Lq(w)
≲ ∥M⃗1+δ1,...,1+δn(∥f⃗1(x, ⋅)∥LR1 , . . . , ∥f⃗n(x, ⋅)∥LRn )(x)∥Lq(w).
As a second case study, we obtain (multiple) vector-valued and sparse estimates for the
variational Carleson operator:
Cvar,r(f)(x) ∶= sup
K
sup
n0<...<nk
( K∑
ℓ=1
∣∫
anℓ
anℓ−1
fˆ(ξ)e2πixξdξ∣r) 1r ,
where r > 2.
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Theorem 7. If R = (r1, . . . , rm) is an m-tuple with r′ < rj <∞, then we have
Cvar,r ∶ Lp(R;LR(W, µ)) → Lp(R;LR(W, µ))
for all r′ < p <∞.
Further, given 0 < q <∞, ǫ, ǫq > 0, f⃗ a multiple vector-valued function with ∥f(x, ⋅)∥LR(W,µ)
locally integrable and v a locally q-integrable function, there exists a sparse collection S of
dyadic intervals (depending on the preceding parameters) so that
∥∥Cvar,r∥LR(W,µ)⋅v∥qq ≲ ∑
Q∈S
( 1∣Q∣ ∫R ∥f(x, ⋅)∥
r′+ǫ
LR(W,µ)⋅χ˜MQ (x)dx)
q
r′+ǫ ⋅( 1∣Q∣ ∫R ∣v(x)∣
q+ǫq ⋅χ˜MQ (x)dx)
q
q+ǫq ⋅∣Q∣.
If q ≤ 1, we can allow for ǫq = 0.
We note that the scalar sparse domination result of Theorem 7, when q = 1, was already
obtained in [DPDU16]. Also, the scalar case for n = 2, k = 1, q = 1 of Theorem 1 was
proved in [CDPO16]. The “localized outer Lp embeddings”, formulated in the language
of outer measures of [DT15], sit at the core of the two papers, and are similar in spirit
to the localization principle presented herein. Strictly speaking, this localization principle
was first published in [Ben15]; it was developed in C.B.’s PhD thesis at Cornell University,
and afterwards refined in [BM16].
As usual, the sparse estimates of Theorem 7 imply the following weighted inequalities:
Corollary 8. For any δ > 0, and any r′ + δ < p <∞, we have that
Cvar,r ∶ Lp(w)→ Lp(w),
for any weight w ∈ A p
r′+δ
. Moreover, the operatorial norm is bounded by
(13) ∥Cvar,r∥Lp(w)→Lp(w) ≲ ([w]A p
r′+δ
)max(
1
p−r′−δ ,1)
.
Similar estimates hold in the vector-valued case:
∥Cvar,rf(x, ⋅)∥
Lp(R;wdx;LR(W,µ)) ≲ ([w]A p
r′+δ
)max(
1
p−r′−δ ,1)∥f(x, ⋅)∥
Lp(R;wdx;LR(W,µ)).
The scalar case was already obtained in [DPDU16], as a consequence of similar sparse
estimates. The vector-valued weighted estimates follow through extrapolation.
Remark:. If p > r′ is fixed, we obtain weighted estimates for all weights
w ∈ ⋃
r′<p0<p
A p
p0
,
which coincides with the class A p
r′
.
A Fefferman-Stein inequality is available, in the multiple vector-valued setting, for the
variational Carleson as well:
Corollary 9. For any 0 < p <∞, ǫ > 0, and any m-tuple R = (r1, . . . , rm) with r′ < rj <∞,
we have
∥∥Cvar,rf(x, ⋅)∥
LR(W,µ)∥p ≲ ∥Mr′+ǫ(∥f(x, ⋅)∥LR(W,µ))∥p.
Moreover, if w ∈ A∞, we have that
∥∥Cvar,rf(x, ⋅)∥
LR(W,µ)∥Lp(w) ≲ ∥Mr′+ǫ(∥f(x, ⋅)∥LR(W,µ))∥Lp(w).
Remark:. The implicit constant in the inequality above depends on the weight w or on its
A∞ characteristic. We don’t track that dependence here.
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As mentioned previously, the sparse domination of ∥T ⋅ v∥qq, where T allows for a wave
packet decomposition as in (1), is implied by a local property of the operator. We present
the statement for Tk when n = 2 and q = 1, as the hypothesis had already appeared in
[BM16], for a special class of functions.
Proposition 10. Let P be a collection of tri-tiles and ΛP the trilinear form associated to
T . Assume that
∣ΛP(I0)(f, g, h)∣ ≲ ( sup
P ∈P(I0)
+
1
∣IP ∣ ∫R ∣f(x)∣
s1 ⋅ χ˜MIP dx)1/s1 ⋅ ( sup
P ∈P(I0)
+
1
∣IP ∣ ∫R ∣g(x)∣
s2 ⋅ χ˜MIP dx)1/s2
⋅ ( sup
P ∈P(I0)
+
1
∣IP ∣ ∫R ∣h(x)∣
s3 ⋅ χ˜MIP dx)1/s3 ⋅ ∣I0∣
holds for any dyadic interval I0 and any locally integrable functions f, g and h. Then there
exists S a sparse family of intervals depending on the functions f, g, h and on the Lebesgue
exponents s1, s2, s3, so that
∣ΛP(f, g, h)∣ ≲ ∑
Q∈S
( 1∣Q∣ ∫R ∣f ∣
s1 ⋅ χ˜M−1Q dx)1/s1( 1∣Q∣ ∫R ∣g∣
s2 ⋅ χ˜M−1Q dx)
1
s2 ( 1∣Q∣ ∫R ∣h∣
s3 ⋅ χ˜M−1Q dx)1/s3 ⋅ ∣Q∣.
The proof of this result will be presented in Section 3.
We now briefly describe the helicoidal method (as used in [BM16] and in [BM17]). When
proving vector-valued inequalities, the sparse property of the three collections produced
through the stopping times is built-in, and it doesn’t play a role in itself. The study of
BHT involves a coupling of L2 and L1 information, and this motivated the restriction to
functions that are bounded above by characteristic functions of sets of finite measure.
An immediate application of Proposition 6.12 in [MS13] is the following estimate for the
trilinear form associated to the BHT operator:
(14) ∣ΛBHT (P)(f1, f2, f3)∣ ≲
3
∏
j=1
( sup
P ∈P
1
∣IP ∣ ∫R ∣fj(x)∣ ⋅ χ˜
M
IP
(x)dx)θj ⋅ ∥fj∥1−θj2 ,
where 0 ≤ θ1, θ2, θ3 < 1 and θ1 + θ2 + θ3 = 1. The first part is an L1 quantity, similar to
a maximal operator, while the second part is just the L2 norm. We want to show that
BHT ∶ Lp ×Lq → Ls, where 1
p
+ 1
q
= 1
s
. Invoking multilinear interpolation, we can assume
that ∣fj(x)∣ ≤ 1Ej for 1 ≤ j ≤ 3, and it remains to verify that
∣ΛBHT (P)(f1, f2, f3)∣ ≲ ∣E1∣α1 ⋅ ∣E2∣α2 ⋅ ∣E3∣α3 ,
for (α1, α2, α3) arbitrarily close to (1p , 1q , 1s′ ), with α1 + α2 + α3 = 1 (if we consider s < 1,
which is natural for bilinear operators, the interpolation statement becomes more involved
and will not be presented in the introduction).
This reduces the problem to finding the good combination of θ1, θ2 and θ3 in (14) for
which we can obtain an expression similar to ∣E1∣ 1p ⋅ ∣E2∣ 1q ⋅ ∣E3∣ 1s′ . A careful inspection
reveals a constraint on the Lebesgue exponents: for the proof strategy to work, we require
that
(15) ∣1
p
− 1
q
∣ ≤ 1
2
,
and in consequence, the adjoint operators need to be considered as well. In particular,
estimates close to L1 ×L∞ → L1 cannot be obtained directly, and multilinear interpolation
between adjoint operators is needed.
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Similarly, the vector-valued inequality reduces to proving
(16) ∣∑
k
ΛBHT (P)(fk, gk, hk)∣ ≲ ∣F ∣ 1p ∣G∣ 1q ∣H ∣ 1s′ ,
whenever f⃗ = {fk}, g⃗ = {gk}, h⃗ = {hk} are vector-valued functions satisfying (∑
k
∣fk∣r1)
1
r1 ≤
1F , (∑
k
∣gk ∣r2)
1
r2 ≤ 1G, and (∑
k
∣hk ∣r′)
1
r′ ≤ 1H , with 1
r1
+ 1
r2
= 1
r
.
This is achieved through localization: the estimate in (14) is remodeled and localized in
order to obtain the sharp inequality
∣ΛP(I0)(fk ⋅ 1F , gk ⋅ 1G, hk ⋅ 1H′)∣ ≲ ∥ΛF,G,H
′
P(I0) ∥∥fk ⋅ χ˜MI0 ∥r1∥gk ⋅ χ˜MI0 ∥r2∥hk ⋅ χ˜MI0 ∥r′ ,
where ∥ΛF,G,H′
P(I0) ∥ represents the operatorial norm that will be described later.
Then we can sum in k via Ho¨lder’s inequality the expressions ∥fk ⋅ χ˜I0∥r1 , which are
further transformed into Lp norms (thus the “change of measure space”) of the function
1F . In addition, in order to obtain the largest possible range of exponents for the vector-
valued extensions, the constraint (15) had to be removed and specific sharp estimates were
needed.
As a byproduct of the localization (the 0-depth inequality), the constraint (15) which
confined us to the region ∣1
p
− 1
q
∣ < 1
2
can be removed by using the local estimate
(17) ΛBHT ;P(I0)(f1, f2, f3) ≲
3
∏
j=1
( sup
P ∈P
1
∣IP ∣ ∫R ∣1Ej(x)∣ ⋅ χ˜
M
IP
(x)dx)
1+θj
2
−ǫ ⋅ ∣I0∣,
and an additional stopping time. In this way, we can obtain all the known Lp estimates for
BHT without using interpolation of adjoint trilinear forms. This was already contained in
[Ben15] and [BM16].
Note that (17) is precisely the estimate needed for deducing sparse domination in Propo-
sition 10. Although it initially appeared in the context of restricted-type functions (we
assume ∣fj(x)∣ ≤ 1Ej(x)), it extends to general functions through an argument resembling
interpolation (see Proposition 14).
The paper is organized as follows: after introducing some basic notions in Section 2, we
show in Section 3 how the local estimate implies almost immediately the sparse domination
of the multilinear form and how to remove the restricted-type assumption on the functions.
The stopping time that yields the sparse estimates is compared to the one used in [BM16]
for obtaining vector-valued estimates in Section 4. In Sections 5 and 6 we present the
details of the proof of Theorem 1, proving inductively the multiple vector-valued sparse
estimates. Weighted estimates that can be deduced directly from the sparse domination
are discussed in Section 6.3. Finally, in Section 7 we illustrate our method for the Carleson
and variational Carleson operators.
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2. Preliminaries
2.1. Multi-tiles and sizes. We recall some notions pertaining to time-frequency analysis,
yet trying to avoid the prominent technicalities associated to the field. The essential step
in our approach to sparse or vector-valued inequalities consists in proving a local estimate,
such as the one mentioned earlier in Proposition 10. This will be carried out in Section 5,
and more definitions will be introduced at that point.
Definition 1. We call a Ho¨lder tuple any tuple (p1, . . . , pn, pn+1) of exponents satisfying
(18)
1
p1
+ . . . + 1
pn
= 1
pn+1
, where 1 < p1, . . . , pn ≤∞, 1
n
< pn+1 <∞.
The operators fitting our approach are those that allow for a wave packet decomposition,
that is, a decomposition in the time-frequency plane.
Definition 2. A tile is a rectangle P = IP ×ωP of area one, with the property that IP is a
dyadic interval, and ωP is contained in a certain translate of the dyadic grid. A multi-tile
is a tuple P = (P1, . . . , Pn+1) where each Pj is a tile, and so that IPj = IP for all 1 ≤ j ≤ n+1
(that is, all the tiles share the same spatial interval IP ).
Definition 3. A wave packet associated to a tile P = IP × ωP is a smooth function φP so
that supp φˆP ⊆ 9
10
ωP and φP is L
2-adapted to IP in the sense that
(19) ∣φ(k)P (x)∣ ≤ Ck,M 1∣IP ∣ 12+k
(1 + dist (x, IP )∣IP ∣ )
−M
for sufficiently many derivatives k and any M > 0.
With the above notation, we can study n-linear operators that allow for a model (n+1)-
linear form representable as
(20) ∑
P ∈P
∣IP ∣−n−12 aP1 ⋅ . . . ⋅ aPn+1 .
For the operator introduced in Theorem 1, the coefficients are given by aPj = ⟨fj, φPj ⟩,
for 1 ≤ j ≤ n + 1. The Carleson operator, defined by
Cf(x) ∶= sup
N
∣∫
ξ<N
fˆ(ξ)e2πixξ dξ∣,
brings about a measurable function N(x) which attains the supremum in the expression
above, hence aP1 = ⟨f1, φP1⟩, aP2 = ⟨f2, φP2 ⋅ 1{N(x)∈ωP2}⟩. In the same way, the variational
Carleson operator of Theorem 7 involves several functions ξ1(x), . . . , ξK(x), and in that
case we have n = 1 and aP1 = ⟨f1, φP1⟩, aP2 = ⟨f2, φP2 ⋅ 1ωP2 (ξk(⋅))⟩ for some 1 ≤ k ≤K.
There is no typical way of treating directly these operators, and their study varies
greatly upon the properties of their invariants. However, local estimates for these operators
can be obtained by looking carefully at the classical boundedness proof and adjusting it
accordingly: the goal is now to gather as much information as possible, although at a local
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level. When passing to the global estimate, much consideration is given to keeping track
of the localized operatorial norm.
Now we introduce some notations that will be used throughout the paper. In particular,
we keep on using the notion of “size” in spite of it representing henceforth just a maximal
average over dyadic intervals (as opposed to its common meaning of a square function over
some subcollection of multi-tiles: see Definition 11, and its use in [LT99], [MTT02], [MS13],
[MTT04]).
Notation:. Given I ⊆ R an interval, 1I denotes its characteristic function, while χ˜I is a
function L∞-adapted to I. For example, we can set
χ˜I(x) ∶= (1 + dist (x, I)∣I ∣ )
−100
.
Then we define the weighted average of a locally integrable function f on I as
(21) ave I(f) ∶= 1∣I ∣ ∫R ∣f(x)∣ ⋅ χ˜I(x)dx.
Notation:. A collection of multi-tiles will be usually denoted by P. If I0 is a fixed dyadic
interval and P a collection of multi-tiles, we use the notations
(22) P(I0) ∶= {P ∈ P ∶ IP ⊆ I0} and P(I0)+ ∶= P(I0) ∪ PI0 ,
where PI0 is some multi-tile (not necessarily contained in P) with spatial interval I0.
Finally, the most important notion is that of size:
Definition 4. If P is a collection of multi-tiles, then we define its s̃ize P with respect to the
function f by
(23) s̃ize P(f) ∶= sup
P ∈P
1
∣IP ∣ ∫R ∣f(x)∣ ⋅ χ˜
M
IP
(x)dx ∶= sup
P ∈P
ave IP (f).
Then s̃ize P(I0) and s̃ize P(I0)+ denote the sizes associated to the collections P(I0) and
P(I0)+ respectively. Given an interval I0, if the collections P(I0) is implicitly defined in an
unambiguous way, we simply use the notation
s̃ize I0(f) = s̃ize P(I0)+(f) =max ( 1∣I0∣ ∫R ∣f(x)∣ ⋅ χ˜
M
I0
(x)dx, s̃ize P(I0)(f)).
Notation:. We will also use the notations
(24) s̃ize
p
P(I0)(f) ∶= sup
P ∈P(I0)+
( 1∣IP ∣ ∫R ∣f ∣
p ⋅ χ˜IP dx)
1
p , ave pI0(f) ∶= (
1
∣I0∣ ∫R ∣f ∣
p ⋅ χ˜I0dx)
1
p .
2.2. Sparse collections. Even though the notion of “sparseness” had appeared in various
contexts, with various meanings, in the field of harmonic analysis, here it represents the
geometric property of a collections of intervals which doesn’t allow for too much stacking.
Somehow this is a very good property for obtaining sharp weighted estimates.
Definition 5. Let 0 < η < 1. A collection S of dyadic intervals is called η-sparse if one
can choose pairwise disjoint measurable sets EQ ⊆ Q with ∣EQ∣ ≥ η∣Q∣ for all Q ∈ S.
Definition 6. Let Λ > 1. A family S is called Λ-Carleson if for any dyadic interval Q we
have
∑
P ∈S
P⊆Q
∣P ∣ ≤ Λ∣Q∣.
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As it turns out, the two definitions are equivalent:
Lemma 11 (Lemma 6.3 [LN15]). A collection S is η-sparse if and only if it is 1
η
-Carleson.
Another notion of sparse, which implies the one in Definition 5, is the following:
Definition 7. Let 0 < η < 1. A collection of dyadic intervals S is said to be η-sparse if for
each Q ∈ S we have
∑
P ∈chS(Q)
∣P ∣ ≤ (1 − η)∣Q∣,
where chS(Q) is the collection of direct descendants of Q in S: the maximal elements of S
that are strictly contained in Q.
It is this last notion that is most commonly verified in practice, for example in [Lac17],
[BFP16], [Ler16].
3. Sparse Domination via the helicoidal method : local estimates imply
sparse domination
In this section we show how the local estimate given by the scalar P(0) statement
(equation (25) below) of the helicoidal method from [BM16] implies the expected scalar
sparse domination of the multilinear form (corresponding to the case q = 1). This procedure
is quite general, as can be seen from the proof of Theorem 12 below, but will be illustrated
first for trilinear forms.
Later on, provided we have subadditivity, we prove in Proposition 13 how a local estimate
in (quasi-) norm (such as P(0) of the helicoidal method applied to quasi-Banach spaces in
[BM17]) implies a sparse domination in (quasi-) norm (estimate (10) of Theorem 1).
3.1. The stopping time for the sparse collection. Let I0 be a fixed dyadic interval,
P a rank-1 collection of tri-tiles, and 0 ≤ θ1, θ2, θ3 < 1 with θ1 + θ2 + θ3 = 1. It was proved in
[BM16] that
(25) ∣ΛBHT ;P(I0)(f, g, h)∣ ≲ (s̃ize I01F )
1+θ1
2 ⋅ (s̃ize I01G)
1+θ2
2 ⋅ (s̃ize I01H′)
1+θ3
2 ⋅ ∣I0∣,
whenever f, g and h are functions having the property that ∣f(x)∣ ≤ 1F (x), ∣g(x)∣ ≤ 1G(x)
and ∣h(x)∣ ≤ 1H′(x), where F,G and H ′ are subsets of R of finite measure.
Using exclusively this local estimate, we obtain a sparse domination for the globally-
defined trilinear form ΛBHT ;P. More exactly, we will construct a sparse family S of intervals
(depending of course on the functions 1F ,1G,1H′ and the exponents θ1, θ2 and θ3) so that
∣ΛBHT ;P(f, g, h)∣ ≲ ∑
Q∈S
( 1∣Q∣ ∫R 1F ⋅ χ˜
M
Q dx)
1+θ1
2 ( 1∣Q∣ ∫R 1G ⋅ χ˜
M
Q dx)
1+θ2
2 ( 1∣Q∣ ∫R 1H′ ⋅ χ˜
M
Q dx)
1+θ3
2 ⋅ ∣Q∣,
whenever f, g, h are as above. Since the restricted weak-type condition on the functions
can be removed (see Proposition 14 below), we will show in the general context, and for
an arbitrary family P of tiles, how to obtain the sparse domination result from the local
estimate.
Theorem 12. Let P be a collection of tiles and assume that
(26) ∣ΛP(I0)(f, g, h)∣ ≲ (s̃ize I0 ∣f ∣s1)1/s1 ⋅ (s̃ize I0 ∣g∣s2)1/s2 ⋅ (s̃ize I0 ∣h∣s3)1/s3 ⋅ ∣I0∣,
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holds for any dyadic interval I0 and any locally integrable functions f, g and h. Then there
exists a sparse family S of intervals so that
∣ΛP(f, g, h)∣ ≲ ∑
Q∈S
( 1∣Q∣ ∫R ∣f ∣
s1 ⋅ χ˜M−1Q dx)
1
s1 ( 1∣Q∣ ∫R ∣g∣
s2 ⋅ χ˜M−1Q dx)
1
s2 ( 1∣Q∣ ∫R ∣h∣
s3 ⋅ χ˜M−1Q dx)
1
s3 ⋅ ∣Q∣.
Remark:. 1. We note that the scalar-valued functions can be replaced by more general
vector-valued norms: a local estimate
∣ΛP(I0)(f⃗ , g⃗, h⃗)∣ ≲ (s̃ize I0∥f⃗(x, ⋅)∥s1X1)
1/s1 ⋅ (s̃ize I0∥g⃗(x, ⋅)∥s2X2)
1/s2 ⋅ (s̃ize I0∥h⃗(x, ⋅)∥s3X3)
1/s3 ⋅ ∣I0∣
will imply in an analogous way the vector-valued sparse domination
∣ΛP(f⃗ , g⃗, h⃗)∣ ≲ ∑
Q∈S
( 1∣Q∣ ∫R ∥f⃗(x, ⋅)∥
s1
X1
⋅ χ˜MQ dx)1/s1( 1∣Q∣ ∫R ∥g⃗(x, ⋅)∥
s2
X2
⋅ χ˜MQ dx)1/s2( 1∣Q∣ ∫R ∥h⃗(x, ⋅)∥
s3
X3
⋅ χ˜MQ dx)1/s3 ⋅ ∣Q∣.
2. Similarly, a local estimate for a (vector-valued) (n + 1)-linear form will imply a
(vector-valued) sparse domination of the (n + 1)-linear form.
Proof. The sparse estimation does not only involve a localization in space onto a certain
interval I0, but also a restriction to a specific subset of tiles PI0 ⊆ P(I0). We will construct
S a sparse family of intervals, where S = ⋃
k≥0
Sk and for every k ≥ 0 we have
Sk+1 = ⋃
Q0∈Sk
chS(Q0);
that is, the intervals from the k + 1 level Sk+1 are precisely the descendants of the intervals
of the k-th level Sk.
We start by defining S0 as the collection of maximal dyadic intervals I so that I = IP for
some tri-tile P ∈ P. Then we show how to construct Sk+1, assuming that Sk has already
been constructed: for every Q0 ∈ Sk, the descendants chS(Q0) are maximal dyadic intervals
Q ⊆ Q0 so that there exists at least one tri-tile P ∈ P with IP ⊂ Q and so that one of the
following holds:
(27) ( 1∣Q∣ ∫R ∣f(x)∣
s1 ⋅ χ˜MQ (x)dx)1/s1 > C ⋅ ( 1∣Q0∣ ∫R ∣f(x)∣
s1 ⋅ χ˜M−1Q0 (x)dx)1/s1 or
(28) ( 1∣Q∣ ∫R ∣g(x)∣
s2 ⋅ χ˜MQ (x)dx)1/s2 > C ⋅ ( 1∣Q0∣ ∫R ∣g(x)∣
s2 ⋅ χ˜M−1Q0 (x)dx)1/s2 or
(29) ( 1∣Q∣ ∫R ∣h(x)∣
s3 ⋅ χ˜MQ (x)dx)1/s3 > C ⋅ ( 1∣Q0∣ ∫R ∣h(x)∣
s3 ⋅ χ˜M−1Q0 (x)dx)1/s3 .
The collection chS(Q0) of such intervals is disjoint due to the maximality condition, and
it is not difficult to check that
∑
Q∈chS(Q0)
∣Q∣ ≤ 1
2
∣Q0∣,
provided the constant C is chosen to be large enough. Indeed, we can see that all the
intervals satisfying (27) are mutually disjoint and they are contained inside the set
{Ms1(f ⋅ χ˜
M−1
s1
Q0
)(x) > C ⋅ ( 1∣Q0∣ ∫R ∣f(x)∣
s1 ⋅ χ˜M−1Q0 (x)dx)1/s1}.
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Using the Ls1 ↦ Ls1,∞ boundedness of Ms1 , we can estimate the measure of the set
above by
∣{Ms1(f ⋅ χ˜
M−1
s1
Q0
)(x) > C ⋅ ( 1∣Q0∣ ∫R ∣f(x)∣
s1 ⋅ χ˜M−1Q0 (x)dx)1/s1}∣ ≲
≲ C−s1 ⋅ ( 1∣Q0∣ ∫R ∣f(x)∣
s1 ⋅ χ˜M−1Q0 (x)dx)−1 ⋅ ∥Ms1(f ⋅ χ˜
M−1
s1
Q0
)∥s1
s1,∞ ≲ C
−s1 ∣Q0∣.
This proves the sparse property of the collection S; now we need to prove the sparse
domination estimate. To this end, for every Q ∈ S we define PQ to be the collection of
tri-tiles P ∈ P(Q) so that IP ⊆ Q, but IP is not contained in any other descendant of Q in
S. This implies in particular that every such tri-tile satisfies
( 1∣IP ∣ ∫R ∣f(x)∣
s1 ⋅ χ˜MIP (x)dx)1/s1 ≤ C ⋅ ( 1∣Q∣ ∫R ∣f(x)∣
s1 ⋅ χ˜M−1Q (x)dx)1/s1 ,
and similarly for g and h. We obtain in this way
(s̃ize PQ ∣f ∣s1)1/s1 ≲ C ⋅ ( 1∣Q∣ ∫R ∣f(x)∣
s1 ⋅ χ˜M−1Q (x)dx)1/s1 ,
and likewise,
(s̃ize PQ ∣g∣s2)
1/s2 ≲ C ⋅( 1∣Q∣ ∫R ∣g(x)∣
s2 ⋅χ˜M−1Q (x)dx)1/s2 , (s̃ize PQ ∣h∣s3)1/s3 ≲ C ⋅( 1∣Q∣ ∫R ∣h(x)∣
s3 ⋅χ˜M−1Q (x)dx)1/s3 .
Noting that P = ⋃
Q∈S
PQ, we deduce the sparse domination of the trilinear form.

Eventually, the sparse domination we want to obtain doesn’t concern the multilinear
form, but rather an expression of the form ∥∥T (f⃗1, . . . , f⃗n)∥X′n+1 ⋅ v∥
q
q
(estimate (10) of
Theorem 1), where T is an n-(sub)linear operator, f⃗1, . . . , f⃗n are vector-valued functions
and v is a locally q-integrable function, and 0 < q <∞. In this case too, the local estimates
imply a sparse domination, and subadditivity is essential.
Proposition 13. Let ∥ ⋅ ∥Xn+1 be a (quasi-)norm so that ∥ ⋅ ∥qXn+1 is subadditive for some
q > 0. Let T be a n-(sub)linear operator determined by a collection P of multi-tiles, which
satisfies the multiple vector-valued local estimate: there exist s1, . . . , sn+1 ∈ (0,∞) so that
for any dyadic interval I0,
∥∥TP(I0)(f⃗1, . . . , f⃗n)∥X′n+1 ⋅ v∥
q
q
≲
n
∏
j=1
(s̃ize sj
P(I0)∥f⃗j(x, ⋅)∥Xj )q ⋅ (s̃ize sn+1P(I0)v)q ⋅ ∣I0∣.
Then there exists a sparse family S of dyadic intervals, depending on the functions f⃗1, . . . , f⃗n, v
and the Lebesgue exponents s1, . . . , sn+1, q so that
∥∥TP(f⃗1, . . . , f⃗n)∥X′
n+1
⋅ v∥q
q
≲ ∑
Q∈S
n
∏
j=1
( 1∣Q∣ ∫R ∥f⃗j(x, ⋅)∥
sj
Xj
⋅ χ˜M−1Q dx)
q
sj ⋅ ( 1∣Q∣ ∫R ∣v∣
sn+1 ⋅ χ˜M−1Q dx)
q
sn+1 ⋅ ∣Q∣.
Proof. The stopping time is identical to the one in the proof of Theorem 12. Once the
collection S is defined in an analogous way, and once we have defined for every Q ∈ S the
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collection of descendants chS(Q) and the collection of tiles PQ, we only need to notice that
∥∥TP(f⃗1, . . . , f⃗n)∥X′n+1 ⋅ v∥
q
q
≲ ∑
Q∈S
∥∥TPQ(f⃗1, . . . , f⃗n)∥X′n+1 ⋅ v∥
q
q
≲
n
∏
j=1
(s̃ize sjPQ∥f⃗j(x, ⋅)∥Xj )q ⋅ (s̃ize sn+1PQ v)q ⋅ ∣Q∣
≲ ∑
Q∈S
n
∏
j=1
( 1∣Q∣ ∫R ∥f⃗j(x, ⋅)∥
sj
Xj
⋅ χ˜M−1Q dx)
q
sj ⋅ ( 1∣Q∣ ∫R ∣v∣
sn+1 ⋅ χ˜M−1Q dx)
q
sn+1 ⋅ ∣Q∣.

3.2. From restricted-type to general functions. Here we present a technical lemma,
which allows to pass from local estimates for restricted-type functions to local estimates
for general functions.
Let I0 be a fixed dyadic interval and P a finite collection of tritiles; recall the notations
P(I0) ∶= {P ∈ P ∶ IP ⊆ I0} and P(I0)+ ∶= P(I0) ∪ PI0 ,
where PI0 is some tritile (not necessarily contained in P) with spatial interval I0.
Proposition 14 (Mock interpolation). Assume Λ is a trilinear form associated to the
collection P, satisfying
∣ΛP(I0)(f, g, h)∣ ≲
sup
P ∈P(I0)
+
( 1∣IP ∣ ∫R 1F ⋅ χ˜IP dx)
α1
⋅ sup
P ∈P(I0)
+
( 1∣IP ∣ ∫R 1G ⋅ χ˜IP dx)
α2
⋅ sup
P ∈P(I0)
+
( 1∣IP ∣ ∫R 1H′ ⋅ χ˜IP dx)
α3
⋅ ∣I0 ∣,
for any F,G and H ′ sets of finite measure and any functions f, g, h such that ∣f(x)∣ ≤
1F (x), ∣g(x)∣ ≤ 1G(x) and ∣h(x)∣ ≤ 1H′(x). Then for any triple (p1, p2, p3) satisfying piαi >
1, and any functions f, g and h locally integrable, we have
∣ΛP(I0)(f, g, h)∣ ≲
sup
P ∈P(I0)
+
( 1∣IP ∣ ∫R ∣f ⋅ χ˜IP ∣
p1
dx)
1
p1 ⋅ sup
P ∈P(I0)
+
( 1∣IP ∣ ∫R ∣g ⋅ χ˜IP ∣
p2
dx)
1
p2 ⋅ sup
P ∈P(I0)
+
( 1∣IP ∣ ∫R ∣h ⋅ χ˜IP ∣
p3
dx)
1
p3 ⋅ ∣I0∣.
The implicit constants in both inequalities above may depend on the αi and pi, but are
independent of the collection of tritiles and of the interval I0.
Proof. Any function can be decomposed according to its level sets; more exactly, we have
(30) f =∑
k1
f ⋅ 1{2k1−1≤∣f ∣≤2k1} ∶=∑
k1
2k1fk1 ∶=∑
k1
2k1fk1 ⋅ 1Fk1 .
The above notation means that Fk1 = {2k1−1 ≤ ∣f ∣ ≤ 2k1}, and we note that the functions
fk1 satisfy ∣fk1(x)∣ ≤ 1Fk1(x).
Likewise, g(x) = ∑k2 2k2gk2 ⋅ 1Gk2 and h(x) = ∑k3 2k3hk2 ⋅ 1Hk3 .
We estimate the trilinear form, using the multilinearity property and the hypotheses:
∣ΛP(I0)(f, g, h)∣ ≤ ∑
k1,k2,k3
2k12k22k3 ∣ΛP(I0)(fk1 , gk2 , hk3)∣
≲ ∑
k1,k2,k3
2k12k22k3 sup
P ∈P(I0)+
( 1∣IP ∣ ∫R 1Fk1 ⋅ χ˜IP dx)
α1
⋅ sup
P ∈P(I0)+
( 1∣IP ∣ ∫R 1Gk2 ⋅ χ˜IP dx)
α2 ⋅ sup
P ∈P(I0)+
( 1∣IP ∣ ∫R 1Hk3 ⋅ χ˜IP dx)
α3 ⋅ ∣I0∣.
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Now we are left with proving
∑
k
2k sup
P ∈P(I0)+
( 1∣IP ∣ ∫R 1Fk ⋅ χ˜IP dx)
α1 ≲ sup
P ∈P(I0)+
( 1∣IP ∣ ∫R ∣f ⋅ χ˜IP ∣
p1
dx) 1p1 .
Each of the expressions on the left hand side are L
1
α1 maximal averages, and they are
summable at the expense of loosing some information; in the end, we will have an Lp1
maximal average, with p1 > 1α1 .
Let k0 be so that
sup
P ∈P(I0)+
( 1∣IP ∣ ∫R ∣f ⋅ χ˜IP ∣
p1
dx) 1p1 ∼ 2k0 .
We note the following: since 2k−1 ⋅ 1Fk ≤ ∣f(x)∣ ⋅ 1Fk(x) ≤ 2k ⋅ 1Fk , we have 1Fk(x) ≲
2−kp1 ∣f(x)∣p1 and hence
(31)
1
∣IP ∣ ∫R 1Fk ⋅ χ˜IP dx ≲ 2
−kp1 1∣IP ∣ ∫R ∣f(x) ⋅ χ˜IP ∣
p1
dx ≲ 2(k0−k)p1 .
Here we need to be more cautious; the adapted weights χ˜IP appearing on the left and
right hand side above are not exactly the same, but one of them is a power of the other.
Nevertheless, the wave packets associated to the tritiles in P can have arbitrary decay, and
for that reason we will not worry about the possibly different χ˜IP .
On the other hand, we have the trivial inequality
1
∣IP ∣ ∫R 1Fk ⋅ χ˜IP dx ≲ 1.
Taking the sup over P ∈ P(I0)+ in the expression above, as well as in (31), we obtain that
sup
P ∈P(I0)+
( 1∣IP ∣ ∫R 1Fk ⋅ χ˜IP dx)
α1 ≲min (1,2(k0−k)p1α1).
Then we are ready for the final estimate:
∑
k
2k sup
P ∈P(I0)+
( 1∣IP ∣ ∫R 1Fk ⋅ χ˜IP dx)
α1
≲ ∑
k≤k0
2k sup
P ∈P(I0)+
( 1∣IP ∣ ∫R 1Fk ⋅ χ˜IP dx)
α1 + ∑
k>k0
2k sup
P ∈P(I0)+
( 1∣IP ∣ ∫R 1Fk ⋅ χ˜IP dx)
α1
≲ ∑
k≤k0
2k + ∑
k>k0
2k2(k0−k)p1α1 ≲ 2k0 + 2k0 ∑
k>k0
2(k−k0)(1−p1α1) ≲ 2k0 .
provided 1 − p1α1 < 0. 
In our application to BHT , we will have αj = 1+θj2 and 1pj =
1+θj
2
− ǫ < αj , hence the
conditions in Proposition 14 are satisfied.
Using the notation in (24), the above proposition and (25) imply the following local
estimate for the model operator of the bilinear Hilbert transform:
Proposition 15. If I0 is a fixed dyadic interval and ΛP(I0) is a model trilinear form
associated to the BHT operator, we have
∣ΛP(I0)(f, g, h)∣ ≲ (s̃ize p1P(I0)f) ⋅ (s̃ize p2P(I0)g) ⋅ (s̃ize p3P(I0)h) ⋅ ∣I0∣,
where 1
pj
= 1+θj
2
− ǫ, for any 0 ≤ θ1, θ2, θ3 < 1 with θ1+θ2+θ3 = 1 and any ǫ > 0 small enough.
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Remark:. The result of Proposition 14 can be easily extended to a more general setting: if
T is a vector-valued operator so that ∥ ⋅ ∥q
L
R′
n+1
and ∥ ⋅ ∥qq are subadditive, for which we have
∥∥TP(I0)(f⃗1, . . . , f⃗n)∥LR′n+1 ⋅ 1E˜n+1∥
q
q
≲
n
∏
j=1
(s̃ize I01Ej)αj ⋅ (s̃ize I01E˜n+1)
αn+1 ⋅ ∣I0∣
for any sets E1, . . . ,En, E˜n+1 of finite measure, any vector-valued functions f⃗1, . . . , f⃗n such
that ∥f⃗j(x)∥Xj ≤ 1Ej for all 1 ≤ j ≤ n, and v a locally q-integrable function so that ∣v(x)∣ ≤
1E˜n+1 then also
∥∥TP(I0)(f⃗1, . . . , f⃗n)∥LR′n+1 ⋅ v∥qq ≲
n
∏
j=1
(s̃ize pjI0 ∥f⃗j∥Xj)q ⋅ (s̃ize pn+1I0 (v))q ⋅ ∣I0∣,
for any vector-valued functions f⃗1, . . . , f⃗n, any locally q-integrable function v, and any
Lebesgue exponents p1, . . . , pn+1 satisfying for all 1 ≤ j ≤ n + 1, pj > q
αj
.
In order to obtain the localized estimates for multiple vector-valued extensions, we make
use of the helicoidal method, as presented in the following Section 4.
3.3. Additional details on sparse domination via the helicoidal method. With
the purpose of making clear and comprehensible the ideas behind our method, we take
another look at the BHT example. We’ve seen in Section 3.1 that sparse domination for
restricted-type functions is implied by the fundamental local estimate from [BM16]:
(32) ∣ΛP(I0)(f1, f2, f3)∣ ≲
3
∏
j=1
(s̃ize I0 1Ej)
1+θj
2 ⋅ ∣I0∣
which holds for all fixed dyadic intervals I0 ⊆ R and all functions satisfying ∣fj ∣ ≤ 1Ej with
Ej measurable subsets of the real line having finite measure.
This yields a sparse collection S of dyadic intervals (depending on the functions f1, f2
and f3), for which
(33) ∣Λ(f1, f2, f3)∣ ≲ ∑
Q∈S
3
∏
j=1
(avepj
Q
1Ej) ⋅ ∣Q∣,
where 1
pj
= 1+θj
2
for some 0 ≤ θ1, θ2, θ3 < 1 with θ1 + θ2 + θ3 = 1.
Conversely, assuming (33), one can observe that
∣ΛP(I0)(f1, f2, f3)∣ ≲ ∑
Q∈S
Q⊆I0
3
∏
j=1
(avepj
Q
1Ej) ⋅ ∣Q∣ ≲
3
∏
j=1
(s̃ize I0 1Ej)
1+θj
2 ⋅ ∣I0∣.
This is an easy consequence of the sparseness property of the collection S: ∑
Q∈S
Q⊆I0
∣Q∣ ≲ ∣I0∣.
In other words, the two estimates (32) and (33) are essentially equivalent to each other.
In particular, in order to prove (33) for arbitrary functions, all one has to do is prove the
local inequality (32) for arbitrary functions. Namely, it suffices to prove
(34) ∣ΛP(I0)(f1, f2, f3)∣ ≲
3
∏
j=1
(s̃ize pjI0 fj) ⋅ ∣I0∣.
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Let us recall now how (32) has been proved in [BM16]: start with the generic “size and
energy” estimate from [MTT04]
(35) ∣ΛP(f1, f2, f3)∣ ≲
3
∏
j=1
(size P fj)θj ⋅ (energy P fj)1−θj ,
valid for all rank-1 collections of tiles P and 0 ≤ θ1, θ2, θ3 < 1 so that θ1 + θ2 + θ3 = 1. Above,
size P f is a maximal square function which satisfies size P f ≲ s̃ize P f , while energy Pf ≲ ∥f∥2
for any function f nice enough (see Definition 6.1 in [MTT04]).
Subsequently, localize (35) to a fixed dyadic interval I0 to get
(36) ∣ΛP(I0)(f1, f2, f3)∣ ≲
3
∏
j=1
(s̃ize P(I0) fj)θj ⋅ (energy P(I0) fj)1−θj .
Hence the estimate (32), which is central to proving vector-valued and sparse estimates,
follows from the localized “size and energy” inequality (36) above, once we prove for all
1 ≤ j ≤ 3 and all functions fj satisfying ∣fj ∣ ≤ 1Ej that
(37) (s̃ize P(I0) fj)θj ⋅ (energy P(I0) fj)1−θj ≲ (s̃ize pjI0 1Ej)
1+θj
2 ⋅ ∣I0∣
1−θj
2 .
This follows from the fact that the energy P localizes well:
energy P(I0) fj ≲ ∥fj ⋅ χ˜I0∥L2 ≲ ∥1Ej ⋅ χ˜I0∥L2 = (ave I01Ej)
1
2 ⋅ ∣I0∣ 12 ,
an estimate that had already appeared in a somehow different form in [MTT02], and which
we prove later on in Lemma 18.
Returning now to (34), the local estimate for general functions, two comments are in
order. First, if (34) is true for the indices pj ∶= 2
1 + θj
, then it also holds for pj > 2
1 + θj
,
as an application of Ho¨lder’s inequality. And second, in order to prove sparse domination,
one does not need (34) in its full generality, but only in the particular case when
(38) ave
pj
IP
fj ≲ ave pjI0fj, for all P ∈ P(I0), i.e. s̃ize
pj
I0
fj ≲ ave pjI0fj
for all 1 ≤ j ≤ 3. This is a simple consequence of the earlier stopping time argument. The
reader familiar with the terminology of outer measures of [DT15] would recognize that
size Pfj ≃ ∥Fj∥L∞ , while energy P fj ≃ ∥Fj∥L2,∞
when Fj ∶ P → C is defined by Fj(P ) ∶= ⟨fj , P ⟩ for all P ∈ P. The outer measure spaces Lq
(for 2 < q <∞) of [DT15] are defined precisely so as to generalize this correspondence.
In particular, the quantity (size P(I0) fj)θj ⋅ (energy P(I0) fj)1−θj of (35) interpolates nat-
urally between these two spaces and because of this we will denote it by ∥Fj∥Lqj
mock
, where
1
qj
∶= 1−θj
2
+ θj∞ . Then the original size and energy estimate (35) can be written as
(39) ∣ΛP(f1, f2, f3)∣ ≲
3
∏
j=1
∥Fj∥Lqj
mock
,
while (37) becomes, for all 1 ≤ j ≤ 3 and all pj > 21+θj ,
(40) ∥Fj∥Lqj
mock
;I0
≲ (s̃ize pj
P(I0)1Ej) ⋅ ∣I0∣
1
qj .
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Equivalently, to prove (32), one could have used the estimate
∣ΛP(f1, f2, f3)∣ ≲
3
∏
j=1
∥Fj∥Lqj
from [DT15] instead of (39), and also the analogue of (40)
(41) ∥Fj∥Lqj ;P(I0) ≲ (s̃ize pjP(I0)1Ej) ⋅ ∣I0∣
1
qj
for 1 ≤ j ≤ 3.
Note that (41) is a consequence of (40) from [BM16], since
∥Fj∥Lqj ;P ≲ ∥Fj∥Lqj
mock
;P
.
A brief proof of this inequality can be found in Proposition 4 of [BM18].
To sum up, sparse domination for arbitrary functions would follow from inequality (41)
under the assumption (38), namely that
(42) ∥Fj∥Lqj ;P(I0) ≲ (ave pjP(I0)fj) ⋅ ∣I0∣
1
qj .
The proof of (42) for general functions has been worked out in [CDPO16], Proposition
4.1. As explained before, this implies sparse domination as in (33) for indices pj that satisfy
pj > 21+θj for all 1 ≤ j ≤ 3. Our main observation is that (34) follows from the original one
(32) via a very short interpolation argument. This fact has very important consequences;
in particular, it allows us to prove sparse domination also in the multiple vector-valued
case essentially without any extra effort, since it is known form [BM16] that (32) is true
in this case as well. For more connections with the theory of outer measures, the reader is
referred to Section 2.3 of [BM18].
4. Vector-valued estimates via the helicoidal method: a review
Although we present the helicoidal method in the special context of the bilinear Hilbert
transform operator, it generalizes to many other operators whose multilinear form can be
represented as in (1).
4.1. The stopping time for vector-valued estimates. Here we recall some technical
aspects from [BM16], drawing attention to the stopping times involved in proving the
multiple vector-valued estimates, which will be later compared to the stopping times used
for proving sparse domination (see the following Section 4.2). The goal is to show that
BHT ∶ Lp(ℓr1) × Lq(ℓr2) → Ls(ℓr), where (p, q, s) and (r1, r2, r) are Ho¨lder tuples, with
r ≥ 1. Since we want to illustrate how the local estimate implies the vector-valued result,
we turn away form the slightly more technical cases r1 = ∞, r2 = ∞ or r < 1. Hence, we
want to show
∥(∑
k
∣BHT (fk, gk)∣r)
1
r ∥
s
≲ ∥(∑
k
∣fk∣r1)
1
r1 ∥
p
∥(∑
k
∣gk ∣r2)
1
r2 ∥
q
.
By vector-valued restricted weak type interpolation (see, for example [BM16]), it is
sufficient to prove the following statement:
for any given F,G and H sets of finite measure, there exists H ′ ⊆H major subset such
that for any vector-valued functions f⃗ = {fk}, g⃗ = {gk} and h⃗ = {hk} satisfying
(∑
k
∣fk(x)∣r1)
1
r1 ≤ 1F , (∑
k
∣gk(x)∣r1)
1
r2 ≤ 1G, (∑
k
∣hk(x)∣r′)
1
r′ ≤ 1H′ ,
22 CRISTINA BENEA AND CAMIL MUSCALU
we have
(43) ∣∑
k
ΛBHT ;P(fk, gk, hk)∣ ≲ ∣F ∣α1 ⋅ ∣G∣α2 ⋅ ∣H ∣α3 ,
for (α1, α1, α3) a tuple satisfying α1 +α2 +α3 = 1, arbitrarily close to (1p , 1q , 1s′ ).
Most often, the major subset H ′ is the part of H where f⃗ , g⃗ are under control: if
Ω ∶= {x ∶ M1F (x) > C ∣F ∣∣H ∣ , M1G(x) > C
∣G∣
∣H ∣ },
then we set H ′ ∶=H ∖Ω.
Upon obtaining a proper local estimate, a triple stopping time will be performed, ac-
cording to the sizes of the functions. For this reason we assume that the tiles satisfy, for
d ≥ 0,
1 + dist (IP ,Ω
c)
∣IP ∣ ∼ 2
d,
and we need to obtain a certain decay 2−10d in the restricted-type inequality (43).
The next step consists in proving, for 1 < r1, r2, r′ <∞, the local estimate
(44) ∣ΛP(I0)(fk ⋅ 1F , gk ⋅ 1G, hk ⋅ 1H′)∣ ≲ ∥ΛF,G,H
′
P(I0) ∥∥fk ⋅ χ˜MI0 ∥r1∥gk ⋅ χ˜MI0 ∥r2∥hk ⋅ χ˜MI0 ∥r′ ,
where ∥ΛF,G,H′
P(I0) ∥ represents the operatorial norm of the localized trilinear form where the
extra information is retained, and it equals
∥ΛF,G,H′
P(I0) ∥ = (s̃ize P(I0)1F )
1+θ1
2
− 1
r1
−ǫ (s̃ize P(I0)1G)
1+θ2
2
− 1
r2
−ǫ (s̃ize P(I0)1H′)
1+θ3
2
− 1
r′ −ǫ .
Then we use Ho¨lder to recover the Lebesgue norms of 1F ,1G,1H′ . If we ignored the
operatorial norm ∥ΛF,G,H′
P(I0) ∥, we could only retrieve ∣F ∣
1
r1 ⋅ ∣G∣ 1r2 ⋅ ∣H ∣ 1r′ , which can be very
different from the desired expression ∣F ∣ 1p ∣G∣ 1q ∣H ∣ 1s′ . So in order to obtain all the possible
vector-valued estimates, we had to take into account ∥ΛF,G,H′
P(I0) ∥, and moreover, to secure
largest possible exponents for the sizes.
Overall, the constraint we obtained for r1, r2, r
′ and p, q, s′, reduces to the existence of
0 ≤ θ1, θ2, θ3 < 1 with θ1 + θ2 + θ3 = 1, so that we have simultaneously
1 + θ1
2
>max( 1
r1
,
1
p
) , 1 + θ2
2
>max( 1
r2
,
1
q
) and 1 + θ3
2
>max( 1
r′
,
1
s′
) .
In order to prove (44), we use restricted-type interpolation and the local estimate (17)
that has already appeared in the introduction. Assuming that ∣fk(x)∣ ≤ 1E1 , ∣gk(x)∣ ≤ 1E2
and ∣hk(x)∣ ≤ 1E′
3
and that I ⊆ I0 is a fixed dyadic interval, we have
∣ΛP(I)(fk⋅1F , gk⋅1G, hk ⋅1H′)∣ ≲ (s̃ize I01F ⋅ 1E1)
1+θ1
2
−ǫ⋅(s̃ize I01G ⋅ 1E2)
1+θ2
2
−ǫ⋅(s̃ize I01H′ ⋅ 1E′3)
1+θ3
2
−ǫ⋅∣I ∣.
Through a triple stopping time, we can recover the Lr1 ,Lr2 and Lr
′
norms of the func-
tions fk, gk and hk respectively, while ∥ΛF,G,H′P(I0) ∥ represents a “surplus” that will be used
later on, when deciding the range of exponents p, q, s. This last part in which we retrieve
the Lr1 norm of fk and L
r2 norm of gk uses the same argument as the proof of boundedness
of BHT from [MTT04]: the amelioration, which will allow us to obtain the vector-valued
estimate, relies in the localization of the energy .
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Applying Ho¨lder in (44), we obtain a vector-valued local estimate corresponding to a
vector-valued version of the fundamental local result (32):
(45) ∣∑
k
ΛP(I0)(fk, gk, hk)∣ ≲ (s̃ize I01F )
1+θ1
2
−ǫ ⋅ (s̃ize I01G)
1+θ2
2
−ǫ ⋅ (s̃ize I01H′)
1+θ3
2
−ǫ ⋅ ∣I0∣.
This will be used, together with a stopping time that will be described shortly, in order
to obtain the general vector-valued inequality. The stopping times are, in some sense,
reversing the localization procedure: we need to find the good intervals that allow us to
sum up the sizes, so that s̃ize I01F should be related somehow to ∣F ∣, and the same for the
functions 1G and 1H′ .
The triple stopping time used in [BM16] yields three collections of intervals I
nj
j (one for
each function 1F ,1G and 1H′), and associated to each of these, a subcollection PIj ⊆ P of
tritiles, where 1 ≤ j ≤ 3. Once we have these, for every I0 = I1 ∩ I2 ∩ I3, where Ij ∈ Injj , we
need to consider ΛPI0(f, g, h). Here PI0 ∶=⋂
j
PIj .
In fact, the trilinear form ΛP(fk, gk, hk) is bounded above by
∣ΛP(fk, gk, hk)∣ ≲ ∑
n1,n2,n3
∑
I0=I1∩I2∩I3
Ij∈I
nj
j
∣ΛPI0 (fk, gk, hk)∣.
The intervals I1 ∈ In11 and the collections PI1 ⊆ P(I1) of tritiles are chosen so that
s̃ize PI11F ∼ 2−n1 ∼ ave I11F , and similarly for the sizes of 1G and 1H′ respectively. Since
we will be considering the intersection PI0 ∶=⋂
j
PIj , and the s̃ize is a maximal function at
the level of the tritiles, we want to make sure that
s̃ize P′
I1
1F ≲ s̃ize PI11F ∼ ave I11F
whenever P′I1 is a subcollection of PI1.
For this reason, we set PStock ∶= P, and start with the maximal possible s̃ize for 1F
(which is going to be bounded nevertheless by min(1,2dC ∣F ∣)), say 2−n¯1 . Then set
Pn¯1 ∶= {P ∈ PStock ∶ 1∣IP ∣ ∫R 1F ⋅ χ˜
M
IP
dx ∼ 2−n¯1}.
The family In¯11 will consist of maximal dyadic intervals I1 so that there exists P ∈ Pn¯1
with IP ⊆ I1, and moreover, we require that
2−n¯1−1 ≤ 1∣I1∣ ∫R 1F ⋅ χ˜
M
I1
dx ≤ 2−n¯1 .
Clearly, In¯1 ≠ ∅ unless Pn¯1 = ∅, and all the intervals I1 ∈ In¯11 are mutually disjoint.
Then we set PI1 ∶= {P ∈ PStock ∶ IP ⊆ I1}, and we note that, for any subset P′ ⊆ PI1 ,
s̃ize P′1F ≲ 2−n¯1 .
Before repeating the algorithm, we set PStock ∶= PStock ∖ ⋃
I1∈In¯11
PI1 . As a consequence, the
maximal possible s̃ize1F decreases.
We continue the construction of In¯1+11 , I
n¯1+2
1 , . . . (which could be empty), until PStock = ∅.
Two properties are especially important:
(1) for every n1 so that I
n1
1 ≠ ∅, we have ∑
I∈In1
1
∣I ∣ ≲ 2n1 ∣F ∣.
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(2) s̃ize P′
I1
1F ≲ s̃ize PI11F ≲ 2
−n1 ≲min(1,2d∣F ∣/∣H ∣), whenever P′I1 is a subcollection of
PI1 .
The stopping times for s̃ize1G and s̃ize1H′ are very similar, with the exception that
s̃ize PI31H
′ ≲ 2−n3 ≲ 2−Md . We end by recalling how to deduce (43) from (45):
∣∑
k
ΛP(fk, gk, hk)∣ ≲ ∑
n1,n2,n3
∑
I0=I1∩I2∩I3
Ij∈I
nj
j
∑
k
∣ΛPI0 (fk, gk, hk)∣
≲ ∑
n1,n2,n3
∑
I0=I1∩I2∩I3
Ij∈I
nj
j
(s̃ize I01F )
1+θ1
2
−ǫ ⋅ (s̃ize I01G)
1+θ2
2
−ǫ ⋅ (s̃ize I01H′)
1+θ3
2
−ǫ ⋅ ∣I0∣
≲ ∑
n1,n2,n3
2
−n1( 1+θ12 −ǫ−γ1) ⋅ 2−n2(
1+θ2
2
−ǫ−γ2) ⋅ 2−n3(
1+θ3
2
−ǫ−γ3) ⋅ ∣F ∣γ1 ⋅ ∣G∣γ2 ⋅ ∣H ∣γ3 ,
where 0 ≤ γ1, γ2, γ3 ≤ 1, with γ1 + γ2 + γ3 = 1. Since
2−n1 ≲min(1,2d∣F ∣/∣H ∣), 2−n2 ≲min(1,2d ∣G∣/∣H ∣), 2−n3 ≲ 2−Md,
we obtain (43) for 0 < α1 ≤ 1 + θ1
2
−ǫ,0 < α2 ≤ 1 + θ2
2
−ǫ,0 < α3 ≤ 1 + θ3
2
−ǫ, and α1+α2+α3 = 1.
Lastly, we present a geometric property of the collection of intervals obtained through
the stopping times above.
Proposition 16. The collection I1 ∶= ⋃n1 In11 of dyadic intervals satisfies a κ-Carleson
condition, i.e. there exists κ ≥ 1 so that for every I ∈ I1, we have
(46) ∑
I ′∈I1
I ′⊆I
∣I ′∣ ≤ κ∣I ∣.
Proof. If I ∈ In1 and I ′ ∈ Im1 are so that I ′ ⊂ I, then m > n and moreover, I ′ was selected
first. This is due to the maximality of the intervals and because, in this situation,
1
∣I ∣ ∫R 1F ⋅ χ˜
M
I dx ∼ 2n, 1∣I ′∣ ∫R 1F ⋅ χ˜
M
I ′ dx ∼ 2m.
The above condition can be reinterpreted, so that in fact,
C 2m ⋅ 1I ′(x) ≤M (1F ⋅ χ˜I) (x) ⋅ 1I ′(x).
Then, since all the intervals in Im1 are disjoint,
(47) ∑
I ′∈Im
1
∣I ′∣ ≤ ∣{x ∶ M(1F ⋅ χ˜I)(x) > C ⋅ 2m}∣ ≤ C˜ C−1 2−m∥1F ⋅ χ˜I∥1 ≤ C˜ 2n+1−m∣I ∣.
Summing in m > n, we get the desired conclusion:
∑
I ′⊂I
I ′∈I1
∣I ′∣ = ∑
m>n
∑
I ′∈Im
1
∣I ′∣ ≤ ∑
m>n
C˜ 2n+1−m∣I ∣ ≤ κ∣I ∣.
Note that the constant κ depends only on the norm of the maximal operator. 
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4.2. Conclusions.
As mentioned earlier, Carleson and sparse collections represent the same concept: follow-
ing [LN15], a κ-Carleson collection of intervals is in fact 1
κ
-sparse, and vice versa.
The stopping time used for proving vector-valued estimates yields three Carleson collec-
tions, one for every function. The algorithm starts with the largest possible s̃ize PStock1F ,
selects intervals I1 with
s̃ize PStock1F ∼
1
∣I1∣ ∫R 1F ⋅ χ˜
M
I1
dx,
and all the tiles in PStock ∩P(I1), with spatial interval contained in I1. Then the procedure
resumes, the maximal size decreases, while the intervals in I1 become larger and larger.
On the other hand, the stopping time for the sparse domination produces one sparse
collection S of dyadic intervals. For each Q ∈ S, we also have a subcollection PQ of tritiles,
which we want to satisfy simultaneously
s̃ize PQ1F ≤ C 1∣Q∣ ∫R 1F ⋅χ˜
M
Q dx, s̃ize PQ1G ≤ C 1∣Q∣ ∫R 1G ⋅χ˜
M
Q dx, s̃ize PQ1H′ ≤ C 1∣Q∣ ∫R 1H′ ⋅χ˜
M
Q dx.
We start with the largest possible spatial intervals, and in the selection process we
make sure that the above conditions hold. In this case, the spatial intervals are becoming
smaller and smaller, and at the same time, the size (which should be regarded as a maximal
average) is increasing.
5. A rank k collection of multi-tiles
Now we prove sparse and multi-vectorial estimates for the operator Tk of Theorem 1, the
n-linear multiplier whose symbol is singular along a k-dimensional subspace, with k < n + 1
2
.
5.1. A few definitions. Here we consider Γ to be the n-dimensional vector space
Γ ∶= {ξ ∈ Rn+1 ∶ ξ1 + . . . + ξn+1 = 0},
and Γ′ ⊂ Γ a non-degenerate subspace of Γ of dimension 0 ≤ k < n + 1
2
.
The (n + 1)-linear form of an n-linear operator which is singular along Γ′ is given by
(48)
Λ(f1, . . . , fn+1) = ∫
Rn+1
δ(ξ1 + . . . + ξn+1)m(ξ1, . . . , ξn+1)fˆ1(ξ1) ⋅ . . . ⋅ fˆn+1(ξn+1)dξ1 . . . dξn+1,
where m is a multiplier satisfying
∣∂αξ m(ξ)∣ ≲ dist (ξ,Γ′)−∣α∣
for all partial derivatives ∂αξ on Γ up to some finite order.
The model for the multilinear form is given by
(49) ΛP(f1, . . . , fn+1) ∶= ∑
P ∈P
∣IP ∣−n−12 ⟨f1, φ1P ⟩ ⋅ . . . ⋅ ⟨fn+1, φn+1P ⟩,
where P is a rank k family of (n + 1)-tiles. This notion will be specified shortly, but it
essentially means that there are k independent parameters in frequency.
We recall the order relation on tiles:
Definition 8. If P,P ′ are tiles, then P ′ < P if IP ′ ⊊ IP and ωP ⊆ 3ωP ′. Also, P ′ ≲ P if
IP ′ ⊆ IP and ωP ⊆ 100ωP ′ . We write P ′ ≤ P if P ′ < P or P ′ = P , and P ′ ≲′ P if P ′ ≲ P but
P ′ ≰ P .
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Our notion of a rank k collection of multi-tiles is somewhat different from the one
in [MTT02]: in order to simplify the presentation, we include in the definition certain
properties that were deduced in [MTT02].
Definition 9. A collection P of multi-tiles is said to have rank k if for any P,P ′ ∈ P the
following conditions are satisfied:
● any k components determine the remaining ones: if 1 ≤ i1 < . . . < ik ≤ n + 1 and if
ωPis = ωP ′is for all 1 ≤ s ≤ k, then ωPi = ωP ′i for all 1 ≤ i ≤ n.● any two multi-tiles which are overlapping in k components have (frequency only)
dilates that are overlapping in the remaining components: if 1 ≤ i1 < . . . < ik ≤ n+1
and if P ′is ≤ Pis for all 1 ≤ s ≤ k, then P ′i ≲ Pi for all 1 ≤ i ≤ n.● if the two multi-tiles correspond to different scales and they are overlapping in
k components, there will be at least two components which are not overlapping,
though their frequency dilates are: if we further assume that ∣IP ′ ∣ ≪ ∣IP ∣, then we
have P ′i ≲′ Pi for at least two choices of i.
It is not difficult to prove that the discretization of the multilinear form from (49) admits
a rank k model form as in (48). This is detailed in [MTT02]. The most well-known example
corresponds to n = 2 and k = 1: the bilinear Hilbert transform BHT is a bilinear operator
given by the multiplier sgn(ξ1 − ξ2), which is singular along a line.
The handling of the more general case of a rank k model operator is similar: the multi-
tiles are grouped in subcollections called trees according to their size. In order to make
this statement precise, we need to introduce a few definitions.
Definition 10. For any 1 ≤ j ≤ n + 1, a j-tree with top PT = (IT × ωT1 , . . . , IT × ωTn+1) is
a subcollection T of P so that Pj ≲ PT,j for all P ∈ T .
A tree is called j-overlapping if Pj ≤ PT,j for all P ∈ T , and j-lacunary if Pj ≲′ PT,j for
all P ∈ T .
Finally, if 1 ≤ i1 < . . . < ik ≤ n + 1, a subcollection T of P is called an (i1, . . . , ik)-tree if
T is an is-tree for all 1 ≤ s ≤ k.
In the case of the bilinear Hilbert transform operator, which corresponds to a rank-1
family of tri-tiles, the convention used in [MS13] or [MTT04] is that a j-tree is j-overlapping
and lacunary in the other two directions. For the general case, things are slightly more
complicated since there are k degrees of freedom. However, the notion of rank k from
Definition 9 ensures that once k directions are fixed, one obtains a j-tree for all 1 ≤ j ≤ n+1,
and moreover, this tree will have at least two lacunary directions. In some sense, for a rank
k collection of multi-tiles, the (i1, . . . , ik)-trees represent the “fundamental constituents”.
Definition 11. Given P a rank-k collection of multi-tiles and 1 ≤ j ≤ n + 1, we define the
size of the sequence (⟨f,φjP ⟩)P ∈P by
(50) size P(⟨f,φjP ⟩P ∈P) ∶= sup
T⊆P
( 1∣IT ∣ ∑P ∈T ∣⟨f,φ
j
P ⟩∣2)
1
2
where T ranges over all j-lacunary trees in P (including one multi-tile trees).
It was proved in [MTT04] that
size P(⟨f,φjP ⟩P ∈P) ≲M sup
P ∈P
1
∣IP ∣ ∫R ∣f(x)∣ ⋅ χ˜
M
IP
(x)dx,
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and for this reason we use the notation from Definition 4:
(51) s̃ize P(f) ∶= sup
P ∈P
1
∣IP ∣ ∫R ∣f(x)∣ ⋅ χ˜
M
IP
(x)dx.
Lemma 17. If T is an (i1, . . . , ik)-tree for some 1 ≤ i1 < . . . < ik ≤ n + 1, then
∣ ∑
P ∈T
∣IP ∣−n−12 ⟨f1, φ1P ⟩ ⋅ . . . ⋅ ⟨fn+1, φn+1P ⟩∣ ≲
n+1
∏
j=1
size T (⟨fj, φjP ⟩) ⋅ ∣IT ∣.
Because of the existence of at least two lacunary directions in a (i1, . . . , ik)-tree, we
have a way of estimating how the functions act on such “elementary blocks”. Further, an
important step in the proof is the decomposition lemma below, which allows us to organize
a collection of tiles into trees of similar size:
Lemma 18. If Pj is a collection of j-tiles with size Pj(⟨fj, φjP ⟩) ≤ λ, then there exists a
decomposition Pj = P′j ∪ P′′j so that size P′j(⟨fj , φjP ⟩) ≤ λ2 and P′′j is a union T = ⋃
T ∈T
T of
disjoint trees so that
(52) ∑
T ∈T
∣IT ∣ ≲ λ−2∥fj∥22.
Furthermore, if all the tiles in Pj have their spatial support contained inside a fixed dyadic
interval I0, then (52) can be improved to
(53) ∑
T ∈T
∣IT ∣ ≲ λ−2∥fj ⋅ χ˜I0∥22.
Proof. The decomposition of the collection Pj into trees according to their size is a classical
result in time-frequency analysis and it corresponds to a Caldero´n-Zygmund decomposition
at the level of the tiles. The selection of the trees in T is the conventional one: we start
by choosing the maximal j-lacunary ones which have size greater than λ/2, and in order
to insure orthogonality, some j-overlapping trees are removed as well. Here, we will only
elaborate on the localized version, i.e. the estimate (53), which follows by proving
∑
T ∈T
∑
P ∈T
∣⟨f,φP ⟩∣2 ≲ λ( ∑
T ∈T
∣IT ∣)
1
2 ∥f ⋅ χ˜I0∥2,
or equivalently, by a TT ∗ argument,
∥( ∑
T ∈T
∑
P ∈T
⟨f,φP ⟩φP )χ˜−
N
2
I0
∥
2
≲ λ( ∑
T ∈T
∣IT ∣)
1
2 .
We perform a decomposition of R into dyadic shells around I0, which reduces the above
estimate to
∥( ∑
T ∈T
∑
P ∈T
⟨f,φP ⟩φP )⋅110I0∥2 ≲ λ ( ∑
T ∈T
∣IT ∣)
1
2 , ∥( ∑
T ∈T
∑
P ∈T
⟨f,φP ⟩φP )χ˜I0,κ∥2 ≲ 2−
κN
2 λ ( ∑
T ∈T
∣IT ∣)
1
2 ,
where for every κ ≥ 2, χ˜I0,κ is a smooth bump function adapted to the region 2κ+1I0∖2κI0,
supported outside 2κ−1I0 for κ large enough.
In the first term, we ignore the truncation and instead deal with
∥ ∑
T ∈T
∑
P ∈T
⟨f,φP ⟩φP ∥2 ≲ λ ( ∑
T ∈T
∣IT ∣)
1
2 .
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This is a standard estimate and it heavily relies on the orthogonality of the selected trees.
It remains to prove, for any κ ≥ 2, and any interval I ⊆ I0:
(54) ∥( ∑
T ∈T
∑
P ∈T
IP =I
⟨f,φP ⟩φP )χ˜I0,κ∥2 ≲ 2−
κN
2
∣I ∣ 32
∣I0∣ 32
λ ( ∑
T ∈T
∣IT ∣)
1
2 ,
which implies the desired result upon summation in κ and in I ⊆ I0, details which are left
to the interested reader. On the right hand side, any power strictly greater than 2 would be
sufficient: it allows us to sum with respect to the scale ∣I ∣/∣I0∣ and the number of intervals
of fixed length.
Relying again on a TT ∗ argument, the left hand side of (54) squared can be written as
∑
T ∈T
∑
P ∈T
IP=I
∑
T ′∈T
∑
P ′∈T ′
IP ′=I
⟨f,φP ⟩ ⟨f,φP ′⟩∫
R
φP (x)φP ′(x)χ˜2I0,κ(x)dx.
Since ∣⟨f,φP ⟩ ⟨f,φP ′⟩∣ ≲ ∣⟨f,φP ⟩∣2 + ∣⟨f,φP ′⟩∣2, it will be enough to show, for any fixed
tree T ∈ T and any fixed multi-tile P ∈ T with IP = I, that
(55) ∑
T ′∈T
∑
P ′∈T ′
∣∫
R
φP (x)φP ′(x)χ˜2I0,κ(x)dx∣ ≲ 2−κN ∣I ∣
3
∣I0∣3 .
This is because the size of every tree is controlled by λ and in consequence
∑
T ∈T
∑
P ∈T
∣⟨f,φP ⟩∣2 ≲ λ2 ∑
T ∈T
∣IT ∣.
To deal with (55), we note that since IP = I = I ′P , every P ′ must come from a different
tree, and that all the frequency intervals ωP ′ (actually ωP ′j , but we ignore the j index here)
are mutually disjoint as P ′ varies in ∪T ′∈TT ′. Moreover, they all have the same length and
they are equally spaced. For simplicity, we assume ωP is centered at 0, so ωP +ωP ′ , which
contains the Fourier support of φP φP ′ , is a subset of [dist (ωP , ωP ′),dist (ωP , ωP ′)+2∣ωP ∣].
Hence, if P ′ ≠ P , and Φ[M](x) is a function so that
dM
dxM
Φ[M](x) = φP (x)φP ′(x),
then we have
∣Φ[M](x)∣ ≲ ∣I ∣−1 dist (ωP , ωP ′)−M .
Integrating by parts M times, we obtain
∣∫
R
φP (x)φP ′(x)χ˜2I0,κ(x)dx∣ ≲ ∣∫
R
Φ[M](x) d
M
dxM
χ˜2I0,κ(x)dx∣
≲ (dist (ωP , ωP ′)∣ωP ∣ )
−M
2−κM( ∣I ∣∣I0∣)
M
.
Summing over tiles P ′ ≠ P with IP ′ = I = IP is now possible and we get (55). To deal with
the case P ′ = P , we use the fast decay of the L2 normalized bump function φP , which is
adapted to IP = I, and the fact that χ˜I0,κ is supported outside 2κ−1I0. 
For a rank-1 family of multi-tiles, the decomposition above can be performed directly
on the collection P of multi-tiles (this is Lemma 7.7 of [MTT02]): if size P(⟨fj, φjP ⟩) ≤ λ,
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then there exists a decomposition P = P′∪P′′ so that size P′(⟨fj, φjP ⟩) ≤ λ2 and P′′ is a union
T of disjoint j-trees (j-lacunary or j-overlapping) so that
∑
T ∈T
∣IT ∣ ≲ λ−2∥fj∥22.
As explained in Section 3, the following localization result plays a key role in the proof
of the sparse and vector-valued results of Theorem 1.
Theorem 19. Let I0 be a fixed dyadic interval and P a rank k collection of multi-tiles,
E1, . . . ,En+1 sets of finite measure, and f1, . . . , fn+1 functions with the property that ∣fj(x)∣ ≤
1Ej(x),∀1 ≤ j ≤ n + 1. Then we have
(56) ∣ΛP(I0)(f1, . . . , fn+1)∣ ≲
n+1
∏
j=1
(s̃ize I01Ej)1−αj ⋅ ∣I0∣,
where the exponents αj ∈ (0,1/2). Moreover, they are defined by
(57) αj ∶= ∑
1≤i1<...<ik≤n+1
is=j for some 1≤s≤k
θi1,...,ik
where 0 ≤ θi1,...,ik ≤ 1 are any positive numbers indexed by ordered k-tuples such that
∑
1≤i1<...<ik≤n+1
θi1,...,ik = 1.
5.2. Proof of Theorem 19: the case k = 1.
We first present the proof in the case k = 1, n = 2, which corresponds to the bilinear Hilbert
transform operator. Although the localization result for BHT has already appeared in
[BM16], we include a short revision, anticipating that the general rank k case will be built
upon it.
Thus we have a rank 1 family P of tri-tiles, I0 is a fixed interval, and f1, f2, f3 are
restricted-type functions:
∣f1(x)∣ ≤ 1E1(x), ∣f2(x)∣ ≤ 1E2(x) and ∣f3(x)∣ ≤ 1E3(x).
We want to prove that
(58) ∣ΛP(I0)(f1, f2, f3)∣ ≲ (s̃ize I01E1)1−θ1 ⋅ (s̃ize I01E2)1−θ2 ⋅ (s̃ize I01E3)1−θ3 ⋅ ∣I0∣,
where 0 < θi ≤ 12 and θ1 + θ2 + θ3 = 1.
Using the decomposition result in Lemma 18, we obtain the families: Tn1 ,Tn2 and Tn3 ,
where each Tnj is a union of disjoint j-trees satisfying
∑
T ∈Tnj
∣IT ∣ ≲ 22nj ∥fj ⋅ χ˜I0∥22, size T (fj) ≤ 2−nj ≤ s̃ize I01Ej ∀T ∈ Tj.
If we denote by Tn1,n2,n3 the collection of trees T ∶= T1 ∩ T2 ∩ T3, where Tj ∈ Tnj , we have
that
∣ΛP(I0)(f1, f2, f3)∣ ≲ ∑
n1,n2,n3
∑
T ∈Tn1,n2,n3
∑
P ∈T
IP ⊆I0
∣∣IP ∣− 12 ⟨f1, φ1P ⟩⟨f2, φ2P ⟩⟨f3, φ3P ⟩∣
≲ ∑
n1,n2,n3
2−n12−n22−n3 ∑
T ∈Tn1,n2,n3
∣IT ∣.
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Then Lemma 18 implies that
∑
T ∈Tn1,n2,n3
∣IT ∣ ≲ 22n1∥f1 ⋅ χ˜I0∥22 ≲ 22n1 ⋅ (∫
R
1E1 ⋅ χ˜MI0 dx) ≲ 22n1(s̃ize I01E1) ⋅ ∣I0∣.
Similarly, we have
∑
T ∈Tn1,n2,n3
∣IT ∣ ≲ 22n2(s̃ize I01E2) ⋅ ∣I0∣ and ∑
T ∈Tn1,n2,n3
∣IT ∣ ≲ 22n3(s̃ize I01E3) ⋅ ∣I0∣,
and interpolating the three inequalities above we obtain that
∑
T ∈Tn1,n2,n3
∣IT ∣ ≲ 22θ1n1(s̃ize I01E1)θ1 ⋅ 22θ2n2(s̃ize I01E2)θ2 ⋅ 22θ3n3(s̃ize I01E3)θ3 ⋅ ∣I0∣.
This allows us to estimate the trilinear form by
∣ΛP(I0)(f1, f2, f3)∣ ≲ ∑
n1,n2,n3
2−n1(1−2θ1)2−n2(1−2θ2)2−n3(1−2θ3) ⋅ (s̃ize I01E1)θ1 ⋅ (s̃ize I01E2)θ2 ⋅ (s̃ize I01E3)θ3 ⋅ ∣I0∣.
Since 2−n1 ≤ s̃ize I01E1 ,2−n2 ≤ s̃ize I01E2 and 2−n3 ≤ s̃ize I01E3 from the decomposition,
we obtain, provided that 0 ≤ θ1, θ2, θ3 < 1
2
and θ1 + θ2 + θ3 = 1
∣ΛP(I0)(f1, f2, f3)∣ ≲ (s̃ize I01E1)1−θ1 ⋅ (s̃ize I01E2)1−θ2 ⋅ (s̃ize I01E3)1−θ3 ⋅ ∣I0∣.
This is (58), which is another way of writing (25), but the θj in the two equations are
different.
5.3. Proof of Theorem 19: the case k > 1. Applying Lemma 18 in every component,
for every 1 ≤ j ≤ n + 1 we can write P(I0) as
P(I0) ∶=⋃
lj
⋃
Tj∈Tlj
Tj,
where the collection Tj is a j-tree (the order relation needs to hold only in the j
th compo-
nent) satisfying
2−lj−1 ≤ size Tj(⟨fj, φjP ⟩) ≤ 2−lj ≲ s̃ize I01Ej .
Hence we can write
P(I0) ∶= ⋃
l1,...,ln+1
⋃
T1∈Tl1
. . . ⋃
Tn+1∈Tln+1
(T1 ∩ . . . ∩ Tn+1).
Equivalently, if we denote Tl1,...,ln+1 the collection of multi-tiles T = T1 ∩ . . . ∩ Tn+1, where
Tj ∈ Tlj , we have P(I0) = ⋃
l1,...,ln+1
⋃
T ∈Tl1,...,ln+1
T , and every T ∈ Tl1,...,ln+1 satisfies, for any
1 ≤ j ≤ n + 1,
size T (⟨fj , φjP ⟩) ≤ 2−lj ≲ s̃ize I01Ej .
Using Lemma 17, we have that
∣ΛP(I0)(f1, . . . , fn+1)∣ ≲ ∑
l1,...,ln+1
2−l1 ⋅ . . . ⋅ 2−ln+1 ∑
T ∈Tl1,...,ln+1
∣IT ∣.
Every subset T ∈ Tl1,...,ln+1 is part of an (i1, . . . , ik)-tree (or a “fundamental constituent”),
and there are (n+1
k
) such trees. The reader should recall that in Section 5.2, any T ∈ Tn1,n2,n3
is of the form T = T1 ∩ T2 ∩ T3, and hence can be viewed as a subset of a 1-tree, 2-tree or
3-tree, a fact which was used for estimating ∑
T ∈Tn1,n2,n3
∣IT ∣.
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Similarly, the sum ∑
T ∈Tl1,...,ln+1
∣IT ∣ can be estimated in (n+1k ) ways, and by their geometric
mean:
∑
T ∈Tl1,...,ln+1
∣IT ∣ ≲ ∏
1≤i1<...<ik≤n+1
( ∑
T ∈Tl1,...,ln+1
T is a (i1,...,ik)−tree
∣IT ∣)θi1,...,ik
for 0 ≤ θi1,...,ik ≤ 1 with ∑
1≤i1<...<ik≤n+1
θi1,...,ik = 1
For each multi-index (i1, . . . , ik) we have
(59) ∑
T ∈Tl1,...,ln+1
T⊆Ti1∩...∩Tik is a (i1,...,ik)−tree
∣IT ∣ ≲ ∑
Ti1 ∈Tli1
. . . ∑
Tik ∈Tlik
∣ITi1 ∩ . . .∩ITik ∣ ≲
k
∏
s=1
22lis ⋅ s̃ize I0 1Eis ⋅ ∣I0 ∣.
If k = 1, the inequality is a consequence of the decomposition into trees, and was presented
in Section 5.2. If k ≥ 2, ∑
T ∈Tl1,...,ln+1
∣IT ∣ represents a k-dimensional volume, rather than
a “length”; the trees are k-dimensional and k functions are required for computing this
volume.
In order to prove (59), we can assume for simplicity that we sum upon collections
Tis ∈ Tlis satisfying ITi1 ⊇ . . . ITik (the general case reduces to this particular one, since the
collection of dyadic intervals is well-ordered). Then we have to estimate
∑
Ti1∈Tli1 ,...,Tik ∈Tlik
ITi1
⊇...⊇ITik
∣ITi1 ∩ . . . ∩ ITik ∣ = ∑
Ti1∈Tli1 ,...,Tik−1∈Tlik−1
ITi1
⊇...⊇ITik−1
∑
Tik∈Tlik
ITik
⊆ITik−1
∣ITik ∣.
For the last term, we have, due to Lemma 18:
∑
Tik∈Tlik
ITik
⊆ITik−1
∣ITik ∣ ≲ 22lik ∥fik ⋅ χ˜ITik−1 ∥
2
2 ≲ 22lik (s̃ize I01Eik ) ⋅ ∣ITik−1 ∣.
We repeat the procedure, summing now over the trees Tik−1 ∈ Tlik−1 , all of which have
spatial supports inside ITik−2 . Eventually, we obtain (59) since all the tiles in P(I0), and
in consequence all the trees, are localized on I0.
Hence, we get
∣ΛP(I0)(f1, . . . , fn+1)∣ ≲ ∑
l1,...,ln+1
2−l1 ⋅ . . . ⋅ 2−ln+1 ∏
1≤i1<...<ik≤n+1
( k∏
s=1
22lis ⋅ s̃ize I01Eis ⋅ ∣I0∣)θi1,...,ik
≲ ∑
l1,...,ln+1
2−l1(1−2α1) ⋅ . . . ⋅ 2−ln+1(1−2αn+1)
n+1
∏
j=1
(s̃ize I01Ej)αj ⋅ ∣I0∣,
where the αj are defined by formula (57). Recalling that 2
−lj ≲ s̃ize I01Elj , we deduce (56).
Remark:. The condition that k < n + 1
2
, which is indispensable in the proof, becomes evi-
dent in the estimate above: if we let l1 = . . . = ln+1 = l, then ∑
l1,...,ln+1
2−l1 ⋅. . .⋅2−ln+1 ∑
T ∈Tl1,...,ln+1
∣IT ∣
becomes
∑
l
2−l ⋅ . . . ⋅ 2−l ∑
T ∈Tl1,...,ln+1
∣IT ∣ ≲∑
l
2−(n+1)l ⋅ 22kl
n+1
∏
j=1
(s̃ize I01Ej)αj ⋅ ∣I0∣.
32 CRISTINA BENEA AND CAMIL MUSCALU
This expression can be finite only if k < (n + 1)/2.
6. Proof of Theorem 1
We want to prove vector-valued and sparse vector-valued estimates for the operator Tk.
Moreover, we want a sparse domination for ∥∥Tk(f⃗1, . . . , f⃗n)∥
L
R′
n+1 (W,µ)∥Lq(w), where w ≥ 0
is a locally integrable function. In the analysis, there is a natural division between the
Banach and the quasi-Banach case: that is, the case when 1 ≤ (rln+1)′ <∞∀1 ≤ l ≤ m and
that when (rl0n+1)′ < 1 for some 1 ≤ l0 ≤m. In the former situation, the space LR′n+1(W, µ) is
Banach, it has a dual, and the operator can be studied through the associated (n+1)-linear
form.
In the quasi-Banach case, our approach relies on methods developed in [BM17]: we
cannot use the multilinear form directly, but “dualization” (in a restricted-type sense)
through some Lr
j0 space is still possible. Further, we need to analyze separately the
situation when q ≤ rj0 ∶= min(1, min
1≤l≤m
(rln+1)′) and that when q > rj0 . The latter will be
deduced from the first one in Proposition 20.
We point out that for the sparse estimate (10) of Theorem 1, the case q = 1 is equivalent,
in the Banach case, to finding a sparse domination of the multilinear form, and it will be
detailed in the next section.
Also, in order to facilitate the presentation, in this section we simply denote the operator
Tk by T . Many of the results that we present here generalize to other operators, once the
corresponding local estimates are known.
6.1. The Banach case: 1 ≤ R′n+1 < ∞. Now we present the proof of Theorem 1, in the
Banach case, when q = 1. This will be done inductively, and in the end it is the scalar local
estimate (56) that implies both the vector-valued and the (vector-valued) sparse estimate.
In this situation, it suffices to study the multilinear form associated to the operator Tk.
We consider the tuple (α1, . . . , αn+1) as in (57) to be fixed. For any 1 ≤ j ≤ n + 1, let
Rj = (r1j , . . . , rm+1j ) be (m + 1)-tuples satisfying (8). We note that Rj = (r1j , R˜j), where R˜j
is an m-tuple (this will be useful in the inductive proof), and hence, the depth m+1-space
LRj(W, µ) will be denoted Xj , while X˜j will stand for the depth-m space LR˜j(W˜, µ˜) (and
m = 0 corresponds to the scalar case).
Assuming the depth-m localization result
(loc m) ∣Λm
P(I)(f⃗1, . . . , f⃗n+1)∣ ≲
n+1
∏
j=1
(s̃ize I1Ej)1−αj−ǫ ⋅ ∣I ∣,
that holds for any given interval I and any vector-valued functions f⃗1, . . . f⃗n+1 satisfying
∥f⃗j(x, ⋅)∥X˜j ≤ 1Ej for all 1 ≤ j ≤ n+ 1 (here E1, . . . ,En+1 are sets of finite measure), we will
prove the following inequalities:
(i) for any dyadic interval I0 and any vector-valued function g⃗1, . . . g⃗n+1 satisfying∥g⃗j(x, ⋅)∥Xj ≤ 1Gj for all 1 ≤ j ≤ n + 1, we have a depth-(m + 1) localization re-
sult:
(loc m + 1) ∣Λm+1
P(I0)(g⃗1, . . . , g⃗n+1)∣ ≲
n+1
∏
j=1
(s̃ize I01Gj)1−αj−ǫ ⋅ ∣I0∣
Remark:. The ǫ in (loc m + 1) might differ from the ǫ in (loc m), but in essence
it represents a very small loss.
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(ii) the operator T defined through the (n + 1) linear form in (5) satisfies the depth m
vector valued inequality:
(VV m) ∥T (f⃗1, . . . , f⃗n)∥
L
p′
n+1(R;X˜′n+1) ≲
n
∏
j=1
∥f⃗j∥Lpj (R;X˜j)
where the Lebesgue exponents satisfy (6), (7) and (8).
(iii) there exists a sparse collection S depending on f⃗1, . . . , f⃗n+1 and on s1, . . . , sn+1, so
that
(VV sparse m) ∣ΛP(f⃗1, . . . , f⃗n+1)∣ ≲ ∑
Q∈S
n+1
∏
j=1
( 1∣Q∣ ∫R ∥f⃗j(x, ⋅)∥
sj
X˜j
⋅ χ˜MQ dx)1/sj ⋅ ∣Q∣,
given that the Lebesgue exponents satisfy 1
sj
< 1 −αj ∀1 ≤ j ≤ n + 1.
The easiest inequality to prove is (VV sparse m); using Proposition 14, we obtain the
equivalent of (loc m) for general vector-valued functions, and then we just need to ap-
ply the stopping time described in Section 3. This inequality also implies (VV m) for
1 < p1, . . . , pn+1 ≤ ∞, just by making use of disjointness of the sets {EQ}Q∈S : assuming
(VV sparse m), we have that
∣ΛP(f⃗1, . . . , f⃗n+1)∣ ≲ ∑
Q∈S
n+1
∏
j=1
inf
y∈Q
Msj(∥f⃗j(x, ⋅)∥X˜j ) ⋅ ∣EQ∣
≲ ∫
R
n+1
∏
j=1
Msj(∥f⃗j(x, ⋅)∥X˜j )dx ≲
n+1
∏
j=1
∥f⃗j∥Lpj (R;X˜j),
which is true as long as sj < pj .
We are left with proving (loc m) ⇒ (loc m + 1). In the Banach case (that is, when all
Lebesgue exponents are contained inside (1,∞)), we present an approach that makes use
of a local version of the estimate (VV sparse m). In [BM16] however, we used a different
stopping time, as presented in Section 4.1; the implication (loc m) ⇒ (loc m + 1) can be
proved in a way that does not use the sparseness property explicitly, but here we want to
emphasize the connection between (VV m) and (VV sparse m).
Let G1, . . . ,Gn+1 be sets of finite measure, I0 a fixed dyadic interval, and g⃗1, . . . , g⃗n+1
vector-valued functions satisfying ∥g⃗j(x, ⋅)∥LRj (W,µ) ≤ 1Gj .
Since we argue by induction, we will denote by g⃗j,w1 the vector-valued function with
the w1 component fixed. We note that these functions also satisfy g⃗j,w1(x, w˜) = 1Gj(x) ⋅
g⃗j,w1(x, w˜), where w˜ = (w2, . . . ,wn+1). Then we use a local version of (VV sparse m),
which can easily be verified because our operator is local. Given g⃗1, . . . , g⃗n+1, G1, . . . ,Gn+1
as above, and I a dyadic interval, there exists a collection S(I) of sparse intervals contained
inside I so that
(sparse loc m)
∣ΛP(I)(g⃗1,w1 ⋅1G1 , . . . , g⃗n+1,w1 ⋅1Gn+1)∣ ≲
n+1
∏
j=1
(s̃ize I1Gj)
1
sj
− 1
τj ∑
Q∈S(I)
n+1
∏
j=1
( 1∣Q∣ ∫R ∥g⃗j,w1(x, ⋅)∥
τj
X˜j
⋅χ˜MQ dx)1/τj ⋅∣Q∣,
where
1
τj
< 1
sj
= 1−αj−ǫ for all 1 ≤ j ≤ n+1. Here the τj , upon which the sparse domination
depends (together with the functions g⃗j,w1), are so that
1
τj
<min ( 1
sj
,
1
r1j
) < 1 −αj .
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As before, by making use of the sparse property of the collection, we can prove that
∣ΛP(I)(g⃗1,w1 ⋅ 1G1 , . . . , g⃗n+1,w1 ⋅ 1Gn+1)∣ ≲
n+1
∏
j=1
(s̃ize I1Gj)
1
sj
− 1
τj ⋅
n+1
∏
j=1
∥∥g⃗j,w1(x, ⋅)∥X˜j ⋅ χ˜MI ∥Lr1j .
Since we make appear the maximal operator Mτj , these exponents have to be slightly
smaller than r1j ; so in fact the operatorial norm can be written as
n+1
∏
j=1
(s̃ize I01Gj)
1
sj
− 1
r1
j
−ǫ
,
similarly to what we would get by applying directly the helicoidal method.
Now we return to the (n + 1)-linear form:
∣ΛP(I0)(g⃗1, . . . , g⃗n+1)∣ = ∣∫
W1
ΛP(I0)(g⃗1,w1 ⋅ 1G1 , . . . , g⃗n+1,w1 ⋅ 1Gn+1)dw1∣
≲ ∫
W1
n+1
∏
j=1
(s̃ize I01Gj)
1
sj
− 1
r1
j
−ǫ
⋅
n+1
∏
j=1
∥∥gj,w1(x, ⋅)∥X˜j ⋅ χ˜MI0 ∥
L
r1
j
x
dw1.
By using Ho¨lder’s inequality and Fubini, we get that
∣ΛP(I0)(g⃗1, . . . , g⃗n+1)∣ ≲
n+1
∏
j=1
(s̃ize I01Gj)
1
sj
− 1
r1
j
−ǫ
⋅
n+1
∏
j=1
∥∥gj(x, ⋅)∥Xj ⋅ χ˜MI0 ∥
L
r1
j
x
≲
n+1
∏
j=1
(s̃ize I01Gj)
1
sj
−ǫ ⋅ ∣I0∣,
which is similar to (loc m + 1) since 1
sj
= 1 −αj − ǫ.
Remark:. If q < 1, the sparse domination estimate (10), in the Banach case, will be
discussed in the following section. We recall that the case q = 1 corresponds to the study of
the (n + 1)-linear form.
6.2. The quasi-Banach case. We consider separately the case when there exists 1 ≤ l0 ≤
m so that rl0n+1 < 1 (in this situation, rj0 < 1). The difference now is that we cannot obtain
the full range of exponents just by considering the (n+1)-linear form. Instead, we will use
certain inequalities similar to those in [BM17].
We look at the scalar case first, corresponding to m = 0. The estimates obtained for the
multilinear form imply immediately that
∥TI0(f1, . . . , fn) ⋅ 1E˜n+1∥1 ≲
n
∏
j=1
(s̃ize I01Ej)1−αj−ǫ ⋅ (s̃ize I01E˜n+1)1−αn+1−ǫ ⋅ ∣I0∣,
for functions f1, . . . , fn+1 satisfying ∣fj(x)∣ ≤ 1Ej(x) for all 1 ≤ j ≤ n. Here E1, . . . ,En, E˜n+1
are sets of finite measure.
Under the same assumptions, for any τ < 1, we get a “better” estimate:
∥TI0(f1, . . . , fn) ⋅ 1E˜n+1∥τ ≲
n
∏
j=1
(s̃ize I01Ej)1−αj−ǫ ⋅ (s̃ize I01E˜n+1)
1−αn+1−ǫ− 1τ ′ ⋅ ∣I0∣ 1τ .
Because of the exponent of s̃ize I0 1E˜n+1 ∶ 1 − αn+1 − ǫ −
1
τ ′ > 1 − αn+1 − ǫ (here τ ′ < 0),
this estimate is an improvement of what we could deduce by using the multilinear form
exclusively.
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The inductive multiple vector-valued inequalities that we obtain in this situation are the
following:
(60)
∥∥TI0(f⃗1⋅1E1 , . . . , f⃗n ⋅1En)∥LR′n+1 ⋅1E˜n+1∥p′n+1 ≲
n
∏
j=1
(s̃ize I01Ej)
1−αj−ǫ− 1pj ⋅(s̃ize I01E˜n+1)
1−αn+1−ǫ− 1pn+1 ⋅
n
∏
j=1
∥∥f⃗j∥X˜j ⋅χ˜MI0 ∥pj .
This applies to the case when p1, . . . , pn+1 satisfy (8); note that here p′n+1 < 1 and hence
its harmonic conjugate pn+1 is negative.
When the functions satisfy ∥f⃗j(x, ⋅)∥X˜j ≤ 1Ej , this becomes
(qB : m)
∥∥TI0(f⃗1, . . . , f⃗n)∥LR′n+1 ⋅1E˜n+1∥p′n+1 ≲
n
∏
j=1
(s̃ize I01Ej)1−αj−ǫ⋅(s̃ize I01E˜n+1)1−αn+1−ǫ−
1
pn+1 ⋅∣I0∣
1
p′
n+1 .
Using a stopping time as in section 4.1 or as in [BM17], we obtain
(qB VV m) ∥T (f⃗1, . . . , f⃗n)∥
L
p′
n+1(R;LR′n+1) ≲
n
∏
j=1
∥f⃗j∥Lpj (R;LRj ),
where the Lebesgue exponents p1, . . . , pn+1 and the m-tuples R1, . . . ,Rn+1 satisfy (8).
We are left with proving the sparse domination result (10). The inequality (qB : m) can
be extended to
(61) ∥∥TI0(f⃗1, . . . , f⃗n)∥LR′n+1 ⋅1E˜n+1∥τ ≲
n
∏
j=1
(s̃ize I01Ej)1−αj−ǫ ⋅(s̃ize I01E˜n+1)
1−αn+1− 1τ ′ −ǫ ⋅∣I0∣ 1τ ,
for any τ < 1. Note that in contrast the Lebesgue exponents p1, . . . , pn+1 in (60) have to
satisfy (7) and (8).
As a consequence of Proposition 13, provided ∥ ⋅ ∥τ
LR
′
n+1
is subadditive, the local estimate
from (61) can be put to use as in Section 3 (Proposition 14 extends also to the context
of multiple vector-valued Banach or quasi-Banach spaces; the multilinear form is replaced
by a quasi-norm in the second situation) to obtain a sparse domination: for any vector-
valued functions f⃗1, . . . , f⃗n so that ∥f⃗1(x, ⋅)∥X1 , . . . , ∥f⃗n(x, ⋅)∥Xn are locally integrable, and
any locally τ -integrable function v , there exists a sparse collection S of dyadic intervals
(depending on the functions f⃗j, v and on the Lebesgue exponents sj below) so that
(62)
∥∥T (f⃗1, . . . , f⃗n)∥LR′
n+1
⋅v∥τ
τ
≲ ∑
Q∈S
n
∏
j=1
( 1∣Q∣ ∫R ∥f⃗j(x, ⋅)∥
sj
Xj
⋅ χ˜MQ dx)
τ
sj ⋅( 1∣Q∣ ∫R ∣v(x)∣
sn+1 ⋅ χ˜MQ dx)
τ
sn+1 ⋅ ∣Q∣
for any sj so that
1
sj
< 1 − αj for all 1 ≤ j ≤ n, 1sn+1 < 1τ − αn+1.
Subadditivity is achieved if τ < rj0 ∶= min(1, min
1≤l≤m
(rl)′) (here we apply directly Propo-
sition 13 since ∥ ⋅ ∥rj0
L
R′
n+1
is subadditive), but it doesn’t hold in general. We can overcome
this situation by using the following proposition:
Proposition 20. Let T a multilinear operator, and Xj = LRj(W, µ)∀1 ≤ j ≤ n, Xn+1 =
LR
′
n+1(W, µ) multiple vector-valued spaces as above (that is, the Lebesgue exponents rlj, (rl)′
satisfy condition (8) for a fixed tuple (α1, . . . , αn+1)). Let τ ≥ rj0. Given functions f⃗1, . . . , f⃗n
so that ∥f⃗1(x, ⋅)∥X1 , . . . , ∥f⃗n(x, ⋅)∥Xn are locally integrable, and v any locally τ -integrable
function, there exists a sparse domination collection S of dyadic intervals (depending on
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the functions f⃗j, v and on the Lebesgue exponents sj, r
l
j , (rl)′ below) so that
∥∥T (f⃗1, . . . , f⃗n)∥Xn+1 ⋅v∥
τ
τ
≲ ∑
Q∈S
n
∏
j=1
( 1∣Q∣ ∫R ∥f⃗j(x, ⋅)∥
sj
Xj
⋅χ˜MQ dx)
τ
sj ⋅( 1∣Q∣ ∫R ∣v(x)∣
s˜n+1 ⋅χ˜MQ dx)
τ
s˜n+1 ⋅∣Q∣.
for any sj so that
1
sj
< 1 − αj for all 1 ≤ j ≤ n, 1s˜n+1 < 1τ − αn+1.
Proof. We lack subadditivity because τ > rj0 ; however, this means that we can dualize the
L
τ
rj0 norm. We start with the observation that
∥∥T (f⃗1, . . . , f⃗n)∥Xn+1 ⋅v∥
τ
τ
= ∥∥T (f⃗1, . . . , f⃗n)∥rj0Xn+1 ⋅vr
j0 ∥
τ
rj0
τ
rj0
= (∫
R
∥T (f⃗1, . . . , f⃗n)∥rj0Xn+1 ⋅vr
j0 ⋅udx) τrj0 ,
where u ∈ L( τrj0 )′ , with ∥u∥( τ
rj0
)′ = 1. Note that the function u depends on the previous
data (the function f⃗1, . . . , f⃗n, v, the Lebesgue exponents).
Moreover,
∫
R
∥T (f⃗1, . . . , f⃗n)∥rj0Xn+1 ⋅ vr
j0 ⋅ udx = ∥∥T (f⃗1, . . . , f⃗n)∥Xn+1 ⋅ v ⋅ u
1
rj0 ∥rj0
rj0
,
for which we can apply the sparse estimate for the exponent rj0 < 1. Then ∥∥ ⋅ ∥Xn+1∥rj0rj0 =
∥∥ ⋅ ∥
L
R′
n+1 ∥r
j0
rj0
is subadditive (by Proposition 7 of [BM17]) and we can deduce the sparse
domination
∥∥T (f⃗1, . . . , f⃗n)∥Xn+1 ⋅v⋅u
1
rj0 ∥rj0
rj0
≲ ∑
Q∈S
n
∏
j=1
( 1∣Q∣ ∫R ∥f⃗j(x, ⋅)∥
sj
Xj
⋅χ˜MQ dx)
rj0
sj ⋅( 1∣Q∣ ∫R ∣v(x)⋅u
1
rj0 ∣sn+1 ⋅χ˜MQ dx)
rj0
sn+1 ⋅∣Q∣,
where, in this case, sn+1 satisfies
1
sn+1
< 1
rj0
−αn+1.
Now we use Ho¨lder’s inequality for the Lsn+1 average, but we need to be cautious about
the Lebesgue exponents: we will have
( 1∣Q∣ ∫R ∣v(x) ⋅u
1
rj0 ∣sn+1 ⋅ χ˜MQ dx)
1
sn+1 ≤ ( 1∣Q∣ ∫R ∣v(x)∣
p1 ⋅ χ˜MQ dx)
1
p1 ⋅( 1∣Q∣ ∫R ∣u
1
rj0 ∣p2 ⋅ χ˜MQ dx)
1
p2 ,
where
1
sn+1
= 1
p1
+ 1
p2
and p2
rj0
< ( τ
rj0
)′. The latter condition (the necessity of which will be
made clear soon) is equivalent to
1
p2
> 1
rj0
− 1
τ
, so we can set
1
p2
= 1
rj0
− 1
τ
+ ǫ, where ǫ > 0
is arbitrarily small.
We also want to use Ho¨lder’s inequality for the spaces ℓ
τ
rj0 and ℓ
( τ
rj0
)′
, indexed after
the sparse collection of dyadic intervals S. In this way, we have
∥∥T (f⃗1, . . . , f⃗n)∥Xn+1 ⋅ v ⋅ u
1
rj0 ∥rj0
rj0
≲ ( ∑
Q∈S
n
∏
j=1
( 1∣Q∣ ∫R ∥f⃗j(x, ⋅)∥
sj
Xj
⋅ χ˜MQ dx)
τ
sj ⋅ ( 1∣Q∣ ∫R ∣v(x)∣
p1 ⋅ χ˜MQ dx)
τ
p1 ∣Q∣)
rj0
τ
⋅ ( ∑
Q∈S
( 1∣Q∣ ∫R ∣u(x)∣
p2
rj0 ⋅ χ˜MQ dx)
rj0
p2
⋅( τ
rj0
)′ ∣Q∣)
1
( τ
rj0
)′
.
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Using the sparseness properties of the collection S, the term on the last line can be
bounded by
∥M p2
rj0
(u)∥( τ
rj0
)′ ≲ ∥u∥( τ
rj0
)′ = 1,
since p2 was chosen so that
p2
rj0
< ( τ
rj0
)′. We need to observe that our choice of p2 implies
that
1
p1
= 1
sn+1
− 1
p2
= 1
sn+1
− 1
rj0
+ 1
τ
− ǫ.
Hence, if we set
1
s˜n+1
= 1
p1
= 1
sn+1
− 1
rj0
+ 1
τ
, then we have
1
s˜n+1
< 1
τ
− αn+1, which is what
we wanted.
As a matter of fact, we have obtained that
∥∥T (f⃗1, . . . , f⃗n)∥Xn+1 ⋅v∥
τ
τ
≲ ∑
Q∈S
n
∏
j=1
( 1∣Q∣ ∫R ∥f⃗j(x, ⋅)∥
sj
Xj
⋅ χ˜MQ dx)
τ
sj ⋅ ( 1∣Q∣ ∫R ∣v(x)∣
s˜n+1 ⋅ χ˜MQ dx)
τ
s˜n+1 ∣Q∣.

Remark:. We note that a consequence of Proposition 20 is that the Lsn+1 average of v
in the sparse domination of ∥∥T (f⃗1, . . . , f⃗n)∥
L
R′
n+1 ⋅ v∥qq, for q ≤ rj0, can be replaced by
an Ls˜n+1 average in the sparse domination of ∥∥T (f⃗1, . . . , f⃗n)∥
L
R′
n+1 ⋅ v∥ττ if τ > q, where
1
s˜n+1
= 1
sn+1
− 1
q
+ 1
τ
.
6.3. Weighted estimates. Using the Fefferman-Stein vector-valued inequality from Corol-
lary 2, we can deduce weighted estimates for the multiple vector-valued extensions of Tk.
Alternatively, weighted estimates can be deduced directly from the sparse form, which
would probably imply better quantitative estimates. Instead, we use the Fefferman-Stein
inequality, which is itself deduced from the sparse domination.
We recall the multi(sub)-linear maximal operator M⃗s1,...,sn , defined in (3) by
M⃗s1,...,sn(f1, . . . , fn)(x) ∶= sup
Q∋x
n
∏
j=1
( 1∣Q∣ ∫Q ∣fj(y)∣
sjdy) 1sj .
We use the inequality
∥∥Tk(f⃗1, . . . , f⃗n)∥
L
R′
n+1 ∥Lq(wq) ≲ ∥M⃗s1,...,sn(∥f⃗1(x, ⋅)∥LR1 , . . . , ∥f⃗n(x, ⋅)∥LRn )∥Lq(wq),
which holds true for s1, . . . , sn+1, q as in Corollary 2, provided w
q ∈ RH sn+1
q
.
Weighted estimates for M⃗s1,...,sn can be obtained, following closely the procedure in
[LOP+09b]. We have the following results:
Proposition 21. Let 1
n
< q ≤∞, 1 ≤ sj < qj ≤∞, 1 ≤ j ≤ n, and 1q = 1q1 + . . .+ 1qn . Let ν and
wj be weights (here we set wj ≡ 1 if pj =∞). Then the inequality
∥M⃗s1,...,sn(f1, . . . , fn)∥Lq,∞(ν) ≤ C
n
∏
j=1
∥fj∥Lqj (wj)
holds for any functions f1, . . . , fn if and only if
(63) sup
Q
(−∫
Q
ν) 1q n∏
j=1
(−∫
Q
w
−
sj
qj−sj
j )
1
sj
− 1
qj < +∞.
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Proof. For the necessity, we note that
Q ⊆ {x ∶ M⃗s1,...,sn(f1, . . . , fn)(x) >
n
∏
j=1
(−∫
Q
∣fj ∣sj)
1
sj },
and hence
(−∫
Q
ν) 1q n∏
j=1
(−∫
Q
∣fj ∣sjdx)
1
sj ≤ C (−∫
Q
∣fj ∣qj wjdx )
1
qj .
Picking fj = w
1
sj−qj
j so that ∣fj ∣sj = ∣fj ∣qjwj , we obtain (63), since Q was arbitrary.
We adapt the proof from [LOP+09b] in order to show sufficiency. A straightforward
application of Ho¨lder’s inequality yields that
M⃗s1,...,sn(f1, . . . , fn)(x) ≤ sup
Q
(−∫
Q
ν)1q n∏
j=1
(−∫
Q
w
−
sj
qj−sj
j )
1
sj
− 1
qj ⋅
n
∏
j=1
Mν(∣fj ∣qj wj
ν
)
1
qj .
Ho¨lder’s inequality for weak Lp spaces and the boundedness of the weighted maximal
operator Mν imply the Lq1(w1) × . . . × Lqn(wn) → Lq,∞(w) boundedness of M⃗s1,...,sn .
Whenever qj = ∞, the L∞ norm of fj is set on the side, and the problem reduces to the
study of an (n − 1)-linear maximal operator. 
Remark:. Since our study of the Tk operators is focusing on L
p1 × . . . × Lpn ↦ Lp′n+1 for
1 < p1, . . . , pn ≤∞, we only consider the boundedness of M⃗s1,...,sn operators on Lq1×. . .×Lqn
for qj > sj: for simplicity, we leave out the case qj = sj.
However, the operators Tk and their vector-valued extensions are controlled by M⃗s1,...,sn
in Lq norms and we need a strong-type version of the above result. We continue on following
[LOP+09b] and adapt the definitions therein:
Definition 12. Let 1 ≤ sj < qj ≤∞. Given w⃗ = (w1, . . . ,wn), we set νw⃗ ∶=
n
∏
j=1
w
q
qj
j . We say
that w⃗ satisfies the Aq⃗,s⃗ condition if
(64) sup
Q
(−∫
Q
νw⃗)
1
q
n
∏
j=1
(−∫
Q
w
−
sj
qj−sj
j )
1
sj
− 1
qj < +∞.
We denote the quantity in (64) [w1, . . . ,wn]Aq⃗,s⃗ .
Notation:. Above and everywhere else, whenever qj = ∞, it should be understood that
wj ≡ 1.
Then we have the strong-type boundedness of M⃗s1,...,sn :
Proposition 22. Let 1 ≤ sj < qj ≤∞, 1 ≤ j ≤ n, and 1q = 1q1 + . . . + 1qn . Let w⃗ = (w1, . . . ,wn)
be a vector weight. Then the inequality
∥M⃗s1,...,sn(f1, . . . , fn)∥Lq(νw⃗) ≤ C
n
∏
j=1
∥fj∥Lqj (wj)
holds for any functions f1, . . . , fn if and only if w⃗ satisfies the Aq⃗,s⃗ condition.
The proof of the above Proposition (the details of which are left to the interested reader)
is based on a reverse Ho¨lder property of each of the weights making up the vector weight
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(see Theorem 3.6 in [LOP+09b] and Lemma 3.2 in [LMO18]). This would yield, for some
α < 1
M⃗s1,...,sn(f1, . . . , fn)(x) ≤ C ⋅
n
∏
j=1
Mνw⃗((∣fj ∣qj wjνw⃗ )
α)
1
qjα ,
and such an inequality, together with the strong boundedness of the weighted (sub-)linear
maximal function Mνw⃗ implies the result in Proposition 22.
In fact, for proving the boundedness of M⃗s1,...,sn we need a simpler version than Lemma
23 below. However, we will see that the vector weight condition (64) pairs with a certain
reverse Ho¨lder condition to yield the assumption (12) of Corollary 3. Hence the required
result is similar to Lemma 3.2 from [LMO18].
Lemma 23. Let w⃗ = (w1, . . . ,wn) be a vector weight as above. Then
(65) sup
Q
(−∫
Q
ν
β
q
w⃗
) 1β n∏
j=1
(−∫
Q
w
−
βj
qj
j )
1
βj <∞
if and only if ν
β
q
w⃗ ∈ At with t = 1 + β(
n
∑
i=1
1
βi
) and for every 1 ≤ j ≤ n, w−
βj
qj
j ∈ Atj where
tj = 1 + βj( 1
β
+∑
i≠j
1
βi
). Moreover, if we denote by C the expression in (65), we have
[νw⃗]At ≤ Cβ and [w
−
βj
qj
j ]Atj ≤ C
βj .
Proof. We only prove the direct implication, the reverse being an easy consequence of
Ho¨lder’s inequality. Fix 1 ≤ j ≤ n. We want to prove that
−∫
Q
w
−
βj
qj
j ⋅ (−∫
Q
w
βj
qj
(t′j−1)
j )(tj−1) ≤ Cβj .
First, note that w
βj
qj
(t′j−1)
j =
n
∏
i=1
w
βi
qi
(t′i−1)
i ⋅
n
∏
i=1
i≠j
w
−
βi
qi
(t′i−1)
i , for numbers t
′
i that are to be
determined if i ≠ j. We will also need certain Lebesgue indices r1, . . . , rn satisfying the
Ho¨lder condition 1
r1
+ . . . + 1
rn
= 1. With these, we have
−∫
Q
w
βj
qj
(t′j−1)
j dx ≤ (−∫
Q
n
∏
i=1
w
βi
qi
rj (t′i−1)
i )
1
rj ⋅
n
∏
i=1
i≠j
(−∫
Q
w
−
βi
qi
ri (t′i−1)
i )
1
ri .
Now we want to choose the Lebesgue exponents so that
βi
qi
rj (t′i − 1) = qqi ⋅
β
q
for all 1 ≤ i ≤ n, βi
qi
ri (t′i − 1) = βiqi for all 1 ≤ i ≤ n, i ≠ j.
Such a choice is possible provided ri = rj βi
β
for i ≠ j and rj = β (tj−1)βj . Moreover, the
condition
n
∑
i=1
1
ri
= 1 determines tj uniquely: it is given by tj = 1 + βj( 1
β
+∑
i≠j
1
βi
). In order
to prove the desired estimate [w−
βj
qj
j ]Atj ≤ C
βj , we only need to check that
tj − 1
rj
= βj
β
and
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tj − 1
ri
= βj
βi
, which are immediate consequences of the above choices. The estimate for ν
β
q
w⃗
is very similar and we skip the details. 
Now we are ready to deduce the weighted estimates for Tk.
Proof of Corollary 3. The exponents s1, . . . , sn, sn+1 satisfy, for α1, . . . , αn+1 given by (57)
1
sj
< 1 −αj for all 1 ≤ j ≤ n, 1
sn+1
< 1
q
−αn+1.
The Fefferman-Stein inequality from Corollary 2 implies, under the assumption that wq ∈
RH sn+1
q
, that
∥∥Tk(f⃗1, . . . , f⃗n)∥
L
R′
n+1 ∥Lq(wq) ≲ ∥M⃗s1,...,sn(∥f⃗1(x, ⋅)∥LR1 , . . . , ∥f⃗n(x, ⋅)∥LRn )∥Lq(wq),
while Proposition 22 implies that
∥M⃗s1,...,sn(f1, . . . , fn)∥Lq(νw⃗) ≤ C
n
∏
j=1
∥fj∥Lqj (wqjj ),
if the Aq⃗,s⃗ condition is satisfied for the vector weight w⃗ = (wq11 , . . . ,wqnn ).
Hence we need to check that (12) implies that
(66) wq ∈ RH sn+1
q
and w⃗ = (wq11 , . . . ,wqnn ) ∈ Aq⃗,s⃗.
We note that in this case νw⃗ = (w1 ⋅ . . . ⋅ wn)q = wq. Our main tool is Lemma 23: we
apply it with β = sn+1 and βj = qj sjqj−sj to the joint vector weight condition (12)
sup
Q
(−∫
Q
wsn+1) 1sn+1 n∏
j=1
(−∫
Q
w
− 11
sj
− 1qj
j )
1
sj
− 1
qj <∞.
We obtain that
(67) (wq) sn+1q ∈ A
1+
sn+1
q
( n∑
i=1
q
βi
), w
−βj
j ∈ Atj = A1+βj( 1sn+1 +∑i≠j 1βi ).
But the condition (wq) sn+1q ∈ A
1+
sn+1
q
( n∑
i=1
q
βi
) is equivalent to w
q ∈ RH sn+1
q
∩ A
1+q( n∑
i=1
1
βi
)
(here we use that v ∈ Ap ∩RHs ⇔ vs ∈ As(p−1)+1). Hence we obtain
(68) wq ∈ RH sn+1
q
and wq ∈ A
1+q( n∑
i=1
1
βi
).
We are left with checking that w⃗ ∈ Aq⃗,s⃗, and for that we use again Lemma 23, but in the
reverse direction. In this case β˜ = q, β˜j = βj = qj sjqj−sj , and
t˜ = 1 + β˜( n∑
i=1
1
β˜i
) = 1 + q( n∑
i=1
1
βi
), t˜j = 1 + β˜j( 1
β˜
+∑
i≠j
1
β˜i
) = 1 + βj(1
q
+∑
i≠j
1
βi
).
Lemma 23 implies that w⃗ ∈ Aq⃗,s⃗ provided
νw⃗ = wq ∈ At˜ = A
1+q( n∑
i=1
1
βi
), w
−βj ∈ At˜j .
The first condition was deduced in (68), while the second one follows from (67) since t˜j > tj
(due to the fact that 1
sn+1
< 1
q
− αn+1 < 1q ) and Atj ⊂ At˜j . Therefore the multi(sub-)linear
operator does satisfy the weighted estimates we wanted.
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
We remark that weighted estimates for vector weights satisfying (12) can also be deduced
directly from the sparse domination.
6.4. The case k = 0. Of particular importance is the case k = 0. In this situation, the
operator T of Theorem 1 is a multilinear Fourier multiplier, as introduced by Coifman
and Meyer [CM97]. Weighted estimates for multilinear Caldero´n-Zygmund operators were
achieved in [LN15], by proving a pointwise sparse domination, which allowed the authors
to treat directly the quasi-Banach case as well.
We note that a rank-0 collection of tiles is one which has 0 degrees of freedom in frequency;
that means, the tiles are completely characterized by their spatial interval. For that reason,
we can index the tiles after a collection I of dyadic intervals.
In the scalar case, that is, when m = 0, q = 1, we recover the sparse estimates of [LN15]
by examining the (n + 1)-linear form. In the Banach case, the localization result can be
obtained directly for general functions, with L1 sizes (here we have αj = 0):
(loc m) ∣ΛP(I0)(f1, . . . , fn+1)∣ ≲
n+1
∏
j=1
(s̃ize I0 ∣fj ∣) ⋅ ∣I0∣.
To see this, it is enough to observe in the proof of Theorem 19 that Lemma 18 can be
replaced by the following decomposition algorithm:
Lemma 24. If P is a rank-0 collection of tiles with size P(⟨f,φP ⟩) ≤ λ, then there exists
a decomposition P = P′ ∪ P′′ so that size P′(⟨f,φP ⟩) ≤ λ2 and P′′ is a union T = ⋃
T ∈T
T of
disjoint trees so that
∑
T ∈T
∣IT ∣ ≲ λ−1∥f∥1.
Proof. The proof is basically contained in Lemma 2.10 and Lemma 2.14 of [MS13]. 
For the quasi-Banach case, when τ < 1, the localization estimate is
(69) ∥T (f1, . . . , fn) ⋅ v∥τ ≲
n
∏
j=1
(s̃ize I0fj) ⋅ (s̃ize τI0v) ⋅ ∣I0∣
1
τ .
If v is a characteristic function, the result has already appeared in [BM17], and the general
case follows as in Proposition 35 of the later Section 7.5, by writing v = v1 ⋅ v2, where
v1 ∈ L1loc and v2 ∈ Lτ0loc, with 1 <
1
τ
= 1 + 1
τ0
.
This further implies the sparse estimate (which depends on the locally integrable func-
tions f1, . . . , fn, v
τ ):
∥T (f1, . . . , fn) ⋅ v∥ττ ≲ ∑
Q∈S
n
∏
j=1
( 1∣Q∣ ∫R ∣fj ∣ ⋅ χ˜
M
Q dx)τ( 1∣Q∣ ∫R ∣v(x)∣
τ ⋅ χ˜MQ dx) ⋅ ∣Q∣,
which is very similar to the quasi-Banach case presentation in [LN15].
Reasoning as in Proposition 20, we can prove, for q > 1 and any ǫ > 0, the sparse
domination
∥T (f1, . . . , fn) ⋅ v∥qq ≲ ∑
Q∈S
n
∏
j=1
( 1∣Q∣ ∫R ∣fj ∣ ⋅ χ˜
M
Q dx)q( 1∣Q∣ ∫R ∣v(x)∣
q+ǫ ⋅ χ˜MQ dx)
q
q+ǫ ⋅ ∣Q∣,
where the collection S of dyadic intervals depends on the functions f1, . . . , fn, v and on the
Lebesgue exponent q.
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In the general depth-m case, we are short of obtaining a similar result. An argument
similar to that presented in the proof of Theorem 1 yields a sparse domination of the
multilinear form involving L1+ǫ averages for all functions involved. Using the more careful
argument of Section 7.5, we can in fact allow “most of the averages” to be in L1. This will
be made precise later.
Nevertheless, if all the Lebesgue exponents rlj are strictly between 1 and ∞ (so we are
in the case of reflexive Banach spaces), we can obtain directly a localization result with L1
vector-valued averages which entails, in the case q = 1, a sparse domination result with L1
averages.
Proposition 25. If Xj = LRj(W, µ) are multiple vector-valued spaces with 1 < rlj <∞ for
all 1 ≤ l ≤m,1 ≤ j ≤ n+1, we have, for the (n+1)-linear form of a vector-valued multilinear
Fourier multiplier:
(70) ∣ΛP(I0)(f⃗1, . . . , f⃗n+1)∣ ≲
n+1
∏
j=1
(s̃ize I0∥f⃗j(x, ⋅)∥Xj ) ⋅ ∣I0∣.
Proof. We present the proof in the particular case when n = 2, m = 1, but the generalization
is routine. We note that we can write the trilinear form as
ΛP(I0)(f⃗ , g⃗, h⃗) =∑
k
∑
I∈I
I⊆I0
1
∣I ∣ 12 ⟨fk, ϕI⟩⟨gk, ψI⟩⟨hk, ψI⟩,
where {ψI}I are lacunary and {ϕI}I are “overlapping” families of L2-adapted wave packets
associated to the collection I. In the general case of a (n + 1)-linear form, we have at least
two lacunary families. The lacunarity condition implies that
SI0(g)(x) ∶= ( ∑
I∈I
I⊆I0
∣⟨g,ψI ⟩∣2
∣I ∣ ⋅ 1I(x))
1
2
defines a discretized square function as in Chapter 2.3 of [MS13]. Similarly,
f ↦ sup
I∈I
I⊆I0
∣⟨f,ϕI⟩∣
∣I ∣ 12
plays the role of a maximal operator.
If the vector spaces involved are ℓr1 , ℓr2 , ℓr3 , with
1
r1
+ 1
r2
+ 1
r3
= 1, we have the estimate
∣∑
k
∑
I∈I
I⊆I0
1
∣I ∣ 12 ⟨fk, ϕI⟩⟨gk, ψI⟩⟨hk, ψI⟩∣
= ∣∫
R
∑
k
∑
I∈I
I⊆I0
⟨fk, ϕI⟩
∣I ∣ 12 ⋅ 1I(x)
⟨gk, ψI⟩
∣I ∣ 12 ⋅ 1I(x)
⟨hk, ψI⟩
∣I ∣ 12 ⋅ 1I(x)dx∣
≲ ∫
R
(∑
k
∣ sup
I∈I
I⊆I0
∣⟨fk, ϕI⟩∣
∣I ∣ 12 ⋅ 1I0(x)∣
r1)
1
r1
⋅ (∑
k
( ∑
I∈I
I⊆I0
∣⟨gk, ψI⟩∣2
∣I ∣ ⋅ 1I(x))
r2
2 )
1
r2 ⋅ (∑
k
( ∑
I∈I
I⊆I0
∣⟨hk, ψI⟩∣2
∣I ∣ ⋅ 1I(x))
r3
2 )
1
r3 dx
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The first term, corresponding to the maximal operator, can be bounded pointwise by
(∑
k
∣ inf
y∈I0
M(fk ⋅ χ˜MI0 )(y)∣
r1)
1
r1 ≲ 1∣I0∣ ∥(∑k ∣M(fk ⋅ χ˜
M
I0
)∣r1)
1
r1 ∥
1,∞
.
Invoking the weak-type (1,1) Fefferman-Stein inequality, we can estimate this by
1
∣I0∣ ∥(∑k ∣fk ∣
r1) 1r1 ⋅ χ˜MI0 ∥1 ≲ s̃ize I0∥f⃗∥ℓr1 .
Hence
∣ΛP(I0)(f⃗ , g⃗, h⃗)∣ ≲ s̃ize I0∥f⃗∥ℓr1 ⋅ 1∣I0∣ 12
∥(∑
k
( ∑
I∈I
I⊆I0
∣⟨gk, ψI⟩∣2
∣I ∣ ⋅ 1I(x))
r2
2 )
1
r2 ∥
2
⋅ 1∣I0∣ 12
∥(∑
k
( ∑
I∈I
I⊆I0
∣⟨hk, ψI⟩∣2
∣I ∣ ⋅ 1I(x))
r3
2 )
1
r3 ∥
2
⋅ ∣I0∣.
So we have, for each of the functions g⃗ and h⃗, an L2 average of the vector-valued square
function. Using a vector-valued John-Nirenberg inequality (a straightforward generaliza-
tion of Theorem 2.7 of [MS13]), we can obtain a “weak L1 average”:
sup
I ′⊆I0
1
∣I ′∣ 12 ∥(∑k ( ∑I∈I
I⊆I ′
∣⟨gk, ψI⟩∣2
∣I ∣ ⋅1I(x))
r2
2 )
1
r2 ∥
2
∼ sup
I ′⊆I0
1
∣I ′∣ ∥(∑k ( ∑I∈I
I⊆I ′
∣⟨gk, ψI⟩∣2
∣I ∣ ⋅1I(x))
r2
2 )
1
r2 ∥
1,∞
.
If 1 < r2 < ∞, the ℓr2-valued square function is a bounded operator from L1 into L1,∞,
so in the end we get (70). 
From the proof above, it is clear that, as long as they are not associated to the lacunary
directions (i.e. to one of the two square functions), we can allow the Lebesgue exponents
rlj to be equal to ∞. But in the general depth-m case, when we let 1 < rlj ≤ ∞, we have,
as announced in Theorem 5, the following: for any ǫ > 0 and any vector-valued functions
f⃗1, . . . , f⃗n+1 so that ∥f⃗j(x, ⋅)∥Xj are locally integrable, there exists a sparse collection S
depending on the functions f⃗j for which
∣ΛP(f⃗1, . . . , f⃗n+1)∣ ≲ ∑
Q∈S
n+1
∏
j=1
( 1∣Q∣ ∫R ∥f⃗j(x, ⋅)∥
1+δj
Xj
⋅ χ˜MQ dx)
1
1+δj ⋅ ∣Q∣,
where δj ∈ {0, ǫ}, and we can arrange that at most m of the δj ≠ 0. However, if δj ≠ 0,
then j is an index so that in the multiple vector space Xj = LRj(W, µ) there are no L∞
involved: rlj <∞ for all 1 ≤ l ≤m.
As mentioned before, this follows from an analysis similar to that of Section 7.5. In the
scalar case, when m = 0, we can obtain directly a sparse domination with only L1 averages.
For m = 1, the result with at most one L1+ǫ average follows from the estimate
∣ΛP(I0)(f, f11 ⋅ f21 , . . . , f1n ⋅ f2n)∣ ≲ s̃ize r+ǫI0 (1F ) ⋅ ∣F ∣
1
r′ ⋅
n
∏
k=1
(s̃ize r′kI0f1k) ⋅ ∥f2k ∥rk ,
where ∣f(x)∣ ≤ 1F , 1
r1
+ . . . + 1
r2
= 1
r
, and 1 < r < ∞, 1 < rk < ∞. Then we deduce the
vector-valued local result, as in Proposition 37, leaving intact the sizes corresponding to
ℓ∞, if there are any. In would be interesting to understand whether a multiple vector-
valued sparse domination with L1 averages can be obtained in the general case, when L∞
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spaces are allowed. However, it was noticed in [LN15] that weighted estimates involving
L∞ spaces can still be deduced from a sparse domination with exponents strictly between
1 and ∞, by a careful passage to the limit.
In the quasi-Banach case, if n = 2, we can prove using (69) that the operator
f ↦ TI0(f ⋅ 1F , g1 ⋅ g2)
maps Lr1,1 into Lr(w), with an operatorial norm equal to
(s̃ize I01F )
1
r′
1
−ǫ ⋅ (s̃ize r′2I0g1) ⋅ (s̃ize I0w)
1
r ∥g2 ⋅ χ˜MI0 ∥r2 ,
where w ≥ 0 is a fixed locally integrable function and 1 < r1, r2 ≤∞, 1
r1
+ 1
r2
= 1
r
> 1. Since
r < 1, we cannot have r1 = ∞ or r2 = ∞. For n ≥ 3, L∞ spaces could appear, and in that
situation the analysis is similar to the Banach case described earlier.
Using interpolation (for example, Theorem 1.4.19 of [Gra08]), with r2 fixed, we get that
∥TI0(f ⋅ 1F , g1 ⋅ g2) ⋅w 1r ∥rr ≲ [(s̃ize I01F )
1
r′
1
−ǫ ⋅ (s̃ize r′2I0g1) ⋅ (s̃ize I0w)
1
r ]r∥f ⋅ χ˜MI0 ∥rr1 ⋅ ∥g2 ⋅ χ˜MI0 ∥rr2 .
As in Proposition 37, this can be used for proving, for vector-valued functions f⃗ =
{fk}, g⃗ = {gk} so that ∥f⃗(x)∥ℓr1 , ∥g⃗(x)∥ℓr2 are locally integrable, that
∥(∑
k
∣TI0(fk, gk)∣r)
1
r ⋅ v∥τ
τ
≲ (s̃ize 1+ǫI0 ∥f⃗∥ℓr1)τ ⋅ (s̃ize I0∥g⃗∥ℓr2)τ ⋅ (s̃ize I0 ∣v∣τ ) ⋅ ∣I0∣.
If ∥ ⋅ ∥τ
L
R′
n+1
is subadditive (a sufficient condition is that τ < rj0), this generalizes to
n-linear Caldero´n-Zygmund operators, yielding eventually the sparse domination
(71) ∥∥T (f⃗1, . . . , f⃗n)∥
L
R′
n+1
⋅ v∥τ
τ
≲ ∑
Q∈S
n
∏
j=1
( 1∣Q∣ ∫R ∥f⃗j(x, ⋅)∥
(1+δj)
X˜j
⋅ χ˜MQ dx)
τ
1+δj ( 1∣Q∣ ∫R ∣v(x)∣
τ ⋅ χ˜MQ dx) ⋅ ∣Q∣,
where δj ∈ {0, ǫ}, with at most m of the δj ≠ 0 (in this respect, the situation is similar
to the Banach case: the L1+ǫ averages cannot correspond to multiple vector-valued spaces
involving L∞).
In the usual manner, the sparse domination result is to be read as: there exists a sparse
family S of dyadic intervals, which depends on the functions f⃗1, . . . , f⃗n and v, so that (71)
holds.
Remark:. A careful inspection of the proof of Proposition 38 reveals that it is essential to
have at least one restricted-type function in the estimation of the multilinear form. Also, in
order to sum up the averages, we need to lose a bit of information by performing a stopping
time in 1F with respect to L
r1−ǫ.
For q > rj0 , we have similarly, the sparse domination
∥∥T (f⃗1, . . . , f⃗n)∥
L
R′
n+1
⋅ v∥q
q
≲ ∑
Q∈S
n
∏
j=1
( 1∣Q∣ ∫R ∥f⃗j(x, ⋅)∥
(1+δj)
X˜j
⋅ χ˜MQ dx)
q
1+δj ( 1∣Q∣ ∫R ∣v(x)∣
q+ǫq ⋅ χ˜MQ dx)
q
q+ǫq ⋅ ∣Q∣.
Lastly, we present a proof of Corollary 6, the Fefferman-Stein inequality for T0, which
follows immediately from the sparse domination above. Let 0 < p < ∞, and w ∈ A∞. The
A∞ assumption appears twice in the argument: first for invoking a reverse Ho¨lder property,
and second for deducing that EQ ⊆ Q, ∣EQ∣ ≥ η∣Q∣⇒ w(EQ) ≥ η˜ w(Q).
Let (R1, . . . ,Rn,R′n+1) be m-tuples so that 1 < rlj ≤ ∞ for all 1 ≤ l ≤ m,1 ≤ j ≤ n,
1
2
< (rln+1)′ < ∞. Then if p < rj0 , we have the sparse domination, which depends on the
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functions and the Lebesgue exponents:
∫
R
∥T (f⃗1, . . . , f⃗n)∥p
L
R′
n+1
w(x)dx ≲ ∑
Q∈S
n
∏
j=1
( 1∣Q∣ ∫Q ∥f⃗j(x, ⋅)∥
(1+δj)
X˜j
dx) p1+δj ( 1∣Q∣ ∫Qw(x)dx)⋅∣Q∣.
The sparseness property of the intervals implies the existence of mutually disjoints sub-
sets EQ ⊆ Q with ∣EQ∣ ≥ η∣Q∣ and hence w(EQ) ≥ η˜ w(Q), which yields
∫
R
∥T (f⃗1, . . . , f⃗n)∥pLR′n+1w(x)dx ≲ ∑
Q∈S
inf
x∈EQ
M⃗1+δ1,...,1+δn(∥f⃗1(y, ⋅)∥LR1 , . . . , ∥f⃗n(y, ⋅)∥LRn ))p(y) ⋅w(EQ)
≲ ∫
R
∣M⃗1+δ1,...,1+δn(∥f⃗1(x, ⋅)∥LR1 , . . . , ∥f⃗n(x, ⋅)∥LRn ))(x)∣
p
w(x)dx.
If p > rj0 , the L1 average of w is replaced by an L1+ǫp average, where ǫp can be as small
as we wish. Since w ∈ A∞, it satisfies a reverse Ho¨lder inequality: there exists ǫ > 0 so that
(−∫
Q
w1+ǫ) 11+ǫ ≲ −∫
Q
w, for all intervals Q.
Hence we obtain again the same estimate as above.
The Fefferman-Stein inequalities for operators Tk of Theorem 1 or for Carleson and
variational Carleson operators can be proved similarly.
7. Another study case: Carleson and variational Carleson operators
7.1. The Carleson operator. Before studying the variational Carleson operator Cvar,r,
we briefly describe the procedure for obtaining vector-valued or sparse estimates for the
more classical Carleson operator, which is defined by
(72) Cf(x) ∶= sup
N
∣∫
ξ<N
fˆ(ξ)e2πixξdξ∣.
Its boundedness on Lp, together with a transference principle, implies a.e. convergence
of Fourier series in Lp(T).
The operator C can be linearized by introducing the function N(x) which attains the
sup in (72), of which nothing is known. Furthermore, the condition ξ < N(x) is replaced
by
there exists a dyadic interval ω so that ξ ∈ ωleft and N(x) ∈ ωright.
As a consequence, the study of C is replaced by that of its model operator
CP(x) ∶= ∑
P ∈P
⟨f,φP ⟩φP (x)1{x∶N(x)∈ωP2} ∶= ∑
P ∈P
⟨f,φP ⟩φ˜P (x),
where P is a collection of bitiles P = (IP ×ωP1, IP ×ωP2) (here ωP1 and ωP2 are the left half
and right half of the dyadic interval ωP ).
We need to introduce a new type of size, which captures the behavior of the functions
φ˜P (x). Here we follow the presentation in [MS13].
Definition 13. If P and P ′ are distinct bitiles, we say that P ≤ P ′ if IP ⊆ IP ′ and ωP ′ ⊆ ωP .
Also, we denote by P¯ the collection of all possible dyadic bitiles in the plane. If the
collection P(I0) is localized in space onto a certain dyadic interval I0, then P¯(I0) denotes
the collection of all possible dyadic bitiles P in the plane with IP ⊆ 3I0.
Definition 14. If P is a finite collection of bitiles, then
size P(⟨g, φ˜P ⟩) ∶= sup
P ∈P
sup
P ′∈P¯
P ′≥P
1
∣I ′P ∣ ∫R ∣g(x)∣χ˜
M
IP ′ (x) ⋅ 1{x∶N(x)∈ωP ′}dx.
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Here we use the classical proof of the boundedness of C as a black box, but it will be
enough to consider a simpler size , which is larger than the one we introduced above:
size P(⟨g, φ˜P ⟩) ≲ s̃ize ∗P(g) ∶= sup
P ∈P
sup
P ′∈P¯
P ′≥P
1
∣I ′P ∣ ∫R ∣g(x)∣ ⋅ χ˜
M
IP ′ (x)dx.
The proof of [MS13] relies on a quantity dual to the size, called energy. We can avoid to
overtly use the ‘energy’, but we refer the interested reader to Chapter 7 of [MS13]. Instead,
we use directly the estimate
Proposition 26 (Proposition 7.7 from [MS13]). If P is a finite collection of bitiles, and f
and g are measurable functions, then
∥∫
R
CP(f)(x)g(x)dx∥ ≲ (s̃ize Pf)θ1 ⋅ (s̃ize ∗P(g))θ2 ⋅ ∥f∥1−θ12 ⋅ ∥g∥1−θ21
for any 0 ≤ θ1 < 1,0 < θ2 ≤ 12 with θ1 + 2θ2 = 1.
In order to obtain vector-valued or sparse estimates for CP, we need to work with the
localized bilinear form. Here we use the fact that the energy corresponding to g is an L1
quantity, so for g we don’t need to use restricted-type functions.
Lemma 27. If P is a finite collection of bitiles, I0 is a fixed dyadic interval, f and g are
measurable functions so that ∣f(x)∣ ≤ 1F (x), then we have
∣ΛC;P(I0)(f, g)∣ ≲ (s̃ize I01F )
1+θ1
2 ⋅ (s̃ize ∗I0g)1 ⋅ ∣I0∣,
for any 0 ≤ θ1 < 1.
Using the techniques presented in the previous sections, we get the following sparse
domination for CP:
Proposition 28. If P is a finite collection of bitiles, and f and g are locally integrable
functions, then for any ǫ > 0 there exists a sparse collection S of dyadic intervals so that
∣ΛCP(f, g)∣ ≲ ∑
Q∈S
( 1∣Q∣ ∫R ∣f(x)∣
1+ǫ ⋅ χ˜MQ (x)dx)
1
1+ǫ ⋅ ( 1∣Q∣ ∫R ∣g(x)∣ ⋅ χ˜
M
Q (x)dx) ⋅ ∣Q∣.
By applying Proposition 6.4. of [BFP16], we recover the known weighted estimates for
the Carleson operator: for any ǫ > 0 and any 1 < p <∞,
C ∶ Lp(w) → Lp(w) for all w ∈ Ap/1+ǫ,
with an operatorial norm
∥C∥Lp(w)→Lp(w) ≲ [w]max(
1
p−1−ǫ ,1)
A p
1+ǫ
.
We recall that weighted estimates for the Carleson operator were proved in [DPL14]. Sparse
vector-valued estimates were also proved in [Bel18].
The multiple vector-valued and sparse vector-valued estimates that we can get for C are
the following:
Theorem 29. If R = (r1, . . . , rm) is an m-tuple with 1 < rj <∞, then we have
C ∶ Lp(R;LR(W, µ)) → Lp(R;LR(W, µ))
SPARSE DOMINATION VIA THE HELICOIDAL METHOD 47
for all 1 < p <∞. Moreover, for any q > 0, ǫ, ǫq > 0, any f⃗ multiple vector-valued functions
with ∥f(x, ⋅)∥LR(W,µ)locally integrable and any locally q-integrable function v, there exists a
sparse collection S so that
∥∥CP(f⃗)∥LR(W,µ)⋅v∥qq ≲ ∑
Q∈S
( 1∣Q∣ ∫R ∥f(x, ⋅)∥
1+ǫ
LR(W,µ)⋅χ˜MQ (x)dx)
q
1+ǫ ⋅( 1∣Q∣ ∫R ∣v(x)∣
q+ǫq ⋅χ˜MQ (x)dx)
q
q+ǫq ⋅∣Q∣.
If q ≤ 1, we can take ǫq = 0.
Remark:. The proof of the vector-valued or sparse estimates follows the same ideas from
Sections 3 and 5, and we leave the details to the interested reader.
For the operator of Theorem 1, conditions (8) point to an open range of Lebesgue ex-
ponents. Instead, for Carleson and variational Carleson operators, there exists some sort
of endpoint estimate, which remains noticeable also in the sparse domination. Since the
adjoint operators C∗ and (Cvar,r)∗ map L1 into L1,∞, we should be able to obtain, in the
sparse domination of the bilinear form (hence, in the case q = 1), an L1 average!
These optimal results, corresponding to q = 1 and ǫq = 0, are far more involved, but they
will be described in detail in the following section, where the variational Carleson operator
is examined.
Also, we have the following upper-bound for the Carleson operator:
Corollary 30. For any 0 < p <∞, ǫ > 0, and any m-tuple R = (r1, . . . , rm) with 1 < rj <∞,
we have
∥∥Cf(x, ⋅)∥
LR(W,µ)∥p < ∥M1+ǫ(∥f(x, ⋅)∥LR(W,µ))∥p.
Under the assumption that w ∈ A∞, we have, for any 0 < p <∞
∥∥CP(f⃗)∥LR(W,µ)∥Lp(w) ≲ ∥M1+ǫ∥(f⃗)∥LR(W,µ)∥Lp(w).
The implicit constant in the last inequality might depend on w or on [w]A∞ .
7.2. Variational Carleson operator.
Alternatively, one might be interested in finding the rate of convergence of the Fourier
series in Lp(T). In that case, the necessary tool is the variational Carleson operator, defined
by means of the r-variation norm as
(73) Cvar,r(f)(x) ∶= sup
K
sup
n0<...<nk
( K∑
ℓ=1
∣∫
anℓ
anℓ−1
fˆ(ξ)e2πixξdξ∣r) 1r .
We recall the following result from [OST+12] (both conditions r > 2 and p > r′ are
necessary):
Theorem 31 (Oberlin, Seeger, Tao, Thiele, Wright). Suppose that r > 2 and r′ < p < ∞.
Then Cvar,r ∶ Lp → Lp.
Our intention here is to present a proof of Theorem 31 which is based on the same
localization principle that was portrayed in Sections 3, 4 and 5. Not only will this allow
us to obtain a simplified proof (we avoid in this way BMO estimates of ∑T ∈T 1T ), but
it will immediately imply sparse estimates and, after applying the helicoidal method, also
multiple vector-valued and sparse multiple vector-valued estimates.
More exactly, we will show that the variational Carleson operator has a local character
as well, and upon obtaining the local inequality (corresponding to the “level 0” estimate
in the helicoidal method), we conclude the multi-vectorial sparse estimates described in
Theorem 7.
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7.3. Study of the model operator. By standard techniques, Cvar,r can also be linearized:
first we fix K ∈ Z+, and for every x ∈ R, there exist measurable real-valued functions
ξ0(x) < ξ1(x) < . . . < ξK(x) and measurable complex valued functions a1(x), . . . , aK(x)
satisfying
( K∑
k=1
∣ak(x)∣r′)
1
r′ = 1
and so that
Cvar,r(f)(x) = K∑
k=1
ak(x) ⋅ ∫
R
1[ξk−1(x),ξk(x)](x)fˆ(ξ)e2πixξdξ.
Further, assuming that the functions ξk(⋅) take only a finite number of values, the
operator can be approximated by a model operator:
(74) Cvar,r
P
(f)(x) ∶= ∑
P ∈P
⟨f,φP ⟩φP (x)aP (x).
The multi-tiles in P are of the form P = IP ×ωP , where each ωP is a union of three intervals
ωl, ωu, ωh. The wave packet φP contains the information in IP × ωu, while in ωl (and ωh)
is captured the lowest (or highest) possible frequency information: if x ∈ IP , then for some
1 ≤ k ≤ K, ξk−1(x) ∈ ωl (and ξk(x) ∈ ωh). In that case, aP (x) = ak(x), and aP (x) = 0 if no
such a k exists.
In addition, since the frequency information represents a Whitney decomposition of the
interval [ak−1(x), ak(x)], we can assume that there exist constants 1 ≤ C3 < C2 < C1 so that,
for every P ∈ P,
supp (φˆP ) ⊂ C3ωu, C2ωu ∩C2ωl = ∅, C2ωu ∩C2ωh = ∅, C2ωl ⊂ C1ωu, C2ωu ⊂ C1ωl.
On account of the frequency data being contained in three intervals, we denote by ωm the
convex hull of C2ωu ∪C2ωl:
ωm ∶= conv(C2ωu ∪C2ωl).
Now we are ready to define the trees, which, as usual, play a very important role in the
analysis. As in [OST+12], we assume there exists Ξtop, a finite set of admissible tree top
frequencies.
Definition 15. A tree T = (T, IT , ξT ) with top datum (IT , ξT ), where IT is a dyadic interval
and ξT ∈ Ξtop, is a subcollection of multi-tiles P ∈ P with the property that
(75) IP ⊆ IT and ωT ∶= [ξT − C2 − 1
4∣IT ∣ , ξT +
C2 − 1
4∣IT ∣ ) ⊆ ωm.
A tree (T, IT , ξT ) is called l-overlapping if ξT ∈ C2ωl for every P ∈ T , and l-lacunary if
ξT ∉ C2ωl for all P ∈ T .
In order to obtain the vector-valued estimate in Theorem 7, we need to prove, for p0 > r′
(76) ∣ΛF,G
Cvar,r ;P(I0)(f, g)∣ ≲ ∥ΛCvar,r;P(I0)∥∥f ⋅ χ˜I0∥p0 ⋅ ∥g ⋅ χ˜I0∥p′0 ,
where ∥ΛCvar,r;P(I0)∥ is the operatorial norm given by
(77) ∥ΛCvar,r;P(I0)∥ ∶= (s̃ize P(I0)1F )
1
r′ −
1
p0
−ǫ ⋅ (s̃ize P(I0)1G)
1
p0
−ǫ
.
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As usual, this will be showed through restricted type-interpolation. If E1,E2 are sets of
finite measure, it is enough to find E′2 ⊆ E2 a major subset so that, for any restricted-type
functions f and g satisfying ∣f(x)∣ ≤ 1E1(x), ∣g(x)∣ ≤ 1E′2(x), we have
∣ΛF,G
Cvar,r ;P(I0)(f, g)∣ ≲ ∥ΛCvar,r;P(I0)∥ ⋅ ∣E1∣
1
p ∣E2∣ 1p′ ,
for all p > r′ in a neighborhood of p0.
Interpolation theory then implies that
∣ΛF,G
Cvar,r ;P(I0)(f, g)∣ ≲ ∥ΛCvar,r;P(I0)∥∥f∥p0 ⋅ ∥g∥p′0 ,
but the estimate (76) can be easily deduced by using the decay of the sizes (so here we
might loose an ǫ in the exponents of the two sizes).
The proof of Theorem 31 from [OST+12] is based on a tree estimate and two decompo-
sition lemmas: one for the energy and one for the density. In order to obtain the full range
from Theorem 31, the authors use a BMO estimates for the tops of the trees (that is,
∥ ∑
T ∈T
1IT ∥BMO). This is necessary (via intepolation and the classical ∥ ∑
T ∈T
1IT ∥1 estimate)
for defining the exceptional set, which is somehow complicated. By using localizations
and two additional stopping times, we obtain a somewhat simpler demonstration. The
“energy” and “density” of [OST+12] will be replaced by sizes, an approach which is more
similar to the exposition in [MS13].
Definition 16.
size P(f) ∶= sup
T⊂P
l-overlapping tree
( 1∣IT ∣ ∑P ∈T ∣⟨f,φP ⟩∣
2) 12
For g, the size will be similar to the one appearing in the case of the Carleson operator:
(78) size P(g) ∶= sup
P ∈P
sup
P ′∈P¯
P ′≥P
( 1∣I ′P ∣ ∫R ∣g(x)∣
r′ χ˜MIP ′(x) ⋅
K
∑
k=1
∣ak(x)∣r′ ⋅ 1ωP ′ (ξk−1(x))dx)
1
r′ .
Remark:. In the definition of size P(g), we consider the supremum over all admissible tiles
P ′ so that IP ⊆ IP ′ and ωP ′ ⊂ ωP , where
ωP ′ ∶= [ξP ′ − C2 − 1
4∣IP ′ ∣ , ξP ′ +
C2 − 1
4∣IP ′ ∣ )
for some ξP ′ ∈ Ξtop.
Proposition 32 (Similar to Prop. 5.1 of [OST+12]). Let T ⊂ P be a tree. Then
(79) ∣∫
R
∑
P ∈T
⟨f,φP ⟩φP (x)aP (x)g(x)dx∣ ≲ size T (f) ⋅ size T (g) ⋅ ∣IT ∣
and also,
(80) ∥ ∑
P ∈T
⟨f,φP ⟩φPaP g∥Lr′ ≲ size T (f) ⋅ size T (g) ⋅ ∣IT ∣ 1r′ .
Furthermore, for ℓ ≥ 0, we have
∥ ∑
P ∈T
⟨f,φP ⟩φPaP g∥L1(R∖2ℓIT ) ≲ 2−ℓ(N−10)size T (f) ⋅ size T (g) ⋅ ∣IT ∣
and
∥ ∑
P ∈T
⟨f,φP ⟩φPaP g∥Lr′(R∖2ℓIT ) ≲ 2−ℓ(N−10)size T (f) ⋅ size T (g) ⋅ ∣IT ∣
1
r′ .
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Proof. The proof follows the same reasoning as that of Proposition 5.1 from [OST+12],
which corresponds to the special case when g(x) is a characteristic function. We have
to consider l-lacunary trees and l-overlapping trees and in the second case, make use of
Le´pingle’s inequality.
The quantity size P(g) appears naturally in the tree estimate. If T is a tree with top IT ,
we perform a decomposition of R into a collection J made of maximal dyadic intervals J
with the property that there is no P ∈ T so that IP ⊆ 3J .
The tree estimate from (80) follows by estimating first ∥∑P ∈P⟨f,φP ⟩φP aP g∥Lr′(J) for
every J ∈ J. There are two types of intervals J ∈ J:
1. relatively large intervals J that are supported away from IP , for P ∈ T . In this
case, size P(g) becomes
sup
P ∈T∣IP ∣≤C′′∣J ∣
( 1∣IP ∣ ∫R ∣g(x)∣
r′ χ˜MIP (x) ⋅
K
∑
k=1
∣ak(x)∣r′ ⋅ 1ωP (ξk−1(x))dx)
1
r′
2. small intervals J , that are smaller than certain IP , for P ∈ T . However, in this
case, by the maximality of J , there exists P (J) ∈ T so that IP (J) ⊆ 3J˜ , where J˜ is
the dyadic parent of J . Hence there exists J ′ of length comparable to J and IP so
that IP (J) ⊆ J ′. The size P(g) that emerges in this situation is
( 1∣J ′∣ ∫R ∣g(x)∣
r′ χ˜MJ ′ (x) ⋅
K
∑
k=1
∣ak(x)∣r′ ⋅ 1ωJ′ (ξk−1(x))dx)
1
r′
In either case, we can see how size P(g) can be replaced by a similar quantity, more local
in nature, defined by
(81) sup
P ∈P
sup
P ′∈P¯
P ′≥P,IP ′⊆9IP
( 1∣I ′
P
∣ ∫R ∣g(x)∣
r′ χ˜MIP ′ (x) ⋅
K
∑
k=1
∣ak(x)∣r′ ⋅ 1ωP ′ (ξk−1(x))dx)
1
r′ .
This will be useful later on in Section 7.4, for the local estimates. 
Remark:. From now on, we will use the definition in (81) for size P(g). We can also see
that this quantity is bounded above by an Lr
′
size as defined in (24):
size P(g) ≲ s̃ize r
′
P (g).
7.4. Localization results and Proof of Theorem 7. We adapt the previous notions to
a local setting: let I0 be a fixed dyadic interval. Then P(I0) denotes a certain subcollection
of multi-tiles:
P(I0) ∶= {P ∈ P ∶ IP ⊆ I0}.
The strategy is to obtain precise estimates for ΛF,G
Cvar,r ;P(I0) and afterwards use them to
derive the vector-valued and sparse estimates.
Proposition 33. Let I0 be a fixed dyadic interval and f a function so that ∣f(x)∣ ≤ 1F (x)
for a.e. x and assume that
1 + dist (supp f, I0)∣I0∣ ∼ 2
κ, for some κ ≥ 0.
Let P be a collection of multi-tiles so that IP ⊆ I0 for all P ∈ P and so that size P(f) ≤ E.
Then there exists a decomposition P = P′∪P′′ so that size P′(f) ≤ E/2 and P′′ can be written
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as a union of trees P′′ = ⋃
T ∈T
T with the property that
(82) ∑
T ∈T
∣IT ∣ ≲ 2−MκE−2∣F ∣.
Remark:. The proposition above corresponds to a classical “energy decomposition” algo-
rithm, that appeared already in Lemma 18.
Similarly, for the “density”, we have a decomposition algorithm:
Proposition 34. Let I0 be a fixed dyadic interval, g a function in L
r′ and assume that
1 + dist (supp g, I0)∣I0∣ ∼ 2
κ, for some κ ≥ 0.
Let P a collection of multi-tiles so that size P(g) ≤ λ. Then there exists a decomposition
P = P′ ∪ P′′ so that size P′(g) ≤ λ/2 and P′′ can be written as a union of trees P′′ = ⋃
T ∈T
T
with the property that
(83) ∑
T ∈T
∣IT ∣ ≲ 2−Mκλ−r′∥g∥r′r′ .
Using the propositions above, we are able to prove a very precise local estimate, involving
an L1 size of g.
Proposition 35. Let I0 be a fixed dyadic interval and P a collection of multi-tiles; F is a
set of finite measure, f a function so that ∣f ∣ ≤ 1F , and g is a locally integrable function.
Then
(84) ∣ΛCvar,r ;P(I0)(f, g)∣ ≲ (s̃ize P(I0)1F )
1
r′ −ǫ ⋅ (s̃ize P(I0)g) ⋅ ∣I0∣.
Proof. Obtaining an L1 size of g is important for the sparse estimate of Theorem 7 (scalar,
as well as multiple vector-valued), because the weighted estimates that follow are not
optimal if the L1 size is replaced by an L1+ǫ average. For vector-valued estimates however,
an L1+ǫ size of a characteristic function would suffice.
Still, size P(g) is inherently an Lr′ quantity: even though in the tree estimate we can
replace it by an L1 size, for the decomposition result in Proposition 34 we need to regard
it as an Lr
′
quantity in order to estimate ∑
T ∈T
∣IT ∣.
As a consequence, we write g ∈ L1 as
g = g1 ⋅ g2, where g1 ∈ Lr and g2 ∈ Lr′.
This can easily be achieved by setting g1(x) = ∣g(x)∣ 1r and g2(x) = g(x)/g2(x) if g(x) ≠ 0,
g2(x) = 0 if g(x) = 0.
Now we show how to attain the estimate from (84). First, we decompose f and g as
f = ∑
κ1≥0
f ⋅ 1{ dist (x,I0)∼(2κ1−1)∣I0∣} ∶= ∑
κ1≥0
fκ1
and for 1 ≤ j ≤ 2
gj = ∑
κ2≥0
gj ⋅ 1{ dist (x,I0)∼(2κ2−1)∣I0∣} ∶= ∑
κ2≥0
gj,κ2 .
Similarly, Fκ1 ∶= F ∩{ dist (x, I0) ∼ (2κ1 − 1) ∣I0∣}. The functions g1 and g2 will be localized
onto the same set, which corresponds to localizing the function g = g1 ⋅ g2.
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Then, for κ1 and κ2 fixed, we perform the decomposition of the collection P(I0). Ap-
plying Proposition 33 iteratively to fκ1 , we obtain P(I0) =⋃
n1
⋃
T ∈Tn1,κ1
T , where the size of
each tree T ∈Tn1,κ1 ∼ 2−n1 and moreover
(85) ∑
T ∈Tn1,κ1
∣IT ∣ ≲ 2−Mκ122n1 ∣Fκ1 ∣.
Proposition 34 applied to g2 yields an analogous decomposition: P(I0) = ⋃
n2
⋃
T ∈Tn2,κ2
T ,
where the size of each tree T ∈ Tn2,κ2 ∼ 2−n2 and
∑
T ∈Tn2,κ2
∣IT ∣ ≲ 2−Mκ22r′n2∥g2,κ2∥r′r′ .
First, we estimate the bilinear form associated to Cvar,r
P(I0):
∣∫
R
∑
P ∈P(I0)
⟨f,φP ⟩φP aP g dx∣ = ∣∫
R
∑
P ∈P(I0)
⟨f,φP ⟩φP aP g1 ⋅ g2 dx∣
≲ ∑
κ1,κ2
∑
n1,n2
∑
T ∈Tn1,κ1∩Tn2,κ2
∣∫
R
( ∑
P ∈T
⟨fκ1 , φP ⟩φP aP g1,κ2 ⋅ g2,κ2) ⋅ 1IT dx∣
+∑
ℓ≥0
∑
κ1,κ2
∑
n1,n2
∑
T ∈Tn1,κ1∩Tn2,κ2
∣∫
R
( ∑
P ∈T
⟨fκ1 , φP ⟩φP aP g1,κ2 ⋅ g2,κ2) ⋅ 12ℓ+1IT∖2ℓIT dx∣ ∶= (I) + (II).
We will only consider the first term; for the second one, the analysis is similar, and it only
employs the decay in the tree estimate outside 2ℓIT , which was mentioned in Proposition
32.
For now, consider κ1 and κ2 fixed; we apply Ho¨lder to get
∑
T ∈Tn1,κ1∩Tn2,κ2
∣∫
R
( ∑
P ∈T
⟨fκ1 , φP ⟩φP aP g1,κ2 ⋅ g2,κ2) ⋅ 1IT dx∣
≲ ∑
T ∈Tn1,κ1∩Tn2,κ2
∥g1,κ2 ⋅ 1IT ∥r ⋅ ∥( ∑
P ∈T
⟨fκ1 , φP ⟩φP aP g2,κ2) ⋅ 1IT ∥r′ .
We want to transform ∥g1,κ2 ⋅ 1IT ∥r into some type of average or “size” of g1,κ2 onto IT .
In fact, if k2 ≠ 0, this term is equal to 0, but for (II), we consider dilates of IT and we will
have to face a similar situation.
Hence, we can see that
1
∣IT ∣ ∥g1,κ2 ⋅ 1IT ∥
r
r ≤ 1∣IT ∣ ∥g ⋅ 1IT ∥1 ≤ s̃ize
1
P(I0)(g).
Similarly, for (II) we have
2−ℓM
∣IT ∣ ∥g1,κ2 ⋅ 12ℓ+1IT ∥
r
r ≤ 2
−ℓM
∣IT ∣ ∥g ⋅ 12ℓ+1IT ∥1 ≤
1
∣IT ∣ ∥g ⋅ χ˜
M
IT
∥1 ≤ s̃ize 1P(I0)(g).
The above reasoning implies that
∥g1,κ2 ⋅ 1IT ∥r ≲ (s̃ize 1P(I0)g)
1
r ⋅ ∣IT ∣ 1r .
The tree estimate of Proposition 32, and the stopping times in the construction of Tn1,κ1
and Tn2,κ2 imply that
∥( ∑
P ∈T
⟨fκ1 , φP ⟩φP aP g2,κ2) ⋅ 1IT ∥r′ ≲ 2−n1 ⋅ 2−n2 ⋅ ∣IT ∣
1
r′ .
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For the sum of the tree tops ∣IT ∣ we have from Propositions 33 and 34:
∑
T ∈Tn1,κ1∩Tn2,κ2
∣IT ∣ ≲min(2−Mκ122n1 ∣Fκ1 ∣,2−Mκ22r′n2∥g2,κ2∥r′r′).
All of the above imply that
∑
T ∈Tn1,κ1∩Tn2,κ2
∣∫
R
( ∑
P ∈T
⟨fκ1 , φP ⟩φP aP g1,κ2 ⋅ gκ2) ⋅ 1IT dx∣
≲ (size 1
P(I0)(g))
1
r 2−n12−n2 ∑
T ∈Tn1,κ1∩Tn2,κ2
∣IT ∣
≲ (size 1
P(I0)(g))
1
r 2−n12−n2(2−Mκ122n1 ∣Fκ1 ∣)θ1 ⋅ (2−Mκ22r′n2∥g2,κ2∥r′r′)θ2 ,
where 0 ≤ θ1, θ2 ≤ 1, and θ1 + θ2 = 1.
Now we can sum in κ1 and κ2 to get
(I) ≲ (size 1
P(I0)(g))
1
r ∥1F ⋅ χ˜M˜I0 ∥θ11 ⋅ ∥g2 ⋅ χ˜M˜I0 ∥θ2⋅r
′
r′ ∑
n1,n2
2−n1(1−2θ1) ⋅ 2−n2(1−r′θ2).(86)
Note that ∥g2 ⋅ χ˜M˜I0 ∥r
′
r′ = ∥g ⋅ χ˜ ˜˜MI0 ∥1, so, if we can sum in n1 and n2, we would have that
(I) ≲ (s̃ize P(I0)1F )1−θ1 ⋅ (s̃ize 1P(I0)g) ⋅ ∣I0∣,
where we used the inequalities
2−n1 ∼ size T (f) ≲ s̃ize P(I0)(f), 2−n2 ∼ size T (g) ≲ s̃ize r
′
P(I0) g2 = (s̃ize 1P(I0) g)
1
r′ .
The summation is possible only if
1 − 2θ1 > 0, 1 − r′θ2 > 0,
or equivalently, if
(87)
1
2
> θ1 > 1
r
.
Upon treating the second term (II) in a similar manner, we obtain that
∣∫
R
Cvar,r
P(I0)(f)(x)g(x)dx∣ ≲ (s̃ize P(I0)1F )
1−θ1 ⋅ (s̃ize 1P(I0)g) ⋅ ∣I0∣.
Choosing θ1 = 1r + ǫ, we obtain exactly (84).

Theorem 36. Let I0 be a fixed dyadic interval, and F,G sets of finite measure. Then for
any p0 > r′,
∣ΛF,G
Cvar,r;P(I0)(f, g)∣ ≲ (s̃ize P(I0)1F )
1
r′ −
1
p0
−ǫ ⋅ (s̃ize P(I0)1G)
1
p0
−ǫ∥f ⋅ χ˜I0∥p0 ⋅ ∥g ⋅ χ˜I0∥p′0 .
Proof. We will use the estimates of Proposition 35 and restricted type interpolation in the
form of Proposition 10 of [BM17]. Let E1,E2 be sets of finite measure and we can assume
without loss of generality that ∣E2∣ = 1. We will construct E′2 ⊆ E2 major subset and show
that
∣ΛF,G
Cvar,r ;P(I0)(f, g)∣ ≲ ∥ΛCvar,r;P(I0)∥ ⋅ ∣E1∣
1
p ,
for p > r′ in a neighborhood of p0, and all functions f, g with ∣f(x)∣ ≤ 1E1 , ∣g(x)∣ ≤ 1E′2 for
a.e. x.
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The exceptional set is defined in a standard way:
Ω ∶= {x ∶ M(1E1∩F ) > C ∣E1 ∩ F ∣}
and we set E′2 ∶= E2 ∖Ω.
For any d ≥ 0, we let Pd(I0) ∶= {P ∈ P(I0) ∶ 1 + dist (IP ,Ω
c)
∣IP ∣ ∼ 2
d}. Another decom-
position will be needed: we consider d fixed, and as in [BM16], we will perform a double
stopping time which allows us to write
Pd(I0) ∶= ⋃
n1,n1
⋃
I∈In1∩In2
PI .
Here In1 represents a collection of maximal dyadic intervals contained inside
{x ∶ M(1F∩E1)(x) > 2−n1−1}.
More exactly, I ∈ In1 if there exists at least one P ∈ PStock with IP ⊆ I, and I is maximal
with the property that
2−n1−1 < 1∣I ∣ ∫R 1F∩E1 ⋅ χ˜
M
I dx ≤ 2−n1 .
Then we set
PI ∶= {P ∈ PStock ∶ IP ⊆ I}.
This implies that s̃ize PI(f ⋅ 1F ) ≲ 2−n1 ≲ s̃ize P(I0) 1F∩E1 ≲ 2d∣E1 ∩ F ∣, and also ∑
I∈In1
∣I ∣ ≲
2n1 ∣E1 ∩F ∣.
Similarly for g, we have s̃ize PI(g ⋅1G) ≲ 2−n2 ≲ 2−Md, and ∑
I∈In2
∣I ∣ ≲ 2n2 ∣E2∩G∣. We recall
that
s̃ize PI(g ⋅ 1G) ≲ sup
P ∈PI
sup
J⊇IP
1
∣J ∣ ∫J 1E′2∩G ⋅ χ˜
2M
I dx ≲ 2−Md.
The decay in 2−Md is a consequence of integrating χ˜MI over E
′
2 ⊂ Ωc.
Then we obtain, using Proposition 35 with F replaced by E1 ∩ F and g by 1E′
2
∩G:
∣ΛF,G
Cvar,r;P(I0)(f, g)∣ ≲∑
d≥0
∑
n1,n2
∑
I∈In1∩In2
∣ΛF,G
Cvar,r ;PI
(f, g)∣
≲∑
d≥0
∑
n1,n2
∑
I∈In1∩In2
(s̃ize PI1E1∩F )
1
r′ −ǫ ⋅ (s̃ize PI1E′2∩G) ⋅ ∣I ∣.
We note that
s̃ize PI1E1∩F ≤min (s̃ize P(I0)1F ,2−n1), s̃ize PI1E′2∩G ≤min (s̃ize P(I0)1G,2−n2).
Hence, if 0 < γ1 < 1
r′
and 0 < γ2 < 1, we have
∣ΛF,G
Cvar,r;P(I0)(f, g)∣ ≲ (s̃ize P(I0)1F )
1
r′ −γ1−ǫ ⋅ (s̃ize P(I0)1G)1−γ2−ǫ
⋅∑
d≥0
∑
n1,n2
2−n1γ1 ⋅ 2−n2γ2 (2n1 ∣E1 ∩ F ∣)θ1 (2n2 ∣E2 ∩G∣)θ2 ,
where 0 ≤ θ1, θ2 ≤ 1, θ1 + θ2 = 1. On the last line we interpolate between the estimate for
∑
I∈In1
∣I ∣ and the one for ∑
I∈In2
∣I ∣.
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We want to sum in n1 and n2, and this is possible provided γ1 + γ2 > θ1 + θ2 = 1. We
can choose γ1 = 1
p
and γ2 = 1
p′
+ ǫ, where p > r′ is arbitrarily close to p0. Summation in d
presents no problem due to the fast decay. In the end, all of the above imply that
∣ΛF,G
Cvar,r;P(I0)(f, g)∣ ≲ (s̃ize P(I0)1F )
1
r′ −
1
p0
−ǫ ⋅ (s̃ize P(I0)1G)
1− 1
p′
0
−ǫ∣E1∣ 1p ,
which is precisely what we wanted. (The assumption that ∣E2∣ = 1 is only used for simpli-
fying the computations.) 
7.5. L1 sizes for the multiple vector-valued sparse domination.
The local estimate for the variational Carleson Cvar,r from Proposition 35, which is the
equivalent of Lemma 27 for the Carleson operator, implies, as described in Section 3, the
following sparse domination result: given P a finite collection of multi-tiles, f and g locally
integrable functions and ǫ > 0, there exists a sparse family of dyadic intervals S so that
∣ΛCvar,r;P(f, g)∣ ≲ǫ ∑
Q∈S
( 1∣Q∣ ∫R ∣f(x)∣
r′+ǫ ⋅ χ˜MQ (x)dx)
1
r′+ǫ ⋅ ( 1∣Q∣ ∫R ∣g(x)∣ ⋅ χ˜
M
Q (x)dx) ⋅ ∣Q∣.
Using the helicoidal method, we obtain a similar result for multiple vector-valued func-
tions f⃗ , g⃗, but with the L1 average of g⃗ replaced by an L1+ǫ average: given ǫ > 0, P
a finite collection of multi-tiles, f⃗ and g⃗ vector-valued functions so that ∥f(x, ⋅)∥LR(W,µ)
and ∥g(x, ⋅)∥LR′ (W,µ) are locally integrable functions, there exists a sparse family of dyadic
intervals S so that
∣ΛCvar,r ;P(f⃗ , g⃗)∣ ≲ǫ ∑
Q∈S
( 1∣Q∣ ∫R ∥f(x, ⋅)∥
r′+ǫ
LR(W,µ) ⋅ χ˜MQ (x)dx)
1
r′+ǫ ⋅ ( 1∣Q∣ ∫R ∥g(x, ⋅)∥
1+ǫ
LR
′ (W,µ) ⋅ χ˜MQ (x)dx)
1
1+ǫ ⋅ ∣Q∣.
However, we can improve on this result, namely by proving that we can indeed have an
L1 average of ∥g(x, ⋅)∥LR′ (W,µ). We will only show this in the case LR(W, µ) = ℓs, for some
s > r′, but our proof can be adapted to the general setting.
In Proposition 35, we obtained an L1 size of g by splitting the function as g = g1 ⋅ g2,
where g1 ∈ Lr and g2 ∈ Lr′ . Because we want to obtain an L1 average for g, we cannot
afford to use restricted-type functions (that is, we cannot assume that ∣g(x)∣ ≤ 1G(x) for
some finite set G ⊂ R), and instead we use the above decomposition of the function. The
situation will be similar for the vector-valued estimate, in the sense that we will need to
find a “good” splitting of g⃗.
Proposition 37. Let s > r′, P a finite collection of multi-tiles, I0 a fixed dyadic interval,
and F a set of finite measure. Let f⃗ = {fk}k and g⃗ = {gk}k be vector-valued functions so
that ∥f⃗(x)∥ℓs ≤ 1F (x) for a.e. x and ∥g⃗(x)∥ℓs′ is a locally integrable function on R. Then
(88) ∣∑
k
ΛCvar,r;P(I0)(fk, gk)∣ ≲ (s̃ize P(I0)1F )
1
r′ −ǫ ⋅ (s̃ize 1P(I0)∥g⃗∥ℓs′) ⋅ ∣I0∣.
As a consequence, we obtain the following sparse domination result: given f⃗ and g⃗ vector-
valued functions so that ∥f⃗(x)∥ℓs and ∥g⃗(x)∥ℓs′ are locally integrable functions and ǫ > 0,
there exists a sparse family S of dyadic intervals so that
∣ΛCvar,r ;P(f⃗ , g⃗)∣ ≲ǫ ∑
Q∈S
( 1∣Q∣ ∫R ∥f⃗(x)∥
r′+ǫ
ℓs ⋅ χ˜MQ (x)dx)
1
r′+ǫ ⋅ ( 1∣Q∣ ∫R ∥g⃗(x)∥ℓs′ ⋅ χ˜
M
Q (x)dx) ⋅ ∣Q∣.
The proof of estimate (88) relies on the following localization result:
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Proposition 38. Let q′ > r′, let P be a finite collection of multi-tiles, I0 a fixed dyadic in-
terval, F a set of finite measure and f, g1, g2 locally integrable functions, with the additional
property that ∣f(x)∣ ≤ 1F (x) for a.e. x. Then
(89) ∣ΛCvar,r;P(I0)(f, g1 ⋅ g2)∣ ≲ (s̃ize P(I0)1F )
1
r′ −
1
q′ −ǫ (s̃ize q′P(I0) g1) ⋅ ∣F ∣
1
q′ ⋅ ∥g2 ⋅ χ˜MI0 ∥q.
We postpone the proof of Proposition 38 in order to show how it implies Proposition 37:
Proof of Proposition 37. We know that ∥f⃗(x)∥ℓs ≤ 1F (x) and we want to estimate
∣ΛCvar,r;P(I0)(fk, gk)∣ = ∣ΛCvar,r;P(I0)(fk ⋅ 1F , gk)∣ ∶= ∣ΛFCvar,r ;P(I0)(fk, gk)∣.
We write gk ∶= g˜k ⋅ g, where g ∶= ∥g⃗∥ℓs′ (if g(x) = 0, we simply set g˜k(x) = 0). Then we
apply the result of Proposition 38 to ΛCvar,r ;P(I0)(fk ⋅ 1F , gk), under the assumption that∣fk(x)∣ ≤ 1E1 . In fact, we have ∣fk(x)∣ ≤ 1E1∩F (because fk is supported inside F ), and we
can ameliorate the estimate of Proposition 38. Here we prove the inequality in the case of
restricted-type functions, and as a consequence of interpolation theory, we will deduce the
general case:
∣ΛCvar,r;P(I0)(fk ⋅ 1F ,g
1
q′ ⋅ g 1q g˜k)∣ ≲ (s̃ize P(I0)1F )
1
r′ −
1
q′ −ǫ (s̃ize q′P(I0) g
1
q′ ) ⋅ ∣E1∣ 1q′ ⋅ ∥g 1q g˜k∥q
≲ (s̃ize P(I0)1F )
1
r′ −
1
q′ −ǫ (s̃ize 1P(I0) g)
1
q′ ⋅ ∣E1∣ 1q′ ∥g˜k∥Lq(g).
Above, we applied Proposition 38, with F a fixed set of finite measure and g a fixed
locally integrable function, with g ≥ 0, to obtain that the operator defined by
f ↦ Cvar,r
P
(f ⋅ 1F )
is bounded from Lq
′,1 into Lq
′(g) with an operatorial norm equal to
(s̃ize P(I0)1F )
1
r′ −
1
q′ −ǫ (s̃ize 1P(I0) g)
1
q′
.
Upon using restriction onto the sets {x ∶ dist (x, I0) ∼ (2κ − 1)∣I0∣} (we can perform a
decomposition of f as in the proof of Proposition 35), which entails a decaying factor
2−κM ,and interpolation (q′ is arbitrary, and it can vary in a small neighborhood of s > r′),
we deduce that
∣ΛCvar,r ;P(I0)(fk ⋅1F ,g 1s ⋅g 1s′ g˜k)∣ ≲ (size P(I0)1F )
1
r′ −
1
s
−ǫ (s̃ize 1P(I0) g)
1
s ⋅∥fk ⋅χ˜MI0 ∥s ⋅∥g˜k ⋅χ˜MI0 ∥Ls′(g).
It is due to the log-convexity in the interpolation (for this, see Theorem 1.2.19 of [Gra08])
that we can obtain the suitable exponent for s̃ize
1
P(I0) g.
From here on, the proof is standard: we sum in k to get that
∣∑
k
ΛCvar,r ;P(I0)(fk, gk)∣ ≲ (size P(I0)1F )
1
r′ −
1
s
−ǫ (s̃ize 1P(I0) g)
1
s ⋅ ∥1F ⋅ χ˜MI0 ∥s ⋅ ∥(∑
k
∣g˜k ∣s′)
1
s′ ⋅ χ˜MI0 ∥Ls′(g)
≲ (size P(I0)1F )
1
r′ −ǫ (s̃ize 1P(I0) g) ⋅ ∣I0∣,
where we used that (∑
k
∣g˜k ∣s′)
1
s′ = 1 on the set where g(x) ≠ 0 and hence
∥(∑
k
∣g˜k ∣s′)
1
s′ ⋅ χ˜MI0 ∥Ls′(g) = ∥g ⋅ χ˜M˜I0 ∥
1
s′
1 .
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If we were allowed to use restricted-type functions, the “weight” g would be replaced by
1G, as in the previous analysis of vector-valued inequalities from [BM16]. 
We end by providing a proof for Proposition 38; the case when q′ = r′ and g1, g2 are par-
ticular functions (we recall that ∥g1∥rr = ∥g2∥r′r′ = ∥g∥1) was already presented in Proposition
35.
Proof of Proposition 38. In order to prove the estimate (89), we will make use of Proposi-
tion 35. As in the proof of Theorem 36, we perform a stopping time for 1F with respect
to Lq
′−ǫ averages, and a stopping time for g2 with respect to L
q averages.
More exactly, for every n1 so that 2
−n1 ≤ s̃ize q′−ǫP(I0)1F ≲ 1, we construct a collection In1
of maximal intervals I for which
2−n1 ≤ ( 1∣I ∣ ∫R 1F ⋅ χ˜
M
I dx)
1
q′−ǫ ≤ 2−n1+1,
and for every such interval we have associated a non-empty collection of multi-tiles PI so
that s̃ize
q′−ǫ
PI
1F ≲ 2−n1 . In particular, we note that
∑
I∈In1
∣I ∣ ≲ 2n1(q′−ǫ)∣F ∣.
Similarly, for every n2 so that 2
−n2 ≤ s̃ize qP(I0)g2, we construct a collection In2 of maximal
intervals I so that
2−n2 ≤ ( 1∣I ∣ ∫R ∣g2(x)∣
q ⋅ χ˜Mq
I0
⋅ χ˜MI dx)
1
q ≤ 2−n2+1.
For the selected intervals I ∈ In2 , we assume there exists a multi-tile P ∈ PStock with IP ⊆ I,
and consequently a nonempty subcollection of multi-tiles PI ⊆ P so that s̃ize qPIg2 ≲ 2−n2 .
We also obtain that
∑
I∈In2
∣I ∣ ≲ 2n2q∥g2 ⋅ χ˜MI0 ∥qq.
Once these arrangements are made, we are ready to prove (89):
∣ΛCvar,r ;P(I0)(f, g1 ⋅ g2)∣ ≲ ∑
n1,n2
∑
I∈In1∩In2
∣ΛCvar,r;PI(f, g1 ⋅ g2)∣
≲ ∑
n1,n2
∑
I∈In1∩In2
(s̃ize PI1F )
1
r′ −ǫ ⋅ (s̃ize PIg1 ⋅ g2) ⋅ ∣I ∣
≲ (s̃ize P(I0)1F )
1
r′ −
1
q′−ǫ−ǫ ⋅ (s̃ize q′P(I0)g1) ∑
n1,n2
∑
I∈In1∩In2
2−n12−n2 ∣I ∣,
and it only remains to prove that
(90) ∑
n1,n2
∑
I∈In1∩In2
2−n12−n2 ∣I ∣ ≲ ∣F ∣ 1q′ ∥g2 ⋅ χ˜MI0 ∥q.
We note that
∑
n1,n2
∑
I∈In1∩In2
2−n12−n2 ∣I ∣ ≲∑
n1
∑
n2
2−n12−n2 ⋅min (2n1(q′−ǫ)∣F ∣,2n2q∥g2 ⋅ χ˜MI0 ∥qq).
We do not use the interpolation estimate min(A,B) ≤ Aθ ⋅B1−θ; instead, we analyze the
two possibilities:
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(i) if 2n1(q′−ǫ)∣F ∣ ≤ 2n2q∥g2 ⋅ χ˜MI0 ∥qq, then 2−n2 ≤ 2−
n1(q′−ǫ)
q ∣F ∣−1q ∥g2 ⋅ χ˜MI0 ∥q and
∑
n1
∑
n2
2−n12−n2 ⋅min (2n1(q′−ǫ)∣F ∣,2n2q∥g2 ⋅ χ˜MI0 ∥qq) ≲∑
n1
2−n12n1(q′−ǫ)∣F ∣∑
n2
2−n2
≲∑
n1
2−n12n1(q′−ǫ)∣F ∣ ⋅ 2−
n1(q′−ǫ)
q ∣F ∣−1q ∥g2 ⋅ χ˜MI0 ∥q ≲∑
n1
2
−n1(1− q′−ǫq′ ) ⋅ ∣F ∣ 1q′ ⋅ ∥g2 ⋅ χ˜MI0 ∥q.
(ii) on the other hand, if 2n1(q′−ǫ)∣F ∣ ≥ 2n2q∥g2 ⋅ χ˜MI0 ∥qq, we obtain that
∑
n1
∑
n2
2−n12−n2 ⋅min (2n1(q′−ǫ)∣F ∣,2n2q∥g2 ⋅ χ˜MI0 ∥qq) ≲∑
n1
2−n1∑
n2
2−n22n2q∥g2 ⋅ χ˜MI0 ∥qq
≲∑
n1
2−n1∑
n2
2n2(q−1)∥g2 ⋅ χ˜MI0 ∥qq ≲∑
n1
2−n12
n1(q′−ǫ)(q−1)
q ∣F ∣ q−1q ∥g2 ⋅ χ˜MI0 ∥−(q−1)q ⋅ ∥g2 ⋅ χ˜MI0 ∥qq
≲∑
n1
2
−n1(1− q′−ǫq′ )∣F ∣ 1q′ ⋅ ∥g2 ⋅ χ˜MI0 ∥q.
In either case, the series in n1 are summable and we obtain (90).

Remark:. The same analysis applies in the case of Carleson operator; the statement of
Proposition 38 becomes: for any q′ > 1, and for any finite collection of tiles P(I0), any set
of finite measure F and any locally integrable functions f, g1, g2 so that ∣f(x)∣ ≤ 1F (x) for
a.e. x, we have
∣ΛC;P(I0)(f, g1 ⋅ g2)∣ ≲ (s̃ize P(I0)1F )1−
1
q′ −ǫ ⋅ (s̃ize q′P(I0)g1) ⋅ ∣F ∣
1
q′ ⋅ ∥g2 ⋅ χ˜MI0 ∥q.
And this implies, for any 1 < s <∞, and any f⃗ = {fk}k, g⃗ = {gk}k with ∥f⃗∥ℓs ≤ 1F (x):
(91) ∣∑
k
ΛC;P(I0)(fk, gk)∣ ≲ (s̃ize P(I0)1F )1−ǫ ⋅ (s̃ize 1P(I0)∥g⃗∥ℓs′ ) ⋅ ∣I0∣.
Remark:. In the general case of iterated vector spaces, the corresponding inductive state-
ment for the variational Carleson operator is: for any q′ > r′, and for any finite collection
of multi-tiles P(I0), any sets of finite measure F and E1, and any vector-valued func-
tions f⃗ , g⃗1, g⃗2 so that ∥f(x, ⋅)∥LR(W,µ), ∥g1(x, ⋅)∥LR′ (W,µ) and ∥g2(x, ⋅)∥LR′ (W,µ) are locally
integrable functions with ∥f(x, ⋅)∥LR(W,µ) ≤ 1E1(x) for a.e. x, we have
∣ΛFCvar,r ;P(I0)(f⃗ ,
ÐÐÐÐ→(g1 ⋅ g2))∣ ≲ (s̃ize P(I0)1F )1−
1
q′
−ǫ⋅(s̃ize q
′
P(I0)∥g1(x, ⋅)∥LR′ (W,µ))⋅∣E1∣
1
q′ ⋅∥∥g2(x, ⋅)∥
LR
′ (W,µ)⋅χ˜MI0 ∥Lqx .
Here
ÐÐÐÐ→(g1 ⋅ g2) denotes the vector-valued function written component-wise as ÐÐÐÐ→(g1 ⋅ g2)(x,w) =
g⃗1(x,w) ⋅ g⃗2(x,w) for a.e. (x,w) ∈ R ×W.
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