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Ground surface temperature scenarios in complex high-mountain
topography based on regional climate model results
Abstract
Climate change can have severe impacts on the high-mountain cryosphere, such as instabilities in rock
walls induced by thawing permafrost. Relating climate change scenarios produced from global climate
models (GCMs) and regional climate models (RCMs) to complex high-mountain environments is a
challenging task. The qualitative and quantitative impact of changes in climatic conditions on local to
microscale ground surface temperature (GST) and the ground thermal regime is not readily apparent.
This study assesses a possible range of changes in the GST (DGST) in complex mountain topography.
To account for uncertainties associated with RCM output, a set of 12 different scenario climate time
series (including 10 RCM-based and 2 incremental scenarios) was applied to the topography and energy
balance (TEBAL) model to simulate average DGST for 36 different topographic situations. Variability
of the simulated DGST is related  primarily to the emission scenarios, the RCM, and the approach used
to apply RCM results to the impact model. In terms of topography, significant influence on GST 
simulation was shown by aspect because it modifies the received amount of solar radiation at the
surface. North faces showed higher sensitivity to the applied climate scenarios, while uncertainties are
higher for south faces. On the basis of the results of this study, use of RCM-based scenarios is
recommended for mountain permafrost impact studies, as opposed to incremental scenarios.  
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[1] Climate change can have severe impacts on the high-mountain cryosphere, such as
instabilities in rock walls induced by thawing permafrost. Relating climate change
scenarios produced from global climate models (GCMs) and regional climate models
(RCMs) to complex high-mountain environments is a challenging task. The qualitative
and quantitative impact of changes in climatic conditions on local to microscale ground
surface temperature (GST) and the ground thermal regime is not readily apparent. This
study assesses a possible range of changes in the GST (DGST) in complex mountain
topography. To account for uncertainties associated with RCM output, a set of 12 different
scenario climate time series (including 10 RCM-based and 2 incremental scenarios) was
applied to the topography and energy balance (TEBAL) model to simulate average DGST
for 36 different topographic situations. Variability of the simulated DGST is related
primarily to the emission scenarios, the RCM, and the approach used to apply RCM
results to the impact model. In terms of topography, significant influence on GST
simulation was shown by aspect because it modifies the received amount of solar radiation
at the surface. North faces showed higher sensitivity to the applied climate scenarios,
while uncertainties are higher for south faces. On the basis of the results of this study, use
of RCM-based scenarios is recommended for mountain permafrost impact studies, as
opposed to incremental scenarios.
Citation: Salzmann, N., J. No¨tzli, C. Hauck, S. Gruber, M. Hoelzle, and W. Haeberli (2007), Ground surface temperature scenarios in
complex high-mountain topography based on regional climate model results, J. Geophys. Res., 112, F02S12,
doi:10.1029/2006JF000527.
1. Introduction
[2] The ground thermal regime in high-mountain areas is
primarily determined by regional atmospheric processes, the
local surface and subsurface characteristics, topography, and
heat flux from Earth’s interior. Climatic changes cause
changes in the ground surface temperature (DGST), which
are determined by the energy balance at the surface. DGST
is propagated in the subsurface primarily by heat conduc-
tion. In mountain areas with widespread permafrost occur-
rence such changes can have severe impacts, for example,
on the stability of rock walls, debris slopes, and infrastruc-
ture [Haeberli et al., 1997; Diaz et al., 2003; Schiermeier,
2003; Ka¨a¨b et al., 2005]. Davies et al. [2001] demonstrated
that rising temperature influences the stability of frozen rock
joints, with minimal stability reached slightly below 0!C.
[3] Assessment of climate impacts on mountain perma-
frost is challenging. Simulation of climate scenarios at
regional to local scales, as required for regional climate
impact studies, is generally difficult, and is associated with
many uncertainties [e.g., Noguer et al., 1998; Visser et al.,
2000; Intergovernmental Panel on Climate Change (IPCC),
2001a]. Mountain regions are therefore among the most
ambitious areas for simulating future climate conditions
[Denis et al., 2002; Frei et al., 2003], mainly because of
their spatially heterogeneous environment and the regional
to local climatic subsystems affected by topography. In
terms of climate impacts on mountain regions, the high-
mountain cryosphere constitutes a particularly sensitive
system because of its proximity to melting conditions
[Haeberli and Beniston, 1998]. It is not clear in detail,
however, how climatic changes will affect GST in complex
mountain topography.
[4] Currently, the only physically plausible tools for
simulating regional climate change scenarios are regional
climate models (RCMs) [e.g., Giorgi and Mearns, 1999;
IPCC, 2001b]. The possibilities of applying RCM results to
an energy-balance model for simulation of GST in complex
high-mountain topography was illustrated by Salzmann et
al. [2007a]. Use of a single RCM scenario, however, is not
sufficient for assessing the possible range of changes in
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GST, because of the uncertainties associated with modeling
scenario climate conditions. These uncertainties arise from
those in the forcing emission scenarios [IPCC, 2000] and
the global climate models (GCMs)/RCMs [e.g., Noguer et
al., 1998; Visser et al., 2000; Pan et al., 2001; Vidale et al.,
2003; Frei et al., 2006], and from possible future changes in
climate variability [Scha¨r et al., 2004]. When applying
RCM results to an impact model, the impact model itself
is another source of uncertainty for the final outcome. As a
consequence, assessment of a possible range of changes in
GST requires application of a multimodel approach that
includes various emission scenarios, RCMs, and application
procedures.
[5] The present study is concerned with assessing the
possible range of changes in GST in complex high-mountain
topography. For that purpose, changes in GST are simulated
with the topography and energy balance (TEBAL) model for
36 different topographic situations, based on 12 different
scenario climate time series (including 10 RCM-based and
2 incremental-scenario time series). As a first step, the study
focuses on steep rock walls (>50!) because factors such as
variable seasonal snow cover [e.g., Zhang et al., 2001;
Ishikawa, 2003; Zhang, 2005] and strongly heterogeneous
surface layers [e.g., Gorbunov et al., 2004; Hanson and
Hoelzle, 2004], both of which significantly modify GST,
can be neglected. Hence DGST on steep rock walls is a
direct and unfiltered impact of changed atmospheric con-
ditions. The influence of changed thermal surface conditions
at greater depths is not treated in this study.
2. Data, Models, and Methods
2.1. Local Observed Climate Time Series
[6] Observational data (OBS) were obtained for the climate
station at Corvatsch (3315 m above sea level (asl) [46.25/
9.49], Upper Engadine, Switzerland) from MeteoSwiss
(Swiss Federal Office of Meteorology and Climatology).
The Corvatsch area is among the most intensely investigated
permafrost sites in the European Alps [Hoelzle et al., 2002].
The climate station at Corvatsch began operation in 1981. To
generate an observational time series covering the same
period as the time slices of RCM control runs (CTRL;
1961–1990), the Corvatsch time series was extended with
linear regression using neighboring high-elevation climate
stations that (1) extend back to 1961, and (2) show high
correlation with the Corvatsch climate time series (for details
see Salzmann et al. [2007a]).
2.2. Scenario Climate Time Series
[7] A set of 12 daily scenario climate time series was
constructed (Figure 1) to be used with the TEBAL model,
described below, which simulates local GST for given
topographic situations. The set includes 10 RCM-based
and 2 incremental scenario time series.
[8] TheRCM-based daily scenario climate time serieswere
created from the results of five RCM simulations performed
within the European project Prediction of Regional scenarios
and Uncertainties for Defining EuropeaN Climate change
risks and Effects (PRUDENCE) [Christensen et al., 2002].
Results from the control (CTRL 1961–1990) and scenario
(SCEN 2071-2100) simulations of the following three RCMs
were used: (1) Climate High ResolutionModel (CHRM) [see
Lu¨thi et al., 1996; Vidale et al., 2003] from the ETH-Z
(Switzerland), (2) Regional Climate Model (RegCM) [see
Giorgi et al., 1999;Pal et al., 2000] from the ICTP (Italy), and
(3) regional atmospheric climate model (HIRHAM) [see
Christensen et al., 1996] from the DMI (Denmark).
[9] Each of these RCMs was driven by the HadAM3H
GCM from the Hadley Centre (UK), forced by the SRES
emission scenarios A2 and B2 (CHRM only by A2). Model
organization is represented schematically in Figure 1. The
A2 and B2 emission scenarios [IPCC, 2000] assume dif-
ferent developments of the amount of greenhouse gas
(GHG) emissions for the future. The A2 scenario projects
high GHG emissions by assuming high population and
energy growth combined with medium gross domestic
Figure 1. Matrix of the 12 constructed scenario climate time series, applied to the TEBAL energy
balance model for simulation of GST.
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production. For the B2 scenario, the driving forces are
assumed to be more moderate compared to the A2 scenario
and a lower level of GHG emission is therefore projected. A
GCM forced with the A2 emission scenario simulates
higher air temperatures than the same GCM forced with
the B2 emission scenario. However, different GCMs simu-
late a range of possible air temperatures due to internal
model limitations [e.g., Visser et al., 2000; Ra¨isa¨nen et al.,
2004]. As a consequence, the lower and upper bounds of the
uncertainty ranges of the air temperatures simulated by
different GCMs and the two emission scenarios produce
slight overlap [IPCC, 2001b].
[10] Outputs from the RCMs was adapted for the high-
mountain impact analysis using the so-called ‘‘delta’’ and
‘‘bias’’ approaches, discussed in detail by Salzmann et al.
[2007a]. Both approaches use output from the single RCM
grid box out of the four that are closest to the location of
interest (Corvatsch) and whose monthly CTRL run data
statistically fit best with the Corvatsch monthly observa-
tional time series. The local daily scenario climate time
series (d-SCEN, b-SCEN) are calculated from the single
RCM grid box results as follows:
Delta : d!SCENd ¼ OBSd þ SCEN30y;m ! CTRL30y;m
! " ð1Þ
Bias : b!SCENd ¼ SCENd þ CTRL30y;m ! OBS30y;m
! " ð2Þ
where the subscripts d, 30y, andm stands for ‘‘daily,’’ ‘‘30-year
mean,’’ and ‘‘monthly,’’ respectively. For solar radiation and
precipitation, ratios are used rather than differences.
[11] The main distinction between the two approaches is
that the bias approach considers, whereas the delta approach
ignores, a possible change in variability.
[12] Variables from the RCM results in this study included
2 m temperature, precipitation, global radiation, and air
pressure. Because we neglected snow cover (because of
rock wall steepness) the most important variables for calcu-
lating GST are air temperature and global radiation [cf.
Lewkowicz, 2001; Gruber et al., 2004a]. Monthly 30-year
averages for these variables are shown in Figures 2a and 2b,
for OBS and for the constructed and adapted SCENs for
Corvatsch. The 2 m temperature (Figure 2a) shows the
largest changes during summer months for all RCMs and
emission scenarios. For global radiation (Figure 2b), the
largest simulated changes occur in the (early) summer
months.
[13] In addition to the RCM-based scenario climate time
series, two incremental scenario time series were created (cf.
Figure 1). For these, observed air temperature was increased
constantly by arbitrary amounts of 2!C and 3!C, throughout
the 20-year time period. Other climate variables were not
modified for these scenarios. Incremental scenario
approaches are physically implausible and do not present
a credible future scenario [IPCC, 1994]. However, because
such climate scenarios require little effort and are easy to
apply, they are commonly used in climate (cryosphere)
impact studies [e.g., Hoelzle and Haeberli, 1995; Stocker-
Mittaz et al., 2002; Zemp et al., 2006], albeit, in fact, more
to explore system sensitivities than scenarios in an intrinsic
manner.
2.3. Modeling Energy Balance in Complex Topography
[14] The TEBAL energy balance model (Figure 3) simu-
lates time series of surface energy fluxes and subsurface
temperatures in complex topography, based on observed
climate time series (usually taken from a climate station),
topographic, and surface and subsurface information
[Gruber et al., 2004a, 2004b]. TEBAL was developed on
the basis of an earlier model, PERMEBAL [Stocker-Mittaz,
2002; Stocker-Mittaz et al., 2002]. Clear-sky short-wave
incident radiation is modeled on the basis of sun-terrain
geometry, following Corripio [2003], and atmospheric at-
tenuation is based on a standard atmosphere. Measured
global radiation is partitioned into direct and diffuse com-
ponents [Erbs et al., 1982]. Diffuse radiation from the sky
and surrounding terrain is calculated in a lumped approach,
using sky and terrain view factors and ground albedo
[Stocker-Mittaz et al., 2002]. Long-wave radiation from
the sky [Konzelmann et al., 1994] and surface temperatures
are used to calculate long-wave irradiance in complex
topography using terrain and sky-view factors [Plu¨ss and
Ohmura, 1997]. For steep rock walls, turbulent latent heat
flux was reduced by a factor of 100 because of the assumed
lack of snow cover and surface water. Vapor pressure is
parameterized using methods described by Flatau et al.
[1992] and Plu¨ss [1997]. Latent and sensible turbulent fluxes
were calculated using the bulk method [Oke, 1987; cf. Suter
et al., 2004]. Residuals of the surface energy balance are
assigned to the ground heat flux and used as a boundary
condition for the one-dimensional Crank-Nicholson subsur-
face heat-conduction scheme. The resulting temperature for
the surface node is converged with an initial guess of surface
temperature using a secant iteration procedure. Effects of
latent heat during freeze or thaw of water in the rock is
included in apparent heat capacity, based on an exponential
representation of unfrozen water content.
[15] We validated the version of TEBAL used in this
study by simulating 14 logger-measured rock wall temper-
ature time series in the Swiss Alps during the hydrological
year 2001/2002 by adjusting slope, elevation, and aspect to
each logger site, as described by Gruber et al. [2004a]. The
daily time series used to drive the model were taken from
the Corvatsch (3315 m asl) and Jungfraujoch (3580 m asl)
climate stations. The atmospheric lapse rate was taken as
0.006 K km!1, volumetric heat capacity was set to 1.8 &
106 J m!3 K!1 and thermal conductivity to 2.2 W K!1 m!1,
based on Cerma´k and Rybach [1982] and Wegmann et al.
[1998]. Horizons (e.g., local shadow effects) of the logger
sites were not included in the validation runs. The overall
simulation of the rock wall daily mean temperatures resulted
in a mean coefficient of determination of r2 = 0.85, an RMS
of 3.31, and a mean absolute difference in MAGST (mean
annual ground-surface temperature) of 1.05!C.
2.4. Applied Approach Design
[16] The 20-year observed daily climate time series
(OBS: 1982-2002) from Corvatsch and the 12 constructed
scenario climate time series (2071-2091) were applied to
TEBAL to calculate the 20-year mean daily GST for 36
specific topographic situations, including three elevation
levels (2500, 3500, 4500 m asl), four slope angles (50!,
60!, 70!, 80!) and three aspects (north, east/west, south). To
initialize the temperature profile in TEBAL, a 2-year spin-
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Figure 2. Monthly 30-year averages for (a) 2 m temperature and (b) global radiation of the OBS
(Corvatsch) climate time series and constructed RCM-based scenario climate time series (adapted for
Corvatsch).
Figure 3. Structure of the TEBAL energy balance model.
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up in each run was included. Equal surface characteristics
were used for each run. For an ‘‘idealized’’ high-mountain
rock wall, values of 0.0001 m, 0.96 and, 0.2 were used for
roughness length, emissivity, and albedo, respectively.
[17] The change in GST (DGST) for each of the 36
topographic situations was calculated by subtracting the
20-year GST average on the basis of the OBS climate time
series from each 20-year GST average, based on the con-
structed scenario climate time series.
3. Discussion
[18] An overview of simulated changes in average GST
and its complex distribution is given in Figure 4, and
supplemented by Figures 5, 6, and 7. Several findings are
apparent.
[19] Subset a: The range of simulated DGST is high,
averaging 3.5!C. This was caused by the use of different
emission scenarios, of different RCMs, and of the two
approaches (delta and bias) applied. The relative distribu-
tion of the individually calculated DGST points within the
calculated ranges is relatively constant throughout all topo-
graphic situations.
[20] Subset b: Of the three topographic parameters, only
aspect has significant influence on DGST.
[21] Subset c: RCM-based scenarios (except rea2d) lead
to significantly higher DGST for north facing slopes than
for south facing slopes; the incremental scenarios are not
sensitive to aspect.
[22] Subset d: The largest DGSTs were achieved by
applying the A2 emission scenario.
[23] Subset e: If variability is allowed to change between
OBS and SCEN (bias approach), the increase in DGST is
reduced.
[24] Subset f: The approach applied can reverse the result
that A2-forced scenario simulations generally yield higher
DGST than B2-forced scenarios, also when the same RCM
is used.
3.1. Higher Sensitivity of North Faces
[25] A summary based on the median of all RCM-
simulation runs is given in Figure 5. The median is assumed
to represent the ‘‘best guess’’ of all modeled DGST.
Prominent in Figure 5 is the difference between RCM-based
and incremental scenarios. Although RCM-based scenarios
show a 1!C difference in DGST between north faces and
Figure 4. Plot of the 12 simulated GST changes (DGST = SCEN – OBS) for selected topographic
situations. Each of the triplets on the x axis represents an elevation level with a specific slope allocated to
the three different aspects (north, east/west, south); N2500_50 stands for north exposition, 2500 m asl,
50! slope. Owing to use of daily climate values (i.e., no afternoon convection), east and west are equal.
Each RCM is represented by a different marker color. Simulations with the delta approach are represented
by a triangle, and simulations with the bias approach are represented by a square. Solid markers represent
DGST based on A2 emission scenarios; open markers represent DGST based on B2 emission scenarios.
Crosses represent results for the incremental scenarios. The highlighted subsets of GST results are
marked with letters and are related to the summary at the beginning of this section.
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south faces, sensitivity to aspect is not evident in the
incremental scenarios. This is attributed to differences in
solar radiation received at the surface. For incremental
scenarios, air temperature was modified but global radiation
was not, in contrast to RCM-based scenarios, where both
variables were modified. The higher sensitivity of north
faces is probably caused by the differences in solar radiation
received at the surface of north and south faces. While the
average GST of south faces is mainly a function of air
temperature and incoming solar radiation throughout the
entire year, the average on north faces in winter is to a large
extent dependent on air temperature, because no direct solar
radiation is received at the surface during that time of the
year. Because the projected change of global radiation is
highest during summer months (see Figure 2b), the relative
change of global radiation is higher for north faces than for
south faces. As a consequence, north faces are more
sensitive to the climate scenarios applied in this study.
[26] Another prominent result from Figure 5 is that aspect
is the only topographic parameter with significant influence
on DGST. The effects of elevation and slope are very small
and probably within the internal noise level of the models.
This result reflects the relatively high sensitivity of GST to
solar radiation received at the surface, which is, in turn, a
function of aspect.
3.2. Higher Variability on South Faces
[27] Figure 6 shows the ‘‘range of DGST’’ (RDGST). In
contrast to DGST, which decreases from north to south (see
Figure 5), RDGST increases from north to south by about
1!C. The variability and thus the uncertainty about DGST
are higher for south faces than north faces. Again, this is
caused by the higher influence of solar radiation on south
faces, which receive solar radiation during the entire year,
while north faces only receive it during summer months.
[28] A similar, but less pronounced effect is theoretically
possible through the effect of slope on receipts of solar
radiation, since steeper slopes potentially receive less solar
radiation during the annual cycle [e.g., Oke, 1987]. How-
ever, the value of this effect depends on the related latitude
and aspect. In this study, the effects of slope (and also of
elevation) were weak.
3.3. Changes in N-S Differences
[29] Under current climate conditions in the Swiss Alps,
there is a measured difference in mean annual GST of about
6–8!C between north and south exposed rock walls
[Gruber et al., 2004a]. Assuming that the results from
section 3.1, about a higher sensitivity of north faces are
valid for the entire Swiss Alps, observed differences in rock
wall GST would decrease under future scenario climate
conditions as the GST on north faces would increase more
than on south faces. Aspect-dependent warming of the
surface will also affect qualitative changes of the ground
thermal regime [Noetzli et al., 2007] and can lead to
enhanced rockfall activities on northern slopes, as observed
in the European Alps during the hot and dry summer of
2003.
[30] Large decreases (up to 2!C) in N-S temperature
differences result for HIRHAM and RegCM applied with
Figure 5. Median DGST for all scenario climate simulations, with separation between RCM-based and
incremental scenarios (only OBS+3 is shown) and as a function of aspect (x axis), elevation (color), and
slope (vertical extent).
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Figure 6. Range of DGST (RDGST) including all scenario climate simulations (except incremental
scenarios) as a function of aspect (x axis), elevation (color), and slope (vertical extent).
Figure 7. Change in the N-S difference for calculated GST for the scenario climate simulation (except
OBS+3), shown as departure from observed climate time series.
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the bias approach, independent of the forced emission
scenario (Figure 7). Small decreases result with the delta
approach, independent of the RCM type and emission
scenario. The change in climate variability is therefore a
dominant factor for the differential warming of north and
south faces in the applied scenarios.
3.4. Combined Influences of Emission Scenario, RCM,
Changed Variability, and Topography
[31] Generally, the largest DGST is achieved by applying
the A2 and the lowest by applying the B2 emission
scenario, independent of RCM type. This tendency can,
however, be reversed by the type of RCM used (Figure 4),
consistent with the known uncertainties of GCMs/RCMs
due to model internal limitations (section 2.2). A change in
climate variability (in our case forced by use of the bias
approach), together with potentially higher solar radiation
(e.g., due to south slope), can result in higher DGST with
the B2 than with the A2 emission scenario, for the same
RCM. This can be seen in Figure 4 (subset f), where
HIRHAM simulates higher DGST with the B2 emission
scenario when the delta approach is applied than with the
A2 emission scenario and the bias approach. This HIRHAM-
specific behavior is likely to be caused by the higher global
radiation of HIRHAM B2 compared to HIRHAM A2 during
summer (Figure 2b) and/or by the change in variability
associated with the bias approach.
[32] The lowest values of RDGST on south faces are
modeled by HIRHAM B2 used with the bias approach
(Figures 4 and 6). On north faces, the RegCM B2 used with
the delta approach yields the lowest values of the range ofGST
change. The highest values are obtained by the HIRHAM A2
scenario usedwith the delta approach for almost all topographic
situations (Figure 4). This is very likely caused by highest
simulated annual air temperature of HIRHAM A2, during
almost the entire year (see Figure 2a). However, a detailed
explanation of the model behavior requires an extended
analysis of the daily time series rather than analysis of
averages, as presented here.
3.5. Significance of the Results
[33] The results of this study are valid only for the
specific and theoretical high-mountain situation assumed
here. For other regions of the Alps, results must be adjusted
according to the Alpine climatic subregion in which they are
located, e.g., on the basis of the Alpine climate classifica-
tion after Schu¨pp [1954]. For rock walls less steep than
those assumed in this study, and larger areas, the important
influence of a seasonal snow cover and changes in its timing
and duration must be taken into account. Furthermore,
different results would be obtained if different surface
properties were used. Only three RCMs and two emission
scenarios, forced by a single GCM, were used in this study.
Use of different GCMs would increase the uncertainty
range. Simulating DGST over a larger area requiring use
of a digital terrain model (DTM), introduces additional
uncertainty [Salzmann et al., 2007b].
[34] In this study, the importance of global radiation was
emphasized. Global radiation in high-mountain areas is
influenced significantly by cloud convection during sum-
mer. RCMs with horizontal resolution of 50 km (as has been
used here), cannot resolve such sub-grid processes. RCM
results for global radiation are therefore associated with
high uncertainty, particularly in mountainous areas and
during summer. This problem is minimized in this study
by adjusting the direct output from RCMs to a specific
location, using the delta and bias approach.
4. Conclusion and Perspectives
[35] In this study, we calculated and analyzed DGST and
7the RDGST for 36 high-mountain topographic situations
derived from an input matrix of 10 RCM-based scenario
time series (including 3 RCMs, 2 SRES emission scenarios,
2 approaches) and 2 incremental scenario climate time
series. We conclude the following.
[36] 1. Use of RCM-based scenarios is preferable to
incremental scenarios in impact studies in complex moun-
tain topography. This preference may not hold for sensitiv-
ity analyses.
[37] 2. Use of multimodel approaches, such as inclusion
of different emission scenarios and GCMs/RCMs, is re-
quired to assess possible ranges of future ground surface
temperature changes and to cover the range of uncertainty
associated with the models.
[38] 3. Aspect is more important than slope and elevation
for the GST.
[39] 4. The influence of topography on DGST is gener-
ally weaker than the influence of the different emission
scenarios, RCMs, and application-approaches (delta/bias).
[40] 5. Changes in the duration and thickness of seasonal
snow cover will probably be the most important factor for
changes in the ground thermal regime. Nevertheless, we
show in this study that relatively simple systems like steep
rock walls also require detailed investigations about poten-
tial changes in GST.
[41] On the basis of the strong variability of RCM output,
there appear to be many uncertainties associated with
possible impacts of climate change on GST in the complex
topography of high-mountain environments. The range of
uncertainties can only be assessed by using physically
plausible RCM-based scenarios, which take into consider-
ation qualitative (e.g., increase of variability) and quantita-
tive (e.g., increase of air temperature) changes of different
atmospheric variables (e.g., global radiation).
[42] If we assume that the general trend of our results is
valid for the entire Alpine region, changes in GST and
subsequent changes in the ground thermal regime can lead
to serious rockfalls and landslides that exceed the frequency
and magnitude of known events.
[43] The next steps for assessing scenarios of ground
thermal regime in complex high-mountain topography in-
clude links to the subsurface [e.g., Noetzli et al., 2007].
Furthermore, thorough analysis of the climate input time
series from the RCMs, the time series of the GST, and the
fluxes of the surface energy balance as opposed to averages is
required. The input data set used to drive the local energy-
balance model TEBAL should be enlarged by including
RCMs driven by different GCMs. Finally, use of probabilistic
scenarios could further enhance the significance of the model
results [e.g., Wigley and Raper, 2001; Tebaldi et al., 2005].
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