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УДК 519.2
Е. В. ВЕЧЕРКО
ОБ ОДНОЙ ЗАДАЧЕ ВЕРОЯТНОСТНО-СТАТИСТИЧЕСКОГО
АНАЛИЗА ВКРАПЛЕНИЙ В ДВОИЧНУЮ ЦЕПЬ МАРКОВА
В статье рассматривается (q, r)-блочная модель вкраплений в двоичную цепь Маркова, возникающая в задачах стегано-
графической защиты информации. Построены статистические оценки параметров модели на основе частотных статистик. 
Представлены результаты компьютерных экспериментов.
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In this paper (q, r)-block mathematical model of embeddings in binary Markov chain that appear in steganography is considered. 
Estimators of model parameters based on frequencies statistics are constructed. The results of computer experiments are presented.
Key words: Markov chain; embedding; statistical estimators; block model.
1. Введение и математическая модель вкраплений. Актуальной задачей стеганографической 
защиты информации является задача обнаружения вкраплений [1–8], т. е. обнаружение встраивания 
сообщения в контейнер. В качестве контейнеров могут использоваться изображения, аудио- и видео-
последовательности. В литературе из этой области недостаточно внимания уделено вероятностно-ста-
тистическим вопросам.
Цель данной статьи – разработка методов статистического анализа математической модели вкра-
плений. Предлагается новая (q, r)-блочная модель вкраплений в однородную цепь Маркова, построены 
статистические оценки параметров ε,δ для (q, r)-блочной модели при q = 2, r = 1. Представлены резуль-
таты компьютерных экспериментов.
Введем обозначения: V = {0,1} – двоичный алфавит; Vt – пространство двоичных t-мерных векто-
ров;  N – множество натуральных чисел; I{A} – индикатор события A; 21 1 2 2 1 1( , ..., )
t
t t t t tu u u V     (t1, t2 N 
t1 ≤ t2) – двоичная строка из t2 – t1 + 1 символов; w(.) – вес Хемминга; L{ξ} – закон распределения ве-
роятностей случайной величины ξ; B(θ – закон распределения вероятностей Бернулли с параметром 
θ  [0,1].
Будем предполагать, что контейнер для встраивания сообщения есть двоичная последовательность 
x1
T  VT, xt  V, t = 1, ..., T, длиной T, являющаяся однородной двоичной цепью Маркова 1-го порядка 
с симметричной матрицей вероятностей одношаговых переходов 
0 1,
( )j jP p , j0, j1  V:
1 11( )
1 12
P P
             , 
0 1
0 1, 1 1 0
1{ | } (1 ( 1) )
2
j j
j j t tp P x j x j

       , | | 1  .            (1)
Здесь ε – параметр модели: случай ε = 0 соответствует схеме независимых испытаний и исследован 
в   [7]; случай ε > 0  учитывает зависимость типа притяжения; ε > 0  – зависимость типа отталкивания. 
Отметим, что цепь Маркова (1) удовлетворяет условиям эргодичности [9] и имеет равномерное стацио-
нарное распределение вероятностей π = (1/ 2, 1/ 2). Далее будем полагать, что цепь Маркова (1) является 
стационарной.
Обычно (см. [5]) на практике сообщение перед встраиванием в контейнер подвергается криптогра-
фическому преобразованию, устраняющему статистическую избыточность, поэтому далее полагаем, 
что сообщение ξ1
M   VM, M ≤ T, является последовательностью M независимых случайных величин 
Бернулли: L{ξt} = B(θ), P{ξt = j} = θj,  j  V, θ1 = 1 – θ0, t = 1, ..., M. Как правило (см. [5]),{ξt} имеет сим-
метричное распределение вероятностей: θ1 = θ0 = 1/ 2.
Стегоключ γ1
T  VT определяет моменты времени, в которые биты сообщения ξ1M  вкрапляются в по-
следовательность x1
T . Введем специальную (q, r)-блочную модель стегоключа (q, r  N, r ≤ q), предпола-
гая, что длина последовательности x1
T  кратна q: T = Kq. Для этого вначале разобьем последовательность 
x1
T на блоки длиной q: 2(1) 1 (2) 1 ( ) 1, , ...,
q q T
q K T qx x x x x x     . Введем вспомогательные независимые случай-
ные величины k V  , { } ( )kL B   , 1, ...,k K , которые отвечают за выбор блоков ( ){ }kx  для вкрапления 
сообщения: если 1k  , то в r  случайно выбранных бит блока ( ){ }kx  вкрапляются r  бит сообщения; 
если 0k  , то вкрапление в блок ( ){ }kx  не производится. 
В результате стегоключ 1
T  состоит из независимых блоков, имеющих следующие распределения 
вероятностей:
1
( 1) 1 1 1
1
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{ } / , ( ) ,
0, ( ) {0, },
q
kq q r q
k q q
q
w u
P u C w u r
w u r
 
        
 11, ..., ,
q
qk K u V  .                             (2)
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Отметим, что для такой модели стегоключа максимальная пропускная способность стегосистемы 
уменьшается до /Tr q Kr  бит, а мощность множества всевозможных стегоключей сжимается до 
(1 )r KqC . 
Случайная стегопоследовательность 1
T
TY V  порождается следующим образом:
, 0,
(1 )
, 1.t
t
t t
t t t t
t
x
Y x

          
                                                       (3)
Случайные последовательности { }tx , { }t , { }t  предполагаются независимыми в совокупности.
Заметим, что с практической точки зрения наибольшего внимания в рамках рассматриваемой здесь 
марковской модели вкраплений (3) заслуживает наиболее трудный для обнаружения вкраплений слу-
чай, когда 1 0 1 / 2    , так как в этом случае при вкраплении одномерное распределение вероятностей 
не искажается: { } { } 1/ 2t tR Y j R x j    , j V .
2. Статистическое оценивание параметров модели вкраплений
Аналогично [8] разобьем множество tV  двоичных t -мерных векторов на 1t   непересекающихся 
подмножеств: 
( ) ( ) ( )
0 1 ... ,
t t t
t tV                                                                    (4)
где 
( )
0 1{ : 1}
t t
t tu V u    ,
( )
1 1 1{ : 0}
t t
t t tu V u u      ,
( )
1 1 1{ : 0, ... 1, 0}
t t
j t t t t j t ju V u u u u           , 1 j t  ,                               (5)
( )
1 1 1{ : 0, ... 1}
t t
t t t tu V u u u       .
Такое разбиение порождает разбиение всевозможных траекторий фрагментов стегоключа 1 1
t t
tu V   .
Определим функции двоичных переменных 1
t
tu V , 1t ty V :
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1 1 1
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1
, ,
( , ) (1 ( 1) ) / 2, ,1 1,
1 / 2, .
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t t j
t t
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                                        (6)
С учетом (6) и введенных обозначений функция правдоподобия для модели вкраплений (3) имеет 
вид
             10 1
1
1 1 1
{0, } 1
, 0 1 / , ,
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r
T
T
Tb ub uT r t t
h q t
h r tu V
L I b u C u y
 
                                         (7)
где 1
T
Ty V  – наблюдаемая стегопоследовательность;      /1 1 1
1
T q
T qk
h q k
k
b u I w u h 

  ,  0, ...,h q . Со-
гласно определению (7) вычисление одного значения функции правдоподобия ( , )L    при фиксирован-
ных параметрах ,   имеет вычислительную сложность порядка /( (1 ) )r T qqO T C .
Оценки максимального правдоподобия ˆˆ,   параметров ,   определяются как решение экстремаль-
ной задачи: 
( 1,1), [0,1]
( , ) maxL
  
   . Решение этой задачи возможно только численными методами (напри-
мер, методом табулирования ( , )L    на сетке или методом градиентного спуска), требующими вычис-
ления функции правдоподобия для заданной последовательности точек.
Лемма 1. Если имеет место модель вкраплений (3), то при q r , 2 1t r 
 
1
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j r
P
 
         , 2 1,t r                                                            (8)   
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1 1
1 1 1 1 2 1 2 1
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1 1 / 2, ,1 2 1,
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t t j
t t t t t t
t t t t r t r
tt
y
y y tj t
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P Y y Y y u u y
u
u j r
 
   

      
         
                                             (9)
и стегопоследовательность { }tY , определяемая в (3), при фиксированной последовательности { }t  яв-
ляется управляемой цепью Маркова условного порядка {0, ...,2 1}ts r  , причем порядок ts  зависит от 
ключевой последовательности { }t : ts j , если ( )1t tju  .
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Дока з ат ельс тво .  Соотношение (8) вытекает из (2) и обозначений (4), (5). Для доказательства (9) 
достаточно проверить марковское свойство последовательности tY  при фиксированной управляющей 
последовательности t .
Лемма 1 позволяет построить полиномиальный относительно T  алгоритм вычисления значения 
функции правдоподобия ( , )L    для ( , )q r -блочной модели вкраплений при q r .
При 2, 1q r   и 0 1 1 / 2     удобно использовать теорему 1 для построения частотных оценок 
параметров , .
Теорема 1. Если 2, 1q r   и 0 1 1 / 2    , то матрица усредненных по 3tt  ( 2 1)t r   вероятно-
стей одношаговых переходов управляемой цепи Маркова 3-го порядка имеет вид
3 2 1
2 8 2
, , ,
2 1 8 2 1
( 1 ), 2 , ,
( )
( 1 ), 2 1, ,t t t t
k k
t y y y y
k k
CA CA t k k
P p
CA CA t k k    
        


N
N
                                       (10)
где 81 (1,1,1,1,1,1,1,1) ,
2 2
3 2
1 / 2
(1 ) / 2
(1 / 2) / 4
/ 8
kA
             
,
2
2 1 2
1 / 2
(1 / 4) / 2
(1 / 2) / 4
0
kA 
              
, 
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
C
                   
.
Дока з ат ельс тво . С учетом леммы 1 имеем
3 2 1
3
1 1 ( )
, , , 3 3 1 3 3
0
{ | } { } ( , )
t t t t
t t t t t t
y y y y t t t t j t t t
j
p P Y y Y y P u y  
 
   

       .
Подставляя сюда следующие из (2) значения вероятностей:
2 (2 )
1
2
/ 2, 0,
1 , 1,
{ }
(1 / 2) / 2, 2,
/ 4, 3,
k k
j
j
j
P
j
j
           
2
2 1 (2 1)
1
/ 2, 0,
1 / 4, 1,
{ }
(1 / 2) / 2, 2,
0, 3,
k k
j
j
j
P
j
j
 
             
получаем (10).
Обозначим: 
0
(0)
0{ [ , ] : 2 , }tJ t t T t k k   N , 0(1) 0{ [ , ] : 2 1, }tJ t t T t k k    N  – множества четных и не-
четных моментов времени соответственно, начиная от заданного начального момента времени 0t N ;
0 1 2 3
( )
4
( ) 3
3 0{ }
j
j t
v v v v t
t J
f I Y v

  , j V , 30 4v V , – абсолютная частота 4-граммы для четных моментов времени 
( 0)j   и нечетных ( 1)j   соответственно. Частотные оценки вероятностей (10) по наблюдаемой по-
следовательности 1
T
Ty V  имеют вид
0 1 2 3
0 1 2 3
0 1 2 0 1 2
( )
( )
( ) ( )
0 1
ˆ
j
v v v vj
v v v v j j
v v v v v v
f
p
f f
  , j V , 
3
0 4v V .
Определим линейные функции от частот 
0 1 2
( )
0{ }
j
v v vf :
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 0000 0010 0100 1000 1100 0110 1010ˆ ˆ ˆ ˆ ˆ ˆ ˆ
j j j j j j j js p p p p p p p       , ( ) ( ) ( ) ( )2 1 1010 1100ˆ ˆ2 2j j j js s p p   .
Из (10) для построения статистических оценок параметров модели вкраплений имеем систему уравнений:
(0)
1
(1) 2
1
( ) 2
2
2 2 (1 ),
2 2 (1 / 2) ,
2 (1 / 2), .j
s
s
s j V
                 
                                                         (11)
При известном параметре , решая систему уравнений (11), получаем подстановочную (plug-in) 
оценку параметра [0,1] , являющуюся функцией частот 
0 1 2 3
( ){ }jv v v vf :
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0, 1,
ˆ ( ) 1 , [0,1],
1, 0,
k
g
g g
g
     
 
1
2 1 1 1
1
0, 1,
ˆ ( ) 2 2 , [1 / 4,1],
1, 1 / 4.
k
g
g g
g

     
 
( )
1 2
2
j
j
sg   , j V ,             (12)
Усредняя статистические оценки для параметра   при четных и нечетных моментах времени, полу-
чаем еще одну статистическую оценку:  2 2 1ˆ ˆ ˆ( ) ( ) ( ) / 2.k k                                                                     (13)
Если неизвестны оба параметра ,   модели вкраплений, то для четных моментов времени статисти-
ческая оценка  2ˆ [0,1]k   имеет вид
2
0, 1,
ˆ 1 , [0,1],
1, 0.
k
g
g g
g
    
 
(0) 2
(0) (0) 1
1 2 (0) 2 (0)
1 2
( 2)( , )
( 2) 8( 2)
sg g s s
s s
     ,                               (14)
Для нечетных моментов времени статистическая оценка 2 1ˆ [0,1]k   имеет вид
(1) 3 (1) 2
2 1 2 1[0,1]
ˆ min | ( 2)(2 ) 2( 2) | .k s s                                                      (15)
Оценки параметра   модели при 2ˆ 1k  , 2 1ˆ 1k   строятся следующим образом: 
(0)
1
2
2
2ˆ ˆ2(1 )k k
s     , 
(0)
1
2 1
2 1
2ˆ .ˆ2(1 )k k
s


   
3. Численные результаты. Для модели вкраплений (3) при известном параметре   методом Монте-
Карло вычислены выборочные среднеквадратические ошибки    2( )
1
1ˆ ˆ( ) ( )
N
n
n
v
N 
        оценивания 
параметра   ( ( )ˆ ( )n   – оценка параметра   для n -й реализации стегопоследовательности) на основе 
частотных статистик (12), (13) при следующих значениях параметров: 1r  , 2q  , 0,3  , 0,2  , чис-
ло прогонов 310N  .
На рис. 1 изображены графики зависимостей  ˆ( )v    от длины стегопоследовательности T  для 
трех статистических оценок. Закрашенными кружками отмечены графики для частотных оценок (13), 
незакрашенными – для оценок 2ˆ ( )k   по четным моментам времени, треугольниками –  для оценок 
2 1
ˆ ( )k  .
При неизвестных параметрах модели методом Монте-Карло вычислены выборочные среднеквадра-
тические ошибки  оценивания параметра   на основе (14), (15) при следующих значениях параметров
1r  , 2q  , 0,3  , 0,2  , 310N  .
На рис. 2 изображены графики зависимостей ˆ{ }v   от длины стегопоследовательности T  для трех 
статистических оценок. Закрашенными кружками отмечены графики для усредненных оценок при 
четных и нечетных моментах времени, незакрашенными – для частотных оценок 2ˆ k , определенных 
в (14), треугольниками – для оценок 2 1ˆ k , определенных в (15).
Рис. 2. Зависимость ˆ{ }v   от длины T
при 0,3  , 0,2  , 310N 
Рис. 1. Зависимость  ˆ( )v    от длины T
при 0,3  , 0,2  , 310N 
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УДК 512.55
В. М. ШИРЯЕВ
ПЕРИОДИЧЕСКИЕ Е-ЦЕНТРАЛЬНЫЕ m-КОЛЬЦА
В данной работе обобщается на m-кольца теорема о разложении (ассоциативного) кольца с единицей и коммутирующими 
идемпотентами в подпрямое произведение А-колец (имеющих только два идемпотента – единицуи нуль) [11, предложение 2]. 
В теории m-колец имеется аналог этого понятия – Е-примарные m-кольца – это такие m-кольца, у которых ο-почтикольцо 
имеет в точности два идемпотента – нулевой и единичный элементы. m-Кольцо (К, +, ·, ○) называется периодическим, если 
ο-полугруппа (K, ○) периодична, т. е. всякая ее подполугруппа, порожденная одним элементом, конечна; и m-кольцо называ-
ется Е-центральным, если любой его идемпотент перестановочен с любым элементом этого m-кольца. Класс Е-центральных 
включает в себя все ниль-m-кольца, все Е-примарные и все m-кольца с делением.
Основная теорема утверждает, что каждое Е-центральное периодическое m-кольцо К является либо ниль-m-кольцом, либо 
разлагается в подпрямое произведение некоторого семейства Е-примарных периодических m-колец, либо является расши-
рением ниль-m-кольца при помощи подпрямого произведения некоторого семейства Е-примарных периодических m-колец. 
При этом если К имеет единицу и конечное число идемпотентов, то К разлагается в прямую сумму конечного числа идеалов, 
являющихся Е-примарными периодическими m-кольцами. Что касается Е-примарных m-колец, то получена теорема о том, 
что всякое Е-примарное периодическое m-кольцо есть расширение ниль-m-кольца при помощи периодического m-кольца с де-
лением. Примеры показывают, то условие периодичности и условие Е-центральности в основной теореме нельзя ослабить.
Ключевые слова: m-кольцо; периодическое m-кольцо; Е-центральное m-кольцо; Е-примарное m-кольцо; ниль-m-кольцo; 
подпрямое произведение m-колец.
In this article the theorem about a decomposition of a associative ring with identity and commuting idempotents in a subdirect 
product of A-rings (possessing exactly two idempotents – the null and the identity) is generalized to m-rings. In the theory of m-rings 
the notion of A-ring corresponds the notion of Е-primary m-ring.The article deals with periodic Е-centra m-rings, i. e. such m-rings 
(K, +, ·, ○), in which every monogenic subsemigroup of the semigroup (K, ○) is fi nite and all idempotents are central. The class of all 
periodic Е-central m-rings contains all nil-m-rings and all Е-primary periodic m-rings.
The main theorem confi rms, that any periodic Е-central m-ring K is either a nil-m-ring or an extention of a nil-m-ring by a subdirect 
product of Е-primary periodic m-rings. With the set of idempotents of K to be fi nite, the m-ring K is a direct sum of fi nite number of 
ideals, every of that is a Е-primary periodic m-ring. In turn every Е-primary periodic m-ring is an extention of a nil-m-ring by a division 
periodic ring. It is shown using the examples, that the condition of periodicity and the condition of Е-centrality in the main theorem 
can not weakened.
Key words: m-ring; periodic m-ring; Е-central m-ring; Е-primary m-ring; nil-m-ring; subdirect product of m-rings.
Используется терминология и обозначения, введенные в [1]–[3], а также принятые в теории полу-
групп и групп [4], [5], колец и полей [6], [7], почтиколец [8], универсальных алгебр [9], решеток [10]. 
Универсальная алгебра (K, +, ·, ○) называется т-кольцом, если алгебра (K, +, ·) является ассоциативным 
коммутативным кольцом с операциями сложения «+» и умножения «·» (редукт т-кольца K), алгебра 
(K, ○) – полугруппой с операцией суперпозиции «○» (ο-полугруппа т-кольца K), которая дистрибу-
тивна справа относительно кольцевых операций сложения и умножения. Тогда универсальная алгебра 
(K, +, ○) является правым почтикольцом [8] (называемым ο-почтикольцом т-кольца K). Если 0 является 
