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Density Functional Theory and Linear Scaling
Rudolf Zeller
Institute for Solid State Research and Institute for Advanced Simulation
Forschungszentrum Ju¨lich, 52425 Ju¨lich, Germany
E-mail: ru.zeller@fz-juelich.de
The basic concepts of density functional theory and of linear-scaling techniques to solve the
density functional equations are introduced. The Hohenberg-Kohn theorem, the one-to-one
mapping to an auxiliary non-interacting electron system to obtain the single-particle Kohn-
Sham equations, and the construction of approximations for the exchange-correlation func-
tional are explained. The principle of nearsightedness of electronic matter and its importance
to achieve linear scaling are discussed. Finally, a recently in Ju¨lich developed linear-scaling
algorithm for metallic systems is presented and its suitability for large supercell calculations is
illustrated.
1 Introduction
In the last decades density functional theory has emerged as a powerful tool for the quan-
tum mechanical description of chemical and physical properties of materials. Density
functional theory is an approach to treat the many-electron problem by single-particle
equations. Instead of the many-electron wavefunction, which depends on 3N electronic
space coordinates and N spin variables (here N is the number of electrons in the consid-
ered system), the basic quantity in density functional theory is the electron density n(r),
which depends on only three space coordinates. This obviously represents a considerable
simplification for calculating, understanding and predicting material properties. The idea
to use the density instead of the many-electron wavefunction was proposed by Thomas1
and Fermi2 already in 1927. The idea was fundamentally justified by the theorem of Ho-
henberg and Kohn3 in 1964, which states that the ground-state energy of the many-electron
system is uniquely determined by the ground-state density n0(r). Modern density func-
tional theory has motivated an enormous number of applications primarily in the electron
theory of atoms, molecules and solids, but density functional theory can be used also in the
physics of liquids4 and in nuclear physics5.
However, although density functional theory accomplishes a considerable simplifica-
tion, calculations for systems with many atoms still represent a serious computational chal-
lenge even after decades of effort to develop and improve computational techniques for the
solution of the density functional equations. Systems with up to a few hundred atoms
can be treated routinely today, but systems with thousands of atoms require overwhelming
computing effort, because the computing time increases cubically with system size. In the
last decade considerable work has been done to reduce the computational effort and linear
scaling techniques have emerged as an approach to treat large systems with almost similar
accuracy as available in standard techniques with cubic scaling.
The plan of this lecture is to introduce the concepts of density functional theory, to
explain the reasons why linear scaling should be possible, to present the ideas used in
several linear scaling techniques and finally to present an algorithm for metallic systems
which was recently developed in our institute.
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2 Density Functional Theory
To simplify the discussiona the consideration will be restricted here to a non-relativistic,
non-spin-polarized, time-independent many-electron system moving in a potential pro-
vided by the electrostatic Coulomb interaction with atomic nuclei assumed at fixed posi-
tions. For this system the Hamilton operator Hˆ is given by a sum of the kinetic energy and
the electron-electron, electron-nuclear and nuclear-nuclear interaction terms. Under the as-
sumption that the nuclei are fixed the many-electron Schro¨dinger equation for N electrons
is given by
HˆΨ =

− ~2
2m
N∑
i
∇2i +
N∑∑
i<j
U(ri, rj) +
N∑
i
vext(ri)

Ψ = EΨ, (1)
where U(r, r′) = e2|r − r′|−1 is the electron-electron interaction and vext(r) the external
potential, which contains the static potential arising from the interaction of the electrons
with the nuclei and a constant term arising from the nuclear-nuclear interaction. Exten-
sions of density functional theory to non-degenerate ground states, to spin-polarized and
relativistic systems, to excited states and finite temperatures, to time-dependent and to
superconducting situations are possible and can be found in the literature. Here, due to
limited space, a discussion of these extensions is not possible.
2.1 Hohenberg-Kohn Theorem
The formal solution of the many-electron Schro¨dinger equation (1) defines a mapping from
the external potential to the many-electron wavefunctions and thus also a mapping from ex-
ternal potential to the ground state wavefunction Ψ0 and to the ground-state density n0(r).
The first part of the Hohenberg-Kohn theorem states that the mapping can be inverted so
that the external potential is uniquely determined by the ground-state density except for a
trivial additive constant shift of the external potential. Because of the mapping from the
ground-state density to the external potential and of the mapping from the external potential
to the many-electron wavefunctions, there is also a mapping from the ground-state density
to the many-electron wavefunctions and to every expectation value 〈Ψ|Oˆ|Ψ〉, which means
that every quantum mechanical observable is uniquely determined as a functionalb of the
ground-state density. The second part of the Hohenberg-Kohn theorem states that the total
energy functional E[n(r)] is minimal, if n(r) is the ground-state density n0(r), and that
the minimum E0 = E[n0(r)] is the ground-state energy.
The proof of the Hohenberg-Kohn theorem for non-degenerate ground states proceeds
by reductio ad absurdum and requires two steps. First it is shown that two potentials vext
and v′ext, which differ by more than a trivial constant vext 6= v′ext + const, cannot lead
to the same ground-state wavefunction Ψ0 and then it is shown that two different ground-
state wavefunctionsΨ0 and Ψ′0 (arising from two different potentials vext 6= v′ext+ const)
cannot lead to the same ground-state density n0(r).
aThis discussion is partly based on a previous article published in Lecture Manuscripts of the 37th Spring School
of the Institute of Solid State Research 6.
bCompared to a function f(x), which is defined as a mapping from a variable x to a number f , a functional
F [f(x)] is defined as a mapping from a function f(x) to a number F .
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If one assumes that two potentials vext and v′ext, which differ by more than a con-
stant, lead to the same ground-state wavefunction Ψ0, the subtraction of the Schro¨dinger
equations for vext and v′ext gives
(vext − v′ext)|Ψ0〉 = (E − E′)|Ψ0〉 . (2)
In regions with Ψ0 6= 0 the constant value E − E′ implies that the two potentials vext and
v′ext can differ only by a constant. Thus the assumption that vext and v′ext differ by more
than a constant can only be satisfied in regions where Ψ0 vanishes. However, regions (with
nonzero measure), where Ψ0 vanishes, cannot exist because the unique continuation theo-
rem7, 8 states that Ψ0 vanishes everywhere if Ψ0 vanishes in a region of nonzero measure.
Thus the assumption that two potentials vext and v′ext, which differ by more than a con-
stant, lead to the same ground-state wavefunction requires that this wavefunction vanishes
everywhere which is clearly impossible.
If one assumes that two different (apart from a trivial phase factor) ground-state wave-
functionsΨ0 and Ψ′0 for the different potentials vext and v′ext lead to the same ground-state
density n0(r), one obtains (see appendix)
〈Ψ′0|vext − v′ext|Ψ′0〉 =
∫
n0(r)[vext(r)− v′ext(r)]dr (3)
and
〈Ψ0|v′ext − vext|Ψ0〉 =
∫
n0(r)[v
′
ext(r)− vext(r)]dr . (4)
From 〈Ψ0|Hˆv′ |Ψ0〉 > 〈Ψ′0|Hˆv′ |Ψ′0〉 = E′0, where the strict larger sign arises because Ψ′0
is the ground-state wavefunction for the Hamiltonian Hˆv′ which leads to the the ground-
state energy E0′, whereas Ψ0, which differs from Ψ′0 by more than a trivial phase factor
leads to a larger energy, and from 〈Ψ′0|Hˆv|Ψ′0〉 > 〈Ψ0|Hˆv|Ψ0〉 = E0, where the strict
larger sign arises using similar arguments, one obtains
〈Ψ0|Hˆv′ |Ψ0〉+ 〈Ψ0′|Hˆv|Ψ0′〉 > E′0 + E0 . (5)
Here the substitution Hˆv′ = Hˆv+v′ext−vext in the first term and Hˆv = Hˆv′ +vext−v′ext
in the second term and the use of 〈Ψ0|Hˆv|Ψ0〉 = E0 and 〈Ψ0′|Hˆv′ |Ψ0′〉 = E′0 leads to
E0 + 〈Ψ0|v′ext − vext|Ψ0〉+ E0′ + 〈Ψ0′|vext − v′ext|Ψ0′〉 > E0′ + E0 (6)
By inserting (3) and (4), which are valid because of the assumption that the two different
ground-state wavefunctions Ψ0 and Ψ′0 lead to the same ground-state density n0(r), one
obtains E0+E0′ > E0′+E0, which is clearly a contradiction, and the assumption cannot
be true. Consequently, two external potentials vext 6= v′ext+const cannot lead to the same
ground-state density. Therefore, the ground-state density uniquely determines the exter-
nal potential up to a trivial constant and thus via the many-electron Schro¨dinger equation
uniquely the many-electron wavefunctions of the system. This means that all stationary
observables of the many-electron system are uniquely determined by the ground-state den-
sity. Unfortunately, for most physical properties it is not known how they can be calculated
directly from the ground-state density without using the many-electron Schro¨dinger equa-
tion so that the unique determination is not often of practical use.
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To calculate the ground-state energy E0 the unique energy functional E[n(r)] can be
defined10 by
E[n(r)] = min
Ψ→n(r)
〈Ψ|Tˆ + Uˆ + vext|Ψ〉 = F [n(r)] +
∫
n(r)vext(r)dr , (7)
where the minimum is over all wavefunctions, which give the density n(r). The functional
F [n(r)] = min
Ψ→n(r)
〈Ψ|Tˆ + Uˆ |Ψ〉 (8)
does not depend on the external potential vext and but only on Tˆ and Uˆ and is universal in
the sense that it is same for all systems described by the Schro¨dinger equation (1). From
(7) one obtains the inequality
E[n(r)] ≤ 〈Ψ|Tˆ + Uˆ + vext|Ψ〉 (9)
for all wavefunctions Ψ, which give the density n(r). For the ground-state wavefunction
Ψ0 with the ground-state density n0(r) this means E[n0(r)] ≤ 〈Ψ0|Tˆ + Uˆ + vext|Ψ0〉 =
E0. Since 〈Ψ|Tˆ+Uˆ+vext|Ψ〉 ≥ E0 is valid for all wavefunctions because of the Rayleigh-
Ritz minimum principle, this inequality is also valid for the wavefunction which leads to
the minimum in (7). This means E[n(r)] ≥ E0 is valid for all densities, in particular for
the ground-state density: E[n0(r)] ≥ E0. Together with E[n0(r)] ≤ E0 this shows E0 =
E[n0(r)] which proves the second part of the Hohenberg-Kohn theorem: the minimum of
E[n(r)] is obtained for the ground-state density and this minimum gives the ground-state
energy
E0 = min
n
E[n(r)] . (10)
Here the minimization is over all densities which arise from antisymmetric wavefunctions
for N electrons.
2.2 Kohn-Sham Equations
The theory discussed above has transformed the problem of finding the minimum of
〈Ψ|Hˆ |Ψ〉 for many-electron trial wavefunctions Ψ into the seemingly much more simple
problem of finding the minimum of E[n(r)] for trial densities n(r) which depend on only
three space variables. However, since the explicit form of the functional F [n(r)] is not
known, the theory is rather abstract. Here, the idea of Kohn and Sham9, the introduction
of a fictitious auxiliary non-interacting electron system with the same ground-state density
is of extraordinary importance. Because the Hohenberg-Kohn theorem is valid for all in-
teraction strengths (that is for all values of e2), it is also valid for the choice e2 = 0 which
according to (1) describes a non-interacting system with U(r, r′) = 0. By the Hohenberg-
Kohn theorem the ground-state density uniquely determines the external potential in the
non-interacting system. This potential is usually called the effective potential veff (r). For
the non-interacting system the total energy functional (7) can be written as
E[n(r)] = Ts[n(r)] +
∫
n(r)veff (r)dr (11)
because the functional F [n(r)] (for e2 = 0) reduces to the kinetic energy functional
Ts[n(r)] of non-interacting electrons. For the non-interacting system with potential
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veff (r) the ground-state density n0(r) and the ground-state kinetic energy Ts[n0(r)] can
be calculated exactly by
n0(r) =
∑
i
|ϕi(r)|2 and Ts[n0(r)] =
∑
i
∫
ϕ⋆i (r)(−
~
2
2m
∇2r)ϕi(r)dr , (12)
where ϕi(r) are the Kohn-Sham wavefunctions (orbitals), which are obtained by solving a
single-particle Schro¨dinger equation
Hˆsϕi(r) =
[
− ~
2
2m
∇2r + veff (r)
]
ϕi(r) = ǫiϕi(r) . (13)
The sums in (12) are over the N wavefunctions with lowest values of ǫi. To apply this
scheme, a useful expression for the effective potential veff (r) must be found. The impor-
tant achievement of Kohn and Sham was the suggestion to separate the unknown functional
F [n(r)] in (7) into a sum of known terms and into an unknown, hopefully much smaller
rest which must be approximated. The energy functional is written as
E[n(r)] = Ts[n(r)] +
∫
n(r)vext(r)dr +
e2
2
∫∫
n(r)n(r′)
|r − r′| drdr
′ + Exc[n(r)] , (14)
where the term which contains density products describes the classical electron-electron
interaction (Hartree interaction) and the last term is the exchange-correlation energy func-
tional defined as
Exc[n(r)] = F [n(r)]− Ts[n(r)]− e
2
2
∫∫
n(r)n(r′)
|r − r′| drdr
′ . (15)
For the ground-state density comparison of (11) and (14) shows that∫
n(r)veff (r)dr =
∫
n(r)vext(r)dr +
e2
2
∫∫
n(r)n(r′)
|r − r′| drdr
′ + Exc[n(r)] . (16)
is valid except for an unimportant trivial constant. The functional derivative of (16) with
respect to n(r) is given by
veff (r) = vext(r) + e
2
∫
n(r′)
|r − r′|dr
′ + vxc[n(r)](r) , (17)
where the exchange-correlation potential
vxc[n(r)](r) =
δExc[n(r)]
δn(r)
(18)
is defined for every point r as a functional of the density. Equations (12) and (13) are
technically single-particle equations with a local effective potential veff (r). This local po-
tential makes density functional calculations simpler than Hartree-Fock calculations where
the potential is non-local acting as
∫
VHF (r, r
′)ϕi(r
′)dr′.
The effective potential (17) depends on the density, which in turn depends on the effec-
tive potential according to (12) and (13). These equations must be solved self-consistently,
which can be achieved by iteration: starting with a reasonable trial density the effective
potential is calculated by (17). Then (12) and (13) are solved to determine a new density
which is used again in (17). This process is repeated until input and output density of an
iteration agree within the required accuracy. The straightforward iteration usually leads
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to oscillations with increasing amplitude. The oscillation can be damped by input-output
mixing or by more sophisticated schemes11. From the behaviour of the eigenvalues of the
functional derivative f(r, r′) = δE[n(r)]/δn(r′) it can be concluded12 that the mixing
process always converges to a stable solution if small enough mixing parameters are used,
but many iterations may be needed.
The single-particle states ϕi and the single-particle energies ǫi obtained by solving
(13) are properties of the non-interacting auxiliary system. In the interacting system they
have no physical meaning and their interpretation as measurable quantities is not justified,
although this interpretation is often adequate. A particular problem connected with the
energies ǫi is that the eigenvalue gap between unoccupied and unoccupied states can differ
considerably from the fundamental physical gap ∆ in insulators and semiconductors. This
gap is defined as ∆ = [E(N + 1) − E(N)] − [E(N) − E(N − 1)] as the difference of
the energies required for adding and removing one electron. Here E(N), E(N + 1) and
E(N − 1) are the ground-state total energies of the system with N , N + 1 and N − 1
electrons.
2.3 Approximations for the Exchange-Correlation Energy Functional
In principle, density functional theory is exact, but since all complications of the many-
particle problem are hidden in the functionalExc[n(r)], which is not known explicitly, the
success of density functional calculations depends on whether reasonable approximations
for this functional can be found. A rather simple and remarkably good approximation is
the replacement of the exact functional Exc by
ELDAxc [n(r)] =
∫
n(r) ǫLDAxc (n(r)) dr , (19)
the so-called local density approximation (LDA), where ǫLDAxc (n) is a function (not a func-
tional) of the density. For a homogeneous interacting electron system with constant density,
the local density approximation is exact and ǫLDAxc (n) can be determined as function of n
by quantum mechanical many-body calculations. The exchange part ǫLDAx (n) of ǫLDAxc (n)
is simple and given by
ǫLDAx (n) = −
3e2
4
(
3
π
)1/3
n1/3 , (20)
whereas the correlation part ǫLDAc (n) is more difficult to calculate. Accurate results
for ǫLDAc (n) have been obtained by the quantum Monte Carlo method13 and reliable
parametrizations14, 15 for these results are available.
For systems with more inhomogeneous densities, the integrand in (19) can be general-
ized by using the gradient∇n(r) of the density, for instance in the form,
EGGAxc [n(r)] =
∫
f(n(r),∇n(r)) dr . (21)
While the input ǫLDAxc in (19) is unique, the function f in (21) is not and different forms
have been suggested incorporating a number of known properties of the exact functional,
for instance scaling and limit behaviours, or empirical parameters. A well tested numerical
approximation is the generalized gradient approximation (GGA)16–18, which for instance,
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improves the cohesive energies and lattice constants of the 3d transition metals. So-called
meta-GGA functionals19, 20 were also proposed, where besides the local density and its
gradient also other variables are introduced, for instance the kinetic energy density of the
Kohn-Sham orbitals
Emeta−GGAxc [n(r)] =
∫
f (n(r),∇n(r), τ(r)) dr with τ(r) =
∑
i
|∇ϕi(r)|2 . (22)
By the additional flexibility in (22) it has been possible to improve the accuracy compared
to (21) for some physical properties without worsening the results for others.
Probably the most serious shortcoming of the exchange-correlation functionals pre-
sented above is that they do not provide a cancellation of the self-interaction arising from
the classical Hartree term which is used in (14). This shortcoming is particularly problem-
atic in systems with localized and strongly interacting electrons as transition metal oxides
and rare earth elements and compounds. Several techniques have been suggested to deal
with self-interaction problem. Perdew and Zunger15 suggested to use a self-interaction cor-
rected (SIC) functional, where the self-interaction is removed explicitly for each orbital. In
the LDA+U method21 explicit on-site Coulomb interaction terms are added. Another way
to treat the problem is to use the so-called exact exchange expression
EKSx [n(r)] = −
∑
ij
∫∫
ϕ⋆i (r
′)ϕi(r)ϕ
⋆
j (r)ϕj(r
′)
|r − r′| drdr
′ (23)
as part of energy functional. Note that EKSx [n(r)] as well as Ts[n(r)] given in (12) and
τ(r) given in (22) are defined by the Kohn-Sham orbitals ϕi(r). Nevertheless, they are still
density functionals, since by (13) the orbitals are determined by the effective potential and
thus by the density because of the Hohenberg-Kohn theorem. One problem22 with the use
of exact exchange is to treat correlation in a way which is compatible with the exchange
(23). In chemistry hybrid functionals, for instance
Ehybxc = aE
KS
x + (1 − a)EGGAx + EGGAc (24)
as suggested by Becke23, 24, are rather popular, where the constant a ≈ 0.28 is an empirical
parameter. Another, even more popular example is the B3LYP (Becke24, three-parameter,
Lee-Yang-Parr25) exchange-correlation functional
EB3LY Pxc = E
LDA
xc +a0(E
KS
x −ELDAx )+ax(EGGAx −ELDAx )+ac(EGGAc −ELDAc ) (25)
which combines the exchange EKSx with exchange and correlation functionals of LDA
and GGA type with three empirically fitted parameters. Technically, self-consistent calcu-
lations with EKSx are rather involved because the exchange potential vKSx defined as the
functional derivative of EKSx [n(r)] with respect to n(r) is difficult to calculate22.
2.4 Solution methods
Although in density functional theory only single-particle equations with a local poten-
tial must be solved, the required computations can be a challenging task, in particular for
complex and large systems. Thus it cannot be considered as a surprise that the Nobel
Prize in Chemistry 1998 was not only awarded to Walter Kohn “for his development of
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the density functional theory”, but also to John A. Pople “for his development of compu-
tational methods in quantum chemistry”. Standard solution methods for the Kohn-Sham
equation (13) usually apply an expansion of the single-particle wavefunctions in a set of
basis functions and use the Rayleigh-Ritz variational principle to determine the expansion
coefficients.
Historically, solution methods can be classified into three categories using plane waves,
localized atomic(-like) orbitals or the atomic sphere concept. Plane waves are simple and
a natural basis for periodic systems, but inadequate to represent the large variations of
the low lying atomic core states so that plane waves usually require to replace the strong
potential near the nuclei by a much weaker pseudopotential. Localized orbitals, for in-
stance Gaussian, Slater or numerically constructed orbitals, are well suited to describe
atomic-like features in molecules and solids and are widely used, in particular in chem-
istry. In atomic sphere methods different representations for the wavefunctions are used in
the spheres around the atomic centers, where the wavefunctions rapidly vary particularly
near the nuclei, and in the interstitial region between the spheres, where the wavefunctions
behave smoothly. In the original atomic sphere methods, in Slater’s augmented plane wave
(APW) method and in the Korringa-Kohn-Rostoker (KKR) method this separation resulted
in a complicated non-linear energy dependence. Here Andersen’s development26 of the lin-
ear augmented plane wave (LAPW) and the linear muffin-tin orbital (LMTO) method by
linearizing the energy dependence was a real breakthrough for the use of atomic sphere
methods.
A disadvantage of basis set methods is that, although the basis set (chosen by physi-
cal motivation) often yields acceptable results for a small number of basis functions, pre-
cise calculations can be rather costly because they may require a large number of basis
functions. Due to these limitations, in recent years purely numerical methods have been
developed to solve the Kohn-Sham (Schro¨dinger) equation, for instance by using finite
differences,27 finite elements,28 multigrid28–30 or wavelet31, 32 methods.
3 Linear Scaling
Although over the last decades the computational efficiency to solve the density functional
equations has increased significantly, the system size which can be studied is still rather
limited. Systems with a few hundred atoms can be treated routinely today, but larger sys-
tems with thousands of atoms require enormous computer resources, if standard techniques
are used to solve the density functional equations. The main bottleneck is that the com-
puting time in standard calculations increases with the third power of the number of atoms
(electrons) in the system. Although the computing power has increased by a factor of ten
every four years (Moore’s law) in the past and one can expect a similar increase in the next
years, one has to wait for more than a decade until a ten times larger system can be treated
if standard density functional methods with their O(N3) behaviour of the computing time
are used.
Since about ten years considerable effort has been spent to remove the O(N3) bottle-
neck in most or all parts of the computer codes for density functional calculations. Most of
this work is based on a locality principle, the nearsightedness of electronic matter, which
has been formulated in a series of papers by Kohn33, 34. Another possibility is to exploit the
inherent O(N) capability of multigrid35 and multiresolution36 (wavelet) methods.
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The nearsightedness principle means that in systems without long range electric fields
(and for fixed chemical potential) the density change at a point r0, which is caused by a
potential change in a finite region far away (outside a sphere with radius R around r0), is
small and decays to zero if R increases to infinity. Thus the charge density in a region (for
instance in the central region shown in Fig. 1) can be calculated from the potential in this
region and from the potential in a surrounding buffer region, whereas the potential outside
the buffer region can be neglected. This concept is directly exploited in divide and conquer
techniques (see below).
Figure 1. Schematic view of the central and the surrounding buffer region (in gray). The atomic positions are
denoted by small circles.
A possibility to avoid the calculation of eigenstates which extend over the entire system
is to work with the density matrix. For non-interacting particles the density matrix can
be written in terms of the Kohn-Sham orbitals ϕi (the eigenstates of the non-interacting
auxiliary system) for zero temperature as
ρ(r, r′) =
∑
i
ϕ⋆i (r)ϕi(r
′) (26)
and for non-zero temperature as
ρ(r, r′) =
∑
i
fiϕ
⋆
i (r)ϕi(r
′) , (27)
where the occupation numbers are given by fi = f((ǫi − EF )/kT ). For T = 0 the
sum is restricted to the occupied eigenstates, whereas for T 6= 0 all eigenstates are used.
However, due to the decay of the Fermi-Dirac function f(x) = (1 + exp(x))−1 only low
lying unoccupied states give appreciable contributions. In terms of the density matrix the
density and kinetic energy given in (12) can be written as
n(r) = ρ(r, r) and Ts[n(r)] =
∫
lim
r→r′
[
− ~
2
2m
∇2rρ(r, r′)
]
dr′ (28)
which shows that the effective potential (17) and all parts of the energy functional (14) can
be calculated if ρ(r, r′) is known. According to the nearsightedness principle the density
matrix decays to zero for |r − r′| → ∞. In insulators and semiconductors the decay is
exponential for large distance37–39
ρ(r, r′) ∼ exp(−γ|r − r′|) , (29)
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whereas in metallic systems (at zero temperature) the decays is only algebraical
ρ(r, r′) ∼ cos(kF |r − r
′|)
|r − r′|2 , (30)
where γ increases with the size of the band gap and kF =
√
2mEF /~ denotes the Fermi
wavevector.
3.1 Divide and Conquer Technique
A straightforward way to exploit the nearsightedness principle is to divide the system into
overlapping subsystems and to solve the Kohn-Sham equations separately in each subsys-
tem by standard methods taking into account an atom or a group of atoms in a central
region surrounded by a buffer region. The density of the central regions is used and the
density of the buffer regions is neglected. Examples of this approach are the divide and
conquer technique proposed Yang40 and the locally self-consistent multiple-scattering41
(LSMS) or locally self-consistent Green function42, 43 (LSGF) methods which are based on
KKR or LMTO calculations. Since each local interaction zone consisting of the central
and its surrounding buffer region is treated independently, the effort in this approach scales
linearly with system size and is parallelized easily over atoms or groups of atoms. A disad-
vantage is the limited accuracy44 which can be achieved with a computationally affordable
number of atoms in the local interaction zone since the effort increases cubically with this
number.
3.2 Fermi Operator Expansion
The Kohn-Sham orbitals in (27) are eigenfunctions of the Hamilton operator Hˆs according
to (13). From Hˆsϕi = ǫiϕi one obtains f((Hˆs − EF )/kT )ϕi = fiϕi and (27) can be
written as
ρ(r, r′) = F (Hˆs)
∑
i
ϕ⋆i (r)ϕi(r
′) (31)
with F (Hˆs) = f((Hˆs − EF )/kT ). Since the sum in (31) is over all orbitals an arbitrary
unitary transformation φi =
∑
j Uijϕj with
∑
i U
⋆
ikUij = δkj can be used to rewrite (31)
as
ρ(r, r′) = F (Hˆs)
∑
i
φ⋆i (r)φi(r
′) (32)
This means that any complete set of basis functions can be used to evaluate the density ma-
trix without the need to calculate explicitly the Kohn-Sham wavefunctions provided that
one knows how to calculate F (Hˆs)φi(r′). In the Fermi operator method39, 45 the Fermi
function is expanded into Chebyshev polynomials so that F (Hˆs) is a polynomial in Hˆs. Its
action on the basis function φi(r′) is calculated according to the recursion relations of the
Chebyshev polynomials by subsequent applications of Hˆs. Linear scaling is obtained by
neglecting the small elements of F (Hˆs)φi(r′) which appear due to the exponential decay
of the density matrix. Note that the use of Chebyshev polynomials requires that the eigen-
values of the Hamilton operator are in the interval [−1, 1]which can be achieved by shifting
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and scaling. Similar in spirit to the Fermi operator expansion, which for T → 0 corre-
sponds to a polynomial expansion of a step function, is the kernel polynomial method46
which uses a polynomial expansion of the δ function with factors designed to reduce the
Gibbs oscillations arising from polynomial expansions of step or delta functions.
3.3 Recursion Method
The recursive application of a Hamilton operator to a basis set is also the essence of the
recursion method47, 48 which is based on the Lanczos algorithm. The recursion method
gives a continued fraction expansion for the density of states and for diagonal elements
of the resolvent E − Hˆs. It is used together with with divide and conquer approach, for
instance, in the OpenMX program49 based on a Krylov-subspace method50, 51.
3.4 Density Matrix Minimization
In the density matrix minimization approach52–54 a direct minimization of the total energy
with respect to the density matrix is performed. Here two constraints must be satisfied.
The trial density matrix must give the correct number of electrons, N =
∫
n(r)dr =∫
ρ(r, r)dr, and it must be idempotent ρˆ2 = ρˆ which means that∫
ρ(r, r′′)ρ(r′′, r′)dr′′ = ρ(r, r′) (33)
must be satisfied. This equation is equivalent to the requirement that all eigenvalues of the
density matrix operator ρˆ are equal to one or zero. The constraint N =
∫
ρ(r, r)dr can be
treated by a Lagrange parameter which amounts to replacing the minimization of the total
energy by minimization of the grand potential. The constraint of idempotency is taken into
account by the “McWeeny purification”55 which means to express ρˆ by ρˆ = 3σˆ2 − 2σˆ3
with an auxiliary trial density matrix operator σˆ. Provided that the trial operator σˆ has
eigenvalues between -1/2 and 3/2, the eigenvalues of ρˆ are between 0 and 1 and the min-
imization process becomes a stable algorithm which drives the density matrix towards
idempotency52. In the last years programs as CONQUEST56 and ONETEP57 have ap-
peared which achieve linear-scaling by utilizing the decay of the density matrix58–60.
3.5 Local Orbital Method
In the local orbital method61–63 the Kohn-Sham energy functional is generalized by replac-
ing (12) with
n(r) =
∑
ij
Aijφ
⋆
i (r)φj(r) and Ts[n(r)] =
∑
ij
Aij
∫
φ⋆i (r)(−
~
2
2m
∇2r)φj(r)dr ,
(34)
where φi are non-orthogonal local orbitals. For Aij = δij this generalized functional
agrees with the original Kohn-Sham functional and for Aij = S−1ij , where Sij = 〈φi|φj〉
is the overlap matrix, one obtains the correct functional for non-orthogonal orbitals. The
problem with the choice A = S−1 is that, whereas the overlap matrix is sparse for local
131
orbitals, its inverse is not sparse. To avoid the calculation of S−1 the local orbital method
uses61, 63
A =
n∑
k=0
(1− S)k (35)
or the special choice62 n = 1 which leads to A = 2 − S. During minimization the
generalized functional approaches the correct one, but orthogonalization or calculation of
the inverse of the overlap matrix, both requiring O(N3) operations, are avoided. Linear
scaling with in the local orbital method is achieved by utilizing the decay of the density
matrix64, for instance within the SIESTA65 program.
4 A Linear Scaling Algorithm for Metallic Systems
Since the density matrix decay in metals is only algebraical, an obvious idea is to make
the decay faster by using a non-zero temperature. For T 6= 0 the density matrix in metals
behaves for large distance as36, 37
ρ(r, r′, T ) ∼ cos(kF |r − r
′|)
|r − r′|2 exp(−γ|r − r
′|) , (36)
but it is not clear whether the decay constant γ, which is proportional to temperature, is
large enough for reasonable temperatures so that linear scaling techniques developed for
insulating systems can be applied also for metallic systems. Another difficulty for density
matrix based techniques is that in metals no gap exists between occupied and unoccupied
states so that an unambiguous choice of the states contributing to the density matrix is
nontrivial. Nevertheless, some success has already been achieved for metallic systems51, 60.
Recently a linear scaling algorithm suitable for metals has been proposed in our in-
stitute66, 67. This algorithm is based on the tight-binding (TB) version of the KKR Green
function method68, 69 and on the electronic nearsightedness by exploiting a relation between
finite-temperature density matrix and Green function. The principle of nearsightedness has
been applied in KKR and LMTO calculations already for years, for instance for the em-
bedding of impurities70–72, where the fact is used that local potential perturbations lead
to negligible density changes at large distance, and in the LSMS and LSGF methods dis-
cussed above. Compared to the LSMS and LSGF methods our algorithm seems to be more
advantageous since in addition to the nearsightedness principle it also exploits the sparsity
of the TB-KKR matrix. This sparsity alone leads already to an O(N2) behaviour of the
computing time if the KKR matrix equations are solved by iteration.
4.1 Basic KKR Green Function Equations
Compared to wavefunction methods, where the density is calculated according to (12), the
KKR Green function method obtains the density by
n(r) = − 2
π
Im
∫ EF
−∞
G(r, r;E)dE (37)
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as an energy integral over the independent-particle Kohn-Sham Green function G(r, r;E)
which is defined as the solution of[
− ~
2
2m
∇2r + veff (r)− E
]
G(r, r′;E) = −δ(r − r′) (38)
with the boundary condition G(r, r′;E) → 0 for |r − r′| → ∞. For the calculation of
G(r, r′;E) it is convenient to transform the differential equation (38) into an equivalent
integral equation69
G(r, r′;E) = Gr(r, r′;E)+
∫
Gr(r, r′′;E) [veff (r
′′)− vr(r′′)]G(r′′, r′;E)dr′′ , (39)
where vr is the potential of a reference system, for which the Green functionGr is assumed
to be known. This integral over all space is then divided into integrals over non-overlapping
space-filling cells around the atomic positions Rn. In each cell the multiple-scattering
representation69
G(r +Rn, r′ +Rn
′
;E) = δnn
′
Gns (r, r
′;E) +
∑
LL′
RnL(r;E)G
nn′
LL′(E)R
n′
L′(r
′;E) (40)
of the Green function is used, where L stands for the angular-momentum indices l and m
and r and r′ are cell-centred coordinates. With this representation the integral equation
(39) can be solved by a matrix equation69, 73
Gnn
′
LL′(E) = G
r,nn′
LL′ (E) +
∑
n′′L′′L′′′
Gr,nn
′′
LL′′ (E)∆t
n′′
L′′L′′′(E)G
n′′n′
L′′′L′(E) . (41)
Here the matrices have the dimension Nat(lmax + 1)2, where Nat is the number of atoms
and lmax is the highest angular momentum l used (usually lmax = 3 is sufficient). In (41)
the Green function matrix elements Gnn′LL′(E) are the ones of the system and G
r,nn′
LL′ (E)
are the ones of the reference system. These matrix elements are the only quantities in
the KKR Green-function method which couple different atomic cells, whereas the single-
scattering Green functions Gns (r, r′;E) and wavefunctions RnL(r;E) depend only on the
potential veff (r) inside cell n and the single-scattering t-matrix differences ∆tnLL′(E)
only on the difference veff (r) − vr(r) of the potential and the reference potential inside
cell n. All these single-scattering quantities can be calculated independently for each cell
as described in69, 74 with a computational effort which naturally scales with the number of
atoms. This means that for large systems the solution of (41) with its O(N3) computing
effort requires by far the largest part of the computer resources, if the standard KKR Green
function method is used, where due to free space as reference system the matrices in (41)
are dense matrices.
Here the question is whether a reference system can be found, where the Green function
matrixGr,nn
′
LL′ (E) is sparse, and whether the matrix equation (41) can be solved by iterative
methods. This would reduce the computing effort from O(N3) to O(N2). Actually, only
O(N) elements of Gnn′LL′(E) with n = n′ are used for the density calculation, but in three-
dimensional space the calculation of the n = n′ elements without the knowledge all other
elementsGnn′LL′(E) seems to be impossible. In one-dimensional situations (e. g. for layered
systems with two-dimensional periodicity) linear scaling algorithms to obtain the diagonal
(n = n′) elements are known. Note that in one dimension the sparsity pattern of the Green
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function matrix corresponds to a banded matrix with a bandwidth independent of the size
of the system.
4.2 Repulsive Reference System
The standard reference system in the KKR method is free space. Here the Green function
matrix elements G0,nn
′
LL′ (E) are analytically known, but decay rather slowly with distance
between site n and n′. A reference system with exponentially decaying matrix elements
can be obtained by using a repulsive potential. A useful reference system68, where the
matrix elements Gr,nn
′
LL′ (E) can be calculated with moderate effort and without spoiling
the rapid angular momentum convergence (l ≤ lmax = 3), consists of an infinite array
of repulsive potentials confined to nonoverlapping muffin-tin spheres around the sites Rn
as it is schematically shown in Fig. 2. The matrix elements of this reference system, also
called screened structure constants, can be calculated in real space by solving
Gr,nn
′
LL′ (E) = G
0,nn′
LL′ (E) +
∑
n′′L′′L′′′
G0,nn
′′
LL′′ (E)t
r,n′′
L′′L′′′(E)G
r,n′′n′
L′′′L′ (E) (42)
with reference t matrices tr,n
′′
L′′L′′′(E) which for each cell n′′ are determined by the repul-
sive reference potential in this cell. Due to the rapid decay of Gr,n
′′n′
L′′′L′ (E) with distance
|Rn′′−Rn′ |, only a finite numberNcl of sites n′′ contribute appreciably to the sum over n′′
in (42). The neglect of more distant sites in (42) leads to a matrix equation of dimension
Ncl(lmax + 1)
2 which for each site n′ can be solved independently. Setting exponen-
tially small elements of Gr,nn
′′
LL′′ (E) to zero makes this matrix sparse with a sparsity degree
Ncl/Nat and reduces the computational effort to solve (41). The effort is then proportional
to NitNclN2at instead of N3at provided that (41) can be solved iteratively in Nit iterations.
4.3 Complex Energy Integration
One difficulty for the iterative solution of (41) is that iterations cannot converge at or near
energies E, where the Green function G(r, r′;E) has singularities. Such singularities ap-
pear on the real energy axis as poles (bound states) resembling the atomic core states and
branch cuts (continuous eigenstates) resembling the valence and conduction bands. The
difficulty is avoided if complex energies E with ImE 6= 0 are used, which is straightfor-
ward in the KKR Green function method since the equations (38–42) are also valid for
complex E. Moreover, since the Green function is an analytic function of E for ImE 6= 0,
the density (37) can be calculated by contour integration in the complex energy plane75.
The necessarily real energy EF at the end point of the contour is avoided by using the
finite-temperature density functional formalism76, where (37) is replaced by69, 77
n(r) = − 2
π
Im
∫ ∞
−∞
f(E − EF , T )G(r, r;E)dE . (43)
This integral can be calculated by a contour as shown in Fig. 2, where a typical set of
integration mesh points is represented by crosses. The mesh points vertically above EF
correspond to singularities of the Fermi function (the so-called Matsubara energies) Ej =
EF + (2j − 1)iπkT with j = 1, 2, .... The other points are Gaussian integration points
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constructed as described in Ref. 67. The contour starts on the negative real energy axis in
the energy gap above the core and below the valence states. From there the contour goes
parallel to the imaginary axis up to a chosen distance and then to infinity parallel to the real
axis. The distance from the real axis is chosen as 2JπkT , where J denotes the number of
Matsubara energies at which the residues must be taken into account. Note that on the part
of the contour, which is parallel to the real axis, the Fermi function is real as on the real
axis due to its periodicity with period 2iπkT and that practically no point with ReE > EF
exists because of the rapid decay of f(E−EF , T ) for ReE > EF . The thick line in Fig. 2
along the real axis denotes the original integration of path of (37). The contour integration
includes only contributions of valence states and the contributions of core states must be
added separately.
Figure 2. Integration contour in the complex energy plane with mesh points indicated by crosses (left picture)
and a schematic view (in two dimensions) of a repulsive reference system with muffin-tin potentials of constant
height (right picture).
4.4 Iterative Solution
Another difficulty for the iterative solution of (41) is that straightforward iteration, for
instance in the form
Gi+1(E) = G
r(E) +Gr(E)∆t(E)Gi(E) , (44)
which corresponds to the Born iterations in scattering theory, usually diverges. We found
that convergent iterations can be obtained by Anderson mixing11, 78, which is used also
sometimes to accelerate the density functional self-consistency. Anderson mixing com-
bines input and output information of all previous iterations to prepare an optimal input for
the next iteration. A disadvantage of Anderson mixing is that all this information must be
kept which leads to large storage requirements. Alternatively, (41) can be solved iteratively
by use of standard techniques which have been developed for systems of linear equations.
With the TB-KKR matrix M(E) = 1 − Gr(E)∆t(E), which for complex E is a com-
plex non-Hermitian matrix, equation (41) can be written as a system of linear equations
M(E)G(E) = Gr(E). We found that the quasi-minimal-residual (QMR) method79, 80 in
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its transpose free version is suitable to solve (41). The QMR method requires to store in-
formation from a few iterations and was better suited for the large supercells considered
below than Anderson mixing.
An important feature of iterative solution is that each atom n′ and each angular mo-
mentum component L′ in (41) can be treated independently so that iterative solution is
ideally suited for massively parallel computing. The independent treatment of each atom
is in the spirit of the divide and conquer approach discussed above, however, whereas the
divide and conquer approach usually implies an approximation, in our method the inde-
pendent treatment is exact. For all systems studied so far, we could make the total-energy
deviation compared to direct solution of (41) as small as we wanted, always smaller than 1
µeV using enough iterations.
4.5 Green Function Truncation
In order to arrive at anO(N) algorithm the nearsightedness of electronic matter33, 34, which
is the basis of most other linear-scaling methods, can be used in the following manner.
From the relation
ρ(r, r′, T ) = − 2
π
Im
∫ ∞
−∞
f(E − EF , T )G(r, r′;E)dE (45)
between the finite-temperature density matrix ρ(r, r′, T ) and the Green function
G(r, r′;E) and from the property that the Green function decays faster for energies E
with larger imaginary part, it can be concluded (via the complex energy contour integra-
tion discussed above) that the decay of ρ(r, r′, T ) is mainly determined by the decay of
G(r, r′;EF + iπkT ) at the first Matsubara energy. Thus a neglect of the Green function
for large distances |r− r′| corresponds to a neglect of the finite-temperature density matrix
for similar distances.
Since the single-scattering wavefunctions in (40) are only multiplicative factors, a trun-
cation of the Green function directly corresponds to a neglect of Green function matrix
elements Gnn′LL′ beyond a chosen distance dcut, which means that in (41) only O(NtrNat)
elements Gnn′LL′ are non-zero instead of O(N2at). This reduces the computational effort by
a factor Ntr/Nat if multiplication with zero elements is avoided by appropriate storage
techniques. Here Ntr is the number of atoms which are included in the truncation region
defined by |Rn − Rn′ | < dcut. The total effort is then proportional to NitNclNtrNat.
This increases linearly with N since the number of atoms Nat increases as the number of
electrons N and since Ncl and Ntr are fixed numbers and since Nit approaches a constant
value for large systems (see next section).
4.6 Iteration Behaviour and Total Energy Results
To illustrate how the calculated total energy is affected by the Green function truncation
and how the number of iterations depends on the truncation region, results calculated with
our algorithm for a large Ni supercell are shown in Fig. 3. The supercell was constructed
by repeating a simple cubic unit cell with four atoms 32 times in all three space directions
resulting in a supercell with 4×323 = 131072 atoms. The lattice constant a was chosen as
11.276 nm, which is 32 times the experimental lattice constant of Ni. The repulsive muffin-
tin potentials in the reference system had a height of 8 Ryd and cluster withNcl = 13 atoms
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Figure 3. Left picture: Total energy error per atom as function of the number of atoms contained in the truncation
region. Solid and open squares are for T = 800 K and 1600 K, diamonds for T = 400 K. The lines, which connect
the results for T = 800 K, serve as guide for the eye. Right picture: Number Nit of iterations (matrix-vector
multiplications averaged over the 16 angular momentum components) as function of the number Ntr of atoms
contained in the truncation region. The lines are fitted to an exponential behaviour as described in the text. Solid
(open) symbols denote results for the majority (minority) spin direction. The squares are for T = 800 K and the
diamonds for T = 1600 K.
(central atom and its 12 nearest neighbours) were chosen to calculate the Green function
matrix elements (42) of the reference system. A single point k = (1/4, 1/4, 1/4)× 2π/a
was used in the irreducible part of the Brillouin zone of the supercell. Since all atoms in the
supercell are equivalent, the iterative solution of (41) was needed for only one value of n′.
This represented an enormous reduction of the computational effort in the present model
study compared to realistic systems with inequivalent atoms. Note that for Nat = 131072
and lmax = 3 the dimension of the matrices in (41) is Nat(lmax+1)2 = 2097152 and that
the matrix Gr has a sparsity degree of 13/131072 ≈ 0.01%.
To study the truncation effect on the total energy one needs to know the total energy
of Ni supercell calculated without truncation. Since only the density within one cell is
required (all cells have the same density), such a calculation is possible with our present
computer code. However, without truncation already about 7 Gigabyte are needed to store
the non-zero elements of Gr and the self-consistent determination of the effective potential
and the total energy would be rather expensive. Here the use of equivalent k point meshes81
for the supercell and the simple cubic unit cell is of great help. If appropriate k points are
used in the Brillouin zones, the calculated on-site Green function matrix elements for the
supercell with equivalent atoms and for the simple cubic cell agree exactly. Thus the self-
consistent potential and the correct total energy for the large Ni supercell with the single
k point could be obtained inexpensively by self-consistent calculations for a simple cubic
unit cell with 5984 k points.
The truncation regions were constructed by using more and more neighbour shells
around the central atom so that always one more shell in the close-packed (110) direction
was included. The smallest truncation region with 55 atoms included two neighbours in
that direction and the largest truncation region with 34251 atoms included 18 neighbours in
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that direction. The calculated total energy error is shown in Table 1 for small and in Fig. 3
for large truncation regions for three different temperatures. Whereas for small truncation
regions the error can be as large as 0.1 eV, Fig. 3 shows that the error can be made smaller
than 2 meV if truncation regions with a few thousand atoms are used. Since one is usually
not interested in absolute total energies, but in total energy differences or derivatives (for
instance forces, which can be calculated in the KKR method in a straightforward man-
ner69, 82), it can be expected that due to cancellation effects truncation regions with about a
few hundred atoms are sufficient for the calculation of energy changes and forces with our
linear scaling algorithm.
Ntr ∆E400 ∆E800 ∆E1600
55 121.9 135.6 123.2
177 87.3 105.8 125.6
381 33.6 31.0 26.4
767 -9.5 -7.9 -4.0
1289 -11.0 -9.8 -7.1
2093 -1.4 -1.9 -1.0
Table 1. Total energy error (in meV) as function of the number of atoms in the truncation region for three tem-
peratures T = 400, 800, and 1600 K.
An important issue for our algorithm is how fast the iterations converge. The main
computational work consists in matrix-vector multiplications, which were repeated inde-
pendently for each angular-momentum componentL′ until the prescribed precision (spec-
ified by the residual norm ||r|| = 10−6 in the QMR method) were obtained. Fig. 3 shows
the number of iterations (averaged over the (lmax + 1)2 = 16 angular-momentum com-
ponents) at the first Matsubara energy EF + iπkT where the slowest convergence exists.
The number of iterations increases with increasing truncation region and can be fitted to an
exponential behaviour of the form66, 67
Nit(Ntr) = N
∞
it − α exp(γN1/3tr ) (46)
with three temperature dependent parameters N∞it , α and γ, which indicates that Nit ap-
proaches a constant value for large truncation regions. Whereas temperature has a pro-
nounced effect on the computing time (via Nit), it seems that higher temperature does not
much reduce the truncation error for the total energy, only for regions with more than 10000
atoms a reduction is seen. This probably means that the zero-temperature algebraical de-
cay of the Green function (and density matrix) dominates the additional exponential decay
caused by temperature up to truncation distances of approximately 10 times the Ni lattice
constant.
Appendix
The expectation values 〈Ψ|vext|Ψ〉 and 〈Ψ|Uˆ |Ψ〉 can be expressed in terms of the density
n(r) and the pair density n2(r, r′). The density is given by the expectation value of the
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density operator nˆ as
n(r) = 〈Ψ|nˆ|Ψ〉 =
∫
· · ·
∫
|Ψ(r1, ..., rN )|2
N∑
i
δ(r − ri)dr1...drN . (47)
Multiplication with vext(r) and integration leads to
∫
n(r)vext(r)dr =
∫
· · ·
∫
|Ψ(r1, ..., rN )|2
N∑
i
δ(r − ri)vext(ri)dr1...drNdr
=
∫
· · ·
∫
|Ψ(r1, ..., rN )|2
N∑
i
vext(ri)dr1...drN (48)
= 〈Ψ|vext|Ψ〉 .
Here the first line arises by changing the argument in vext from r into ri, which is possible
because of δ(r− ri), and the second line arises by integration over the δ function. The pair
density is given by the expectation value of the two-particle density operator nˆ2 as
n2(r, r
′) = 〈Ψ|nˆ2|Ψ〉 =
∫
· · ·
∫
|Ψ(r1, ..., rN )|2
N∑∑
i6=j
δ(r − ri)δ(r′ − rj)
dr1...drN . (49)
Proceeding similarly as above leads to
∫
n2(r, r
′)U(r, r′)drdr′ =
∫
· · ·
∫
|Ψ(r1, ..., rN )|2
N∑∑
i6=j
δ(r − ri)δ(r′ − rj)
×U(ri, rj)dr1...drNdrdr′ (50)
=
∫
· · ·
∫
|Ψ(r1, ..., rN )|2
N∑∑
i6=j
U(ri, rj)dr1...drN
= 2
∫
· · ·
∫
|Ψ(r1, ..., rN )|2
N∑∑
i<j
U(ri, rj)dr1...drN
= 2〈Ψ|Uˆ |Ψ〉 ,
where the double sum over i 6= j has been has replaced by twice the double sum over
i < j. Note that the approximation n2(r, r′) = n(r)n(r′) leads to the expression of
the electron-electron interaction used in (14) and the pair density must be distinguished
one-particle density matrix defined as
ρ(r, r′) = N
∫
· · ·
∫
Ψ⋆(r, r′2, ..., rN )Ψ(r
′, r′2, ..., rN )dr2...drN . (51)
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