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Polyhedra, bounded and unbounded, play a special role as domains for the stop
operator: Unlike in general convex sets, in a polyhedron the stop operator is always
globally Lipschitz in W1,1, and it maps periodic forcing functions to solutions con-
verging to a periodic solution.  1999 Academic Press
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1. INTRODUCTION AND MAIN RESULTS
Let Z denote a closed convex set in RN and let u # W1, 1loc ([0, ), R
N) be
a given forcing function. Starting from a point x0 # Z we construct a func-
tion x # W1,1loc([0, ), R
N) according to the following rules:
(i) x(t) remains forever in Z.
(ii) For almost all t, the derivative x$(t) is as close as possible to
u$(t). This means that x$(t) is the projection of u$(t) to the tangent cone of
Z at x(t). In particular, x$(t)=u$(t), as long as x(t) is in the interior of Z.
Then x can be characterized by the following variational inequality
(u$(t)&x$(t), x(t)&z) 0 for z # Z, t # [0, T ] a.e.,
x(t) # Z for all t # [0, T ],
(1.1)
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with the initial condition
x(0)=x0 . (1.2)
It is well-known that (1.1), (1.2) admits a unique solution, see [5],
[6, Proposition 2.2] or [7]:
Proposition 1.1. Given u # W1, 1([0,T ], RN) and x0 # Z, there exists a
unique solution x # W1, 1([0,T ], RN) to (1.1), (1.2).
Equation (1.1) plays a central role in the theory of elastoplastic
materials. Details can be found e.g. in the monographs [3], [5], [7], [13].
In a forthcoming paper we will use equation (1.1) to investigate a hyper-
bolic initial-boundary value problem on an interval, when one or both
boundary conditions are unilateral contact conditions. Following the ter-
minology used in the theory of hysteresis (e.g., [5]), we define
Definition 1.1. For (u # W1, 1([0,T ], RN)) and x0 # Z, let (x(t; u, x0))
be the solution to (1.1), (1.2). We call the operator
S : {W
1, 1([0, T ], RN)_Z  W1, 1([0, T ], RN)
(u, x0) [ x( } ; u, x0)
the stop operator associated with Z.
The operator
P : {W
1, 1([0, T ], RN)_Z  W1, 1([0, T ], RN),
(u, x0) [ u&S(u, x0)
is called the play operator.
It is also well-known that the stop operator maps (W1, q([0,T],RN)_Z)
continuously into W1, q([0,T],RN):
Proposition 1.2. Let S : W1, 1([0, T ], RN)_Z  W1, 1([0,T ], RN) be
the stop operator. Let u # W1, 1([0, T ], RN), x0 # Z and x=S(u, x0). Then
(1) &x$(t)&&u$(t)&. In particular, &x$&Lq([0,T ], RN)&u$&Lq([0,T ], RN).
(2) For q # [1, ), the operator S maps W1, q([0, T ], RN)_Z con-
tinuously into W1, q([0, T ], RN).
Proof. (1): From x(t&h) # Z we infer (x(t)&x(t&h), u$(t)&x$(t)) 0
for h{0. In the limit for h  \0 we obtain that (x$(t), u$(t)&x$(t)) =0
almost everywhere. This impies (1).
(2) is stated in [6, Proposition 3.1 and Corollary 3.4]. K
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For technical reasons, Lipschitz continuity rather than mere continuity
is sometimes desirable. Reference [9] contains a complete discussion of the
one-dimensional case, where Z is an interval. In this case the stop operator
is globally Lipschitz continuous from W1, 1([0, T], R)_Z into W1, 1
([0, T], R). Moreover, a counterexample shows that Lipschitz continuity
does not hold in W1, q([0, T], R) for q{1. The case where Z is a ball in
higher dimensions has been investigated in [2, Corollary A.6 and Example
A.8]. (See also [6, Example 4.6].) In this case the stop operator satisfies a
local Lipschitz estimate in W1, 1([0, T], RN), where the Lipschitz constant
involves the L1-norm of u$. However, unless N=1, a global Lipschitz
estimate does not hold, as can be seen from a counterexample. More
generally, the stop operator is locally Lipschitz if the boundary of Z is
W2, -smooth ([4]). A thorough discussion on the problem of Lipschitz
continuity of the stop operator is found in [8].
Global Lipschitz estimates, however, hold if the characteristic Z is a
(bounded or unbounded) convex polyhedron: In [5, Theorem 18.2] it is
shown that in this case the stop operator satisfies a global Lipschitz condi-
tion with respect to the supremum norm in the space C ([0, T], RN) of
continuous functions. In the same monograph we find a remark (Remark
20.3.a) without a proof, that the stop operator in a polyhedron is also
globally Lipschitz with respect to W1, 1([0, t], RN). The main topic of this
paper is to communicate a proof for this remark:
Theorem 1.3. Let Z be a closed convex polyhedron in RN (bounded or
unbounded ). Let
S: W1, 1([0, T ], RN)_Z  W1, 1([0, T ], RN)
denote the stop operator associated with Z. Then S is globally Lipschitz con-
tinuous.
The proof of this theorem will be given in the subsequent two sections.
Polyhedra are also special with respect to periodic forcing of the stop
operator, as we will show in Section 4. It is known ([7, Theorem 3.14])
that any periodically forced solution to (1.1) whose trajectory is relatively
compact is asymptotically periodic. In particular, if Z is a bounded convex
set and the forcing function u is periodic, there exists at least one periodic
solution to (1.1). If Z is a general unbounded convex set, periodic forcing
need not necessarily imply the existence of a periodic solution, but it does
if Z is a polyhedron.
Theorem 1.4. Let Z/RN be a closed convex polyhedron (bounded or
unbounded ), let u # W1, 1loc ([0, ), R
N) be periodic with period T. Then there
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exists a T-periodic solution z of (1.1). Moreover, let x be any solution to
(1.1). Then there exists a constant vector r # RN such that
lim
t  
&x(t)&z(t)&r&=0.
Finally, let us mention that (1.1) can be rewritten in many ways: For
instance, following the notation of [1, p. 139], we define the normal cone:
Definition 1.2. Let c # Z. The normal cone of Z at c is
NZ(c)=[x # RN | (\z # Z) (x, z&c)0] .
There are many equivalent definitions, e.g., NZ (c) is the polar cone to
the tangent cone of Z at c, or the subdifferential of the indicator function
of Z at c. (For the basic background on convex analysis we refer to [10].)
If c is an interior point of Z, then NZ (c) consists only of 0. If the boundary
of Z is smooth at c, then NZ (c)=[*n | *0], where n is the normalized
outward normal vector to the boundary at c. With this notation
Equation (1.1) can be rewritten as a differential inclusion:
u$(t)&x$(t) # NZ (x(t)) for t # [0, T ] a.e.,
(1.3)
x(t) # Z for t # [0, T ].
Remark 1.5. All results of this paper hold as well for the differential
inclusion
u$(t)&Mx$(t) # NZ (x(t)),
x(t) # Z, (1.4)
x(0)=x0 ,
where M is a constant positive definite symmetric N_N-matrix.
Proof. Put x~ (t)=M12x(t) and u~ (t)=M-12u(t). Equation (1.4) can be
rewritten
u~ $(t)&x~ $(t) # M&12(NZ (x(t)),
x~ (t) # Z with Z =M12Z,
x~ (0)=x~ 0 with x~ 0=M12x0 .
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All we need to show is that NZ (x~ (t)=M&12NZ (x(t). This follows since
f # M&12NZ (x(t)) iff (M12 f, y&x(t)) 0 for all y # Z
iff ( f, M12y&M12x(t)) 0 for all y # Z
iff ( f, y~ &x~ (t))0 for all y~ # M12Z=Z
iff f # NZ (x~ (t)). K
2. A NEW NORM
The key ingredient to our proof is the introduction of a new norm & }&9
in RN , taylored to the polyhedron Z. Before we go into the details, let us
motivate this step intuitively. Suppose we want to check only Lipschitz
continuous dependence on the initial data. Therefore we consider two solu-
tions x and y to Equation (1.3) forced by the same function u # W1, 1
([0,T], RN) but with different initial values. As long as both, x(t) and y(t),
lie in the interior of Z, we have x$(t)=y$(t)=u$(t)). If x(t) or y(t) or both
are on the boundary of Z, then x$ and y$ will usually be different. In this
situation the distance &x(t)&y(t)& decreases. We will construct a norm
& }&9 with the property that
d
dt
&x(t)& y(t)&9&&x$(t)& y$(t)&.
This implies the desired Lipschitz estimate
&x(T )& y(T )&9+&x$& y$&L1([0, T ], RN)&x(0)& y(0)&9 .
The same norm helps also to establish the Lipschitz continuous
dependence on u.
Figure 1 motivates the construction of our norm. We show two solutions
x and y driven by the same piecewise linear forcing function u. For each
i # N we choose a face Fi of the polyhedron. On the time interval [i&1, i]
we define u$ to be a constant vector, orthogonal to the face F i , and large
enough to pull each point in Z to this face in unit time. We estimate
&x$&y$&L1 . In the first interval, both solutions are pulled towards F1.
Initially, both solutions move with velocity u$, however, x reaches the face
earlier and stops, while y still proceeds until it has reached the face as well.
At t=1 we have reached
x(1)&y(1)=P1 (x(0)&y(0)),
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FIG 1. Two solutions driven by piecewise linear forcing.
where P1 is the orthogonal projection onto the tangent space of the face F1.
The difference of velocities integrates up to the value
|
1
0
&x$(t)&y$(t)& dt=&(x(1)&y(1))&(x(0)&y(0))&=d1
shown in the figure. In the following time intervals, the same procedure is
repeated. Summing up, we obtain
x(i)&y(i)=Pi (x(i&1)&y(i&1)),
|
n
0
&x$(t)&y$(t)& dt= :
n
i=1
di= :
n
i=1
&(id&Pi)(x(i&1)&y(i&1))&.
Here, each Pi is an orthogonal projection onto the face Fi of the
polyhedron. We are thus lead to the ansatz
&x$& y$&L1&x(0)&y(0)&9 :=sup \ :
n
i=1
&(id&Pi) zi&1&+,
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where the supremum is taken over all finite sequences of projections
orthogonal to faces of Z, and the vectors zi are constructed inductively by
zi=Pi zi&1 , z0=x(0)& y(0).
We will have to show that this supremum is finite, and that the estimate
above holds also for more general forcing functions.
We start now with the formal construction of & }&9 . Let RN_N denote
the space of N_N-matrices, normed by the usual matrix norm. For techni-
cal reasons we define
Definition 2.1. Let U be a subspace of RN, U= its orthogonal comple-
ment. Let + # [0, 1). We define
D(U, +)=[C # RN_N | (\v # U) Cv=CTv=v,
(\w # U=) &Cw&+ &w&] .
Thus D(U, +) consists of all matrices C that can be reduced by the
invariant subspaces U and U=, where the restriction of C to U is the iden-
tity, while the restriction to U= is a strict contraction with norm or less or
equal than +.
It is easy to check that the following assertions hold:
Remark 2.1.
(1) D(U, +) is a compact subset of RN_N.
(2) If C # D(U, +) with +<1, and v # RN, then v # U iff &Cv&=&v&.
(3) The orthogonal projection PU from RN onto U is the only element
in D(U, 0).
Lemma 2.2. Let V and U be subspaces of RN, let + # [0, 1). Let PV
denote the orthogonal projection of RN onto V.
(1) Then there exists a constant |=|(V, U, +) # (0,1) such that
(\D # D(U, +)) PV D # D(V & U, |). (2.1)
(2) In particular, if U/V, we may take |=+, so that
(\D # D(U, +)) PVD # D(U, +).
Proof. Let D # D(U, +). We prove first that PVD can be reduced by
V & U and its orthogonal complement: Let v # V & U. Since v # U we infer
Dv=v. Hence Dv # V so that PV Dv=Dv=v. Similarly (PVD)T v=v.
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Now suppose that there is no |<1 such that (2.1) holds, i.e.
sup [&PV Dv& | v # (V & U)=, &v&=1, D # D(U, +)]1.
By compactness we infer that there exists some v # (V & U)= with &v&=1,
and some D # D(U, +) with &PV Dv&1. Since &PV&1 and &D&1, we
infer &Dv&=1=&v&. Hence v # U and Dv=v. Since &PV v&=&v&, we infer
v # V. Thus v # V & U in contradiction to 0{v # (V & U)=.
In order to prove (2), let V & U=U and v # U=. Then
&PVDv&&Dv&+&v&.
Thus PV D # D(U, +). K
Lemma 2.3. Let P be a finite set of orthogonal projections in RN. We use
the notation U(P)=P # P P(RN).
(1) There exists a constant M1(P)<1 with the following property: If
(P1 , ..., Pk) is a finite sequence in P exhausting all elements of P (i.e.,
[P1 , ..., Pk]=P), and if v # U(P)=, then
&PkPk&1 } } } P1v&M1(P) &v&.
(2) There exists a constant M2 (P) with the following property: If
(x0 , ..., xk) is a finite sequence in RN such that
(\i=0, ..., k&1) (_Pi # P) xi+1=Pixi ,
then the following estimate holds:
:
l&1
i=1
&xi+1&xi&M2(P) &x0&.
Proof. To prove assertion (1) we show that there exists a constant
M1(P)<1 such that
Pk } } } P1 # D(U(P), M1(P))
if [P1 , ..., Pk]=P. We perform induction by the cardinality of P. If
*P=1, i.e., P=[P], then U(P)=P(RN) and the only possible product
is P itself, which lies in D(U(P), 0).
Suppose now that for all proper subsets Q of P one can find constants
M1 (Q)<1 such that each sequence (P1 , ..., Pk) in Q exhausting all elements
of Q satisfies
Pk } } } P1 # D(U(Q), M1(Q)) .
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For P # P we choose
|P=|(P(RN), U(P"[P]), M1(P"[P]))<1
according to Lemma 2.2. Then we put
M1(P)=max[|P | P # P] .
Now let (P1 , ..., Pk)) be a sequence exhausting all elements of P. There
is a minimal index m such that [P1 , ..., Pm]=P. By the induction
hypothesis we infer that
Pm&1 } } } P1 # D(U(P"[Pm]), M1(P"[Pm])) .
Notice that U(P)=Pm(RN) & U(P"[Pm]). By construction of M1 (P) and
Lemma 2.2 we infer that
Pm } } } P1 # D(U(P), |Pm )/D(U(P), M1(P)) .
Finally, since U(P)/Pi (RN) for all i=m+1, ..., k, Lemma 2.2 (2) implies
that also
Pk } } } Pm+1Pm } } } P1 # D(U(P), M1(P)) .
This finishes the proof of assertion (1).
We prove now assertion (2). Again we use induction by *P. The asser-
tion is trivial for P=[P] with M2(P)=1, since in this case
xi+1&xi={Px0&x00
if i=0,
else.
Suppose that for each proper subset Q of P there exists a constant
M2(Q) such that assertion (2) holds with Q instead of P. The constant
M1 (P)<1 is chosen according to assertion (1). We define
M2(P)=sup {1+M2(Q)1&M1(P) } Q/P, Q{P] .
Now let (x0 , ..., xk) be a sequence in RN) such that
xi+1=Pi xi with Pi # P.
Decomposing x0=u+v with u # U(P) and v # U(P)=, we observe that u
does not contribute to xi &xi+1, since Piu=u for all i=0 } } } k&1. We
may therefore assume that x0 # U(P)=. Of course, this implies that
xi # U(P)= for all i.
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We decompose the sequence into blocks by defining recursively
j(0)=0,
j(s+1)=min[i>j(s) | i=k 6 [Pj(s) , ..., Pi&1 ]=P] .
Let L be the index with j(L)=k. For 0<s<L we have
xj(s)=Pj(s)&1 } } } Pj(s&1) xj(s&1) ,
so that by assertion (1) and by induction
&xj(s)&M1(P)&xj(s&1)&M1(P)s &x0&.
For 0sL&1, let Qs=[Pj(s) , ..., Pj(s+1)&2 ]. Since Qs is a proper subset
of P, we know
:
j(s+1)&2
i= j(s)
&xi+1&xi&M2(Qs) &xj(s) &
Adding one more term we have
:
j(s+1)&1
i=j(s)
&xi+1 &xi&[1+M2 (Qs)] &xj(s)&
M2 (P) [1&M1(P)] M1 (P)s &x0&.
Summing all the blocks we have
:
k&1
i=0
&x i+1 &x i&= :
L&1
s=0
:
j(s+1)&1
i=j(s)
&x i+1&x i&
 :
L&1
s=0
M2 (P) [1&M1 (P)] M1(P)s &x0&
M2 (P) &x0&.
This proves assertion (2). K
Definition 2.2. Let 9 be a finite subset of RN such that &&=1 for all
 # 9. Let U be the span of 9. Let P0 denote the orthogonal projection
from X onto U. For a vector x # RN we define
&x&9=&x&P0x&+sup \ :
l
i=1
|(i , xi) |+ , (2.2)
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where the supremum is taken over all finite sequences
x1=x, x i+1=x i&(i , xi) i , where all i # 9. (2.3)
Remark 2.4. & }&9 defined above is a norm on RN.
Proof. For  # 9 we define the orthogonal projection
P() x=x&(, x) .
With this notation xi+1=P(i) x i and &x i+1&x i&=|(i , xi) |. Therefore
Lemma 2.3 implies that the supremum in (2.2) is finite.
It is now easily checked that & }&9 is a seminorm. To show that & }&9 is
a norm, we assume that x{0 and show that &x&9{0. If x  U, then
x&P0x{0 so that &x&9&x&P0x&>0. If x # U, then there exists at least
one k such that (k , x) {0. Therefore &x&9|(k , x) |>0. K
3. PROOF OF THEOREM 1.3
The following three lemmas deal, roughly speaking, with the directional
derivatives of & }&9 :
Lemma 3.1. Let 9/RN and & }&9 be as in Definition 2.2. Let x # RN and
 # 9. Then
&x&(, x) &9+|(, x) |&x&9 .
Proof. Put x1=x&(, x). Notice that P0 = so that P0x1 &x1=
P0x&x. Let $>0 be arbitrarily small and construct finite sequences
(x2 , x3 , ..., xl), (1 , ..., l&1) according to (2.3) such that
&x1&9&P0x1&x1 &+ :
l&1
i=1
|(i , xi) |+$.
If we put x0=x and 0=, the sequences (x0 , ..., xl), (0 , ..., l&1) fit
again into the scheme of (2.3), so that
&x0&9 &P0 x0 &x0 &+ :
l&1
i=0
|(i , xi) |
=&P0 x1 &x1 &+|(0 , x0) |+ :
l&1
i=0
|(i , xi) |
|(, x) |+&x1 &9&$.
Since $>0 was arbitrary, we obtain &x&9&x1&9+|(, x) |. K
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Lemma 3.2. Let 9=[1 , ..., K] and & }&9 be as in Definition 2.2. Let
x # RN, and let y=Kk=1 \kk where
0 if (k , x)>0,
\k {0 if (k , x)<0,=0 if (k , x)=0.
Then for sufficiently small =>0 the following estimate holds:
&x+=y&9&x&9&= &y&.
Proof. For shorthand let L=[k | \k=0]. Let =>0 be sufficiently small
such that
:
k  L }
\k
(k , x) }
1
=
.
For k  L, we put ’k=&=\k(k , x) . Notice that our assumptions imply
that ’k0 and k  L ’k1. Then
x+=y=x+ :
k  L
=\k k= :
k  L
’k (x&(k , x) k)+(1& :
k  L
’k ) x.
Using the convexity of the norms and Lemma 3.1 we infer
&x+=y&9+= &y&
\1& :k  L ’k + &x&9+ :k  L ’k &x&(k , x) k&9+ :k  L=|\k| &k &
\1& :k  L ’k+ &x&9+ :k  L ’k(&x&9&|(k , x) | )+ :k  L =|\k|
=&x&9 . K
Lemma 3.3. Let 9=[1 , ..., K] and & }&9 be as in Definition 2.2. Let
x # RN, and let y=Kk=1 \kk where
0 if (k , x) >0,
\k{0 if (k , x) <0,arbitrary if (k , x) =0.
Then
&x& y&9&x&9+&y&.
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Proof. Notice the slight difference in the assumptions on \k compared
to Lemma 3.2. Again we put L=[k | (k , x)=0]. Let M be a maximal
subset of L such that 9M=[k | k # M] is linearly independent. We may
rewrite k # L \kk such that \k=0 for k # L"M. Since 9M is linearly inde-
pendent, one can find a vector z # RN such that
>0 if k # M, \k<0,
(k , z) {<0 if k # M, \k>0,arbitrary if k  M.
Let $>0 be sufficiently small, such that for all k  L the signs of
(k , x+$z) and (k , x) are the same. Then y satisfies the hypotheses of
Lemma 3.2 with x+$z instead of x. For some small =>0 we infer
(1+=) &x+$z&9=&=(x+$z&y)+(x+$z+=y)&9
=&x+$z&y&9+(&x+$z&9&= &y&).
Thus
&x+$z&9&x+$z& y&9&&y&.
Now let $ go to zero to obtain the desired estimate. K
We will make use of the following characterization of the normal cone
of a convex polyhedron:
Lemma 3.4. Let 9=[1 , ..., K]/RN be a set of vectors with k{0,
let :1 , ..., :K be real numbers and let Z be the convex polyhedron
Z=[x # RN | (k , x) :k for k=1, ..., K= .
Let c # Z. Then f # NZ(c) if and only if
f = :
K
j=1
;k k with ;k{0=0
if (k , c)=:k ,
if (k , c)>:k .
(3.1)
Remark. In this form, Lemma 3.4 is due to V. Lovicar and published in
[8, Lemma 6.7]. It has been proved for a polytope (i.e. a bounded
polyhedron) in [11, Theorem 2.4.9]. The boundedness of Z, however, is
not needed. In fact, Lemma 3.4 can also be derived from [11, Theorem
2.2.1(b)], applied to the normal cone of a finite intersection of half-spaces. K
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We are now in the position to prove Theorem 1.3, which we restate as
an explicit estimate:
Theorem 3.5. Let 9=[1 , } } } , K]/RN be a set of vectors with
&k&=1, let :1 , ..., :K be real numbers and let Z be the convex polyhedron
Z=[x # RN | (k , x) :k for k=1, ..., K= .
Let the norm & }&9 be defined as in Definition 2.2.
Let u and u~ be functions in W1, 1([0, ), RN) and let x and x~ be two
solutions of (1.1) forced by u and u~ , respectively. Then for any T0 the
following estimate holds:
&x(T )&x~ (T)&9+|
T
0
&x$(t)&x~ $(t)& dt
&x(0)&x~ (0)&9+|
T
0
[&u$(t)&u~ $(t)&+&u$(t)&u~ $(t)&9] dt.
In particular, the solution (x), as a function in W1, 1([0, T ], RN), depends
Lipschitz continuously on the forcing function u # W1, 1([0, T ], RN) and the
initial value x(0) # Z. The Lipschitz constant is independent of T, it depends
only on the convex polyhedron Z.
Proof. Let x$(t)=u$(t)& f (t) and x~ $(t)=u~ $(t)& f (t) with f (t) #
NZ (x(t)) and f (t) # NZ (x~ (t)). From Lemma 3.4 we infer that
f (t)= :
K
k=1
;k (t) k with ;k(t){=0 if (k , x(t))>:k ,0 if (k , x(t))=:k .
A similar result holds for f (t)=Kk=1 ; k(t) k. We put z(t)=x(t)&x~ (t),
and y(t)= f (t)&f (t). With this notation z$(t)=y(t)+u$(t)&u~ $(t), and
y(t)=Kk=1 \k(t) k with \k(t)=; k(t)&;k(t). We have the following
implications
(k , z(t)) >0 O (k , x(t)) >:k O ;k(t)=0 O \k(t)0.
Similarly (k , z(t)) <0 implies that \k (t)0. Therefore Lemma 3.3 yields
for {>0
&z(t)&{y(t)&9&z(t)&9+{ &y(t)&.
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We will use this estimate in the following computation.
&z(t)&9&&z(t&{)&9&&z(t)&z(t&{)&{z$(t)&9
&z(t)&9&&z(t)&{z$(t)&9
=&z(t)&9&&z(t)&{y(t)&{(u$(t)&u~ $(t))&9
&z(t)&9&&z(t)&{y(t)&9+{ &u$(t)&u~ $(t)&9
&{ &y(t)&+{&u$(t)&u~ $(t)&9
=&{ &x$(t)&x~ $(t)&u$(t)+u~ $(t)&+{ &u$(t)&u~ $(t)&9
&{ &x$(t)&x~ $(t) &+{[&u$(t)&u~ $(t)&+&u$(t)&u~ $(t)&9] .
Since z is absolutely continuous, also &z(t)&9 depends absolutely con-
tinuously on t. In particular, &z(t)&9 is differentiable almost everywhere.
Dividing by { and passing to the limit in the estimate above we obtain for
almost all t # [0, T ]
d
dt
&x(t)&x~ (t)&9 &&x$(t)&x~ $(t)&+&u$(t)&u~ $(t)&+&u$(t)&u~ $(t)&9 .
Integrating this estimate from 0 to T we obtain the desired inequality. K
4. PERIODIC FORCING
Throughout this section we assume that the forcing function u is peri-
odic. [7, Example 3.13] shows that this does not necessarily imply the
existence of a periodic solution of (1.1). However, [7, Theorem 3.14] states
that if a trajectory x of the stop operator is relatively compact, then it con-
verges to a periodic solution to (1.1). In particular, if Z is bounded, then
there exists at least one periodic solution. Following the same type of
arguments we give a slightly stronger formulation which also implies a
uniqueness result:
Proposition 4.1. Let Z/RN be a closed convex set (bounded or
unbounded ), let u # W1, 1loc ([0, , R
N) be periodic with period T. Let x be any
solution of (1.1) and y be a T-periodic solution of (1.1). Then there exists a
constant r # RN such that
lim
t  
[x(t)&( y(t)+r)]=0.
Moreover, the function z(t)= y(t)+r is a T-periodic solution of (1.1).
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For the proof we require a simple lemma:
Lemma 4.2. Let S: W1, 1([0, T ], RN)_Z  W1, 1([0, T ], RN) be the
stop operator. Let u # W1, 1([0, T ], RN), x0 , x~ 0 # Z and x=S(u, x0), x~ =
S(u, x~ 0). Then &x(t)&x~ (t)& is nonincreasing in t. If &x(t)&x~ (t)& is constant
on an interval [t1 , t2], then x&x~ is constant on the same interval.
Proof. Let t be a Lebesgue point of all the functions, u, x, and x~ . Since
x(t), x~ (t) # Z, Equation (1.1) applied to both solutions implies (u$(t)&
x$(t), x(t)&x~ (t))0 and (u$(t)&x~ $(t), x~ (t)&x(t))0. Taking the sum,
we obtain
d
dt
&x~ (t)&x(t)&2=2(x~ $(t)&x$(t), x~ (t)&x(t))0.
Thus &x(t)&x~ (t)& is nonincreasing.
Suppose now that (x~ $(t)&x$(t), x~ (t)&x(t)) =0. Reverting the argu-
ment above we infer (u$(t)&x$(t), x(t)&x~ (t))=0 and (u$(t)&x~ $(t),
x~ (t)&x(t))=0. Let h{0. Since x~ (t+h) # Z, we infer
(u$(t)&x$(t), x~ (t)&x~ (t+h)) =(u$(t)&x$(t), x(t)&x~ (t+h)) 0.
Taking the limit for h  \0 we obtain (u$(t)&x$(t), x~ $(t))=0. On the
other hand, we know from the proof of Proposition 1.2(1) that (u$(t)&
x$(t), x$(t))=0. Similarly, (u$(t)&x~ $(t), x$(t)) =0 and (u$(t)&x~ $(t),
x$(t))=0. A suitable summation yields (x~ $(t)&x$(t), x$(t)&x$(t))=0,
i.e., x~ $(t)=x$(t). K
Proof of Proposition 4.1. From Lemma 4.2 we infer that &y(t)&x(t)& is
nonincreasing. In particular, [x(t) | t0] is bounded. By compactness, the
sequence x(nT ) admits a cluster point z0 # Z. Let z=S(u, z0). Since y is
periodic and &x&y& is nonincreasing, we infer that
&z(0)&y(0)&= lim
n  
&x(nT )&y(0)&,
&z(T )&y(T )&= lim
n  
&x((n+1) T )&y(T )&=&z(0)&y(0)&.
Lemma 4.2 implies again that z(t)=y(t)+r for some constant vector r. In
particular, z is periodic. Finally, since &x(t)&z(t)& is nonincreasing, we
infer that
lim
n  
&x(nT )&z0 &=lim inf
n  
&x(nT )&z0&=0
so that the periodic solution z attracts x. K
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The following remark is an obvious corollary of Proposition 4.1:
Remark 4.3. Let Z/RN be a closed convex set (bounded or unbounded),
let u # W1, 1loc ([0, ), R
N) be T-periodic, and let x and x~ be two T-periodic
solutions of (1.1) with the same forcing u but different initial values. Then
x&x~ is constant.
If Z is a (bounded or unbounded) polyhedron, periodic forcing always
implies the existence of a periodic solution to (1.1):
Proposition 4.4. Let Z/RN be a closed convex polyhedron (bounded or
unbounded ), let u # W1, 1loc ([0,, R
N) be periodic with period T. Then there
exists a T-periodic solution of (1.1).
Proof. We perform induction by the dimension N. For N=1, we dis-
tinguish the cases that Z is bounded or unbounded. If Z is bounded, the
existence of a periodic solution is known. Otherwise, Z is either a ray or
the whole line. In both cases there exists some x0 # Z such that the solution
x(t) :=x0+u(t)&u(0) stays entirely in Z. The function x is the desired
periodic solution.
Now suppose that Proposition 4.4 is valid in dimension N&1, and
consider a polyhedron
Z=[x # RN | (\j=1, ..., n) (j , x) :j],
where 1 , ..., n # RN and :1 , ..., :n # R. Let u be a T-periodic forcing. If Z
is bounded, we know that there exists a periodic solution. If Z is unbounded,
there exist p, q # RN, q{0, such that the ray [p+*q | *0] is entirely
contained in Z [12, Theorem (2.12.4)]. This implies that (j , q)0 for all
j. We partition the set of faces into two subsets I=[j | (j , q) >0] and
J=[j | ( j , q)=0]. (It is possible that one of these sets is empty.) Let E
be the (N&1)-dimensional subspace orthogonal to q and uE (t) be the
orthogonal projection of u(t) onto E. Let
ZE=[x # E | (\j # J) (j , x) :j].
By the induction hypothesis, there exists a T-periodic function
y # W1, 1([0, T ], E) solving
(u$E (t)&y$(t), y(t)&z)0 for z # ZE ,
y(t) # ZE .
We consider the periodic function x(t)=rq+y(t)+(u(t)&uE (t)). Here the
constant r is chosen sufficiently large, such that we have
(j , x(t)) >:j for all t # [0, T], j # I.
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Since q is orthogonal to j for all j # J, and since u(t)&uE (t) is always a
multiple of q, we have
(j , x(t)) =(j , y(t)) :j for all j # J.
Therefore, x(t) stays in Z and reaches only supporting hyperplanes indexed
by j # J. For some t, let
K=[ j | (j , x(t))=:j]=[ j | (j , y(t))=:j]/J.
The normal cone NZ(x(t)) is then spanned by the vectors j with j # K
(Lemma 3.4). Similarly, the normal cone NZE (y(t)) in the space E is
spanned by the vectors j with j # K. Since u$E (t)&y$(t) # NZE (y(t)), we
obtain with suitable nonnegative *j :
u$(t)&x$(t)=u$E (t)&y$(t)= :
j # K
*j j # NZ(x(t)).
Thus we have shown that the periodic function x solves (1.3). K
Theorem 1.4 is now an immediate consequence of the Propositions 4.1
and 4.1.
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