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HYPERCONTRACTIVITY ON THE q-ARAKI-WOODS
ALGEBRAS
HUN HEE LEE AND E´RIC RICARD*
Abstract. Extending a work of Carlen and Lieb, Biane has obtained the
optimal hypercontractivity of the q-Ornstein-Uhlenbeck semigroup on the q-
deformation of the free group algebra. In this note, we look for an extension
of this result to the type III situation, that is for the q-Araki-Woods algebras.
We show that hypercontractivity from Lp to L2 can occur if and only if the
generator of the deformation is bounded.
1. Introduction
In [14] Nelson proved the following famous hypercontractivity result for the clas-
sical Ornstein-Uhlenbeck semigroup P 1t acting on L
p(Rn, dγ), where dγ is the n-
dimensional gaussian measure on Rn.
Theorem 1.1. (Nelson, 1973)
For 1 < p < r <∞ we have∥∥P 1t ∥∥Lp→Lr ≤ 1 if and only if e−2t ≤ p− 1r − 1 .
Since then, there have been several analogous results in the context of non-
commutative probability. A fermionic counterpart of the Nelson’s result has been
clarified by Carlen/Lieb in [8], and including the fermionic case Biane proved in [3]
the following hypercontractivity result for the q-Ornstein-Uhlenbeck semigroup P qt
acting on Lp(Γq, τq), where Γq is the von Neumann algebra generated by q-gaussians
by Boz˙ejko and Speicher ([6, 7]) and τq is the vacuum state.
Theorem 1.2. (Biane, 1997)
Let −1 ≤ q < 1. For 1 < p < r <∞ we have
‖P qt ‖Lp→Lr ≤ 1 if and only if e−2t ≤
p− 1
r − 1 .
The above result has been further extended to the case of gaussians satisfying
more general commutation relations by Krolak ([13]), and the holomorphic version
has been proved by Kemp ([11]).
Biane’s generalized result concerns only about von Neumann algebras with a
normal tracial state. Thus, it is natural to be interested in their non-tracial rela-
tives, namely, q-Araki-Woods algebras Γq(HR, (Ut)) ([9] or see section 2), which is a
generalization of Araki-Woods factors ([1]) depending on the deformation group of
orthogonal transformations (Ut) on some real Hilbert spaceHR. As usual, we denote
by A the (unbounded) generator of (Ut) on the complexification ofHR. Fortunately,
we were able to prove the following hypercontractivity result for the q-Ornstein-
Uhlenbeck semigroup P
q,(Ut)
t (simply P
q
t again) acting on L
p(Γq(HR, (Ut)), τq),
where τq is the vacuum state.
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Theorem 1.3. Let −1 ≤ q < 1. For 1 < p < 2 we have
‖P qt ‖Lp→L2 ≤ 1 if e−2t ≤ C ‖A‖1−
2
p (p− 1),
where C is a universal constant.
If A is unbounded, then P qt is not bounded from L
p to L2.
Following the idea of Carlen/Lieb and Biane we will use the baby Fock model
and Speicher’s central limit procedure as key ingredients for the proof. Although
we were unable to determine “the optimal time” for the contractivity, the constant
in the above shows the same optimal order p− 1 as in the tracial case.
This paper is organized as follows. In section 2 we will review about q-generalized
gaussians, q-Araki-Woods algebras, and q-Ornstein-Uhlenbeck semigroup. We will
also briefly review of an extension procedure of a map on non-tracial von Neumann
algebras to the associated non-commutative Lp spaces. In section 3 we will intro-
duce the twisted baby Fock model by Nou ([16]), and we will prove the first main
result, hypercontractivity of ε-Ornstein-Uhlenbeck semigroup, which is an analog of
q-Ornstein-Uhlenbeck semigroup in the baby Fock model. In section 4 we will use
Speicher’s central limit procedure and hypercontractivity of ε-Ornstein-Uhlenbeck
semigroup to prove hypercontractivity of the q-Ornstein-Uhlenbeck semigroup. Fi-
nally in section 5 we will use 1-dimensional estimate to get the converse direction
of the main result from the previous section.
2. q-Araki-Woods algebras and q-Ornstein-Uhlenbeck semigroup
We begin with the most general definition of q-Araki-Woods algebra (see [1, 9,
19]). The construction starts with a (separable) real Hilbert space HR and (Ut)t∈R
a group of orthogonal transformations on HR. Let HC = HR + iHR be the com-
plexification of HR. The group (Ut) extends to a group of unitaries on HC. By
Banach-Stone’s theorem, there is a self-adjoint (unbounded) operator A so that
Ut = A
it. One then defines a new scalar product on HC by
〈x, y〉U = 〈 2A
1 +A
x, y〉HC .
Its completion is then denoted by H.
We consider the operator of symmetrization Pn on H⊗n defined by
P0Ω = Ω,
Pn(f1 ⊗ · · · ⊗ fn) =
∑
pi∈Sn
qi(pi)fpi(1) ⊗ · · · ⊗ fpi(n),
where Sn denotes the symmetric group of permutations of n elements and
i(π) = #{(i, j)|1 ≤ i, j ≤ n, π(i) > π(j)}
is the number of inversions of π ∈ Sn.
Now we define the q-inner product 〈·, ·〉q on H⊗n by
〈ξ, η〉q = δn,m 〈ξ, Pnη〉 for ξ ∈ H⊗n, η ∈ H⊗m,
where 〈·, ·〉 is the inner product in H⊗n. We denote by H⊗qn the resulting Hilbert
space. Since Pn’s are strictly positive for −1 < q < 1 ([6]), 〈·, ·〉q is actually an
inner product. Then one can associate a q-Fock space Fq(H).
Fq(H) = CΩ⊕
⊕
n≥1
H⊗qn,
where Ω is a unit vector called vacuum.
When q = 0 we recover the classical full Fock space over H. In the extreme
cases q = ±1, F1(H) and F−1(H) refer to Bosonic and Fermionic Fock spaces,
respectively. In the whole paper we are interested in −1 ≤ q < 1.
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For h ∈ HR, we can define a generalized q-semi-circular random variable on
Fq(H) by
s(h) = ℓ(h) + ℓ∗(h),
where ℓq(h) is the left creation operator by h ∈ H and ℓ∗q(h) is the adjoint of ℓq(h).
By definition Γq(HR, (Ut)) = {s(h) : h ∈ HR}′′. The vacuum state τq defined by
τq(·) = 〈 ·Ω,Ω〉q is a normal faithful state on Γq(HR, (Ut)), and (Γq(HR, (Ut)), τq ,Ω)
is in GNS position. Γq(HR, (Ut)) is known to be a type II1 algebra if and only if
(Ut) is trivial, in general, it is a type III von Neumann algebra, whose modular
theory relative to τq is well understood ([19, 9]).
Now we consider the q-Ornstein-Uhlenbeck semigroup P
q,(Ut)
t (simply P
q
t ). Since
Ω is a separating vector for Γq(HR, (Ut)) we can use the second quantization ([9,
Proposition 1.1], [5, Theorem 2.11]) to get the semigroup P qt : Γq → Γq given by
P qt (X)Ω = F(e−tidH)XΩ,
where F(e−tidH) : Fq(H)→ Fq(H) defined by
F(e−tidH)|H⊗n = e−ntidH⊗n , n ≥ 0.
Note that second quantizations commute with the modular group of τq. For the
later use we record the properties of the semigroup as follows.
Proposition 2.1. P qt , t ≥ 0 is a completely positive, normal, τq-preserving con-
traction that commutes with the modular group of τq.
Recall that A is said to be almost periodic when it has an orthonormal basis
of eigenvectors. In this situation, there is a more tractable model for Γq(HR, (Ut))
that we will use (see Section 2.2 in [16]).
Assume that we are given a sequence µ = (µi)i≥1 ⊆ [1,∞). The construction
starts with a separable complex Hilbert space H equipped with an orthonormal
basis (e±k)k≥1. We denote as above by Fq(H) the associated q-Fock space. We
define q-(generalized) gaussian variables (or q-generalized circular variables) by
gq,i = µ
−1
i ℓq(ei) + µiℓ
∗
q(e−i).
Let Γµq (−1 ≤ q < 1), the von Neumann algebra generated by {gq,k}k≥1 and τq still
denotes the vacuum state.
If A is almost periodic and (µ4i )i≥1 ⊆ [1,∞) is the sequence of eigenvalues of A
that are bigger than 1, then there is a spatial isomorphism
(Γq(HR, (Ut)), τq ,Ω) ∼= (Γµq , τq,Ω).
Of course, one has ‖A‖ = supµ4i .
In this model, the q-Ornstein-Uhlenbeck semigroup P q,µt (simply P
q
t ) is also
obtained by the second quantization procedure with the same formula.
All the properties we will be looking at are stable under taking ultraproducts,
so that the discretization procedure in Section 6.1 of [16] allows us to work only in
the almost periodic situation.
In this paper we will often need an extension of a map defined on the algebra
level to the Lp setting. Let M, N be von Neumann algebras with distinguished
normal faithful states ϕ and ψ, respectively. Then, one can define the Haagerup’s
Lp space Lp(M, ϕ), 1 ≤ p < ∞. For the details about Lp(M, ϕ) (simply Lp(M))
we refer [10, 17]. Let T :M→N be a completely positive contraction. We say T is
state-preserving if ψ ◦T = ϕ and it intertwines the modular groups: σψt ◦T = T ◦σϕt
for all t ∈ R. Let trM be the trace on L1(M) and Dϕ be the density operator
associated to ϕ. Similarly, we consider trN and Dψ. Then MD
1
p
ϕ is norm-dense in
Lp(M), and for x ∈ M the elements xD
1
p
ϕ ∈ Lp(M) (1 ≤ p < ∞) are identified
in the sense of complex interpolation. Now we consider an extension of T to Lp
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setting given by T p : MD
1
p
ϕ → ND
1
p
ψ , xD
1
p
ϕ 7→ (Tx)D
1
p
ψ . It is well-known that T
p
can be extended to a contraction on Lp(M) ([10, Lemma 2.2]). For a later use we
record the extension procedure as follows.
Proposition 2.2. Let M, N be von Neumann algebras with distinguished nor-
mal faithful states ϕ and ψ, respectively, and T : M → N be a state-preserving
completely positive contraction. Then
(2.1) T p :MD
1
p
ϕ → ND
1
p
ψ , xD
1
p
ϕ 7→ (Tx)D
1
p
ψ .
extends to a contraction on Lp(M).
In particular, if T is an onto isometry, then so is T p between Lp(M) and Lp(N ).
Inspired by the above we can consider the following further extension of T . Let
1 ≤ p, r <∞.
(2.2) T p,r :MD
1
p
ϕ → ND
1
r
ψ ⊆ Lr(N ), xD
1
p
ϕ 7→ (Tx)D
1
r
ψ .
In general, there is no guarantee that T p,r can be extended to a bounded map from
Lp(M) into Lr(N ) when r > p.
If we apply the above extension (2.1) to the q-Ornstein-Uhlenbeck semigroup P qt ,
we obtain a contractive semigroup P q,pt on L
p(Γq).
P q,pt : L
p(Γq)→ Lp(Γq), xD
1
p
q 7→ P qt (x)D
1
p
q ,
where Dq is the density operator associated to the vacuum state τq.
Now the question is for which 1 < p < r <∞ and for which t > 0, can we extend
P qt to a contraction from L
p(Γq) into L
r(Γq)? More precisely, when does the map
(2.3) P q,p,rt : ΓqD
1
p
q → ΓqD
1
r
q , xD
1
p
q 7→ (P qt x)D
1
r
q
can be extended to a contraction from Lp(Γq) into L
r(Γq)? Here comes a partial
answer to this question, which is one of our main results. Note that we will simply
denote P q,p,rt again by P
q
t .
Theorem 2.3. Let 1 < p < 2 and P qt is the map in (2.3). Then, we have
‖P qt ‖Lp→L2 ≤ 1 if e−2t ≤ Cα
4− 8
p
µ (p− 1)
for some universal constant C > 0, where αµ = supn≥1 µn.
We close this section with some precise results on the modular theory for Γq and
τq that we need. The modular group σ
τq
t with respect to τq satisfies the following.
σ
τq
t (gq,k) = µ
4it
k gq,k, k ≥ 1.
Thus, gq,k is an analytic element satisfying
(2.4) D
1
2p
q gq,k = µ
2
p
k gq,kD
1
2p
q , k ≥ 1.
3. Twisted baby Fock and Hypercontractivity of
ε-Ornstein-Uhlenbeck semigroup
3.1. The baby Fock model. We will briefly describe the twisted baby Fock in-
troduced by A. Nou ([16]). Let I = {±1,±2, · · · ,±n} be a fixed index set and
ε : I × I → {±1} be a “choice of sign” function satisfying
ε(i, j) = ε(j, i), ε(i, i) = −1, ε(i, j) = ε(|i| , |j|), ∀i, j ∈ I.
Now, we consider the unital algebra A(I, ε) with generators (xi)i∈I satisfying
xixj − ε(i, j)xjxi = 2δi,j, i, j ∈ I.
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In particular, we have x2i = 1, i ∈ I, where 1 refers to the unit of the algebra.
A(I, ε) can be endowed with the involution given by x∗i = xi. We will use the
following notations for the elements in A(I, ε).
x∅ := 1 and xA := xi1 · · ·xik , A = {i1 < · · · < ik} ⊆ I.
Then, {xA : A ⊆ I} is a basis for A(I, ε). Let φε : A(I, ε)→ C be the tracial state
given by
φε(xA) = δA,∅.
φε give rise to a natural inner product on A(I, ε) as follows.
〈x, y〉 := φε(y∗x), x, y ∈ A(I, ε).
Let
H = L2(A(I, ε), φε)
be the corresponding L2-space, then clearly {xA : A ⊆ I} is an orthonormal basis
for H .
Now we consider left creations β∗i and left annihilations βi in B(H), i ∈ I in this
context.
β∗i (xA) =

 xixA if i /∈ A0 if i ∈ A , βi(xA) =

 xixA if i ∈ A0 if i /∈ A , i ∈ I, A ⊆ I.
Then using the same parameter µ = (µi)i≥1 we define our generalized gaussians
γi := µ
−1
i β
∗
i + µiβ−i, 1 ≤ i ≤ n.
The following relations are known to be satisfied by γi’s ([16, Lemma 5.2]).
(3.1)


γiγj − ε(i, j)γjγi = 0 i 6= j ∈ I
γ∗i γj − ε(i, j)γjγ∗i = 0 i 6= j ∈ I
γ2i = (γ
∗
i )
2 = 0 i ∈ I
γ∗i γi + γiγ
∗
i = (µ
2
i + µ
−2
i )id i ∈ I
Let Γ〈1,··· ,n〉 be the von Neumann algebra generated by {γi}ni=1 in B(H) while
Γ〈n〉 refers to the von Neumann algebra generated by γn. It is also known that
([16, Lemma 5.2]) 1 is a cyclic and separating vector for Γ〈1,··· ,n〉, and the above is
the faithful GNS representation of (Γ〈1,··· ,n〉, τ
ε
n), where τ
ε
n is the vacuum state on
Γ〈1,··· ,n〉 given by τ
ε
n(·) = 〈 · 1, 1〉. With this definition, Γ〈1,··· ,k〉 is not a subalgebra
of Γ〈1,··· ,n〉, but by the above facts we can indeed identify it with the subalgebra
generated by γ1, ..., γk in Γ〈1,··· ,n〉 and τ
ε
k is then the restriction of τ
ε
n. We may
sometimes simply write τε without any reference to n. Finally, we remark that
with the classical identification x 7→ x1 between Γ〈1,··· ,n〉 and H , τε corresponds to
φε.
We collect some results about γi’s which we need in the sequel.
Proposition 3.1. We have:
(1) For all n ≥ 1, and i ≤ n, στεt (γi) = µ4itγi and τε(γ∗i γi) = µ−2i .
(2) Let D〈1,··· ,n〉 and D〈1,··· ,n−1〉 be the densities of τ
ε restricted to Γ〈1,··· ,n〉 and
Γ〈1,··· ,n−1〉, respectively. Then we have a natural isometric embedding
Lp(Γ〈1,··· ,n−1〉) →֒ Lp(Γ〈1,··· ,n〉), xD
1
p
〈1,··· ,n−1〉 7→ xD
1
p
〈1,··· ,n〉.
A similar statement holds for Lp(Γ〈n〉).
(3) For any a ∈ Γ〈n〉 and b, c ∈ Γ〈1,··· ,n−1〉 we have
τε(cab) = τε(a)τε(cb).
(4) γ∗nγn commutes with Γ〈1,··· ,n−1〉 and D〈1,··· ,n〉.
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Proof. The computations for the first point can be found in [16, Proposition 5.3].
Thus, the natural inclusion of Γ〈1,··· ,n−1〉 to Γ〈1,··· ,n〉 is state preserving and one
can use Proposition 2.2. For the third point, it suffices to do it with c = 1 using
the modular theory, but then it is [16, Lemma 5.4]. Finally for i < n
γ∗nγnγi = γ
∗
n(ε(n, i)γiγn) = ε(n, i)
2γiγ
∗
nγn = γiγ
∗
nγn.
And στ
ε
t (γ
∗
nγn) = σ
τε
t (γn)
∗στ
ε
t (γn) = γ
∗
nγn, so γ
∗
nγn is in the centralizer of τ
ε which
exactly means that it commutes with D〈1,··· ,n〉. 
Remark 3.2. Note that we are dealing with finite dimensional algebras, so we know
that the density D〈1,··· ,n〉 belongs to Γ〈1,··· ,n〉. Moreover all associated L
p-spaces
can be identified with a p-Schatten classes provided that we fix a faithful trace on
Γ〈1,··· ,n〉 (instead of looking at the trace on the dual space Γ
∗
〈1,··· ,n〉).
The main estimates relies on the position of Γ〈1,··· ,n−1〉 inside Γ〈1,··· ,n〉, which
will be clarified in the following Proposition. Now we set
(3.2) yi = γ
∗
i γi − µ−2i id, 1 ≤ i ≤ n
In this paper we will consider the basis {1, γi, γ∗i , yi} of Γ〈i〉 which is more suitable
than {γiγ∗i , γi, γ∗i , γ∗i γi}, 1 ≤ i ≤ n, as their corresponding L2 vectors are orthogonal
and have length 0, 1, 1 and 2, respectively. Then, for a fixed 1 ≤ i ≤ n, any element
X ∈ Γ〈1,··· ,n〉 can be uniquely expressed in the form
(3.3) X = a+ γib+ γ
∗
i c+ yid
for some a, b, c, d ∈ Γ〈1,··· ,n〉\i, the von Neumann algebra generated by {γk : 1 ≤
k 6= i ≤ n}.
Proposition 3.3. There are a ∗-isomorphism Φ : Γ〈1,··· ,n〉 →M2 ⊗Γ〈1,...,n−1〉 and
a unitary un ∈ Γ〈1,...,n−1〉 satisfying the following.
(1) For a ∈ Γ〈1,...,n−1〉 we have Φ(a) =

 a 0
0 a

 .
(2) Φ(γn) = (µ
2
n + µ
−2
n )
1
2

 0 0
un 0

.
(3) τεn = (ψ ⊗ τεn−1)Φ, where ψ



 x11 x12
x21 x22



 = λx11 + (1 − λ)x22 with
λ = 11+µ4n
.
Proof. The relations 3.1 give us a ∗-isomorphism σ : Γ〈n〉 → M2 with σ(γn) =
(µ2n + µ
−2
n )
1/2e21. Let Cn be the relative commutant of Γ〈n〉 in Γ〈1,··· ,n〉. Then, the
multiplication map ψ : Γ〈n〉 ⊗ Cn → Γ〈1,··· ,n〉 is a ∗-homorphism. Actually, ψ is a
∗-isomorphism. Indeed, we can easily check that ψ is an onto map. For example,
we have
ψ
(
(ε(1, n)γ∗nγn + γnγ
∗
n)⊗ γ1(ε(1, n)γ∗nγn + γnγ∗n)
)
= (µ2n + µ
−2
n )
2γ1.
The fact that γ1(ε(1, n)γ
∗
nγn + γnγ
∗
n) ∈ Cn is a straightforward calculation. More-
over, ψ must be a 1-1 map, since dimCn = 2
2n−2, which can be checked by a
simple induction and the following observation. Let X = a + γ1b + γ
∗
1c + y1d,
a, b, c, d ∈ Γ〈2,··· ,n〉. Then by the uniqueness of the expression (3.3) we have
X ∈ Cn ⇔ a, d ∈ Γ′〈n〉 ∩ Γ〈2,··· ,n〉 and

 ε(1, n)γnb = bγn, ε(1, n)γ
∗
nb = bγ
∗
n
ε(1, n)γnc = cγn, ε(1, n)γ
∗
nc = cγ
∗
n
.
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Now we consider another ∗-isomorphism π = (σ ⊗ Id) ◦ψ−1 : Γ〈1,··· ,n〉 →M2 ⊗Cn.
Since γ∗nγn commutes with Γ〈1,··· ,n−1〉 there are ∗-homomorphisms πi : Γ〈1,··· ,n−1〉 →
eii⊗Cn, a 7→ (eii⊗1)π(a)(eii⊗1), i = 1, 2. Actually, πi’s are ∗-isomorphisms since
dimΓ〈1,··· ,n−1〉 = 2
2n−2 = dimCn ([16, Lemma 5.2]) and they are injective. Indeed,
we have
π−1
(
(eii ⊗ id)π(a)(eii ⊗ id)
)
= (µ2n + µ
−2
n )
−2γ∗nγnaγ
∗
nγn
= (µ2n + µ
−2
n )
−1γ∗nγna.
Then, the injectivity comes from the uniqueness of the expression (3.3).
Now by identifying eii ⊗ Cn and Cn we get two ∗-isomorphisms
ρ1, ρ2 : Γ〈1,··· ,n−1〉 → Cn such that π(a) =

 ρ1(a) 0
0 ρ2(a)

 .
The above ∗-isomorphisms enable us to conclude that Γ〈1,··· ,k〉 ∼= M2k , k ≥ 1 by a
simple induction. Thus, any automorphism on Γ〈1,··· ,n−1〉 is inner, so that there is
a unitary un ∈ Γ〈1,··· ,n−1〉 such that ρ−11 ◦ ρ2(a) = u∗naun, a ∈ Γ〈1,··· ,n−1〉. Finally
we define Φ : Γ〈1,··· ,n〉 →M2 ⊗ Γ〈1,...,n−1〉 by
Φ(x) =

 1 0
0 u∗n

 [(I ⊗ ρ−11 ) ◦ π](x)

 1 0
0 un

 .
Then, the first two assertions easily follow from the construction of Φ and un.
The formula for τεn is a consequence of Proposition 3.1 (3) and the definition of Φ.
For example, we have τεn(γnb) = 0 = ψ ⊗ τεn−1
( 0 0
(µ2n + µ
−2
n )
1
2 unb 0

) for b ∈
Γ〈1,...,n−1〉, and τ
ε
n(ynd) = 0 = ψ⊗τεn−1
( µ2nd 0
0 −µ−2n d

) for d ∈ Γ〈1,...,n−1〉. 
Now we consider the number operator Nε on H given by Nε =
∑
i∈I β
∗
i βi. Then,
for any A ⊆ I we have NεxA = |A| xA. Since 1 ∈ H is separating and cyclic for
Γ〈1,··· ,n〉 we define the ε-Ornstein-Uhlenbeck semigroup P
ε
t : Γ〈1,··· ,n〉 → Γ〈1,··· ,n〉
by
(3.4) P εt (X)1 = e
−tNε(X1), X ∈ Γ〈1,··· ,n〉.
To make this definition more explicit, any element in Γ〈1,··· ,n〉 can be written as a
linear combination of products w1...wk where wi ∈ {id, γi, γ∗i , yi}, 1 ≤ i ≤ k. The
number operator counts 0 for id, 1 for γi, γ
∗
i and 2 for yi; for instance P
ε
t (y4γ
∗
2γ1) =
e−4ty4γ
∗
2γ1. This can be checked by a straightforward induction.
In comparison to the q-Fock space setting, it not easy to see that this defines a
completely positive semigroup. There is no general second quantization in the baby
Fock model. Nevertheless, such a procedure exists for some diagonal contractions.
To do so, define similarly the i-number operator Ni on H and T
t
i on Γ〈1,··· ,n〉 by
Ni = β
∗
i βi + β
∗
−iβ−i, 1 ≤ i ≤ n and T ti (X)1 = e−tNi(X1).
It counts only the letter i as explained above.
Proposition 3.4. For any t ≥ 0, the operators T ti (1 ≤ i ≤ n) are completely
positive and state preserving on Γ〈1,··· ,n〉, and so is P
ε
t .
Proof. The second assertion follows from the first one as P εt = T
t
1 · · ·T tn.
For simplicity we only check the case i = n. Let a, b, c, d ∈ Γ〈1,··· ,n−1〉, we
have T tn(a) = a, T
t
n(γnb) = e
−tγnb, T
t
n(γ
∗
nc) = e
−tγ∗nc and T
t
n(ynd) = e
−2tynd.
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We use Proposition 3.3 to transfer T tn to T˜
t
n = Φ ◦ T tn ◦ Φ−1 on M2 ⊗ Γ〈1,··· ,n〉.
From the formula for Φ(γn) it follows that T˜
t
n

 0 b
0 0

 = e−t

 0 b
0 0

 and since
Φ(a+ ynd) =

 a+ µ2nd 0
0 a− µ−2n d

 for a, d ∈ Γ〈1,··· ,n−1〉 we have
T˜ tn

 a+ µ2nd 0
0 a− µ−2n d

 = e−t

 a+ µ2ne−2td 0
0 a− µ−2n e−2td

 .
Thus, we obtain that T˜ tn = T ⊗ Id, where T (e12) = e−te12, T (e21) = e−te21,
T (1) = 1 and T (µ2ne11 − µ−2n e22) = e−2t(µ2ne11 − µ−2n e22). We get with λ = 11+µ4n
T (e11) = λ(1 + e
−2tµ4n)e11 + λ(1 − e−2t)e22
T (e22) = (1 − λ)(1 − e−2t)e11 + (1 − λ)(1 − e−2tµ−4n )e22
The Choi’s matrice C = (T (ei,j))i,j associated to T is

λ(1 + e−2tµ4n) 0 0 e
−t
0 λ(1 − e−2t) 0 0
0 0 (1− λ)(1 − e−2t) 0
e−t 0 0 (1 − λ)(1 + e−2tµ−4n )


Since µ4n =
1−λ
λ and
λ(1 − λ)(1 + e−2tµ4n)(1 + e−2tµ−4n )− e−2t = λ(1− λ)(1 − e−2t)2 ≥ 0,
C is positive and T is completely positive.
The state preserving property follows from Proposition 3.1. 
3.2. Main estimates. We start with the main statement.
Theorem 3.5. Let 1 < p ≤ 2.
‖P εt ‖Lp→L2 ≤ 1 if e−2t ≤ Cα
4− 8
p
µ (p− 1)
for some universal constant C > 0, where αµ = supn≥1 µn.
Before proceeding to the proof, we collect some lemmas. The first and the most
crucial one is an asymmetric version of optimal convexity inequality ([4, 8]).
Lemma 3.6. Let 1 < p ≤ 2, µ ≥ 1 and λ = 11+µ4 . For any A,B ∈ Mn, n ≥ 1 we
have (
λ
∥∥A+ µ2B∥∥p
p
+ (1 − λ)∥∥A− µ−2B∥∥p
p
) 2
p ≥ ‖A‖2p + C(p− 1) ‖B‖2p
where C = C(µ) = 13µ
−4 for 1 < p ≤ 34 and C = 13µ8−
16
p for 34 < p ≤ 2.
Proof. The above inequality is nothing but the contractivity of a fixed linear map
from an Lp space to a Lp-valued ℓ2 space. By a careful examination of the adjoint
map we can observe that the above inequality is equivalent to the following. Let
1
p +
1
q = 1. Then for any X,Y ∈Mn we have(
λ ‖X + Y ‖qq + (1 − λ)
∥∥∥∥X − λ1− λY
∥∥∥∥
q
q
) 2
q ≤ ‖X‖2q +
q − 1
µ4C
‖Y ‖2q .(3.5)
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Since we care less about the best constant we will use the following standard argu-
ment. Let Cq be the best constant such that (3.5) is true if we replace
q−1
µ4C by Cq.
Then we have
λ ‖X + Y ‖2q2q + (1 − λ)
∥∥∥∥X − λ1− λY
∥∥∥∥
2q
2q
= λ
∥∥∥|X |2 + |Y |2 +X∗Y + Y ∗X∥∥∥q
q
+ (1− λ)
∥∥∥∥|X |2 + ( λ1− λ
)2
|Y |2 − λ
1− λ (X
∗Y + Y ∗X)
∥∥∥∥
q
q
≤ λ
∥∥∥|X |2 + |Y |2 +X∗Y + Y ∗X∥∥∥q
q
+ (1− λ)
∥∥∥∥|X |2 + |Y |2 − λ1− λ(X∗Y + Y ∗X)
∥∥∥∥
q
q
≤
(∥∥∥|X |2 + |Y |2∥∥∥2
q
+ Cq ‖X∗Y + Y ∗X‖2q
) q
2
≤
(
[‖X‖22q + ‖Y ‖22q]2 + 4Cq ‖X‖22q ‖Y ‖22q
) q
2
≤
(
‖X‖22q + (2Cq + 1) ‖Y ‖22q
) 2q
2
.
The first inequality is by monotony of the Lp norm on positive elements as λ1−λ ≤ 1.
Thus, we can conclude that C2q ≤ 2Cq + 1. Since we have C2 = µ−4 ≤ 1,
a standard interpolation argument leads us to Cq ≤ (q − 1)1−θ(2q − 1)θ, where
2n ≤ q < 2n+1 and 1q = 1−θ2n + θ2n+1 . Thus, we simply get
Cq ≤ 3(q − 1),
which implies that the original inequality is true for
C =
1
3
µ−4.
When n = 1, i.e. 2 ≤ q < 4 we can get a sharper estimate. Since C2 = µ−4 and
C4 ≤ 2µ−4 + 1, for 1q = 1−θ2 + θ4 we have
Cq ≤ (µ−4)1−θ(2µ−4 + 1)θ ≤ 3µ4− 16q ,
which implies that the original inequality is true for
C =
1
3
µ8−
16
p .

Lemma 3.7. For any a, b ∈ Γ〈1,··· ,n−1〉, with λ = 1µ4n+1 , we have∥∥∥∥(a+ ynd)D 1p〈1,··· ,n〉
∥∥∥∥
2
p
=
(
λ
∥∥∥∥(a+ µ2nd)D 1p〈1,··· ,n−1〉
∥∥∥∥
p
p
(3.6)
+ (1− λ)
∥∥∥∥(a− µ−2n d)D 1p〈1,··· ,n−1〉
∥∥∥∥
p
p
) 2
p
≥
∥∥∥∥aD 1p〈1,··· ,n−1〉
∥∥∥∥
2
p
+ C(µ)(p− 1)
∥∥∥∥dD 1p〈1,··· ,n−1〉
∥∥∥∥
2
p
,
where C(µ) is the constant in Lemma 3.6.
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Proof. It is a direct application of Proposition 3.3 and Lemma 3.6, if one notices
that for any a, d ∈ Γ〈1,...,n−1〉, Φ(a+ ynd) =

 a+ µ2nd 0
0 a− µ−2n d

 . 
Lemma 3.8. Let b, c ∈ Γ〈1,··· ,n−1〉. Then, we have∥∥∥∥γnbD 1p〈1,··· ,n〉
∥∥∥∥
p
≥ λ 1p (µ2n + µ−2n )
1
2
∥∥∥∥bD 1p〈1,··· ,n−1〉
∥∥∥∥
p
and ∥∥∥∥γ∗ncD 1p〈1,··· ,n〉
∥∥∥∥
p
≥ (1− λ) 1p (µ2n + µ−2n )
1
2
∥∥∥∥cD 1p〈1,··· ,n−1〉
∥∥∥∥
p
.
Proof. By (3.6) we get∥∥∥∥γnbD 1p〈1,··· ,n〉
∥∥∥∥
p
≥ 1‖γ∗n‖∞
∥∥∥∥γ∗nγnbD 1p〈1,··· ,n〉
∥∥∥∥
p
=
1
‖γ∗n‖∞
∥∥∥∥(µ−2n b+ ynb)D 1p〈1,··· ,n〉
∥∥∥∥
p
≥ 1‖γ∗n‖∞
λ
1
p (µ2n + µ
−2
n )
∥∥∥∥bD 1p〈1,··· ,n−1〉
∥∥∥∥
p
= λ
1
p (µ2n + µ
−2
n )
1
2
∥∥∥∥bD 1p〈1,··· ,n−1〉
∥∥∥∥
p
.
Note that the equality in the last line holds by the fact
‖γn‖∞ = ‖γ∗n‖∞ =
√
µ2n + µ
−2
n ,
which is a direct application of Proposition 3.3.
The estimate for
∥∥∥∥γ∗ncD 1p〈1,··· ,n〉
∥∥∥∥
p
is similar. 
Proof of Theorem 3.5. We follow the idea of Carlen/Lieb and Biane to use the in-
duction on n, where I = {±1, · · · ,±n}. We assume that we have the conclusion for
n− 1 and consider the case n. Every element in Γ〈1,··· ,n〉 can be uniquely expressed
as
X = a+ γnb+ γ
∗
nc+ ynd,
where a, b, c, d ∈ Γ〈1,··· ,n−1〉. Note that {D
1
2
〈n〉, γnD
1
2
〈n〉, γ
∗
nD
1
2
〈n〉, ynD
1
2
〈n〉} is an or-
thogonal set in L2(Γ〈n〉) with∥∥∥D 12〈n〉∥∥∥
2
=
∥∥∥ynD 12〈n〉∥∥∥
2
= 1,
∥∥∥γnD 12〈n〉∥∥∥
2
= µ−1n and
∥∥∥γ∗nD 12〈n〉∥∥∥
2
= µn.
For example,
∥∥∥ynD 12〈n〉∥∥∥2
2
= trΓ〈n〉(D
1
2
〈n〉y
2
nD
1
2
〈n〉) = τ
ε(y2n) = 〈yn1, yn1〉 = 1. More-
over, yn1 = x−nxn so that P
ε
t (yn) = e
−2tyn. Thus, by applying (3) of Proposition
3.1, we get that the four terms in X are orthogonal and∥∥∥P εt (X)D 12〈1,··· ,n〉∥∥∥2
2
(3.7)
=
∥∥∥P εt (a)D 12〈1,··· ,n−1〉∥∥∥2
2
+ µ−2n e
−2t
∥∥∥P εt (b)D 12〈1,··· ,n−1〉∥∥∥2
2
+ µ2ne
−2t
∥∥∥P εt (c)D 12〈1,··· ,n−1〉∥∥∥2
2
+ e−4t
∥∥∥P εt (d)D 12〈1,··· ,n−1〉∥∥∥2
2
.
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Now we estimate ‖X‖p. Since the map replacing γn into −γn is a τε-preserving
∗-isomorphism of Γ〈1,··· ,n〉, Proposition 2.2 implies that∥∥∥∥(a+ γnb+ γ∗nc+ ynd)D 1p〈1,··· ,n〉
∥∥∥∥
p
=
∥∥∥∥(a− γnb− γ∗nb+ ynd)D 1p〈1,··· ,n〉
∥∥∥∥
p
.
By the optimal convexity inequality ([4] or [8]) we have∥∥∥∥XD 1p〈1,··· ,n〉
∥∥∥∥
2
p
≥
∥∥∥∥(a+ ynd)D 1p〈1,··· ,n〉
∥∥∥∥
2
p
+ (p− 1)
∥∥∥∥(γnb+ γ∗nc)D 1p〈1,··· ,n〉
∥∥∥∥
2
p
(3.8)
= I + (p− 1)II.
The estimate for I is Lemma 3.7. For II, note that γnbD
1
p
〈1,··· ,n〉 and γ
∗
ncD
1
p
〈1,··· ,n〉
have disjoint support. Indeed, we have
(γnbD
2
p
〈1,··· ,n〉b
∗γ∗n)(γ
∗
ncD
2
p
〈1,··· ,n〉c
∗γn) = 0
and
(D
1
p
〈1,··· ,n〉b
∗γ∗nγnbD
1
p
〈1,··· ,n〉)(D
1
p
〈1,··· ,n〉c
∗γnγ
∗
ncD
1
p
〈1,··· ,n〉)
= D
1
p
〈1,··· ,n〉b
∗bD
1
p
〈1,··· ,n〉γ
∗
nγnγnγ
∗
nD
1
p
〈1,··· ,n〉c
∗cD
1
p
〈1,··· ,n〉
= 0
by (3) of Proposition 3.1. Thus, by orthogonality and Lemma 3.8 we have
II =
( ∥∥∥∥γnbD 1p〈1,··· ,n〉
∥∥∥∥
p
p
+
∥∥∥∥γ∗ncD 1p〈1,··· ,n〉
∥∥∥∥
p
p
) 2
p
(3.9)
≥
∥∥∥∥γnbD 1p〈1,··· ,n〉
∥∥∥∥
2
p
+
∥∥∥∥γ∗ncD 1p〈1,··· ,n〉
∥∥∥∥
2
p
≥ λ 2p (µ2n + µ−2n )
∥∥∥∥bD 1p〈1,··· ,n−1〉
∥∥∥∥
2
p
+ (1− λ) 2p (µ2n + µ−2n )
∥∥∥∥cD 1p〈1,··· ,n−1〉
∥∥∥∥
2
p
.
By combining (3.7), (3.8), (3.6) and (3.9) we get∥∥∥P εt (X)D 12〈1,··· ,n〉∥∥∥2
2
≤
∥∥∥∥XD 1p〈1,··· ,n〉
∥∥∥∥
2
p
provided that
e−2t ≤ min{(µ4n + 1)1−
2
p (p− 1),
√
C(µn)
√
p− 1},
where C(µn) is the constant in Lemma 3.6 for µ = µn. 
4. Approximation by central limit procedure
The aim of this section is to use a standard approximation procedure to go from
the baby Fock model to the q-Araki-Woods algebras. Most of the arguments are
easy adaptations of [16], so we will simply sketch them.
In section 3 we constructed generalized baby gaussians γi associated with the
parameters µi for 1 ≤ i ≤ n by starting with the index set I = {±1,±2, · · · ,±n}.
In this section we apply the same construction using the increased index set
I˜ = {(i, j) : 1 ≤ i ≤ n, 1 ≤ j ≤ m} ∪ {(−i,−j) : 1 ≤ i ≤ n, 1 ≤ j ≤ m},
so that we can get generalized baby gaussians γi,j associated with the parameter
µi for 1 ≤ i ≤ n, 1 ≤ j ≤ m and the von Neumann algebra Γn,m generated by
{γi,j : 1 ≤ i ≤ n, 1 ≤ j ≤ m}. Note that the “choice of sign” function ε in this case
would be
ε : I˜ × I˜ → {±1}
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satisfying
ε((i1, i2), (j1, j2)) = ε((j1, j2), (i1, i2)),
ε((i1, i2), (i1, i2)) = −1,
ε((i1, i2), (j1, j2)) = ε((|i1| , |i2|), (|j1| , |j2|)), ∀(i1, i2), (j1, j2) ∈ I˜ .
Now we replace ε((i1, i2), (j1, j2)), (i1, i2) ≺ (j1, j2) ∈ I˜ with a family of i.i.d.
random variables with
P (ε((i1, i2), (j1, j2)) = −1) = 1− q
2
, P (ε((i1, i2), (j1, j2)) = 1) =
1 + q
2
,
where (i1, i2) ≺ (j1, j2) means i1 < j1 or i1 = j1, i2 < j2. We set
si,m =
1√
m
m∑
j=1
γi,j .
Then, the Speicher’s central limit procedure ([20, 16]) tells us the following.
Proposition 4.1. For any ∗-polynomial Q in n non-commuting variables we have
lim
m→∞
τε(Q(s1,m, · · · , sn,m)) = τq(Q(gq,1, · · · , gq,n))
for almost every ε.
Since the set of all non-commuting ∗-polynomials is countable, we can find a
choice of sign ε such that the above is true for any Q. In the sequel we fix such an
ε.
Now we would like to transfer this convergence in distribution into Lp-norm
convergence using Nou’s ultraproduct approach ([16, Theorem 4.3, Section 5.2].
If we set gi,m = Re(si,m), g−i,m = Im(si,m) and Gi = Re(gq,i), G−i = Im(gq,i),
1 ≤ i ≤ n, then by Proposition 4.1 for any polynomial P in 2n non-commuting
variables we have
(4.1) lim
m→∞
τε(P (g−n,m, · · · , gn,m)) = τq(P (G−n, · · · , Gn)).
We need to truncate gj,m to get a uniform control on the operator norms. Let C > 0
be a constant satisfying ‖Gj‖Γq < C for any |j| ≤ n. We consider the function h
on R with h(x) = 1(−C,C)(x)x, x ∈ R and set g˜i,m = h(gi,m), 1 ≤ i ≤ n. From [16,
Lemma 5.7] and the discussion after it, we have
Proposition 4.2. Let U be a fixed free ultrafilter on N, (A, τ) = Πm,U(Γn,m, τε),
and p ∈ A be the support of τ . Then we have the following normal state-preserving
∗-isomorphism.
Θ : (Γq, τq)→ (A, τ), P (G−n, · · · , Gn) 7→ p · (P (g˜−n,m, · · · , g˜n,m))m,U · p,
where P is any polynomial in 2n non-commuting variables.
Then by Proposition 4.2, Proposition 2.2 and [18, Theorem 3.6] for any polyno-
mial P in 2n non-commuting variables we have
lim
m,U
∥∥∥∥P (g˜−n,m, · · · , g˜n,m)D 1pm
∥∥∥∥
p
=
∥∥∥∥P (G−n, · · · , Gn)D 1pq
∥∥∥∥
p
,
where Dm is the density of τ
ε restricted to Γn,m. Now we need to replace g˜i,m back
with gi,m.
Lemma 4.3. Let U be a fixed free ultrafilter on N and 1 ≤ p ≤ 2. For any
polynomial P in 2n non-commuting variables we have
lim
m,U
∥∥∥∥P (g−n,m, · · · , gn,m)D 1pm
∥∥∥∥
p
=
∥∥∥∥P (G−n, · · · , Gn)D 1pq
∥∥∥∥
p
.
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Proof. In the proof of [16, Lemma 5.7] it is shown that
lim
m→∞
∣∣τε(g˜n,j1 · · · g˜n,jk−1(gn,jk − g˜n,jk)gn,jk+1 · · · gn,jl)∣∣ = 0
for any indices j1, · · · , jl and 1 ≤ k ≤ l. By taking involution inside the functional
τε we also get
lim
m→∞
∣∣τε(gn,j1 · · · gn,jk−1(gn,jk − g˜n,jk)g˜n,jk+1 · · · g˜n,jl)∣∣ = 0.
If we apply the above limits repeatedly, then we have
(4.2)
lim
m→∞
∣∣τε(g˜n,j1 · · · g˜n,jk−1gn,jk · · · gn,jl)− τε(gn,j1 · · · gn,jk−1gn,jk · · · gn,jl)∣∣ = 0
and
(4.3)
lim
m→∞
∣∣τε(gn,j1 · · · gn,jk−1 g˜n,jk · · · g˜n,jl)− τε(g˜n,j1 · · · g˜n,jk−1 g˜n,jk · · · g˜n,jl)∣∣ = 0.
Now we consider any polynomial P in 2n non-commuting variables, then we have∥∥∥P (g−n,m, · · · , gn,m)D 12m − P (g˜−n,m, · · · , g˜n,m)D 12m∥∥∥2
2
=
∣∣∣τε(P ∗P − P˜ ∗P − P ∗P˜ + P˜ ∗P˜ )∣∣∣ ≤ ∣∣∣τε(P ∗P − P˜ ∗P )∣∣∣+ ∣∣∣τε(P ∗P˜ − P˜ ∗P˜ )∣∣∣ ,
where P and P˜ denote P (g−n,m, · · · , gn,m) and P (g˜−n,m, · · · , g˜n,m), respectively.
Since P ∗P − P˜ ∗P and P ∗P˜ − P˜ ∗P˜ are linear combinations of the terms of the forms
g˜n,j1 · · · g˜n,jk−1gn,jk · · · gn,jl − gn,j1 · · · gn,jk−1gn,jk · · · gn,jl
and
gn,j1 · · · gn,jk−1 g˜n,jk · · · g˜n,jl − g˜n,j1 · · · g˜n,jk−1 g˜n,jk · · · g˜n,jl ,
respectively, (4.2) and (4.3) imply that
lim
m→∞
∥∥∥P (g−n,m, · · · , gn,m)D 12m − P (g˜−n,m, · · · , g˜n,m)D 12m∥∥∥
2
= 0.
Since L2(τε) embeds into Lp(τε) contractively we get
lim
m→∞
∥∥∥∥P (g−n,m, · · · , gn,m)D 1pm − P (g˜−n,m, · · · , g˜n,m)D 1pm
∥∥∥∥
p
= 0,
so that
lim
m,U
∥∥∥∥P (g−n,m, · · · , gn,m)D 1pm
∥∥∥∥
p
= lim
m,U
∥∥∥∥P (g˜−n,m, · · · , g˜n,m)D 1pm
∥∥∥∥
p
=
∥∥∥∥P (G−n, · · · , Gn)D 1pq
∥∥∥∥
p
.

Remark 4.4. We can extend Lemma 4.3 for the case 2 < p <∞.
The following lemma is a non-tracial version of [3, Lemma 5].
Lemma 4.5. For any ∗-polynomial Q in n non-commuting variables and 1 ≤ p ≤ 2
we have
lim
m→∞
∥∥∥∥P εt (Q(s1,m, · · · , sn,m))D 1pm
∥∥∥∥
p
=
∥∥∥∥P qt (Q(gq,1, · · · , gq,n))D 1pq
∥∥∥∥
p
.
Proof. The proof is essentially the same as [3, Lemma 5], so that we omit it. Note
that we need Lemma 4.3 for the conclusion. 
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Proof of Theorem 2.3. By a standard density argument it is enough to consider the
case dimH = n. Then for any ∗-polynomial Q in n non-commuting variables and a
fixed free ultrafilter U on N we have∥∥∥P qt (Q(gq,1, · · · , gq,n))D 12q ∥∥∥
2
= lim
m,U
∥∥∥P εt (Q(s1,m, · · · , sn,m))D 12m∥∥∥
2
by Lemma 4.5. Theorem 3.5 implies that∥∥∥P εt (Q(s1,m, · · · , sn,m))D 12m∥∥∥
2
≤
∥∥∥∥Q(s1,m, · · · , sn,m))D 1pm
∥∥∥∥
p
if e−2t ≤ Cα4−
8
p
µ (p− 1), where C is the constant in Theorem 3.5. Applying Lemma
4.3 we get ∥∥∥P qt (Q(gq,1, · · · , gq,n))D 12q ∥∥∥
2
≤
∥∥∥∥P qt (Q(gq,1, · · · , gq,n))D 1pq
∥∥∥∥
p
.

Remark 4.6. For the most general case of Γq(HR, (Ut)) we use the discretization
argument in [16, section 6], where the following embedding has been established.
For a fixed free ultrafilter U on N we have the following normal state-preserving
∗-isomorphism.
Θ : (Γq(HR, (Ut)), τq)→ Πn,U (Γn, τn), G(ei) 7→ p · (Gn(ei))n,U · p,
where (Γn, τn)’s are almost periodic q-Araki-Woods algebras, G(ei), Gn(ei)’s are
corresponding gaussians and p ∈ Πn,UΓn be the support of Πn,Uτn.
Then, the same ultraproduct argument as above proves Theorem 1.3.
5. 1-dimensional estimate
We consider the “only if” direction by examining 1-dimensional behavior as usual.
We start by an estimate of the Lp-norm of gi, the q-gaussian with the parameter
µi. As g
∗
i gi is in the centralizer of ϕ.
‖giD
1
p
〈i〉‖p = ‖D
1
p
〈i〉g
∗
i giD
1
p
〈i〉‖
1
2
p/2 = ϕ((g
∗
i gi)
p/2)
1
p .
The self-adjoint element y = g∗i gi can be seen as a commutative random variable
in some probability space with measure induced by ϕ. It is well known that q-
creations are bounded for −1 ≤ q < 1 ([6, Lemma 4]) so ‖y‖∞ ∼ µ2i with constants
depending only on q. Moreover, we have already seen that ‖y‖1 = 1µ2
i
and ‖y‖2 ∼ 1.
It follows from the Ho¨lder inequality, that ‖y‖p = ϕ((g∗i gi)p)
1
p ∼ µ2−4/pi with
constants depending only on q. So we conclude that for p ≥ 2
‖giD
1
p
〈i〉‖p ∼ µ
1− 4
p
i .
By duality if P qt can be extended to a contraction from L
p(Γq) into L
2(Γq), then it
can also be extended from L2(Γq) into L
p′(Γq), where
1
p +
1
p′ = 1, so
e−t ≤ µ2−
4
p
i .
That is
Theorem 5.1. Suppose that αµ = supn µn =∞, then P qt can not be extended to a
contraction from Lp(Γq) into L
2(Γq) for any 1 ≤ p < 2.
We give a more precise estimate for p → 1. Let n ∈ N, and we set a(ε) =
(1 + εgi)D
1
2n
〈i〉 , ε > 0. Then we have
|a(ε)|2n = (D 12n〈i〉 (1 + εgi + εg∗i + ε2g∗i gi)D
1
2n
〈i〉 )
n.
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If we expand the right hand side, then we get
D〈i〉 + ε(D
1
2n
〈i〉 giD
1
2n
〈i〉D
n−1
n
〈i〉 + · · ·+D
n−1
n
〈i〉 D
1
2n
〈i〉 giD
1
2n
〈i〉 )
+ ε(D
1
2n
〈i〉 g
∗
iD
1
2n
〈i〉D
n−1
n
〈i〉 + · · ·+D
n−1
n
〈i〉 D
1
2n
〈i〉 g
∗
iD
1
2n
〈i〉 )
+ nε2D〈i〉g
∗
i gi
+ ε2(D
1
2n
〈i〉 g
∗
iD
1
n
〈i〉giD
1
2n
〈i〉D
n−2
n
〈i〉 + · · ·
+D
1
2n
〈i〉 giD
1
n
〈i〉g
∗
iD
1
2n
〈i〉D
n−2
n
〈i〉 + · · ·
+D
1
2n
〈i〉 g
∗
iD
2
n
〈i〉giD
1
2n
〈i〉D
n−3
n
〈i〉 + · · ·
+D
1
2n
〈i〉 giD
2
n
〈i〉g
∗
iD
1
2n
〈i〉D
n−3
n
〈i〉 + · · · )
+ o(ε2)D〈i〉.
Thus, we have
tr(|a(ε)|2n) = 1 + nε2µ−2i + ε2
( n−1∑
k=1
(n− k)µ 4nk−2i +
n−1∑
k=1
kµ
− 4
n
(n−k)+2
i
)
+ o(ε2)
= 1 + nε2
n−1∑
k=0
µ
4
n
k−2
i + o(ε
2) = 1 + nε2µ−2i
µ4i − 1
µ
4
n
i − 1
+ o(ε2),
so that ∥∥P tq (a(ε))∥∥2n = ∥∥a(e−tε)∥∥2n
=
(
1 + ne−2tε2µ−2i
µ4i − 1
µ
4
n
i − 1
+ o(ε2)
) 1
2n
= 1 +
e−2tε2
2
µ−2i
µ4i − 1
µ
4
n
i − 1
+ o(ε2)
≥ 1 + n
2
e−2tε2µ
2− 4
n
i + o(ε
2).
Consequently,
∥∥P tq (a(ε))∥∥2n ≤ ‖a(ε)‖2 implies that
1 +
n
2
e−2tε2µ
2− 4
n
i + o(ε
2) ≤ 1 + ε
2
2
µ−2i + o(ε
2),
which means
(5.1) e−2t ≤ 1
n
µ
−4+ 4
n
i ≤ 2µ−4+
8
2n
i
1
2n− 1
by taking ε→ 0. By duality we get the following.
Theorem 5.2. Let 1p = 1− 12n , n(≥ 2) ∈ N. Then
∥∥P tq∥∥Lp→L2 ≤ 1 implies that
e−2t ≤ 2α4−
8
p
µ (p− 1).
If we turn back to the baby Fock model, this one dimensional estimate can be
extended for all 1 < p < 2. That is, Theorem 3.5 is optimal.
Proposition 5.3. Let d ∈ Mn be an invertible self-adjoint matrix, and g ∈ Mn,
such that dg = λgd for some λ > 1. Then, for any p > 2,
‖(1 + εg)d‖pp = Tr dp + ε2
((p
2
+ cp,λ
)
Tr dpg∗g + cp, 1
λ
Tr dpgg∗
)
+O(ε2),
where
cp,λ =
λp − 1
(λ2 − 1)(1− 1λ2 )
− pλ
2
2(λ2 − 1) .
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Proof. We use the well known fact that on positive definite matrices, the map
f : x 7→ xp/2 is C∞. Moreover, its derivative at x can be expressed easily in terms
of the spectral decomposition of x and divided differences of f ; if x =
∑
sps is the
spectral decomposition of x, then for h ∈Msan :
diffxf.h =
∑
s,t
f1(s, t)pshpt
diff2xf.(h, h) = 2.
∑
s,t,u
f2(s, t, u)pshpthpu
where
f1(a, b) =


f(a)−f(b)
a−b if a 6= b
f ′(a) if a = b
f2(a, b, c) =


f1(a,c)−f1(b,c)
a−b if a 6= b
limh→0
f1(a+h,c)−f1(a,c)
h if a = b
Under the trace, for our choice of f :
Tr (diffxf.h) =
p
2
Tr xp/2−1h
Tr (diff2xf.(h, h)) = 2 · Tr
(∑
s,t
f2(s, t, s)pshpth
)
.
We want the expansion at the second order in ε of
‖(1 + εg)d‖pp = Tr (d2 + εd(g + g∗)d+ ε2dg∗gd)p/2.
By the above formula, with x = d2, the first order term is p2 Tr d
p(g + g∗) = 0
because of the commutation relation as λ 6= 1.
By the Taylor expansion, the second order term has two contributions, one from
the first derivative, the other coming from one half the second one. The first is given
by p2 Tr d
pg∗g. The second is more involved; let d =
∑
α∈σ(d) αpα be its spectral
decomposition, we get
A = Tr
( ∑
α,β∈σ(d)
f2(α
2, β2, α2)pαd(g + g
∗)dpβd(g + g
∗)d
)
= Tr
( ∑
α,β∈σ(d)
(αβ)2f2(α
2, β2, α2)pα(g + g
∗)pβ(g + g
∗)pα
)
.
The relation dg = λgd gives that P (d)g = gP (λd) for any polynomial P . It yields
pαg = gpα
λ
, where pα
λ
is zero if αλ is not a eigenvalue of d. In particular,
pα(g+g
∗)pβ(g+g
∗)pα = g
2p α
λ2
p β
λ
pα+gg
∗pαpβλpα+g
∗gpαp β
λ
pα+g
∗2pαλ2pαpβλpα.
Thus
A = Tr
( ∑
α∈σ(d)
α4
λ2
f2(α
2,
α2
λ2
, α2)pαgg
∗
)
+Tr
( ∑
α∈σ(d)
α4λ2f2(α
2, α2λ2, α2)pαg
∗g
)
.
Then,
α4
λ2
f2(α
2,
α2
λ2
, α2) = αp
(
p
2(λ2 − 1) −
1− 1λp
(λ2 − 1)(1− 1λ2 )
)
= αpcp, 1
λ
.
Finally,
A = cp, 1
λ
Tr dpgg∗ + cp,λTr d
pg∗g.

16
To conclude, using the notation of Section 3, we apply it with d = D
1
p
〈1,...,n〉,
g = γn, λ = µ
4
p
n . Recall that Tr dpg∗g = µ−2n and Tr d
pgg∗ = µ2n,
‖(1 + εγn)D
1
p
〈1,...,n〉‖pp = 1 + ε2

 p
2µ2n
− pµ
8
p
n
2µ2n(µ
8
p
n − 1)
+
pµ2n
2(µ
8
p
n − 1)

+O(ε2)
= 1 + ε2 · p
2µ2n
· µ
4
n − 1
µ
8
p
n − 1
+O(ε2).
Then, the conclusion about the optimality follows as above.
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