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Abstract—The production of coffee plantations has 
become the leading plantation commodity with the 
export value of the fourth rank after oil palm, rubber 
and coconut. The number of coffee needs for export 
every year always increases, therefore it is necessary 
to predict the yield of coffee plants to estimate 
planting and anticipation that will be done so as to 
achieve the target. Coffee plant productivity is 
influenced by internal and external factors, namely 
the quality of the plant itself, soil, altitude and 
climate. The method used in this study is the CRISP-
DM method and multiple linear regression algorithm 
to predict the amount of coffee production and 
determine the relationship between the variables. 
The steps taken are business understanding, data 
understanding, data preparation, modeling and 
evaluation. The data set that is used as many as 170 
data after going through the data preparation stage 
produced 150 data with 5 attributes in the table. 
With calculations using tools, the coefficient of 
determination is 91.96%. That the variation in the 
value of the production of coffee plants is influenced 
by independent variables, namely the area of 
plantations, rainfall, air pressure and solar radiation 
by 91.96% and 8.04% influenced by other variables 
not measured in this study. The results of the 
evaluation and validation of predictions produce 
good accuracy with an RMSE value of 0.3477. 
 
Keyword: data mining, coffee plants, crisp-dm, 
multiple linear progression. 
 
Intisari—Produksi hasil perkebunan kopi menjadi 
komoditas perkebunan unggulan dengan nilai 
ekspor urutan ke empat setelah komoditas kelapa 
sawit, karet, dan kelapa. Jumlah kebutuhan kopi 
untuk ekspor tiap tahun selalu mengalami 
peningkatan oleh karena itu diperlukan prediksi 
hasil produksi tanaman kopi untuk memperkirakan 
penanaman dan antisipasi yang akan dilakukan 
sehingga dapat mencapai target. Produktivitas 
tanaman kopi dipengaruhi oleh faktor internal dan 
eksternal yaitu kualitas tanaman itu sendiri, tanah, 
ketinggian dan ilkim. Metode yang digunakan dalam 
penelitian ini adalah metode CRISP-DM dan 
algoritma multiple linear regression untuk prediksi 
jumlah produksi kopi dan mengetahui hubungan 
antar variabelnya. Tahapan yang dilakukan adalah 
business understanding, data understanding, data 
preparation, modeling dan evaluation. Data set yang 
digunakan sebanyak 170 data setelah melalui tahap 
data preparation dihasilkan 150 data dengan 5 
atribut pada tabel. Dengan perhitungan 
menggunakan tools dihasilkan koefisien determinasi 
sebesar 91,96%. Bahwa variasi nilai jumlah 
produksi tanaman kopi dipengaruhi oleh variabel 
independen yaitu luas areal perkebunan, curah 
hujan, tekanan udara dan penyinaran matahari 
sebesar 91,96% dan 8,04% dipengaruhi oleh 
variabel lain yang tidak diukur pada penelitian ini. 
Hasilevaluasi dan validasi prediksi menghasilkan 
nilai akurasi yang baik dengan nilai RMSE sebesar 
0,3477. 
 
Kata kunci: data mining, tanaman kopi, crisp-dm, 
multiple linier progression. 
 
 
INTRODUCTION 
 
The production of Indonesian coffee 
plantations ranks fourth in the world after Brazil, 
Vietnam and Colombia. As for the largest export 
commodity in Indonesia, coffee is ranked fourth 
with a total trade reached 1.19 billion US $ in 2017 
so that coffee becomes one of the leading 
plantation commodities after the commodities of 
oil palm, rubber, and coconut. Coffee commodity by 
the Directorate General of Plantations is placed in 
the strategic plan as the main target and priority 
agenda for improving the agro-industry sector, 
namely increasing the amount of production and 
exports and developing agro-industry in the village 
(Direktorat Jenderal Perkebunan, 2014). To 
support this, control and monitoring need to be 
done so that coffee productivity tends to increase. 
Indonesia ranks second only to Brazil in the 
area of coffee plantations. The area of coffee 
plantations tends to increase 1.6% per year during 
the period 1980 to 2018. However, the data for the 
last 10 years the area of coffee plantations has 
decreased 0.05% per year with an area of 1.27 
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million hectares in 2009 to 1.26 million hectares in 
2009 2018 (Direktorat Jenderal Perkebunan, 
2014). Although there was a reduction in the area 
of coffee plantations, in terms of productivity there 
was an increasing tendency with growth of 1.14% 
per year. During the period 1980 to 2017 the 
number of coffee exports was quite volatile with a 
tendency to increase 3.93% per year. The period of 
2012 to 2016 export volume experienced slowing 
growth, even in 2014 there was a decline in the 
value of coffee exports up to 11.47% due to the 
decline in coffee plantation production (Badan 
Pusat Statistik, 2018). 
Climate change can cause negative impacts 
on plants, so that it can affect its productivity, 
including coffee(Iscaro, 2014). In Indonesia, 
climate factors are part of natural phenomena 
whose changes are influenced by nature and 
human intervention. The development of coffee 
plants is influenced by temperature which is able 
to control root growth, respiration, absorption of 
nutrients and water, photosynthesis and reaction 
speed (Lenisastri, 2000). Enzyme systems can 
function well and are stable at optimum 
temperatures and at cold temperatures the system 
is stable but reduces the function so that the 
enzyme can be damaged (Setiawan, 2009). In 
addition to temperature, rainfall and humidity 
factors influence the growth of coffee plants. High 
levels of rainfall, flowering process can be 
disrupted and the level of humidity affects 
generative and vegetative growth (Ashari, 2004). 
Climate affects coffee productivity, temperature is 
directly related but humidity and rainfall are not 
directly related. Good coffee cultivation 
management techniques can be used to anticipate 
climate change (Prasetyo et al., 2017). The 
presence of diseases and pest attacks can be 
caused by climate change, which previously was 
only affected by low altitude (Widayat, Anhar, & 
Baihaqi, 2015). 
The condition of the declining area of coffee 
plantations, increasing export needs and volatile 
climate conditions as well as targets and priorities 
for increasing coffee production, it is necessary to 
predict coffee productivity so that the predicted 
results can be input for making the best policy. 
Prediction is a pattern that can be identified by 
data mining (Maulida, 2018). Data mining is a very 
large data extraction or extraction process and can 
be used to assist in making important decisions 
(Soni & Ganatra, 2012). In previous studies, data 
mining has been widely used for predictions, 
research for book sales predictions using data 
mining in PT. Niaga Swadaya (Kamal, Hendro, & 
Ilyas, 2017), research for predicting the number of 
student registrations per semester using linear 
regression at Ichsan University Gorontalo 
(Bengnga & Ishak, 2018), research related to the 
application of data mining to determine the 
estimated productivity of sugarcane by using an 
algorithm linear regression in Rembang Regency 
(Warih & Rahayu, 2015). 
In using data mining, it is necessary to use 
the right method and the appropriate algorithm. In 
the prediction of coffee plant productivity there are 
several factors involved, namely the area of 
plantation crops, the amount of production, 
rainfall, solar radiation and air pressure. Multiple 
linear regression algorithm is a regression analysis 
that explains the relationship between dependent 
variables with factors that affect more than one. 
This multiple linear regression algorithm has been 
used in several studies with a fairly high accuracy 
rate of up to 95% (Kamal et al., 2017). Therefore, 
the multiple linear regression algorithm is 
expected to obtain the results of the productivity of 
coffee plants as a consideration in making further 
policies. 
Analysis of coffee plant productivity needs 
to be done in depth in order to obtain hidden 
patterns and the discovery of knowledge related to 
production predictions. The appropriate method 
for conducting this research is the Cross-Industry 
Standard Process for Data Mining (CRISP-DM). 
CRISP-DM is a method that provides standard 
processes in data mining for solving problems in 
business. CRISP-DM is easier to apply because each 
stage or phase is clearly defined and structured 
and has a complete and well-documented data 
mining methodology.  
 
 
MATERIALS AND METHODS 
 
The stages in this study are adjusted to the 
phase of the CRISP-DM method. CRISP-DM is a data 
mining standard that contains a framework for 
data mining tasks. In the data mining process 
based on CRISP-DM there are 6 phases (Colin 
Shearer, 2000) according to Figure 1. 
Business Understanding is the phase of 
understanding the substance of data mining 
activities that will be carried out. Its activities 
include: determining business goals or objectives, 
understanding business situations, and 
determining data mining goals.  
Data Understanding is the initial data 
collection phase. Its activities include: studying and 
describing data, exploiting data and identifying 
problems related to data quality, and detecting an 
interesting subset of data as an initial hypothesis. 
Data Preparation is an activity carried out to 
prepare data. Its activities include data selection, 
data building, data integration and data cleaning. 
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Source: (Colin Shearer, 2000) 
Gambar 1. Model CRISP-DM 
 
Modeling is the phase of determining data 
mining techniques. Data mining techniques use 
multiple linear regression algorithm. Regression is 
a model development technique that can be used 
for prediction, by looking for the relationship 
between the dependent variable and the 
independent variable. Multiple linear regression is 
a regression analysis that links the dependent 
variable with more than one independent variable 
that affects it (Ngumar, 2008). Multiple linear 
regression will work optimally if the input used is 
numeric. The formula used for multiple linear 
regression is expressed in equation (1). 
 
Y = a + b1X1 + b2X2 + ⋯ + bnXn ............................  (1) 
 
Information: 
Y   = dependent variable 
X1, X2 .... Xn  = independent variable 
a   = constant 
b1, b2 .... bn  = regression coefficient 
 
According to equation (1), to calculate the 
amount of coffee crop production using multiple 
linear regression algorithm, equation (2) is used. 
 
𝑌 = 𝑎 + 𝑏1𝑋1 + 𝑏2𝑋2 + 𝑏3𝑋3 + 𝑏4𝑋4 ....................  (2) 
 
Information: 
Y    = Number of Production 
X1 = Area of plantation area 
b1 = Variable coefficient of plantation area 
X2 = Rainfall 
b2 = coefficient of rainfall variable 
X3 = Barometric pressure 
b3 = coefficient of variable air pressure 
X4 = Solar Light 
b4 = coefficient of solar irradiation variables 
 
The first stage is the formation of a model, by 
finding the values of a, b1, b2, b3, and b4 using the 
least square with the general equation referring to 
equation (3). 
 
𝛴𝑌     = 𝑎𝑛 + 𝑏1𝛴𝑋1 + 𝑏2𝛴𝑋2 + 𝑏3𝛴𝑋3 + 𝑏4𝛴𝑋4 
𝛴𝑋1𝑌 = 𝑎𝛴𝑋1 + 𝑏1𝛴(𝑋1)2 + 𝑏2𝛴(𝑋1𝑋2 + 𝑏3𝛴(𝑋1𝑋3)
+ 𝑏4𝛴( 𝑋1𝑋4)        
𝛴𝑋2𝑌 = 𝑎𝛴𝑋2 +  𝑏1𝛴(𝑋1 𝑋2) +  𝑏2𝛴(𝑋2)2
+  𝑏3𝛴(𝑋2𝑋3) +  𝑏4𝛴( 𝑋2𝑋4) 
𝛴𝑋3𝑌 = 𝑎𝛴𝑋3 + 𝑏1𝛴(𝑋1𝑋3) + 𝑏2𝛴(𝑋2𝑋3) + 𝑏3𝛴(𝑋3)2
+ 𝑏4𝛴(𝑋3𝑋4) 
𝛴𝑋4𝑌 = 𝑎𝛴𝑋4 + 𝑏1𝛴(𝑋1𝑋4) + 𝑏2𝛴(𝑋2 𝑋4) +
 𝑏3𝛴(𝑋3𝑋4) + 𝑏4𝛴(𝑋4)2  .........................................................  (3) 
 
Next the acquisition of inversion results is 
obtained, then the determinant matrix 
multiplication is carried out with Σ𝑌, Σ𝑋1𝑌, Σ𝑋2𝑌, 
Σ𝑋3𝑌, Σ𝑋4𝑌. Then the determinants of matrices A, 
A0, A1, A2, A3, and A4 are calculated. The following 
equation in calculation (4): 
 
|
|
ΣY
ΣX1Y
ΣX2Y
ΣX3Y
ΣX4Y
|
| = |
|
N ΣX1 ΣX2 ΣX3 ΣX4
ΣX1 ΣX1X1 ΣX1X2 ΣX1X3 ΣX1X4
ΣX2 ΣX2X1 ΣX2X2 ΣX2X3 ΣX2X4
ΣX3 ΣX3X1 ΣX3X2 ΣX3X3 ΣX3X4
ΣX4 ΣX4X1 ΣX4X2 ΣX4X3 ΣX4X4
|
|x||
a
b1
b2
b3
b4
|| .... (4) 
 
Information: 
N     = amount of data 
Σ Y  = the sum of the variable production quantities 
ΣX1 = number of variable area 
ΣX2 = number of rainfall variables 
ΣX3 = amount of variable air pressure 
ΣX4 = number of solar irradiation variables 
 
Next, the results of the calculation of the 
determinant matrix are used to find the values of a, 
b1, b2, b3, and b4 by referring to equation (5). 
 
𝑎 =  (𝐷𝑒𝑡 (𝐴0)) ⁄ (𝐷𝑒𝑡𝐴 ) 
𝑏1 =  (𝐷𝑒𝑡 (𝐴1)) ⁄ (𝐷𝑒𝑡𝐴 ) 
𝑏2 =  (𝐷𝑒𝑡 (𝐴2)) ⁄ (𝐷𝑒𝑡 𝐴 ) ....................................................... (5) 
𝑏3 =  (𝐷𝑒𝑡 (𝐴3)) ⁄ (𝐷𝑒𝑡𝐴 ) 
𝑏4 =  (𝐷𝑒𝑡 (𝐴4)) ⁄ (𝐷𝑒𝑡𝐴 ) 
     
Next, a partial correlation test will be 
calculated to see the degree of interrelation of the 
independent variable with the dependent variable. 
The related values are rx1Y, rX2Y, rX3Y, rX4Y, 
rX1X2, rX1X3, rX1X4, rX2X3, rX2X4, and rX3X4. 
Calculation of correlation values uses equation (6). 
 
𝛴𝑋1𝑌 = 𝛴𝑋1𝑌 − ((𝛴𝑋1). (𝛴𝑌))/𝑛 
𝛴𝑋2𝑌 = 𝛴𝑋2𝑌 − ((𝛴𝑋2). (𝛴𝑌))/𝑛 
𝛴𝑋3𝑌 = 𝛴𝑋3𝑌 − ((𝛴𝑋3). (𝛴𝑌))/𝑛 
𝛴𝑋4𝑌 = 𝛴𝑋4𝑌 − ((𝛴𝑋4). (𝛴𝑌))/𝑛 
𝛴𝑋1𝑋2 = 𝛴𝑋1𝑋2 −  ((𝛴𝑋1). (𝛴𝑋2))/𝑛 ................................. (6) 
𝛴𝑋1𝑋3 = 𝛴𝑋1𝑋3 −  ((𝛴𝑋1). (𝛴𝑋3))/𝑛  
𝛴𝑋1𝑋4 = 𝛴𝑋1𝑋4 − ((𝛴𝑋1). (𝛴𝑋4))/𝑛 
𝛴𝑋2𝑋3 = 𝛴𝑋2𝑋4 −  ((𝛴𝑋2). (𝛴𝑋3))/𝑛 
𝛴𝑋2𝑋4 = 𝛴𝑋2𝑋4 −  ((𝛴𝑋2). (𝛴𝑋4))/𝑛 
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Calculations for finding R2 refer to (7). 
 
𝑅2 = 1 −
𝑆𝑆 𝐸𝑟𝑟𝑜𝑟
𝑛𝑆𝑆 𝑇𝑜𝑡𝑎𝑙
=  1 −
𝛴(𝑦𝑖−𝑦𝑖)2
𝛴(𝑦𝑖−𝑦𝑖)2
 ..............................  (7) 
 
Information: 
y = forecast i-response 
y = average 
yi = observation of the i-response 
 
For the coefficient of determination the 
calculation is according to equation (8). 
Information: 
y = forecast i-response 
y = average 
yi = observation of the i-response 
 
For the coefficient of determination the 
calculation is according to equation (8). 
 
 𝐾𝑑 =  𝑅2 𝑥 100% ............................................................... (8) 
 
Information: 
R2 = correlation coefficient value. 
Kd = large coefficient of determination 
 
The accuracy of a prediction is an important 
aspect and objective of a prediction, so that the 
error rate is sought as small as possible. There are 
3 models for measuring errors in concluding 
historical errors, namely mean squared error, 
mean absolute deviation, and mean absolute 
percent error (William J. Stevenson, 2014). Testing 
the accuracy of predictions in this study by 
measuring the value of root mean squared error 
(RMSE) according to equation (9). RMSE is a 
method for evaluating prediction results by 
measuring the accuracy of the model (Chai & 
Draxler, 2014). The lower RMSE value concludes 
that the predicted results approach the true value 
(Choirunisa, 2019). The greater the RMSE value 
indicates the worse the accuracy level. 
 
𝑅𝑀𝑆𝐸 =
∑ =𝑛𝑖 √(𝑦𝑖−𝑦𝑖)2
𝑛
 .......................................................... (9) 
 
Evaluation is the phase of interpreting the 
results of data mining produced. Evaluation is 
carried out in depth aiming to obtain a model that 
is in accordance with the objectives. 
Deployment is the phase of compiling a 
report of the knowledge gained at the evaluation 
stage. 
In CRISP-DM there are three stages that are 
worked on, the first is the data collection stage, the 
second is the data understanding and business 
stage and the third is the modeling and evaluation 
stage. 
1. Data Collection Stage 
At this stage, conducting a literature study and 
collecting coffee plant data includes: plantation 
area, total production, rainfall, air pressure and 
solar radiation. The data is collected from BPS. 
2. Business Understanding and Data 
Understanding 
At this stage consists of 3 stages, namely 
business understanding, data understanding, 
and data preparation. 
3. Modeling and Evaluation stage 
At this stage consists of 2 stages, namely 
modeling and evaluation. 
 
 
RESULTS AND DISCUSSIONS 
 
Coffee plant production prediction models 
include five phases which are the stages of 
business understanding and data as well as the 
modeling and valuation stages, as follows: 
 
Business Understanding 
This stage refers to the prediction of coffee 
plant production. At this stage an understanding of 
the background and objectives of the business 
processes related to coffee plants is needed, 
including: 
1. Determine Business Goals 
The business objective of doing research is to 
recognize coffee plant production to determine 
the prediction of coffee plant production so that 
policies and actions can be taken if the 
production predictions are not appropriate and 
to know the relationship of other factors that 
affect the amount of production 
2. Assess the situation 
The process of developing coffee plants is 
influenced by internal and external factors. 
Internal factors, namely the quality of coffee 
plants and external factors, namely climate, 
temperature, air pressure, humidity, rainfall, 
altitude, plantation area, solar radiation and 
others. 
3. Determine the Purpose of Data Mining 
The purpose of data mining or the purpose of 
this study is to explore knowledge about the 
patterns of influence of external factors on the 
production of coffee plants for prediction of the 
amount of coffee production. 
 
Data Understanding 
The understanding of the data stage begins 
with the collection of preliminary data and the 
results of activities in order to identify data 
problems, to determine the first insight into the 
data or detect interesting subsets to form 
hypotheses for hidden information. 
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1. Initial Data Collection 
Data collection is done by taking data from BPS 
34 provinces, including: 
- Data on coffee plantation area by province in 
2011-2018 
- Data on coffee plantation production by 
province in 2008-2018 
- Rainfall data for 2000-2015 
- Air pressure data for 2003-2015 
- Data on solar radiation from 2003-2015 
2. Describe Data 
This stage is for analysis to understand the data 
obtained from the initial data collection results. 
- Data on the area of coffee plantations in units 
of thousands of hectares and consists of data 
from 34 provinces plus total totals 
(Indonesia). 
- Production data of coffee plantations in 
thousand tons and consists of data from 34 
provinces plus total totals (Indonesia). 
- Rainfall data in millimeters (mm) taken from 
34 provincial BMKG stations including data 
on the number of rainy days in a year. 
- Air pressure data in units of millibars (mb) 
taken from BMKG stations in each province 
are 34. 
- Solar irradiance data in annual percentages 
based on 34 provincial BMKG station data. 
3. Exploring DataThe data exploration process is 
carried out on four tables, namely: 
- Data on coffee plantation area consisting of 
attributes of the province, year and amount. 
- Coffee plantation production data consisting 
of attributes of the province, year and 
amount. 
- Rainfall data consisting of provincial 
attributes, BMKG stations, year, amount of 
rainfall and number of rainy days. 
- Data on air pressure and solar radiation 
consisting of attributes of the province, BMKG 
station, year, air pressure and solar radiation. 
4. Verifying Data Quality 
The process of verifying data quality by looking 
at the structure of the table, the data contained 
in the table then integrates between tables. 
Since the data collected with different number 
of years is then sliced between the four data 
tables, the 2011-2015 period is used. The total 
data used is 170 data. 
 
Data Preparation 
The data preparation stage is the 
preparation of the dataset, the data used for 
modeling. This stage includes the following 
activities: 
1. Select and build data 
At this stage related tables are chosen to 
simplify the process of selecting data. There 
are 4 tables involved, a table of production 
quantities, a table of crop area, a table of 
rainfall, a table of air pressure and solar 
radiation. Each table contains 170 data with 
variations in the attributes in the tables below. 
 
Table 1. Total of Coffee Production 
Year Province 
Total of Production 
(Thousand of Tons) 
2011 Aceh 52.3 
2011 Sumatera Utara 56.8 
2011 Sumatera Barat 30.8 
2011 Riau 1.9 
... ... ... 
2015 Papua 2 
Source: (Badan Pusat Statistik, 2018) 
 
 
Table 2. Plantation Area (Thousand Hectares) 
Year Province Plantation Area  
2011 Aceh 120.7 
2011 Sumatera Utara 80.6 
2011 Sumatera Barat 40.3 
2011 Riau 4.7 
... ... ... 
2015 Papua 10 
Source: (Badan Pusat Statistik, 2018) 
 
 
Table 3. Total Rainfall (millimeters) 
Year Province BMKG Station Rainfall 
2011 Aceh Sultan Iskandar Muda 1268.00 
2011 Sumatera Utara Kualanamu 2042.00 
2011 Sumatera Barat Sicincin  
2011 Riau Sultan Syarif Kasim II 2405.00 
... ... ... ... 
2015 Papua Angkasapura 1265.90 
Source: (Badan Pusat Statistik, 2018) 
 
Table 4. Air Pressure and Solar Light 
Year Province BMKG Station Air pressure Solar radiation 
2011 Aceh Sultan Iskandar Muda 1009.40 52.20 
2011 Sumatera Utara Kualanamu  44.40 
2011 Sumatera Barat Sicincin 990.80 32.80 
2011 Riau Sultan Syarif Kasim II 1008.70 42.30 
... ... ...  ... 
2015 Papua Angkasapura 1011.10 64.47 
Source: (Badan Pusat Statistik, 2018) 
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2. Integrating Data 
This stage combines four tables into one table 
into a new data set. The results of the 
transformation in the previous table are 
integrated into table 5. 
 
 
Table 5. Combined tables 
Year Province BMKG Station Production Plantation  Rainfall 
Air 
pressure 
Solar 
radiation 
2011 Aceh Sultan Iskandar Muda 52.3 120.7 1268.00 1009.40 52.20 
2011 Sumatera Utara Kualanamu 56.8 80.6 2042.00  44.40 
2011 Sumatera Barat Sicincin 30.8 40.3  990.80 32.80 
2011 Riau Sultan Syarif Kasim II 1.9 4.7 2405.00 1008.70 42.30 
... ... ... ... ... ...  ... 
2015 Papua Angkasapura 2 10 1265.90 1011.10 64.47 
Sumber: (Badan Pusat Statistik, 2018) 
 
3. Clearing Data 
This process removes some attributes or 
variables so that the final results for the 
variables will be processed in table 6. There are 
only 5 variables used for the modeling stage. 
 
Table 6. Variables for Modeling 
Production 
Plantation 
Areal 
Rainfall Air 
pressure 
Solar 
radiation 
52.3 120.7 1268.00 1009.40 52.20 
56.8 80.6 2042.00  44.40 
30.8 40.3  990.80 32.80 
1.9 4.7 2405.00 1008.70 42.30 
... ... ...  ... 
2 10 1265.90 1011.10 64.47 
Source: (Khumaidi, 2019) 
 
In addition to adjusting the variables, 
cleaning of the empty data is also done, so that 
initially there were 170 data to 150 data. 
 
Modelling  
Based on the data set prepared by doing 
calculations with several equations, the results 
obtained are a, b1, b2, b3, and b4, as shown in table 
7. 
 
Table 7. Calculation Results 
a  b1 b2 b3 b4 
19266.64013 0.57369 0.514468 -15.385717 -111.240876 
Source: (Khumaidi, 2019) 
 
Based on the results obtained for the 
coefficients a, b1, b2, b3, and b4, the multiple linear 
regression model is as follows. 
 
Σ𝑌 = 19266.64013 + 0.573069Σ𝑋1 +    
0.514468Σ𝑋2 - 15.3857Σ𝑋3 - 111.24087Σ𝑋4 
 
Next, test the coefficient of determination to 
measure the effect of the dependent variable on the 
independent variable, to determine the degree of 
compatibility of the multiple linear regression 
model. The coefficient of determination has a value 
between 0 to 1, for the value of R2 = 0 meaning 
that the influence between the dependent variable 
and the independent variable does not exist, when 
the value of R2 is close to 1, the stronger the effect 
of the independent variable on the dependent 
variable. The results of testing the coefficient of 
determination in table 8 is 0.919622326, it means 
that the multiple linear regression model has a 
match of 91.96%. The dependent variable, the 
amount of coffee plant production is influenced by 
the independent variable of 91.96%, namely the 
area, rainfall, air pressure, and solar radiation. The 
remaining 8.04% is influenced by other variables 
not measured in this study. 
 
Table 8. Determination Coefficient Test Results 
R2 Kd 
0.919622326 91,96% 
Source: (Khumaidi, 2019) 
 
Evaluation 
Based on the results of the validation carried 
out using the RapidMiner software the calculation 
of the average value of the accuracy of the RMSE is 
equal to 0, 3477. This shows that the variation in 
values generated by the model has predictive 
results with a good degree of accuracy. 
 
 
CONCLUSION 
 
Based on the results of the analysis and 
discussion of data processing and modeling it can 
be concluded that the CRISP-DM method and 
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multiple linear regression algorithm can be applied 
to predict the amount of coffee crop production. 
After the data preparation stage with 150 data 
obtained from BPS, using the multiple linear 
regression model produces a coefficient of 
determination of 91.96%. That the variation in the 
value of the number of coffee plantations is 
influenced by the independent variables namely 
the area of plantations, rainfall, air pressure and 
solar radiation by 91.96% and 8.04% influenced by 
other variables not measured in this study. The 
results of the prediction evaluation produce good 
accuracy values with an RMSE value of 0.3477. 
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