Let G be a graph with adjacency matrix A. The transition matrix of G is denoted by H(t) and it is defined by H(t) := exp (itA), t ∈ R. The graph G has perfect state transfer (PST) from a vertex u to another vertex v if there exist τ ( = 0) ∈ R such that the uv-th entry of H(τ ) has unit modulus. In case when u = v, we say that G is periodic at the vertex u at time τ . The graph G is said to be periodic if it is periodic at all vertices at the same time. A gcd-graph is a Cayley graph over a finite abelian group defined by greatest common divisors. We establish a sufficient condition for a gcd-graph to have periodicity and PST at π 2 . Using this we deduce that there exists gcd-graph having PST over an abelian group of order divisible by 4. Also we find a necessary and sufficient condition for a class of gcd-graphs to be periodic at π. Using this we characterize a class of gcd-graphs not exhibiting PST at π 2 k for all positive integers k.
Introduction
Perfect state transfer has a great significance in continuous-time quantum walks as it has applications in quantum information processing. Perfect sate transfer in quantum networks was introduced by Bose [4] . Quantum networks are modelled on finite graphs and when there is no external dynamic control over a system then PST depends only on the underlying graph. Main interest here is to find graphs exhibiting PST.
Christandl et al. [7, 8] found that the paths P 2 and P 3 and their cartesian powers exhibits PST. A characterization of PST in NEPS (non-complete extended p-sum) of the path P 3 was given by Pal et al. [13] . Bernasconi et al. [3] showed that PST occurs on certain cubelike graphs which are actually gcd-graphs over a direct product of finitely many copies of the group Z 2 . A complete characterization of PST in integral circulant networks was found by Bašić [1, 2] . The integral circulant graphs are also gcd-graphs over the cyclic group Z n .
In this article we consider PST on gcd-graphs over general abelian groups. These graphs are known to have integral spectrum. It is well known that periodicity is a necessary condition for PST in regular graphs. In [11, 12] , Godsil found that a regular graph is periodic if and only if its eigenvalues are integers. Therefore, if a Cayley graph has PST then it must have integral spectrum. A characterization of integral Cayley graph over finite abelian groups is given in [15] . Among the integral Cayley graphs we only consider gcd-graphs. Here we find some characterizations of periodicity and PST in gcd-graphs. More information regarding PST and periodicity can be found in [6, 9, 10, 16, 17] .
Preliminaries
We introduce gcd-graphs over a finite abelian group. Let (Γ, +) be a finite abelian group and consider S ⊆ Γ with {−s : s ∈ S} = S. Such a set S is called a symmetric subset of Γ. The Cayley graph over Γ with connection set S is denoted by Cay (Γ, S). The graph has the vertex set Γ where two vertices a, b ∈ Γ are adjacent if and only if a − b ∈ S. If the additive identity 0 ∈ S then Cay (Γ, S) has loops at each of its vertices. In that case, we use the convention that each loop contributes one to the corresponding diagonal entry of the adjacency matrix.
However while discussing PST on gcd-graphs, we consider simple graphs, i.e, we consider 0 ∈ S.
The greatest common divisor of two non-negative integers m, n is denoted by gcd(m, n).
For every non-negative integer n we use the convention that gcd(0, n) = gcd(n, 0) = n. Let us consider two r-tuples of non-negative integers m = (m 1 , . . . , m r ) and n = (n 1 , . . . , n r ). For i = 1, . . . , r, suppose gcd(m i , n i ) = d i and we write d = (d 1 , . . . , d r ). We define gcd of m, n to be d and write gcd(m, n) = d.
Let Z n be the cyclic group of order n. Every finite abelian group (Γ, +) has a cyclic group decomposition Γ = Z m 1 ⊕ . . . ⊕ Z mr , where r ≥ 1 and m i ≥ 1 for i = 1, . . . , r.
Let D be a set of divisor tuples of m and define
Note that the union is actually a disjoint union. The sets S Γ (D) are called gcd-sets of Γ. A Cayley graph over a finite abelian group whose connection set is a gcd-set is called a gcd-graph.
More information regarding gcd-graphs can be found in [14, 15] .
Consider two graphs G 1 and G 2 with the set of vertices U and V , respectively. The Kronecker product [5] of G 1 and G 2 is denoted by G 1 × G 2 which has the vertex set U × V . Two vertices (u 1 , u 2 ) and (v 1 , v 2 ) are adjacent in G 1 × G 2 whenever u 1 is adjacent to v 1 in G 1 and u 2 is adjacent to v 2 in G 2 . If G 1 and G 2 have the adjacency matrices A 1 and A 2 , respectively, then G 1 × G 2 has the adjacency matrix A 1 ⊗ A 2 , the tensor product of A 1 and A 2 . The transition matrix of Kronecker product of two graphs can be calculated as follows.
Proposition 2.1. [11, 13] Let G 1 and G 2 be two graphs with adjacency matrices A 1 and A 2 , respectively. Suppose the transition matrix of G 1 is H(t). If the spectral decomposition of A 2 is
More information regarding PST on Kronecker products can be found in [11] .
PST on cubelike graphs
A cubelike graph X(C) is a Cayley graph over Z n 2 with a connection set C ⊂ Z n 2 . PST on cubelike graphs (simple) has already been discussed in [3, 6] . Here we discuss some relevant results from [6] , which remain valid for looped cubelike graphs. Recall that each loop contributes one to the adjacency matrix. Finally we deduce a simple result that will be used later to characterize PST in gcd-graphs over general abelian groups.
For each x ∈ Z n 2 , the map P x : Z n 2 −→ Z n 2 defined by P x (y) = x + y is a permutation of the elements of Z n 2 and hence it can be realized as a permutation matrix of appropriate order. It is easy to see that P 0 = I and P x P y = P x+y which imply P 2 x = I. The following result finds the adjacency matrix of a cubelike graph.
and X(C) is the cubelike graph with connection set C then X(C) has the adjacency matrix A = x∈C P x .
Note that P x P y = P x+y = P y P x for all x, y ∈ Z n . Therefore by using the property of matrix exponential we find that exp (it(P x + P y )) = exp (itP x ) exp (itP y ).
Using this the transition matrix of a cubelike graph can be calculated as follows.
Lemma 3.2. [6] If H(t) is the transition matrix of the cubelike graph X(C) then
We already have P 2 x = I and this implies that
Observe that if σ is the sum of the elements in C ⊆ Z n 2 then x∈C P x = P σ . Therefore by using Lemma 3.2, we deduce that
The next result determines periodicity and PST in cubelike graphs at t = Now we find a sufficient condition for periodicity in a class of graphs constructed from cubelike graphs. Consider the following result.
Proposition 3.4. Let C ⊆ Z n 2 and let X(C) be a cubelike graph with the connection set C. Assume that the sum of the elements of C is 0 and |C| ≡ 0 (mod 4). Then for every integral graph G, the transition matrix of X(C) × G at π 2 is the identity operator.
Proof. If H(t) is the transition matrix of the cubelike graph X(C) then we have
where σ is the sum of the elements in C. Now σ = 0 implies that P σ = I and therefore if
Now consider q s=1 µ s F s to be the spectral decomposition of adjacency matrix of G. As the graph G is assumed to be integral, the eigenvalues µ s of G are integers. By Proposition 2.1, the transition matrix of the graph X(C) × G at π 2 is obtained as
where the identity matrices have appropriate orders. This proves our claim.
Periodicity and PST on gcd-Graphs
Now we investigate gcd-graphs for periodicity and PST. First we construct some periodic gcdgraphs which are not necessarily connected. Also we find some gcd-graphs exhibiting PST and then we club them to obtain connected gcd-graph having PST. First consider the following characterization of PST in vertex-transitive graphs as given in [11] . The eigenvalues and the corresponding eigenvectors of a Cayley graph over an abelian group are well known. In [15] , it is shown that the eigenvectors are independent of the connection set.
Consider two symmetric subsets S 1 , S 2 in Γ. So the set of eigenvectors of both graphs Cay(Γ, S 1 ) and Cay(Γ, S 2 ) can be chosen to be equal. Hence we have the following result. The following result allows us to find the transition matrix of a Cayley graph, which is union of two edge disjoint Cayley graphs over an abelian group.
Proposition 4.4. Let Γ be a finite abelian group and consider two disjoint and symmetric subsets S, T ⊂ Γ. Suppose the transition matrices of Cay(Γ, S) and Cay(Γ, T ) are H S (t) and H T (t), respectively. Then Cay(Γ, S ∪ T ) has the transition matrix H S (t)H T (t).
Proof. The group Γ is a finite abelian group. By Proposition 4.3, the adjacency matrices of the graphs Cay(Γ, S) and Cay(Γ, T ) commute. We know that for any two square matrices A, B with AB = BA, we have exp (A + B) = exp (A) exp (B). Using this we get the desired result.
Suppose the prime factorization of an integer n(≥ 2) is n = p 1 . . . p k , where the primes are not necessarily distinct. In [14] , the authors showed that every gcd-graph with n vertices is isomorphic to a gcd-graph over
If n is a power of 2 then the gcd-graph is actually a cubelike graph. The next theorem is thus a special case to that result. Still we include the result so as to have a definite structure of the connection set of the cubelike graph, which will be used to characterize PST on gcd-graphs. We make use of some techniques from [14] and consider looped graphs.
Assume that X(C 1 ) and X(C 2 ) are two cubelike graphs. It is easy to see that there is a natural isomorphism between X(C 1 ) × X(C 2 ) and X(C 1 × C 2 ).
Theorem 4.5.
[14] A gcd-graph over an abelian group of order 2 n is isomorphic to a cubelike graph.
Proof. Consider an abelian group Γ = Z 2 n 1 ⊕ . . . ⊕ Z 2 nr . For each set of divisor tuples D, we
For i = 1, . . . , r we have
) is the graph with loops at each of its vertices and no other edges. We therefore have the following:
Now for a fixed i, if z ∈ Z 2 n i then there exists a unique 2-adic representation
We writez = (z 0 , . . . ,
2 . We show that the map z →z gives an isomorphism of
where
Note that for j > k i , the value of c j can be either 0 or 1. It is enough to show that u ∼ v in
Therefore for d ∈ D we find that
The isomorphism that we exhibited between the vertices of Cay(Γ, S Γ (d)) and
will work for all divisors d ∈ D. Hence we have
This completes the proof.
Assume that Γ is a finite abelian group. We write Γ = Γ 1 ⊕ Γ 2 , where Γ 1 is an abelian group of order 2 n and Γ 2 is an abelian group of odd order. Also, consider the cyclic group decomposition of Γ 1 and Γ 2 as follows:
We write m Γ := (2 n 1 , . . . , 2 nr , p m 1 1 , . . . , p ms s ) associated to the group Γ. In what follows, we will always consider a finite abelian group Γ in the form Γ 1 ⊕ Γ 2 as described above. We have the following lemma on the structure of certain gcd-graphs. 
By Theoren 4.5, there exist a cubelike graph X(C) such that Cay(Γ 1 , S Γ 1 (D * )) ∼ = X(C). Hence we have the desired result.
Now we find a sufficient condition for a gcd-graph to exhibit periodicity at We illustrate this by the following example. Here we find a periodic graph over Z 4 ⊕ Z 2 ⊕ Z 3 . (1, 0, 1), (1, 1, 1), (1, 0, 0), (1, 1, 0) }. Clearly |C| ≡ 0 (mod 4) and the sum of the elements in C is 0 in Z 3 2 . Therefore D ∈ D and hence by Theorem 4.7, the graph Cay(Γ, S Γ (D)) is periodic at In this way we can construct many gcd-graphs which are periodic. Our next motive is to add extra edges to these graphs so that the graphs exhibit PST. Generally periodicity and PST are considered for connected graphs. Observe that whenever D generates the whole group Γ then the associated gcd-graph is connected. In the following result we find a sufficient condition for a gcd-graph to exhibit PST. Proof. we show that the cubelike graph X(C) associated to Cay(Γ, S Γ ({d})) (as in Lemma 4.6) has the connection set C which has the property that |C| ≡ 0 (mod 4) and the sum of the elements in C is 0.
Here notice that d 1 = 1 = 2 0 and n 1 > 2. Therefore
2 : c 0 = 1 and for i ≥ 1, c i = 0 or 1} .
Observe that C d 1 has 2 n 1 −1 elements and hence |C d 1 | ≡ 0 (mod 4). Also it is clear that the sum of the elements in C d 1 is 0. Notice that for any subset S of Z k 2 , we have |C d 1 × S| ≡ 0 (mod 4) and the sum of the elements in C d 1 × S is 0. Here the connection set C in X(C) is given by Proof. 
Observe that |C| ≡ 0 (mod 4) and the sum of the elements in C is 0. Hence we find that D ∈ D. Proof. 
Observe that |C| ≡ 0 (mod 4) and the sum of the elements in C is 0. Hence we find that D ∈ D. We have already seen that gcd-graphs over an abelian groups of odd order do not exhibit PST. In the following theorem we find a necessary and sufficient condition for a class of gcdgraphs to be periodic at π. Here we add some more edges to a graph Cay(Γ, S Γ (D)) admitting perfect PST at π 2 k , k ∈ N and observe the behavior of the transition matrix. Using this, we will find some gcd-graphs not allowing PST at 
If Cay(Γ, S Γ (D ′ )) is periodic at π then ∃γ ∈ C with |γ| = 1 such that
where the identity matrices have appropriate orders. Note that F 2 s = F s and F r F s = 0 for r = s. Multiplying both sides of the above equation by I ⊗ F s we find that i 2|C ′ |µs = γ for all s. If µ s and µ s ′ are two distinct eigenvalues of G then we have e i|C ′ |(µs−µ s ′ )π = 1. By our assumption |C ′ | ≡ 0 (mod 2) and therefore the eigenvalues µ s and µ s ′ must have same parity.
Conversely, suppose the eigenvalues of G have same parity and let i 2|C ′ |µs = γ. Then for any other eigenvalue µ s ′ , we see that
We thus have a necessary condition for PST at π 2 k , k ∈ N in a class of gcd-graphs given in Theorem 4.13. We include this as a corollary. In the following example we use Corollary 4.14 to find a gcd-graph not having PST at Thus we can strike out many gcd-graphs that do not have PST at 
Conclusions
Quantum networks are based on finite graphs. We consider PST with respect to the adjacency matrix of a graph as the Hamiltonian of a quantum system. We have studied gcd-graphs for PST.
Here we find a method to construct gcd-graphs having PST. We show that if an abelian group has an order divisible by 4 then there exists a connected gcd-graph over that group exhibiting PST. In fact there are many such graphs. In Lemma 4.9, Lemma 4.10 and Lemma 4.11, we can observe that there are many other choices for the set D ∈ D. In particular, in Lemma 4.9, if we consider a set of divisor tuples D where each tuples in D has first component 1 and the remaining components are any divisors, then also the set D ∈ D. Finally, in Theorem 4.13, a necessary and sufficient condition is given for a certain class of gcd-graphs to exhibit periodicity at time π. From this we find a necessary condition to have PST in a certain class of gcd-graphs at some specific times. This gives a partial characterization of gcd-graphs having perfect state transfer.
There are few scopes for further research in this direction.
• Here we have results which find PST in gcd-graphs at time π 2 . Also we find some gcdgraphs not having PST at π 2 k for all k ∈ N. One can try to find PST in these gcd-graphs at other possible times.
• One can also try to find PST on other gcd-graphs that are not covered in this article.
• Finally, one can try to find PST in integral Cayley graphs which are in fact not gcd-graphs and if possible, characterize all such graphs having perfect state transfer.
