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ABSTRACT 
Formation flying of spacecraft has gained a lot of interest within the engineering and 
scientific community in recent years. However, formation flying leads to an increased 
complexity of the guidance and control system, whose complexity grows rapidly with 
the number of spacecraft in the formation. Moreover, there is an increasing need for 
autonomy to decrease the cost of ground support since ground support operations 
are often a non-negligible part of the cost of a mission. Therefore, a formation flying 
guidance and control system needs to perform autonomous decisions and trade-offs 
in real-time to decrease the number of tasks that need to be performed by the ground 
segment and make formation flying affordable. 
This work presents the development of analytical formation flying guidance and con-
trol laws for autonomous on-board applications. Firstly, an analytical model of rela-
tive motion for elliptical and perturbed reference orbits is developed. This model is 
solely based on the initial orbit elements of the reference trajectory and can predict 
the relative motion of any spacecraft orbiting close to the reference trajectory, taking 
into account the secular drift caused by the J2 perturbation. Secondly, a new tool, the 
Fuel-Equivalent Space, is presented. The Fuel-Equivalent Space theory maps the rela-
tive orbit elements into a mathematical space where similar displacements on any axis 
is similar in terms of maneuvering fuel cost, therefore translating the minimum fuel 
problem into a simple distance minimization problem. Then, a neighbouring optimum 
feedback control law is developed. This feedback control law makes use of the opti-
mal control theory to yield a semi-analytical controller that guarantees near-optimal 
maneuvering for any of the spacecraft orbiting close to the reference trajectory. Finally, 
it is shown that all these three new developments can be tied in together with simple 
analytical guidance laws to yield a fully autonomous guidance and control algorithm 
applicable to formation reconfiguration. 

RESUME 
Le vol en formation d'engins spatiaux presente de nombreux avantages, tels la possi-
bility de reconfigurer la formation en orbite et une robustesse accrue a la defaillance de 
certains systemes. Cependant, le vol en formation entraine une complexification des 
systemes de guidage et de commande. Comme les systemes autonomes sont souvent 
necessaires afin de reduire la dependance envers le support au sol et reduire le cout 
d'operation des missions, les systemes de guidage et de commande de vol en formation 
doivent pouvoir effectuer eux-memes des compromis entre plusieurs specifications de 
mission souvent conflictuelles, pour ainsi rendre ce genre de mission plus abordable. 
Ce document presente le developpement d'algorithmes analytiques de guidage et de 
commande pour les applications embarquees et autonomes de vol en formation d'en-
gins spatiaux. Premierement, un modele analytique de mouvement relatif pour une 
orbite de reference perturbee et excentrique est presente. Ce modele ne requiert que les 
elements orbitaux initiaux de la trajectoire de reference afin de predire le mouvement 
relatif naturel des satellites eVoluant a proximite de cette trajectoire de reference, en 
tenant compte de l'effet a long terme des perturbations causees par l'aplatissement de 
la Terre. Ensuite, l'espace de consommation equivalente est presente. Cet espace trans-
pose les elements orbitaux relatifs dans un espace mathematique ou un deplacement 
Equivalent dans n'importe quelle direction implique un cout equivalent en carburant, 
transformant ainsi le probleme d'optimisation de la consommation en un probleme 
geometrique de minimisation de distance. Puis, un algorithme de commande enboucle 
fermee quasi-optimal base sur la theorie de la commande optimale est decrit. Cet al-
gorithme de forme semi-analytique garantit la quasi-optimalite des manoeuvres pour 
tout satellite evoluant en proximite de la trajectoire de reference. Finalement, il est de-
montre que ces trois developpements peuvent etre relies ensemble par l'intermediaire 
de lois de guidage simples et ainsi former une boucle de guidage et de commande 
entierement autonome pour le vol en formation d'engins spatiaux en orbite terrestre. 
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CHAPTER 1 
Introduction 
Formation flying of spacecraft caused a paradigm shift in the space mission design 
community in recent years. Formation flying spacecraft are spacecraft that orbit close 
from one another and for which the most stringent requirements are defined in terms of 
relative position and velocity, as opposed to spacecraft constellations which are made 
of several spacecraft independently guided and controlled and between which there 
is no interaction in terms of guidance and control (e.g. GPS satellites). Formation fly-
ing allows the replacement of large expensive spacecraft with a formation of smaller 
and cheaper spacecraft. Such a mission design can indeed present numerous financial 
and operational advantages. For example, formation flying missions can potentially 
have a lower production cost due to economics of scale, in the case where a single 
large and complex satellite is replaced by several "mass production" smaller space-
craft. Secondly, using a constellation of spacecraft could decrease the cost of launch. 
Launching several smaller elements is potentially cheaper than launching a single big 
and heavy satellite, mainly because small satellites can be launched piggy-backed on a 
larger spacecraft flight support equipment. 
Moreover, spacecraft formation flying presents several operational advantages. The 
most important one is an increased robustness through failure recovery and graceful 
degradation. In deep-space missions using multiple spacecraft in formation, if a sub-
system failure occurs in a spacecraft, another fully functional spacecraft could support 
the disabled spacecraft. The capabilities can be shared. For example, when a power, 
communication or navigation system failure occurs in a spacecraft, it may be possi-
ble to use another spacecraft sub-system either by physically linking the spacecraft or 
by transmitting navigation information to the failed spacecraft. In the case of a dis-
tributed spacecraft interferometer or a distributed antenna mission, the failure of one 
1 
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spacecraft would only cause a "graceful degradation" of the system, rather than com-
promising the whole mission. Thus, failure recovery and graceful degradation of the 
system decrease the risk to the mission. The second operational advantage is a mission 
restructuring capability. It is foreseeable to reconfigure the satellite formation on-orbit 
to follow new mission requirements. Moreover, if the mission has multiple objectives, 
resources can be optimized by dispatching a certain group of spacecraft with special 
attributes to achieve one objective, and then command another group of spacecraft to 
achieve another objective in parallel. 
This chapter thus presents the main challenges to be faced in the design of autonomous 
formation flying guidance and control and lays the foundation of the theory upon 
which it is built. Sections 1.1 and 1.2 give an overview of the future of formation flying 
and what it is likely to mean in terms of guidance and control requirements. Section 
1.3 presents the main top-level architectures that have been applied to formation flying. 
Section 1.4 presents the main aspects of formation flying guidance. Section 1.5 presents 
the various ways of modeling formation flying spacecraft relative motion. Section 1.6 
describes the formation flying control strategies available in the literature. Finally, sec-
tion 1.7 presents the main objectives of the research project and section 1.8 describes 
the structure of the chapters of the thesis in relationship with those project objectives. 
1.1 Future Missions and the Need for Increased Auton-
omy 
One of the most interesting aspect of formation flying is that it could lead to innovative 
space systems applications which could not be foreseen with conventional monolithic 
satellites and with a large dependency on ground support. Examples of these applica-
tions are the distributed radio-frequency antenna, the swarm of optical elements, the 
on-orbit formation acquisition and the automated on-orbit assembly [5,56]. 
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Figure 1.1 Swarm of Radio-Frequency Elements 
Distributed Radio-Frequency Antenna The distributed radio-frequency antenna can 
be used to send/receive data to/from a remote location, replacing large mo-
nolithic reflector apertures (Figure 1.1). In this case, each spacecraft carries a 
transponder that regenerates the sensed signal, but with a time delay correspond-
ing to the relative position of the spacecraft. Thus, the receiver gets an amplified 
coherent signal. This can be achieved with either loosely distributed elements or 
with a stable formation such as a circular satellite formation. 
If the number of spacecraft is very large, this concept can become a fully dis-
tributed system (Figure 1.2). It could instantaneously create transmitter and re-
ceiver elements within the swarm and provide a multi-spotting capability. This 
system then becomes a very robust and flexible communication system. 
Swarm of Optical Elements A swarm of spacecraft carrying optical elements can be 
used to replace large telescopes. In this scenario, several small reflectors are dis-
tributed and reflect the incoming signal to a receiver (Figure 1.3). Because it has 
no structure, this design can be substantially lighter than a filled reflector. This 
system becomes a zooming telescope if the spacecraft have a reconfiguration ca-
pability. 
On-Orbit Formation Acquisition In a formation acquisition scenario (Figure 1.4), all 
the spacecraft can be integrated as one single unit during launch and transfer. 
When the carrier vehicle has reached the target location, the spacecraft sequen-
tially leave the carrier to reach the specified formation pattern. For example, in 
CHAPTER 1. INTRODUCTION 
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Figure 1.4 Formation Acquisition Typical Sequence 
a Mars observation mission, the spacecraft could be launched within a vehicle 
carrier that ensures the transfer between the Earth and Mars. When the carrier 
reaches the vicinity of Mars, the spacecraft are launched and place themselves 
in the adequate formation for observation. Once the mission is complete, the 
spacecraft come back and dock to the carrier vehicle. The carrier could bring the 
spacecraft to another orbit or to another planet. This "mother ship" approach 
has also been considered for manned exploration missions [5]. It could provide 
significant savings in terms of resources for life support. It could also have inter-
esting benefits for Earth-orbiting missions if, for example, on-orbit refuelling is 
needed or if the orbit of the formation has to be changed. 
On-Orbit Automatic Assembly A swarm of small spacecraft could perform on-orbit 
assembly of a large space structure, such as an on-orbit station, a deep-space com-
6 CHAPTER 1. ESJTRODUCTION 
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Figure 1.5 Automatic Assembly 
munication antenna or a radio-telescope. Some of the spacecraft could even be-
come part of the final structure and share their capabilities. The same technology 
can be used to reconfigure or disassemble a space-based structure (Figure 1.5). 
However, all these missions require autonomous guidance and control, mainly for two 
reasons. First, such missions involve too many complex maneuvers to be commanded 
from the ground. The cost of ground support would be prohibitive. Second, the com-
munication delay between the Earth and the spacecraft would make the generation 
of low-level ground commands impractical. When the spacecraft evolve in a rapidly 
evolving environment, such as during maneuvers or when several spacecraft are in 
close vicinity, the reaction time of the guidance and control system becomes critical. 
Such a reaction time would be affected if ground support is in the control loop. This 
need for autonomy inevitably adds constraints in the design of the guidance and con-
trol system. 
1.2 Guidance & Control Challenging Requirements 
Obviously, using a formation of spacecraft involves several challenges. The first one 
is an increase of the required level of autonomy, as described earlier. In order to mini-
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mize the resources needed for ground support, it is required to limit the system com-
mand inputs to high-level commands to the whole swarm of spacecraft. The swarm of 
spacecraft would then have to autonomously define lower-level commands for every 
member of the formation. The second challenge is the design of a fuel-optimal control 
system. Formation keeping should maximize the lifetime of the whole formation with 
fuel-optimal strategies. Furthermore, if the consumption of fuel is not well balanced 
among the members of the formation, some spacecraft could run out of fuel before 
other ones, and cause a premature degradation of the performance of the system. 
Guidance and control has to autonomously manage several conflicting requirements: 
mission requirements, formation propellant lifetime, single spacecraft propellant life-
time and collision avoidance. Mission requirements usually consist of a desired config-
uration and a desired formation accuracy. Formation propellant lifetime requirements 
necessitate that the fuel consumption of the whole swarm is globally minimized to 
maximize the lifetime of the formation. Single spacecraft propellant lifetime require-
ments put constraints on the fuel consumption difference between elements of the for-
mation so that all the elements of the formation have an almost identical life cycle du-
ration. Finally, collision avoidance has also to be taken into account, especially during 
reconfiguration maneuvers, for obvious reasons. 
In all cases, the most fuel-efficient way of dealing with the requirements is to use natu-
ral motion of the spacecraft to perform maneuvers instead of fighting natural motion. 
In a scenario where the spacecraft use electric propulsion, the order of magnitude of 
the force generated by the actuators is the same as the order of magnitude of the per-
turbation forces. Therefore, it is profitable to use those perturbations to perform the 
maneuvers instead of fighting the perturbations to remain on a trajectory that does not 
take the perturbations into account. However, to be able to use the natural motion, it is 
essential to accurately model it with a suitable relative motion theory. 
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1.3 Formation Flying Guidance & Control Architectures 
The guidance and control architecture defines the way information is shared between 
spacecraft and how the reference trajectories are generated. In Ref. [41], the authors 
divide the formation flying guidance and control architectures into five categories: 
Multiple-Input Multiple-Output, Leader/Follower, Virtual Structure, Cyclic and Be-
havioral. This classification is used here to present the different formation flying archi-
tectures that can be found in the literature. 
Multiple-Input Multiple-Output In the Multiple-Input Multiple-Output (MIMO) ar-
chitecture, the relative motion between the spacecraft is controlled by consider-
ing each spacecraft as elements of a system to control. This is a highly central-
ized approach where all the information needs to be at the same computational 
node. The main advantage of MIMO algorithms is optimality and stability. The 
fuel consumption and the accuracy of the formation can be optimized for all the 
spacecraft and the stability of the whole system can be verified. However, this 
type of architecture is not robust to local failures. The failure of one system of one 
of the spacecraft could make the whole formation unstable. A local failure could 
potentially have a global effect. 
Leader/Follower The Leader/Follower architecture is by far the most studied architec-
ture. It uses a hierarchical structure that reduces the problem to a set of individual 
tracking problems. Each spacecraft of the formation is given a reference to track. 
The reference point to track can be either another spacecraft, a virtual point on 
orbit or a set of virtual states. Most of the formation control algorithms have been 
developed in this framework, mainly because the relative motion models are well 
suited to study Leader/Follower type formation flying. 
Virtual Structure A Virtual Structure is a set of rigidly connected virtual nodes that 
provide reference states for each of the spacecraft in the formation at any point in 
time. The main advantage of the Virtual Structure is that it ensures the formation 
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is maintained during maneuvers. It is also an efficient collision-avoidance algo-
rithm. The Virtual Structure approach has been mainly applied to deep-space 
formation flying [39, 23, 3]. For Earth-orbiting formations, the Virtual Structure 
approach would prove to be poorly fuel-efficient. Tracking a "rigid" formation is 
most of the time not the natural trajectory of the spacecraft. 
Cyclic The cyclic architecture, as described in Ref. [41], is an interconnection of in-
dividual spacecraft controllers that result in a cyclic control dependency. There-
fore, each spacecraft is at the same time a leader and a follower. This control 
architecture is particularly suitable for circular formations where the dependency 
between the spacecraft can be clearly established. However, the stability of this 
kind of formation has only been verified through simulation (as opposed to a 
more rigorous theoretical demonstration). 
Behavioral The behavioral architecture combines multiple inputs from competing con-
trollers to achieve conflicting goals. The control action is based on a weighted 
average of control strategies to achieve each objective. Typical formation flying 
behaviours include collision avoidance, goal seeking and formation keeping. The 
control laws associated with each of the behaviours are usually based on the same 
theory as the Leader/Follower control laws. Up to now, the behaviour-based con-
trol architecture has only been applied to deep-space formation flying [28,41]. 
Most of the theoretical work on formation flying has been performed for the Lea-
der/Follower case. In this case there is a fixed reference to track. Whatever is the 
number of spacecraft in the formation, the problem is reduced to individual tracking 
problems. In turn, the MIMO approach optimizes the maneuvers of all the spacecraft 
at the same time. However, the robustness of the control algorithm to system failures 
and the amount of information that has to be shared make it unsuitable for large au-
tonomous and decentralized formations. 
The Virtual Structure architecture, the cyclic architecture and the behavioral architec-
ture would all require control algorithms such as the ones that have been developed 
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for the Leader/Follower architecture. These methods mainly differ in the way the ref-
erence trajectory is defined. 
The MIMO, the Leader/Follower and the Virtual Structure architectures are consid-
ered as centralized approaches because the reference states for all the spacecraft are 
coming from one "omniscient" source. The cyclic and the behavioral architectures are 
considered to be decentralized approaches, because each spacecraft makes it own de-
cisions based on its perception of the environment. No single entity requires the full 
knowledge of the states and the intentions of all the elements of the formation. 
For the remainder of the current work, the Leader/Follower approach shall be con-
sidered, mainly because solutions developed for the Leader/Follower architecture are 
likely to be applicable to the other types of architectures. Once the reference trajectory 
and/or target formations are known, Leader/Follower solutions usually apply. 
1.4 Formation Flying Guidance 
As stated earlier, guidance and control of autonomous formation flying face many con-
flicting requirements. It is mainly the role of the guidance algorithm through the gener-
ation of reference trajectories to perform trade-offs between these requirements. How-
ever, trade-offs will be different depending on whether the formation is in a maintenance 
or a reconfiguration mode. 
Maintenance is defined as maintaining a desired relative formation. The objectives of 
the guidance and control algorithms at this time are mainly to maintain the formation 
within the accuracy tolerances while spending as little propellant as possible. Recon-
figuration is defined as going from an arbitrary initial formation to a given desired 
configuration. Reconfiguration could be fuel-optimal and/or time-optimal depending 
on the mission requirements or the type of the spacecraft propulsion system. Mainte-
nance and reconfiguration modes both lead to different challenges. 
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1.4.1 Formation Maintenance Challenges 
For the Keplerian unperturbed case, non-drifting relative motion can be ensured only 
if the orbital energy of both spacecraft, characterized by the orbit semi-major axis, is 
identical. This causes both spacecraft to have the same orbital period. Thus, relative 
motion will be exactly periodic over one orbit. However, many perturbations are en-
countered around the Earth. The most important one is that caused by the oblateness 
of the Earth, commonly referred to as J2 perturbation. This non-sphericity of Earth's 
gravitational field has many impacts on the orbital dynamics that can be classified in 
three categories (Fig. 1.6): 
• Nodal regression 
• Apsidal line rotation 
• Libration (orbit or half-orbit periodic oscillations) 
I 
I 
Apsidal Line ,, - 1 ~ ^  
Rotation •*>»»- ^ I _.-
Figure 1.6 Effect of the J2 Perturbation on the Orbit Elements 
When the J2 perturbation is considered, two different spacecraft, with two different 
set of orbit elements but with the same orbital energy, could experience different orbit 
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element drift caused by the J2 perturbation. Over time, this will result in a drift of the 
relative motion. Depending on the orbit elements of the spacecraft, this could have a 
non-negligible effect over tens of orbits. 
It is not possible to design orbits that would experience no secular drift of their orbit 
elements. However, it is possible to design ^-invariant relative orbits [44, 46] that 
would not experience any secular relative drift of their orbit elements. In other words, 
both spacecraft orbit elements would drift, but at the same rate, so that the relative 
motion would not drift over time. 
The perturbations encountered in Earth's gravitational field cause three types of per-
turbations: short-period oscillations, long-period oscillations and secular drift. Using 
Brouwer's theory [8], it is possible to extract mean orbit elements, from which short-
term oscillations have been removed. The mean orbit elements, as opposed to the os-
culating or instantaneous orbit elements, only show secular drift and long-term oscilla-
tions. Their dynamics can be described analytically with very simple expressions. With 
a first-order approximation, Schaub [44, 46] uses this result and defines J2-invariance 
conditions for relative orbits. These conditions are two linear constraints on the selec-
tion of the orbit semi-major axis a, the eccentricity e and the inclination i (the reader 
is referred to Appendix A for a more thorough definition of the orbit elements used 
in this work). In other words, two constraints restrict the choice of three of the six or-
bit elements. Mathematically speaking, the J2-invariant set in the {a, e, i} mean orbit 
element space is simply defined by a straight line. The choice of the three other orbit 
elements (the right ascension of the ascending node Q, the argument of perigee u>, and 
the mean anomaly M) has no impact on the relative secular drift of the relative orbits. 
All these conclusions are only valid in the mean orbit element space, so that osculating 
orbit elements (or "actual" orbit elements) will still show a short-period oscillation of 
their relative motion. However, osculating orbit elements will not show any long-term 
relative drift (to a first-order approximation). 
In any cases, formation lifetime and accuracy are improved if formations are designed 
using J2-invariant relative orbits [44]. The use of mean orbit elements can lead to spe-
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cific conditions under which, to a first-order approximation, two spacecraft would not 
experience any long-term secular drift. Only short-period oscillations would be ob-
served in the relative motion between spacecraft. These oscillations, if undesirable, 
have to be controlled through relative orbit elements control techniques. 
1.4.2 Formation Reconfiguration Challenges 
The consideration of the J2 perturbation is also important when time comes to per-
form maneuvers. This is particularly relevant with electrical low-thrust actuators. J2-
induced acceleration perturbations are typically of the order of 10~2 m / s 2 . When con-
sidering that the current technology of electrical propulsion generates forces typically 
in the order of 10 - 3 N, and because this perturbation is so predictable, it becomes obvi-
ous that this perturbation cannot be fought but must instead be used. The easiest way 
to include the J2 perturbation in the computation of maneuvers is of course to use a 
model of the relative motion that includes and predicts J2 effects. This can be achieved 
by the development of an analytical albeit accurate model of relative motion. 
Even with chemical propulsion systems, that can generate forces of several orders of 
magnitude larger, the J2 perturbation has to be considered. Reconfiguration maneu-
vers are most likely to be made over one or two orbits [43]. If the J2 perturbation is not 
accounted for, the formation accuracy will be limited by the drifting effect of J2 during 
the number of orbits required to fully perform the maneuvers. 
Collision avoidance is also an issue during reconfiguration maneuvers. In autonomous 
systems, the most common approach for collision avoidance is the use of potential 
functions [31,36]. In this case, a cost is added for having two elements of the formation 
too close from one another, just as if they were two particles electrically charged with 
similar sign. This will naturally cause the elements of the formation to stay sufficiently 
far from each other. Singh and Hadaegh [50] suggest instead to consider an exclusion 
sphere in the computation of the reconfiguration optimal path planning. However, 
this method requires up-front numerical optimization from the ground, and the com-
plexity of the problem rapidly grows with the number of spacecraft. Finally, another 
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method that solves the collision avoidance issue is the use of Virtual Structures (Section 
1.3). However, as stated earlier, the resulting "rigid" formation would be far from the 
"natural" trajectory of the members of the formation, which would make this solution 
costly in propellant consumption. 
Therefore, autonomous guidance system design meets very different challenges in the 
reconfiguration and the maintenance case. These challenges are also greatly impacted 
by the type of propulsion system and the tightness in the tolerance of the formation 
accuracy. However, in all cases, the main challenges are to autonomously perform 
trade-offs between several conflicting requirements. 
1.4.3 Known Solutions 
The most common solutions to formation flying guidance make use of computation-
ally expensive techniques. Such examples are linear programming [51,35], multi-agent 
optimization techniques [57], particle swarm optimization [24], genetic algorithms [2] 
or optimal control theory [9, 55]. These techniques use highly powerful numerical op-
timization algorithms to solve for the best maneuver to perform to reach a desired for-
mation. They intrinsically have much freedom in the quantity that is to be optimized. 
However, in most cases, convergence is not guaranteed and the number of required nu-
merical iterations typically cannot be predicted. As a result, these kind of techniques 
are not suited for on-board implementation. 
On the other hand, analytical solutions to the optimal reconfiguration problem can be 
found, but only under certain conditions. Unperturbed circular reference orbits lead to 
simple analytical expressions and easily expressed configurations [40] which, in turn, 
pave the way for analytical solutions. For example, Mishne [33] almost analytically 
solves the optimal control problem for circular orbits for power-limited thrusters (only 
a small amount of numerical optimization remains). Furthermore, Vaddi et al. [53] de-
veloped an analytical and simple solution to the circular formation establishment and 
reconfiguration using impulsive thrusters about a circular reference orbit. On the other 
hand, Gurfil [14] proposes an analytical and optimal way of reaching bounded rela-
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tive motion for any Keplerian orbits with only one impulse through the application of 
an energy-matching constraint. However, even though this impulse guarantees orbit-
periodic relative motion, it is not made to aim for a specific configuration. Therefore, 
a set of analytical tools for the computation of the optimal reconfiguration maneuver 
about elliptical orbits for any arbitrary formation is yet to be developed. Obviously, 
such tools would first have to encompass a suitable relative motion theory. 
1.5 Relative Motion Theories 
Autonomous guidance and control systems require accurate but simple models of re-
ality. Models have to be accurate enough to prevent unnecessary fuel expenditure 
and simple enough to allow implementation on a typical computational power-limited 
space-qualified on-board computer. If perturbation models are included in the on-
board model of reality, natural motion induced by these perturbations can be used 
to perform the maneuvers. If these perturbations are not included, the guidance and 
control system will most likely compensate for the perturbations, therefore leading to 
unnecessary fuel expenditure. 
All the relative motion models can be classified based on the assumptions they use. The 
simplest models assume the spacecraft orbit close to a circular reference orbit, while 
some others assume an elliptical reference orbit. For both cases, some models consider 
the reference orbit is unperturbed (perfect Keplerian motion) while others take into 
account the most important orbital perturbations in their prediction of relative motion. 
1.5.1 Unperturbed Circular Reference Orbits 
The most widely used relative orbital motion model is the Clohessy-Wiltshire-Hill 
(CWH) model [54,40]. This model provides a time-explicit closed-form analytical solu-
tion to the relative motion problem for circular unperturbed orbits. This model predicts 
the relative motion in a Local-Vertical Local-Horizontal (LVLH) frame of a deputy with 
respect to a chief, orbiting on a reference circular unperturbed orbit around a spherical 
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body (figure 1.7). In the LVLH frame, the x axis is aligned with the chief's position 
vector, z is normal to the orbital plane (in the direction of orbital angular momentum) 
and y completes the right-hand frame (y is aligned with the orbital velocity for circular 
orbits). 
Figure 1.7 CWH Model Frame 
Under these assumptions, the linearized equations of the relative motion of the deputy 
assuming a small distance between the chief and the deputy are (see Ref. [54] for a 
detailed derivation of this model): 
x — 2ny — 3n2x = fx 
y + 2nx = fy 
z + 2n2z — fz 
(1.1) 
(1.2) 
(1.3) 
where p= x y z is the position of the deputy in the chief-centered LVLH frame 
(position often referred to as "Hill coordinates"), n is the mean orbital motion (or an-
gular velocity) of the reference orbit and fx, fy, and fz are the perturbation or control 
accelerations in x, y and z. Assuming an unperturbed and uncontrolled motion, a 
closed-form solution for the relative position and velocity as a function of the elapsed 
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time t can be obtained: 
x(t) = ^ sin(nt) - f 3x0 + —) cos(nt) + (AX0 + ^ ] (1.4) n \ n J \ n J 
y(t) = l6x0H ) sm(nt) H -cos(ni) - (6nx0 + 3y0)t + f y0 - ) (1.5) 
V lb J lb \ lb J 
z(t) = z0cos(nt)-\ sin(nt) (1.6) 
lb 
x(t) = x0cos(nt) + (3nx0 + 2y0)sin(nt) (1.7) 
y(t) — (6nxo + 4?/o) cos(nt) — 2x0 sm(nt) — (6nx0 + 3yo) (1.8) 
z(t) = —zonsin(nt) + zocos(nt) (1.9) 
where x0, y0, z0, XQ, yo and ZQ are the components of the initial position and velocity 
of the spacecraft in the LVLH frame. Lovell and Tragesser [30] reparametrized this 
model and demonstrated that the in-plane and out-of-plane, non-drifting, relative mo-
tion about a circular unperturbed orbit always follows an ellipse, which is why this 
kind of motion is often referred to as a "football orbit": 
x(t) = ~cos(P) + xd (1.10) 
y(t) = aesm(/3) + yd + yrt (1.11) 
z{t) = zmaxsin((p) (1.12) 
x(t) = ^nsm(P) (1.13) 
y(t) = aencos(/3) + yr (1-14) 
z{t) = zmaxn cos ((f)) (1.15) 
18 CHAPTER 1. INTRODUCTION 
where: 
ae = 2 l / ( ^ j 2 + ^ 0 + 2 ^ 2 (1.16) 
Vd = Z / o - 2 ^ (1.17) 
n 
(1.18) 
(1.19) 
(1.20) 
(1.21) 
cj) = nt + t an - 1 ( — 1 (1.22) 
\nzoJ 
This parametrization shows that the relative motion of the spacecraft at any time is 
described by an elliptical path, centered at (xd, yd, 0) and drifting at a rate yr. The pro-
jection of this path in the orbital plane is a 2 x 1 ellipse of semimajor axis ae. The 
out-of-plane motion, in z, is decoupled from the in-plane motion. The motion in z is a 
simple harmonic oscillator. 
The secular drift can be set to 0 if ny0 = 2x0. This leads to non-drifting stationary 
formations. Four particular cases of stationary formations are generally of interest: the 
leader-follower formation, the in-plane ellipse formation, the circular formation and 
the projected circular formation [40]. 
Leader-Follower Formation. If all the formation parameters except yd are set to 0, the 
relative motion between the spacecraft breaks down to x(t) = 0, y(t) = y0 and 
z(t) = 0. All the spacecraft are on the same orbital path following each other (Fig. 
1.8). This formation is called the leader-follower formation. 
In-plane Ellipse Formation. If there is no motion in z and no in-plane drift (yr = 0), the 
relative motion is given by a 2 x 1 ellipse in the orbital plane, which is called the 
in-plane ellipse formation (Fig. 1.9). Both spacecraft evolve in the same orbital 
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Figure 1.8 Leader-Follower Formation 
plane. The in-track separation between the chief and the center of the deputy 
relative motion ellipse is given by yd. 
Deputy relative 
motion in x-y plane 
Figure 1.9 In-Plane Ellipse Formation 
Circular Formation. If x2+y2 + z2 = r2, where r is a constant, the deputy has a circular 
relative motion in the reference frame. If yr is set to 0, the distance between the 
chief and the deputy is constant. This formation is called the circular formation. 
Projected Circular Formation. Finally, if the constraint y2 + z2 = L2, where L is a con-
stant, is applied, the projected motion of the deputy in the y — z plane is a circle, 
which is called the Projected Circular Formation. As seen from Earth, the deputy 
evolves on a circle (Fig. 1.10). This formation can have several Earth-observation 
applications. 
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Deputy relative 
motion in y-z plane 
Figure 1.10 Projected Circular Formation 
The CWH model leads to analytical solutions that provide insight to the relative mo-
tion problem and the linearized solution may be used to develop simple control laws. 
This model is particularly useful for rendezvous maneuvers that have small distances 
between the spacecraft and short time spans. However, the CWH is only valid if both 
the chief and the deputy are on circular or near-circular orbits. The effects of eccentric-
ity and perturbations are not taken into account. Therefore, this model cannot be used 
for long-term orbit propagation or with non-circular orbits. 
1.5.2 Unperturbed Elliptical Reference Orbits 
The circular reference orbit model yields considerable errors when the eccentricity of 
the reference orbit grows [25]. Several models have therefore been proposed to model 
relative motion about elliptical orbits [42,7]. 
In order to obtain linear equations of motion, Schaub [42] uses the dynamics of orbit 
elements rather than Cartesian coordinates. This allows the modelling of large and 
elliptical formations without any loss of accuracy. Schaub chose to define the dynamics 
in terms of the classical orbital elements e: 
a e i Q u M (1.23) 
where a is the semimajor axis, e is the orbit eccentricity, i is the orbit inclination, tt is the 
right ascension of the ascending node, u is the argument of perigee and M is the mean 
anomaly. The relative motion is described with the vector of relative orbital elements: 
5e 8a 5e 5i SQ 5cu 5M 
T 
(1.24) 
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which is the difference between the orbit element vector of the deputy and the orbit 
element vector of the chief. 
Based on a linear mapping between the relative orbit elements and the deputy coordi-
nates in chief's LVLH frame, the relative position of the deputy can be obtained: 
v ietc \ 
x(u) = -5a + I—sin v \5M — a cos u8e (1-25) 
a \rj J 
y(v) = — (1+ ecosz/) 5M + r8uj+ ( — sinu ) (2 + ecosv) 5e + r cos iSQ (1.26) 
z{y) = r (sin 65i — cos 9 sin i5Q) (1.27) 
where v is the true anomaly of the chief, r is the radial distance between the center of 
the planet and the chief location and 77 — \A — e2. In these expressions, absolute orbit 
elements are those of the chief, while relative orbit elements represent the deputy's 
relative states. Similar developments have been done by Lane and Axelrad [27], but 
with time as independent variable. 
Melton [32] also proposed an alternative solution for small-eccentricity orbits. Melton 
uses a different approach to include the effects of orbit eccentricity. A State-Transition 
Matrix (STM) is used to provide a closed-form solution to the relative motion problem. 
The development of the method uses a truncated approximation to order of e2. Thus, 
the method is only valid for e < 0.3. The STM $ maps the relative state vector 8X = 
x y z x y z (relative position and velocity in LVLH frame) at time t — 0 to 
the relative state vector at time t. 
Melton's solution is based on the equations of motion of a deputy in a rotating LVLH 
frame with respect to a reference spacecraft: 
x = -^x + 2oj(t)y + uj(t)y + oj2(t)x + fx(t) (1.28) 
y = -^y-2u{t)x-u(t)x + u2{t)y + fy(t) (1.29) 
1
 = - £ * + /*(*) (13°) 
where u(t) in this case is the angular velocity of the rotating frame (not to be confused 
with the reference orbit argument of perigee) and /J, is Earth's gravitational parameter. 
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This model differs from the CWH model because both the angular velocity u>(t) and 
the radial distance r of the reference spacecraft are now time-varying as a consequence 
of the non-zero orbit eccentricity. The dynamics of the system can be written in matrix 
form: 
5X = A(t)5X + f(t) (1.31) 
where: 
A(t) = 
0 
0 
0 
2///r3 + 
—u 
0 
0 0 0 
u2 
Ix 
0 
0 
0 
U) 
-/i/r3 + u2 
0 
Jy Jz 
T 
0 
0 
0 
0 
0 
-/i/r3 
1 
0 
0 
0 
-2u 
0 
0 
1 
0 
2a; 
0 
0 
0 
0 
1 
0 
0 
0 
(1.32) 
Therefore, the solution may be expressed as: 
5X(t) = $(t,0)5X(0) = exp IA{t)dt 5X{0) 
(1.33) 
(1.34) 
However, the closed-form solution cannot be obtained because of the time-varying 
terms in A{t). In Ref. [32], Melton uses an expansion in powers of eccentricity of the 
time-varying terms of A(t) to expand the matrix A(t): 
A{t) =AQ + eA^t) + e2A2{t) + ... 
A theorem by Poincare states that the STM can also be expanded: 
$(£) = $0 + e$i(t) + e2$2(t) + ... 
(1.35) 
(1.36) 
The elements of 3>0/ $i and <E>2 are given for both Cartesian and polar coordinate sys-
tems in Ref. [32]. 
Through a convolution integral, this method could also take into account perturbations 
and control accelerations if an explicit time dependence of / is known: 
5X(t) = $(t)6X(0) + f $(t- T)f(r)dr 
Jo 
(1.37) 
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This method presents the advantage of providing an approximated closed-form solu-
tion for the relative motion for a small-eccentricity orbit. However, the definition of the 
elements of $ is quite lengthy and provides no insight into the dynamics of the system, 
as opposed to the CWH model. Furthermore, the model is not valid for e > 0.3 and 
cannot cope with perturbations or control accelerations that are not explicit functions 
of time. 
On the other hand, Carter [10] proposed modifications to the well-known Lawden's 
equations to remove singularities along the reference orbit. This model predicts motion 
about unperturbed elliptical reference orbits with the true anomaly as the independent 
variable: 
x(u) 
viy) 
sin v [die + 2d2e2H (i/)] — cos v 
d4 
doe 
(1 + ecosz^)2 + dz 
dt + 
+ sinu 
1 + e cos v 
d3 
z{v) = Sill!/ 
1 + e cos v 
d5 
+ 2d2eH{v) 
+ d3 
1 + e cos v + cosz/ 
+ cos v [dxe + 2d2e2H(u)] 
d6 
1 + e cos v 
(1.38) 
(1.39) 
(1.40) 
where the constants di are defined by initial conditions and the integral H{v) is: 
Jl/n 
COSI^ 
„0 (1 + ecosu)3 
= _ ( l - e 2 ) - 5 / 2 
dv 
— (1 + e2) sin E + - sin E cos E + dH (1.41) 
where E is the eccentric anomaly and dH is computed from H(u0) = 0. 
1.5.3 Perturbed Circular Reference Orbits 
Some models also take into account orbit perturbations. The most important pertur-
bation encountered for the relative motion problem, and also the most studied, is the 
perturbation caused by the oblateness of the Earth, referred to as the J2 perturbation. 
Schweighart and Sedwick [48, 49] modified the classic Clohessy-Wiltshire-Hill model 
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to include the orbit-averaged impact of the J2 perturbation on a circular reference or-
bit. In the development of this model, it is assumed that the dynamics of both the chief 
and the deputy are under the influence of a spherical gravitational field g and the J2 
potential: 
r = g(r) + J2(r) (1.42) 
with: 
9{r) = 
J2(r) = 
V 
3 J2(iB?e [(l — 3 sin2 % sin2 9) x 
+ (2 sin2 i sin 9 cos 9) y + (2 sin i cos i sin 9) 
(1.43) 
(1.44) 
where r is the position of the spacecraft in an inertial frame centred on Earth, 9 is the 
argument of latitude, /i is the Earth's gravitational parameter, Re is Earth equatorial 
radius and x, y and z are the three unit vectors of a rotating LVLH reference frame. 
Equation 1.42 can be linearized about a reference position rref. 
r = g ( r r e / ) + Vflf ( r r e / ) • P + J2 (r r e /) + V J 2 (rref) • p (1.45) 
where p is the position of the spacecraft in a reference LVLH frame centred at rref. In 
the reference frame rotating with an angular velocity u; normal to the orbital plane, the 
dynamics are: 
p + 2 u ? x p + u ; x ( u > x p ) = g (rref) + Vg (rref) • p 
+ J 2 (rref) + V J 2 (rref) • P « r e / (1.46) 
In order to transform equation 1.46 into a constant-coefficient linearized differential 
equation, the orbit average of VJ2(r) is used: 
V J 
1 f2w S7J2(r)d9 = V 
As 0 0 
0 -s 0 
0 0 - 3 s 
(1.47) 
where: 
s = 
3J2i?2[l + 3cos(2i)] 
8r2 (1.48) 
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In Ref. [48], Schweighart and Sedwick apply this result to the equations of motion of 
the reference orbit to correct the mean angular velocity, the nodal drift and the cross-
track motion of the reference orbit. Their work leads to a modified set of equations of 
uncontrolled relative motion under the effect of Ji in the LVLH frame: 
x - 2 (nVTTs) y - [5 (1 + s) - 2] n2x - 0 (1.49) 
y + 2 (nVTTs) x = 0 (1.50) 
z + q2z-2lqcos(qt + 4>) = 0 (1.51) 
where q, I and <fi are constants defined by the out-of-plane initial conditions and n = 
y/n/a3 is the unperturbed orbit angular velocity. Assuming x0 and y0 have been chosen 
to remove any residual drift and offset terms, a closed-form solution is obtained: 
</\ _
 s 
x = x0 COS (nty/1 — s) H . y0 sin (nWl — s) (1-52) 
y = xp sin (ntVl — s) + yo cos (nt-y/1 — g) (1.53) 
2y 1 — s 
z = (It + m) sin (qt + (f>) (1.54) 
with: 
ny° 1~s n cc\ 
2 VI + s 
y0 = -2nx0VTT~s (1.56) 
The linearized J2 model has shown to be quite accurate and easy to implement. The 
main modelling error comes from the use of the average value of the gradient of J2. 
However, the effects of eccentricity are not included in the model. 
1.5.4 Perturbed Elliptical Reference Orbits 
The most challenging problem is to consider an elliptical and perturbed reference orbit. 
The most accurate way to model this problem is of course with numerical models. 
In this case, solutions to the relative motion problem are obtained through numerical 
integration of the non-linear dynamics equations [26,4,12]. The most complete model 
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for the motion of a spacecraft including the effect of the J2 harmonic may be defined in 
Cartesian coordinates x1, y1 and z1 in the inertial frame, as described in Ref. [4]: 
2
 ' 5 ( ^ ) 2 
x
1
 = 
y1 = 
z1 = 
fix1 \ 3J2 
2 
V1 7 , 
x
7
^
 y 
Hz1 
+ « 
(T 
(T 
- 1 
3 -
5 ( ^ 
+ /* 
+ /. 
(1.57) 
(1.58) 
(1.59) 
where Re = 6.3781 • 106 m is Earth's equatorial radius, fi = 3.986 • 1014 m 3 /s 2 is Earth's 
gravitational constant, J2 = 1.08264 • 10 - 3 is the J2 harmonic constant and fx, fy and fz 
are control accelerations or accelerations caused by perturbations, such as solar radia-
tion pressure, atmospheric drag or other gravity field harmonics. An analytical solu-
tion cannot be obtained to this problem. The relative motion is obtained by integrating 
through time the trajectory of all the spacecraft and by differentiating their positions. 
In Ref. [37], the equation of the relative position p of spacecraft j relative to spacecraft 
i in generalized coordinates (a generalized form of Eq. 1.46) is developed: 
•• / ^ • I'Qj Qi\ (Uii Uq. ptj + 2u x Pij + w x ( u x p i j ) + w x p j - M *-) + ' —'-
rrij rrii rrii rrii 
(1.60) 
where Q • is the generalized force vector on the spacecraft j and Uqj the gravitational 
force acting on the spacecraft j orbiting around a reference orbit rotating with an angu-
lar velocity w. This model expresses in a compact form the equations of relative motion 
of a formation composed of a large number of spacecraft. Nevertheless, the prediction 
of relative motion necessitates numerical integration. 
Numerical methods are not well suited for autonomous on-board applications because 
they typically require a lot of computing effort and provide no insight into efficient 
guidance and control solutions. Gim and Alfriend [13] solve the problem by proposing 
a state transition matrix that provides a time explicit solution to the relative motion 
problem on a J2-perturbed elliptical orbit. Their STM $j2(i, to) maps the relative posi-
at t0 to the relative position state vector tion state vector 5X = x y z x y z 
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at a given time t: 
5X(t) = $j2{t,t0)5X(t0) (1.61) 
The transformation between the relative orbital elements vector Se (the difference be-
tween the spacecraft orbit element vector and the reference orbit element vector) and 
the relative state vector may be written as: 
SX{t) = [A(t) + aB(t)} Se (1.62) 
where a is a constant and B(t) contains the terms perturbed by J2. If $ e is the STM 
for the orbit elements, such as Se(t) = $e(t,t0)Se(t0), $ j 2 may be re-written through 
algebraic manipulations as: 
$ j2(t, to) = [A(t) + aB{t)} $c(i, t0) [A(t0) + aBito)]-1 (1.63) 
To build the STM $ e , the authors use propagation of the mean orbit elements. As stated 
earlier, mean orbit elements are elements from which short-term oscillations caused by 
the J2 perturbation have been removed. They only show secular drift, and this drift rate 
is constant. The matrix <&e(£, to) is therefore defined as a function of the transformation 
matrix D(t) between the relative mean elements Se and the relative osculating elements 
Se and the STM $g(*> tQ) for the mean elements only: 
Se(t) = D(t)Se 
= D(t)$-e(t,to)Se(t0) 
= D W l e ^ j D " 1 ^ ^ ^ ) (1.64) 
$e(Mo) = I>(*)$e(*,*o)£>_1(*0) (1-65) 
Thus, $j2(t, t0) becomes: 
$j2(t,t0) = Z^D^it^D-^to^-^to) (1.66) 
where: 
E(*) = A{t) + aB(t) (1.67) 
The elements of H(t), E-1(*)/ $g(i, t0) and D(t) are given in Ref. [13]. 
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This model provides an accurate solution to the problem, assuming linearization con-
ditions are respected. However, even though the model is fully analytical, the elements 
of the state transition matrices remain quite complex, the states of the reference trajec-
tory still need to be numerically computed and matrix products and inversions remain. 
Another variation of this solution was suggested by Schaub [42]. This solution lin-
earizes the dynamics in the relative mean orbit element space only to predict the im-
pact of J2 perturbations in terms of relative mean coordinates. Once the dynamics of 
the relative mean orbit elements are known, this result can be substituted back into the 
relative orbit elements linearized mapping (Eq. 1.25 to 1.27). As shown in Ref. [46], 
assuming only J2 perturbations are present, the rates of the mean orbit elements are 
constant: 
da 
~dl 
de 
~dt 
= 0 (1.68) 
= 0 (1.69) 
f " ? • * » ( £ ) ' ( 5 c o * - l ) (1-72) 
dMn 
dt 
= \j2n(—\ v T ^ ( 3 c o s 2 z - l ) (1.73) 
If these element drift rates are linearized with respect to relative orbit elements, mean 
relative orbit element drift can be estimated for any given true anomaly. The J?, per-
turbation will cause a drift of the relative ascending node, relative argument of perigee 
and relative mean anomaly: 
Sn(u) = 5n(v0) + eSKn[M(v)-M0] (1.74) 
5u{y) = SUJ(U0) + «$««, [M(u) - M0] (1.75) 
5M0(u) = 8M0(uo) + e5KM[M(u)-Mo} (1.76) 
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where: 
. 7 . f5a\ 2e .. 1 . ... 
oKn = -ccm — ~ cos ioe +-sm idi (1.77) 4 \a J r]2 2 
«*«„, = _ Z ( 5 c o s 2 i - l ) { — ) + 4 ( 5 c o s 2 z - l ) 5 e - 7 s i n ( 2 i ) ^ (1.78) 
8 v ' \a J rf y ' 4 
<kM = - ^ (3 cos2 i-1) (—\+^(3cos2i-l)8e-^sm(2i)6i (1.79) 
e = 3J2 
. a ( l - C ) . 
The mean anomaly difference can be updated with the new 8MQ\ 
(1.80) 
6M(u) = SM0-^ (M(u) - M0) — (1.81) 
This model is in closed-form and fully analytical. However, it only predicts relative 
motion in the mean orbit element space. The mapping between osculating and mean 
orbit elements (and between mean and osculating orbit elements) still needs to be per-
formed on the orbit elements vector if the "true" (osculating) elements are needed. Ref. 
[46] provides a first-order mapping between mean and osculating orbital elements that 
showed to be accurate for the propagation of relative motion. 
1.5.5 Gauss Variational Equations 
The Gauss Variational Equations (GVEs) are used to model the impact of applied forces 
on orbit elements. This impact is given as a function of acceleration components in the 
orbital frame {Or, Ot, Oh}, where Or is aligned with the position vector r of the space-
craft, Oh is in the direction of the orbital momentum (normal to orbital plane) and Ot 
completes the right-hand frame (Fig. 1.11). The reader shall note that the orbital frame 
axes Or, Ot and Oh are identical to the x, y and z axes of a LVLH frame centered on 
this spacecraft. In the orbital frame, the radial acceleration ar, the transverse accelera-
tion at and the normal acceleration ah have the following impact on the semimajor axis 
a, the eccentricity e, the inclination i, the right ascension of the ascending node Q, the 
argument of perigee u> and the mean anomaly M [46]: 
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Figure 1.11 Orbital Frame 
— = - {p sin uar + [(p + r) cos v + re] at} 
da 
~dl 
de 
~dt 
di 
dl 
dti 
dt 
du> 
~dl 
dM 
dt 
2a? 
h e sin uar +. 
V \ 
-at) 
r / 
o-h 
h 
rcos9 
~h 
rsm6 
, • .o-h hsim 
1
 r / \ • i rsin#cosi [—p cos var + [p + r) sin vat\ ——:—a^ he hsini 
n H—— Up cos v — 2re) ar — (p + r) sin uat] 
ahe 
(1.82) 
(1.83) 
(1.84) 
(1.85) 
(1.86) 
(1.87) 
wherep = a(l — e2) is the orbit semi-latus rectum, r = a/(l + ecosu) the current orbital 
radius, h — y/fi/p the orbit angular momentum and: 
b = rr 1 + e (1.88) 
where rp = a(l — e) is the radius at perigee. In the case of a short-duration maneuver, 
as in the case of an impulsive thrust for example, the impact of the three components 
AVr, AVt and AVh of a velocity impulse on the orbit elements can be easily obtained 
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assuming an infinitesimal duration of the impulse: 
Aa = '^-(esmuAVr + ^AV^ (1.89) 
Ae = - {p sin vAVr + [(p + r) cos v + re] AVt} (1.90) 
Ai _ If^V„ (1.91) 
AQ = ^ V „ (1.92) 
/ i s m 2 
l r Arr / x . AT^I r s i n # c o s i . T r Aa; = — \-p cos i/A7r + (p + r) sin z/AV* — AVJ, (1.93) ae hsmi 
AM = —- [(p cos i/ - 2re) AK -(p + r) sin i/AFj (1.94) 
These equations have been developed for absolute orbit elements, as opposed to rela-
tive orbit elements. Nevertheless, they can be applied to relative orbit elements, as a 
change in absolute orbit elements relates to exactly the same change in relative orbit 
elements if the reference is uncontrolled. The GVEs are therefore the model of choice 
to predict the impact of a control acceleration or impulse on the relative motion of a 
deputy. 
1.5.6 Summary 
A simple closed-form analytical model of relative motion that includes the J-i pertur-
bation for elliptical reference orbits is yet to be developed. The two analytical models 
of relative motion for perturbed elliptical orbits (the Gim-Alfriend STM and the rel-
ative mean orbit element propagation model) are not yet fully adapted for on-board 
implementation. Both methods require the propagation of the reference trajectory for-
ward in time to perform the osculating to mean and mean to osculating orbit elements 
mapping. In both cases, the mean to osculating and the osculating to mean mapping 
is to be performed separately on every spacecraft of the formation. Furthermore, the 
Gim-Alfriend STM necessitates some numerical matrix inversions. A fully analytical 
model in a STM form would have the advantage of being readily applicable to all the 
elements of the formation. 
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1.6 Relative Orbit Control Methods 
Once the maneuver has been defined, the control system needs to take the spacecraft 
from its initial position to its targeted location while minimizing the propellant con-
sumption, the duration of the maneuver and/or the risk of collision. This section 
presents the different algorithms that have been suggested to track the reference states 
provided by the guidance system. These algorithms include traditional linear con-
trollers, non-linear continuous controllers, impulsive feedback controllers and control 
algorithms based on on-line numerical optimization. 
1.6.1 Linear Optimal Control 
By using the CWH linearized model of relative motion, traditional linear control can 
be applied to formation flying. The main advantages of linear control is that it is a 
well-known method, with measurable performance and robustness assuming the lin-
earization conditions are valid. 
For example, a Linear-Quadratic Regulator (LQR) can be tuned to compute the control 
acceleration vector u to compensate for a state vector error Aa; through a feedback gain 
matrix K such as: 
u = -KAx (1.95) 
where K is chosen to minimize a cost function J: 
1
 dt (1.96) f°° r J= / (Ax)T Q {Ax) + uTRu 
Jo L 
where Q and R are positive definite matrices. Ref. [52] evaluates the performance 
and robustness of a LQR to maintain a planar formation on a circular orbit. Prelimi-
nary simulation results by the candidate have also shown that the LQR can be applied 
to in-plane and out-of-plane maneuvers with reasonable fuel consumption even with 
elliptical orbits. However, as is the case with many other systems, increasing the con-
troller gains (decreasing the control weight R), will reduce the response time of the 
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controller but with an increased fuel cost. This controller seems promising for long-
term formation keeping, which only implies small maneuvers. 
An optimal reconfiguration maneuver of two spacecraft assuming CWH dynamics is 
developed in Ref. [38] also using optimal control. The main conclusion of the work is 
that a balanced fuel-optimal maneuver of two spacecraft on unperturbed circular orbits 
is achieved through equal and opposite acceleration of both spacecraft. However, these 
conclusions do not necessarily apply to elliptical and perturbed orbits. In fact, in Ref. 
[25], it is demonstrated that assuming a circular orbit, even when e = 0.005, leads to 
significant increase of fuel cost because the spacecraft "fights" the natural dynamics to 
keep the same relative trajectory as it would in a circular orbit. 
1.6.2 Continuous Mean Orbit Elements Feedback Control Laws 
The continuous mean orbit elements feedback control law, as described in Refs. [47] 
and [46], controls the current mean orbit element vector of the spacecraft toward the 
desired mean orbit element vector. By defining the error in terms of orbit elements, it 
is possible to "cooperate" with the physics of orbital dynamics. Acting directly on the 
orbit elements allows the control of specific orbit elements at specific moments of the 
orbit to increase the fuel efficiency of the algorithm. For example, it is much more fuel 
efficient to correct an inclination error at equator than at the pole, while an error in the 
ascending node is easier to compensate near the poles. By carefully choosing the gain 
matrix of the controller, these effects can be accounted for. 
L e t &osc a/Re e i Q, u> M be the vector of osculating orbit elements. A 
semimajor axis normalized with the equatorial radius is used to facilitate the choice of 
controller gains. Using GVEs (Section 1.5.5), the time-derivative of eosc can be obtained 
straightforwardly: 
&OSC 0 0 0 0 0 n + B{eosc)u (1.97) 
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where n — y/^i/a3 is the mean motion of the orbit, u 
vector and the control influence matrix B is: 
ur ut uh 
is the control 
B(eosc) = 
2a2e sin v 
hRe 
psmv 
h 
0 
0 
pcosv 
he 
•q (p cos v — 2re) 
he 
2a2p 
hrRe 
(p + r) cos v + re 
h 
0 
0 
(p + r) sin v 
he 
rj(p + r) sin v 
he 
0 
0 
rcos# 
h 
rsin# 
hsini 
r sin 9 cos % 
/isini 
0 
(1.98) 
Let e = a/Re e i Q, u M be the vector of mean orbit elements and £ the 
transformation between osculating and mean elements: 
e = £ec 
Using a first-order approximation: 
e = A(e) + de„s, B(eosc)u 
(1.99) 
(1.100) 
with A being the time-derivative of mean orbit elements under the influence of J^ (Eq. 
1.68 to 1.73: 
0 
0 
0 
A = 
3
 7 (Re , 
-^Jz — I ncosz 2 U 
,2(f)2n(5 COS I 1) 
(1.101) 
3 /' R \ 
n + jJzi — ) r?n(3cos2z-1) 
In Ref. [46], the study of the transformation function between mean and osculating 
elements leads to the conclusion that d£/deosc is practically an identity matrix, with 
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diagonal terms of order of J<i or smaller. Therefore, the dynamics of the mean orbit 
elements can be approximated as: 
eosc = A(e) + B(eosc)u (1.102) 
Even though the Gauss variational equations provide the effect of actuators on oscu-
lating orbit elements, it is assumed that a change of an osculating element will imply 
the same change of the corresponding mean orbit element. It is also to be noted that 
the numerical difference between B(eosc) and B(e) is negligible, so that: 
eosc = A(e) + B(e)u (1.103) 
Given the actual set of orbit elements e and the desired set of orbit elements ed/ the 
control law seeks to minimize the orbit element error Ae: 
Ae = e - ed (1.104) 
If the desired relative orbit elements are J2-invariant (no control is required to maintain 
the relative orbit), then: 
ed = A(ed) (1.105) 
and the dynamics of the error can be written as: 
Ae = A(e) + B(e)u - A(ed) (1.106) 
Several control laws can be derived from equation 1.106. In Ref. [46], it is suggested 
to use Lyapunov control theory to develop a feedback law. Let V be a positive definite 
Lyapunov function of the tracking error Ae: 
V = \{Ae)TAe (1.107) 
Taking the derivative of V, one finds: 
V = AeTAe = A e r [A (e) + B(e)u - A(ed)} (1.108) 
Forcing V to be negative definite yields: 
V = -AeTPAe (1.109) 
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where P is a positive definite 6 x 6 matrix. The two previous equations lead to the 
following constraint for the stability of the closed-loop system: 
B(e)u = - [A (e) - A (ed)} - PAe (1.110) 
Equation 1.110 is overdetermined. There are six elements to control, but only three 
components in the control vector. Several strategies can be used to resolve this issue 
and define a feedback control law. The first one is to use a least-square type inverse (or 
Pseudo-inverse) to solve for u: 
u = - (£ (e) T B(e)) _ 1 B(e)T [A (e) - A (ed) + PAe] (1.111) 
However, the preceding control law is not guaranteed to satisfy the stability criterion 
of equation 1.110 because of the nature of the pseudo-inverse. If P is large enough, 
another solution could be to drop the A (e) — A (ed) term in equation 1.110, which leads 
to: 
U = -\B (e)T B (e)l B (e) PAe (1.112) 
In this case, the asymptotic stability of the controller can be demonstrated (see Ref. 
[46]). In both previous control laws, the gain matrix P can be carefully chosen to "co-
operate" with orbital dynamics. It does not have to be a constant. It only has to be 
positive definite. As suggested in Ref. [46], one solution is to define P as a diagonal 
matrix with time-varying terms: 
•*iao ' Pai COS 2 
P = I (1.113) 
Peo + Pei cos^ v 
pi0 + phcosNe 
P{l0 + Pni8inN9 
Puo + PU1 siuN v 
PM0 + PM! sin^ v 
where N is an even integer. This causes gains on particular orbit elements error to 
be high when the latter are the most controllable and to become negligible when the 
corresponding orbit element is not controllable. 
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Another simplified solution is to define a 3 x 3 positive definite feedback matrix K such 
as: 
u = -KB{e)T Ae (1.114) 
In this case, B (e) acts as the time-varying gain matrix. When the controllability of 
a given orbit element is high, the corresponding entry in B (e) will be high. Once 
again, the stability of this control law can be demonstrated assuming A (e) — A (e^) is 
negligible (Ref. [46]). 
1.6.3 Continuous Cartesian Coordinates Feedback Control Laws 
x
1
 y1 z1 and an If the desired trajectory is described as an inertial position r^ = 
inertial velocity r<i, a control feedback law based on Cartesian coordinates errors can 
be used, as described in Ref. [46]. 
The dynamics of the spacecraft can be modelled as: 
v = f(r) + u (1.115) 
where u is the control acceleration vector and f(r) the uncontrolled dynamics, includ-
ing perturbations caused by J2: 
f(r) = - V 
( 
r — Ji-3 (R 
'2 r 
hx1 
W 
\ 
. / \ 2 
V 
hz1 -
J^ 2 
x
1 
y1 
3zJ 
) 
(1.116) 
Let Ar = i— r^ be the position error vector and Ar = r — r<i be the velocity error. Let 
V be a Lyapunov function such as: 
V = ^ArTAr + ^ A r ^ A r (1.117) 
where Kx is a positive definite matrix. Taking the derivative of V leads to: 
V = ArT {r-rd + Kx Ar) (1.118) 
38 CHAPTER 1. INTRODUCTION 
If the desired orbit can be maintained without control, V can be re-written as: 
V = ArT [f (r) - f (rd) + u + K.Ar] (1.119) 
Setting V to be negative definite: 
V = -ArTK2Ar (1.120) 
where K2 is a 3 x 3 positive definite matrix leads to the following control law: 
u = -[f(r)-f (rd)} - KtAr - K2Ar (1.121) 
The asymptotic stability of this control law is demonstrated in Ref. [46]. A similar 
control law, but adaptive to slowly varying spacecraft masses is presented in Ref. [11]. 
1.6.4 Hybrid Feedback Control Law 
The hybrid feedback law [46] uses desired states defined as a set of orbit element differ-
ences with a reference orbit, while the tracking errors are Cartesian relative coordinates 
errors. The main advantage of that method is that the controller uses inputs that are 
easily measured (relative position and velocity in LVLH frame) while the reference is 
defined as orbit elements, which is more conveniently expressed than rapidly evolving 
Cartesian coordinates. 
r i T 
In Hill coordinates (X = x y z and V = X), the linearized equations for rela-
tive elliptical orbits are [32]: 
X = V (1.122) 
V = AxX + A2V + u (1.123) 
1.6. RELATIVE ORBIT CONTROL METHODS 39 
where: 
Ax = 
A, = 
y + °2 
-9 
0 
0 29 
-29 0 
0 0 
9 
0 
0 
0 
0 
/v>0 _J 
(1.124) 
(1.125) 
(1.126) 
and 9 is the argument of latitude. The argument of latitude acceleration is given by: 
9 = - 2 4 (gi sin9 - q2 cos 9) (1.127) 
where gi = ecosu; and q2 = esino;. 
The relative orbit tracking errors A X and AV are computed with respect to a desired 
position Xd and velocity V d in the LVLH frame: 
AX = X-Xd 
AV = V-Vd 
(1.128) 
(1.129) 
where the desired states are obtained through a linear mapping between Hill coordi-
nates and the set of orbit elements e = 
Xd 
Vd 
a 9 i qi q2 fl \ '• 
= A(e)5ed (1.130) 
where Sed is the vector of orbit element differences between the desired orbit and the 
orbit elements corresponding to the origin of the LVLH frame. Let the control law be: 
u = Vd - AXX - A2V - KAX - PAV 
If the reference trajectory can be maintained without any control: 
(1.131) 
Vd = A1Xd + A2Va (1.132) 
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then the control law can be written as: 
u = -[A1+K,A2 + P] 
X 
V 
- A (e) 8ed (1.133) 
It is demonstrated in Ref. [46] that this control law is asymptotically stabilizing. 
1.6.5 Impulsive Feedback Control Law 
The previous control methods use continuous thrust to maintain the formation. The 
Impulsive Feedback Controller (IFC) uses instead thrust impulses at specific moments 
of the orbit to maintain or reconfigure a formation [46,43]. This controller was designed 
in order to perform any small orbit element correction 
iT 
Ae = Aa Ae Ai AQ Au AM 
within one orbit with only three impulses. More specifically, it was suggested as a way 
to perform corrections on one orbit element while minimizing the impact on the other 
orbit elements. Given the initial set of orbit elements: 
r 
a e i £1 u> M \ 
the IFC thus proposes a way to reach the desired set of orbit elements ed — e + Ae with 
three impulses. 
From looking at GVEs (Eq. 1.89 and Eq. 1.94), it is clear that both inclination error 
and ascending node error can be corrected with only one out-of-plane impulse. The 
required out-of-plane velocity impulse AV^ for inclination and ascending node correc-
tions is: 
rcos# 
Ai = h -AVh 
. _ r sin 9 .
 T _ 
Aft = , . .AVh 
(1.134) 
(1.135) hsini 
If both Ai and AQ are to be performed, it can be shown that the optimal way to perform 
both corrections is through a single impulse at the critical latitude angle 9C given by: 
AO sin i 9r = axctan Ai (1.136) 
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The corresponding velocity impulse thus becomes: 
h 
AVh = - V A i 2 + Afi2sini2 (1.137) 
The velocity impulse of equation 1.137 only impacts i, 0 and u. Substituting equation 
1.137 in equation 1.93, the corresponding change AuiVh in oo is given by: 
Aw vh cos i AQ (1.138) 
This change in u will be accounted for in the computation of the corresponding velocity 
impulse. 
The four other orbit elements changes (Aa, Ae, Au and AM) can be performed with 
only two in-plane burns at perigee and at apogee. 
The argument of perigee and the mean anomaly are corrected as a pair with two radial 
impulses, one at perigee (AVrp) and one at apogee (AVrJ. Based on GVEs and including 
the impact of the ascending node correction (Eq. 1.138), the implied changes in u> and 
M by the two impulses are the following: 
(1.139) 
(1.140) 
AUJ = —j- (AVrp - AVra) - AVt cosi 
AM = ^-[(p-2rpe)AVrp-(p + 2rae)AVra] 
with r\ = y/1 — e2 and where rp is the radius at perigee, ra i the radius at apogee and p 
the semi-latus rectum. Solving for AVrp and AVra leads to: 
^(1 + e)2 AK = 
AKa = 
na 
"T 
na 
"T 
V 
(1 ~ 4 
V 
(Aio + Afi cos i) + AM 
( ACJ + A ^ cos i) + AM 
(1.141) 
(1.142) 
The last two elements, a and e are corrected through two tangential burns, one at 
perigee (AVtp) and one at apogee (AVtJ. The impact of those burns on a and e is re-
spectively: 
Aa - | (>-m. + 2-W. 
Ae = - [(p + rp + rpe) AVtp + (-p-ra + rae) AVta] 
(1.143) 
(1.144) 
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The preceding equations assume that Aa and Ae are small, so that a and e can be 
assumed to be constant between the two burns. Solving for AVtp and AVta yields: 
mr -==(¥ + &) ( U 4 5 > 
AV, = = ? ( * 2 - ^ - ) (1.146) 
To implement this algorithm, the orbit element errors have to be computed at an ar-
bitrary point on the orbit and kept constant as long as the required velocity impulses 
have not all been performed. Obviously, this will cause an inaccuracy in the magnitude 
of the impulses. This algorithm is thus to be used iteratively for a certain number of 
orbits before all six orbit elements are properly corrected. 
If only one or two orbit elements have to be corrected, this algorithm provides essen-
tially optimal results. However, if all six orbit elements have to be corrected, this algo-
rithm provides a near-optimal solution with a fuel cost of only a few percent over the 
optimal multi-impulse solution [46]. This method can be used for formation reconfigu-
ration. However, this method would not be suitable for formation maintenance where 
formation accuracy is required because the response time is in the order of one orbit 
period. 
In Ref. [1], an impulsive feedback control law is developed for an orbit of small eccen-
tricity, but allowing only tangential and out-of-plane thrust impulses. In Ref. [30], the 
optimal impulsive maneuver for in-plane unperturbed circular formation is computed. 
In Ref. [29], the effect of Ji is also taken into account for in-plane reconfiguration of for-
mations orbiting on a circular orbit. 
1.6.6 Numerical Methods 
Numerical methods have also been proposed for formation flying control. Numerical 
methods require on-line numerical optimization, typically to evaluate the future states 
of the spacecraft, as opposed to the previously presented analytical methods, that use 
analytical solutions to provide control commands. 
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In Ref. [6], a model predictive controller is proposed. This controller uses GVEs and 
mean orbit elements to model the J2 perturbed dynamics. In Ref. [34], Mishne pro-
poses an impulsive velocity corrections algorithm, but takes into account the effect of 
drag and oblateness of the Earth. The solution procedure requires on-line numerical 
integration for propagation of the states. 
Finally, the use of highly-powerful numerical optimization algorithms, such as genetic 
algorithms [2] has also been studied. This type of algorithm computes the optimal ve-
locity impulses required for a given maneuver. However, the high computational load 
of this kind of method and the risk of not converging to a feasible solution preclude an 
on-board implementation. 
1.6.7 Summary 
Linear, non-linear, analytical, numerical, impulsive and continuous methods have been 
applied to formation flying control. The choice of the control method is highly depen-
dent of the mission design. Traditional linear continuous controllers are well-suited for 
close formations on circular orbits. Non-linear control laws, based on Cartesian coor-
dinates or orbit elements can cope with high-eccentricity reference orbits. These are 
continuous feedback laws that require thrusters that can fire in a continuous and vari-
able fashion. Impulsive feedback control laws provide more fuel-optimal responses. 
However, the corrections can take several orbits before they are completed. Numerical 
methods allow more flexibility. They can be time-optimized, fuel-optimized and can 
provide multi-impulse firing schemes. However, on-board implementation of those 
methods is precluded by the (most of the time) heavy required computational load. 
For on-board applications, analytical methods are obviously better suited. However, 
none of the analytical methods presented here can guarantee the optimality of the ma-
neuver and a reasonable response time. Moreover, the performance of these controllers 
relies heavily on a careful tuning of the controller gains, which is a very cumbersome 
task. 
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1.7 Project Objectives 
The research project is thus oriented toward the development of autonomous guidance 
and control algorithms for formation flying spacecraft. From the literature review pre-
sented earlier, three main challenges conspicuously remain in order to obtain a fully 
autonomous guidance and control loop. These three challenges are: 
1. The development of a simple analytical model of relative motion for perturbed el-
liptical orbits. Several models have been developed for circular or near-circular 
orbits. However, an accurate and simple model of relative motion that encom-
passes the effects of the J2 perturbation for highly elliptical reference orbits is yet 
to be developed. 
2. The development of an autonomous guidance algorithm that performs real-time 
trade-offs between conflicting requirements. Formation flying spacecraft mainly 
face four different types of requirements: formation accuracy, individual fuel con-
sumption, balancing of the fuel consumption among the spacecraft and collision 
avoidance. Obviously all these requirements are contradictory. Typically, the 
trade-offs between these requirements is performed on the ground by the mis-
sion operators. However, in an autonomous scenario, the trade-off has to be per-
formed by the spacecraft based on its situational awareness. 
3. The development of an optimal or near-optimal analytical feedback control algo-
rithm. The relative motion control algorithms previously available in the liter-
ature and suitable for on-board autonomy cannot guarantee the fuel-optimality 
of the maneuvers and rely on an onerous gain fine-tuning process. In a context 
where the total amount of fuel on-board is the main driver of the total forma-
tion operational life-time, it becomes obvious that a control algorithm that can 
perform the same maneuvers with a smaller amount of fuel is desired. 
The main objective of this research project is therefore to identify and implement solu-
tions for these three aspects of formation flying guidance and control, solutions which 
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are to remain suitable for on-board applications and minimize the dependency on 
ground support. Ultimately, this should lead to a fully autonomous guidance and con-
trol loop. 
1.8 Thesis Outline 
The objectives of the project are achieved firstly by developing tools that can be used 
by an autonomous guidance system: an analytical model of relative motion about per-
turbed elliptical orbits (Chapter 2) and the Fuel-Equivalent Space theory (Chapter 3). 
Chapter 2 describes a new analytical model of relative motion for elliptical reference 
orbits while taking into account the secular drift caused by the Ji perturbation. Chap-
ter 3 then describes a mathematical tool, the Fuel-Equivalent Space, in which similar 
displacements on any axis lead to a similar fuel cost. This approach greatly simpli-
fies the fuel minimization problem by mapping it into a simpler geometric distance 
minimization problem. 
In turn, a neighbouring optimal feedback control law is developed to perform the ma-
neuver planned by the guidance algorithms in the most fuel-efficient way (Chapter 4). 
This feedback controller is in a semi-analytic form and guarantees near-optimal ma-
neuvering for any spacecraft in the vicinity of the reference trajectory for which the 
controller is synthesized. 
Finally, Chapter 5 shows that these three developments can be tied in together to form 
a completely autonomous guidance and control loop. Through the relative value of 
only three scalar gains, the user can perform trade-offs between formation accuracy, 
fuel minimization and balancing of the fuel spending among the members of the for-
mation. The guidance and control system consequently autonomously selects the best 
location for each spacecraft in the formation, plans the maneuver for every spacecraft 
and executes it in the most fuel-efficient way. 
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PARTI 
Autonomous Formation Flying 
Guidance Tools 

CHAPTER 2 
Linearized Dynamics of Formation Flying 
Spacecraft on a /-Perturbed Elliptical Orbit 
J. Hamel and J. de Lafontaine, Proceedings of the AAS/AIAA Astrodynamics Specialist 
Conference, Mackinac Island, Michigan, 19-24 August 2007, Paper No. AAS-07-301 
[19]. 
J. Hamel and J. de Lafontaine, AIAA Journal of Guidance, Control, and Dynamics, Vol. 
30, No. 6, November-December 2007 [20]. 
Abstract 
A linearized set of equations of relative motion about a J2-perturbed elliptical reference 
orbit is developed. This model uses analytical relations that are well suited for on-
board applications. The inclusion of the J2 perturbation in a simple analytical model 
can lead to formation flying guidance and control algorithms that make use of the 
natural J2-induced relative motion to perform maneuvers instead of constantly com-
pensating for this perturbation. The model uses the linearized differential drift rate of 
mean orbit elements to predict the impact of the J2 perturbation on relative osculating 
spacecraft motion. It analytically provides the relative motion in Hill coordinates at 
any given true anomaly using only the initial osculating relative orbit elements and the 
initial orbit elements of the reference trajectory. A linear time-varying state-space form 
of the model is also presented. Simulation results show that relative motion prediction 
remains accurate over several orbits. 
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2.1 Introduction 
Formation flying of spacecraft has been identified a key technology for the 21st century. 
There is a trend toward replacing large expensive spacecraft by a group of smaller and 
cheaper spacecraft. Two of the main advantages of formation flying are reconfigura-
bility and an increased robustness to system failures. The main drawback of formation 
flying spacecraft is an increased complexity of the complete system of spacecraft. This 
is particularly true for the guidance, navigation and control system, whose complexity 
grows rapidly with the number of spacecraft in the formation. 
There is however, at the same time, an increasing need for autonomy to decrease the 
cost of ground support. Ground support operations are a non-negligible part of the cost 
of a mission, especially for small and low-cost scientific exploration missions. There-
fore, the guidance and control system needs to perform autonomous decisions and 
trade-offs in real-time to decrease the tasks that need to be performed by the ground 
segment and make formation flying affordable. Moreover, to increase the robustness to 
single spacecraft failure, the guidance and control of the formation needs to be decen-
tralized. This is especially challenging when the number of spacecraft in the formation 
becomes large. 
Such guidance and control systems require accurate but simple models of reality in 
their algorithms. Models have to be accurate enough to prevent unnecessary fuel ex-
penditure and simple enough to allow on-board implementation. If perturbation mod-
els are included in the on-board model of reality, natural motion induced by the per-
turbations can be used to support maneuvers. If these perturbations are not included, 
the guidance and control system will most likely compensate for these perturbations, 
therefore leading to an unnecessary fuel expenditure. 
The most widely used relative orbital motion model is the Clohessy-Wiltshire-Hill 
model [54, 40]. This model provides a time-explicit closed-form analytical solution 
to relative motion problem for circular unperturbed orbits. Lovell and Tragesser [30] 
reparametrized this model and demonstrated that the in-plane and out-of-plane, non-
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drifting, relative motion about a circular unperturbed orbit always follows an ellipse 
centered on the reference orbit, hence the name "football orbit". 
However, assuming a circular reference orbit yields considerable errors when the ec-
centricity of the reference orbit grows [25]. Several models have therefore been pro-
posed to model relative motion about unperturbed elliptical orbits [42, 7, 25, 58]. In a 
recent publication, Lane and Axelrad [27] develop a time-explicit closed-form solution 
and study the relative motion for bounded relative elliptical orbits. Melton [32] also 
proposed an alternative solution for small-eccentricity orbits. 
Some models also take into account orbit perturbations. The most important pertur-
bation encountered for the relative motion problem, and also the most studied, is the 
perturbation caused by the oblateness of the Earth, referred to as the Ji perturbation. 
Schweighart and Sedwick [48, 49] modified the classic Clohessy-Wiltshire-Hill model 
to include the orbit-averaged impact of the J2 perturbation on a circular reference orbit. 
The most challenging problem is to consider an elliptical and perturbed reference or-
bit. The most accurate way to model this problem is of course with numerical models 
[26,4]. In this case, solutions to the relative motion problem are obtained through nu-
merical integration of the dynamics equations. However, numerical methods are not 
well suited for autonomous on-board applications because they typically require a lot 
of computing effort. Few publications actually provide an analytical solution to the rel-
ative motion around elliptical reference orbits taking into account the J-i perturbation. 
Gim and Alfriend [13] solve the problem by proposing a state transition matrix that 
provides a time explicit solution for the relative motion about a ^-perturbed elliptical 
orbit. This model provides an accurate solution to the problem. However, even though 
the model is fully analytical, the elements of the state transition matrices remain quite 
complex, the states of the reference trajectory still need to be numerically computed and 
matrix products and inversions remain. On the other hand, Schaub studies the relative 
motion about elliptical reference orbits under J2 perturbation with very simple expres-
sions using classical orbit elements [42]. However, this analysis is only performed in 
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the mean orbit element space. This model cannot be written readily into a state transi-
tion matrix form as the mapping between instantaneous, or osculating, orbit elements 
remains to be done. 
The purpose of this paper is therefore to develop an analytical state transition matrix 
that accurately models relative motion about elliptical reference orbits under J2 pertur-
bation, while using simpler expressions and without the need to numerically propagate 
the states of the reference trajectory. It builds upon the approach of Schaub [42], but 
bridges the gap between osculating relative motion and relative mean orbit element 
drift. Desired formation relative dynamics will be described in terms of osculating, or 
"actual", relative dynamics, which is why it is relevant to describe the relative motion 
in terms of osculating elements instead of mean elements. This simplified model is ori-
ented toward an on-board implementation for mission scenarios where computational 
power is limited, such as low-cost scientific missions. 
The proposed model uses a geometric approach, similar to the work of Gim-Alfriend 
[13] but with certain simplifying assumptions. The model neglects variations in the 
short-periodic relative motion induced by the J<i perturbation between the deputy and 
the chief, but includes a osculating to mean orbit elements mapping. In other words, it 
"adds" the relative mean orbit element drift to the natural osculating elements Keple-
rian dynamics, neglecting the impact of short-period variations on the relative motion. 
This simplification is made at the cost of a prediction error as large as the short-periodic 
terms variations between the deputy and the chief. For two spacecraft orbiting very 
close from one another, this error will remain small as the short-period oscillations 
caused by the J^ perturbation will be the same for both spacecraft. However, in all 
cases, this error will remain bounded even for long-term prediction. The main advan-
tage of this approach is that the states of the reference trajectory at the true anomaly 
where the relative dynamics need to be known are not required. All the elements of the 
state transition matrix are computed from the initial position of the reference trajectory 
and the true anomaly for which the relative motion needs to be predicted. Models that 
take into account short-period variations [13] will need the states of the reference at the 
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final time to do an accurate mapping between the mean elements and the osculating 
elements at this location. 
The model presented here makes use of the classical orbit elements, singular if the ref-
erence orbit is circular. The main reason is when the J-i perturbation is modeled, the 
use of classical elements radically simplifies the expressions as only 3 of the 6 orbit ele-
ments experience secular drift. Obviously, the main drawback of the classical elements 
is that the model cannot be used for circular reference orbits. However, for missions 
with large eccentricity orbits, such as ESA's currently planned Proba-3 mission, this 
model can be used without any fear of going through a singularity. 
This paper is organized as follows. Section 2.2 presents a linear mapping between 
orbit elements and coordinates in the curvilinear Hill frame. Section 2.3 presents how 
the relative drift between the chief and the deputy can be modelled through the use of 
mean orbit elements. Section 2.4 shows how the flight time can be estimated for a given 
true anomaly if the Ji perturbation is considered. Then, section 2.5 combines those 
three results to yield a completely linearized set of equations describing the relative 
motion of spacecraft on a J2-perturbed elliptical orbit. Section 2.6 translates the model 
into a linear time-varying state-space model convenient for the design of control laws. 
Finally, section 2.7 presents simulation results and compares the accuracy of the model 
with the exact non-linear model and the elliptical unperturbed model. 
2.2 Linearized Mapping Between Hill Frame Coordinates 
and Orbit Elements 
The linear mapping between the relative orbit elements and the coordinates in a local-
vertical local-horizontal Hill frame is realized by differentiating the position of a space-
craft with a given set of orbit elements in an inertial frame and then by rotating this 
result in the Hill frame. This mapping has been already presented by Schaub [46,42], 
and is reproduced here using an alternative development, to serve as the starting point 
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for the extension proposed here. A similar result, but with non-singular elements has 
also been obtained by Gim and Alfriend [13]. 
Let e = a e i fl u> M be the orbit element vector of a spacecraft, where a 
is the orbit semimajor axis, e the orbit eccentricity, i the orbit inclination, Q the right 
ascension of the ascending node, u the argument of perigee and M the mean anomaly. 
The Cartesian coordinates rx of the spacecraft in an Earth-centered inertial frame J can 
easily be obtained from e: 
(cos Q cos ui — sin Q sin u> cos i) cos v — (cos fi sin u) + sin O cos u> cos i) sin v 
(sin f2 cos u + cos Q, sin u cos i) cos v + (— sin Q sin a; + cos Q cos a; cos i) sin i/ 
sin u> sin i cos zv + cos u> sin i sin v 
(21) 
where ^ is the true anomaly and r is the orbit radius: 
a ( l - e 2 ) 
1 + e cos i/ 
Even though v is not explicitly part of e, it can be obtained iteratively from the mean 
anomaly and the orbit eccentricity through the well-known relations: 
(2.2) 
tan 
M = E-esinE 
v 1 + e E 
tan — 1 - e 2 
(2.3) 
(2.4) 
The impact on the inertial position of a small difference in orbit elements 8e = [8a, 8e,8i, 
S£l,8u, 8M]T can be estimated with a first-order approximation: 
.
 T dr1. Sr2-. _ 5 r J . drx.. dr1. A r
 = ~!T5r + -SFT^ + -a-5u} + " a ^ ^ + ^T5v or oil OUJ oi ov 
using [46]: 
5r 
<Ji/ = 
r . ae sin i / . ,
 r . 
-da H oM — a cos uoe 
a r\ 
(1 + ecosi/)" sinz/ 5M H 5- (2 + e cos e) <5e 
(2.5) 
(2.6) 
(2.7) 
77° 77 ' 
where 77 = V'l — e2 leads to A r 1 fully expressed as a function of e and 5e. The posi-
tion increment can finally be expressed in a common Local-Vertical Local-Horizontal 
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(LVLH) Hill frame H = {x, y, z}, where a; is a unit vector pointing in the direction of 
the spacecraft position r (Earth-centered position), z is a unit vector normal to the or-
bital plane pointing in the direction of the orbit angular momentum, and y completes 
the right-hand frame. To do so, the relative position of the spacecraft in the inertial 
frame is multiplied by the rotation matrix CUT from J to TC: 
where: 
ArH 
x 
y 
z 
= CmArx (2.8) 
cos(t<) cos(fi) — sin(^) sin(fi) cos(i) cos(u) sin(Q) + sin(i/) cos(fi) cos(i) sin(^) sin(i) 
Cux = — sin(f) cos(Q) — cos(v) sin(fi) cos(i) — sin(z/) sin(fi) + cos(i/) cos(fi) cos(i) cos(z/) sin(i) 
sin(O) sin(i) — cos(fi) sin(«) cos(z) 
(2.9) 
The final result is therefore the position of a deputy spacecraft in the Hill frame centered 
on a chief spacecraft as a function of the chief orbit elements e and the orbit element 
difference Se between the deputy and the chief: 
x(i>) = -da — a cos v8e-\ 6M 
a rj 
(2.10) 
, . r sinv (2 + ecos v). .„_ . r (1 + ecosf)2 . , , ,„««>> y(v) = K—^ -8e + r cos i8Q + rSu + — -8M (2.11) 
r\" rf 
z{y) — r sm(u + u>) Si — rsinicos(z^+ u;)(5fi (2.12) 
2.3 Orbit Element Drift on a ,7-Perturbed Elliptical Or-
bit 
If both orbits are Keplerian, setting 8a — 0 ensures both spacecraft have the same orbital 
period. This leads to a constant and non-drifting 8e. The prediction of relative motion 
can therefore be realized by sweeping v from 0 to 2n in Eq. 2.10 to 2.12 to get the 
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relative motion for a complete orbit. However, if perturbations are encountered, Se 
will not remain constant. The orbit element differences will evolve with v. If only the 
Ji perturbation is considered, orbit elements will experience short-period oscillations 
and secular drift. 
A common way to predict the effect of the J2 perturbation on spacecraft motion is to use 
mean orbit element propagation. Mean orbit elements are orbit elements from which 
short-period oscillations have been removed. They only show secular drift which can 
be easily expressed analytically. 
Lete = a e i Q u M be the vector of mean orbit elements of the chief. It has 
been shown [8] that only fi, u and M will have non-zero secular drift rate caused by J2\ 
a = 0 (2.13) 
e = 0 (2.14) 
t - 0 (2.15) 
f2 = — -J2n ( —r 1 cosi (2.16) 
2
 \P J 
u> = \j*n(^) ( 5 c o s 2 i - l ) (2.17) 
^ 3 / i ? \ 2 
M = n + -J2nl-4) fj ( 3 c o s 2 z - l ) (2.18) 
where n and f\ are respectively the mean motion and 77 computed with mean eccentric-
ity, Re is Earth's equatorial radius and p = aff is the semilatus rectum based on mean 
orbit elements. A first-order mapping between actual elements (commonly referred to 
as "osculating") and mean elements is provided by Schaub [46]. 
It is the difference in drift rates that is most relevant for formation flying as it has a 
long-term impact on the spacecraft relative motion. The impact of Se on those drift 
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rates differences can be approximated by differentiating the previous equations: 
<9Q dCl dtt -SQ = ^-5a+—5e + ^5i (2.19 da de di 
dto du) did -5OJ = ^5a+^Se + ^5i (2.20) da de di 
5M = — 5 a + — J e + — ^ z (2.21 
da de di 
with the partial derivatives given by: 
9& 21 ^ . „ _ 
-^r = — Ccosi (2.22) da a 
d<tl 2 4 e _ -, .„„. 
i j r = ^rCcosi (2.23) 
de r\l 
dfl 
^ = GCsini (2.24) 
di 
| - -1^(500^-1) (2.25) 
cfa_ _ Vie 
de f\ 
^ = -15Csin(2z) (2.27) 
dM -3ra 77 
2 C ( 5 c o s 2 i - l ) (2.26) 
da 2a 4a C (63 cos (2i) - 21) (2.28) 
^ £ = ^ ! ( 7 ( 3 c o s 2 i - l ) (2.29) 
de r\ v y 
<9M 
<% 
where: 
9?yCsm(2i) (2.30) 
C = ^ ( " I ) 
If the impact of relative short-period oscillations is neglected, it can be assumed that 
the evolution of the osculating orbit element differences will only be caused by the 
relative secular drift of mean orbit elements. Hence, the mean orbit element drift rate 
difference is a way to estimate the orbit element differences of the drifting elements £1, 
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u> and M: 
Sa(r) 
Se(r) 
Si(r) 
SQ(r) 
5LO{T) 
5M(T) 
= Sa0 
= Se0 
= Si0 
= 8£l0 + Stir 
= 5U)Q + SCOT 
= SM0 + SMr 
(2.32) 
(2.33) 
(2.34) 
(2.35) 
(2.36) 
(2.37) 
where Sao, Seo, SZQ, Sfl0/ SUQ and SM0 are the initial osculating orbit element differences 
(at time to) arid r is the elapsed flight time since t0. 
2.4 Estimation of the Flight Time 
The evolution of the relative orbit elements is known as a function of the elapsed flight 
time. However, the proposed model needs to use only v as independent variable. 
Therefore, the flight time r needs to be estimated as a function of the true anomaly 
v. 
The flight time can be estimated assuming that the evolution of mean anomaly with 
time is known. In an unperturbed environment, the mean anomaly rate is constant 
and equal to the mean motion n. However, in a J2-perturbed environment, the mean 
anomaly rate is not equal to the mean motion. Neglecting the effect of short-period 
and long-period oscillations (thus only assuming secular drift) leads to Eq. 2.18. This 
assumption will leave short-period errors in the estimation of flight time, but will not 
cause any long term drifting error for a J2-perturbed orbit. 
The relationship between eccentric anomaly E and mean anomaly M is the well-known 
Kepler equation: 
M = E-esinE (2.38) 
2.5. LINEARIZED EQUATIONS OF MOTION 59 
where the eccentric anomaly can be expressed as a function of v. 
E — 2 arctan 
1 - e 
tan 1 + e (3) (2.39) 
Equations 2.38 and 2.39 can be used straightforwardly to get the estimated mean a-
nomaly M{y) for a given true anomaly v. The elapsed time r is obtained assuming a 
constant mean anomaly rate since t0: 
27TAU + M{v) - M0 
M 
where Norb is the number of orbits that the spacecraft has performed, if the model is to 
be used to perform long-term prediction over several orbits. This estimated flight time, 
combined with the estimated relative drift rate of orbit elements, allows the estimation 
of relative osculating elements as a function of the true anomaly. 
The relevance of considering the J2 perturbation in the evaluation of flight time can 
easily be demonstrated. Figure 2.1 shows the flight time estimation error if a0 = 
Re + 1000km, e0 = 0.1, IQ = ir/A, and n0 = CUQ = MQ — 0 for a spacecraft evolving 
in a J2-perturbed environment. The flight time estimation error is shown for 10 or-
bits. No secular error can be observed when considering the secular drift caused by J2 
on the mean anomaly rate. However if one assumes M = n, the error reaches 100 s 
(nearly 1.5% of the orbital period) after 10 orbits and keeps growing. The short-period 
oscillations found in both cases are due to the neglected short-period J2 perturbations. 
2.5 Linearized Equations of Motion 
The results of the previous sections can be combined to predict drifting spacecraft rel-
ative motion. Substituting 5a, Se, Si, 5£l, Su> and 5M for 8a(T), 8e(r), Si(r), 5Q(r), 8UJ(T) 
and 5M(T) and substituting e for e 0+h 0r into Eq. 2.10 to 2.12 leads to a set of equations 
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that takes into account the differential drift caused by J2: 
f \ r i.p) c- aoeo sin i/ / . .
 r r ,- , \ <. 
x[y) = —^^-dao H ( dMQ + oMr 1 — aocoszA)e0 a0 % 
%2 0 
(2.41) 
, . r (i/) sinv (2 + e0cos v). . . . /_,_ . - , . . . . r i . 
2/(^j = deo + r (vjcosio I dilQ + di IT)+r(v)(duo +OUT) 
r (v) (1 + eocosz/) 
?7o 
(<JM0 + (JMr) (2.42) 
z(y) = r [v) sm(v + u>0 + 0JT)8i0 — r (u) sin i0 cos(u + ui0 + COT) (5fi0 + SflT J (2.43) 
where e0 = 
ence orbit and g0 = 
rates. 
a0 e0 %Q ^o ^o MQ are the osculating orbit elements of the refer-
0 0 0 Q u M are the corresponding mean element drift 
Even though Eq. 2.41 to 2.43 may appear to be simplistic statements at first, they in fact 
represent the crux of the advantage of the main assumption upon which this model is 
built. The 8Q0, Suo0 and 8M0 terms are osculating relative orbit elements, while 5ti, 5u 
and 8M are mean relative orbit element drift rates. This assumes that relative motion 
between osculating elements only shows secular drift and no short-period oscillations. 
This will of course lead to an inevitable bounded prediction error in the model, but 
all the terms of Eq. 2.41 to 2.43 can be expressed only from osculating relative orbit 
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elements and initial osculating orbit elements of the reference trajectory, thus avoiding 
the need to numerically propagate the states of the chief. 
For this to be realized, 5Q, 5£b and 5M, currently function of 5a, 5e and Si, need to be 
expressed as a linear function of the osculating element differences. This can be done 
by studying the mapping function e = £e between the mean and osculating elements. 
The matrix d£/de is approximately an identity matrix with off-diagonal of order of J2 
or smaller [46]. It is thus reasonable to assume that a small increment of an osculating 
orbit element will cause the same change of the corresponding mean element. However 
it has been noted that this assumption is not valid for a, for which the off-diagonal 
terms are non-negligible. Therefore, 8a has to be approximated with a linearization of 
the function a = £ae. Schaub [46] provides a first-order mapping between osculating 
and mean elements that can be used to approximate 5a: 
a = U = a-a— — 2 \ a ( 3 c o s
2
z - l ) ( ^ Q 3 - l ) + 3 ( l - c o s 2 z ) ( ^ ) 3 c o s ( 2 ^ + 2^) 
(2.44] 
This function can be linearized about the orbit e: 
ft _«k f a + ^ + « k * + £&,+ £.&, (2.45) 
oa oe oi oco ov 
with 5u given by Eq. 2.7. The analytical expressions of the partial derivatives in Eq. 
2.45 are developed in Appendix 2.9. 
The relative velocity can be obtained straightforwardly by differentiating Eq. 2.41 to 
2.43 with respect to time and taking f = 1. For that purpose, only r, v, Vt, UJ, M and r 
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are considered to be functions of time: 
xiv) = —5a0 + - ^ (8M0 + SMr) + - ^ SM + a0u sin u5e0 (2.46) 
a0 % \ i Vo 
v(u) = ~ [^  sin i/(2 + eocos^) +rz>(2 + e0cosz/)cosf — re0z> sin21/] 
+ r cos i0 (Sflo + SClr J + r cos ZQ<^ + r (8co0 + SLOT) 
+r5co + -=• f (1 + e0cosvf (SMQ + 8 Mr) 
-2re0z> sin v (1 + e0 cos z/) (dM0 + <JMr) + r (1 + e0 cos z/)2 5M 
i(z/) = r sm (u + co0 + u>r) 5i0 — r cos (u + LO0 + OJT) (u + u)) 8i0 
—r cos (i/ + UQ + LOT) sin i0 (5Q,0 + Stir J 
+ r sin (z/ + LOQ + LOT) (Z> + to) sin i0 (5O0 + SQT J 
—r cos (u + UQ+ LOT) sin z0<%7 
(2.47) 
(2.48) 
where: 
. a0e0 sin v ^ 
V 
. . . (1 + e0cosz/) -
(2.49) 
(2.50) 
Collecting Eq. 2.41 to 2.48 and substituting 50,, Set), SM, 5a, 5e and Si by their equivalent 
function of the initial reference orbit e0 and initial offset 5e0 leads to a very convenient 
way of expressing the model: 
SX(u) = §(e0,v)5e0 (2.51) 
where 5X = x y z x y z The elements of $ are given in Appendix 2.10. 
Given an initial reference orbit e0, the relative dynamics of a spacecraft with a small 
orbit element offset SeQ can be predicted through analytical equations for any point of 
the orbit v considering a J2-perturbed orbit. 
In summary the steps required to predict the relative motion are: 
1. Define the initial reference orbit state vector e0 and the the true anomaly v for 
which the formation is needed. 
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2. Translate e0 into the mean orbit element space [46]: eo = £e0. 
3. Compute the mean reference orbit element drift with Eq. 2.13 to 2.18 from e0. 
4. Compute the mean orbit element drift rate partial derivatives at e0 (Eq. 2.22 to 
2.30) 
5. Compute the £a partial derivatives at e0 with the results of Appendix 2.9. 
6. Estimate the flight time r at v from Eq. 2.38 to 2.40. 
7. Compute the elements of the matrix $ (e0, v) found in Appendix 2.10. 
The relative Hill coordinates 5X(u) for any initial relative position Se0 can then be 
obtained through SX = $ (eo, v) Se0. Assuming $ is non-singular, the model can also 
be numerically inverted to provide the initial required orbit element differences given 
a desired configuration at a specific point v of the orbit: 
5e0 = [$(e0,v)]-15X(v) (2.52) 
This result is useful in the sense that it provides the current Se0 required to reach with-
out any further control effort a desired formation 8X at a point u, considering all space-
craft are under the influence of the J2 perturbation. The difference between the result 
of Eq. 2.52 and the actual orbit element differences represent the maneuver that is to 
be performed to achieve the formation 5X at the desired true anomaly but following 
natural motion. 
The matrix $ will become singular as eccentricity e tends toward 0 because a w o r a 
M offset cannot be differentiated for a perfectly circular orbit. Furthermore, when e is 
close to 0, u> can move very quickly around the orbit, which means that large 8u, far 
beyond the validity limit of the linearized model, can be encountered. The model also 
fails if i = 0 because Q cannot be defined. 
For circular orbits, the J2 linearized model of Schweighart and Sedwick [48,49] is better 
suited to predict relative motion. For the zero inclination case, an unperturbed model 
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would prove to be sufficiently accurate because equatorial orbits are weakly affected by 
the J2 perturbation, which can approximately be modelled by an equivalent increased 
gravity in this case. This model would need to use a different set of elements, such as 
the equinoctial elements, because fi cannot be defined for an equatorial orbit. 
2.6 State-space Model 
The results of Section 2.5 can also be expressed in time-varying linear state-space dy-
namic model of the form: 
8e = A (ec) 8e + B (ec) u (2.53) 
where ec 
i T 
ac ec ic Qc toc Mc is the orbit element vector of the reference, or 
the chief (that can be any element of the formation or simply a virtual point in space), 
and Se the orbit element offset with respect to the reference. The control vector u is 
composed of the radial control acceleration ur, the tangential control acceleration UQ 
and out-of-plane control acceleration Uh, such that: 
u = 
ur 
(2.54) 
Assuming the chief follows a J2-perturbed uncontrolled motion, the matrix A depicts 
the relative drift of the orbit element caused by the natural J2 perturbation while the B 
matrix links the deputy control accelerations to its relative orbit element dynamics. 
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Since only Q, u and M will experience relative drift, the matrix A is filled by expanding 
Eq. 2.19 to 2.21: 
A = 
0 0 0 
dQdta 
da da 
da da 
dM d£g 
da, da 
0 
dh d£a I dtl , dh d£a sin vc 
da, de "*" de ""' da dv r% 
d&i d£,a | 9u> 1 du> 9£a sin vc 
da de " r 9e " r Sa Si/ ??2 
dM d£a | 9 M | 9Af9£ a sini/c 
9a de de da dv rfc 
0 
9a 9i 9i 
9a 9i 9i 
dJldia _|_ 9M 
9a 9« 9i 
0 
0 
0 
0 
0 0 
0 0 
0 
0 
0 
9f2 9£ a 9H 9£ a ( l + e e c o s i / e ) 2 
9a 9u) 
9 M 9 £ a 
9a 9w 
dM d£a 
da dv r)f 
dMd£a ( l + e c c o s i / c ) 2 
9a dv rj% 
9J\? 9£a (1+ecCOSi/c)2 
9a 9a> 9a 9 f 
(2.55) 
The B matrix is made of the terms of the well-known Gauss Variational Equations 
(GVEs) [46]. The GVEs relate the impact of a perturbation or control acceleration on 
each of the orbit elements. Thus, the elements of the B matrix are: 
B = 
2a2.ecsmvc 
hc 
Vc sin vc 
hc 
0 
0 
Pc COS Uc 
ncGc 
bcpc cos v — 2rcec 
{Pc 
2a2cpc 
+ rc) cos rc + rcec 
hc 
0 
0 
{Pc + rc) sin vc 
nc&c 
- (pc + rc) sin vc 
0 
0 
rc cos (vc + UJC) 
hc 
rc sin (uc + OJC) 
hc sin ic 
rc sin (uc + LOC) cos ic 
hc sin ic 
0 
(2.56) 
where pc = ac(l — e2c) is the semilatus rectum of the chief's orbit, hc = ^/JJJp~c the ref-
erence orbit's angular momentum (with y, being Earth's gravitational parameter) and 
bc = acy/l — e2. the reference orbit's semiminor axis. This linear time-varying, or more 
accurately "chief orbit element-varying", state-space form will accurately model the 
secular relative drift caused by J-i on an eccentric orbit, but fails to model the relative 
short-period oscillations between the chief and the deputy caused by the J2 perturba-
tion. Nevertheless, this linear model could prove to be useful in the design of con-
trol systems that make use of linear time-varying state-space models, such as model-
predictive controllers or gain-scheduling controllers. 
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TABLE 2.1 Chief Initial Orbit Elements 
e0 
a0 l.lRe 
e0 0.05 
i0 TT/4 
ft0 0.1 
uj0 0.1 
M0 0.1 
2.7 Simulation Results 
The accuracy of the closed-form solution (Eq. 2.41 to 2.43 and Eq. 2.46 to 2.48) was 
evaluated with respect to the "true" relative dynamics, based on numerical integration 
of J2-perturbed dynamics. This accuracy is also compared with the accuracy of the 
elliptical linearized equations of unperturbed elliptical motion [27], referred to as the 
unperturbed elliptical motion model. The chief orbit elements e0 were set to a slightly 
elliptical 45 deg inclined low-Earth orbit, as described in Table 2.1. The deputy was 
given a small orbit element offset Se0 as shown in Table 2.2. Only 8a0 was set to 0. The 
reason is that in an unperturbed environment, this condition is sufficient to ensure non-
drifting relative motion. However, in a J2-perturbed environment, the non-drifting 
conditions are slightly different [44]. Therefore, those conditions lead to a secular rel-
ative drift that a set of equations that does not include the J2 perturbation will not be 
able to model. The resulting relative position in a J2-perturbed environment, obtained 
with numerical integration, is presented in Fig. 2.2, while Fig. 2.3 shows the resulting 
relative velocity. 
Figure 2.4 shows the relative position error between the predicted and the true curvilin-
ear Hill frame coordinates for both models (perturbed and unperturbed) for 10 orbital 
periods. As expected, the unperturbed elliptical motion model cannot predict the rel-
ative drift caused by the J2 perturbation and shows a growing relative error in x, y 
and z. On the other hand, the model developed here, that includes the J2 perturbation 
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TABLE 2.2 Deputy Initial Orbit Element Offset 
5e0 
Sao 0 
6e0 +0.0001 
Si0 +0.0001 
6£l0 -0.0001 
5UJO -0.0001 
5M0 +0.0001 
through relative mean orbit element differences, does not show any secularly growing 
error and models accurately the long-term effect of J2. The short-period variations of 
the position errors are mainly due to the neglected relative short-period motion be-
tween the chief and the deputy. This error is bounded within 1.5% of the maximum 
relative position at any point in time on all three axes. Therefore, only other pertur-
bations, such as other gravitational harmonics, solar radiation pressure or atmospheric 
drag would affect the long-term accuracy of the model. With the linearized elliptical 
model, the error grows by approximately 1% per orbit, reaching nearly 13% after 10 
orbits on the x, y and z axes. The same conclusions can be drawn for velocity (Fig. 2.3 
and 2.5). Only short-period perturbations affect the x, y and z errors. 
2.8 Conclusion 
A linearized analytical set of equations that provides the position and velocity of a 
deputy orbiting close to a chief on a J2-perturbed elliptical orbit has been developed. 
This model provides a simpler state transition matrix for relative motion by assuming 
that relative motion in osculating coordinates is only caused by relative mean orbit ele-
ment drift. The model uses the linearized drift rate difference of the mean orbit element 
difference to predict the relative secular drift caused by J2. It has proven to model accu-
rately the secular drift caused by J2, leaving only errors caused by short-period relative 
motion between the chief and the deputy. It has been shown that even though simplifi-
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In-Plane Relative Motion 
-500 
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Out-of-Plane Relative Motion 
-500 
V M 
Figure 2.2 In-plane and out-of-plane deputy relative motion in Hill frame for 10 orbits 
in a J2-perturbed environment. 
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Relative Velocity 
Number of orbits 
Figure 2.3 Relative velocity in Hill frame for 10 orbits in a J2-perturbed environment. 
cations have been made, only a bounded prediction error remains, even for long-term 
prediction. This error is bounded by the size of the relative motion induced by short-
periodic Ji perturbation terms. 
The model provides the position and velocity of a deputy orbiting near a chief space-
craft for any point of the orbit only from the relative orbit elements vector and the 
initial state vector of the chief. The model avoids the need to numerically propagate 
forward in time the states of the chief. The model can be numerically inverted to yield 
the current required orbit element differences to reach a desired formation (described 
as position and velocity in Hill coordinates) at a specific true anomaly. The consid-
eration of the J2 perturbation in the model allows the use of the model several orbits 
in advance, because virtually no secular drift error caused by J2 remains. Only errors 
caused by other perturbations, such as other gravitational field harmonics (J3, J4, etc.), 
solar radiation pressure or differential drag will affect the long-term modeling accu-
racy of the model. A linear time-varying state-space expression of the model has also 
been presented. 
This model would be particularly well-suited for on-board guidance and control appli-
cations as the analytical equations require no numerical iteration to predict the relative 
motion once the initial mean and osculating orbit elements of the chief are known. 
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Figure 2.4 Position modelling error for the linearized elliptical motion model and the 
linearized elliptical motion considering the J2 perturbation in a ^-perturbed environ-
ment. 
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Figure 2.5 Velocity modelling error for the linearized elliptical motion model and the 
linearized elliptical motion considering the J2 perturbation in a J2-perturbed environ-
ment. 
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The naturally induced secular relative motion by the Ji perturbation is included in the 
model and can therefore be used to perform maneuvers. Furthermore, once the analyt-
ically defined <E> matrix is known, the relative motion of any spacecraft of the formation 
can be obtained with only one matrix multiplication, $5e. The same matrix $ can be 
used for all the spacecraft of the formation, assuming the relative orbit elements are 
sufficiently small. The only information required is the relative orbit elements of the 
spacecraft in the formation. This approach would prove to be more and more efficient 
as the number of spacecraft of the formation becomes large. 
In order to simplify the terms of the state transition matrix, classical orbit elements are 
used. Thus, the model can only be applied to non-circular and inclined orbits. For 
circular or equatorial orbits, some of the classical orbit elements used in this model are 
not defined. For both cases, previously existing models can be used or an extension to 
nonsingular orbit elements could also be implemented. 
2.9 Appendix: Linearization of the Osculating to Mean 
Orbit Elements Mapping Function 
The function [46]: 
a = Ca = a - aj2 
where: 
(3cos2z-l)^(^)3-^+3(l-cos2z)(^)3cos(2o; + 2^ ) 
(2.57) 
*«-T(T)' (2-58) 
can be linearized about e to provide an approximation of the mean semimajor axis 
increment from the osculating orbit element difference 5e: 
S-a _
 9ASa + ®kSe + *& + 9ASw + ®k (d+l^lsM + ! ^ & , (2.59) 
oa oe oi oui av \ if ijz 
2.10. § MATRIX 73 
where VQ is the initial true anomaly of the chief. The partial derivatives are: 
da = I - 7 2 
(3cos2z-l)((^)3-l)+3(l-coS2i)(^)3cos(2.; + 2,)" 
072 ( 2 - 3 (sini)2) 3 ..2\ / 0 (1 + ecosi/)
2cosf (l + ecosz/) e 
7]° + 6 rf 
+9 
sin2i(l + ecosvf cos (2w + 2v) cos^ 
+18 
sin2i (1 + ecos^) cos(2w; + 2^)e 
rf 
( ^ ) 3 ( l - c o s ( 2 c + 2 ^ ) ) - l 
= -6072 (l - cos2 %) (-\ sin (2a; + 2z^ ) 
(1 + ecosi/)
 r / ^ , . „N 
= 072- g — [(—9cos « + 3) esinv 
- ^ = -3a7 2 sin (2 i) 
duo 
dta 
dv 
(9 — 9 cos2 i) cos (2a; + 2v) e sin v 
(6 — 6 cos2 %) (1 + e cos ^ ) sin (2a; + 2v)] 
3
^ 
(2.60) 
(2.61) 
(2.62) 
(2.63) 
(2.64) 
2.10 Appendix: $ Matrix 
This section presents the elements of a matrix $ defined as 
Sa0 x 
V 
z 
X 
y 
z 
He0,v) 
5e0 
Si0 
5£l0 
5co0 
5M0 
where e0 is the initial orbit element vector of the chief and v the true anomaly for which 
the formation is needed. The elements of <E> are obtained by collecting Eq. 2.41 to 2.43 
and 2.46 to 2.48 and by using the definition of mean orbit element drift of Eq. 2.16 to 
2.18, the partial derivatives of Eq. 2.22 to 2.30 and of Appendix 2.9 and the estimated 
flight time r of Eq. 2.40. 
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The elements of $ for the computation of x are: 
K
x — 
$11 = 
$12 
a0eo^cos^ 
Vo 
f ( aoeosinzA dM 
— + I «*r H -^z-
a0 \ Vo J da 
= KxT + 
$13 
$14 
$15 
= U iT + 
aoeosmz/ 
Vo 
aoeosmu 
Vo 
dMdta
 | dMd!;a sin v0 
da de da dv rfc 
da di di 
(2 + e0cose0) 
= 0 
KiT + 
a0e0smv\ dM d£a 
$16 = K&+ [ K±T + 
Vo J da doj 
a0e0 s i n v \ dM d£a (1 + e0 cos v0)2 
Vo da dv Vo 
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The elements of $ for the computation of y are: 
Kqi 
r ( l + eocos^) 2e0z>(l + eocosz^sinf 
Vo Vo 
$21 
$22 
KyT + 
Vo 
r ( l + e0cosz/)5 
Vo 
[rv cos ^  (2 + e0 cos v) — re0v sin2 i/ + r sin z/ (2 + e0 cos v)] 
/ • • • N 9CI ,.
 sdu (r cos iQT + r cos iQ) -— + (rr + r) — + da da 
1 
5a 
+ (r cos zor + r cos i0) 
9a; 9£a 9a) 9£a sin z/0 
9fi9^a 9ft9£asinz/0 ,„ , x , 9fi 
+ —— — (2 + e0cose0) + -33 9a de ' da dv rj^ V~ ' ~u "~u/ ' de 
+ (fr + r) a- a • a- a 2 (2 + e0 cos e0) + - ^ da de da dv TJQ de + 
+ KyT + 
r ( l + e0cosz>)5 
Vo 
dMd£a dMdjg sin v0 
da de da dv rfo (2 + e0 cos e0) + 
9M 
~9T 
$23 = 
. , , 9 f i 9 ^ a 9 Q \ fdud^a . 9aV 
(rcosioT + rcoszo) -^r -^r + -^ =- + (rr + r) ( —-^7- + — da di di da di di 
KyT + 
r ( l + e0cos^)5 
Vo 
9 M 9 ^ dM_ 
da di di 
$24 
$25 
+ 
rcos to 
• , c • , . . 9f2 9£a 9a; 9£a 
r + (r cosz0r + r cosi0) —-r; h {rr + r) — da duj da du 
+ K«T + 
r ( l + e0cosz/)5 
?7o 
$26 = Ky + (f cos IQT + r cos z0) 
+ (rr + r) 
dMd^g 
da du 
dCld^a (l + e0cos^o)2 
da dv 
9a>9£a (1 + e0cos^0)2 
vl 
Vo 
+ KyT + 
da dv 
r ( l + e0 cos v)2~\ 9fi 9£a (1 + e0 cos v0)2 
Vo da dv Vl 
76 CHAPTER 2. DYNAMICS OF FORMATION FLYING SPACECRAFT 
The elements of $ for the computation of z are: 
nz = — f cos(u+ U)Q + COT) sin i0 + r sm(u + u>0 + LOT) (i/+ to) sin i0 
oh 
$31 
$32 
$33 
$34 
$35 
$36 
= [KZT — r cos(v+ coo +COT) sin io] 
= \KZT — r cos(z/ + COQ + COT) sin i0] 
da 
dn d£a dQ, d£a sin u0 (2 + e0 cos e0) + 
dft 
da de ' 9a di/ TJQ V~ ' "u u / ' de 
f sin (f + COQ + COT) + r cos (v + COQ + COT) (I> + to) 
+ [«iT — r cos(f + cuo + <^T) sin io] 
Kz 
[KZT — r cos(i/ + CJQ + a>r) sin i0] 
da 
da duo 
r / , . - N • • i <9O<9£a(l + e0cose0)2 
[KZT — T COS(f + COQ + COT) Sin IQ\ — da dv vl 
The elements of $ for the computation of x are: 
$41 
$42 
$43 
$44 
$45 
r a0eo sin v dM 
a0 Vo da 
aoeQsmv 
Vo 
dMd^g dMdjg sin u0 
da de da dv TJQ (2 + e0cose0) + 
dM 
de T — ao cos v 
a0e0sini> dM d£a dM 
Vo da di di 
= 0 
aoe0sinzv I dM d£a 
Vo da dco 
$ 46 
aoeo sin v a§e§ sin v dM d£a (1 + eo cos f0)2 
1 7^r— 5 r 
Vo Vo da dco Vo 
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The elements of $ for the computation of y are: 
dQ duj r(l + e0 cos v0)2 dM $51 = rcosio—T + r—T-i o ?— r da da T)Q da 
v sin ~u $52 = — — (2 + e0 cos z^ ) + r cos i0 
vl 
dQ, d^a dSl d£,a sin va (2 + e0 cos e0) + an 3a de ' 3a 9^ ?7o v" ' ~u u / ' de 
+ r 
dio d£a dio d^a sin v0 (2 + e0 cos e0) + 3w da de ' da dv r)2, K~ ' ~u u / ' de T 
+ 
r ( l + e0cos^0)s 
?7o 
5 M ^
 + aM^sin^o 
9a 3e da dv rfc (2 + e0 cos e0) + 
3M 
de 
$ 5 3 = rcoszo I — - 7 ^ + — )T+ r f — - ^ + — i r 9a 9i 3i 9a 9i 9i 
r ( l + eQcosi/0)2 fdM_dta dM_ 
Vo da di di 
$ 5 4 = T COS Z0 
$ 5 5 
aa 
r ( l + e0cosf)2 
. 5fi a£a 0u> dia r ( l + e0 cos v0)2 dM d£a 
da dco da du rj^ da dui 
$ 56 
Vo 
. dtt d£a (1 + e0 cos VQ)2 dio d£a (1 + e0 cos v0) 
+ rcoszo-^ — 5 r+ r^r— ; r da dv Vo 
(1 + e0 cos v)2 dM d£a (1 + e0 cos v0)2 
+ r- „ —~^— — ; T Vo da dv Vo 
da dv Vo 
The elements of $ for the computation of z are: 
$6i = -r cosiv + UQ + u) smio^—T 
da 
$, 62 -r cos(i/ + o;0 + w) sin i0 9Q9Ca ana£ asini /0 , 0 , x . <9n 
aa ae aa 3f rjQ de r 
^ • • i dSldta dtt $63 = rsm(v + u0 + u;)-rcos(v + u}0 + uj)sm.io\ —— +-^- \r 
$64 = — r cos(f + a;o + a;) sin i0 
$65 : iN
 . . dQd£a 
- r cos(^ + LO0 + U) sin ZO-^TTT- T da du) 
. . 9 ^ 9Ca (1 + e0 cos z/0)2 $66 = - r c o s ^ + ^o + a ' j smzo—^
 s r da dv Vo 
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CHAPTER 3 
Fuel-equivalent Relative Orbit Element Space 
J. Hamel and J. de Lafontaine, Proceedings of the AAS/AIAA Astrodynamics Specialist 
Conference, Mackinac Island, Michigan, 19-24 August 2007, Paper No. AAS-07-300 
[18]. 
J. Hamel and J. de Lafontaine, AIAA Journal of Guidance, Control, and Dynamics, 
accepted for publication [22]. 
Abstract 
This paper presents a new tool to analytically perform the guidance for reconfiguration 
of formation flying spacecraft. The technique consists in mapping the relative orbit 
elements into a fuel-equivalent space where similar displacements correspond to an 
equivalent fuel consumption. The minimal-fuel maneuver problem is consequently 
translated into a simple geometric problem in the fuel-equivalent space. The theory is 
applied to two well-known formations: the ^-invariant formation and the Projected 
Circular Formation. The use of the fuel-equivalent space leads to very simple solutions 
for the most fuel-efficient way to attain both formations. 
3.1 Introduction 
There has been undoubtedly a paradigm shift in the last years toward the use of space-
craft formation flying. Formation flying replaces large and expensive spacecraft by 
several smaller spacecraft that can perform the same mission with an increased re-
configurability and robustness to failures. However, formation flying increases the 
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complexity of some systems, mainly of the guidance, navigation and control functions, 
which rapidly grow in complexity with the number of spacecraft in the formation. 
This conflicts however with the increasing need for autonomy to decrease the cost of 
ground support. Ground support operations are still a non-negligible part of the cost 
of a mission, especially for small scientific missions with small budgets. This naturally 
leads to a need for more autonomous guidance, navigation and control algorithms that 
can perform autonomous decisions and trade-offs that would otherwise be performed 
by the ground segment. This also becomes very challenging for formations with a large 
number of spacecraft. 
This paper therefore concentrates on the development of a new tool to autonomously 
perform formation flying guidance. The purpose of the guidance system is to provide 
a reference trajectory to reach a specific formation. This trajectory can optimize the 
duration of the maneuver, optimize the fuel cost of the maneuver, minimize the risk of 
collision or do all three at the same time. 
The most common approach in formation flying guidance is the use of computation-
ally expensive techniques. Such examples are the use of linear programming [51, 35], 
multi-agent optimization techniques [57], particle swarm optimization [24], genetic al-
gorithms [2] or optimal control theory [9, 55]. These kinds of techniques have a lot 
of freedom in the selection of the quantity to optimize and the constraints to impose. 
They all provide ways to compute the best maneuver to reach a desired formation. 
However, these methods require an initially unknown (and most likely large) number 
of iterations and convergence is not always guaranteed. Obviously, this precludes any 
on-board implementation of this type of algorithm. 
On the other hand, analytical solutions to the optimal reconfiguration problem can be 
found under certain conditions. Indeed, unperturbed circular reference orbits lead to 
simple analytical expressions and easily expressed configurations [40]. Mishne [33] 
almost analytically solves the optimal control problem for circular orbits for power-
limited thrusters (only a small amount of numerical optimization remains). Further-
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more, Vaddi [53] developed an analytical and simple solution to the circular formation 
establishment and reconfiguration using impulsive thrusters about a circular reference 
orbit. On the other hand, Gurfil [14] proposes an analytical and optimal way of reach-
ing bounded relative motion for any Keplerian orbits with only one impulse through 
the application of an energy-matching constraint. However, even though this impulse 
guarantees orbit-periodic relative motion, it is not made to aim for a specific configu-
ration. 
It is the intent of this paper to propose a new tool that yields an analytical solution to 
the fuel-optimal reconfiguration problem for any type of orbit for any geometrically 
simple formation. To do so, spacecraft relative position and desired formations are 
mapped into a "fuel-equivalent" space where equivalent distances on all axes relate to 
identical fuel consumption. This mapping is a way to rapidly compute the most fuel-
efficient way to reach a formation by taking the shortest path in the fuel-equivalent 
space, reducing the problem to a simple geometric problem. It avoids the need to 
perform a systematic search as is traditionally done [35]. 
Section 3.2 first reviews the impulsive feedback controller [43,46], upon which the fuel-
equivalent space theory is built. Then, section 3.3 defines the fuel-equivalent space. 
Finally, sections 3.4 and 3.5 provide two examples of how this theory can be applied to 
compute the most fuel-efficient maneuvers for two well known formation flying cases: 
the J2-invariant relative orbits and the Projected Circular Formation (PCF). 
3.2 Impulsive Feedback Controller 
The impulsive feedback controller [43, 46] was proposed as a way to perform orbit 
element corrections while minimizing the impact on the other orbit elements. It is 
based on the Gauss Variational Equations and can perform any arbitrary small orbit 
correction with only three impulses. If only one or two elements are to be corrected, 
the controller provides essentially optimal results in terms of fuel. If all six elements are 
to be corrected, the controller proposes maneuvers that are only a few percents larger 
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than the optimal multi-impulse solution. However, the most important advantage of 
this technique is that the impulses and their location can be computed analytically with 
very simple expressions, leading very quickly to a good approximation of the fuel-cost 
of a maneuver, even if the spacecraft does not make use of impulsive thrusters. 
Aa Ae Ai Aft Aw AM on all The controller performs the corrections Ae = 
six orbit elements (i.e. the semimajor axis a, the eccentricity e, the inclination i, the right 
ascension of the ascending node ft, the argument of periapsis u and the mean anomaly 
M) with only three impulses Avp, Ava and Avh respectively at the periapsis, at the 
apoapsis and at a critical true latitude angle 9C. 
The first impulse, Avh performs both inclination and ascending node corrections in one 
single normal impulse. Obviously it is more efficient to correct the inclination when 
the spacecraft crosses equator and to correct ascending node near the poles, but it is 
more fuel-efficient to correct both elements with one single impulse if both have to be 
corrected. This normal impulse is to take place at the critical true latitude angle 6C: 
n Aft sin i ._ „. 0C = arctan — - (3.1) A^ v ' 
and its magnitude is: 
Avh = J (Avhiy + (Avhny (3.2) 
where 
Avhi = -Ai (3.3) 
r 
Avh,, = -Aft sin i (3.4) 
and where h is the orbit angular momentum and r the orbit equatorial radius. This 
normal impulse has an impact on i, ft and u. Therefore, this effect on u is compensated 
through another impulse. 
The argument of periapsis and the mean anomaly are also corrected as a pair, but 
through two radial impulses. Those two impulses are to take place at apoapsis (AvrJ 
3.3. FUEL-EQUIVALENT SPACE 83 
and at periapsis (Avrp). The magnitudes of the radial impulses are: 
"(1 + e)2 1 Avr„ = - na 
AvTa = na 
"T 
(1 - ef 
n 
(Aw + A£l cos %) + AM 
(Aco + Aflcosi) + AM 
(3.5) 
(3-6) 
where n = •sj^/a2, is the orbit mean motion, \x the gravitational parameter and 77 = 
Vl — e2. The remaining two tangential impulses are used to correct the orbit semimajor 
axis and the eccentricity. The two impulses are once again performed at periapsis and 
at apoapsis: 
nan ( Aa Ae Avtp - — U — + —— F
 4 V a 1 + e 
Avt. = 
narj f Aa Ae 
a 1 - e 
(3.7) 
(3.8) 
Therefore, the near-optimal fuel cost of a small relative orbit element correction Ae can 
easily be estimated with the results of the impulsive feedback controller: 
Av = v W j 2 + (AtO2 + \/(A*02 + (Av*P)2 + \ / ( A ^ ) 2 + (AtO2 (3.9) 
This result is used to translate orbit element errors directly into fuel cost. It is used next 
to map these errors into the fuel-equivalent space. 
3.3 Fuel-Equivalent Space 
The relative orbit elements can be translated into six fuel-equivalent coordinates: 
SV Wtp 5Vta 5Vhi SVhn 6Vrp 5Vrc (3.10) 
The 5Vtp, 6Vta, 5Vrp and SVra coordinates represent the magnitude of the tangential (Eq. 
3.7 and 3.8) and radial (Eq. 3.5 and 3.6) components of the apoapsis and periapsis 
impulses required to perform the Aa, Ae, Afl, AUJ and AM corrections that would 
take the spacecraft from the origin to its current location. In turn, the SV^ and SVha 
coordinates represent the impact on the magnitude of the normal impulse of Az and 
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AQ, corrections (Eq. 3.2). In a formation flying context, the origin of the fuel-equivalent 
space would be the reference trajectory of the formation, or the "leader". Thus, the 
coordinates of all the elements of the formation would be mapped in the same fuel-
equivalent space with the same origin. 
This linear mapping is thus performed through: 
SV = S5e (3.11) 
where the mapping matrix S is: 
S = 
nn 
T 
nn 
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\2 
e) 
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0 
0 
0 
na 
na 
~~A . 
(3.12) 
and 8e is the relative orbit element vector with respect to the reference trajectory of 
the formation. This transformation translates the relative orbit elements into a six-
dimensional space where the same displacement on any axis leads to an identical fuel 
cost. Thus, minimizing the distance in the fuel-equivalent space minimizes the fuel 
cost of a maneuver. 
However, the true distance, in terms of fuel, between two points in the fuel-equivalent 
space is not the commonly-used Euclidean norm. The use of the traditional Euclidean 
norm to compute distance leads to an underestimation of the fuel cost, because the 
Ava, Avp and At;^  corrections cannot be performed at the same time (they have to be 
performed at different locations of the orbit). Therefore, simultaneous displacements 
in the SVra-8Vta, SVrp-8Vtp and the SVhi-SVhn planes are not allowed. 
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More rigorously, the fuel-equivalent distance dfe between two points SV\ and SV-i, in 
the 6-dimensional fuel-equivalent space is defined as: 
d/e = V\*Vra2 - SVrai)2 + (8Vta2 - 5VtJ 
+\/(WrP2-6Vrpi)2 + (5Vtp2-5Vtpi)2 
+y/(SVhla - 8Vhiif + (5Vhil2 - 5Vhni)2 (3.13) 
The distance dfe provides an estimation of fuel cost of the optimal value of maneuver-
ing from SVi to SV2, with an accuracy similar to the results of the impulsive feedback 
controller. 
This mapping thus translates the computation of minimal fuel-cost into a geometric 
problem in the fuel-equivalent space. When desired formations can be described ge-
ometrically, systematic search of the optimal solution can be replaced by an analytical 
solution obtained by studying the geometry of the problem. This can be applied, for 
example to the J2~invariant orbits and the Projected Circular Formation. 
3.4 Example of the J2-invariant Relative Orbits 
This section shows how the fuel-equivalent space theory can be used to obtain a simple 
analytical solution to finding the closest (in terms of fuel) J2-invariant relative orbit. 
To a first-order approximation, the J2 -invariant conditions enforce the relative secular 
drift caused by J2-perturbations of all elements to be 0, except for the argument of 
periapsis and the mean anomaly for which the sum of the relative mean-element drift 
rates will be 0. 
J2-invariant orbits are defined by [42,46]: 
. 2Dae _ /„•,„>> 
5a = Se (3.14) 
V 
. (1 — e2)tani. . ,. . . . Se = ^ -1 Si (3.15) 4e 
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where: 
D = ^ ( 4 + 3r/)(l + 5cos2i) (3.16) 
L = y/a~jR~e (3.17) 
and where 5a, 5e and Si are the relative semi-major axis, eccentricity and inclination of 
a deputy with respect to a chief (or a reference trajectory) and Re is the planet's equa-
torial radius. This means that the admissible J2-invariant relative orbits are defined by 
two linear constraints on the selection of 5 a, 5e and 5i (Eq. 3.14 and 3.15), which can 
be graphically represented as a straight line crossing the origin in the 5a-5e-5i space. 
Because the mapping between the relative orbit element space and the fuel-equivalent 
space is linear, the J2-invariant subset is also a straight line in the fuel-equivalent space. 
Because only 5a, 5e and 5i corrections will be required, only 3 of the 6 dimensions are 
relevant and the mapping of this problem into the fuel-equivalent space takes a very 
simple form: 
SVt, 
svta 
svhi 
0 
0 
0 
so that the distance dfe between two points 5V\ and 5V2 is determined by: 
dfe = \SVtp2 - 5Vtpi | + \5Vta2 - 5Vtai | + \5Vhi2 - 5Vhii | (3.19) 
Therefore, finding the closest (in terms of fuel) J2 -invariant relative orbit from an initial 
relative orbit 5e0 reduces to finding the location on a straight line (the J2-invariant 
subset) that is the closest to a point (the initial spacecraft location), but with the distance 
defined as the sum of the absolute value of all the elements of the relative position 
vector. 
The problem consists of finding the coordinates of the closest J2 -invariant relative orbit 
5V2 from the current coordinates 5V\. Because the J2-invariant subset is a straight line, 
5a 
5e 
Si 
0 
0 
0 
(3.18) 
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8V2 needs to satisfy 8V2 — SVA + u (SVB — SVA) where 8VB and 5VA can be any two 
arbitrary but distinct J2-invariant coordinates (satisfying Eq. 3.14 and 3.15) and u is a 
scalar. 
If this constraint is enforced, the distance dfe between 5V1 and 5V2 can be expressed 
as: 
dfe = \SVtpi-SVtpA-u(SVtpB-5Vtp 
+ \SVtai-5VtaA-u(SVtaB-SVtJ\ 
+ 
or more simply: 
Whil - 5VhiA - u (8VhiB - 5VhiA) (3.20) 
d/eHdtpl + K I + M/J (3-21) 
We seek the value of u that will minimize dfe. Obviously, one of the ways of doing so 
is by studying the value of the derivative of dfe with respect to u: 
dd = J^Afsv -5VXtp)-M(5Vta -6Vta) 
du * dt v PB PAJ dt v B A) 
-^K-5^) (3-22) 
The expression of the derivative of dfe reveals that dfe is a linear function of u between 
singularities. These singularities will happen when the derivative of dfe is undefined, 
i.e. when dtp, dta or d^ is 0. Thus, it can be graphically represented as four line segments 
linked by three singularities. 
Furthermore, because 
and 
lim dfe = 00 (3.23) 
lim dfe = 00 (3.24) 
u—>—00 
and because dfe is linear between singularities, it can be shown that a minimum value 
for dfe does exist and is inevitably found at one of the singularities. Indeed, the deriva-
tive of dfe is a constant at every other location. Even if the derivative of dfe is zero for 
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a given line segment, the singularities found at the boundary of this line segment are 
still at the same distance as the complete line segment. 
This leads to the convenient conclusion that the closest J2-invariant orbit (in terms of 
fuel) will be located at 5Vtp2 = SVtpi, 5Vta2 = 5Vtai or 5Vhi2 = 5Vhii. The combination 
of this result with the conditions for J2-invariance leads to three potential maneuvers, 
one of which will be the most fuel-effective way to reach a J2 -invariant orbit. 
The first case is SVtp2 = SVtpi. This means that no tangential impulse is performed at 
periapsis to reach the J2-invariant orbit. This yields the condition: 
nan f Aa Ae \ 
where the corrections Aa and Ae are the maneuvers required to reach the ,/2-in variance 
conditions 5ainv/ Seinv and 8iinv from the current coordinates Sao, 5eo and 5io: 
Aa = Sao ~ Sainv (3.26) 
Ae = 8e0 - 5einv (3.27) 
Az = 5i0 — Siinv (3.28) 
However, the J2-invariance constraints also have to be enforced: 
n 
— ("*" — e 2)tanz 
4e 
Through algebraic manipulations, Eq. 3.25 to 3.30 can be combined to yield the set of 
orbit element corrections Aax, Aei and Aix that will lead to J2-invariant orbits at the 
first singularity: 
-nSa0 + 2Dae5e0 
A a i
 = n-2De(l + e) ( 3 3 1 ) 
= n(l + e)5a0-2Dae(l + e)5e0 
an-2Dae(l + e) v ' 
Ai = 4 e C1 + e ) 5ao ~ 4ae5e0 _ 3 3 
an [n — 2De (1 + e)] tani 
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The second condition requires that SVta2 — SVt , i.e. no tangential impulse at apoapsis 
is performed. This condition implies that: 
nan / A a Ae A^„ = -rL[ 
a 
0 (3.34) 
4 \a 1 - e 
Combining Eq. 3.34 with Eq. 3.26 to 3.30 leads to a second set of corrections Aa2/ Ae2 
and Ai2 that could be the most fuel-efficient way to reach J2-invariance: 
—nSao — 2DaeSeo 
Aa2 = 
Ae2 = 
Ai2 = 
n + 2De(l-e) 
-n (1 — e) 5a,o — 2Dae (1 — e) Se0 
an + 2Dae (1 — e) 
—4e (1 — e) Sa0 + 4ae5e0 
an [n + 2De (1 — e)] tan i - Sin 
(3.35) 
(3.36) 
(3.37) 
Finally, the third and last potential set of corrections is at SVhi2 = SVhi , i.e. no inclina-
tion correction is performed. Forcing Avhi — 0 imposes Ai = 0 and yields a third set of 
corrections to reach J2-invariance conditions: 
Da tan i 
Aa-) = — 8ac\ 
Ae3 = -5e0 + 
Ai3 = 0 
-Si0 
nHtmi^ 
4e Sio 
(3.38) 
(3.39) 
(3.40) 
Therefore, the most fuel-efficient way of reaching a J2-invariant orbit is the ith set of 
conditions, out of the three, that will be the less expensive in terms of fuel. This fuel 
cost can easily be computed by mapping those corrections in the fuel equivalent-space 
and by computing the distance of the fuel-equivalent coordinates with respect to origin: 
Aa; 
Ae* 
Aii 
0 
0 
0 
SVi = S (3.41) 
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with: 
^H^J + NJ + I^I (3-42) 
Results can be further simplified by looking at the order of magnitude of the difference 
between the two first sets of corrections. The differences in terms of required correc-
tions for the first two conditions are: 
A A -ArjDeSao - 8D2ae25e0 
A G l
~
A a 2 =
 rj*-4r,De*-AD*e* + 4D>* ^ 
_ 2r}25a0 - (8D2ae2 + ADae2r] - 8D2ae4) 5e0 
61 62
 ~ at]2 - AarjDe2 - AD2ae2 + AaD2e4 ( ' ' 
_ _ (-lQDe2 - 8e2rj + 16£>e4) 5a0 + 16aDe25e0 
H %2
 ~ ar}tmi(ri2-4:riDe2-4D2e2 + 4D2e*) ( * } 
For typical 1 km size LEO formations, one can conservatively assume that: 
0(a) = 107m (3.46) 
0(e) = 10-2 (3.47) 
O{5a0) = 102m (3.48) 
O(Se0) = 10-3 (3.49) 
O(6i0) = 10-3 (3.50) 
0{D) = 10"2 (3.51) 
Under these assumptions, and assuming the orbit is not near-equatorial (O(tani) > 1), 
the order of magnitude of the required corrections differences are: 
0{Aai-Aa2) = 10-2m (3.52) 
0 ( A e i - A e 2 ) = 10-5 (3.53) 
0 ( A i i - A i 2 ) = 10-8 (3.54) 
At worst, these differences lead to an impact on the required fuel in the order of a few 
cm/s . Practically speaking, condition 1 and condition 2 lead to orbit element correc-
tions that cannot be distinguished one from each other. Therefore, for inclined 1 km 
size LEO formations, the fuel cost needs to be computed for only two points. The most 
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TABLE 3.1 Chief Initial Orbit Elements 
ep 
a0 l.lRe 
e0 0.05 
«o TT/4 
O0 0 
UQ 0 
M0 0 
TABLE 3.2 Deputy Initial Orbit Elements Offset 
Se0 
5a0 0 
Se0 +0.0001 
5i0 +0.0001 
SQ0 -0.0001 
5o;0 -0.0001 
5M0 +0.0001 
fuel efficient way to reach a J2-invariant orbit is the first set of corrections Aai, Aei and 
Aii (which is similar to Ao2/ Ae2 and Ai2) or the third set of corrections, Aa3/ Ae3 and 
Ai3, that requires no inclination corrections. 
A numerical example is given next to illustrate the results. The reference orbit is de-
scribed in Table 3.1. The deputy is given a small orbit element offset 5e0 as shown 
in Table 3.2. The problem is to find the closest J2-invariant location starting from the 
initial location of the deputy. 
The results of a systematic search is given in Fig. 3.1. The equations 3.31 to 3.33 and 3.38 
to 3.40 avoid the need for a systematic search as they predict analytically the location 
of the singularities in the distance function where the minimum will be found. As 
expected, both condition 1 and condition 2 lead to practically the same correction. Both 
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Aa for J.-invariance (m) 
Figure 3.1 Fuel Cost as a Function of Aa Required for J2-invariance 
singularities cannot be reasonably distinguished. They both are located at the "No 
tangential burns" singularity location. Therefore, the most fuel efficient way to reach a 
J2-invariant relative orbit from the initial conditions of Table 3.1 and 3.2 is to perform 
the corrections Aa = -0.38 m, Ae = -5.8 • 1(T8 and Ai = -8.0 • 10~5 as given by 
equations 3.31 to 3.33. 
3.5 Example of the Projected Circular Formation 
The fuel-equivalent space theory can also be applied to geometrically defined forma-
tions such as the Projected Circular Formation (PCF). This theory can be applied to 
quickly identify the closest (in terms of fuel) position on a PCF without the need for a 
systematic search. 
The PCF is a formation for which all members of the formation are at the same distance 
from the center of the formation in the normal-tangential plane (Fig. 3.2). In other 
words, as seen from Earth, all members are distributed on a circle. This could have 
several application for Earth observation. 
3.5. EXAMPLE OF THE PROJECTED CIRCULAR FORMATION 93 
Projected 
Circular 
$£ ^ Formation 
Reference Orbit 
/ -y 
/ 
/ > ' 
/ Toward Earth 
Center 
Figure 3.2 Projected Circular Formation in Hill coordinates 
In Hill coordinates, the projected circular formation is constrained by: 
p2 = y V + z2 (3.55) 
where p is the radius of the PCF. All the admissible sets of Hill coordinates for a given 
p can be obtained by sweeping the circular formation angular position fi: 
(3.56) 
(3.57) 
(3.58) 
(3.59) 
(3.60) 
(3.61) 
With an accurate and simple relative motion model, the required set of relative orbit 
elements Sepcf(/3) to reach the corresponding set of Hill coordinates at a desired orbit 
location can be obtained: 
, - i * w m (3 6 2) 
x{{3) 
viP) 
z((3) 
vx{p) 
Vy((3) 
V,{0) 
= — ^ -cos/3 2 H 
— p sin P 
= p cos P 
= — sin P 
2 H 
= pn cos P 
= pn sin P 
where 8X(P) = 
5epcf(P) = $-18X(P) 
T 
x y z Vx Vy Vz . The matrix $ can be a simple linearization 
of the mapping between relative orbit elements and Hill coordinates, if the formation 
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is desired at the current location, or it can be a state transition matrix if the formation is 
required at another point farther on the orbit. The only requirement is that the matrix 
<fr relates current relative orbit elements into Hill coordinates at the point where the 
projected circular formation is desired. 
We seek the angle (3mia for which the fuel cost of maneuvering from the current relative 
orbit elements Se0 to 5epcf((3) is minimized. Once the corresponding coordinates 5Vi 
and SVpCf(P) have been identified in the fuel-equivalent space, the most fuel-efficient 
way to reach a projected circular formation starting from 5eQ is the set of elements 
5epcf(f3) for which the distance between 5Vi and SVpcf((3) is minimized. 
The traditional way of solving this problem is to systematically compute the fuel cost 
to reach each location on the formation for the whole range of /?, i.e. between 0 and 2ir, 
such as done by Mueller [35]. However, the translation of the problem into the fuel-
equivalent space leads to simple geometric relationships that can provide the closest 
location on a projected circular formation without the need for a systematic search. 
The problem is reduced to finding the minimal distance (and location of the minimal 
distance) between a point and an ellipse in a 6D space. 
Theoretically, distances in the fuel-equivalent space are measured in terms of "fuel" 
distance dfe: 
dfe = y/6V£ + 5V* + yj5VZ + 8V?a + y/5V* + 8V& (3.63) 
instead of the more common Euclidean distance dEuc: 
dEuc = yjSV^ + SV?r + 5Vtl + 5V?a + 5Vh] + 5V^ (3.64) 
However, to be able to use the Euclidean distance provides the advantage that its 
derivative with respect to j3 is always continuous, which is not the case with the fuel 
distance. 
Using the Euclidean distance systematically underestimates the fuel cost, as it assumes 
that all the impulses can be performed at the same time. However, there will always 
exist a constant K for which: 
dfe = KdEuc (3.65) 
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where 
1 < K < \/3 (3.66) 
K is equal to 1 if one of the three impulses (5VP, 5Va or 5Vh) is infinitely larger than 
the other two. In this case, both distances computation become identical. On the other 
hand, K — y/3 if all three impulses are identical. It is unlikely to find both extremes in 
one single PCF. It is even more unlikely for this to happen for a small variation of (3. 
Therefore, it is reasonable to assume that K is approximately constant for a given PCR 
This essentially means that both distance functions have the same "shape", so that the 
(3 for minimum distance is located at the same place for the two functions. Therefore, 
finding the (3 for minimal dEuc is a way of finding the j3 for minimum dfe. 
If instead one seeks to minimize the Euclidean distance, this can be done by minimizing 
the function D: 
D = hvT8V (3.67) 
where: 
5V = S [5e0 - $_1<JX (/3)] (3.68) 
The distance D has the following first and second derivative expressions: 
d2D 
d(32 = (SSeofS^SX^) 
+ (s*->±sxw)T(s*->±5xW 
- (SQ^SX {f3))T (S$-l5X ((3)) (3.70) 
The fully expanded D is of the form: 
D = A0 + Ax cos(/3) + Bi sin(/3) + A2 cos(2/3) + B2 sin(2/3) (3.71) 
The coefficients of the distance function could be expressed in terms of 5e0, n, p and the 
components of <&-1. However the development of this expression would be tedious 
and the identification of the minimum of the function would not be straightforward. 
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Because of the sinusoidal nature of the function, and because first and second deriva-
tives are known (and continuous), it is much more efficient to locate (3min iteratively 
starting from an educated guess. 
The location of the minimum of the function, where dD/d(3 = 0 and cPD/dfi2 > 0 can 
be obtained very quickly with a Newton-Raphson iteration of the form: 
If the first guess is the j3 which has the smallest distance out of a sufficiently large num-
ber (typically 6) of regularly-spaced initial guesses between 0 and 2n, the algorithm 
usually converges to the function minimum within two or three iterations. 
This is illustrated next by a numerical example. The chief orbit elements e0 (the cen-
ter of the formation) is set to a slightly elliptical 45 deg inclined low-Earth orbit, as 
described in Table 3.1. The deputy is given a small orbit element offset Se0 as shown 
in Table 3.2. The problem consists in finding the angular position j3 on the Projected 
Circular Formation that will the be the less expensive to reach within a time frame of 
one orbit. 
The "fuel" distance and the Euclidean distance for the whole range of j3 is shown in 
Fig. 3.3. As can be seen on this figure, the use of the Euclidean norm systematically 
underestimates the fuel cost of the maneuver. However, both types of distance correctly 
locate the /5 for minimum effort at j3 = 1.01. The "optimal" fuel cost of Figure 3.3 is the 
fuel cost of the maneuver, computed using optimal control theory [9] going from the 
initial position to the desired PCF location one orbit later at time tf and minimizing the 
cost function J: 
J= f (\uTv\ dt (3.73) 
o 
where u is the control vector. As opposed to the impulsive feedback controller theory, 
the optimal control theory assumes continuous firing of the thrusters and seeks to min-
imize a quadratic control effort. However, as shown in Fig. 3.3, both functions have 
their minimum located at the same /3. This shows that the fuel-equivalent space theory 
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Figure 3.3 Fuel Cost as a Function of PCF Angular Position 
can be used even with continuous thrusters, assuming the optimal fuel cost difference 
between using continuous thruster firing and using impulsive thruster firing remains 
small for a given formation. 
The same process can be applied to any type of formation that can be described geo-
metrically. The use of geometric relations avoids the need for systematic search and 
transforms the problem into minimizing the distance between a point (the current lo-
cation of the spacecraft) and a geometric shape (that represents the desired formation) 
at the cost of a few Newton-Raphson-type iterations. 
3.6 Conclusion 
A new tool, the fuel-equivalent space, useful to rapidly compute the most fuel-efficient 
way to reach a desired formation has been presented. This theory is based on analytical 
and simple relations and is therefore well-suited for autonomous on-board application. 
The method maps the required relative orbit elements corrections into a 6-dimensional 
fuel-equivalent space, in which a similar displacement on each of the axes requires the 
same amount of fuel. Therefore, the fuel cost of a given maneuver is minimized if the 
distance is minimized in the fuel-equivalent space. 
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Two examples of application of the fuel-equivalent space theory have been presented. 
The first one is the J2-invariant relative orbits. In this case, finding the closest (in terms 
of fuel) J2 -invariant relative orbit is reduced to computing the fuel cost of only two 
possible maneuvers, one of which is to perform no inclination maneuver. The second 
application is the Projected Circular Formation. Once mapped into the fuel-equivalent 
space, all the possible circular formation locations for a given formation radius form an 
ellipse in the 6-dimensional fuel-equivalent space. In this case, the problem is reduced 
to finding the minimum distance between a point and an ellipse. It has been shown that 
the Euclidean norm can effectively be used to locate the minimum of the fuel distance 
function. This distance has simple first and second derivatives and its global minimum 
can be identified with few iterations. 
This theory can therefore be applied to any formation that can be geometrically defined 
in the relative orbit element space. Finding the most fuel-efficient way to reach the 
formation reduces to finding the minimum distance between a point and a geometric 
shape. If the formation has a geometrically simple shape (as is the case with the J2-
invariant orbit and the PCF), simple analytical relations can be established and the most 
fuel-efficient maneuver can be identified analytically or with few simple iterations. 
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Abstract 
This paper presents the development of a neighbouring optimum feedback control law 
for formation flying spacecraft well suited for formation reconfiguration. The devel-
opment of this controller makes use of the results of optimal control theory to obtain a 
formation flying control law that can perform a fuel/formation accuracy trade-off with 
the selection of only one gain. The controller is in the semi-analytic form, as only one 
time-varying gain matrix needs to be computed prior to the maneuver. Once this ma-
trix is computed, the controller guarantees near-optimality for all the members of the 
formation. Simulation results compare the performance of this controller with other 
common formation flying control algorithms: the linear quadratic regulator and the 
mean orbit elements controller. Simulation results show that this neighbouring opti-
mum controller can perform the same maneuver with a better accuracy while spending 
less propellant. 
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4.1 Introduction 
Formation flying of spacecraft has without any doubt gained a lot of interest within the 
engineering and scientific community in the recent years. This interest is most likely 
going to increase within the next years, mainly because of the numerous financial and 
operational advantages formation flying can procure. 
For example, missions using formation flying spacecraft can potentially have a lower 
production cost due to economies of scale, in the case where a single large and complex 
satellite is replaced by several "mass production" smaller spacecraft. Secondly, using a 
constellation of spacecraft could decrease the cost of launch. Launching several smaller 
elements is potentially cheaper than launching a single big and heavy satellite, mainly 
because small satellites can be launched piggy-backed on a larger spacecraft flight sup-
port equipment. 
Moreover, spacecraft formation flying presents several operational advantages. The 
most important one is an increased robustness through failure recovery and graceful 
degradation. In missions using multiple spacecraft in formation, if a subsystem fail-
ure occurs in one of the spacecraft, another fully functional spacecraft could support 
the disabled spacecraft. The capabilities can be shared. For example, when a power, 
communication or navigation system failure occurs in a spacecraft, it may be possi-
ble to use another spacecraft subsystem either by physically linking the spacecraft or 
by transmitting navigation information to the failed spacecraft. In the case of a sep-
arated spacecraft interferometer or a distributed antenna mission, the failure of one 
spacecraft would only cause a "graceful degradation" of the system, rather than com-
promising the whole mission. Thus, failure recovery and graceful degradation of the 
system decrease the risk of the mission. A second operational advantage is a mission 
restructuring capability. It is foreseeable to reconfigure the satellite formation on-orbit 
to follow new mission requirements. Moreover, if the mission has multiple objectives, 
resources can be optimized by dispatching a certain group of spacecraft having special 
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attributes to achieve one objective, and then command another group of spacecraft to 
achieve another objective in parallel. 
However, using a formation of spacecraft involves several challenges. The first one 
is an increase in the required level of autonomy. In order to minimize the resources 
needed for ground support, it is required to limit the command inputs to the system to 
high-level commands to the whole formation. The formation would then have to au-
tonomously define lower-level commands to each of the spacecraft. The second chal-
lenge is the design of a fuel-optimal control system. Obviously, the formation reconfig-
uration and maintenance control algorithms have to minimize the fuel consumption of 
every spacecraft of the formation. However, fuel consumption between the spacecraft 
also has to be balanced to maximize the lifetime of the complete formation, to ensure 
some spacecraft do no run out of fuel before the other ones. 
The most studied formation flying control architecture is by far the "Leader/Follower" 
type of architecture. Under this architecture, the relative motion control problem is re-
duced to the tracking of a desired trajectory defined as a position relative to a reference 
trajectory. The guidance system is typically responsible for defining a reference trajec-
tory (that could be based on the states of one member of the formation or any "virtual" 
point in space) and a position and velocity relative to this reference trajectory, and that, 
for all of the members of the formation. In this context, several types of controllers 
using continuous and variable thrust (as opposed to impulsive thrust) have been de-
veloped for different assumptions and different relative motion models. 
The simplest, and most commonly used, relative motion model is the Clohessy-Wiltshire-
Hill (CWH) model [46]. It is linear and models unperturbed relative motion about a 
circular reference orbit. By using the CWH model of relative motion, conventional 
linear control can be applied to Earth-orbiting formation flying. The main advantage 
of linear control theory is that it is a well-known method, with measurable perfor-
mance and robustness assuming the linearization conditions are valid. For example, 
the Linear-Quadratic Regulator (LQR) uses a constant feedback gain matrix that mini-
mizes the infinite-horizon state error and the quadratic actuator command. Ulybyshev 
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[52] evaluated the performance and robustness of a LQR to maintain a planar forma-
tion on a circular orbit. Other simulation results have also shown that the LQR can 
be applied to in-plane and out-of-plane maneuvers with reasonable fuel consumption 
even on an elliptical orbit. However, as is the case with many other systems, increasing 
the controller gains reduces the response time of the controller but with an increased 
fuel cost. This controller seems promising for long-term formation keeping that only 
implies small maneuvers and small deviations from the reference state. 
Rahmani [38] also developed an optimal reconfiguration maneuver of two spacecraft 
assuming CWH dynamics. The main conclusion of the work is that a balanced fuel-
optimal maneuver of two spacecraft on unperturbed circular orbit is achieved through 
equal and opposite acceleration of both spacecraft. However, those conclusions do not 
necessarily apply to elliptical and perturbed orbits. In fact, Inalhan [25] demonstrated 
that assuming that the reference orbit is circular, even when the eccentricity is as small 
as 0.005, leads to significant increase of fuel cost because the spacecraft "fights" the 
natural dynamics to keep the same relative trajectory as it would in a circular orbit. 
On the other hand, the continuous mean orbit elements feedback control law, as devel-
oped by Schaub et al. [47, 46] controls the current mean orbit elements vector of the 
spacecraft toward the desired mean orbit elements vector and is well suited for ellipti-
cal reference orbits. With this controller, it is possible to "cooperate" with the physics of 
orbital dynamics. Acting directly on the mean orbit elements allows the control of spe-
cific orbit elements at specific instants on the orbit to increase the fuel efficiency of the 
algorithm. For example, it is much more fuel efficient to correct an inclination error at 
equator than at the pole, while an error in the ascending node is easier to compensate 
near the poles. By carefully choosing the time-varying gain matrix of the controller, 
those effects can be accounted for. 
A continuous Cartesian coordinates feedback control law has also been proposed by 
Schaub and Junkins [46]. If the desired trajectory is described as an inertial position 
and an inertial velocity, a control feedback law based on Cartesian coordinates errors 
can be used. Assuming the relative orbits are J2-invariant and that the distance be-
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tween the spacecraft is small, this simple feedback control law can make use of the 
non-linear dynamics (such as J2-perturbed dynamics) to compensate position and ve-
locity errors. A similar control law, but adaptive to slowly varying spacecraft masses, 
has also developed by de Queiroz et al [11]. 
The hybrid feedback law [46, 45] uses desired states defined as a set of orbit elements 
differences with a reference orbit, while the tracking errors are Cartesian coordinates 
errors. The main advantage of this method is that the controller uses inputs that are 
easily measured (relative position and velocity in orbital frame) while the reference is 
defined as orbit elements, which is more conveniently expressed than rapidly evolving 
Cartesian coordinates. 
However, none of these feedback controllers can ensure optimality for elliptical refer-
ence orbits. The presence of several constraints in the problem, the non-linearity of 
the dynamics and the need for optimality makes the optimal control theory a candi-
date of choice for formation flying. This theory can fuel-optimize or time-optimize any 
reconfiguration maneuver while considering perturbed and non-linear dynamics. For 
circular reference orbits, an analytical solution can be obtained to get an analytical feed-
back law [33]. However, for reasonably complex dynamics, such as formation flying 
about an elliptical reference orbit, this method does require highly demanding numeri-
cal optimization iterations which could not be implemented on-board. However some 
near-optimal control methods, like the use of neighbouring optimal paths, only require 
to solve the optimal maneuver problem for one of the spacecraft. The other space-
craft of the formation can be considered as "neighbours" of this optimal path, and the 
resulting command offsets can be easily computed. Therefore, the complexity of the 
problem does not necessarily grow with the number of spacecraft in the formation, as 
is typically the case with optimal control solutions. 
This paper therefore shows how a neighbouring optimal feedback controller can be 
applied to formation flying. This controller requires very few computation, which 
facilitates on-board implementation. Furthermore, the formation accuracy/fuel con-
sumption trade-off can easily be implemented with the selection of only one weight 
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and the complexity of the control problem does not grow exponentially with the num-
ber of spacecraft in the formation. Moreover, as opposed to the other formation flying 
feedback controllers proposed until now, this controller ensures near-optimality for all 
the elements of the formation. 
Section 4.2 first lays the theory upon which the neighbouring optimal controller is built. 
Then, section 4.3 applies the theory to the dynamics of formation flying. Finally, simu-
lation results that assess the performance of the feedback controller in comparison with 
other common controllers and the optimal open-loop solution are presented in section 
4.4. 
4.2 Neighbouring Optimum Feedback Law Theory 
The general theory behind the neighbouring optimum feedback control theory is sum-
marized here for completeness. For a more detailed derivation of the theory, the reader 
is referred to the work of Bryson and Ho [9]. 
Optimal control theory provides a method for computing the control effort vector u(t) 
between the time t0 and tf that will minimize a cost function J of the form: 
*/ 
J = 4> [x(tf)} + / L [x{t), u(t), t] dt (4.1) 
to 
where x(t) are the states of the system and the dynamics of the system are governed 
by: 
x(t) = f[x(t),u(t),t] (4.2) 
The optimization of J can be done with or without a fixed terminal time tf and with or 
without terminal constraints ip [x(tf),tf] = 0 on the terminal states. In this section, we 
shall consider that the terminal time tf is fixed. 
The system dynamics can be adjoined to the cost function with a vector of Lagrange 
multipliers X(t) and u{t). For convenience, we define the Hamiltonian H as: 
H = L(x,u,t) + \Tf(x,u,t) (4.3) 
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so that the system dynamics and the cost function are adjoined in an augmented cost 
function J: 
*/ 
J = [<)> + !/*>]
 t=tf + J[L + \T(f- x)] dt (4.4) 
to 
If one deliberately chooses the value of the Lagrange multipliers to be [9]: 
AT = -Hx (4.5) 
where Hx denotes the Jacobian of H with respect to x, with the boundary conditions: 
AT(^) = <t>x(tf) + "TMtf) (4-6) 
then the variation in J due to a variation of the control vector for fixed time tQ and tf 
reduces to: 
*/ 
8 J = \T(to)5x{t0) + f HuSu dt (4.7) 
to 
For an extremum, 5 J must vanish for any arbitrary 5u{t), which leads to the condition 
Hu = 0 (4.8) 
at any point in time between t and tf. Therefore, the optimal value of the control vector 
u(t) and the resulting states x(t) are obtained by solving the system of differential 
equations: 
x = f[x(t),u(t),t] (4.9) 
A = -fl\-Lx (4.10) 
with u{t) determined by: 
f£\ + Lu = 0 (4.11) 
with the boundary conditions: 
x(to) = x0 (4.12) 
\T(tf) = ci)x(tf) + vTM-tf) (4-13) 
and with the terminal conditions: 
tl>[x(tf),tf]=0 (4.14) 
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Thus, solving this two-point boundary value problem yields a control sequence u(t) 
that will bring the system from its initial states x0 to its final location at time tf while 
minimizing the cost function J and complying with the terminal constraints ip. If an 
analytical solution to the problem can be found, then the control law u(t) can become 
a feedback control law by replacing t0 by t and x0 by x(t) in the solution. However, 
for reasonably complex problems, such as formation flying dynamics about elliptical 
orbits, an analytical solution cannot be found. The system needs to be numerically 
solved at each time step, from t to tf to obtain an optimal feedback control law. This is 
not suited for an on-board implementation. Therefore, alternative ways of simplifying 
the problem need to be found. 
A less demanding solution (in terms of computational load) can be developed if the 
problem is linearized about the optimal path. The feedback control problem can be 
simplified if one instead seeks to minimize variations of the performance index about 
the optimal path. In this context, one has to minimize second-order variations of the 
cost function since all first-order terms necessarily vanish about the optimal path. 
Perturbations from the optimal path produced by a small initial state offset Sx (t0) and 
terminal conditions offset Sip are governed by the result of the linearization of the sys-
tem (Eq. 4.9 to 4.14) around the optimal trajectory: 
8x = fxSx + fu5u (4.15) 
SX = -HxxSx-f^SX-HxuSu (4.16) 
0 = HuxSx + f^SX + Huu5u (4.17) 
8M*f) = K ^ + K ^ ) J ^ + €H t = i / (4-18) 
St/; = [ipjx}t=tf (4.19) 
where the notation Hxu denotes the Jacobian of H with respect to x and u, such that: 
Hxu = -^ (HX)T (4.20) 
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In this context, we seek to minimize the second-order variation of the cost function J, 
as the first-order variations already vanish about the extremal path: 
S*J = l-[8xT(^x+(^x)x)5x\t=tj 
+ \J[5x
T5uT] 
to 
•H- xx -** xu 
•H-ux - " m * 
5x 
8u 
dt 
(4.21) 
(4.22) 
Equations 4.15 to 4.19 form instead a linear two-point boundary value problem, which 
is much easier to solve analytically than the complete optimal control problem. As-
suming Huu is non-singular (which is always the case if H is appropriately defined), 
the problem can be restated as: 
Su(t) 
5x 
5\ 
-H£ (HUJX + fiSX) 
A(t)6x - B(t)5X 
-C(t)Sx - AT(t)5X 
(4.23) 
(4.24) 
(4.25) 
where: 
A 
B 
C 
— Jx Ju-Huu*!' uu ux 
— Ju^uuJu 
fl-xx •Hxuf±uu llux 
(4.26) 
(4.27) 
(4.28) 
This type of problem can be solved by the backward sweep method [9] and its solution 
takes the form: 
8\(t) = S(t)6x(t) + R{t)du 
Sip = RT(t)Sx(t) + Q(t)du 
with the values of the S, R and Q matrices governed by: 
S = -SA - ATS + SBS - C 
R = -{AT-SB)R 
Q - RTBR 
(4.29) 
(4.30) 
(4.31) 
(4.32) 
(4.33) 
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and the boundary conditions: 
s(tf) = [0** + K < U i = t / (4-34) 
*(*/) = KL=t/ (4-35) 
Q(tf) = 0 (4.36) 
Through algebraic manipulations, Eq. 4.29 and 4.30 can be combined and substituted 
back into Eq. 4.23 to yield an expression of Su(t) in the form of a feedback law using 
the offset from the optimal trajectory Sx and the desired terminal condition offset Sip 
as inputs: 
Su(t) = - t f -J {[Hux + fu (S - RQ-1^)] Sx(t) + flRQ-lSip) (4.37) 
Thus, once S(t), R(t) and Q(t) are solved for the complete trajectory, Eq. 4.37 becomes 
a feedback control that leads to the reference terminal conditions or any small offset 
from these conditions (if desired) while minimizing the cost function J. 
4.3 Application to Formation Flight 
The next step is to apply this theory to the formation flying control problem. Let: 
e = a/Re e i Q u v 
be the state vector, where a/Re is the orbit semimajor axis normalized by Earth equa-
torial radius, e the orbit eccentricity, i the orbit inclination, Q the right ascension of 
the ascending node, u the argument of perigee and v the true anomaly. The system 
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dynamics / are derived from Gauss Variational Equations: 
2a2 
/ = 
RPh 
(esm(u)ur + -ut) 
— {psin(v)ur + [(p + r) cos(i/) + re] ut} 
ft 
rcos(0) 
h 
rsin(#) 
/zsin(i) 
uh 
1
 r . . , , . . . . rsin(0)cos(i) 
— [-pcos(v)ur + (p + r) sm(v)ut\ . ,., uh 
s + T~ [(pcos(v) - 2re) ur - (p + r) sm(v)ut] 
r* he 
where h is the orbit angular momentum, p the semi-latus rectum, r the spacecraft dis-
(4.38) 
tance from the Earth center, $ the argument of latitude and u — ur ut uh is the 
control vector with its elements being the control accelerations in the radial, transverse 
and normal directions respectively. 
The cost function is designed to minimize both the quadratic control effort uTu and 
the quadratic relative orbit element error (Ae)T Ae. Therefore: 
L = -uT (diag 
1 
Pr Pt Ph 
J.
 T 
u= -u pu (4.39) 
<f>(tf) = ^ A e T [diag 
2 
Ka Ke Ki Kn Ku Kv Ae 
(4.40) 
It has been decided to implement a cost to a final state error (i.e. with <f> ^ 0 in Eq. 4.1) 
rather than imposing terminal conditions (i.e. ip(tf) = 0). This is to provide more free-
dom to the controller in the minimization of the cost. Indeed, the controller will thus 
be able to sacrifice the accuracy of the formation in order to minimize the propellant 
consumption, but always based on the relative values of K and p. An infinite value of 
K is theoretically identical to imposing a desired final state vector. 
The only remaining missing information to synthesize the controller is the time evolu-
tion of the reference states and the Lagrange multipliers for the optimal (or nominal) 
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trajectory. The problem is largely simplified if one assumes that the trajectory of the 
"leader" (the reference trajectory), is uncontrolled and follows its natural motion. This 
does not mean that the elements of the formation have to remain uncontrolled, but 
rather means that all the elements of the formation evolve around an uncontrolled ref-
erence orbit, that could be either another spacecraft or a virtual point in space. This is 
the most probable scenario for a formation flying mission, as this should be the scenario 
that will most likely maximize the lifetime of the complete formation. 
The dynamics of an uncontrolled spacecraft are simple to solve. If 8u = 0, only the last 
element of / (which represents z>) is not zero. This means that Se(t) is constant except 
for the last element, which evolves with time assuming, of course, that the reference 
trajectory follows a Keplerian orbit. However, this model is only used to compute the 
gain matrices of the feedback control law, and the authors have noted that the use of a 
perturbed model in the computation of the gains (as opposed to a Keplerian orbit) has 
a negligible impact on the gains of the feedback control law and on its performance. 
For the sake of simplicity, only an unperturbed model of motion is used here for the 
computation of the controller gain S. 
If the reference trajectory is uncontrolled, the dynamics of the states are decoupled from 
the Lagrange multipliers dynamics. Indeed, for an uncontrolled reference trajectory, 
Lu — pu = 0 so that enforcing Eq. 4.11 yields: 
\{t) = 0 (4.41) 
which means that the Hamiltonian of the system is only a function of u. Consequently, 
all the derivatives of H with respect to x are 0: 
Hux = 0 (4.42) 
Hxu = 0 (4.43) 
Hxx = 0 (4.44) 
and its second-order derivative is constant: 
Hu-u — P (4.45) 
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Also, because ip(tf) — 0 and 5ip = 0: 
R(t) = 0 
Q{t) = 0 
which leaves us with only S as unknown in Eq. 4.37. 
From the dynamics of the system (Eq. 4.38), fu is: 
(4.46) 
(4.47) 
Ju 
2a2esmv 
hRe 
psinu 
h 
0 
0 
pcosv 
he 
r\ (p cos v — 2re) 
he 
2a2p 
hrRe 
(p + r) cos v + re 
h 
0 
0 
(p + r) sin v 
he 
V {p + r ) s i n v 
he 
0 
0 
rcos# 
h 
rsln.6 
hsini 
r sin 8 cos i 
hsini 
0 
(4.48) 
Moreover, because the reference trajectory is uncontrolled (u = 0), fx takes the simple 
form: 
Jx — 
n ( l + ecosz/) 
rf 
—3Re 
0 
0 
0 
0 
0 
(1 + ecosu)
 0 
— P.Z C. 
0 
0 
0 
0 
0 
^s v A- 3 P 4- 2 r 
0 0 
0 0 
0 0 
0 0 
0 0 
•os v n o 
0 
0 
0 
0 
0 
n ' 
0 
0 
0 
0 
0 
?psi 
2a 
With all these simplifications, Eq. 4.31 becomes: 
(4.49) 
S = Sfx - flS + (Sfu) H'l (fiS) (4.50) 
with the final conditions: 
S (tf) = K (4.51) 
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From the form of Eq. 4.50 and 4.51, S is obviously a 6 x 6 symmetric matrix if K is 
symmetric (which is the case in the current application). This means that Eq. 4.50 is 
a system of 21 coupled differential equations, for which it seems unlikely to get an 
analytical solution. However, Eq. 4.50 can be integrated numerically backwards from 
tf to t0 and the time evolution of S(t) can be stored on-board since S(t) only depends 
on the initial (or the final) location of the reference trajectory and the duration of the 
maneuver. 
Once S(t) is solved, Eq. 4.37 becomes a feedback law that can be applied on all the ele-
ments of the formation. Because the reference is uncontrolled, the command increment 
Su(t) becomes the command u(t) to apply to each element of the formation: 
«(*) = -p-'f^S^Aeit) (4.52) 
where the orbit element error Ae(t) is the difference between the current relative orbit 
element vector 8e(t) and the desired relative orbit elements Sea(t). This control law 
minimizes both the fuel consumption and the final orbit element error Ae through the 
minimization of the cost function J. Thus, the selection of the values of K and p is a way 
of performing the trade-off between formation accuracy and propellant consumption. 
Finally, the stability conditions of this controller are discussed. This can be done by 
looking at the conditions under which a Lyapunov function for the error dynamics 
exists [46]. Assuming the system is unperturbed, the error dynamics are: 
Ae = jx Ae + fuu (4.53) 
Let V be a Lyapunov function for the error dynamics: 
V = ^AeTAe 
From Eq. 4.52 and 4.53, the Lyapunov function rate is: 
V = AeTAe 
V = -AeT{p-lUlS-U)Ae 
(4.54) 
(4.55) 
(4.56) 
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For the system to be stable, the function V needs to be negative semidefinite. Thus, the 
controlled system is stable if the matrix (p^fuf^S — fx) is positive semidefinite and 
asymptotically stable if the matrix (p_ 1 /u/u £ ~ fx) is positive definite. The stability of 
the controller can therefore be assessed before the maneuver, since the values of p, S, 
fu and fx are known beforehand. 
However, more simple stability conditions can be derived assuming the controller 
gains S and p~l are sufficiently large. If this is the case, fx becomes negligible with 
respect to p~1fuf^S. Hence, the stability condition is limited to p^fuf^S being posi-
tive (semi-)definite. The matrix p~l is typically the identity matrix or the identity matrix 
multiplied by a positive gain. Therefore, without any loss of generality, we can redefine 
the condition for stability to (/«/£) S being positive (semi-)definite. Because both fuf£ 
and S are symmetric, (fufu) S = S (fuf£), which means that the product is positive 
(semi-)definite if and only if both fuf£ and S are positive (semi-)definite. This leaves 
us mainly with the conclusion that in order for the controller to be globally stable, the 
gain matrix S(t) must be positive definite for t0 < t < tf. Even though a rigorous 
demonstration that this is always the case cannot be provided, the gain matrix S re-
mained positive definite under all circumstances simulated by the authors. For typical 
LEO formations, the order of magnitude of the terms of fx and fu is 1CT2 or smaller. 
This means that the order of magnitude of the product fufu *s 10~4. Assuming p is 
the identity matrix, the norm of the matrix S should be of at least 104 throughout the 
maneuver for this simplifying assumption to hold. 
This algorithm is well-suited for reconfiguration maneuvers, as it will only associate 
an importance to the final relative orbit elements error. It can locally sacrifice forma-
tion accuracy to save propellant for moments of the maneuver where propellant will 
be efficient, as it is aware of the dynamics of the system through fu and S. Other types 
of controllers such as the LQR or the mean orbit element controller only have a lim-
ited knowledge of the dynamics of the system and have no clue about the duration of 
the maneuver. They therefore cannot guarantee optimality (or sub-optimality) of the 
reconfiguration. 
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However, the neighbouring optimum feedback law developed here is not fully ana-
lytical. An analytical version of this feedback controller would require an analytical 
solution to S(t), which seems very difficult to obtain, if at all possible. Since its compu-
tation assumes unperturbed motion of the reference trajectory, it is only a function of 
the controller weights K and p, the initial position of the reference at the beginning of 
the trajectory and the duration of the maneuver. Therefore, whatever is the number of 
spacecraft in the formation, S(t) only needs to be solved once, and the controller will 
guarantee a near-optimal result for all the members of the formation, as long as they 
remain sufficiently close from the uncontrolled reference trajectory. 
4.4 Simulation Results 
In this section, we shall compare the neighbouring optimal feedback law with other 
common formation flying control algorithms, namely a traditional LQR and the mean 
orbit elements controller. Results will be compared for a typical formation flying prob-
lem: the reconfiguration from an arbitrary location into a Projected-Circular Formation 
(PCF) performed over a duration of one orbit. 
The reference, or "chief", initial orbit elements eo are given in Table 4.1. This reference 
orbit starts from the initial states of Table 4.1 and follows a natural uncontrolled motion 
until the end of the maneuver one orbit later. The "deputy" spacecraft that performs 
the maneuver starts with the relative state vector 5eo, as described in Table 4.2. The 
relative orbit elements of the deputy 5e is the difference between the orbit elements of 
the deputy e^ and the orbit elements of the chief ec. It shall be noted that in this section, 
relative motion is described in terms of relative mean anomaly 5M, instead of relative 
true anomaly 5u. This is common in the formation flying literature since relative mean 
anomaly remains naturally constant for unperturbed and uncontrolled orbits with the 
same orbital energy. However, the neighbouring optimum feedback controller applied 
later in this section still expects a true anomaly error as input, as the dynamic model 
used in the computation of the controller gains uses v as the 6th state variable. 
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TABLE 4.1 Chief Initial Orbit Elements 
a0 
e0 
io 
O0 
U>0 
M0 
e0 
l.li?e 
0.05 
TT/4 
0 
0 
0 
TABLE 4.2 Deputy Initial Orbit Elements Offset 
Se0 
Sa0 
SeQ 
Si0 
sn0 
Su0 
5M0 
0 
+0.0001 
+0.0001 
-0.0001 
-0.0001 
+0.0001 
118 CHAPTER 4. NEIGHBOURING OPTIMUM FEEDBACK CONTROL LAW 
TABLE 4.3 Chief Final Orbit Elements 
ef 
a,f l.lRe 
ef 0.05 
if TT/4 
nf -0.006O 
uf 0.0065 
Mf 0 
TABLE 4.4 Deputy Desired Orbit Elements Offset after 1 Orbit 
Sef 
8af -87.98 m 
5ef 2.57-10~5 
5if 1.1564-10-4 
5£lf -1.0819-10-4 
5uf -0.0010 
SMf 0.0011 
The final reference orbit elements, after one orbit, are given in Table 4.3. These elements 
are the result of a one-orbit propagation considering the effect of the J% perturbation. 
The final desired relative orbit elements of the deputy are given in Table 4.4. These 
relative states would locally place the deputy on a 1 km PCF around the reference 
trajectory. The control problem therefore consists of maneuvering the deputy from 5eo 
to Sef at tf = 5840 s, i.e. one orbit later. 
The first controller with which the neighbouring optimum feedback law is compared is 
the conventional LQR controller. This controller is designed to use the Hill coordinates 
(relative position and velocity in the orbital frame) as inputs and outputs a control 
acceleration in the orbital frame. It is synthesized using the linearized CWH model of 
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X 
V 
0 
0 
0 
n2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
- 2 
X 
V 
(4.57) 
relative motion, which can be written as: 
0 0 
1 0 
0 1 
2n 0 
-In 0 0 
0 0 - n 2 0 0 0 
where n is the orbital mean motion of the chief and X and V are respectively the rel-
ative position and velocity in the radial, transverse and normal directions. Obviously, 
the CWH model assumes a circular reference orbit which will inevitably affect the per-
formance of the controller in this relatively large-eccentricity simulation scenario. Nev-
ertheless, the LQR represents one of the simplest controllers that can be implemented 
in this context and can be used as a reference. This infinite-horizon type of controller 
seeks to minimize the cost function 
J 
oo 
Q (Ax) + uTRu dt (4.58) 
where Ax is the position and velocity error vector and Q and R are weighting matrices. 
In this particular scenario, Q was set as the identity matrix and R is a diagonal matrix 
with 109 as non-zero elements. The result is a static gain matrix K that computes the 
control commands from the Hill coordinates errors: 
u = -KAx (4.59) 
The second benchmark controller is the mean orbit elements controller [47, 46]. As 
opposed to the LQR, the mean orbit elements controller uses orbit-element errors as 
input. The control of orbit elements instead of Hill coordinates provides the main ad-
vantage of having a controller that uses more wisely the laws of orbital dynamics. By 
having some gains high or low at certain points of the orbit, it is possible to correct 
some orbit element errors at a location where the control command is efficient. In one 
of its simplest forms, the mean orbit elements controller can be expressed as: 
u = ~P (flfuY1 UAe (4.60) 
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The matrix P is a time-varying gain matrix. The only constraint in the demonstration 
of the stability of this controller is for P to be positive definite and sufficiently large 
[46]. We choose here to define P as: 
P = I 
-*ao i • * o i ^OS 2 
(4.61) 
Peo + PeicosNf 
pi0 + pilCosNe 
Pno+PsllsmNe 
PU0 + PulwiNf 
PM0 + PMX sinN f 
The values of the coefficients of the P matrix were heuristically set to Pao = Peo = Pi0 = 
Pn0 = P*o = PM0 = 0.001, Pai = Pei = Ph = PQl = PW1 = PMl = 0.001 and N = 6, 
as it seemed the best trade-off to minimize both fuel and state error over a 1 orbit 
period. The selection of the optimal value of these 13 variables is within itself a very 
challenging task [47] and it is not the purpose of this study to find neither the optimal 
values nor a way to obtain them. However, the performance of the controller with this 
set of gains seemed to be typical of the type of performance that can be expected from 
this controller. 
Finally, for the neighbouring optimum feedback law, S(t) was computed off-line and 
then stored. Once the trajectory of the reference is predicted, Eq. 4.50 is solved using 
Eq. 4.51 as boundary conditions. The values of the weighting matrices, which are the 
only values to tune in the controller were set to: 
K = 1 0 6 - / 
P = I 
(4.62) 
(4.63) 
In simulation, the value for S at each time step is interpolated from a look-up table. A 
block-scheme representation of the implementation of the controller is given in Fig. 4.1. 
As shown in this figure, the only inputs required are the current orbit element vector 
of the deputy e^, the desired set of elements edes and the current maneuver time t, 
required to interpolate the value of S(t). Formally speaking, the chief orbit elements ec 
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ejes (from natural trajectory) 
Figure 4.1 Block-Scheme of the Neighbouring Optimum Feedback Law Implementa-
tion 
should be used to compute / £ instead of the deputy state vector in Eq. 4.52. However, 
because the absolute orbit elements of the chief and the deputy are so close, the use of 
one or the other in the computation of f£ has little impact on the performance of the 
controller. The matrix fu(ec) is essentially identical to fu(^d)- To use e<i instead reduces 
the number of inputs of the controller. 
For all three control algorithms, the desired trajectory Sedes(t), from which the error 
is computed, is the trajectory that would "naturally" (i.e. without any control effort) 
lead to the desired position at time tf. This trajectory can be computed with any state-
transition matrix that predicts relative motion in the form: 
5edes(t) = $-1(t)5ef (4.64) 
where $(t) is a matrix that maps the current relative orbit elements to the set of relative 
orbit elements at time tf. In simulation, a linarized model for J2-perturbed elliptical 
orbits was used [19, 20]. Therefore, once the error between 5e and Sedes is reduced to 
zero, no further control effort is required to bring the spacecraft to its desired location 
at t = tf. 
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Figure 4.2 LQR Command Signal History 
The resulting control command history for each of the controllers are given in Fig. 4.2 
to 4.4 (each figure uses a different scale to highlight the command history profile). The 
time history of the quadratic error (AeTAe at t = tf), between the desired "natural" 
trajectory and the actual trajectory for each of the controller is shown at Fig. 4.5. A 
comparison of the fuel cost (cumulated required velocity impulse), the quadratic effort 
U: 
U / (uTu) dt (4.65) 
to 
and the final error for each of the algorithms is presented in Table 4.5. The algorithms 
are also compared with the optimal control theory open-loop solution [9] when impos-
ing the final desired orbit elements as constraints to the problem and minimizing the 
quadratic control effort U. This type of controller is not a feedback controller. How-
ever, it is used here as a baseline since it provides the optimal solution, assuming both 
modelled dynamics and true dynamics are similar. 
As can be seen in Table 4.5, the neighbouring optimum feedback law provides a bet-
ter accuracy (in terms of final quadratic error) than the two other controllers with a 
smaller fuel cost (both in terms of total absolute velocity impulse and total quadratic 
effort). The reader should note however that this is not a control algorithm compari-
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Figure 4.4 Neighbouring Optimum Feedback Controller Command History 
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TABLE 4.5 Comparison of the Algorithm Simulation Results 
Neighbouring 
Mean Orbit Open-loop 
Optimum 
LQR Elements Optimal 
Feedback 
Controller Command 
Controller 
Fuel Cost (m/s) 
Quadratic Control 
Effort (m2/s3) 
3.9324 
0.0186 
0.8181 
1.6363-10"4 
0.4770 
4.1250-10~5 
0.4721 
4.0851-10-5 
Quadratic Final 
Error 
4.5376-10-10 1.7918-10 - 9 2.0837-10 - 1 2 0 
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son campaign. It could be possible to obtain slightly better performance with the other 
two algorithms with more finely tuned gains. However, it is the authors' opinion that 
the simulation results presented here are typical of what can be expected from the con-
trollers. Therefore, these results are used as an indicator of relative performance. 
By comparing Fig. 4.2, 4.3 and 4.4, one can note that the neighbouring optimum feed-
back law has a relatively constant but small command magnitude, while the two other 
feedback controllers have higher command acceleration magnitudes. This is especially 
true for the LQR that will try to correct the error right from the start and will maintain 
a relatively large steady-state error (approx. 10-8) for the remaining minutes of the 
maneuver. This steady-state error is inevitable because of the elliptical nature of the 
reference orbit (the LQR design assumed a circular reference orbit) and the presence 
of perturbations caused by J2 harmonics. The neighbouring optimum feedback law is 
the only controller, out of the three, that is able to sacrifice formation accuracy at the 
beginning of the trajectory to get pay-offs in terms of propellant and accuracy at the 
moment where the formation is needed. 
It is also interesting to observe that the neighbouring optimal feedback law basically 
recreates the optimal open-loop command, which demonstrates once again the near-
optimality of the neighbouring optimum feedback law. As can be seen in Fig. 4.6, the 
time-history of the optimal open-loop command is similar to the output computed by 
the feedback law, especially during the first part of the trajectory. This explains why the 
performance in terms of fuel consumption of the neighbouring optimum feedback law 
is so close to the performance of the open-loop optimal command computed off-line. 
4.5 Conclusion 
This paper showed how results of the optimal control theory can be applied to for-
mation flight to get a neighbouring optimum feedback law. The controller is of the 
semi-analytical form, as only one time-varying gain matrix needs to be numerically 
computed once. However, once this matrix is known, the controller provides essen-
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Figure 4.6 Components of the Command Acceleration in the Inertial Frame 
tially optimal results for all the elements of the formation, assuming they orbit suffi-
ciently close from the uncontrolled reference trajectory. This type of controller is espe-
cially well-suited for on-board implementation where "snap-shot" types of formation 
are needed, i.e. when a specific formation is needed at a specific point of the orbit, 
disregarding the formation accuracy during the maneuver. 
The performance of this controller has been compared with two other common for-
mation flying controllers, namely the LQR and the mean orbit elements controller in a 
typical PCF reconfiguration problem. The proposed neighbouring optimum feedback 
law yielded a better accuracy while maintaining a smaller fuel consumption, both in 
terms of absolute velocity impulse and quadratic effort. 
Future work on the controller would be to identify solution paths to obtain an ana-
lytical solution to the S matrix or under which assumptions such a solution can be 
obtained. This would lead to a fully analytical feedback control law that guarantees 
near-optimality for all the members of the formation. Furthermore, collision avoidance 
requirements could be added as an additional constraint to the optimization problem. 
PART III 
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CHAPTER 5 
Autonomous Guidance & Control of 
Earth-Orbiting Formation Flying Spacecraft: 
Closing the Loop 
J. Hamel and J. de Lafontaine, Proceedings of the 58th International Aeronautical Con-
gress, Hyderabad, India, 24-28 September 2007, Paper No. IAC-07-C.1.6.02 [17]. 
Abstract 
Previous work on autonomous formation flying guidance and control identified three 
key challenges to overcome in order to obtain a fully autonomous guidance and con-
trol loop: an accurate but simple model of relative motion about elliptical and per-
turbed orbits, an efficient way of performing conflicting requirements trade-off with 
power-limited on-board computers, and finally an optimal or near-optimal control al-
gorithm easy to implement on a flight computer. This paper first summarizes recent 
developments on each of these subject that help to overcome these challenges, devel-
opments which are then used as building blocks for an autonomous formation flying 
guidance and control system. This system autonomously performs trade-offs between 
conflicting requirements, i.e. minimization of fuel cost, formation accuracy and equal 
repartition of the fuel expenditure within the formation. Simulation results show that a 
complete guidance and control loop can be established using mainly analytical results 
and with very few numerical optimization which facilitates on-board implementation. 
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5.1 Introduction 
Formation flying will be a major trend in the upcoming years in space exploration. 
Indeed, replacing "conventional" large and expensive monolithic spacecraft by several 
smaller and cheaper spacecraft presents several advantages. 
Firstly, formation flying presents operational advantages, such as mission reconfigura-
tion capability and robustness to system failures through failure recovery and graceful 
degradation. In deep-space missions using multiple spacecraft in formation, if a sub-
system failure occurs in a spacecraft, another fully functional spacecraft could support 
the disabled spacecraft. The capabilities can be shared. For example, when a power, 
communication or navigation system failure occurs in a spacecraft, it may be possible 
to use another spacecraft sub-system either by physically linking the spacecraft or by 
transmitting navigation information to the failed spacecraft. In the case of a distributed 
spacecraft interferometer or a distributed antenna mission, the failure of one spacecraft 
would only cause a "graceful degradation" of the system, rather than compromising 
the whole mission. The second operational advantage is a mission restructuring ca-
pability. It is foreseeable to reconfigure the satellite formation on-orbit to follow new 
mission requirements. Moreover, if the mission has multiple objectives, resources can 
be optimized by dispatching a certain group of spacecraft having special attributes to 
achieve one objective, and then command another group of spacecraft to achieve an-
other objective in parallel. 
Moreover, formation flying presents financial advantages. Such a mission can poten-
tially have a lower production cost due to economics of scale, in the case where a single 
large and complex satellite is replaced by several "mass production" smaller space-
craft. Secondly, using a constellation of spacecraft could decrease the cost of launch. 
Launching several smaller elements is potentially cheaper than launching a single big 
and heavy satellite, mainly because small satellites can be launched piggy-backed on a 
larger spacecraft flight support equipment. 
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However, using a formation of spacecraft involves several challenges. The main one 
is an increase of the required level of autonomy. In order to minimize the resources 
needed for ground support, it is required to limit the command inputs to the system 
to high-level commands to the whole swarm of spacecraft. The swarm of spacecraft 
would then have to autonomously define lower-level commands for each of the space-
craft. However, these low-level commands would have to remain fuel-optimal to max-
imize the lifetime of the whole formation. Moreover, if the consumption of fuel is not 
well balanced between spacecraft, some spacecraft could run out of fuel before other 
ones, and cause a premature degradation of the performance of the system. 
This paper follows a paper presented in 2006 [16] where the main challenges in achiev-
ing a completely autonomous formation flying guidance and control system were pre-
sented. In order to be autonomous and implemented on-board, such guidance and 
control algorithms have to require as few computation as possible (to facilitate im-
plementation on limited-capacity on-board computers) and require no (or few) inputs 
from the ground segment. This paper summarizes recent developments which solve 
some of the problems highlighted in the first paper and describes a new way of using 
these tools in a completely autonomous guidance and control loop. 
Section 5.2 summarizes recent developments in relative motion theory that lead to an 
analytical model of relative motion for ^-perturbed elliptical orbits. Then, section 5.3 
presents the fuel-equivalent space, a tool used to rapidly and analytically predict the 
fuel cost of maneuvers and/or rapidly identify the most fuel-efficient way to attain a 
given formation. Section 5.4 summarizes the results of the neighbouring-optimum con-
troller, a method for autonomous formation flying control. Section 5.5 describes how 
all these tools can be stitched together in a formation flying guidance and control sys-
tem that autonomously performs trade-offs between the formation flying conflicting 
requirements using a typical projected-circular formation as an example. Finally, sec-
tion 5.6 shows simulation results and demonstrates how a trade-off between conflicting 
requirements can be done in a typical formation flying reconfiguration problem. 
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5.2 Relative Motion Theories 
Autonomous guidance and control systems require accurate but simple models of re-
ality in their algorithms. Models have to be accurate enough to prevent unnecessary 
fuel expenditure, but simple enough to allow on-board implementation. If perturba-
tion models are included in the on-board model of reality, natural motion induced by 
the perturbations can be used to support maneuvers. If these perturbations are not 
included, the guidance and control system will most likely compensate for these per-
turbations, therefore leading to an unnecessary fuel expenditure. 
The most widely used relative orbital motion model is the Clohessy-Wiltshire-Hill 
model [54, 40, 30]. It provides a time-explicit closed-form analytical solution to rela-
tive motion problem for circular unperturbed orbits. This model provides significant 
insights into the natural relative motion about circular and unperturbed reference or-
bits. However, assuming a circular reference orbit yields considerable errors when the 
eccentricity of the reference orbit grows [25]. Several models have therefore been pro-
posed to model relative motion about unperturbed elliptical orbits [42, 7, 25, 58]. In a 
recent publication, Lane and Axelrad [27] developed a time-explicit closed-form solu-
tion and studied the relative motion for bounded relative elliptical orbits. Melton [32] 
also proposed an alternative solution for small-eccentricity orbits. 
However, these models do not take into account orbit perturbations. The most impor-
tant perturbation encountered for the relative motion problem, and also the most stud-
ied, is the perturbation caused by the oblateness of the Earth, referred to as the J2 per-
turbation. Schweighart and Sedwick [48, 49] modified the classic Clohessy-Wiltshire-
Hill model to include the orbit-averaged impact of the J2 perturbation on a circular 
reference orbit. The most challenging problem is nevertheless to consider an ellipti-
cal and perturbed reference orbit. The most accurate way to model this problem is of 
course with numerical models [26,4]. In this case, solutions to the relative motion prob-
lem are obtained through numerical integration of the dynamics equations. However, 
numerical methods are not well suited for autonomous on-board applications because 
5.2. RELATIVE MOTION THEORIES 133 
they typically require large computing effort. Few publications actually provide an 
analytical solution to the relative motion around elliptical reference orbits taking into 
account the J2 perturbation. 
Gim and Alfriend [13] solve the problem by proposing a state transition matrix that 
provides a time explicit solution for the relative motion about a J2-perturbed elliptical 
orbit. This model provides an accurate solution to the problem. However, even though 
the model is fully analytical, the elements of the state transition matrices remain quite 
complex, the states of the reference trajectory still need to be numerically computed and 
matrix products and inversions remain. On the other hand, Schaub studied the relative 
motion about elliptical reference orbits under J2 perturbation with very simple expres-
sions using classical orbit elements [42]. However, this analysis is only performed in 
the mean orbit elements space. This model cannot be written readily into a state transi-
tion matrix form as the mapping between instantaneous, or osculating, orbit elements 
remains to be done. 
Some recent work by the authors led to an analytical state transition matrix that accu-
rately models relative motion about elliptical reference orbits under J2 perturbation, 
while using simpler expressions and without the need to numerically propagate the 
states of the reference trajectory [19, 20]. It builds upon the approach of Schaub [42], 
but bridges the gap between osculating relative motion and relative mean orbit ele-
ment drift. Desired formation relative dynamics are typically commanded in terms of 
osculating, or "actual", relative dynamics, which is why it is relevant to describe the 
relative motion in terms of osculating elements instead of mean elements. This simpli-
fied model is oriented toward an on-board implementation for mission scenarios where 
computational power is limited, such as low-cost and low-power scientific missions. 
The proposed model uses a geometric approach, similar to the work of Gim-Alfriend 
[13] but with some simplifying assumptions. The model neglects variations in the 
short-periodic relative motion induced by the J2 perturbation between the deputy and 
the chief, but includes a osculating to mean orbit elements mapping. In other words, it 
"adds" the relative mean orbit element drift to the natural osculating-element Keple-
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rian dynamics, neglecting the impact of short-period variations on the relative motion. 
This simplification is made at the cost of a prediction error as large as the short-periodic 
terms variations between the deputy and the chief. For two spacecraft orbiting very 
close from one another, this error will remain small as the short-period oscillations 
caused by the J2 perturbation will be nearly the same for both spacecraft. However, in 
all cases, this error will remain bounded even for long-term prediction. 
The main advantage of this approach is that the states of the reference trajectory at the 
true anomaly where the relative dynamics need to be known are not required. All the 
elements of the state transition matrix are computed from the initial position of the 
reference trajectory and the true anomaly for which the relative motion needs to be 
predicted. Models that take into account short-period variations [13] need the states of 
the reference at the final time to do an accurate mapping between the mean elements 
and the osculating elements at this location. 
The main use of such a model in the guidance and control loop is to predict which 
relative state vector 5eo is required to reach without any control effort the relative Hill 
coordinates SX at a given true anomaly u, given the state vector of the reference trajec-
tory (sometimes referred to as "leader"): 
6e0 = $(e0,v)-16X(v) (5.1) 
where the elements of the state transition matrix <& assume a J2-perturbed elliptical 
reference orbit [19, 20]. For circular reference orbits, other models are better suited 
[48,49]. 
This state transition matrix is the first building block of the autonomous guidance and 
control system presented here, as it analytically provides which relative orbit elements 
are required to "naturally" reach a desired set of Hill coordinates at any given true 
anomaly. 
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5.3 Fuel-Equivalent Space 
Another recently-developed tool, the fuel-equivalent space [18,22], is the second build-
ing block of the guidance and control loop. The fuel-equivalent space is a mathematical 
space where displacements on every axis are identical in terms of fuel cost. Thus, min-
imizing the fuel cost of a maneuver is equivalent to minimizing the distance in the 
fuel-equivalent space. Therefore, minimum-fuel problems are reduced to simple geo-
metric problems in the fuel-equivalent space. 
This theory builds upon the results of the impulsive feedback controller [43,46] which 
was proposed as a way to perform orbit element corrections while minimizing the 
impact on the other orbit elements. It makes use of the Gauss variational equations 
and can perform any arbitrary small orbit correction with only three impulses. If only 
one or two elements are to be corrected, the controller provides essentially optimal 
results in terms of fuel. If all six elements are to be corrected, the controller proposes 
maneuvers that are only a few percents larger than the optimal multi-impulse solution. 
However, the most important advantage of this technique is that the impulses and 
their location can be computed analytically with simple expressions, leading quickly 
to a good approximation of the fuel-cost of a maneuver, even if the spacecraft does not 
make use of impulsive thrusters. 
The fuel-equivalent space maps the relative orbit element state vector Se into six fuel-
equivalent coordinates 
5V = SVtp 5Vta 8Vhi 5Vhn SVrp 5Vrc (5.2) 
where the coordinates represent the components of the three velocity impulses sug-
gested by the impulsive feedback controller. The fuel-equivalent coordinates are com-
puted through the linear mapping: 
5V = S5e (5.3) 
where the elements of S are defined by the state vector of the reference trajectory. As 
presented in Ref. [18], the distance between 8Vi and 5V2 such that 5Vi = S8ei and 
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8V2 = S8e2 is a good approximation of the fuel cost, in terms of velocity impulse, re-
quired to go from 8ei to 8e2. However, the distance in the fuel-equivalent space is not 
the conventional Euclidean distance. In fact, because fuel-equivalent coordinates relate 
to the magnitude of the impulses predicted by the impulsive feedback controller, and 
because these impulses occur at different locations of the orbit, simultaneous displace-
ments in some of the planes of the fuel-equivalent space are not possible. This so-called 
"fuel-equivalent" distance dfe between 8V\ and 8V2 takes the form: 
dfe = yj(SVra2 - 8Vrai)2 + (8Vta2 - SVtJ2 
+V'{SVrn - SVrJ + (8Vtp2 - 8VtJ2 
This mapping is thus a very efficient way to estimate the most fuel-efficient way to 
reach a formation because the problem is reduced to finding the minimum distance be-
tween a point (current spacecraft location) and a geometrical shape (the desired forma-
tion). For example, in the fuel-equivalent space, all J2-invariant relative orbits [42,46] 
form a straight line, while all the relative states forming a projected-circular forma-
tion about a leader form a six-dimension ellipse. It will be shown later that this tool 
can be used in an autonomous formation flying guidance and control system, as it is a 
straightforward way of predicting the fuel cost of a maneuver. 
5.4 Relative Motion Control 
The last missing element for a completely autonomous guidance and control loop was 
a simple but fuel-efficient control algorithm. Such an algorithm will have to efficiently 
and accurately bring the elements of the formation from their initial set of relative orbit 
elements to the desired relative orbit elements within a reasonable time frame with as 
few computation as possible. 
Most of the formation flying control algorithms found in the literature assume the lea-
der/follower type of architecture. Under this architecture, the relative motion control 
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problem is reduced to the tracking of a desired trajectory defined as a position relative 
to a reference trajectory. The guidance system is typically responsible for defining a 
reference trajectory (that could be based on the states of one member of the formation 
or any "virtual" point in space) and a position and velocity relative to this reference 
trajectory. 
The simplest controllers assume unperturbed relative motion about a circular reference 
orbit. By using the CWH linear relative motion model, conventional linear control 
can be applied to Earth-orbiting formation flying spacecraft. The main advantage of 
linear control theory is that it is a well-known method, with measurable performance 
and robustness assuming the linearization conditions are valid. An example of such 
an algorithm is the Linear-Quadratic Regulator (LQR), that uses a constant feedback 
gain matrix that minimizes the infinite-horizon state error and the quadratic actuator 
command [52]. Rahmani [38] also developed an optimal reconfiguration maneuver of 
two spacecraft assuming CWH dynamics. The main conclusion of the work is that 
a balanced fuel-optimal maneuver of two spacecraft on unperturbed circular orbit is 
achieved through equal and opposite acceleration of both spacecraft. However, those 
conclusions do not necessarily apply to elliptical and perturbed orbits. In fact, Inalhan 
[25] demonstrated that assuming that the reference orbit is circular, even when the 
eccentricity is as small as 0.005, leads to significant increase of fuel cost because the 
spacecraft "fights" the natural dynamics to keep the same relative trajectory as it would 
in a circular orbit. 
Therefore, other controllers have been developed for elliptical reference orbits. Such is 
the case for the Cartesian coordinates feedback control law [46]. If the desired trajec-
tory is described as an inertial position and an inertial velocity, a control feedback law 
based on Cartesian coordinates errors can be used. Assuming the relative orbits are 
J2-invariant and that the distance between the spacecraft is small, this simple feedback 
control law can make use of the non-linear dynamics (such as ^-perturbed dynamics) 
to compensate position and velocity errors. On the other hand, the mean orbit elements 
feedback control law, as developed by Schaub et al. [47, 46], uses an error quantified 
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in terms of relative orbit element errors. It is thus possible to "cooperate" with the 
physics of orbital dynamics by acting directly on the mean orbit elements to control 
specific orbit elements at specific instants on the orbit and increase the fuel efficiency 
of the algorithm. For example, it is much more fuel efficient to correct an inclination 
error at equator than at the pole, while an error in the ascending node is easier to 
compensate near the poles. By carefully choosing the time-varying gain matrix of the 
controller, those effects can be accounted for. Similarly, the hybrid feedback law [46,45] 
uses desired states defined as a set of orbit element differences with a reference orbit, 
while the tracking errors are Cartesian coordinates errors. The main advantage of this 
method is that the controller uses inputs that are easily measured (relative position and 
velocity in orbital frame) while the reference is defined as orbit elements, which is more 
conveniently expressed than rapidly evolving Cartesian coordinates. 
However, none of these feedback controllers can ensure optimality for elliptical refer-
ence orbits. The presence of several constraints in the problem, the non-linearity of the 
dynamics and the need for optimality makes the optimal control theory a candidate of 
choice for formation flying. This theory can fuel-optimize or time-optimize any recon-
figuration maneuver while considering perturbed and non-linear dynamics. For circu-
lar reference orbits, an analytical solution can be obtained to get an analytical feedback 
law [33]. However, for reasonably complex dynamics, such as formation flying about 
an elliptical reference orbit, this method does require highly demanding numerical op-
timization which could not be implemented on-board. However some near-optimal 
control methods, like the use of neighbouring optimal paths, only require to solve the 
optimal maneuver problem for one of the spacecraft. The other spacecraft of the for-
mation can be considered as "neighbours" of this optimal path, and the resulting com-
mand offsets can be easily computed. Therefore, the complexity of the problem does 
not necessarily grow with the number of spacecraft in the formation, as is typically the 
case with optimal control solutions. Some more recent work [21] demonstrates how 
such a neighbouring optimal feedback controller can be applied to formation flying. 
This controller requires very few computation, which facilitates on-board implemen-
tation. Furthermore, the formation accuracy/fuel consumption trade-off can easily be 
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implemented with the selection of only one weight. Moreover, as opposed to the other 
formation flying feedback controllers, this controller ensures near-optimality for all the 
elements of the formation. 
This controller seeks to minimize second-order variations of the cost function J: 
J = ±[Ae(tf)fK[Ae{tf)] 
+ f^{u)TR(u)dt (5.5) 
to 
where Ae(fy) is the error at final time tf, u(t) is the commanded control effort and K 
and R are user-defined weighting matrices. The resulting feedback controller [21] takes 
the form: 
«(*) = -H-^S(t)Ae(t) (5.6) 
where H~^ is a constant diagonal matrix weighting the control effort, /„ is the deriva-
tive of the dynamics of the leader with respect to u (which is essentially the matrix 
form of the Gauss variational equations), S(t) is a pre-computed time-varying 6 x 6 
gain matrix and Ae(t) is the instantaneous relative orbit elements error. Since both fu 
and S(t) are only based on the current value of the uncontrolled leader orbit-element 
vector, the same gains can be applied to all the elements of the formation guaranteeing 
near-optimal results for all the elements of the formation. However, near-optimality is 
guaranteed only at the final time tf. The relative position error of the spacecraft be-
tween the initial time to and the final time tf is not minimized, i.e. the controller will 
accept a large error at time t where t0 < t < tf if this is to minimize the cost function at 
the final time tf. Therefore, this controller is oriented toward formation reconfiguration 
as opposed to formation maintenance, the latter requiring a small position error for all 
the elements of the formation at every moment. For formation maintenance, other con-
trollers such as the LQR or the mean orbit element controller [47, 46] are better suited 
since they only consider the current value of the error in their feedback law. 
This neighbouring optimum feedback control law will therefore be a part of the au-
tonomous guidance and control loop. It provides a fuel-efficient but nevertheless ac-
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curate way of taking the spacecraft from their initial location to their desired configu-
ration over a user-defined time frame. 
5.5 Formation Guidance 
Now that all the building blocks are in place, the last step to get a completely au-
tonomous guidance and control system is to build a guidance strategy, using these 
tools, that is able to autonomously perform trade-offs between formation accuracy, fuel 
expenditure and equal sharing of the fuel expenditure within the formation. 
The purpose of the guidance algorithm is to provide a desired set of relative orbit el-
ements at every moment of the trajectory for all the elements of the formation. The 
strategy that is proposed here is to command the desired relative orbit elements to nat-
urally bring the spacecraft from its current location to the desired location at the final 
true anomaly v. In other words, if the controller was to be perfect and would instan-
taneously compensate any errors between the current and the desired relative orbit 
elements, no further control effort should be required to reach the targeted position at 
the final time. This can be easily done with the state transition matrix presented earlier: 
5edes = $(e0, vyHXtely) (5.7) 
This way, the desired states 5Xdes(v) of every spacecraft can be mapped back to a cur-
rent desired position Sedes- The error to be compensated by the controller is therefore 
the difference between the current relative orbit elements Se0 and the current desired 
location Sedes. Such a task can be performed by the neighbouring optimum controller, 
which will ensure that this error is reduced at the final time tf. Consequently, the main 
challenge in the design of the guidance algorithm is to identify this desired position 
5Xdes(v) for every spacecraft. 
The proposed guidance algorithm computes the set of desired positions for all space-
craft by minimizing a cost function J that takes into account the total fuel expenditure, 
the accuracy of the formation and the inequalities between the fuel cost for each space-
craft: 
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Figure 5.1 Projected Circular Formation in Hill Coordinates 
J — J fuel "T" J for > J, f r 'fdiff (5.8) 
where Jfuei is a cost linked to the total fuel expenditure of the formation, Jfor is a cost 
linked to the accuracy of the formation and J fdiff associates a cost to having differences 
between the planned fuel cost of the elements of the formation. 
For demonstration purposes, this guidance strategy is applied here to the common 
Projected-Circular Formation (PCF). The PCF is a formation for which all members of 
the formation are at the same distance from the center of the formation in the normal-
tangential plane (Fig. 5.1). As seen from Earth, all members are distributed on a circle. 
This could have several application for Earth observation. 
In Hill coordinates (relative positions x, y and z and relative velocities Vx, Vy and Vz), 
the projected circular formation is constrained by: 
P = Vv2 + z2 (5.9) 
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where p is the radius of the PCF. The admissible sets of Hill coordinates for a given p 
can be obtained by sweeping the circular formation angular position (3: 
(5.10) 
(5.11) 
(5.12) 
(5.13) 
Vy((3) = pn cos p (5.14) 
VZ(P) = pn sin p (5.15) 
where n is the orbital mean motion. The required set of relative orbit elements Sepcf(P) 
to reach the corresponding set of Hill coordinates at a desired orbit location can be 
obtained: 
x(P) 
v(P) 
m 
vx(P) 
= ~^osp 
= p sin (3 
= p cos (3 
= — sin a 2 
where SX((3) = 
8epcf(P) = $-15X([3) (5.16) 
x y z Vx Vy Vz We shall assume here a formation of three 
spacecraft (excluding the "leader", that could be another spacecraft or a virutal point 
in space) and that the formation needs to be reached exactly one orbit later. In this 
context, the guidance problem consists of identifying the angular position vector /3 — 
Pi Pi Pz containing the targeted angular position for each of the spacecraft that 
will globally minimize the cost function J. 
5.5.1 Absolute Fuel Cost Minimization 
Obviously, the first objective is to minimize the global amount of propellant that is to be 
spent to reach the formation. That can be done by minimizing the sum of the predicted 
velocity impulses of all the spacecraft with: 
N
 1 
Jfnei = Kfuel ^ —WiPi) (5.17) 
<=i m i 
where iV is the total number of spacecraft of the formation (3 in the current example), 
nii is the remaining mass of fuel on-board the ith spacecraft and AVi(Pi) is the pre-
dicted fuel cost, in the fuel-equivalent space, for the ith spacecraft to reach the angular 
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position Pi (by computing the distance between 5epCf(Pi) and the initial location of the 
ith spacecraft Seio). The remaining mass of propellant m* has been added as a way of 
increasing the cost for spacecraft with less fuel remaining. This way, the guidance al-
gorithm will work toward an equal quantity of fuel remaining on-board all spacecraft 
in the case where not all spacecraft have the same amount of fuel remaining on-board 
before the maneuver. Finally Kfuei is a scalar gain that the user can fit to particular 
needs depending on how much importance is given to the total fuel expenditure. 
5.5.2 Formation Accuracy Optimization 
Another important objective of the guidance algorithm is to make sure the spacecraft 
reach the formation defined by the user. One of the strategies of doing so is by mini-
mizing a potential function based on how well the targeted positions comply with the 
desired formation. For the present example, the targeted formation consists in placing 
all three elements of the formation uniformly distributed on the PCF, i.e with a 120 
deg angle between each of the spacecraft as seen from Earth. This desired formation 
will naturally minimize a potential function based on the sum of the squared angular 
distances between all the elements of the formation, such as: 
N-l n=N
 1 
Jfor = KforJ2 J2 (a _o x2 (5-18) 
i= l n=i+l {"* Pn> 
where Kf„., similarly to Kfuei is a user-defined gain. For other types of formation, J/or 
could be any kind of indicator of the formation accuracy, such as a quality shape factor 
for a tetrahedral formation [15]. The only requirement is for this value to be small if the 
proposed configuration is close to the desired formation and large otherwise. 
5.5.3 Minimization of the Fuel Cost Difference 
Finally, one would want the planned maneuver to minimize as much as possible the 
difference in the planned fuel cost between all the elements of the formation. The sim-
plest way of doing so is by computing a cost Jfdiff based on the difference between the 
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maximum and the minimum planned AV: 
Jfdiff = Kfdiff max (AV») - min (AV$) (5.19) 
where Kfdiff is a third gain to be set by the user. 
The impact of this cost is not to be confused with the use of the rrii factor in the com-
putation of J fuel- The rrii factor is added to compensate spacecraft having different 
amount of fuel remaining on-board before the maneuver, while the Jfdiff term ensures 
the planned maneuver will not induce a large difference between the fuel consumption 
of each spacecraft. The term Jfdiff can be interpreted as a preventive measure, and the 
use of rrii as a corrective measure. 
5.5.4 Optimization Process 
Now, with a clearly defined cost function, one has to identify the set of angular posi-
tions f3 that optimizes it. Obviously the optimization process is very mission-specific. 
Moreover, this optimization process is critical as it is the only part of the guidance and 
control loop that is not based on analytical solutions. An example of how this could be 
done with a PCF with very few computation is shown next. However, this optimiza-
tion process would have to be adapted to each particular mission scenario depending 
on the parameters that have to be optimized and the number of elements of the forma-
tion. 
The first step of the optimization is to identify an initial guess. One could start from the 
set of angular positions that will individually minimize the fuel consumption of each 
spacecraft. This can be done almost analytically with very few numerical iterations in 
the fuel-equivalent space (see Ref. [18]). However, the danger of using a fixed initial 
guess is that the search process could remain trapped in a local minimum, therefore 
missing the global minimum. One efficient way of avoiding local minima in this case 
consists in performing a global coarse search of all the possible solutions. Sampling 
the complete solution space with 0.5 rad wide steps generates 2197 points where the 
cost function needs to be computed (13 positions for the three spacecraft), which is 
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S/C2 
Figure 5.2 Fine Formation Optimization Process 
very reasonable since the evaluation of the cost function is based on simple analytical 
expressions. The initial location for the refinement process would be the vector out of 
the 2197 with the lowest cost function value. 
A refinement process is started from this initial location. Each of the three angular po-
sitions is moved by a smaller step dp forward then backward (Fig. 5.2). This leaves us 
with the evaluation of six new cost function values (plus or minus 0.01 rad for each of 
the three spacecraft in this particular case). If any of these new configurations lower the 
cost function value, then the configuration (out of the 6) with the lowest cost function 
is used as the baseline. The process is then repeated until the cost function reaches a 
minimum. On all cases simulated, this optimization process always took less than 1 
sec on a common desktop computer. 
5.6 Simulation Examples 
Finally, an example is given here of how this can be applied to a LEO PCF. The prob-
lem consists in bringing three spacecraft initiated at arbitrary locations to an equally 
distributed 1 km size PCF, one orbit later, while minimizing fuel expenditure and the 
difference in fuel consumption between all spacecraft. 
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TABLE 5.1 Reference Initial Orbit Elements 
e0 
a0 l.lRe 
e0 0.05 
io TT/4 
ft0 0 
coo 0 
M0 0 
TABLE 5.2 Spacecraft Initial Orbit Element Offset 
S /Cl S/C2 S/C3 
5aQ 0 0 0 
(5e0 +0.0001 +0.0001 -0.0001 
5i0 +0.0001 +0.0001 +0.0001 
sn0 +0.0001 -o.oooi +0.0001 
SuQ -0.0001 -0.0001 0 
SM0 +0.0001 +0.0001 -0.0001 
Table 5.1 presents the initial orbit elements of the chief, i.e. the semimajor axis a, the 
eccentricity e, the inclination i, the right ascension of the ascending node £1, the argu-
ment of perigee UJ and finally the mean anomaly M. Table 5.2 shows the initial relative 
orbit elements of the three other spacecraft. As a reference, the resulting J2-perturbed 
uncontrolled relative motion of all three spacecraft with respect to the leader are shown 
in Fig. 5.3. On this figure, trajectories are also plotted with respect to the targeted 1 km 
size PCF (dotted circle). 
The first simulation scenario considers only formation accuracy by setting Kfuei — 0, 
Kfor = 1 and Kfdiff = 0. Figure 5.4 shows the resulting out-of-plane relative trajectory 
of the three spacecraft (as seen from Earth), while Fig. 5.5 presents the time history 
of the total cumulated fuel cost for each of the spacecraft. As expected, the guidance 
algorithm commands a uniform distribution of the spacecraft (all the spacecraft are 
5.6. SIMULATION EXAMPLES 147 
1000 
500 
0 
-500 
1000 
* 
f 
\ „, 
( : , , , 
^ j * * * ^ 
• ^ • * -*T / 
0 ^ * 
>-. / ' 
' / * * s * 
* ' / * '^S 
/,>%,. Jv^ 
1 '*• ' ' j ^ r ^ 
—
 ^ "III """ 
S/C1 
S/C 2 
S/C 3 
-1500 -1000 0 500 1000 1500 
y (m) 
Figure 5.3 Relative out-of-plane uncontrolled motion of the three spacecraft for one 
orbit. Circles mark initial locations of spacecraft. Diamonds mark final locations. 
located 120 deg apart). However, fuel cost is not considered in the cost function, which 
leads to very expensive maneuvers. 
The second simulation scenario considers fuel cost as the only criterion to optimize the 
function by setting Kfuei = 1, Kfor = 0 and Kfdi/f = 0. In this case, all the spacecraft are 
forced to end up on a 1 km size PCF, but the selection of the angular location of every 
spacecraft is only based on the minimization of the fuel consumption. No importance 
is given to the distribution of the spacecraft on the PCF. Figure 5.6 shows the resulting 
out-of-plane relative trajectory of the three spacecraft and Fig. 5.7 presents the time 
history of the total cumulated velocity impulse for each of the spacecraft. As can be 
noted in Fig. 5.6, considering only fuel cost does not lead to a well-balanced formation. 
In fact, spacecraft 1 and 3 practically end up at the same location. However, fuel cost is 
much lower than if only the formation accuracy is considered. 
The third simulation scenario consists in reaching the PCF only by trying to minimize 
the fuel difference between all spacecraft (Fig. 5.8 and Fig. 5.9). In this case, the fuel 
expenditure is well balanced between spacecraft (Fig. 5.9), but the formation is not well 
balanced (Fig. 5.8). 
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Figure 5.4 Resulting trajectory if only formation cost is considered. Circles mark initial 
locations of spacecraft. Diamonds mark final locations. X's mark targeted locations as 
computed by the guidance algorithm. 
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Figure 5.5 Cumulated fuel expenditure of each spacecraft if only formation accuracy is 
considered in the cost function. 
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Figure 5.6 Resulting trajectory if only total fuel expenditure is considered. Circles 
mark initial locations of spacecraft. Diamonds mark final locations. X's mark targeted 
locations as computed by the guidance algorithm. 
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Figure 5.7 Cumulated fuel expenditure of each spacecraft if only total fuel expenditure 
is considered in the cost function. 
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Figure 5.8 Resulting trajectory if only differential fuel expenditure is considered. Cir-
cles mark initial locations of spacecraft. Diamonds mark final locations. X's mark tar-
geted locations as computed by the guidance algorithm. 
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Figure 5.9 Cumulated fuel expenditure of each spacecraft if only differential fuel ex-
penditure is considered in the cost function. 
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Figure 5.10 Resulting trajectory if all terms of cost function are considered. Circles 
mark initial locations of spacecraft. Diamonds mark final locations. X's mark targeted 
locations as computed by the guidance scheme. 
Finally, Fig. 5.10 and Fig. 5.11 show the resulting trajectory and fuel cost if all 3 terms 
of the cost function are used, i.e. Kfuei = 0.1, Kfor — 1, Kfdijf = 0.5. This shows a case 
where the obtained formation (Fig. 5.10) is close to the desired formation (Fig. 5.4) but 
with a much lower total fuel cost (Fig. 5.11 and Fig. 5.5). 
Obviously any other trade-off can be achieved through the selection of the relative 
values of Kfuei, Kfor and Kfdiff- As the simulation results presented here have shown, 
these gains have a lot of influence on the final configuration and the fuel spent by each 
spacecraft to reach the formation. 
5.7 Conclusion 
This paper presented how an autonomous formation flying guidance and control loop 
can be established. This paper first summarized the design of three tools: a linearized 
relative motion model for J2 -perturbed eccentric orbits, the fuel-equivalent space and 
the neighbouring optimum controller, which are the building blocks of the system. 
Then, a guidance algorithm which autonomously performs trade-offs between fuel 
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Figure 5.11 Cumulated fuel expenditure of each spacecraft if all terms are considered 
in the cost function. 
consumption, formation accuracy and equality of the fuel expenditure was developed. 
Simulation results have shown that this guidance algorithm, linked with the neigh-
bouring optimum controller, is a very efficient way of autonomously performing ma-
neuvers on-orbit over a 1 orbit time-frame. Such a demonstration has been completed 
with a typical 1 km size LEO PCR 
Even though this algorithm is applied here to the PCF, it can be adapted to other types 
of formation, such as the tetrahedral formation. The only requirement is to have an easy 
way of measuring the quality of the formation commanded by the guidance system. 
For other types of formation, the optimization parameters and the optimization pro-
cess would have to be different. Even for a PCF, one could think of several other pa-
rameters that could be optimized, such as location of the leader (or the virtual center) 
or the size of the formation. However, limiting the number of optimization parameters 
drastically reduces the computational power required (especially for a large formation) 
which largely facilitates implementation on a computational power-limited on-board 
computer. 
Time (s) 
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Further developments of such a system could include collision avoidance and decen-
tralization of the decision process. Indeed, as of now, only the initial position and the 
final location of the spacecraft are considered. What happens in-between is left to the 
controller, which is not yet adapted to include collision-avoidance in the planning pro-
cess. Furthermore, the guidance algorithm presented here uses a centralized approach, 
i.e. the algorithm has all the information regarding all the spacecraft to make its de-
cision. The decentralization of this algorithm could make it more robust to spacecraft 
failure, since no single point would be responsible to make decisions for the whole 
fleet. This could be accomplished by designing individual cost functions for each of 
the spacecraft that require a minimal information exchange between the spacecraft. 
154 CHAPTER 5. CLOSING THE LOOP 
PART IV 
Conclusion and Future Work 

CHAPTER 6 
Conclusion 
This research project focused on the development of solutions for autonomous forma-
tion flying guidance and control. As was presented in the review of the literature, sev-
eral key challenges still needed to be overcome before achieving such an autonomous 
system. Firstly, it has been shown that an analytical model of relative motion that takes 
into account the eccentricity of the reference orbit and the effects of the J2 perturbation 
suitable for autonomous on-board applications was still to be developed. Few ana-
lytical relative motion models include both the effect of the perturbation caused by J2 
and the effect of orbit eccentricity. The only two that do so, the relative mean orbit 
element propagation and the Gim-Alfriend state transition matrix, both require prop-
agation of the states of the reference trajectory to perform the mean to osculating and 
osculating to mean mapping (even though they are in an analytical form). On the other 
hand, most of the work on formation flying guidance uses highly demanding numeri-
cal optimization and is designed to run off-line on ground-based powerful computers 
as opposed to limited-capacity on-board computers. Few analytical solutions to the 
reconfiguration exist and these solutions are mostly applicable to specific formations 
and circular reference orbits. Moreover, there exists several analytical solutions to the 
relative motion control problem, but none of the proposed controllers can guarantee 
the fuel-optimality of the maneuver within a reasonable time frame. The performance 
of these controllers essentially relies on a proper tuning of the controller gains, which 
is very difficult to perform. 
Based on these observations, three project objectives were defined: (1) the development 
of an analytical model of relative motion for J2 -perturbed elliptical reference orbits, (2) 
the development of analytical tools to perform formation flying guidance about ellip-
tical reference orbits and finally (3) the development of an optimal or near-optimal 
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formation flying relative motion feedback control strategy suitable for on-board appli-
cations. 
The first objective was achieved with the development of a model of linearized relative 
motion about ^-perturbed elliptical orbits (Chapter 2). This model accurately models 
the impact of secular drift caused by the Ji perturbation on the osculating relative 
motion, without the need to propagate the states of the reference trajectory forward 
in time. This can be done at the cost of neglecting the impact of short-periodic terms 
on relative motion, which inevitably leads to a bounded prediction error. As it has 
been shown, this residual error does not grow with time which means that its accuracy 
remains the same even for long-term relative motion prediction, assuming only the J2 
perturbation is present. Only the impact of the other neglected perturbations (solar 
radiation pressure, drag, other gravitational harmonics, etc.) will affect the long-term 
prediction accuracy of the model. 
The second objective was achieved with the development of the Fuel-Equivalent Space 
(Chapter 3). This new mathematical tool translates the relative orbit elements into a 
Fuel-Equivalent Space where a similar displacement on any axis is identical in terms 
of fuel cost. It makes use of the Impulsive Feedback Controller theory, which was 
originally designed to perform small orbit corrections with only three impulses while 
minimizing the coupling between the correction of each orbit element. Once the ini-
tial relative location of the spacecraft and the targeted formation have been mapped 
into the Fuel-Equivalent Space, the minimum-fuel reconfiguration problem becomes a 
simple geometric distance minimization problem in the Fuel-Equivalent Space. Two 
such examples were given: the ^-invariant relative orbits and the Projected-Circular 
Formation. For both cases, it is shown that the mapping of the problem in the Fuel-
Equivalent Space leads to simple analytical solutions or to solutions that can be found 
with few and simple iterations. 
The third objective was achieved with the application of the neighbouring-optimum 
control theory to the formation flying problem (Chapter 4). The neighbouring-optimum 
feedback law, based on optimal control theory, can perform the fuel/formation accu-
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racy trade-off with the selection of the value of only one scalar gain. The controller is in 
the semi-analytic form, as only one gain matrix needs to be pre-computed for the com-
plete trajectory. However, once the time-history of this matrix is known, the controller 
guarantees near-optimal (in terms of fuel and formation accuracy) maneuvering for all 
the spacecraft evolving in the vicinity of the uncontrolled reference trajectory. Simu-
lation results have shown that this controller can perform a maneuver with less fuel 
and with errors several orders of magnitude smaller than other common formation 
flying controllers, namely the LQR and the mean orbit elements controller. Simula-
tion results have also shown that, as theory predicted, the control signal computed by 
the neighbouring-optimum feedback law essentially recreates the optimum open-loop 
command, but in a feedback form. 
Finally these three new developments were tied in together to form a fully autonomous 
guidance and control loop. These tools are connected together with a guidance algo-
rithm based on a cost function that takes into account formation accuracy, minimization 
of fuel and balancing of fuel spending among the formation. Once the desired forma-
tion and location is specified, the system autonomously selects the best location on the 
formation for each spacecraft and controls it toward this location with a near-optimal 
fuel spending. It is also shown that with the relative selection of the formation, fuel-
spending and fuel-balancing weights (each represented by one scalar gain), the user 
can easily perform the trade-off between these requirements. 
6.1 Summary of the Contributions 
The outcome of the research project can be classified into five main contributions (Fig. 
6.1). The first one is an identification of the missing links in the formation flying liter-
ature in order to get a fully autonomous guidance and control loop [16], as presented 
at the International Aeronautical Congress in October 2006. Then, the analytical rela-
tive motion model for perturbed elliptical reference orbits [19,20], the Fuel-Equivalent 
Space theory [18,22] and the neighbouring optimum feedback law [21] were presented 
to the AAS/AIAA Astrodynamics Specialist Conference in August 2007 and submitted 
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to the AIAA Journal of Guidance, Control, and Dynamics (two out of three submissions 
have been accepted at the time of writing this document). Finally the complete guid-
ance and control loop [17] was presented at the International Aeronautical Congress 
in September 2007. In summary, the candidate research work led to five international 
conference papers, 2 accepted journal submission and 1 pending journal submission. 
6.2 Future Work 
Future work on this topic could firstly include the possibility to perform collision 
avoidance. The proposed guidance and control system globally minimizes a cost func-
tion for the whole formation at the beginning of the maneuver, but does not consider 
the relative position of the spacecraft during the maneuver. Each spacecraft is con-
trolled independently once the maneuver is planned. The inclusion of potential func-
tions, for example, in the control sequence could be a way of taking into account col-
lision avoidance during the maneuvers. Also, the proposed guidance algorithm only 
uses the cost of maneuvering to perform its computations. However, formation main-
tenance is also a major component of the fuel cost of a mission. In the case where more 
than a "snap-shot" formation is needed, i.e. if the formation is to be maintained, the 
cost of maintaining the assigned location of each spacecraft could also be included in 
the guidance cost function. Finally, one could think of decentralizing the system. Cur-
rently, one "omniscient" member of the formation performs the planning for the whole 
formation. Even though it has been shown that the planning is not demanding in terms 
of computing power, a decentralized approach should be more robust to spacecraft fail-
ure. The impact on the performance of the system of the consequent minimization of 
the exchange of information between the spacecraft could be assessed. 
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PARTV 
Appendices 

ANNEX A 
Orbit Elements Definition 
This section presents a summary of the definition of the classical orbit elements used 
throughout this work. 
Semimajor Axis (a) Major axis length of the orbital ellipse (m) (Fig. A.l). Defines the 
orbital energy and the orbital period. 
Eccentricity (e) Measure of how much the orbit deviates from a circle (Fig. A.l). 
Inclination (i) Angle between the orbital plane and the equatorial plane (rad) (Fig. 
A.2) 
Right Ascension of the Ascending Node (Q) Angle, in the equatorial plane, between 
the ascending node (where the orbit crosses the equatorial plane from South to 
North) and the reference direction, typically the First Point of Aries for Earth-
orbiting bodies (rad) (Fig. A.2). 
Argument of Periapsis (u>) Angle, in the orbital plane, between the periapsis (point on 
the orbit that is the closest from the central body) and the equatorial plane (rad) 
(Fig. A.l and A.2). Also referred to as "argument of perigee" for Earth-orbiting 
bodies. 
True Anomaly (u) Angle, in the orbital plane, between the position of the spacecraft 
and the line of periapsis (rad) (Fig. A.l). 
Eccentric Anomaly (E) Angle between the direction of periapsis and the current posi-
tion of the spacecraft on its orbit, projected onto the orbit ellipse's circumscribing 
circle perpendicularly to the major axis, and measured at the center of the ellipse 
(rad) (Fig. A.3). 
Mean Anomaly (M) Measure of the fraction of the orbit period (expressed as an angle) 
that the spacecraft has moved since its last passage at periapsis (rad) (Fig. A.3). 
The relationship between the eccentric anomaly and the mean anomaly is M = 
E — e sin E. 
Argument of Latitude (6) Angle, in the orbital plane, between the spacecraft and the 
equatorial plane (rad) (Fig. A.2). The argument of latitude is the sum of the true 
anomaly and the argument of perigee (8 = u + v). 
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Figure A.l Definition of the Orbit Elements in the Orbital Plane. 
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Figure A.2 Orbital Plane and Equatorial Plane. 
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Figure A.3 Representation of the True, Mean and Eccentric Anomalies. 
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