A new approach is described to help improve the foundations of relativistic viscous fluid dynamics and its coupling to general relativity. Focusing on neutral conformal fluids constructed solely in terms of hydrodynamic variables, we derive the most general viscous energy-momentum tensor yielding equations of motion of second order in the derivatives, which is shown to provide a novel type of resummation of the relativistic Navier-Stokes equations for which causality holds. We rigorously prove existence, uniqueness, and causality of solutions of this theory (in the full nonlinear regime) both in a Minkowski background and also when the fluid is dynamically coupled to Einstein's equations. Linearized disturbances around equilibrium in Minkowski spacetime are stable in this causal theory and the second law of thermodynamics is satisfied. A numerical study reveals the presence of a hydrodynamic attractor for a rapidly expanding fluid. Further properties are also studied and a brief discussion of how this approach can be generalized to non-conformal fluids is presented.
I. INTRODUCTION
Relativistic fluid dynamics is an essential tool in high-energy nuclear physics [1] , cosmology [2] , and astrophysics [3] . For instance, it has been instrumental in the discovery of the nearly perfect fluidity of the quark-gluon plasma formed in ultrarelativistic heavy ion collisions [4] and also in the modeling of complex phenomena involved in binary neutron star mergers [5] . Its power stems directly from the conservation laws and the presence of a hierarchy among energy scales, which allows one to investigate the regular macroscopic motions of the conserved quantities without specifying the fate of the system's microscopic degrees of freedom. Thus, it is widely accepted that relativistic hydrodynamics may be formulated as an effective theory [6] .
Absent other conserved currents, ideal fluid dynamics is described by the equations of motion for the flow velocity u µ (with u µ u µ = −1) and the energy density obtained via the conservation law ∇ µ T µν ideal = 0, where T ideal µν = u µ u ν + P ( )∆ µν is the energy-momentum tensor. The pressure P ( ) is given by an equation of the state, which is determined from the microscopic dynamics or phe- * Electronic address: marcelo.disconzi@vanderbilt.edu † Electronic address: noronha@if.usp.br nomenologically, g µν is the spacetime metric, and ∆ µν = g µν + u µ u ν is the projector orthogonal to u µ . The fluid equations of motion in this case are of 1st order in spacetime derivatives and the initial value problem is well-posed, i.e., given initial data for and u µ , one can prove that the system admits a unique solution; this is true both in the case of a Minkowski background [7] as well as when the fluid equations are dynamically coupled to Einstein's equations [8, 9] . In both cases, the solutions are causal, i.e., the field values at a point x in spacetime are completely determined by the region in spacetime that is in the past of and causally connected to x. The physical meaning of causality is that information cannot propagate at superluminal speeds.
As the concept of causality is central in this paper, here we recall its precise definition. Let (M, g) be a globally hyperbolic Lorentzian manifold 1 (both Minkowski spacetime and spacetimes that arise as solutions to the initial-value problem for Einstein's equations are globally hyperbolic, so this assumption covers most cases of interest). Consider on M a system of (linear or non-linear) partial differential equations, which we write as P Let Σ ⊂ M be a Cauchy surface where initial data is prescribed. The system is causal if for any point x in the future of Σ, ϕ K (x) depends only on the initial data on J − (x) ∩ Σ, where J − (x) is the causal past of x [10, page 620] [11, Theorem 10.1.3] (see Fig. 1 ). In particular, causality implies that ϕ K (x) remains unchanged if the initial data is altered 2 only outside J − (x) ∩ Σ. In curved spacetime J − (x) looks like a distorted light-cone opening to the past (blue region); in flat spacetime the cone would be straight (dotted line). Points inside J − (x) can be joined to a point x in spacetime by a causal past directed curve (e.g. the red line). The Cauchy surface Σ supports the initial data and the value of the field ϕ(x) depends only on the initial data on J − (x) ∩ Σ.
Causality lies at the foundation of relativity theory, so the matter sector in Einstein's equations (i.e., the fluid) must be compatible with this general principle. Hence, in the regime where an effective hydrodynamic theory is expected to provide an accurate description of the system's dynamics, such a theory must be causal, even in Minkowski background, if it is to describe fully relativistic phenomena.
To be more specific, in practice a given effective theory description may be allowed to violate causality if these violations lead only to unobservable phenomena [12] [13] [14] [15] [16] . Such a scenario, however, poses undesirable features. Firstly, one needs to have a precise and quantitative understanding of causality violations in order to trace its consequences and prove that they are always unobservable. It is not clear 2 Causality can be equivalently stated in the following manner. If {ϕ K 0 } N K=1 and { ϕ K 0 } N K=1 are two sets of initial data for the system such that ϕ K 0 = ϕ K 0 on a subset S ⊂ Σ, and ϕ K and ϕ K are the corresponding solutions to the equations, then ϕ K = ϕ K on D how such a task may be performed in hydrodynamics at the full nonlinear level. Secondly, the property that causality violations are unobservable might depend on particular modeling choices, preventing one from drawing general conclusions. Thus, the possibility of constructing a simple and robust formalism that can be applied to the study of relativistic viscous fluids is seriously hindered when causality is lost. A safer and more straightforward path is to devise effective theories that remain fully causal in their regime of applicability.
Despite its importance in relativity theory, causality has proven to be a difficult feature to accomplish in standard theories of relativistic viscous hydrodynamics. The original relativistic Navier-Stokes (NS) equations put forward by Eckart [17] and Landau [18] decades ago have been shown to be acausal both at the linearized [19] and non-linear level [20] . Currently, the most widely used theoretical framework for the study of relativistic viscous fluids is due to Israel and Stewart (IS) [21, 22] , together with the so-called resummed BRSSS theory [6] , and formulations derived from the relativistic Boltzmann equation, such as the DNMR equations [23] . While these theories have been instrumental in the construction of models that provide us with great insight into the physics of viscous relativistic fluids, causality has been established in these theories only in the case of linear disturbances around equilibrium and for certain values of the dynamic variables [6, 24] . These observations, added to the fact that heat flow in IS theory is known to display acausal behavior far from equilibrium [25] , show that causality in IS-like theories is a delicate matter. This leaves open the possibility of causality violations (even near equilibrium) when the the full non-linear dynamics is studied or a wide range of field values is considered.
Furthermore, causality is not the only unsettled question in IS, BRSSS, and DNMR theories. Questions regarding the existence of solutions, including the case when the fluid is dynamically coupled to gravity 3 , remain open for these theories. We stress that this is not a mere academic question. With exception of simple toy-model explicit solutions, the study of relativistic hydrodynamics relies widely on numerically solving the equations of motion 4 . Without knowing that the equations of mo-tion admit solutions, the reliability of numerical results may be called into question 5 . In contrast, other areas of physics that also rely heavily on numerical simulations, involving for instance ideal relativistic hydrodynamics [3] , typically deal with equations (e.g., Einstein or the relativistic Euler equations) for which the problem of existence of solutions is already well understood.
Moreover, not only is the ability of coupling a theory to gravity essential from a foundational point of view (effective theories must allow interaction with gravity in their regime of validity), but it is of course crucial for the study of many astrophysical phenomena. This is equally true in the case of viscous hydrodynamics, especially given increasing awareness of the importance of dissipative phenomena in the study of heavily dense atrophysical objects such as neutron stars [3, [28] [29] [30] [31] .
Further properties usually required in a fluid theory are linear stability around equilibrium (in the sense of [19] ) and non-negative entropy production. For instance, IS, DNMR, and the resummed BRSSS theory satisfy the former, whereas the latter is satisfied in IS (by construction) for all values of gradients. In contrast, the relativistic NS equations have non-negative entropy production but are linearly unstable [19] .
To the best of our knowledge, this manuscript gives the first example of a theory of viscous fluid dynamics satisfying all of the above properties, i.e., the theory we shall present is causal, existence and uniqueness of its solutions has been established (in the full non-linear regime) both in Minkowski background and when coupled to Einstein's equations, and the theory is linearly stable, while also satisfying the second law of thermodynamics.
In Minkowski background, our theory is determined by four evolution equations of second order, which can be rewritten as eight first order evolution equations. For comparison, conformal IS theory has nine equations of motion. However, four of our eight equations are simple field redefinitions used to recast the second order system as a first order one and, in this sense, are trivial. From a computational point of view, the complexity of our theory is reduced to four first order equations, hence simpler than IS 6 .
5 Naturally, existence of solutions is not the only criteria to judge the reliability of a numerical simulations. Issues of discretization, numerical stability, etc., are also important. But these become relevant only when the underlying equations have (or are assumed to have) solutions. 6 Although in this paper we work with the equations written Here, we focus on conformal fluids because of their simplicity and immediate relevance for applications in the description of the quark-gluon plasma (see below). However, our constructions can be generalized to non-conformal relativistic fluids. We shall return to this point at the end.
For the rest of the paper, we work in units such that c = = k B = 1.
II. OTHER THEORIES OF RELATIVISTIC VISCOUS FLUID DYNAMICS
Our previous discussion focused on IS-like approaches because of their wide use in the high energy nuclear physics and cosmology communities. Before we present our new approach, here we briefly mention other theories of relativistic viscous fluids that attempt to overcome the acausality and instability issues present in relativistic NS theory. One causal theory of relativistic viscous hydrodynamics, defined solely in terms of the hydrodynamic fields and applicable to pure radiation fluids and ideal gases, has been recently proposed in [32, 33] . This theory admits existence and uniqueness of solutions and linear stability has been verified in the fluid's rest frame. However, as far as we know, investigations addressing the stability of the equations of motion in a Lorentz boosted frame and coupling to Einstein's equations have not appeared in the literature for the energy-momentum tensor introduced in [32, 33] . Another proposal was put forward by Lichnerowicz back in the 50's [34] , but only recently it has been shown to yield a causal theory that admits existence and uniqueness of solutions, including when dynamically coupled to gravity, at least in the cases of irrotational fluids [35, 36] or with restrictions on the initial data [37] . Applications of Lichnerowcz's theory to cosmology appeared in [36, 38, 39] . It is not known whether Lichnerowicz's theory is linearly stable around equilibrium.
A large class of fluid theories can be constructed out the formalism of divergence-type (DT) theories [40] [41] [42] [43] . While this formalism per se does not guarantee any of the aforementioned properties (causality, linear stability, existence of solutions, or coupling to gravity) [3] , it has been successfully applied to the construction of theories that are causal near equilibrium [44, 45] . In fact, DT theories provide a in second order form. The mention of reducing to a first order system was for comparison with IS theory only.
very general formalism for the study of fluid dynamics but there is no prescription of how to determine a particular set of fields and equations of motion for the study of concrete problems. Hence, despite their flexibility (or perhaps because of it), applications of DT theories in the study of nuclear physics, astrophysics, and cosmology have so far been limited.
Finally, motivated by the rapid expansion and the highly anisotropic initial state of the quark-gluon plasma formed in heavy ion collisions, a new set of fluid dynamic equations have been studied defining the so-called anisotropic hydrodynamics formalism [46, 47] . This subject is still under development [48] and statements regarding stability, causality, and existence of solutions are not yet available.
III. CONFORMAL VISCOUS HYDRODYNAMICS
In this paper we focus on the case of conformal hydrodynamics [6, 49] , which provides the simplest set of assumptions regarding the properties of the underlying microscopic theory that can be used to study relativistic hydrodynamic phenomena. In this case T µ µ = 0, = 3P ( ∝ T 4 with T being the temperature), and the equations of motion ∇ µ T µν = 0 change covariantly under a Weyl transformation of the metric, i.e., under g µν → e −2φ g µν , with φ being an arbitrary Lorentz scalar. Since the quarkgluon plasma is approximately conformal at sufficiently large temperatures [50] , conformal fluids with their enhanced set of symmetries provide a testbed for numerical investigations in relativistic hydrodynamics, as shown in [51] . However, we note that conformal invariance fixes the equation of state but it does not fully determine the dissipative corrections to the energy-momentum tensor, which must be specified by further assumptions.
Differently than the case of an ideal fluid, for a system that is out of equilibrium, quantities such as local temperature and flow velocity are not uniquely defined [22, 52] . Different choices lead to local temperature and velocity fields that differ from each other by gradients of the hydrodynamic variable, each particular choice being called a frame 7 . Sev- 7 This meaning of the word frame has nothing to do with rest and boosted frames. Unfortunately, these terminologies are too standard to be changed here. Hence, we use the word frame to refer to both a choice of local temperature and velocity, e.g., the Landau frame, and in the usual sense of relativity, e.g., the rest frame. The different between both eral frame choices have been pursued over the years, starting with Eckart [17] , Landau [18] , Stewart [53] , and others (for a discussion, see [54] ). In general, one may always decompose the energy-momentum tensor of a conformal fluid as
where π µν is the symmetric traceless viscous tensor contribution orthogonal to the flow,
να u α is the flow of energy (heat flow), and A is a scalar. The dissipative contributions to the energy-momentum tensor given by A, Q µ , and π µν vanish in equilibrium. One has in general 9 independent components in the conformal energymomentum tensor and the decomposition above in terms of { , u µ , A, Q µ , π µν } has 13 independent degrees of freedom at this level. Therefore, a choice must be made to eliminate 4 extra degrees of freedom and fully specify the system's dynamics. In order to guarantee a smooth transition to the ideal fluid limit, it is natural to assume that such a choice involves the variables {A, Q µ , π µν }. For instance, Landau [18] defined the flow and the energy density out of equilibrium in such a way that Q µ and A vanish (i.e., the Landau frame where u µ T µν = − u ν ). To proceed, one must decide whether the fields {A, Q µ , π µν } that are absent in the ideal fluid limit are to be treated as independent dynamical variables or are fully specified by the original hydrodynamic fields { , u µ }. The former implies that 5 extra equations of motion must be given, in addition to the conservation law of energy and momentum. This idea is pursued in the aforementioned IS theories and more generally in extended irreversible thermodynamics theories [55] . In this case, it is natural to employ Landau's definition and use { , u µ , π µν } to define conformal hydrodynamics with π µν being defined by its own set of equations of motion. The degree of deviation from local equilibrium helps determine the equation of motion for π µν . Another option consists in assuming that the set {A, Q µ , π µν } is constructed using the derivatives of the hydrodynamic fields { , u µ }, as in a gradient expansion [6] . In the standard gradient expansion approach, dissipative effects are taken into account in the energy-momentum tensor via the inclusion of terms containing higher order derivatives of the hydrodynamic variables [6] , which are (formally) asuses will be clear from the context. sumed to be small corrections around local equilibrium. To a given order in the expansion, one includes in the energy-momentum tensor all the possible terms compatible with the symmetries (e.g., conformal invariance) and this procedure was carried out to second order in [6] assuming Landau's definition of the hydrodynamic fields (i.e., the Landau frame).
In a gradient expansion, to first order in gradients, there is only one choice for π µν , namely,
is the transverse covariant derivative, and η is the shear viscosity transport coefficient (for a conformal fluid η ∝ s ∝ T 3 , with s = 4 /(3T ) being the entropy density). Using the Landau frame and keeping terms up to first order in gradients, one finds the conformal Navier-Stokes (NS) energy-momentum tensor
− ησ µν [6, 49] . At the linear level, this theory accurately describes the long wavelength behavior of sound and shear hydrodynamic disturbances around hydrostatic equilibrium:
, in the sense that these dispersion relations can be directly matched to microscopic calculations, a procedure that may be used to determine the value of η in a given system. However, as discussed above, the relativistic NS equations are plagued with instabilities and acausal behavior that severely limit their application in fluid dynamic calculations.
IV. NEW CONFORMAL TENSOR
Here we investigate causality and stability in relativistic viscous hydrodynamics using only the usual hydrodynamic fields in T µν , thus without introducing new degrees of freedom as in IS-like theories. Our goal is to derive a new theory of fluid dynamics that provides a causal regularization of NS theory. Our strategy is the following. We begin with an entropy current as in IS theories, and use the general form of the conformal tensor (1) to obtain an expression for the entropy production. We do not choose either Landau or Eckart's frame; this is an essential point whose physical significance is discussed at the end. We then choose equations for the fields defining the entropy current in such way that (a) the second law of thermodynamics is verified (thermodynamic requirement); (b) the theory's accuracy is that of NS (effective theory); (c) the fields A, π µν , and Q µ are written in terms of derivatives of the hydrodynamic fields (gradient expansion); (d) the equations of motion are second order in the derivatives (as in NS). These properties fix an expression for T µν for which causality and stability can be established.
Following what is done for IS theories, we begin with the general expression for the out-ofequilibrium entropy current:
where R denotes higher order dissipative contributions (beyond A and Q µ ) from the thermodynamical fluxes [3] . Note that we could have also added a term containing higher order contributions orthogonal to u µ but it suffices to our purposes to consider the formulation above (see discussion below). Now, using ∇ µ T µν = 0 and (1), the entropy production becomes
where it was convenient to use the Weyl derivative notation [57] :
In IS theory one treats π µν as a new dynamic variable that obeys a first order equation of motion, which is chosen in such a way that its contribution to entropy production is non-negative 8 . With this choice, the simplest way to ensure that one does not exceed the total number of independent components in T µν is to set A = Q µ = 0 -this procedure leads to the IS equations for a conformal fluid [6] .
Here we note that there is another way of enforcing the second law of thermodynamics, as we explain in the following. In our case, we are seeking a theory where the equations of motion are simply given by the conservation laws ∇ µ T µν = 0 for the hydrodynamic fields. We follow NS and set π µν = −ησ µν , which guarantees that its contribution to the production of entropy is non-negative if η > 0 (also, this is the only possible term one may write that leads to equations of motion of second order for the hydrodynamic fields). However, instead of setting the variables A and Q µ to zero we assume, in accordance with the derivative expansion approach, that they also must be written in terms of derivatives of and u µ (this choice does not exceed the total number of independent degrees of freedom). However, this still leaves R undetermined.
Next, we ask our tensor to describe dissipative effects in the sound and shear channels (to O(k 2 )) as does NS theory. Since the fluxes A, Q µ do not contribute to the sound and shear dispersion relations at that order (see below), to be consistent with our accuracy requirements we demand that such terms do not alter the form of the entropy production given by NS. In fact, we shall see that A, Q µ lead to a type of resummation of the hydrodynamic variables which naturally works as a causal regulator of NS equations and the assumption above corresponds to imposing that these ultraviolet regulators behave adiabatically, i.e., they do not contribute to the entropy production. Alternatively, one may say that the degrees of freedom that regularize the theory in the ultraviolet regime k T should influence the entropy production only indirectly, i.e., through their effect on the solutions of the equations of motion but not through a different functional form for the entropy production. The simplest way of implementing this is to have
which now provides a condition on R, i.e., it obeys a differential equation sourced by the dissipative fluxes (similarly to IS). We next claim that thermodynamic requirements impose further constraints on the behavior of R. Because entropy is maximized in equilibrium, we must have
We note that A and R correspond to corrections of different orders in the derivative expansion and, thus, we can consider them separately. Fist, consider the case when we ignore the higher order contributions R in (4). The variables s, T , and A correspond to out of equilibrium quantities and therefore we must have −u µ S µ eq ≥ s + A T . With the higher order contributions R now included, (4) has to hold. Since the inequality was already satisfied without the addition of R, a natural way of enforcing (4) is to have R ≤ 0, a condition that we now show is satisfied with appropriate choices of A and Q µ .
We choose A = 3χ
T , with χ, λ > 0, which gives equations of motion for the hydrodynamic fields of second order in derivatives, and now argue that with this choice we can enforce R ≤ 0. In fact, we note that one can choose an initial condition for R that is negative at time zero. This is consistent because R satisfies the supplementary equation (3) and, thus, its initial condition can be supplied independently of the initial conditions for the hydrodynamic fields. Eq. (3) and the assumption of small gradients in the hydrodynamic variables give that R is increasing along the flow and, since it vanishes in equilibrium, we then have R ≤ 0. We conclude that (4) is always satisfied.
Since ∝ T 4 and 3P ( ) = , we can alternatively
, which is more convenient for our purposes. Using the expression for A and Q µ into (1) finally yields
The above construction of (5) out of the nonequilibrium entropy S µ relied on a qualitative analysis of the expected behavior of the dissipative fluxes. But we stress that while a rigorous first-principles derivations was not presented, as we shall see, the stress-energy tensor (5) has several non-trivial and physically meaningful properties that we believe justify a posteriori the assumptions and analysis leading to (5) .
Above, we could have added higher derivative terms to the definition of A and Q µ since this would be consistent with the gradient expansion philosophy. The entropy production would then be nonnegative to leading order and, thus, the second law of thermodynamics would be verified within the range of validity of the gradient expansion. However, under the assumption here adopted that the equations of motion are at most of second order in derivatives, such higher order terms are not included in A and Q µ . Also, as said, in principle we could have added to S µ a contribution R µ ⊥ orthogonal to u µ and of the same order as R. But in this case we would need to postulate further equations of motion to determine R µ ⊥ in that the entropy production ∇ µ S µ yields a single scalar equation, whereas the higher order contributions {R, R µ ⊥ } give four degrees of freedom. Not only is simpler to consider R µ ⊥ ≡ 0 but also there does not seem to be an immediate physical principle that would furnish the extra equations for R µ ⊥ . The coefficients χ/ and λ/ in (5) define timescales (∝ 1/T ) that control the behavior of the theory in the ultraviolet. They are causal regula-tors because, as we shall see, when λ and χ are different than zero and appropriately chosen, the equations of motion are causal, whereas they become acausal when λ = 0 = χ (since then (5) reduces to NS). Furthermore, when these coefficients are nonzero and causality holds the hydrodynamic fields are resummed in the sense that the dispersion relations for sound and shear channels are not simple polynomial functions of momenta. We shall come back to this point in a later section of the paper.
We remark that the dynamical variables of (5) are simply and the flow u µ , which obey second order nonlinear partial differential equations determined by ∇ µ T µν = 0. Also, we note that the hydrodynamic fields and u µ in this theory are not defined in either Landau's or Eckart's frames. In fact, due to the ambiguities in the definition of local temperature and velocity in the presence of dissipation (see above discussion), the fields (or T ) and u µ in (5) are to be interpreted as auxiliary fields used to parametrize T µν [52] . Indeed, we recall that there is no operator in a microscopic theory whose expectation value in a non-equilibrium state gives the local temperature T , as emphasized in [52] . But once the equations of motion have been shown to satisfy desired physical requirements (e.g., causality and stability), then one can solve them and reconstruct T µν (for which a microscopic definition is available), from which physical quantities of interest can be derived. That said, we note that for small gradients and u µ will be near a fictitious local equilibrium energy density and velocity configurations [3] (since then T µν will be near that of an ideal fluid).
The non-relativistic limit of the conformal fluid introduced here may be computed in the same way as in [58] and this yields the incompressible non-relativistic Navier-Stokes equations, with incompressibility being a consequence of the conformal invariance. Following the steps in [58] , we see that terms containing λ and χ vanish in the non-relativistic limit since they are proportional to higher order terms. This shows that the new tensor in (5) also has the correct non-relativistic limit.
According to the power counting scheme of [6] , due to the on-shell condition ∇ µ T µν = 0, the terms involving D and D µ ⊥ in (5) represent a set of corrections that are at least of second order in gradients. Thus, the new coefficients χ and λ in (5) only contribute to the dispersion relations of sound and shear modes at order O(k 4 ) and, therefore, this dissipative theory has the same accuracy as NS theory.
On the other hand, the set of 2nd order terms proposed by [6, Eq. (3.11) ] allows for a more accurate matching to microscopic calculations than NS theory. However, these terms turn the causality and stability analysis significantly more complicated. The first reason for this is computational: the equations will be of third order in derivatives, increasing the complexity of the system's characteristic and its Fourier modes. The second reason is structural. The coefficients of the principal part will now depend on derivatives of the fields. In our case, the coefficients of the principal part depend on the fields but not on its derivatives (e.g., terms of the form η( )g
, thus the system characteristics can be understood solely in terms of the intrinsic properties of the fields, i.e., the facts that g is a Lorentzian metric, u is time-like, and > 0. With a few exceptions (e.g., the property that the acceleration is orthogonal to the velocity), this is no longer the case when the coefficients depend on derivatives of the fields, and the geometric and physical meaning of the system's characteristics becomes much more obscure. Therefore, a systematic investigation of causality, stability, and existence of solutions (in the full nonlinear sense meant here) is extremely challenging when the 2nd order gradient terms proposed by [6, Eq. (3.11)] are included.
The tensor in (5) provides a causal resummation of NS theory without the introduction of additional dynamical variables beyond those already present in the ideal fluid limit. We rigorously prove below existence, uniqueness, and causality of solutions to this viscous theory (in the full nonlinear regime) both in a Minkowski background and also when the fluid is dynamically coupled to Einstein's equations. In a later section, we establish the stability of the solutions to the equations of motion in the linearized regime. This is the first time that such nontrivial statements can be rigorously made about viscous fluid dynamics in the relativistic regime since Eckart's first proposal in 1940. Thus, as said, we believe that this set of results may be used to justify, a posteriori, the assumptions used in the derivation of (5).
V. EXISTENCE AND CAUSALITY
In this section we consider Einstein's equations
Rg µν + Λg µν = 8πGT µν , with energymomentum tensor given by (5) . It is assumed that the equation u µ u µ = −1 is also part of the system. An initial data set I for this system consists of the usual initial conditions (Σ, g 0 , κ) for Einstein's equations (Σ a three-dimensional manifold endowed with a Riemannian metric g 0 and a symmetric two tensor κ), two scalar functions 0 and 1 on Σ (energy den-sity and its time-derivative at the initial time), and two vector fields v 0 and v 1 on Σ (the initial values for the velocity and its time-derivative), such that the constraint equations are satisfied [11, Chapter 10] . For a conformal theory all transport coefficients are ∝ T 3 so we can assume χ = a 1 η, λ = a 2 η, with a 1,2 constants. The meaning of "sufficiently regular" stated in the theorem is explained below. Statement (1) means the Einstein's equations admit existence and uniqueness of solutions (uniqueness up to a diffeomorphism, as usual in general relativity). Statement (2) says that the system is causal. Σ is assumed compact and with no boundary for simplicity, as otherwise asymptotic and/or boundary conditions would have to be prescribed. The assumption 0 > 0 guarantees that (5) is welldefined. Above, sufficiently regular means that the initial data belongs to appropriate Gevrey spaces (which are subspaces of the space of smooth functions, see [59] for a definition). It is crucial to point out, however, that the causality of the equations does not depend on the use of Gevrey spaces, and it will automatically hold in any space of functions where existence and uniqueness can be established.
Theorem 2.
Under the assumptions a 1 = 4 and a 2 ≥ 4, a statement similar to Theorem 1, i.e., existence, uniqueness, and causality holds for solutions of ∇ µ T µν = 0, with T µν given by (5), in Minkowski background.
The conditions a 1 = 4 and a 2 ≥ 4 in Theorems 1 and 2 are technical, but we believe that they provide a wide range of values for applications in different situations of interest. Note that these are sufficient conditions, i.e., we are not saying (and we do not know) whether causality is lost if one of these two conditions is not satified.
The proofs of Theorems 1 and 2 will be an application of the combined theorems of Leray 
is a product of hyperbolic polynomials whose highest order is at least the order of the equations (all equations in the system are assumed of the same order). Assume that the characteristic cones determined by the hyperbolic polynomials are all contained in the light-cone in coordinate space and their intersection has nonempty interior. Then, the system admits a unique causal solution in appropriate Gevrey spaces. We recall that a polynomial p(ξ 0 , . . . , ξ n ) of order m is called hyperbolic if for every (ξ 0 , . . . , ξ n ) = 0, the equation p(ξ 0 , . . . , ξ n ) = 0 admits m real distinct
Proof of Theorem 1. As usual in general relativity, we embed Σ into R × Σ and work in local coordinates in the neighborhood of a point p ∈ Σ. We can assume that g(p) is the Minkowski metric. We consider Einstein's equations written in wave gauge, ∇ µ T µν = 0, and
which follows from u µ u µ = −1 after twice differentiating and contracting with u (hence, 15 equations for the 15 unknowns g αβ , u α , ). The characteristic determinant of the system equals p 1 (ξ)p 2 (ξ)p 3 (ξ)p 4 (ξ) where 10 , and
The polynomials u µ ξ µ and ξ µ ξ µ are hyperbolic polynomials if g is a Lorentzian metric and u is time-like. Thus, p 1 (ξ) is the product of four hyperbolic polynomials (recall that > 0 and η( ) > 0) and p 4 (ξ) is the product of ten hyperbolic polynomials.
Write p 2 (ξ) = ( p 2 (ξ)) 2 , where p 2 (ξ) is the polynomial between brackets in the definition of p 2 (ξ). Let us investigate the roots ξ 0 = ξ 0 (ξ 1 , ξ 2 , ξ 3 ) of the equation p 2 (ξ) = 0. Consider first the case where p 2 (ξ) is evaluated at the origin, in which case g is the Minkowski metric. Then the roots are ξ 0,± = −
, and · is the Euclidean inner product. We see that if ξ = 0, then ξ 0,± = 0 and hence ξ = 0. Thus, we can assume ξ = 0. The Cauchy-Schwarz inequality gives u 2 ξ 2 − (u · ξ) 2 ≥ 0, hence ξ 0,+ and ξ 0,− are real and distinct for a 2 ≥ 4. We conclude that p 2 (ξ) is a hyperbolic polynomial at the origin. Since the roots of a polynomial vary continuously with the polynomial coefficients, p 2 (ξ) will have two distinct real roots at any point near the origin, hence on the entire coordinate chart (shrinking the chart if necessary). Therefore, p 2 (ξ) is the product of two hyperbolic polynomials. The analysis of p 3 (ξ) is similar, and using the condition a 2 ≥ 4 we conclude that p 3 (ξ) is a hyperbolic polynomial.
Using the above explicit expression for the roots of p 2 (ξ) = 0, it is not difficult to verify that the cone defined by p 2 (ξ) = 0 contains 9 the light-cone g µν ξ µ ξ ν = 0. The same is true for p 3 (ξ), it is straightforward for p 1 (ξ) and p 4 (ξ), and we see that the intersection of these cones has non-empty interior.
Since the equations are of second order and the highest degree among the above hyperbolic polynomials is two, we have verified all the conditions in [10, p. 624]. We conclude that Einstein's equations in wave gauge admit a unique and causal solution in a neighborhood of x. This gives a solution to Einstein's equations in arbitrary coordinates (near x) because, by assumption, the initial data satisfies the Einstein constraint equations. Equation (6) implies that u µ remains normalized if it is normalized at time zero. A standard gluing argument [11, p. 263] now produces a solution defined on the entire manifold. This completes the proof.
Proof of Theorem 2. This is exactly as the proof of Theorem 1, except that now the polynomial p 4 (ξ), which comes from Einstein's equations, does not figure in the characteristic determinant.
VI. LINEAR STABILITY ANALYSIS
We follow Hiscock and Lindblom [19] and consider the linearized version of the equations of motion for the theory defined by (5) . We perform linear perturbations Ψ → Ψ (0) + δΨ around thermo- 9 By definition of the characteristic determinant, the polynomials p i (ξ) are defined in momentum space. By duality, the characteristic cones associated with p i (ξ) = 0 in coordinate space will be inside the light-cone gµν v µ v ν = 0, hence causal, if they are outside the light-cone in momentum space.
dynamical equilibrium characterized by a constant flow u (0) µ and equilibrium energy density 0 (i.e., ∇ µ u (0) ν = 0 = ∇ µ 0 ), where Ψ = u µ , , η, χ, λ. Our background is the Minkowski metric, which remains undisturbed, i.e., we work in the Cowling approximation [63] where δg µν = 0. As in [19] , we consider only the plane-wave solutions to the perturbation equations δΨ(x) → δΨ(k)e ikµx µ with k µ = (ω, k, 0, 0). We begin our analysis in the fluid's rest frame so that u (0) µ = (−1, 0, 0, 0). The equations of motion separate into two independent channels, the so-called sound and shear channels, whose modes are defined by the solutions of the following equations:
where Γ = −iω [19] , Tighter constraints appear by analyzing the stability in a boosted fluid where u (0) µ = (−γ, γv), with 0 ≤ |v| < 1 constant [19, 64, 65] . For the shear channel, the previous rest frame conditions are sufficient to guarantee stability also in a boosted frame. For the sound channel, stability in a boosted frame requires that η > 0, χ = α η, λ ≥ 3η α/(α − 1) with α ≥ 4. We note that this overlaps with the conditions χ = 4η and λ ≥ 4η needed in Theorem 1 and 2, guaranteeing causality, existence and uniqueness of solutions, and linear stability around equilibrium. This is the first time that such general statement can be made rigorous in relativistic viscous hydrodynamics 10 . We note that this theory has non-hydrodynamic modes 11 in both channels (as does relativistic NS and IS theory) but such modes can be made stable by an appropriate choice of the ultraviolet regulators λ and χ.
The linearized problem studied here makes it evident that our conditions ensuring causality imply some type of resummation. In fact, consider the dispersion relations of a theory (in the rest frame) that has the correct NS limit at small momenta, i.e., ω sound (k) =
, such as the theory defined by (5) or IS theory. This should be the case in any theory of viscous hydrodynamics, as it follows directly from gravitational Ward identities [66] . On the other hand, the limit |k| → ∞ provides a simple test that suggests causality, namely, ω sound (k) and ω shear (k) cannot grow faster than |k| [65] , which implies that the dispersion relations for sound and shear channels cannot be simple polynomial functions of |k| -hence, causality implies a resummation of spatial derivatives. This is obviously true when the full microscopic dynamics is taken into account but here we remark that such a statement must also hold after coarse graining if the fluid dynamic theory respects causality, as is the case for the theory defined by Eq. (5). Indeed, from the above dispersion relations, we find that |ω sound (k)| ≤ |k| and |ω shear (k)| ≤ |k| for |k| T 0 .
VII. APPLICATIONS
In this section we initiate an investigation of the immediate applications of the theory discussed in this paper. We focus on problems of relevance to high energy nuclear physics, more specifically the space-time evolution of the quark-gluon plasma formed in heavy ion collisions, where the conformal fluid approximation has been already used [6, 51] .
A. Hydrodynamic attractor in Bjorken flow
Motivated by the hydrodynamic studies of the quark-gluon plasma formed in heavy ion collisions, we first consider the case of the Bjorken flow [67] where u µ = (1, 0, 0, 0) in Milne coordinates defined as x µ = (τ, x, y, ς), with τ = √ t 2 − z 2 and ς = tanh −1 (z/t). This configuration corresponds to a fluid rapidly expanding in the longitudinal z direction (being homogeneous in the xy plane) and the only unknown is = (τ ) or equivalently T = T (τ ), which is the solution of u ν ∇ µ T µν = 0 (we note that the term with λ in (5) does not contribute to Bjorken flow dynamics).
The equation for the temperature
where we used that ∇ µ u µ = 1/τ and σ µν σ µν = 8/(3τ 2 ). If χ = 0, (7) describes the well-known NS equations for Bjorken flow [68] . Eq. (7) can be rewritten in a clearer form by defining the variables w = τ T and f = 1 + τ ∂ τ T /T [69, 70] , leading tō
This equation is very similar to the one found in the case of Israel-Stewart theory first reported in [70] and, as such, it shares the same qualitative features. In this system, the Knudsen number (i.e., the ratio between micro and macroscopic length scales) K N ∝ 1/w and, thus, the NS limit should be recovered in the large w (i.e., large τ ) regime. This can be seen by considering the formal large w series solution f (w) = ∞ n=0 f n w −n for (8), which describes the gradient expansion series around equilibrium, and leads to the following equation for its coefficients
for n > 1, while f 0 = 2/3 and f 1 = 4η/9. The exact result for NS corresponds to truncating the infinite series as f 0 + f 1 /w. However, such a truncation leads to acausal equations, which can only be resolved by properly resumming the series. In fact, the series coefficients diverge as f n ∼ n! for large n, as shown in Fig. 2 . We remark that the divergence of the large τ expansion in Bjorken flow was previously found in holography [71, 72] , kinetic theory [73, 74] , as well as in hydrodynamic theories involving extended variables [70, [75] [76] [77] (for a review see [78] ). Connections with resurgence theory have been investigated in [70, 72, 75, 76] . In general, one expects that such a result indicates that new properties of the solutions of the equations of motion, which do not appear at any finite order in the series expansion, may emerge after resummation. As a matter of fact, linear disturbances around the series solution decay exponentially at large times [70] on a time scale controlled by the non-hydrodynamic mode that appears whenχ = 0, which indicates the presence of a non-equilibrium structure called the
FIG. 2: |fn|
1/n as a function of n, computed using (9), for η/s = 0.08 and χ = 4η.
hydrodynamic attractor. This is confirmed numerically in Fig. 3 by investigating the behavior of the solutions of (8) generated using different initial conditions for f (w). As noticed in [70] , the attractor solution can be determined using the analogous of the slow-roll expansion in cosmology [79] , which here corresponds to setting df /dw → 0 (the red line in Fig. 3 shows the result of this procedure taking into account first order corrections). One can see that already at very short times the system rapidly "erases" its memory of the initial conditions and converges to the hydrodynamic attractor (in solid red) before it reaches equilibrium (where f → 2/3). We also show the NS solution where f (w) = 2/3 + 4η/(9w) for comparison. (8) with different initial conditions and the solid red line corresponds to the attractor solution. The NS solution is given by the purple dotted-dashed curve while the dotted blue line denotes the equilibrium limit.
We stress that in our case the only dynamic variables of the system are the original hydrodynamic fields and, thus, the presence of a hydrodynamic attractor even in this case suggests that this may be a generic feature of (causal) viscous relativistic fluids (at least in the case of the Bjorken flow).
B. Gubser flow
Another important type of (conformal) hydrodynamic flow employed in the study of simple models of heavy-ion collisions is the so-called Gubser flow [80] . In this case, the flow is invariant under SO(3) ⊗ SO(1, 1) ⊗ Z 2 , with the SO(3) being a particular sub-group of the SO(4, 2) conformal group which includes the symmetry of the solutions under rotations around the z axis and two operations constructed using special conformal transformations that replace the translation invariance in the xy plane present in Bjorken flow. Full analytical solutions for the ideal fluid and NS approximations were derived in [80] and the geometrical interpretation of SO(3) ⊗ SO(1, 1) ⊗ Z 2 symmetry after Weyl rescaling was explained in [81] .
Ref. [82] went beyond the NS limit and studied the case of a fluid described by the conformal IS equations undergoing Gubser flow. The semianalytical solutions obtained in [82] have since then become the standard test of the accuracy of numerical schemes used in the large scale codes that realistically model the hydrodynamic evolution of the quark-gluon plasma [83] . Moreover, they have also motivated a series of studies on the emergence of hydrodynamic behavior in rapidly expanding fluids described by kinetic theory models [84] [85] [86] [87] [88] .
One interesting aspect of the NS solution for Gubser flow is that there are regions in space-time where the temperature becomes negative as long as η/s > 0. Ref. [80] argued that in these regions the gradients are so large that the NS equations do not apply and it was observed in [82] that the higher order resummed dynamics included in IS theory (and kinetic theory [84, 85] ) resolved this issue guaranteeing that T remained positive-definite. In this section we show that the same occurs in the new theory in (5), which provides a powerful consistency test of the formalism developed here.
The symmetry pattern that defines Gubser flow exactly determines [80] the flow velocity to be u µ = (u τ (τ, r), u r (τ, r), 0, 0) with
where we used Milne coordinates x µ = (τ, r, φ, ς), with r = x 2 + y 2 and φ = tan −1 (y/x). Above, q is an arbitrary energy scale that describes the spatial extent of the solutions in the xy plane (we note that the Bjorken solution is recovered in limit q → 0). Without loss of generality we set q = 1 fm −1 [82] . Just as it happened in the Bjorken flow case, since u µ is already known (and the momentum part of the conservation laws is automatically satisfied) the only quantity left to characterize the hydrodynamic solution in our theory is T = T (τ, r), which is obtained as a solution of u ν ∇ µ T µν = 0. In this case, the nonlinear 2nd order partial differential equation for T depends on (τ, r), which makes the problem considerably more complicated than the Bjorken flow case.
However, the underlying conformal invariance of the equations of motion allows one to perform a Weyl transformation of the metric and rephrase this complicated flow pattern in terms of a locally static flow in the curved space-time dS 3 ⊗ R [81] , where dS 3 denotes the 3-dimensional de Sitter space [2] . In fact, starting with the line element written in Milne coordinates 
After this procedure, the fluid is at restû µ = (−1, 0, 0, 0) and the temperatureT =T (ρ), which now obeys a 2nd order nonlinear ODE that can be easily solved. Once that is done, a simple Weyl transformation gives T (τ, r) =T (ρ(τ, r))/τ [81] . This approach to solve the conformal hydrodynamic equations was applied in [89] to obtain axisymmetric exact solutions with nonzero vorticity, while other flow profiles were systematically developed in [90] .
In order to compare to the IS case studied in [82] , it is convenient to write our 2nd order equation of motion forT in dS 3 ⊗ R as a set of coupled 1st order differential equations
where we used that in dS 3 ⊗ R the expansion rate is ∇ µû µ = 2 tanh ρ,û λ ∇ λû µ = 0, and the only nonzero components of the shear tensor areσ ς ς = −4 tanh ρ/3,σ φ φ =σ θ θ = 2 tanh ρ/3. One can appreciate the similarity between (10) and the IS equations (11) and (12) obtained in [82] . The NS limit (χ = 0) gives the exact solution [80] T N S (ρ) = T 0 cosh 2/3 ρ + 4 27η
where 2 F 1 is a hypergeometric function and T 0 is a constant that characterizes the solution at ρ = 0. The equation above shows thatT is positivedefinite in the ideal fluid limit (η = 0) but for NS lim ρ→±∞TN S (ρ) = ±2η/3 [80] , which implies that for any time τ there is an r for which the temperature turns negative (for any value of η > 0). This pathology of NS does not occur in the solution obtained from Eq. (10), as illustrated in Fig. 4 . In this plot we usedη = 0.2, χ = 4η, T 0 = 1.2 andF(0) = 0, to facilitate the comparison with the results obtained for IS theory in [82] . The red line denotes our numerical solution, the black dashed corresponds to the ideal fluid limit and the NS solution, which becomes negative at sufficiently large negative ρ, is shown in blue. One can see that our solution for the temperature is positive-definite, taking values strikingly similar to the IS solution reported in Fig. 1 of Ref.
[82] (in whichη = 0.2 was also used). We show in 
VIII. LIMITATIONS, OPEN QUESTIONS, AND DISCUSSIONS
Because in our tensor T µν u µ u ν = + χ∇ µ u µ + 3χ 4 u µ ∇ µ = + A, the weak energy condition u µ u ν T µν ≥ 0 [11] can be violated for large dissipative contributions. This is not so much a limitation of (5) but rather a fact consistent with the assumptions of the gradient expansion, as the theory is not supposed to be valid for very large deviations from local equilibrium. In fact, in applications (including numerical simulations) keeping track of the positivity of T µν u µ u ν may provide a criterion to determine when the limit of validity of the theory has been crossed. This can be useful because, while we know the theory to be valid only for small gradients, in practice it is not always evident when its regime of applicability has been reached.
Given the novelty of (5), naturally there remain many open questions, and here we shall briefly mention only a few of them. One question is the best way to pose physically motivated initial conditions for the equations of motion. For and u µ , this is basically the same question as in NS theory, with the addition that here we also need ∂ t (0).
Exactly as in IS theory, here a higher order contribution to the out-of-equilibrium entropy current, denoted by Ru µ , was included. However, it is worth stressing that in this work the equation of motion for R was chosen precisely to enforce the second law of thermodynamics, but one does not need to determine R to solve the main equations of motion for and u µ . This makes our approach different than the one used by Israel and Stewart. In other words, to investigate the dynamics of the fluid we only need ∇ µ T µν = 0, which does not involve R. The field R and its equation of motion remain on the background as a supplementary condition enforcing positive entropy production. We believe that this behavior is physically meaningful because it is the fundamental principle of causality that should constraint how the fluid can dissipate, rather than having a preestablished condition on dissipation determining the system's causal properties.
Another important question is whether it is possible to generalize the ideas used to derive (5) to the construction of more general causal and stable stress-energy tensors, including theories with accuracy beyond O(k 2 ), equations with derivatives higher than second order, theories with more conserved charges, and the non-conformal case. The short answer to most of these questions is yes. The strategy leading to (5) can be reproduced for other stress-energy tensors. One may start with the most general stress-energy tensor in a certain class and, without imposing any frame, calculate the entropy production that stems from the generalized entropy current in (2) . We then enforce the second law of thermodynamics in such a way that ∇ µ T µν = 0 involves only the hydrodynamic fields; we also require that further properties hold according to the specifics of the theory being developed (e.g., in (5) we had the adiabatic requirement). This fixes an expression for the stress-energy tensor. The techniques used in the proof of Theorems 1 and 2 ultimately reduce to an algebraic condition (a particular factorization of the characteristic determinant in terms of hyperbolic polynomials), which can be applied in such more general situations. The same is true for the stability analysis. In fact, using these ideas we have been able to construct other fluid theories that are non-conformal but are still causal, stable, admit existence of solutions, and couple to gravity. These theories will be presented in a forthcoming work.
A crucial element in the fluid theory introduced here that was essential for causality and stability (and also for the non-conformal causal and stable theories just mentioned) is the fact that we have not adopted either the Landau or Eckart frame. The frame in our theory is fixed after the fact: without any a priori frame choice, we derive a T µν satisfying several physical requirements. Once T µν is fixed by physical conditions, the system is in whatever frame is defined by its explicit expression and solution of the equations of motion. In other words, similarly to what was mentioned about how causality should constrain dissipation in a relativistic fluid, given that there is no unique way to define T and u µ in a viscous fluid, we believe that causality should also help determine what frames are physically meaningful, and not the other way around.
Even if in practice causality and stability are determined a posteriori, i.e., one fixes T µν and then seeks further conditions leading to causality and stability, this would not have been possible had we imposed Landau or Eckart's frames at the beginning (without introducing new dynamic degrees of freedom). In this regard, it is interesting to notice that the causal theories of [32, 33] do not use Landau or Eckart's frames either. In fact, any pre-determined choice of frame at the beginning would probably prevent us from establishing causality for the full nonlinear system of equations (i.e., fluid + Einstein's) considered here.
We showed in this paper that the theory in (5) provides a causal resummation of conformal NS theory. As an effective theory, our construction is rigorously well defined in the sense that it is causal and stable, though admittedly not accurate in the ultraviolet (as it must be the case in any effective theory at sufficiently large energy scales). While we considered the more general case where λ and χ are distinct, in practical applications it may be more convenient to assume these quantities to be the same. Our proof of causality would then select λ = χ = 4η, making the choice for the ultraviolet regulators unique in this simplified scenario. The only free parameter needed to determine dissipative effects would be the value of η/s, just as in conformal NS theory. It would be interesting to check if something similar happens in non-conformal theories as well.
An open question that was not addressed here is how one may derive the energy-momentum tensor in (5) from a given microscopic theory. In contrast, there are well-known ways to obtain IS-like equations from kinetic theory (see [23] ), although at strong coupling the early time, transient behavior, of the solutions obtained in holography are not described by IS theory, as argued in [91, 92] and shown explicitly in [93] . From the point of view of resummation in hydrodynamics [6, 94] , however, one may say that IS theories only correspond to a certain type of resummation of NS equations with parameters/regulators defined by new additional timescales, i.e. the relaxation times, which determine the nonhydrodynamic modes of the system. Clearly, such a resummation procedure is not unique, as shown in this paper.
We finish this section with a wider point. One reason for seeking a new formulation of viscous relativistic hydrodynamics was the lack of a theory enjoying simultaneously all the properties we have been able to establish for (5) . This by no means minimizes the importance of theories with an extended set of dynamical variables, such as IS theory, given their wide use in the study of relativistic fluids with viscosity. It remains an extremely important open problem to find reasonable conditions that guarantee that these theories admit existence and uniqueness of solutions and are causal in the non-linear regime, both in Minkowski space and coupled to gravity. Finally, an important problem for applications in astrophysics is to understand the linear stability of fluid theories beyond the Cowling approximation.
IX. CONCLUSIONS
In this manuscript we have presented what is, to the best of our knowledge, the first example of a viscous relativistic fluid that is causal, stable, and admits existence and uniqueness of solutions when coupled to gravity. The equations of motion involve only the hydrodynamic fields and are simpler than those from extended irreversible thermodynamics, including IS theory. The second law of thermodynamics is satisfied but the IS-like contribution R to the entropy current decouples from the main equations of motion. The theory's dispersion relations for sound and shear modes are accurate to O(k 2 ) (i.e., at the same level as NS theory). We have solved numerically the equations of motion for the case of Bjorken flow and found the presence of a hydrodynamic attractor. Causality was identified here as the root behind the resummation present in the dispersion relations obtained from the linear stability analysis and also in the hydrodynamic attractor of the (fully nonlinear) Bjorken flow solution. We also investigated the case of Gubser flow, where our approach was shown to also lead to meaningful results by resolving the negative temperature problem found in NS equations in this case. Further properties were also discussed together with some of the limitations and open questions surrounding this theory, and we briefly pointed out how the general principles here employed can be used to construct causal and stable theories beyond the conformal case, which may be later used in numerical simulations of astrophysical phenomena such as binary neutron-star mergers.
Our work emphasizes the importance of critically analyzing the most basic assumptions involved in current theories of relativistic fluid dynamics. As mentioned, a key element in our causality and stability results was the avoidance of the Landau and Eckart frames. These seemingly harmless assumptions have been almost universally employed for nearly 75 years, even when it is known that they are not necessary conditions for the study of viscous hydrodynamics [3, 54] . We hope our work will lead to new insights in the study of the quark-gluon plasma formed in heavy ion collisions and also in astrophysics applications where viscous fluid dynamics is dynamically coupled to Einstein's equations.
