A number of applications in computer-aided manufacturing, CAD, and computer-aided geometric design ask for triangulating pieces of material with defects. These tasks are known collectively as constrained triangulations. Recently, a powerful architecture called the recon gurable mesh has been proposed: in essence, a recon gurable mesh consists of a mesh-connected architecture augmented by a dynamically recon gurable bus system. The main contribution of this paper is to show that the exibility of the recon gurable mesh can be exploited for the purpose of obtaining constant-time algorithms for a number of constrained triangulation problems. These include triangulating a convex planar region containing any constant number of convex holes, triangulating a convex planar region in the presence of a collection of rectangular holes, and triangulating a set of ordered line segments. Speci cally, with a collection of O(n) such objects as input, our algorithms run in O(1) time on a recon gurable mesh of size n n. To the best of our knowledge, this is the rst time constant time solutions to constrained triangulations are reported on this architecture.
Introduction
One of the natural problems that arises in a number of seemingly unrelated areas in manufacturing, robotics, CAD, VLSI design, and pattern recognition involves partitioning a planar region of interest into simple subregions, typically triangles 6, 13] . The motivation for doing so is that the restriction of the original problem to a triangular subregion is often more tractable and, furthermore, once the problem is solved for each of the triangles in the partition, the overall solution is obtained by a \conquer" process.
Work supported by NASA grant NCC1-99, by NSF grants CCR-9407180 and CCR-9522093, and ONR grants N00014-95-1-0779 and N00014-97-1-0526; a preliminary version of this manuscript has appeared in Proc. International Conference on Application Speci c Array Processors, San Francisco, August 1994. Such a situation occurs, for example, in pattern recognition and computational morphology where one desires to infer properties of a region by averaging a certain objective function over the triangles in the partition 12, 49, 52] . The same problem appears in unstructured multigrid strategies that are being used to speed up the convergence of computationally intensive PDE solution schemes. Here, the domain is discretized and decomposed into triangular subregions in order to meet stability requirements. Yet another example is provided by motion planning in robotics where, in an unknown terrain, a robot builds a navigational plan by combining a number of simpler courses each trough a triangular region 20, 50] . As is often the case, the terrain contains natural obstacles that must be excluded from the triangulation. An even more challenging problem arises in the design 1, 2, 14], analysis 15, 30, 48] , and manufacture 6, 13] of vehicles from the aeronautical and automobile industries to the parts manufactured by a typical job shop. In each of these cases, surfaces must have an internal computer representation that re ects the desired geometry of the modeled region including holes and other anomalies. In VLSI design, one is interested in triangulating the area on a chip on which some components have a prescribed position (a power supply, for example) 43 ].
More generally, one is interested in the following problem: given a planar region along with a sequence of forbidden subregions, partition the given region into triangular subregions, none of which intersects the forbidden regions. The instance of this generic problem where the region of interest is implicitly speci ed by the convex hull of a set of point and there are no forbidden regions is commonly referred to as the triangulation problem. Instances of the generic problem featuring forbidden regions of some sort are typically referred to as constrained triangulations. Being of practical relevance and of theoretical interest triangulation problems have been extensively studied in the literature. For an excellent discussion the reader is referred to 14, 25] where many of the above applications are summarized.
Among the massively parallel architectures, the mesh stands out as one of the most natural choices for solving a large number of computational tasks in image processing and computer vision, computational geometry, pattern recognition, operations research, and graph theory. This is due, in part, to its simple interconnection topology and to the fact that many problems feature data that maps easily onto the mesh structure. Its regular and intuitive topology makes the mesh eminently suitable for VLSI implementation, with several models built over the years. Examples include the ILLIAC IV, the STARAN, the MPP, and the MasPar, among many others 3, 4, 8, 41 ].
Yet, the mesh is not for everyone: its large computational diameter makes the mesh architecture less attractive in contexts where the computation involves data items spread over processing elements far apart. In an attempt to alleviate this problem, mesh-connected machines have been enhanced by the addition of various types of bus systems 9, 11, 26, 27, 39, 41, 42] . Early solutions involving the addition of one or more global buses shared by all the processors in the mesh, have been implemented on a number of massively parallel machines 3, 9, 16, 41] . Yet another such system has been adopted by the DAP family of computers 39] and involves enhancing the mesh architecture by the addition of row and column buses. A common feature of these bus structures is that they are static in nature, which means that the communication patterns among processors cannot be modi ed during the execution of the algorithm.
The huge demand for real-time computations within the computer science, manufacturing, and engineering community have motivated researchers to consider adding recon gurable features to high-performance computers. Along this line of thought, a number of bus systems whose conguration can change, under program control, have been proposed in the literature: such a bus system is referred to as recon gurable. Examples include the bus automaton 44], the recon gurable mesh 29], the content addressable array processor 55], the recon gurable network 5], the polymorphic processor array 26, 28] , the recon gurable bus with shift switching 22], and the polymorphic torus 21]. Among these, the recon gurable mesh has emerged as a very attractive and versatile architecture 31]. The recon gurable mesh combines two attractive features of massively parallel architectures, namely, constant diameter and a dynamically recon gurable bus system. With this in mind, we adopt the recon gurable mesh as our model of computation. For simplicity of exposition, the recon gurable mesh will be referred to simply as a mesh.
In recent years a number of e cient algorithms for problems ranging from sorting to computational geometry, to image processing, to graph theory have been proposed in the literature 10,11,17,18,23,29,32{38,54] . In particular, the authors are aware of two recent manuscripts addressing the unconstrained triangulation problem on recon gurable meshes. Speci cally, the work of Jang et al. 17 ] triangulates a set of points in the plane essentially adapting the well known algorithm of Wang and Tsin 53] .
The main contribution of our paper is to show that the power and exibility of the recon gurable mesh can be exploited to obtain constant-time algorithms for a number of constrained triangulation problems including triangulating a convex planar region in the presence of one or two convex holes, triangulating a convex planar region having several rectangular holes, as well as triangulating a set of line segments. Speci cally, with a collection of O(n) such objects as input our algorithms run in O(1) time on a recon gurable mesh of size n n. To the best of our knowledge, this is the rst time constant time solutions to constrained triangulation problems are reported on this architecture.
The remainder of the paper is organized as follows: Section 2 introduces the model of computation used throughout the work; Section 3 reviews a number of basic data movement techniques for the recon gurable mesh. Section 4 gives the details of our geometric tools used in our parallel algorithms. Section 5 presents the details of our algorithms for constrained triangulations. Section 6 proves the processor optimality of the algorithms developed in Section 5. Finally, Section 7 o ers concluding remarks.
The Computational Model
The computational model used throughout this work is the recon gurable mesh. When no confusion is possible a recon gurable mesh will be referred to simply as a mesh. A recon gurable mesh of size M N consists of MN identical processors positioned on a rectangular array with M rows and N columns. As usual, it is assumed that every processor knows its own coordinates within the mesh: we let P(i; j) denote the processor placed in row i and column j, with P(1; 1) in the northwest corner of the mesh. Every processor P(i; j) is connected to its four neighbors P(i?1; j), P(i + 1; j), P(i; j ? 1), and P(i; j + 1), provided they exist. A recon gurable mesh of size 4 5 is featured in Figure 1 . Every processor has four ports denoted in Figure 1 by N, S, E, and W. Local connections between these ports can be established, under program control, creating a powerful bus system that changes dynamically to accommodate various computational needs. Our computational model allows at most two pairs of connections to be set in each processor at any one time. Furthermore, these two pairs must involve disjoint sets of ports as illustrated in Figure 2 . For practical reasons, at any given time, only one processor can broadcast a value onto a bus. In accordance with other works 21, 26{29, 44] we assume that communications along buses take O(1) time. Although inexact, recent experiments with the YUPPIE, the GCN and the PPA recon gurable multiprocessor systems 26, 27, 46, 47] seem to indicate that this approximation is a reasonable working hypothesis.
We assume that the processing elements have a constant number of registers of O(log MN) bits and a very basic instruction set. Each instruction can consist of setting local connections, performing a simple arithmetic or boolean operation, broadcasting a value on a bus, or reading a value from a speci ed bus. We assume a SIMD model: in each time unit the same instruction is broadcast to all processors, which execute it and wait for the next instruction.
The regular structure of the recon gurable mesh makes it suitable for VLSI implementation 21, 27] . It is worth mentioning that at least three VLSI implementations have been performed to demonstrate the feasibility and bene ts of the two-dimensional recon gurable mesh: these are the YUPPIE (Yorktown Ultra-Parallel Polymorphic Image Engine) chip 21, 27] , the GCN (GatedConnection Network) chip 46, 47] and the PPA (Polymorphic Processor Array) 26, 28] . These implementations suggested that the broadcast delay, although not constant, is very small. For example, only 16 machine cycles are required to broadcast on a 10 6 -processor YUPPIE. The GCN has further shortened the broadcast delay by adopting pre-charged circuits. Recently, it has been argued that the broadcast delay is even further reduced if the recon gurable bus system is implemented using ber optic technology as the underlying global bus system and electrically controlled directional coupler switches for connecting or disconnecting bers 45]. Due to these new developments, the recon gurable mesh is likely to become a feasible architecture in the near future. Consequently, algorithms developed on the recon gurable mesh will become of a practical relevance.
Background and Terminology
The purpose of this section is to review a number of results and techniques for the recon gurable mesh that will be instrumental in the design of our algorithms.
Among the basic techniques used in parallel processing algorithms, pre x computations have proved to be the key ingredient in many algorithms. The problem is stated as follows: given a sequence a 1 , a 2 , : : :, a N of items along with an associative operation , compute all the \sums" of the form a 1 For the reader's bene t, we state this result here. Proposition 3.3. An n-element sequence from a totally ordered universe can be sorted in O (1) time on a recon gurable mesh of size n n.
The convex hull of a set of planar points is the smallest convex set containing the given set. Recently, Jordan Curve Theorem guarantees that a simple polygon partitions the plane into two disjoint regions, the interior (bounded) and the exterior (unbounded) separated by the boundary of the polygon. A simple polygon is convex if its interior is a convex set. In particular, the convex hull of a set of points is a convex polygon. A simple polygon P is said to be monotone in some direction if any normal to intersects P in at most two points as illustrated in Figure 3 (a). Let v i and v j be, respectively, the rst and last vertices of P in the direction . These two vertices partition P into two polygonal chains monotone with respect to . A monotone polygon is termed special if one of these chains reduced to a single edge, termed the base edge. Refer to As it turns out, special monotone polygons have interesting properties that can be exploited in a number of contexts. In particular, Bhagavathi et al. 7 ] have used special monotone polygons as key ingredients in a time-optimal triangulation algorithm on meshes with multiple broadcasting. In the next section we shall review some of the results in 7].
Geometric Tools
The purpose of this section is to present solutions for three problems that are at the heart of our subsequent constrained triangulation algorithms. Before formally stating the problems that we address, we need to introduce a few terms that we borrow from 7] . Let S = s 1 ; s 2 ; : : : ; s n be a sequence of non-intersecting line segments in the plane. The sequence S is said to be well ordered if for every i; j, (1 i; j n), i < j guarantees that any horizontal line that intersects both s i and s j , intersects s i to the left of s j . For an endpoint e of a line segment in S, we let e + denote the horizontal ray originating at e and directed towards +1; similarly, we let e ? stand for the horizontal ray emanating from e and directed towards ?1.
Given a sequence, S = s 1 ; s 2 ; : : : ; s n , of n well ordered line segments, the endpoint visibility problem (EV, for short) asks to determine, for every endpoint e of a segment in S, the closest segments, l(e) and r(e), if any, intersected by the rays e ? and e + (see 7] and 24]).
For de niteness, we assume that the segments in S are speci ed by their endpoints and that the collection is stored, one segment per processor, in the rst row of a recon gurable mesh M of size n n such that P(1; i) stores s i . The idea of the algorithm is to dedicate row i of M to segment s i . For this purpose, after having established vertical buses in all columns of the mesh, we mandate the processors in the rst row to broadcast the segment they hold on the bus in their own column, thus replicating S in all rows of M.
Next, in every row of the mesh the processors connect their ports E and W. Let e be a generic endpoint of s i . To determine l(e), processor P(i; i) broadcasts e westbound on the horizontal bus in row i. Every processor P(i; j), (j < i), checks whether the ray e ? intersects the segment s j . If so, P(i; j) disconnects the horizontal bus and broadcasts the identity of s j eastbound from its port E. Since the segments are well ordered, the information (if any) received by P(i; i) from its port W is precisely l(e). In case no information is received, l(e) is set to ?1. Therefore, we have the following result. Theorem 4.1. Given a collection S of n well ordered segments in the plane, stored in the rst row of a recon gurable mesh of size n n, the corresponding instance of the endpoint visibility problem can be solved in O(1) time.
The endpoint visibility problem that we just discussed provides a natural solution to the following problem. Consider a collection R = fR 1 ; R 2 : : : ; R n g of n iso-oriented, non-overlapping, opaque rectangles in the plane with edges parallel to the axes. A rectangle is speci ed by its four bounding edges referred to as left, right, top, and bottom in the obvious way. In this context, the rectangle visibility problem (RV, for short) asks to determine for every endpoint e of a rectangle in R, l(e) or r(e) depending on whether e belongs to a left or right edge of a rectangle. For de niteness, the collection R is assumed to be stored one rectangle per processor in the rst row of a recon gurable mesh M of size n n. An immediate solution to the RV problem is obtained by replacing each rectangle by its left and right edges. Once these edges are sorted in increasing x-coordinate, the resulting sequence is well ordered and so we can apply the endpoint visibility problem. By Proposition 3.3 and Theorem 4.1, the running time is bounded by a constant. Thus, we have proved the following result.
Theorem 4.2. Given a collection, R = fR 1 ; R 2 ; : : : ; R n g, of n iso-oriented, non-overlapping, rectangles stored one per processor in a recon gurable mesh of size n n, the corresponding instance of the rectangle visibility problem can be solved in O(1) time.
We now present an algorithm for triangulating a special monotone polygon M = v 1 ; v 2 ; : : : ; v n in the plane with its vertices speci ed in clockwise order and with v 1 v n denoting the base edge 7].
The vertices of the polygon are assumed to be stored in the rst row of a recon gurable mesh M of size n n, one vertex per processor. To simplify the exposition we assume that the interior of the polygon lies in the positive halfplane determined by the line v 1 v n . The polygonal chain v 1 ; v 2 ; : : : ; v n will be termed the monotone chain. We further subdivide the monotone chain into (sub)chains monotone in the y-direction. Such chains are termed ascending and descending in the obvious way (see also 7] ). The details of the various steps involved in triangulating the special monotone polygon M are spelled out as follows:
Step 1. By checking its neighbors, every vertex v i of M determines whether it belongs to an ascending or descending chain. Vertices achieving local minima in the y-direction are treated as part of both ascending and descending chains.
Step 2. With each vertex v i = (x i ; y i ) of M we associate a vertical segment s i with endpoints (x i ; y i ) and (x i ; 1) and solve the resulting instance of the endpoint visibility problem. Let l(v i )=s j and r(v i )=s k .
Comment: For a vertex v i on an ascending (resp. descending) chain of M the vertex v j is said to be a match if s j is a solution obtained in Step 2 and v j belongs to a descending (resp. ascending) chain.
Step 3. Every vertex v i that has identi ed (at least) one match v j adds the diagonal v i v j to the triangulation and records the resulting triangle; Comment: Note that no processor stores more than two segments added to the triangulation in
Step 3.
Step 4. The following vertices mark themselves: v 1 and v n ; vertices that have identi ed no match; vertices achieving local minima in the y-direction that have found only one match.
Comment: It is important to note that in case the base edge v 1 v n is horizontal, only v 1 and v n are marked.
Step 5. Let v 1 = v i 1 ; v i 2 ; : : : ; v ir = v n be the list of marked vertices enumerated by increasing x-coordinate and let M 0 be the monotone polygon determined by these marked vertices. Rotate M 0 so that v 1 v n becomes parallel to the x-axis and repeat Steps 2{4.
Several of the steps of the algorithm are illustrated in Figure 4 Proof. The correctness of the triangulation has been asserted in 7] . For the readers' bene t we sketch the main idea here. In order to show that the triangulation is done correctly, we need to prove that the diagonals added in Step 3 do not intersect and that when the algorithm terminates there are no polygons with more than three sides left. 
Algorithms for Constrained Triangulations
The main goal of this section is to present constant time algorithms for a number of constrained triangulation problems on recon gurable meshes. Speci cally, in Subsection 5.1, we discuss the triangulation of an arbitrary set of points in the plane; in Subsection 5.2, we discuss the triangulation of a convex region containing a convex forbidden region (i.e. a hole). In Subsection 5.3 we address the problem of triangulating a convex region in the presence of a constant number of convex holes. In Subsection 5.4 we discuss the problem of triangulating a convex region in the presence of several rectangular holes. Finally, in Subsection 5.5 we discuss the problem of triangulating a set of ordered line segments.
Triangulating a Set of Points
The purpose of this subsection is to demonstrate that the algorithm to triangulate special monotone polygons discussed in Section 4 can be used to obtain a constant time triangulation algorithm for points in the plane.
Speci cally, consider a set S of n points in the plane stored in the rst row of a recon gurable mesh of size n n, one point per processor. We begin by computing the convex hull of the S as illustrated in Figure 5 (a). It is well known that all the edges of the convex hull will be part of the desired triangulation.
Next, we sort the points in S in increasing order of their x-coordinates and add a diagonal between adjacent points in the sorted sequence as shown in Figure 5 (b). Observe that these diagonals divide the entire region within the hull into special monotone polygons having some of the convex hull edges as base edges. Each of these polygons with an edge on the lower hull can be triangulated independently, in parallel, using the algorithm for triangulating a special monotone polygon described in the previous section. The same can be repeated for the polygons with an edge on the upper hull. Refer to Figure 5 Let C = c 1 ; c 2 ; : : : ; c n be a convex region of the plane and let H = h 1 ; h 2 ; : : : ; h m be a convex hole within C as illustrated in Figure 6 (a). In many applications in computer graphics 40], computeraided manufacturing and CAD 13], it is necessary to triangulate the region C n H. The task at hand can be perceived as a constrained triangulation of C. A possible triangulation of region C nH in Figure 6 (a) is illustrated in Figure 6 (b).
The algorithm for triangulating a convex region with a convex hole will be a key ingredient in several of our subsequent algorithms for constrained triangulations.
For de niteness, let both C and H be stored one vertex per processor in the rst row of a recon gurable mesh M of size n n. Our triangulation algorithm proceeds as follows. Begin by choosing an arbitrary point interior to H and convert the vertices of C and H to polar coordinates having ! as pole and the positive x-direction as polar axis. Since ! is interior to C and H, convexity guarantees that the vertices of both C and H occur in sorted angular order about !. Next within C. Assuming that C and H are stored in one row or column of a recon gurable mesh of size n n, the planar region C n H can be triangulated in O(1) time.
Triangulating a Convex Region with Convex Holes
Let C = c 1 ; c 2 ; : : : ; c n be a convex region of the plane and let H be a collection consisting of a constant number of convex holes, such that the total number of vertices in H belongs to O(n).
Refer to Figure 9 (a) for the case of two convex holes within C.
The input is assumed to be pretiled a constant number of vertices per processor in the rst row of a mesh with multiple broadcasting of size n n. Refer to Figure 9 (a) for the case of two convex holes within C. Constrained triangulations of this sort occur routinely in computer-aided manufacturing applications 13], where the material contains a restricted number of defects -that is, areas that cannot be used. In this context, it is desired to triangulate the region C nH. The task at hand will be solved by reducing it, as we are about to demonstrate, to the task of triangulating a convex region containing a unique convex hole. Since the number of holes is constant, we show how to handle the case of two holes only. The reader will have no di culty extending the procedure to any constant number c of holes. Let H 1 and H 2 be the two convex holes and refer to Figure 9 (b). We begin by computing the common supporting lines l 1 and l 2 of H 1 and H 2 . By using the algorithm of Bokka et al. 10] this task can be completed in O(1) time. It is clear that, with the addition of l 1 and l 2 , we have computed a convex region H, which is, in fact, the convex hull of the union of H 1 and H 2 . From now on, we proceed along the following sequence of steps.
Step 1. Triangulate C n H;
Step 2. Triangulate the planar region D bounded by the boundary of H 1 , H 2 and the supporting lines l 1 and l 2 .
By Theorem 5.2.3, the task speci c to Step 1 can be completed in O(1) time.
Step 2 can also be performed in O(1) time by using the algorithm of Wang and Tsin 53] for triangulating a region consisting of two concave chains. A possible triangulation is illustrated in Figure 9 (c). Thus, we state the following result.
Theorem 5.3.1. Let C be an n-vertex convex region and let H 1 and H 2 be two convex holes within C. Assuming that C, H 1 , and H 2 are stored in one row or column of a recon gurable mesh of size n n, the planar region C n (H 1 H 2 ) can be triangulated in O(1) time. mesh of size n n, the planar region C n S c i=1 H i can be triangulated in O(1) time.
Triangulating a Convex Region with Rectangular Holes
A number of applications in computer-aided manufacturing 13] ask for triangulating pieces of material with defects, typically represented by rectangular forbidden areas. In one of the stages of VLSI design, one is interested in triangulating the surface of a chip on which some components have a prescribed position (a power supply, for example) 43].
More speci cally, let C = c 1 ; c 2 ; : : : ; c n be a convex polygonal region containing n rectangular holes speci ed by a collection R= fR 1 ; R 2 ; : : : ; R n g of rectangles with their sides parallel to the axes. The task at hand is to triangulate C nR. Let H be the convex hull of the collection R of rectangles.
We proceed in two stages as follows. The rst stage of the algorithm involves triangulating C n H; the second stage addresses the task of triangulating H. tr(R n+1 ) = (x max + 1; y max + 1 + ), where x max ; x min and y max ; y min are the maximum and minimum among the coordinates of the endpoints of the rectangles in x-and y-directions and > 0 is a suitably chosen positive constant.
Refer to Figure 10(a) for an illustration.
In the remainder of this section, whenever we deal with visibility issues, we shall nd it convenient to borrow the terminology of Section 4. As a preprocessing step, we solve the rectangle Next, with each corner of rectangle R i we associate an information packet containing its coordinates and two numbers u and v. For endpoints of left(R i ), u is set to i, while v denotes the rectangle visible in the negative x-direction. Similarly, for endpoints of right(R i ), v is set to i, while u is set to the identity of the rectangle visible in the positive x-direction.
Further, we sort the resulting information packets, rst on the u value and then on the ycoordinate. By Proposition 3.3, this step requires O(1) time. Notice that after sorting, for every left(R i ) the rectangles R j such that r(e) = left(R i ) where e is an endpoint of R j , will occur consecutively in the sorted order. For de niteness, let e i;1 ; e i;2 ; : : : ; e i;m(i) be the sorted sequence of vertices of rectangles for which R i is the rectangle visible in the positive x-direction. As an illustration, referrring to Figure 10(c) , the corresponding sequence of vertices corresponding to left(R 5 ) is i; j; k; l; m; n; o.
The following edges are added to the triangulation:
the diagonal connecting tl(R i ) and e i;1 , for every j, (2 j m(i), the diagonal connecting e i;j?1 and e i;j , and the diagonal connecting e i;m(i) and bl(R i ). For every edge left(R i ), the sequence of diagonals added above, including the rectangle edges between them, is called the closest contour of left(R i ) and is denoted by CL(R i ). The reader should have no di culty con rming that the task of constructing CL(R i ) can be performed in constant time. The above process is repeated for right(R i ); 0 i < n + 1, and for every edge right(R i ), the closest contour CR(R i ) is computed analogously. It is important to note that all the special trapezoids can be identi ed in O(1) time as follows.
Consider two rectangles R p and R q such that r(br(R p )) = r(tr(R q )) and l(bl(R p )) = l(tl(R q )) and refer to Figure 13(b) . The region determined by the bottom edge of R p , the top edge of R q and the line segments joining br(R p ) with tr(R q ) and bl(R p ) with tl(R q ) is a special trapezoid. The reader should have no di culty con rming that the task of triangulating special trapezoids can be completed in O(1) time.
The special monotone polygons can be identi ed and triangulated in independent submeshes of the original recon gurable mesh in O(1) time as stated in Theorem 4.3. There are two exceptions, namely, the special monotone polygons constituting the closest contours of right(R 0 ) and left(R n+1 ). The main point to note here is that we are not interested in triangulating the resulting special monotone polygons. To give the reader an idea of what is going on, we now illustrate the processing of the closest contour of left(R n+1 ). We begin by adding the edges of H involving vertices belonging to the closest contour of left(R n+1 ) as shown in Figure 12 . It is easy to see that, in general, this results in a number of special monotone polygons that can be triangulated as described in Section 4. Proof. As the various steps in the algorithm are accomplished in O(1) time, the overall running time is bounded by a constant. To prove the correctness it su ces to show that every point interior to the convex region determined by R lies in one of the triangles in the triangulation.
For this purpose, consider a point q within the convex hull H. Referring to Figure 13 (a), let R r and R l be the two closest rectangles hit by the rays q + and q ? , in the positive and negative x-direction originating at q. We observe that the addition if R 0 and R n+1 to R guarantees that R l and R r always exist. Moreover, we note that if CR(R l ) is then q 2 CL(R r ). Similarly, if CL(R r ) is then q 2 CR(R l ). If CR(R l ) = then bl(R r ) < br(R l ) < tr(R l ) < tl(R r ). To see that this is true, assume bl(R r ) > br(R l ). Since, CR(R l ) is empty, br(R r ) cannot be blocked by R l . This implies that there exists some rectangle R x blocking the horizontal ray in the negative x-direction from br(R r ). Obviously, the top edge of R x lies below q and tl(R x ) cannot be blocked by left(R l ). By repeating the above argument there should exist a rectangle below q that has left(R l ) as its solution, contradicting the assumption that CR(R l ) is empty. Other cases can be handled similarly: since the argument is similar it will be omitted. We thus conclude that the horizontal strip determined by the horizontal rays from tr(R l ) and br(R l ) blocked by right(R r ) contains no other rectangle. Thus, q belongs to CL(R r ). Similarly if CL(R r ) is , then q lies in CR(R l ).
The only remaining case is when both CR(R l ) and CL(R r ) exist. In this case, consider the rectangle R a (resp. R b ) intersected rst by a vertical ray in the positive (resp. negative) y-direction emanating from q, as illustrated in Figure 13 . At least one of the rectangles R a and R b is guaranteed to exist because of the assumption that both contours CL(R r ) and CR(R l ) exist. As shown in the Figure 13 , let e be the diagonal of the triangulation joining bl(R a ) and tl(R b ) and let e 0 be the diagonal joining br(R a ) with tr(R b ). Since, e 2 CR(R l ) and e 0 2 CL(R r ), q belongs to either of the contours or the special trapezoid bounded by R a , R b , e, and e 0 .
Since each of these regions is triangulated, it follows that every point inside the convex hull H belongs to some triangle. This completes the proof of the theorem. Our previous discussion along with Theorem 5.4.1 imply the following result.
Theorem 5.4.2. The task of triangulating a convex n-gon containing O(n) iso-oriented rectangular holes can be performed in O(1) time on a recon gurable mesh of size n n. Observe that in this case there will be no special trapezoids. As a result of this processing, the convex hull of the endpoints of segments in S is divided into several special monotone polygons.
The task of triangulating the resulting special monotone polygons can be performed in O(1) time by Theorem 4.3. Thus, we have the following result.
Theorem 5.5.1. The task of triangulating the convex hull of a given collection of n ordered line segments S = fs 1 ; s 2 ; : : : ; s n g stored one per processor in one row of a recon gurable mesh of size n n can be performed in O(1) time.
Processor Optimality
The main goal of this section is to show the processor optimality of all the algorithms developed in Section 5. More speci cally, we show that in order to solve instances of size n of the problems at hand in O(1) time, a recon gurable mesh of (n 2 ) processors is necessary.
We begin by addressing the processor optimality of the task of triangulating a set of n points on a recon gurable mesh. Let n be even and consider the instance of the triangulation problem involving the sequence of points p 1 ; p 2 ; : : : ; p n de ned as follows: 
We assume that the input is stored, one point per processor, in the rst row of a recon gurable mesh of size n m, (1 m n), such that for every i, ( Figure 15 : Illustrating a set of points satisfying equations (1) and (2) Observe that for all i, (1 Next, consider the problem of triangulating a convex polygon with a convex hole. For this purpose, let n be even and consider a regular n 2 -gon P inscribed in the unit circle C. Similarly, take a regular n 2 -gon Q on the circle C 0 concentric with C and of radius 1 + , with chosen in such a way that for every i, ( (3) as illustrated in Figure 16 . The polygons P and Q are stored one vertex per processor in the rst row of a recon gurable mesh of size n m, (1 m n), with Q being stored by the leftmost n 2 processors and with P being stored by the rightmost n 2 processors.
It is easy to see that the condition expressed in (3) guarantees that for every i, ( 
and bl(R n 2 +i ) = (6i ? 2; 1) and tr(R n 2 +i ) = (6i; 9) for 1 i n 2 : Our construction guarantees that for every i, (1 i n 2 ), the edges br(R i )bl(R n 2 +i ) and tr(R i )tl(R n 2 +i ) must belong to the triangulation. Now, assume that the input is stored in the rst row of a recon gurable mesh of size n m, (1 m n), such that the leftmost n 2 processors store the rectangles R 1 ; R 2 ; : : : ; R n 2 and the rightmost n 2 processors store the rectangles R n 2 +1 ; R n 2 +2 ; : : : ; R n .
The above observation guarantees that information about n 
Conclusions and Open Problems
Due to its large communication diameter, the mesh tends to be slow when it comes to handling data transfer operations over long distances. In an attempt to overcome this problem, mesh-connected computers have recently been enhanced by the addition of various types of buses.
Triangulating a set of points in the plane is a central theme in computer-aided manufacturing, robotics, CAD, VLSI design, geographic data processing, and computer graphics. Even more challenging are constrained triangulations, where a triangulation is sought in the presence of a number of constraints such as prescribed edges and/or forbidden areas. In this paper, we have shown that the exibility of the recon gurable mesh architecture can be exploited for the purpose of obtaining constant-time algorithms for a number constrained triangulation problems. These include triangulating a convex planar region containing a constant number of convex forbidden regions (holes), triangulating a convex planar region in the presence of rectangular holes, and triangulating in the presence of linear obstacles.
Speci cally, with a collection of O(n) such objects as input, our algorithms run in O(1) time on a recon gurable mesh of size n n. All of our algorithms turn out to be processor optimal in the sense that (n 2 ) processors are required in order to solve instances of size n of these problems. To the best of our knowledge, this is the rst time constant time solutions to constrained triangulations are reported on this architecture.
