ABSTRACT. A solution technique based on the representation of the response of the non-linear system by a polynomial of the response of the linearized system is presented. The relation between the original non-linear system and the linearized system is introduced by considering the so-called extended moment equations and their closed set is to be solved to determine unknowns. For the Vanderpol oscillator subject to white noise excitation, the technique gives good approximation to the response moments as well as the probability density function.
Introduction
Since all real engineering systems are, more or less , non-linear and for those systems the exact solutions are known only for a number of special cases, it is necessary to develop approximate techniques to determine the response of nonlinear systems under excitations. Several books examine approximate techniques for solving deterministic and / or random vibration problems, for instance, see [1, 2] and see [3, 4] , respectively. This paper presents a solution technique based on the representation of the response of a non-linear system by a polynomial of the response of the linearized system. As the result of considering an original and the corresponding linear systems together, the extended moment equations are developed and their closed set is to be solved to determine unknowns. In [18] the application of the method to the Duffing system is presented. Herein, we continue our investigation on the Vanderpol oscillator subject to white noise excitation. It turns out that, the technique also gives good approximation to the response moments as well as the probability density function.
2. Extended moment equations and polynomial form for the system response 
For an arbitrary up-to-second-order differentiable function rp(z,i,x,x) the extended moment equation corresponding to a stationary solution of (2 .1), (2.2) has the form:
The equation (2. 3) is derived from Fokker-Planck equation (e.g. see [3] [9] [10] [11] [12] }. Particularly, taking the 8 "lowest" polynomial functions rp(z,z,x,x), and using the well-known definition:
one has following equations:
for rp = ~x 2 :
for <p = xi:
for cp = xz :
The moment equations (2.4)-(2.7) ar. e conventional ones for separated moments of z, i and x, :i;, while the moment equations (2 .8)-(2.11) contain mixed moments of z, z, x, ±. The equations (2.6), (2.7) are used separately to determine linearized coefficients:
It is seen that moment equations (2.4)-(2.11) have higher order moments. To close a set of moment equations one needs some additional relationships between moments. For instance, in Gaussian closure one puts z(t) = x(t) and only 2 moment equations (2.4); (2.5) can be satisfied, namely, they are used to find (z 2 ) and (i 2 ). Thus, in Gaussian closure, in principle, only 2 equations from the hierarchy of moment equations can be satisfied. On the other hand, one might suppose that the accuracy of a closure technique would be better if more moment equations could be satisfied.
In the paper, we consider the following form of the system response (2.13) 3. Probability density function of response (PDF)
Using the expression (2.13) one can easily calculate the PDF of the response process z(t). ' Infact, the PDF of xis known as:
The probability distribution function of z is defined as
where P{E} denotes the probability of E. The PDF of z can be found as follows 
(3.4)
Thus, a numerical procedure to determine this function can be established . .
Power spectral density of response (PSD)
The PSD is an important statistical characteristic of the stationary process. There are some investigations concerning with the PSD of the stationary response of non-linear stochastic systems (see [14] [15] ). Here using the expression (2.13) one can find the PSD of z(t). The higher moments of a Gaussian random process are related to its second-order moments by known equations (see [16] (4.1) in which Rx(r) (the second order autocorrelation function of x(t)) can be defined once the linearized equation (2.2) h_ as been known (see [3] ) . The PSD of z(t) is then defined as:
. +oo
Bz(w) =; f Rz(r) coswrdr. Based on the above-mentioned formulas, a numerical procedure for determining the PDS of z(t) can be established.
Vanderpol oscillator under white noise excitation
To elucidate the proposed technique, in [18] we have investigated the Duffing oscillator under white noise For sake of simplicity and due to the limited capacity of our computer to determine (x 2 ), (± 2 ), a 1 , the solution of the equation (5.1) is taken in the form: 
Probability density function of resp onse
The PDF of the response of the bimodal Duffing oscillator is investigated, for example, in [17] . Herein for the Vanderpol system, the PDF is calculated from (3.3) where the formula (3.4) takes the form: 
Conclusion
The main idea of the proposed technique is to represent the system response by a polynomial of Gaussian process . Besides, the original and the corresponding linearized systems are considered together. As the result; · the so-called extended moment equation is established. Based on this equatio, :r;i, t. he c9rr~lation between the original variable z and the linearized variable x is shown, and the application also is simplified. Thus, a possible way to determine the polynomial coefficients and the Gaussian process can be derived. Furthermore, the technique is quite simple since it can use properties of the Gaussian pro~ess although the calculations .are more complicated than the Gaussian closure. The proposed method has been effectively applied to the Duffing and Vanderpol oscillators. However, the PSD of the Vanderpol system needs to be investigated, the technique should be tested for other non-linear systems and some related questions may occur: Which set of extended moment equations and which form of polynomials should be chosen to get a better approximate solution?
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