Abstract. One of the principal statistical features characterizing the activity in financial markets is the distribution of fluctuations in market indicators such as the index. While the developed stock markets, e.g., the New York Stock Exchange (NYSE) have been found to show heavy-tailed return distribution, there have been claims that emerging markets behave differently. Here we investigate the distribution of several indices from the Indian financial market, one of the largest emerging markets in the world. We have used tick-by-tick data from the National Stock Exchange (NSE), as well as, daily closing data from both NSE and Bombay Stock Exchange (BSE). We find that the cumulative distribution of index returns has long tails consistent with a power-law having exponent α ≈ 3, at time-scales of both 1 min and 1 day. This "inverse cubic law" is quantitatively similar to what has been observed in developed markets, thereby providing strong evidence that, at least in terms of fluctuations, these markets behave similarly.
Introduction
Financial markets can be viewed as a complex system of large number of interacting components that are subject to external influence or information flow. Physicists are being attracted in increasing numbers to the study of financial markets by the prospect of discovering universalities in their statistical properties [1, 2] . This has partly been driven by the availability of large amounts of electronically recorded data with very high temporal resolution, making it possible to study various indicators of market activity. Among the various candidates for marketinvariant features, the most widely studied are the distributions of fluctuations in overall market indicators such as market indices, as well as individual stock prices.
To study these fluctuations such that the result is independent of the scale of measurement, we define the logarithmic return for a time scale ∆t as, R(t, ∆t) ≡ ln I(t + ∆t) − ln I(t),
where I(t) is the market index (or stock price) at time t and ∆t is the time-scale over which the fluctuation is observed. For small change in I(t), the return R ∆t (t) is approximately the relative change,
R(t, ∆t) ≈ I(t + ∆t) − I(t) I(t)
.
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Market indices, rather than individual stock prices, have been the focus of most previous studies as the former is more easily available, and also gives overall information about the market. By contrast, individual stocks are susceptible to sector-specific influences and may not be representative of the entire market, the latter being more likely to exhibit invariant features. The importance of interactions among stocks, relative to external information, in governing market behavior has emerged only in recent times. The earliest theories of market activity, e.g., Bachelier's random walk model, assumed that returns are the result of several independent external shocks, and therefore, predicted the resulting distribution to be Gaussian [3] . While this is indeed seen to be true at long time scales, at shorter times the data show much larger fluctuations than would be expected from a Gaussian distribution [4] . This deviation was also observed for commodity price returns, e.g., in Mandelbrot's analysis of cotton price, which was found to follow a Levy-stable distribution [5] . However, it contradicted the observation that, in longer time scales, the distribution converged to a Gaussian. This was resolved by proposing the truncated Levy distribution, which has exponentially decaying tails, for the fluctuations of, e.g., the S&P 500 index [6] . Subsequently, it was shown that the tails of the cumulative return distribution for this index actually follow a powerlaw,
with the exponent α ≈ 3 (the "inverse cubic law") [7] , well outside the stable Levy regime 0 < α < 2. This is consistent with the fact that for longer time scales the distribution converges to a Gaussian. Similar behavior has been reported for the Nikkei and Hang-Seng indices [8] .
However, there is some controversy about the universality of the power-law nature for the tails of the index return distribution. In the case of other developed markets, e.g., the All Ordinaries index of Australian stock market, the negative tail has been reported to follow the inverse cubic law while the positive tail is closer to Gaussian [9] . Again, other studies of the Hang Seng and Nikkei indices report the return distribution to be exponential [10, 11] . For developing economies, the situation is even less clear. There have been several claims that emergent markets have return distribution that is significantly different from developed markets. For example, a recent study contrasting the behavior of indices from seven developed markets with the KOSPI index of the Korean stock market found that while the former exhibit the inverse cubic law, the latter follows an exponential distribution [12] . Another study of the Korean stock market reported that the index distribution has changed to exponential from a power-law nature only in recent years [13] . On the other hand, the IBOVESPA index of the Sao Paulo stock market has been claimed to follow a truncated Levy distribution [14, 15] . However, there have also been reports of the inverse cubic law for emerging markets, e.g., for the Mexican stock market index IPC [16] and the WIG20 index of the Polish stock market [17] . A comparative analysis of 27 indices from both mature and emerging markets found their tail behavior to be similar [18] .
For the case of Indian markets, a recent study of individual stock prices in the National Stock Market (NSE) of India has claimed that the corresponding return distribution is exponentially decaying at the tails [19] , and not "inverse cubic law" that is observed for developed markets [20, 21] . However, a more detailed study over a larger data set has established the inverse cubic law for individual stock prices [22] . On the other hand, to get a sense of the nature of fluctuations for the entire market, one needs to look at the corresponding distribution for the market index. While a heavy-tailed distribution has been reported for the Nifty index of NSE, it shows significant deviation from the inverse cubic law [23] . In this paper, we report analysis of tick-by-tick data for this index along with a few others, that fully characterizes the Indian market, to conclusively establish the nature of the fluctuation distribution.
We show that the Indian financial market, one of the largest emerging markets in the world, has index fluctuations similar to that seen for developed markets. Further, we find that the nature of the distribution is invariant with respect to different market indices, as well as the time-scale of observation. Taken together with our previous work on the distribution of individual stock price returns in Indian markets [22] , this strongly argues in favor of the universality of the nature of fluctuation distribution, regardless of the stage of development of the market or the economy underlying it.
The Indian market data is of unique importance in deciding whether emerging markets behave differently from developed markets, as it is one of the fastest growing financial markets in the world. We focus on the two largest stock exchanges in India, the NSE and the Bombay Stock Exchange (BSE). NSE, the more recent of the two, is not only the most active stock exchange in India, but also the third largest in the world in terms of transactions [24] . We have studied the behavior of this market over the entire period of its existence. During this period, the NSE has grown by several orders of magnitude ( Fig. 1) demonstrating its emerging character. In contrast, BSE is the oldest stock exchange in Asia, and was the largest in India until the creation of NSE. However, over the past decade its share of the Indian financial market has fallen significantly. Therefore, we contrast two markets which have evolved very differently in the period under study.
Data Description
Our primary data-set is that of the Nifty index of NSE which, along with the Sensex of BSE, is the primary indicator of the Indian market. It is composed of the top 50 highly liquid stocks which make up more than half of the market capitalisation in India. We have used (i) high frequency data from Jan 2003 -Mar 2004, where the market index is recorded every time a trade takes place for an index component. The total number of records in this database is about 6.8 × 10
7 . We have also looked at data over much longer periods by considering daily closing values of (ii) the Nifty index for the 16-year period Jul 1990 
Distribution of Index Returns
We first report the analysis of the high-frequency data for the NSE Nifty index, which we sampled at 1-min intervals to generate the time series I(t). From I(t) we compute the return R ∆t (t) which is the relative change in the index, defined in Eq. (1). These return distributions calculated using different time intervals may have varying width, owing to the difference in their volatility, defined as σ
where . . . denotes the time average over the given time period. Hence, to be able to compare the distributions, we need to normalize the returns R(t) by dividing them with the volatility σ ∆t . However, this leads to systematic underestimation of the tail of the normalized return distribution. To avoid this, we remove the contribution of R(t) itself from the volatility, and the new rescaled volatility is defined as
as described in Ref. [2] . The resulting normalized return is given by, Fig. 2 shows the cumulative distribution of the normalized returns for ∆t = 1 min. For both positive and negative tails, there is an asymptotic power-law behaviour. The power-law regression fit for the region r ≥ 2 give exponents for the positive and the negative tails estimated as α = 2.98 ± 0.09 (positive tail) 3.37 ± 0.10 (negative tail).
Note that, to avoid artifacts due to data measurement process in the calculation of return distribution for ∆t < 1 day, we have removed the returns corresponding to overnight changes in the index value. We also perform an alternative estimation of the tail index of the the above distribution by using the Hill estimator [25] , which is the maximum likelihood estimator of α. For finite samples, however, the expected value of the Hill estimator is biased. We have used the bootstrap procedure [26] to reduce this bias and to choose the optimal number of order statistics for calculating the Hill estimator, described in detail in the Appendix. We found α ≃ 3.22 and 3.47 for the positive and the negative tails, respectively.
Next, we extend our analysis for longer time scales, ∆t. We find that time aggregation of the data increases the α value. The tail of the return distribution still retains its power-law form (Fig. 3) . For longer time scales, the distribution slowly converges to Gaussian behavior (Table 1). The results are invariant with respect to whether one calculates return using the sampled index value at the end point of an interval or the average index value over the interval. Figure 3 shows the cumulative distribution of normalized Nifty returns for time scales up to 60 min. However, using a similar procedure for generating daily returns from the tick-by-tick data would give us a very short time series. This is not enough for reliable analysis as it takes at least 3000 data points for a meaningful estimate of the tail index [27] .
For this reason, we have analyzed the daily data using a different source, with the time period stretching over a considerably longer period (16 years). The return distribu- tion of the daily closing data of Nifty shows qualitatively similar behavior to the 1 min distribution. The Sensex index, which is from another stock exchange, also follows a similar distribution (Fig. 4) . The measured exponent values are all close to 3. This does not contradict the earlier observation that α increases with ∆t, because, increasing the sample size (as has been done for ∆t = 1 day) improves the estimation of α. This underlines the invariance of the nature of market fluctuations with respect to time aggregation, interval used and different exchanges.
Discussion and Conclusion
The much shorter data-set of the BSE 500 daily returns shows a significant departure from power-law behavior, essentially following an exponential distribution ( Figure  not shown) . This is not surprising, as looking at data over shorter periods can result in misidentification of the nature of the distribution. Specifically, the relatively low number of data points corresponding to returns of large magnitude can lead to missing out the long tail. In fact, even for individual stocks in developed markets, although the tails follow a power-law, the bulk of the return distribution is exponential [28] . This problem arising from using limited data-sets might be one of the reasons why some studies have seen significant deviation of index return distribution from a power-law. If the individual stocks follow the inverse cubic law, it would be reasonable to suppose that the index, which is a weighted average of several stocks, would also behave similarly, provided the different stocks move in a correlated fashion [8] . If larger number of stocks are used to construct an index, the degree of correlation amongst them may weaken. So, another reason for the observed departure of the index return distribution from the inverse cubic law could be because of lack of correlation among index constituents.
On the whole, our study points out the remarkable robustness of the nature of the fluctuation distribution for Indian market indices. While, in the period under study, the NSE had begun operation and rapidly increased in terms of activity, the BSE had existed for a long time prior to this period and showed a significant decrease in market share. However, both showed very similar fluctuation behavior. This indicates that, at least in the Indian context, the distribution of returns is invariant with respect to markets. The fact that the distribution is quantitatively same as developed markets, imply that it is also probably independent of the state of the economy. Therefore, our results indicate that although markets may differ from each other in terms of (i) the details of their components, (ii) the nature of interactions and (iii) their susceptibility to news from outside the market, the observation of invariant properties indicate the possibility of an universal principle responsible for generating market fluctuations.
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A Hill estimation of the tail exponent α
The Hill estimator gives consistent estimate of the tail exponent α from random samples of a distribution with an asymptotic power-law form. For our analysis, we arrange the returns in decreasing order such that r 1 > · · · > r n . Then the Hill estimator (based on the largest k + 1 values) is given as
for k = 1, · · · , n − 1. The estimator γ k,n → α −1 when k → ∞ and k/n → 0. However, for a finite time series, the expectation value of the Hill estimator is biased, i.e., it will consistently over or underestimate α. Further, γ depends critically on our choice of k, the order statistics used to compute the Hill estimator.
If the form of the distribution function from which the random sample is chosen is known, then the bias and the stochastic error variance of the Hill estimator can be calculated. From this, the optimum k value can be obtained such that the asymptotic mean square error of the Hill estimator is minimized. Increasing k reduces the variance, because more data are used, but increases the bias because the power-law is assumed to hold only in the extreme tail. Unfortunately, the distribution for the empirical data is not known and hence this procedure has to be replaced by an asymptotically equivalent data driven process.
One such method is subsample bootstrap method. This method can be used to estimate an optimal number for the order statistics (k) that will reduce the asymptotic mean square error of the Hill estimator. However, this process requires the choice of certain parameters, e.g., the subsample size n s and the range of k values in which one searches for the minimum of the bootstrap statistics. We briefly describe this procedure below; for details and mathematical validation of this procedure, please see Ref. [26] .
We assume the underlying empirical distribution function to be heavy-tailed, viz.,
with α, β, a > 0 and −∞ < b < ∞. We first calculate an initial γ 0 = γ k0,n for the original series with a reasonably chosen (but non-optimal) k 0 . Then we choose various subsamples of size n s randomly from the original series, which are orders of magnitude smaller then n. The quantity γ 0 is a good approximation of subsample α −1 , since the error in γ is much larger for n s than for n observations. The optimal order statisticsk s for the subsample is found by computing γ(k s , n s ) for different values of k s and then minimising the deviation from γ 0 . Givenk s , the suitable full samplek can be found by usinḡ k =k s n n s 2β 2β+α .
Here the initial estimate of α is taken to be 1/γ 0 . Further, we have considered β = α, as done by Hall [29] , although the results are not very sensitive to the choice of β. Oncē k is calculated, the final estimate of the tail index is given by α = 1/γk ,n . For calculating the initial γ 0 we have chosen k 0 to be 0.5% of the sample size n. 1000 subsamples, each of size n s = n/40, are randomly picked from the full data set. To obtain optimal k s , we confine ourselves to 4% of the subsample size n s . To find the stochastic error in our estimation of α, we have computed the 95% confidence interval as given by ±1.96[1/(α 2 m)] 1/2 . Although a Jackknife algorithm can also be used to calculate this error bound, the results obtained using this method will be close to that obtained using the bootstrap method over many realizations [26] , as we have done in this paper.
