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Preface 
The work described in this report was performed by the Systems Division of 
the Jet Propulsion Laboratory. 
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Foreword 
In the summer of 1967, Dr. Henry Thacher, Jr., Professor of Computing Science 
at the University of Notre Dame, conducted a series of lectures at JPL on compu- 
tational methods for mathematical functions. This report contains notes for this 
series of lectures. Section I gives an up-to-date survey of the most important 
literature in this field of specialty. Section I1 discuses infinite expansions in gen- 
eral, reviewing such topics as convergence criteria and truncation error analysis. 
Section 111 discusses the relative advantages of series representation and gives 
examples of error appraisal for infinite series. Section IV discusses power series 
in particular. Finally, Sections V and VI are devoted to continued fractions and 
rational functions corresponding to a given power series. 
Those of us who attended Professor Thacher’s lectures were impressed by his 
clarity of presentation and are certain that these lectures will be of interest and 
help to scientists and engineers who are interested in computation. 
Acknowledgment is made to Matt Sweeney for editorial assistance. 
Edward W. Ng 
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Abstract 
This report, adapted from lecture notes by the present author, is an expository 
monograph on analyses useful to problems of computing mathematical functions. 
Certain well-known types of infinite expansions are surveyed. These include con- 
vergent and asymptotic series in general and power series in particular; as well as 
continued fractions and rational functions. Discussions of these methods empha- 
size numerical properties such as truncation error analysis, transformation for 
acceleration of convergence, and recurrence relations amenable to computation. 
Examples of applications are given for most methods discussed, and exercises are 
suggested for the reader to apply the various ideas proposed. 
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Computational Methods for Mathematical Functions 
1. Introduction 
The applications of mathematical analysis to spec& 
problems of physics, engineering, and other areas often 
require more specific knowledge of the properties of the 
functions that arise than is customary in pure mathe- 
matical investigation. Because of the frequency with 
which they arise, certain functions, particularly solutions 
of Laplace’s equation, of the diffusion equation, and of 
the wave equation, have been studied intensively, and 
have been given the name “special functions,” or “special 
functions of mathematical physics.” The expert in special 
functions is apt to be interested far more in the charac- 
teristic properties of individual functions than are most 
modern analysts. 
Since many applications require numerical values at 
one stage or another, considerable effort has been devoted 
to the numerical computation and tabulation of special 
functions. Numerical tables have been compiled and pub- 
lished for many of the most important functions, and 
before the days of automatic computation, much of the 
skill of the applied mathematician was devoted to express- 
ing the solutions to problems as simple combinations of 
tabulated functions. With present equipment, the value 
of precomputed tables has diminished. It is usually more 
economical to generate values, either of the function actu- 
ally required, or of appropriate standard functions, as 
needed. In either case, however, it is helpful to be familiar 
with a variety of methods for evaluating functions, and 
it is the purpose of this monograph to supply some of 
this information. Many of these methods were originally 
developed for computing the standard special functions, 
and we will draw on these calculations for illustrations 
and exercises. This monograph may thus serve as an intro- 
duction to the computational properties of the major 
special functions. 
It is clearly impossible in a work of this scope to include 
all the properties of all the special functions that have 
been studied, or even of the most important ones. The 
literature on special functions is not only voluminous, but 
widely scattered both in time and space. The most com- 
prehensive survey is the three volumes of Erdelyi, 
Magnus, Oberhettinger, and Tricomi (Ref. 1). The com- 
panion volumes, Erdelyi, Magnus, Oberhettinger, and 
Tricomi (Ref. 2) also contain much valuable information 
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on integrals and integral representations of special func- 
tions. Among the shorter works which deserve mention 
for their broad coverage of special functions are the 
classic Whittaker and Watson (Ref. 3), and the briefer 
treatments by Rainville (Ref. 4), Magnus and Oberhet- 
tinger (Ref. 5),  Sneddon (Ref. 6) ,  and Hochstadt (Ref. 7 ) .  
Valuable information is also to be found in volumes of 
tables. The collections of Jahnke and Emde (Ref. S ) ,  
Jahnke, Emde and Losch (Ref. 9), and Abramowitz and 
Stegun (Ref. lo), hereafter referred to as AMS 55, give 
collections of the most important formulas, and refer- 
ences to the specialized literature in addition to tables 
of numerical values. AMS 55 also includes sample calcu- 
lations illustrating many important methods of evaluating 
functions. 
The introductions to basic tables of individual func- 
tions ordinarily describe the methods by which the values 
were computed and frequently include other useful back- 
ground information. An exhaustive bibliography of such 
tables is contained in Fletcher, Miller, Rosenhead, and 
Comrie (Ref. 11). Similar information for tables of statis- 
tical functions appears in Greenwood and Hartley 
(Ref. 12). More recent tables are reviewed in the journal, 
Mathematics of Computation, which also contains re- 
search publications on computation of special functions. 
Many of the more important special functions are the 
subjects of individual monographs. An outstanding exam- 
ple is Watson (Ref. 13), which covers a far wider range 
than its title would suggest. Integrals of Bessel functions, 
and much more, are discussed in Luke (Ref. 14), while 
Slater (Ref. 15) and Slater (Ref. 16) consider the broad 
classes of confluent hypergeometric and generalized hy- 
pergeometric functions. References to other monographs 
may be found in the bibliographies of the appropriate 
chapters of Abramowitz and Stegun (Ref. 10). 
The various infinite expansions, series, infinite products, 
continued fractions, and so on, rank high among methods 
of defining special functions, and among characteristic 
properties of functions defined in other ways. A major 
advantage of this mode of definition is that it suggests, 
at least in principle, an explicit method of numerical 
evaluation. To serve as an adequate definition of a func- 
tion, the expansion must converge, at least over part of 
the domain-for regions outside the domain of conver- 
gence the definition may be extended by analytic con- 
tinuation. For computing function values, on the other 
hand, convergence is neither sufficient nor necessary: 
Many convergent expansions approach their limits too 
slowly to be usable and may involve intolerable cancel- 
lation errors as well, while early approximants of diver- 
gent expansions may differ from the function being 
evaluated by much less than the acceptable error, even 
though the ultimate divergence eventually becomes 
apparent. 
In this section we will consider properties common to 
most types of expansions, deferring to later chapters dis- 
cussion of topics of more restricted applicability. 
With each infinite expansion A ( x ) ,  we may associate 
a sequence of approximants, ao,al, . * ,ak, ' . * , cor- 
responding to truncation of the expansion after 
0,1, . . . , k, operations. In infinite series, these ap- 
proximants are the partial sums; in infinite products, the 
partial products; for continued fractions, the successive 
convergents; and so on, In general, these approximants 
will be real- or complex-valued functions defined over 
the domain of definition D, although for some expansions, 
including continued fractions, a finite number of approxi- 
mants may fail to exist. The independent variable x may 
be a single real or complex variable, or may be a real or 
complex vector of finite dimension. 
. 
If f ( x )  is a function for which A(x)  is a formal expan- 
sion, we define the absolute truncation error R, (x) of the 
expansion by: 
and the relative truncation error by 
The relative error is of more interest for computations on 
floating point computers. 
A. Convergence 
particular value of x if 
An infinite expansion is said to converge to f ( x )  for a 
lim a, ( x )  = f (x) 
n+ m 
that is if, for any real E > 0, there exists a finite integer 
N ( E ,  x) such that for all n 2  N (E, x), 
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For infinite series and products, the concept of abso- 
lute convergence plays a significant role in justifying 
rearrangements and other formal manipulations. Let the 
series and product be 
and let 
Then S is absolutely convergent if and only if S, con- 
verges, and P is absolutely convergent if and only if P ,  
converges. It is well known that absolute convergence 
implies convergence for both series and products. For 
other types of infinite expansions, such as continued frac- 
tions, rearrangement is ordinarily meaningless, and the 
analogue of absolute convergence is unimportant. Unfor- 
tunately, the term is occasionaUy applied to behavior 
which is not analogous. For example, Khovanskii (Ref. 17), 
following Pringsheim, calls a continued fraction abso- 
lutely convergent if 
converges for rn = 0,1,2, - * , and conditionally con- 
vergent if T, converges only for sufficiently large m. 
For infinite expansions of functions, the concept of 
uniform convergence is important. An expansion con- 
verges uniformly to a function f (.) in a domain D if and 
only if for any real E > 0, there exists a finite integer 
N (e), and for all x in D, 
Uniform convergence implies convergence of the ex- 
pansion for every x in D. It also implies that, if the ap- 
proximates are continuous, the limit function f ( x )  is 
continuous throughout D. It is thus a very strong con- 
dition. 
The definition of uniform convergence suggests that 
we are measuring the distance between two functions by 
the largest difference between their values throughout 
the whole domain. Although this is a reasonable mea- 
sure, it is not the only possible one. We can define con- 
vergence of sequences and expansions in any norm by 
the requirement that 
where the norm need only satisfy the conditions: 
Ilf I1 = 0 if and only i f f  E 0 
[If + gll l l f l l  + llgll 
llcfll = I c I llfll for c a scalar constant 
Among the common norms are the L, norms: 
(9) 
with w(x)  a fixed, nonnegative weight function, and 
p I. 1. Convergence in the sense that 
for a norm other than the max norm :s often referred to 
as convergence in the mean or convergence in n o m .  
Uniform convergence is clearly a sufficient condition for 
convergence in the mean, and if f ( x )  and the approxi- 
mants are all continuous in D, it is also necessary. How- 
ever, a continuous expansion can converge in the mean 
to a limit function with a countable number of discon- 
tinuities where uniform convergence is clearly impossible. 
B. Asymptotic Expansions 
Asymptotic expansions play an important role in com- 
putation, since they are often highly efficient. The most 
familiar asymptotic expansions are series and are usually 
asymptotic for large values of some variable. We will 
follow Erdelyi (Ref. 18) in giving a somewhat more gen- 
eral treatment, although we will still restrict ourselves 
to expansions which are asymptotic with respect to a sin- 
gle complex variable, x ,  confined to a fixed domain, D. 
Other independent variables will be treated as fixed 
parameters and will be denoted collectively by p .  
A sequence of functions, {+.(z ,p)} ,  will be said to 
form an asymptotic sequence for x +  xo in D if, for each 
n,+, (z ,p)  is defined for all z in D, and, for each real 
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E > 0 there exists a 5 such that, 
for all z in D satisfying I z  - zoI < 5. If a f exists such 
that Eq. (10) holds for some 5 and for all z in D satisfy- 
ing I z I > & then the sequence is said to be an asymptotic 
sequence for z +  00 in D. It follows from this definition 
that the elements of an asymptotic sequence all approach 
zero as z+ zo. Some simple examples are: z - ~  as x + co 
and ( z  - zo)n as z+zo. 
An expansion, 
will be said to be an asymptotic expansion to N approxi- 
mants for the function f (z, p )  as z + zo in the domain D 
if f ( z , p )  and the sequence 
are defined for all z in D, if the sequence 
is an asymptotic sequence for z + zo, and if, for any E > 0, 
a .$ can be found such that 
for all z in D satisfying I x  - zol < 5. 
A given function f ( z ,  p )  may have several asymptotic 
expansions for a given domain D and center zo: 
However, these will be distinct only if, for each n, the 
elements 
[a??’ (2, P) - (z, p)l 
are linearly independent. Thus, the coefficients aj in an 
asymptotic series 
are uniquely determined by specifying f (z, p ) ,  and the 
asymptotic sequence +j ( z ,  p ) ,  and in fact are given recur- 
sively by 
Conversely, an asymptotic expansion never suffices, by 
itself, to determine a function f (z, p )  uniquely, since if 
g ( z )  is any function which vanishes sufficiently rapidly 
at zo, f ( z ,  p )  + cg ( z )  will have exactly the same asymp- 
totic expansion as f (z, p )  for all constants c. For example, 
if D is the positive real axis, and f (z, p )  has the asymptotic 
power series expansion, for z + co, 
then, f ( z ,  p) + ce-“ also has this asymptotic power series 
expansion. 
Asymptotic expansions may have the property that, for 
a given value of E, a value of .$ can be found for which 
Eq. (12) is satisfied for all n. In analogy to the termi- 
nology for convergent expansions, such expansions are 
said to be uniformly asymptotic with respect to n. Simi- 
larly, functions depending on parameters may have 
asymptotic expansions that are uniform with respect to 
some or all of the parameters, at least within a particular 
domain of parameter space. 
Under our definitions, asymptotic expansions may be, 
but need not be, convergent. Divergent asymptotic expan- 
sions are, however, of such great importance that the 
term asymptotic is often loosely used in contrast to con- 
vergent. 
C. Truncation Error Analysis 
As we have pointed out, convergence is of concern 
primarily when using infinite expansions to characterize 
functions and has no essential relation to the value of 
the expansion for computation. For our interests, methods 
of appraising the truncation error for approximants of 
finite order will be much more pertinent than methods 
of investigating convergence. 
Truncation errors may be estimated in several ways. 
It may be possible to find a clo,sed expression for the 
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error, as an integral or infinite series, for example. This 
closed expression may then be bounded by appropriate 
methods. Even if such an a priori bound cannot be ob- 
tained, it may be possible to demonstrate some relation 
between the error and numerical results obtained during 
the calculation. For example, if all the elements of a 
continued fraction are positive, successive convergents 
are alternately greater than and less than the limit, and 
the error can be no greater than the difference between 
the convergent at which the expansion is terminated, 
and the first convergent which is neglected. The tech- 
niques available for obtaining bounds of these types 
depend quite strongly upon the particular form of expan- 
sion, and will be described at appropriate places in later 
sections. It frequently happens that an expansion is being 
studied as the basis of an alternate method of calculation, 
and that another method of evaluating the function with 
adequate accuracy is also available for reference. In this 
case, an empirical investigation of truncation error can 
be made by computing the differences between the values 
computed by the truncated expansion and by the refer- 
ence method throughout the range. Even if the domain 
of the reference method does not include the entire do- 
main of the new expansion, reasonably reliable estimates 
of the truncation error are often possible if the two do- 
mains overlap significantly, and further analysis may per- 
mit the estimates to be made rigorous. An important 
special case is when truncation error is estimated by 
comparing computed values with check values from pub- 
lished tabIes. The use of independent reference function 
values has the advantage that it not only allows the esti- 
mation of truncation errors, but also guards to some 
extent against programming blunders. 
Although the analysis of convergence of an expansion 
may be difficult and delicate compared with the experi- 
mental investigation of truncation error, the result of such 
a study is far simpler than that of a thorough exploration 
of truncation. The former consists simply of a delineation 
of the domain in which the expansion converges. Analy- 
sis of truncation error produces far more information, the 
entire set of domains within which the truncation error 
of the nth approximant is less than each of a fairly large 
number of specified tolerances. For use with digital com- 
puters, the most important tolerances are of the form 
1 
ps = 2P-s 
where ,B is the radix of the computer and s may range 
from 0 up to the maximum number of digits to be con- 
sidered. 
This information can be presented in several ways. 
Ordinarily, the quantity of interest is G,~, the number of 
the first approximant for which the truncation error at ~t 
is less than pn. For many infinite expansions of functions 
of a single real variable (but not for many of the more 
effective ones, such as expansions in series of Chebyshev 
polynomials) nx,s is an increasing function of J x  - xoJ, 
where xo is the “center” of the expansion. For each value 
of s, it is then possible to construct a critical table giving 
the end points of the largest interval [cn, s, xn, for which 
the absolute error satisfies: 
or, for floating point applications when I f  ( x )  1 changes 
significantly, for which the relative error satisfies: 
If several values of s must be considered, either for 
use in constructing approximations of variable precision 
or to present results pertinent to several computers, one 
can construct a double-entry table giving n , ,  as a func- 
tion of the independent variables x and s. Such a tabu- 
lation involves some loss of efficiency, since x ~ , ~  will not 
ordinarily be independent of s, so that the table will no 
longer be a critical one. Wynn (Refs. 19 and 20) presents 
tables of this sort for twenty-eight of the better known 
continued fraction expansions. 
Except under exceptional circumstances, table lookup 
is not as efficient for evaluating functions as is the use of 
an appropriate analytical approximation. Wynn (Ref. 21) 
describes a linear programming algorithm for replacing 
the double-entry table by a polynomial in s and x and 
illustrates the method by giving one-sided linear and 
quadratic approximations to the profile for the continued 
fraction expansion of In (1 + x ) .  Unfortunately, this ap- 
proach does not seem to have been followed up. Ad hoc 
formulas for expansions of specific functions, or for the as- 
sociated recurrences have also been developed. Gautschi 
(Refs. 22 and 23, p. 51) gives a formula for an effective 
starting point for computing Bessel functions of the first 
kind by backward recurrence, and also describes an al- 
ternate approach due to Kahan. The method can also 
be extended to regular Coulomb wave functions (Refs. 23, 
p. 68, and 24). Unfortunately, Gautschi’s formulas do not 
uniformly overestimate the order of the approximant, so 
that a higher order approximant must also be computed 
to validate the result. 
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The results of a study of the truncation error of an 
expansion of a function of a single real variable may also 
be presented as a three-dimensional graph, with coordi- 
nates giving the order of the approximation, the error 
(most conveniently on a logarithmic scale), and the value 
of the independent variable. A contour plot, giving R, ( x )  
as a function of x for various values of n is also quite 
clear and is more useful for quantitative purposes. Exam- 
ples of both these presentations will be found in the 
next section. 
When the study of truncation error is extended to func- 
tions of more than one independent real variable, or to 
functions of one or more complex variables, the results 
are even harder to summarize. The tabular form requires 
at least a triple-entry table, while the complete graphical 
presentation requires four or more dimensions. One-sided 
approximation in three or more independent variables 
has not yet been explored at all. In some cases, particu-’ 
larly for functions of a single complex variable, it may be 
possible to describe the domains within which IIR,ll < ps 
by a single parameter. Thus, for truncated power series, 
the domains are often nearly circles, which can be char- 
acterized by their radii. For some continued fractions, 
the boundaries of the domains are families of confocal 
ellipses, and for others, families of parabolas. If such a 
parameter can be found, the complexity of the represen- 
tation can be reduced to more manageable terms. Another 
way of reducing the complexity is to abandon the attempt 
to represent all levels of precision, and to present merely 
the domains within which a given order of approximant 
is required to attain a single stated accuracy. OShea and 
Thacher (Ref. 25) performed this task for the modified 
complex error function, 
They present plots showing the regions of the z-plane 
in which various convergents of two different continued 
fractions suffice to give 5-decimal accuracy. 
The number of expansions for which the truncation 
error has been studied in detail is far smaller than the 
number for which the domain of convergence has been 
established. It would therefore be helpful to have some 
rule connecting the domain of convergence with the rate. 
Although we shall see many counter examples, the rule 
of thumb that the expansion with the larger domain of 
convergence is apt to be more rapidly convergent near 
the center of its range holds often enough to give such 
expansions some priority among the candidates. 
D. Expansions for the Gamma Function, an  Example 
As an example of an experimental truncation error 
analysis, we may consider two different expansions for 
the gamma function. This function, a generalization of 
the factorial, is defined for Rez > 0 by 
r ( z )  = ( z  - l)! = (21) 
It is analytic throughout the complex plane, except for 
simple poles at z = -n (n = 0,1,2, . - ). The existence 
of these poles is reflected in Euler’s infinite product form: 
which converges throughout the finite complex plane. 
Here y is Euler’s constant: 
In contrast, we may consider Stirling’s series for In r (z):  
m 
B Z k  
2k (2k - 1) zZk-l 
where B,k  denotes the 2kth Bernoulli number. This series 
diverges for all z ,  but is, nevertheless, extremely valuable 
for computation, since it is asymptotic for z-+ co in the 
domain largzl < X ,  and the error for a given number of 
terms decreases very rapidly for even relatively small 
values of I z I .  
Although the minimum error attainable for each x is 
strictly limited by the divergent nature of Stirling’s series, 
and is relatively large for small I z 1 ,  and for z near the 
negative real axis, this difficulty can be overcome by using 
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the basic recurrence, 111. Series 
Infinite series are by far the most familiar form of 
infinite expansion, and, although they are not always the 
most effective for computation, they often play a signifi- 
cant role in the development of the other forms of expan- 
sion. It is thus appropriate to begin by discussing the 
properties of series in general, and of the more important 
special types. This section is devoted to characteristics 
that are common to almost all forms of series. Later sec- 
tions discuss the more important special types. 
r ( z  + 1) = z r ( z )  (25) 
To evaluate r ( z )  to any desired accuracy, one may choose 
an n large enough so that Stirling's formula will give 
the required relative accuracy for r ( z  + n), and then 
use Eq. (25) to compute, successively, r ( x  + n - l), 
r ( z  + n - 2), * . , r ( z ) .  
For z in the left half plane, the reflection formula 
is also applicable, provided, of course, that z is not close 
enough to an integer to cause problems with overilow. 
E. Exercises 
The exponential function can be computed using the 
Maclaurin series 
or by the continued fraction, 
l x x x x x x x x x  e-" = - - - - - - - - - - . . , 
1+ 1- 2 f  3- 2+ 5-  2+ 7- 2 f  9- 
Both expansions converge throughout the finite complex 
plane. Tabulate the relative errors of the first 10 approxi- 
mants of these expansions for x = 2" [n  = 4 (1) 41. 
Note that the continued fraction 
P I  Pz P3 Pn 
q 1 +  q*+ q 3 +  4. f=--- ' * .  f -  
can be evaluated by setting 
P n  r ,  = -
q n  
and, for k = n - 1, n - 2, * . . ,1, 
where f = r , .  
A. Definition 
An expansion 
is a series if a sequence of functions 
{an(z),n = 0,1,2, * - } 
defined on a domain D can be found such that 
The most important types of series are those for which 
the sequence {$ ( x ) }  is chosen in advance, and the (9% ( x ) }  
are linearly independent over the domain D. In such 
series, the coefficients a.k are uniquely defined. For a series 
to be useful in defining a function, it is necessary that 
the sequence a n ( z )  converge; for it to be usable in com- 
putation, one must have at least a bound on the errors 
of the a,(z). 
0. Advantages of Series Representations 
The various series expansions have numerous advan- 
tages, which account for their wide popularity. They are 
by far the most familiar form of expansion, and almost 
every textbook of analysis above the elementary calculus 
level devotes a significant amount of space to the prop- 
erties, derivation, and manipulation of the commoner 
forms. In addition to the treatments in more general 
works, there are several monographs which summarize 
many of the extensive theoretical and practical results 
available in the literature. Among the more comprehen- 
sive we may cite Knopp (Ref. 26) and Bromwich (Ref. 27), 
while the smaller volume of Hirschman (Ref. 28) pre- 
sents many useful results in concise form. Many useful 
formal techniques for manipulating and summing series 
are given by Schwatt (Ref. 29), while Jolley (Ref. 30) and 
JPL TECHNICAL REPORT 32- 1324 I 
Mangulis (Ref. 31) contain extensive collections of series 
with known sums. 
Another major advantage of series over other forms 
of expansion in their linearity. This facilitates not only 
such operations as addition, subtraction, and multiplica- 
tion by scalars, but also allows term-by-term application 
of linear operations such as integration and differentia- 
tion. Such formal operations must, of course, be justified 
either by considerations of convergence, or more appro- 
priately for our viewpoint, by analysis of the remainder 
after a finite number of terms. This justification also gen- 
erally turns out to be easier for series than for other t%pes 
of expansion. 
Series expansions are also advantageous because of the 
variety of general methods by which they may be derived 
for functions defined in other ways. Taylor's theorem 
allows one to write down a power series expansion for 
any function whose derivatives can be evaluated at a 
particular point, while formal series solutions to linear 
differential equations are also readily produced. The co- 
efficients in Fourier series are expressible as integrals by 
Euler's formula. 
A final advantage of series is that any other expansion 
can be represented as a series, either by special conver- 
sion algorithms or, at least, by the trivial formulation 
As we shall see, algorithms exist or can be constructed 
for the reverse transformation to many other forms of 
expansion. Thus, the development of many other expan- 
sions proceeds through series at one stage or another 
of its history. 
C. Appraisal of Errors 
To use a series expansion for computation, we must 
be able to appraise the truncation error. In many cases, 
an error expression which may be used for this purpose 
appears as a by-product of the derivation; such special 
error bounds are essential for divergent series since the 
series itself does not define the function being expanded 
uniquely. For convergent series, however, it is often pos- 
sible and convenient to bound the truncation error di- 
rectly, and such bounds can even be used to establish 
convergence. 
The remainder after n terms of a convergent series, 
is given by 
Our task is to produce convenient bounds for the last 
series. 
If R, ( x )  is complex, a single bound is not possible. We 
may either choose to produce separate bounds for the 
real and imaginary parts of R, (x): 
or merely to bound the magnitude of R, (x ) :  
(37) 
In either case, the problem reduces to finding a bound 
for a series of real terms, and, for Eq. (38), of a series of 
real nonnegative terms. The bound (Eq. 38) is, however, 
applicable only if the original series is absolutely con- 
vergent. 
If the series is to be useful for computation, the rate 
of convergence must ordinarily be relatively high. This 
allows us to avoid the more delicate methods of bounding 
and to be content with relatively crude techniques. 
One of the most widely applicable methods of bound- 
ing remainders of series is analogous to the comparison 
test for establishing convergence. Let 
be a convergent series with sum C(x) which is either 
known, or more readily bounded than the original series. 
If, for all k and some specified set of x, 
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then, for this set of x, These bounds follow quite simply by observing that, by 
the mean value theorem, 
A lower bound on R,(x)  may be obtained by finding a 
series for which the inequality (Eq. 40) is reversed. 
To use the comparison bound effectively, the ~ ( x )  
should not be significantly larger than an+k +k (x) ,  at least 
for the largest terms in the remainder. Thus, a set of 
comparison series with known sums is a decided con- 
venience. Extensive collections are contained in Jolley 
(Ref. 30), and Mangulis (Ref. 31), while many of the 
handbooks, such as Abramowitz and Stegun (Ref. lo), 
Gradshteyn and Ryzhik (Ref. 32), and Dwight (Ref. 33), 
also contain useful results. Among the most valuable 
comparison series are the binomial series: 
with its special case, the geometric series (r = -1) 
and the Riemann zeta function series: 
(43) 
A table of 6 (s) for integer s appears in AMS 55 (Table 23.3 
of Ref. lo), while fractional values may be found in 
Dwight (Ref. 34). 
The sum of the comparison series need not be known 
exactly for the comparison bound to be applicable; it 
suffices that it can be bounded reasonably sharply. It is 
therefore useful to develop other methods of bounding 
series. 
Bounds for monotone series of nonnegative terms can 
be obtained by a modification of the integral test for con- 
vergence. Suppose that in Eq. (39), c k  ( x )  1 ck+l ( x )  & 0 
for k A 0, and suppose that we can find a monotone non- 
increasing function of s, f (s, x), defined for s& - 1, and 
which, for k 1 0  satisfies f (k, x) = c k  (x). Then 
with k - l L [ 4 k L Z + k + l .  Then, in view of the 
monotonicity of f (s, x), 
The bounds (Eq. 45) follow by summing these inequali- 
ties for k = 0,1,2, * . 
In a significant number of cases, the truncation error 
may be expressed in terms of the last included, or first 
neglected, term. There are two cases in which this cri- 
terion is applicable with minimal special analysis. The 
first is when the series converges sufficiently rapidly. 
Specifically, suppose that, for some fixed n and x, and 
for all k10, an cu between 0 and 1 can be found for 
which the terms in Eq. (35) all satisfy the inequality: 
Then, 
The last sum is simply the harmonic series, Eq. (43), and 
so we obtain the bound: 
In particular, if cu < 44, the truncation error is smaller in 
magnitude than the last term retained. 
The second bound applies to alternating series. Sup- 
pose that for fixed x, 
lim I a k + k ( x ) I  = 0 
k + m  
and that an n can be found such that, for all k h 0, 
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and D. Example of Truncation Error Bounding 
To illustrate the application of these methods of bound- 
ing the remainder, we may consider the Fourier series 
(Tolstov, Ref. 35, p. 149, Eq. 16) 
(These conditions are necessary and sufficient for conver- 
gence of the series at x . )  Then the truncation error is of 
the same sign as, and no greater in magnitude than, the 
first neglected term: 
(53) 
Convergence is not necessary for this bound to hold; it 
can also be justified for some alternating divergent asymp- 
totic series, including Stirling's series (Eq. 38), but for 
such cases the validity must be established individually 
on an ad hoc basis. The justification is frequently based 
on the observation that if it can be shown, using some 
other representation, that successive remainders alternate 
in sign, then the truncation error must be of the same 
sign as, and smaller in magnitude than: the first neglected 
term. Since the sign of the remainder is often consider- 
ably easier to establish than more quantitative bounds, 
this simple criterion is widely applicable. 
Two observations should be made on the computational 
use of these error bounds. The first concerns efficiency. 
Even a simple bound such as Eq. (50) or Eq. (53) requires 
a significant amount of computation. An algorithm that 
computes successive terms of a series, testing at each 
term whether the remainder is tolerably small may well 
be less efficient than one which evaluates the series by 
summing the number of terms given by even a crude 
overestimate of the number necessary. 
The second warning concerns the loss of significance 
which may occur in summing series with terms of vari- 
able sign, including, in particular, alternating series to 
which the bound (Eq. 53) applies. In many such series 
the magnitude I of the largest term is considerably larger 
than the magnitude s of the sum. Under these circum- 
stances, working with d-digit floating-point arithmetic, 
the relative error in s due to roundoff in the largest term 
will be of the order of (Z/s) X For example, consider 
the Maclaurin series for e-". For x = -11, the largest 
term is lllo/lO! =0.71477X lo4, while e-l1=0.167O2X 
Thus in 8-decimal floating-point arithmetic, the sum is 
hardly significant. Thus, in spite of the attractive error 
bounds available for alternating series, they should be 
carefully scrutinized for cancellation error, and used only 
where this can be shown to be insignificant. 
k = o  
(54) 
For this series, we have 
and so, using Eq. (35), 
Since I sin (2k + 1) x I ' 4  1, we consider the comparison 
series 
From Table 23.3 of AMS 55, which gives values of 
: (2k + 1)-n 
k = o  
for n = l(1) 42, we find that Co = 1.2337005501 1 * * . 
Rather than evaluate C, by subtracting the first n terms 
from Co, we will bound C, by Eq. (45). Letting 
f ( s )  = (2s + 2n + l)-? (58) 
so that 
(59) 
1 
2.(2s + 2n + 1) f ( S ) d s  = - s 
we obtain the bounds: 
1 
2(2n + 1) 
X 1 
2(2n - 1) f (s) as = 
and 
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Table 1. Remainders of series 2 (2k -I- 1b2 
k = O  
n I S, 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1.oooO0 00000 
.1.11111 11111 
1.15111 11111 
1.17151 92744 
1.18386 49535 
1.19212 94163 
1.19804 65761 
1.20249 10205 
1.20595 12281 
1.20872 13112 
1 I 2 (2n + 1) C, 
0.23370 05501 
0.12258 94390 
0.08258 94390 
0.0621 8 12757 
0.04983 55966 
0.04157 11388 
0.03565 39740 
0.031 20 95296 
0.02774 93220 
0.02497 92389 
0.1 6666 66667 
0.1ooOo ooooo 
0.07142 85714 
0.05555 55556 
0.09545 45455 
0.03333 33333 
0.02941 17647 
0.02631 57895 
0.03846 15385 
I 0.02380 95238 
To illustrate the sharpness of the bounds (Eq. 60), we 
present in Table 1 the first ten partial sums of C, 
the remainders, C,, computed by C, = Co - S,, and the 
upper and lower bounds of Eq. (60). 
Even though the terms in the series decrease as k-2, the 
rate of convergence is clearly far too slow for practical 
computation. To obtain guaranteed 8-decimal accuracy, 
about 5 X lo7 terms would be needed. The fact that we 
have both upper and lower bounds on the remainder, 
and that both are positive, suggests a simple way of im- 
proving the accuracy. If we add to S, the average of the 
upper and lower bounds on C,, %n, the error in the result 
will be less than one half the difference in the bounds, 
%(4n2 - 1): 
1 
4 c, = s, + -n +.E 
With this elementary correction, we can obtain 8-decimal 
accuracy with 5000 terms and even 10 terms will give a 
result with an error rigorously less than 1.3 X in 
magnitude. The actual error turns out to be about 2X W5. 
Thus a very simple transformation produces a highly 
significant improvement in the rate of convergence. The 
next section will be devoted to a discussion of other trans- 
formations which can be used to improve convergence. 
E. Elementary Transformations of Series 
The discussion following our last example demonstrated 
the possibility of converting a series that is completely 
1 
2 (2n - 11 
0.50000 OMKX) 
0.1 6666 66667 
0.1ooOo 00000 
0.05555 55556 
0.04545 45455 
0.03333 33333 
0.02941 17647 
0.02631 57895 
0.07412 85714 
0.0303846 15385 
useless for computation into a usable one by a relatively 
minor modification of the method of computing successive 
approximants. A variety of devices are known for this 
purpose, and in this section we will consider some useful 
transformations which essentially convert one series into 
another with more desirable properties. More powerful 
methods, which transform a series into some other farm 
of expansion, will be considered in later chapters. 
If we are relying on the sum of our series as the defini- 
tion of the function to be computed, the transformation 
should not alter the value of this sum. It is convenient, 
also, that the transformation preserve convergence, if it 
exists, since otherwise expressions for the truncation error 
must be carried through the entire calculation. 
The convergence-preserving property of a transfonna- 
tion can often be demonstrated by applying the general 
rearrangement theorem of A. Markoff, a proof for which 
appears in Knopp (Ref. 26, p. 242): 
Let a convergent series 
be given, with each of its terms expressed as a convergent 
series: 
Let the sums 
W 
2 ajk) 
k=O 
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be convergent for i = 0,1,2, * * . , with sums, 4, so that 
the remainders, 
for which we know the sum, S’(x), and for which 
with y ( x )  also known. Then the series 
with fixed m also form a convergent series, with sum R,, 
and suppose, finally that m 
s ( x )  - y ( x )  s’ ( x )  = z [ak#’k (2) - Y ( x )  a&#”#’ (XI1 (73) 
lim Rm=O k=o 
m+ m 
converges, and converges more rapidly than the original 
series, Then the sum of the si also forms a convergent series, and 
As an example, we may consider the series Co of the m W 
last section. Writing it in the form (66) 
T 2 si = t ( k )  
j = o  k=o 
Let us consider the case where the tck) are finite sums, m 
1 
4k2 + 4k + 1 ’ = 
7C=O 
(74) 
we see that for large k, the terms approach those of the 
series so that there is no question of convergence. Suppose, too, 
that the series 
m bo 
(75) 
converge. Then the remainders RE) also converge, and, 
in fact are identically zero for m > n. We may thus con- =L(Z+ E+) =- 1 4 4 
clude that k = i  k = z  
Thus 
m n  n m 
m 
- 1 1 
T 2 Q ~ c ~ ’ )  = ~ j .  2 c!” (69) 
k = o  j = o  j = o  k=o 
In words, the terms of a linear combination of convergent 
C , - z = l +  ( 4k2 + 4k + 1 4k2 k 4k) 
k = l  
series may be expressed as the same linear combination 
of corresponding terms of the component series. 
A simple application of this result, but one which may 
ct 
(76) 
1 
=‘-):4k(k+ 1)(2k+ 
7c = 1 
be highly effective when judiciously applied, is known as 
Kummer’s transformation. It consists merely of subtract- 
ing corresponding terms of an appropriate series with 
known sum from the series to be evaluated. Let 
The improved convergence of the transformed series is 
clear. The terms decrease as l/k4, and ten terms of the 
series give almost 5-decimal accuracy. 
m 
k = O  
It is perfectly permissible to apply Kummer’s formuIa 
repeatedly. Although this is equivalent to a single appli- 
cation with a more complicated reference series, it is 
s ( x )  = a k  $k ( x )  (70) 
usually easier to construct a series with the desired prop- 
erties a step at a time. Knopp (Ref. 26, pp. 260-262) gives 
several instructive examples of Kummer’s transformation, 
be the series to be summed, and suppose that we can 
find a series - 
and includes a general method for repeated application 
(71) to the series Co. 
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Use of summation devices can occasionally lead to 
numerical difficulties, even when the transformation is an 
identity for exact arithmetic. As an example, consider the 
double sum 
it follows from the linear property of integration and 
differentiation that 
lb  f ' ( X )  dx =E a k L b  $ k ( x )  + lb R n ( x )  dx 
k=O 
(77) (81) 
f(X,h) =f=[ E+- ( - h ) k  ( j  + l)! 
j = o  k = j + l  
and 
which appears in the converging factor for the exponen- 
tial integral. The inner sum can be recognized as the tails 
replace it by the finite expression: 
n - 1  
(82) f' (x) = 2 ak$L (x) f (x) of the exponential series, and one might be tempted to k=O 
00 i whenever the indicated operations are meaningful (i.e., 
whenever f ( x )  and the , # J k ( x )  are integrable, or differen- Tj e-h -E 
(78) tiable). 
k = j + i  k = o  
Observe that since the leading term in Ti is 
(- h)i+1 
( j  + l)! 
the series (77) converges, at least for I h I < 1. When the 
second expression for T j  is evaluated, however, the abso- 
lute value of the error is at least as large as the error in 
evaluating e-h, which, for Ihl small, is of the order of 
2-t for t-bit floating point arithmetic. For double preci- 
sion, on a 36-bit machine, this error is of the order of 
Nevertheless, this minuscule error was sufficient to com- 
pletely destroy numerical convergence of the series, 
I t  is, however, possible (and profitable) to reduce the 
doubly infinite series to a series of finite sums by inter- 
changing the order of summation: 
m k - 1  
( j  + l)!  (-h)k 
k! 
k = i  j = o  
The utility of this simple process depends upon the 
possibility of appraising the integral or derivative of the 
remainder, and is thus strongly dependent on the form 
in which Rn(x) is given. If Rn(x)  can be expressed as an 
integral, as is often possible, the remainder in Eq. (81) 
becomes a double integral, and that in Eq. (82) the deriva- 
tive of an integral. These can often be reduced and sim- 
plified by the familiar rules of calculus. Considerably 
more difficulty is encountered when the remainder is 
expressed in terms of some function of an undetermined 
intermediate value, such as, for example, the Cauchy or 
Lagrange form of the remainder for power series. In this 
case, the intermediate value depends upon x in an unde- 
terminable fashion, and the effect of integration or differ- 
entiation cannot be specified. 
Turning now to infinite series, we consider the condi- 
tions under which the series of derivatives or integrals 
of successive terms of a convergent series is convergent, 
and converges to the derivative or integral of the sum 
of the original series. If 
F. Analytical Transformations of Series is a unifomnly comergent series, and if the &(x) are 
continuous functions of x in some domain D of .the com- 
plex plane, then It is often useful to transform series by the analytical operations of differentiation and integration. Writing the 
series as a finite sum with a remainder, 
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for any path C in the domain D. The series (84) is con- 
vergent. Similarly, 
Now, integrating between .E and x 
at j x l n t a n ( + > a t =  - 2 5 3  cos 2 k + l  (2k + 1) t 
k = O  
(85) 
m 
provided the series on the right converges uniformly, and 
that the series (83) converges. sin (2k + 1) t I 
(92) = -2x (2k + 1)2 E 
k = O  Among the applications of term-by-term integration 
and differentiation of series we may mention the deriva- 
tion of series from known series for the derivative or 
sums of series as derivatives or integrals of known series, 
and the production of series solutions of differential and 
integral equations. 
Or, 
sin(2k + 1)x 
integral, conversely, obtaining closed expressions for the lxhtan(i) dt -2{z (2k + 1 ) ~  
k=O 
Most of these applications will be discussed in full k = o  J 
detail at appropriate places in our later development. It 
may, however, be of interest to illustrate the use of these 
techniques by deriving the series (54) for 
since Eq. (90) converges uniformly for 0 < < ~, 
Eq. (93) converges for 0 < E < x < X .  Although the inte- 
grand is unbounded as t approaches 0, and as t approaches 
T ,  it can be shown that the integral itself converges. 
f ( x )  = l ' l n t a n ( i ) d t  (86) 
G. linear Summation Processes 
from the simpler series The question of the meaning, if any, to be attached 
to the sum of a divergent series has attracted the interest 
of mathematicians since the time of Euler. A summary of 
the principal results on the problem appears in the mono- 
graph by Hardy (Ref. 36), while briefer treatments are 
given in Chapter 13 of Knopp (Ref. 26), and Chapter 5 
of Hirschman (Ref. 28). In recent times, the approach to 
the summability problem has been to consider a particu- 
lar type of transformation, and if it converts a particular 
divergent series into a convergent one, to define the value 
of the divergent series (under the particular summation 
transformation) as the sum of the resulting convergent 
series. 
(87) 
In (,sin+> = - ET- cos kt (0 < t < 2,) 
7c=1 
In 2cos- = - ( - l ) * - ( - T < t < T )  cos kt 
k = 1  
(88) 
which converge uniformly over the indicated intervals. 
( 2 2  k 
Subtracting Eq. (88) from Eq* (87) we have, for It should be remarked that the summability problem 
is quite distinct from the main problem which concerns 
us. The divergent series with which we are primarily con- 
cerned are formal expansions, often asymptotic, of a 
function that is perfectly well defined in some other way. 
Our task is not merely to find a transformation that induces 
convergence, and thus allows us to assign some value to 
the series, but to find one that will improve convergence 
toward the predetermined value. 
0 < t < T ,  the uniformly convergent series 
cos kt 
In tan (i) = - 2 [I- (-1)"l- k (89) 
k = 1  
or, since all terms with even k vanish, 
m 
(90) To prevent utter chaos, the transformations studied in 
summability theory are ordinarily required to be regular, 
Intan(+) = -2>: cos 2k (2k + + 1) t 
k = o  
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that is, to transform all convergent series into convergent 
series. To be significant to the summability problem, a 
summation process must also be effective, that is, it must 
induce convergence in at least one divergent series. Un- 
fortunately the properties of preserving or inducing 
convergence imply very little about the effect of the 
transformation upon the rate of convergence, and there 
seem to be few general a priori rules for estimating the 
computational value of applying a particular transforma- 
tion to a specified class of series. One must usually resort 
either to experimental computations, or to detailed 
analysis for each particular series. 
Omitting, for the time being, explicit designation of 
any independent variable, let 
j = O  
(94) 
and with 
(99) 
The coefficients hi,j are related to the O i , j  by 
Finally, T may be interpreted as a sequence-to-sequence 
transformation, mapping the partial sums of f into the 
partial sums of Tf. This interpretation may be specified 
by an array M ,  with elements pi,i, and with 
m 1 
denote the series, convergent or divergent, to be trans- 
formed, and let pretations by 
The pi, are related to the coefficients for the other inter- 
designate the resulting transformed series. We will, in 
this section, restrict our attention to linear transformations 
for which, if f and g are any two series, and a and ,8 are 
scalars, 
Conditions that a linear series-to-series transformation 
should preserve absolute convergence follow easily from 
Markoffs general rearrangement theorem given in the 
last section. The somewhat more stringent conditions 
required for regularity can be found in Hardy (Ref. 36, 
Th. 2, p. 43). Since the linear transformations we shall 
discuss are all regular, we will omit the details. 
T (.f + Pg) = aTf + PTg (96) 
Each such operator is equivalent to an infinite matrix, 
o say, with elements 6ii ,  and the effect of the transfor- 
mation may be given by 
The most familiar linear summation operator is the 
Cesaro arithmetic mean operator C (l), for which 
Since these are the equations for multiplication of a vector 
by a matrix, we may associate with f and Tf the column 
vectors .+ and 9, the elements of which are, respectively, 
[+i] and [q i ] ,  and represent the transformation by 
* = o+ (98) 
( 0  j = O o r i < j  
Two other interpretations of the transformation T are 
instructive and widely used. Under the first, T is thought 
of as producing, not the individual terms of the trans- 
may also be specified by a matrix A, with elements & , j ,  
and 
0 S j L . i  1 
(105) formed series, but the sequence of partial sums. Thus, T pi,j  = 
i < j  
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As can be seen from Eq. (l05), the ith partial sum of the 
transformed series is the arithmetic mean of the first i 
partial sums of the original series. The Cesaro transfor- 
mation thus tends to damp series which fail to converge 
because the partial sums oscillate too rapidly. As an exam- 
ple of its value we may observe (Fejer’s theorem; see 
Knopp, Ref. 26, Th. 280, p. 494), if f (x) is periodic, with 
period 2n, and if 
actually destroy it. To illustrate the behavior of Cesaro 
summation we show, in Table 2, the remainders at x = 1 
of the partial sums, and of the C(1) means for the fol- 
lowing alternating series: 
m 
( - X ) k  (1 x 1 < 1) - 1 l + x  -- 
k=o 
m 
J -n  ln ( l  + x) = ( - l < x L l )  
exists, then the formal Fourier series, k=o 
7 r x p  -il l n t a n ( i ) d t =  
8t.Z sin (2k + 1) xx 
(0’4 x 2) 
2 
(2k+1)2 
k = O  + [ +l: f (t) sin ktdt ] sin kx } (106) 
The values of these functions at x = 1 are, respectively, 
YZ, 0.693147, and 0.915966. 
is summable by the C (1) process for all x. It has the value 
f ( x )  at points where f ( x )  is continuous, and the value 
[f ( x  - 0) + f (x + 0)]/2 at points where f (x) has a jump 
discontinuity. Cesaro summation is clearly effective for the first series, 
which is divergent for x = 1. It  reduces the error of the 
conditionally convergent series for ln2 by a factor of 
about 3. For the third series, which has a fairly rapid 
initial rate of convergence, the Cesaro averages actually 
increase the error significantly. This is because the aver- 
aging process overweights the early, relatively inaccurate, 
As is true for most of the other common linear sum- 
mation processes, Cesaro summation is effective only for 
alternating series. I t  may readily be shown that if all the 
remainders are of the same sign, Cesaro summation will 
decrease the rate of convergence, even though it does not 
Table 2. Remainders of direct and C (11 summation of alternating series: x = 1 
- ~ ~ q ” 2  In tan ($) dt - ~ ~ “ “ ’ z  In tan (i) dt - SI 1 1 f x  in (1 4 XI 
c (1) Rk 
-0.500000 
0 . 0 m 0  
-0.166667 
0.000000 
-0.1oooo0 
0.000000 
-0.071 429 
0.000000 
-0.055556 
0.000000 
-0.045455 
0.000000 
0.038462 
0.000000 
-0.033333 
o.oooooo 
Rn: 
-0.306853 
f 0.1 931 47 
-0.140 1 86 
f 0.1 09814 
-0.0901 86 
40.076481 
-0.066377 
f 0.058623 
-0.052488 
-I- 0.04751 3 
-0.043397 
f 0.039937 
-0.036986 
40.034442 
-0.032225 
f0.030275 
Rk 
-0.500000 
4 0.500000 
-0.500000 
4 0.500000 
-0.500000 
f 0.500000 
-0.500000 
4 0.500000 
-0.500000 
+ 0.500000 
-0.500000 
f 0.500000 
-0.500000 
4 0.500000 
-0.500000 
4- 0.500000 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 - 
6 
-0.306853 
-0.056853 
-0.084631 
-0.036019 
- 0.046853 
-0.02351 9 
-0.032023 
-0.020692 
-0.0242 25 
-0.017051 
-0.019446 
- 0.01 4498 
-0.016228 
-0.012608 
-0.013916 
-0.01 1154 
-0.084034 
f0.027077 
-0.012923 
4 0.007485 
-0.004861 
4- 0.003404 
-0.002514 
f0.001931 
-0.001 529 
4 0.001 241 
-0.001027 
f 0.000864 
-0.000736 
-!- 0.000635 
-0.000554 
4- 0.000487 
-0.084034 
-0.028479 
-0.0231 94 
-0.015599 
-0.013451 
-0.01 0642 
-0.009481 
-0.008054 
-0.007329 
-0.006472 
-0.005407 
-0.005048 
-0.004642 
-0.004370 
-0.004066 
-0.005977 -0.001027 
- 0.000082 
-0.000300 
-0.oooO66 
-0.000164 
-0.000055 
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partial sums. A considerable increase in precision may be 
obtained by summing the first few terms directly, and 
only applying the averaging process to the slowly con- 
vergent tails. The effect of summing the first ten terms 
of Eq. (92) directly, and only applying the C(1) process 
to the remainder of the series can be seen in the last, 
incomplete, column of the table. 
H. The Euler Transformation 
The Euler transformation is undoubtedly the most val- 
uable of the linear summation processes for computational 
purposes. We will present it first in a somewhat general- 
ized form due to Knopp. A more extensive treatment than 
ours, emphasizing the convergence-inducing aspects, may 
be found in Chapters 8 and 9 of Hardy (Ref. 36). The 
treatment in Knopp (Ref. 26, pp. 509-518) is limited 
almost completely to the E (1) transformation. 
Let the series to be summed be 
or, letting 
For x = 1, this reduces to 
m m 
k = o  j = o  
f(1) = I: ak = I: ajq) (117) 
If the second summation converges, the original series 
is said to be summable by the E (4) process. It is shown 
in Hardy (Ref. 36) that this process is regular, that its 
power is an increasing function of q, and that the oper- 
ators obey the multiplication law: 
X 
= (1 + qx)  If we write 
W W W 
kc’ =E a k z (  :) qj-k$+i and use the well-known expression for the forward differ- ences of a sequence of numbers, 
k=O k = o  j = k  
(112) 
Aicn = (:) (- Cn+k (121) 
k=O 
using the common generating function for the binomial 
coefficients (AMs 55, Sec. 24.1.1) 
we can write the E (1) transformation in the more familiar 
.(I - t ) - (m+l)  = 2 (i) tk-m 
Changing the order of summation, we have 
( I t l - 4 )  (1 13) form: 
k = ~ 7 %  
k = o  j = o  
30 i 
(114) For automatic computation, a formulation ascribed to 
j = o  k=O van Wijngaarden, and described in Modern Computing 
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Methods (Ref. 37, p. 125) is efficient and economical of 
storage. Let M denote the forward mean operator: 
Then 
A convenient algorithm for the Euler transformation 
based on this formulation is used as an example in the 
Algol Report, Naur, et al. (Ref. 38). 
For accelerating the convergence of power series, and, 
by the substitution x = eie ,  of Fourier series, the form 
m m 
E (1) x @kxk = 1 - x  AiUo (L)i 1 - x (125) 
k=O j = o  
which follows simply from Eq. (112) by the substitutions 
q = 1, x = - x ,  is often convenient. 
Like most transformations, the Euler transformation has 
a somewhat variable effect on the rate of convergence. 
It is apt to be less effective, or even deleterious, when 
applied to series that converge rapidly to begin with. 
In contrast to the Cesaro transformation, however, alter- 
nating series that converge rapidly enough for the Euler 
transformation to be ineffective usually converge rapidly 
enough in the original form to be usable for computation. 
As a simple example of the Euler transformation, we 
may consider the series 
which the Cesaro summation process summed, with con- 
vergence l/n for x = 1. It is easily seen that 
and so, using Eq. (120), we have, at least formally, 
By the ratio test, this series converges for 11 - X I  < 2. For 
x = 1, a single term gives the correct result, but for 
x < 1/3, the magnitudes of successive terms decrease 
more slowly than do those of the original series. 
The use of the Euler transformation for inducing con- 
vergence suggests that its utility is not limited to conver- 
gent series. Rosser (Ref. 39) has pointed out the 
advantages of the Euler transformation for alternating 
divergent asymptotic series. Since asymptotic series are 
often characterized by an initial region of rapid conver- 
gence, in which the Euler transformation is of little value, 
and may even be harmful, Rosser recommends applying 
the transformation only to the divergent part of the series, 
while summing the convergent section directly. The opti- 
mum strategy would be to sum directly up to the point 
where application of the transformation increases the rate 
of convergence enough to compensate for the effort of 
using it. This, however, is a poorly defined point, and 
depends strongly upon the computation equipment, so it is 
questionable whether the increase in efficiency would 
justify the additional analysis. 
If the original series diverges strongly enough, a single 
application of the Euler transformation may not suffice 
to induce rapid convergence, or to induce convergence at 
all. For such cases, the transformation may be applied 
repeatedly, summing each transformed series until diver- 
gence becomes apparent, and then transforming the tails. 
We may illustrate the application of Euler's transfor- 
mation in summing asymptotic series by one of Rosser's 
examples. The exponential integrals, E, (x), may be de- 
fined, for & x > 0, by the integral 
(n=0,1 ,2 ,  . . . ) (128) 
By successive integration by parts, we find 
v -  1 
(n  + k - l)! (-l)"(n + v - l)! 
xe"E,(x) = .(-l)k (n - 1)1 xk + (n - l)! xv-l exEn+l (x) 
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Since, for x real and greater than 0, 
1 
x + n  x + n - 1  x 4- (130) 
1 
- L  x L - e  E ,  (x) - 
1 
the error term is unbounded for large n, and the series 
diverges for all x. It is, however, asymptotic for 1 x I + co 
for I arg x I < &/2. It is also apparent that, for real x, the 
truncation error is of the same size as the first neglected 
term, and smaller than it in magnitude. 
We will attempt to use this series to compute 5e5E, (5). 
By another method, Miller and Hurst (Ref. 40) obtain the 
value 0.852110881423911. The magnitudes of the terms 
c k  = k!/P are given in the second column of Table 3. 
The smallest term is c4 = 0.03840, and the sum through 
c3 is 0.83200. Thus, the minimum error obtainable by 
direct summation of the asymptotic series is about 4%, as 
can be confirmed by comparison with the exact value. 
The third column gives the values of Akc4, computed by 
Rosser using some special devices to minimize the amount 
of multiple-precision calculation, and the fourth gives the 
magnitudes of the terms in the alternating series produced 
by transforming the tails. Again, the initial convergence 
is excellent, but the ci with k > 7 increase in magnitude. 
The sum of the terms through c', is 0.0201604800, and, 
adding this correction to the original sum, we obtain 
0.8521604800, agreeing now to almost 5 decimals. The 
k 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
fifth and sixth columns give the differences of 4, and 
the magnitudes of the terms of the Euler transform of the 
tails of the second series. The sum of this third series is 
- 0.0000496492. Adding this correction to the cumulative 
sum, we obtain the value 0.8521108308, differing from the 
correct value by only 5.06 X 
In summing a divergent asymptotic series by the Euler 
transformation, or indeed by any summation process, it is 
necessary to verify that the sum represents the desired 
function, and not some one of the multitude of other 
functions having the same asymptotic expansion. In our 
example, the agreement with an independent calculation 
to almost 8 decimals is strong evidence for the validity 
of the process. In this case, moreover, Rosser was able to 
confirm the rigor of the process by judicious rearrange- 
ment of the remainder. Detailed analysis is required, 
however, for each asymptotic series. 
The Euler transformation, in either the form of 
Eq. (122), or the form of Eq. (124), is computationally 
stable when the calculations are carried out to a fixed 
number of decimal places. The maximum buildup of 
roundoff error in forming the differences is more than 
compensated by the divisions by powers of 2, while the 
formation of the means is also stable. In summing strongly 
divergent series, however, multiple precision will be 
needed to maintain the necessary number of decimal 
places because of the rapid growth of the coefficients. 
k! 
( -  1 I k  c k  ( X I ;  c k  = - 
.m 
Table 3. Evaluation of 5e5 E, (5) using Euler transformation on e"E, ( x )  + 
k=O X k  
Ck 
1.ooooo 00000 
0.20000 00000 
0.08000 00000 
0.04800 00000 
0.03840 00000 
0.03840 00000 
0.04608 00000 
0.06451 20000 
0.10321 92000 
0.18579 45600 
0.37158 91200 
0.8 1749 60640 
1.961 99 05536 
5.101 17 54394 
42.84987 36909 
137.11959 58109 
466.20662 57571 
1678.34385 27256 
6377.70664 03573 
114,28329 12303 
0.03840 00000 
0.00000 00000 
0.00768 00000 
0.00307 20000 
0.00645 12000 
0.00761 85600 
0.01406 97600 
0.02602 59840 
0.05613 40416 
0.13145 60410 
0.33766 21486 
0.93823 63791 
2.80697 67610 
8.98851 15364 
30.66826 95734 
11 1.03898 71074 
0.01920 00000 
0.00000 00000 
0.00096 00000 
0.0001 9 20000 
0.00020 16000 
0.00011 90400 
0.00010 99200 
0.0001 0 16640 
0.00010 96368 
0.0001 2 83750 
0.00016 48741 
0.00022 9061 6 
0.00034 26485 
0.00054 861 52 
0.00093 5921 3 
0.001 69 43205 
Ak-11 I 
e11 
0.0001 0 16640 
0.00000 79728 
0.00001 07654 
0.00000 69955 
0.00000 29320 
0.00000 88515 
0.00000 06344 
0.00001 45895 
0.00000 02917 
0.00005 08320 
0.00000 19932 
0.00000 13457 
0.00000 04372 
0.00000 00916 
0.00000 01383 
0.00000 00050 
0.00000 00570 
0.00000 00006 
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The useful domain of the EuIer transformation is lim- 
ited to alternating series, since otherwise the magnitude 
of the differences increases rapidly. It may, however, be 
an alternating series by a preliminary transformation, and 
then to apply the Euler transformation. One such device, 
also due to van Wijngaarden, is described in Modern 
Computing Methods (Ref. 37, p. 126). 
Hence 
m m m 
(135) I: uk = I: (c7c - 2cZIc) = z (- 1)7~+1 Ck possible to convert a, series of terms of uniform sign to 7C = 1 k= 1 7 c = 1  
The identity (Eq. 134) can also be used to facilitate the 
computation of the even terms in the transformed series. 
Letting 
and, for k = 1,2,3, * , 
j = O  
I .  The Euler-Maclaurinl Summation Formulas 
In our discussion of bounding the truncation error of a 
series, we saw that useful upper and lower bounds for 
finite or infinite sums can be obtained in the form of 
integrals. The Euler-Maclaurin summation formulas rep- 
resent an extension of this approach, and express the 
difference between the sum and the integral as a (usually 
divergent) series depending upon the derivatives of the 
integrand at the two ends of the interval. 
(131) 
(132) 
then 
m 
f = (-l)k+lck (133) 
k = l  
provided either the series (Eq. 131) converges and 
IakIhlakClI for k =  1,2,3, - * . , or that a K and a e 
greater than 0 exist such that 
Derivations and discussions of the Euler-Maclaurin 
summation formula can be found in many places, includ- 
ing Knopp (Ref. 26, pp. 522-527) and Hardy (Ref. 36, 
pp. 318-331). One of the most useful presentations for 
our needs is to be found in Steffensen (Ref. 41, pp. 129- 
138), and almost all the results we need may be found 
there. 
Let B, denote the nth Bernoulli number, and B n ( x )  
the nth Bernoulli polynomial. Let 
A 
The formal validity of the transformation can be justified Bn (4 = B, (x - 1x1) (136) 
by observing that 
where [x] is the largest integer contained in x. Let f ( x )  
m m have m continuous derivatives on the interval (0, a). Then, 
the general Euler-Maclaurin formula is '(134) 2cZk = 2 2j+l a3j+ilc = I: 2i a2j7$ - a7c = clc - ak j = o  j = o  
'There are significant differences in notation and nomenclature 
associated ,with these formulas. Knopp (Ref. 26, p. 523) gives 
complete priority to Euler, and refers to the whole family as Euler 
summation formulas. Other authors use the name Euler-Maclaurin 
summation formula for the commonest special case, and the name 
Euler summation formula for the generalized forms. To avoid con- 
fusion with the multitude of other useful results named after Euler 
we will, without implying or denying codiscovery, refer to all for- 
mulas in this class as Euler-Maclaurin formulas. 
for any 0 between 0 and 1, and any finite n. 
If both the sum and the integral 
s =  S f ( k + e )  
k = O  
(138) 
J = i m f ( t ) d t  
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converge and if 
n + m f  li  (IC-1) ( n ) -  0 ( k =  1,2, * . * ,m) 
then Eq. (137) holds for n-co. 
(139) 
Setting 0 = 0 in Eq. (137), and observing that, for k = 1,2, . . * , B k  (0) = Bk, that Bzkcl = 0, while B,  = -%, we 
obtain the most familiar special case: 
with 
If m is even, say 
polynomials, that 
rn = 2r, it may be shown (Steffensen, Ref. 41, pp. 132-133) using special properties of the Bernoulli 
The first term simply cancels the last term in the sum in Eq. (140), and so 
where, now, 
This expression can be rather inconvenient, particularly if n is large and f C z f )  (t) varies widely over 0 4 t I n. zimple 
bounds can, however, be obtained if f ( z r )  ( t) does not change sign on 0 L t 4 n. In this case, it can be shown that Rr is of 
the same sign as the first omitted term in the series, and less than twice its magnitude (providesthe t e F  does not vanish). 
If, in addition, f ( z r + z )  (t), then, because of the altemAtion of sign of the Bernoulli numbers, R, and R,,, are of opposite 
sign. This implies that under these circumstances, R, is of the same sign as the first neglected term, and is less than it 
in magnitude provided the term does not vanish. Unlike the expression (Eq. 144) the bounds in terms of the first neglected 
term are valid, and convenient as n .j co . 
In addition to its use as a summation formula, Eq. (143) may also be considered as a corrected form of the trapezoidaI 
quadrature rule. The fact that the correction terms (but not necessarily R,) are small if the odd derivatives are small at 
the ends of the interval, and vanish completely if they are equal there (e.g., if a periodic function is being integrated 
over an integral number of periods) will turn out to be very useful later. 
An Euler-Maclaurin summation formula corresponding to the midpoint quadrature rule can also be developed. Letting 
0 = 34, and m = 2r in Eq. (137), we can obtain, after some manipulation, 
(145) 
29 
with 
The formula can also be expressed in terms of the 
Bernoulli numbers, instead of the values of the Bernoulli 
polynomials at x = y2, by the identity 
. .  
(147) 
N A 
Bounds analogous to those for R, can be found on R, in 
terms of the first neglected term in the series. If it is only 
known that f ( Z r )  ( t) does not change sign on O . l t L n ,  
then R, is of the same sign as the first neglected term, and 
less than three times its magnitude, while if f ( 2 r )  (t) and 
f ( z r + z )  (t) do not change sign, and are both of the same 
sign on 0 4 t 6 n, the magnitude of the error is less than 
the first neglected term, both, of course, provided the term 
does not vanish. 
A 
Because of the rapid growth of the magnitude of the 
Bernoulli numbers, the series on the right side of Eq. (143) 
or Eq. (145) diverges for all but a very restricted class of 
functions f .  In many cases, however, the error after a 
finite number of terms is tolerably small, or can be made 
so, and thus the Euler-Maclaurin Summation formulas are 
among the most useful methods of summing series of 
positive terms. It is also possible, for certain functions, to 
sum the series using convergence-inducing transforma- 
tions. Results of this type are given by Hardy (Ref. 36, 
pp. 341-345). 
As a first illustration of the usefulness of the Euler- 
Maclaurin summation formulas, we will study its appli- 
cation to the gamma function, which we defined in 
Section 11-D. For any z with real part greater than 1, 
let z = x + n, with n a positive integer less than (z) .  
Let 
f (t) = In (x + t )  
f ' i '  (t) = -( -1)f ( j  - l)! (x + t ) - j  
Then by the recurrence (Eq. 25), 
n - 1  n - i  
Inr(z)  = Inr(x) + Z  ln(x + k) = Inr(x) + Z  f ( k )  
k = o  k=o 
(149) 
1 h r ( z )  = I n r ( x ) +  l n ( x + t ) d t - - [ l n ( x + n )  -ln(x)] I, 2 
Evaluating the integral, 
In r ( z )  = In r (x) + (x + n)  In (x + n) - (x - n) - x In (x + x) 
[ W Z I  [m/zl  
(151) 
1 1 B z k  B 2k 
2 2 - -ln(x + n) + - Inx + 2k (2k - 1) (x + n)2k-i E 2k (2k - 1) x z k - I  + R,, (x, n) 
k = l  k = i  
Reintroducing the variable x ,  and collecting terms, 
+ R, ( x ,  z )  I B z k  2k (2k - 1) 9 k - 1  k = I  
22 
(152) 
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The first part of Eq. (152) is Stirling's formula, except for the constant term, ?hln2~.  It may be demonstrated by a 
variety of arguments (e.g., Knopp, Ref. 26, pp. 530-539; Hardy, Ref. 36, pp. 334-335) that the terms in braces and the 
remainder may be combined to give: 
dt  Bzk+l'-t' ( z  + t)Zk+l (153) 
Since it is apparent from Eq. (154) that J .  Evaluation of the Hurwitz Zeta Function by 
Euler-Maclaurin Summation 
The Hurwitz zeta function, [ ( s ,a ) ,  may be defined, 
for @e s > 1, and for a # 0, - 1, -2, . * . by the series 
the last result shows that the magnitude of the even 
BernouIli numbers grows asymptotically as 
(154) 
2 (2m)! 
(2T)Zrn 
The Riemann zeta function, [(s), which we have men- 
tioned as a useful comparison series, is the special case 
( (s, 1). Its major properties are summarized in Whittaker 
and Watson (Ref. 3, pp. 265-280), and in Erdelyi, Magnus, 
Oberhettinger and Tricomi (Ref. 1, Vol. 1, pp. 2427, 
32-35). The monographs by Titchmarsh (Refs. 42 and 43) 
are devoted mainly to the Riemann special case, which 
has received by far the most study. The zeta functions 
are closely connected with the Bernoulli polynomials and 
numbers, and with the gamma function. Much study has 
also been motivated by the relation of the Riemann zeta 
function to the distribution of prime numbers. 
Although the series (Eq. 154) converges for Re(s)  > 1, 
the rate is unsatisfactorily slow unless Re(s)  >> 1. We 
will therefore develop an alternative method of compu- 
tation based on the Euler-Maclaurin summation formula. 
Letting f ( t )  = (t + a)-s, so that 
( - 1)i r (s + j )  
r (s) (t + @+j f'i' ( t)  = 
we obtain, using Eq. (123) with m = 2r + 1, 
Among the computationally significant properties of 
the zeta 
and the 
function are the recurrence: 
n- I  
[ (s, a +. n) = [ (8, a) - E& (155) 
k=O 
special values: 
Both the integrals and the sum converge as n -+ co, and 
so we can write: 
where B k  (x) denotes the kth Bernoulli polynomial, and 
( -  l)rn+1(27r)2.1. B,, 
2 (2m)! ; (2m, 1) = [(2m) = 
JPL TECHNICAL REPORT 32- 7 324 23 
Since all the derivatives of f (t) are positive on 0 L t 6 co , 
the remainder in truncating this series before any term 
is smaller than it in magnitude, and of the same sign. 
We will use this formula to compute an 8-decimal 
value of ((2, l),  which, from Eq. (157), is equal to 
2 / 6  = (1.64493 4067 to 9 decimals). With this value of s, 
Eq. (160) becomes 
The values of the terms B ? ~ / U * ~ + ~  are given in Table 4 
for a = 1,2,3, and 4. The term of minimum magnitude for 
a = 1 is the third, f0.0238 1 . . . Thus, only one-decimal 
accuracy can be obtained by applying the Euler- 
Maclaurin sum formula directly to the series. In fact, the 
series diverges so rapidly that a single application of 
the Euler transformation (Exercise 3.10-5) only adds one 
additional decimal. With larger values of a, however, the 
performance increases rapidly. For a = 2, the smallest 
term, the sixth, is 0.000035604; for a = 3, the ninth term 
is only t0.000000047, while for a = 4, the tenth term is 
- 0.0000000001, and the magnitudes are still decreasing. 
Thus, we may obtain the desired 8-decimal accuracy by 
computing i: (2,l). An alternative interpretation of this 
procedure is to say that we sum the first three, relatively 
rapidly converging, terms directly, and apply the trans- 
formation only to the tails. Except for the difficulty of 
programming a suitable decision rule, this strategy has 
Table 4. Computation of %(2,1) = 1.6449340668 by Euler-Maclaurin sum formula 
much to recommend it for all forms of acceleration of 
convergence. 
K. Exercises 
(1) Use the integral bound to obtain upper and lower 
(2) The elliptic integral of the first kind is defined by 
bounds for the truncation error of the series (Eq. 76). 
a r c s i n g  dt 
where m is known as the parameter. When C$ = rr/2, the 
integral is known as the complete elliptic integral of the 
first kind, and is denoted by K (m). The quantity 
m , = l - m  (163) 
is called the complementary parameter. The complete 
elliptic integral of the complementary parameter is de- 
noted by k' (m) : 
r T / 2  AA 
c(r" I,, [lorn, sin2 e ] %  K1'(m) = K(m,)  = K ( 1 -  m) = 
For fixed m, the value of + for which F (+ I m) = u is 
known as the amplitude of u, am(uIm). The basic 
Bna 
1 Z k i l  
-
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 /a 
1 /2aZ 
0 - 1  
Z k - '  
z* 
Error 
k = 1  
-!-0.16666 66667 
-0.03333 33333 
f0.02380 95238' 
-0.03333 33333 
f 0.07575 75758 
-0.2531 1 35531 
f 1.1 6666 66667 
-7.09215 68627 
f 54.971 17 79449 
-529.12424 24242 
1.00000 OOOOO 
0.50000 00000 
0.00000 00000 
1.63333 33334 
f 0.01 160 07335 
f0.02083 33333 
-0.00104 16667 
+0.00018 60119 
-0.00006 51042 
4- 0.00003 6991 0 
-0.00003 08977* 
+ 0.00003 56038 
-0.00005 41089 
+0.00010 48492 
-0.00025 23061 
0.50000 00000 
0.12500 00000 
1.00000 00000 
1.64494 95653 
-0.00001 54985 
*The smallest term i s  indicated by an asterisk. The sum 2* excludes this and the following terms. 
Bzk 
3 2 k + l  
-
+0.00617 28395 
-0.00013 71742 
+0.00001 08868 
-0.00000 16935 
4- 0.00000 04277 
-0.00000 01588 
+O.OOOOO 00813 
-0.00000 00549 + 0.00000 00473; 
-0.00000 00506 
0.33333 33333 
0.05555 55556 
1.25000 00000 
1.64493 40428 
-t 0.00000 00240 
Bak 
4 2 k + 1  
-
f 0.00260 41 667 
-0.00003 25521 
+0.00000 14532 
-0.00000 01272 
f 0.00000 00 1 8 1 
-0.00000 00038 + 0.00000 0001 1 
-0.00000 00004 
+ 0.00000 00002 
-0.00000 00001 
0.25000 00000 
0.031 25 00000 
1.36111 11111 
1.64493 40668 
0.00000 00000 
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Jacobian elliptic functions are defined by 
cn(u1m) = cosam(uIm) (166) 
dn(u1m) = (1 - rn[sn(ulm)]2}'h: (167) 
These functions are doubly periodic in the complex plane, 
with periods 4K (m) and 4iK' (m). 
Instead of the independent variables u and m, it is often 
convenient to use the nome 
and the argument 
In terms of these variables, the Jacobian elliptic func- 
tions have the series expansions: 
m 
qi+% 
sin (2i + 1) v 1 - qZj+l 27r mlh K (rn) sn(u1m) = 
m 
cn(u1m) = cos (2i + 1) 0 
m 
4' cos 2i v n. dn(u1m) = - 2K (m) + & 
Find bounds (in terms of q) for the error incurred in 
truncating each of these series after nth term. 
(3) The error function, erf ( x ) ,  is defined by the integral: 
erf(x) = - 
and the complementary error function by 
erfc(x) = 1 - erf(x) = - n.t (174) 
For x real and nonnegative, 
0 Lerf ( x )  I 1  0 L erfc ( x )  4 1 (175) 
I t  can be shown by successive integration by parts that, 
for any n h O  
(T)% x@' erfc (x) = f -  - at 
It can be seen by examining the remainder that the series 
is asymptotic as x +to, but diverges for all x. 
(a) Show that for real x,  the error in truncating the 
series before any particular term is of the same sign as 
that term, and smaller than it in magnitude. 
(b) Evaluate 2 (,)We4erfc (2) to 4 decimals using the 
series (Eq. 176) and the Euler transformation, repeated 
if necessary. The value to 7 decimals is 0.9053542. 
(4) (Modern Computing Methods, Ref. 37, p. 126.) Use 
van Wijngaarten's transformation (Eqs. 115 and 116), to 
show that for the Riemann zeta function 
(173) 
m co 
k = 1  
(5) Apply the Euler transformation to the terms of the 
Euler-Maclaurin transformation of the series for 5 (2 , l )  
given in Table 4. 
IV. Power Series 
Power series are by far the most widely known form 
of series expansion, both because of their analytical im- 
portance, and because of the ease with which they can 
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be manipulated. The analytical importance stems, to a 
large extent, from the fact that the existence of a con- 
vergent series expansion for a function in nonnegative 
powers of (x - xo) is a necessary and sufficient condition 
for the function to be analytic throughout the circle of 
convergence of the series. The ease of manipulation is 
largely due to the fact that the powers of (x - x,) form 
the simplest set of basis functions, $bk (x) which is closed 
under multiplication. 
Although we will concentrate our attention on power 
series in a single complex variable (power series in several 
variables are straightforward enough, but discouragingly 
complicated), we will include in the class of power series 
all expansions of the form 
We thus allow series which may be identified with 
Laurent expansions about a pole or essential singularity, 
as well as with conventional Taylor expansions. In many 
cases, however, the clC will all vanish for k outside certain 
limits, e.g., for k < 0. The point x, is generally known as 
the center of the expansion. 
In this section, we will be concerned with methods of 
obtaining power series expansion, including expressions 
for the truncation error, with methods of manipulating 
them, and finally, with assessing the utility of power series 
for computing function values. 
. Taylor's Theorem 
Taylor's theorem is undoubtedly the most familiar 
method of deriving ascending power series expansions. 
Although it is often clumsier than other ways of obtaining 
the same result, it provides a useful expression for the 
remainder, particularly when x and xo are restricted to 
real values. Moreover, if x is analytic in a region includ- 
ing x and xo, its (necessarily convergent) expansion in 
nonnegative powers of x - xo is uniquely determined, so 
that the remainder expression holds for a convergent 
power series obtained by any other means. 
Let c be a connected region in the complex plane con- 
taining x and x,,, and let f ( x )  and its first n derivative be 
continuous on c. Let 
Then, by repeated integration by parts, it can be shown 
that 
We will refer to this result as Taylor's formula. It holds 
regardless of whether or not the infinite series converges, 
provided only that the specified derivatives exist, and are 
continuous. 
Since (x - t)lt-* is of uniform sign on (x,,  x), we may 
apply the mean value theorem to obtain Lagrange's form 
of the remainder : 
Applying the theorem differently 
which is Canchy's form of the remainder. More generally, 
for any integer p ,  with 1 4  p4 n, 
The major inconvenience in using Taylor's formula to 
obtain power series expansions is the difficulty in deter- 
mining the required derivatives. Even though these exist, 
they often become extremely complicated, and tedious 
to determine as the order increases, although systems for 
doing formal symbolic manipulation on the computer may 
do much to alleviate the problem. Schwatt (Ref. 29, 
pp. 14) devotes considerable attention to this question, 
and derives general expressions for the derivatives of any 
order of a number of special types of function, but the 
task of determining closed expressions for the higher 
derivatives of all but a very restricted set of functions 
is ordinarily impractical. For this reason, we will turn 
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next to a consideration of formal methods for manipulat- 
ing power series. 
B. Algebraic Operations on Power Series 
It is often more convenient to obtain power series ex- 
pansions by suitable manipulation of known series than 
by other methods, such as direct application of Taylor's 
series. In this section we will outline the formal relations 
corresponding to the operations of addition, subtraction, 
multiplication, and division of power series, and indicate 
the conditions under which these formal operations pre- 
serve rigorous significance. 
Let 
denote power series corresponding, at least formally, to 
the functions f ( x )  and g ( x ) ,  and let Q: and p be constants. 
Then, formally, 
m 
af (2) f pg (.) + 2 ( a u k  f pbk) ( x  - Xo)k (185) 
k=o  
By the discussion following Markoffs main rearrange- 
ment theorem, the correspondence is equality, rather than 
formal equivalence, if the series f ( x )  and g(x)  are abso- 
lutely convergent. This condition is actually too stringent. 
If the series for f ( x )   and^ g(x)  converge even condition- 
ally, the sum (185) will converge to af ( x )  + ,8g (.) Even 
more, if the series for f ( x )  and g (x )  are asymptotic expan- 
sions to N terms, the series (185) will be an asymptotic 
expansion of af ( x )  + pg ( x )  to N terms. 
The terms in the formal product of two series can be 
arranged in a variety of ways. For power series, one of 
the most useful is the Cauchy product 
The formal equivalence may be replaced by equality if 
the series for f ( x )  and g ( x )  converge absolutely. If the 
series for f ( x )  and g ( x )  only converge conditionally, the 
product series may diverge, although it is summable by 
the C (1) process to the product f ( x )  g ( x ) .  If the series 
f ( x )  and g ( x )  are asymptotically convergent to N terms, 
the product series is also asymptotically convergent to 
N terms. 
The coefficients for the quotient of two power series 
cannot be expressed in as convenient a form. However, 
if we let 
then, whenever g ( x )  does not vanish in the interval [ xo, x ] ,  
we can write: 
Lo m 
k=o k = o  
Using the Cauchy product 
Equating coefficients of equal powers of ( x  - x ~ ) ~ ,  we 
obtain, for k = 0,1,2, * - . , 
and, since if bo = 0, g (x,) would vanish, contrary to our 
assumption, we obtain the recursive formula for the c k :  
The series (187) converges for a neighborhood of xo if 
the series for f ( x )  converges absolutely. 
To illustrate the utility of algebraic manipulation of 
power series we may use the function: 
1 
W 
x k  
(k + l)! 
k = o  
cc 
k=O 
B k  -
k! 
JPl TECHNICAL REPORT 32- 1324 
We write the right side as we do because the Bk which 
appear there are, in fact, the Bernoulli numbers which 
we have already met several times. With & = l/(k + l)! 
and a, = 1, ak = 0, k > 0, Eq, (191) becomes: 
k - 1  
j = O  
which may be rearranged in the neater form: 
B - - - - ( B ) - - -  1 1 
2 O -  2 1 -  
l {  i} ; 1 3 ,  3 B ---{B + 3 & } = - -  1-- =- 2 -  
Starting with Bo = 1, we find, successively 
(195) 
~~ ~ ~ ~ 
We can use this result to obtain a power series for the Each of the last two terms may be expanded by Eq. (192), 
cotangent. By Euler's formula, 
cos x = -?. (eix + e-$") 
e-ix> 
2 
1 - (eix - 
2i 
we find 
cos x eZix + 1 
sin x 
cot% = -= 1: 
The last expression may be written as 
-2ix 1 f =-{-+ 1 2ix 2x e z i x  - 1 e-2ix - 
28 
and we obtain: 
1 k=O k:O I 
(199) 
Adding term by term, and simplifying 
k = o  
(197) which is the desired series. 
C. Reversion of Power Series 
The power series expansion of the inverse of a function 
with a known convergent power series expansion can be 
obtained by the process known as reversion. The problem 
of finding the expansion of ( x  - xo) in powers of (y - yo) 
where 
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is discussed in Knopp (Ref. 26, pp. 184-188). Explicit 
expressions for the first seven coefficients in the series 
in terms of the a k  are given in AMS 55 (Ref. 10, Eq. 3.6.25), 
while van Orstrand (Ref. 44) gives the first thirteen coeffi- 
cients. We will treat the slightly more general problem 
of expressing the solution, Y, of the equation 
F ( Y )  = G ( X )  (203) 
as a power series in X - X,, where F and G are given 
as power series, and the root Yo of the equation for X = X, 
is known. The method is given by Thacher (Ref. 45) and 
a complete algorithm in Thacher (Ref. 46). 
For the power series to define the functions F and G, 
they must converge in the neighborhoods of Yo and X,. 
We will further assume that the derivative F’(Y,) does 
not vanish. Under these circumstances, the variable 
changes: 
transform Eq. (186) to 
where f and g have the convergent power series expan- 
sions : 
Let us denote the coefficient of xk in the power series 
expansion of yi by c k , j ,  so that 
The required coefficients are the ck,1.  The form of the 
transformed equation requires that y (0) = 0, so that the 
c k ,  with k < i all vanish, while the existence and con- 
tinuity of g(x) in a neighborhood of x = 0 are insured 
by the implicit function theorem. 
By the Cauchy product, 
The c k ,  thus obey the recurrence 
But combining Eqs. (205)-(207), we find 
Interchanging the order of summation in the double 
series, and equating coefficients of equal powers of x,  we 
find for k = 1,2, . . * , 
For k = 1, the summation vanishes, in accordance with 
the usual rule on finite sums with upper limit less than the 
lower limit, and so c,,, = a,. The coefficient ck, j+l  in 
Eq. (209) is expressed in terms of coefficients with first 
subscript less than k, and so, for k = 2,3, - . * , we may 
use this recurrence to compute c k ,  j for j = 2,3, * , k. 
We now have all the data needed to compute c k , 1  using 
Eq. (211), after which we may proceed to the next larger 
value of k. 
As an example, let us derive a power series for the 
solution of the equation 
knowing the particular solution Yo = X, = 1. Letting 
y = Y - 1, x = X - 1, and taking logarithms, we find 
m 
(1 + y ) l n ( l  + y) = 
- 
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Using Eqs. (209) and (211), we obtain the partial matrix 
of ck, j presented in Table 5. Because of the branch point 
of Y ( X )  at X = . 1 , the series converges 
only within a circle of radius 0.3077 . . . . However, the 
convergence can be improved by various transformations 
to give useful results. Even for X = 3, two applications of 
the Euler transformation to the first 7 terms of the series 
give y = 0.960, compared to the correct value of 1.000. 
= 0.6922 
D. Derivation of Power Series by Analytic Manipulation 
Power series are particularly well adapted to term-by- 
term differentiation and integration, since the derivative 
and integral of a single power are again single powers 
with simple constant multipliers. Thus, when the function 
to be expanded is the derivative or integral of a function 
with a known series expansion, one may obtain a formal 
series for the new function by differentiating or integrat- 
ing the individual terms of the original series, and each 
coefficient of the new series will depend on only one 
of the original coefficients. The validity of this formal 
procedure must be jus&ed by the general criteria of 
Section 3-F. 
As a simple illustration of this approach, let us consider 
the inverse sine, 
(214) 
By the binomial theorem, 
W 
(215) 
which can be written as: 
Now integrating 
arcsinx = dt  + I’ 
The relative case of this derivation compared to the use 
of Taylor’s theorem will be readily apparent to anyone 
who attempts to determine the high-order derivatives of 
arcsinx at x = 0. 
A variation of this approach is particularly convenient 
when the function is known to satisfy a linear differential 
or integral equation with polynomial coefficients. This 
consists of assuming the existence of a power series with 
coefficients which are as yet undetermined. Term-by- 
term differentiation and integration of this series then 
yieIds formal power series for the derivatives and inte- 
grals of the function. If we introduce these series into the 
functional equation, and collect equal powers of the inde- 
pendent variable, we obtain an infinite set of linear equa- 
tions, one for each power of the independent variable. 
If the system of equations is inadequate to determine 
the coefficients uniquely, the initial conditions will ordi- 
narily supply additional constraints to make the problem 
determinate. 
To illustrate this procedure, let us determine the bi- - 
nomial expansion. Let 
f ( x )  = (1 + x)‘ 
Differentiating, 
f ’ ( x )  = r (1 -t x)“l = - r f  (4 
l t x  
so that f(x) satisfies the ordinary differential 
(1 + x )  P (4 - r f  (4  = 0 
Assume, subject to later verification, that f ( x )  has the 
power series expansion, convergent uniformIy in some 
neighborhood of the origin 
and our differential equation becomes: 
which simplifies to 
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fable 5. Reversion of series for (1 + yl In (1 f yl = In (1 4- XI 
6 
1 
-6 
2 I 3 7 
1 
1 
2 
3 
4 
5 
6 
7 
1 
-3 
15 
2 
-
37 
2 
-- 
1 
- 1  
3 
2 
17 
6 
- 
-- 
37 
6 
1759 
120 
13279 
360 
-
-- 
-
Since this equation must hold uniformly for some neigh- 
borhood of the origin, the coefficient of each power of x 
must vanish individually, and the coefficients must satisfy 
the recurrences : 
1003 
20 
-- 
or 
1 87 
4 
-
This recurrence will produce a set of coefficients satisfy- 
ing Eq. (220) for arbitrary a,. To determine the appro- 
priate set, we must use additional information. It is 
apparent from Eq. (218) that f ( 0 )  = 1 for all r. Thus the 
appropriate value of a, is 1. We may now observe that 
since 
k - r  lim-- - 1  
k+mk+1 
the series (221) converges uniformly by the ratio test for 
1x1 < 1. 
The solution to Eq. (226) can be expressed explicitly: 
i = o  
which is, of course, the well-known expression for the 
binomial coefficients. However, for computational pur- 
poses, this is not particularly useful, since it is ordinarily 
easier to generate the coefficients from the recurrence 
than from the closed form. 
C k ,  I 
4 
1 
-4  
12 
100 
3 
-- 
5 
1 
-5 
35 
2 
_. 
When the recurrence involves three or more terms, as 
will often be the case, the stability of the recurrence must 
be considered. The problem is entirely analogous to that 
involved in evaluating functions from their recurrence, 
which we will consider later. 
It is often very convenient to proceed by way of the 
differential equation when it is necessary to change the 
dependent or independent variable in a power series 
expansion. Independent variable changes are easily made 
in the differential equation using the chain rule: 
d df dz  
dx  d z  d x  - - f [ z ( x ) ]  = - * -  
subject, of course, to the requirement that z be differen- 
tiable. After eliminating the original variable from the 
coefficients of the differential equation, the method of 
undetermined coefficients then gives a recurrence from 
which the coefficients of the new series may readily be 
computed. 
As an example, we may consider Dawson's function, 
Except for the factor i(ryhe-@/2, Dawson's function is 
the same as the enor function of pure imaginary argu- 
ment. It occurs in computing resonance absorption both 
of light and of neutrons. 
Differentiating Eq. (229), we obtain 
dF 
dx  et2 d t  + e-@e& = -2xF ( x )  + 1 
31 
' Now let us expand. this function as a power series in 
z = a + px, where a and p are parameters. Applying the 
chain rule and siriiplifying, we find: 
d F  
dz p'- + 2 ( ~  - a) F = p  
Now letting F ( z )  and dF/dz have the formal power series 
expansions 
our differential equation becomes : 
The ck must thus satisfy the equations: 
E. Singularities and the Convergence of Power Series 
The convergence of power series can, of course, be 
studied by all the methods applicable to series in general. 
A far more instructive approach is possible, however, for 
ascending power series, using the properties of the cor- 
responding function in the complex plane. A power series 
pzc1 - 2aco = p (235) 
As might be expected from the fact that we have neglected 
any boundary conditions on our differential equation, 
these conditions are inadequate to determine the G com- 
pletely. A solution can be constructed for any value of co. 
To fix co, we observe that z (a) = 0, and hence that 
co = F (a). Thus, if we have an accurate value of F (x) 
at the center of the expansion, we may construct the 
whole expansion. In particular, for a = 0, it is clear from 
Eq. (229) that F (0) = 0, and, setting p = 1, Eqs. (235) 
and (236) become: 
(237) 
-2 
c1 = 1 C7c+l = ck-1 
Only odd terms appear in the expansion, with 
zzrc(k + l ) !  
(2k + 2)! - (- 1)7c 
2 2  2 
3 5  2k + 1 czk+l = (-1)7c -. - . . . -
The same results might, of course, be obtained using 
Taylor's theorem, . and evaluating the derivatives by 
Eq. (231). 
The linear transformation, z = + Px, which we have 
used as an example, represents merely a change of vari- 
able and scale. More general transformations, such as the 
linear fractional transformation, z = (a + px) / (y  + yx), 
may be introduced by the same method, although with 
somewhat more complicated algebra. Even the linear 
transformation should not be neglected, since it can result 
in significant economies in computation. It should be ob- 
served, however, that the accuracy of the transformed 
series may be quite sensitive to the accuracy of the initial 
values. Thus extreme care, including multiple precision 
calculations may be required for computing F (a). Since 
this task need only be performed once, this does not reduce 
the advantages of the transformation significantly. 
can be shown, by methods of the theory of functions of a 
complex variable, to converge uniformly in a region of 
the complex plane specified by I x -- xo I < R, that is, in a 
circle of radius R with center at xo. Further, the maximum 
R for which this holds is the distance from xo to the 
nearest singularity of f ( x )  in the complex x-plane. A 
knowledge of the singularities of f ( x )  is thus of consid- 
erable assistance in choosing an effective power series 
expansion. Although, as we have repeatedly emphasized, 
convergence is neither a necessary nor a sufficient condi- 
tion for the computational value of an expansion, ascend- 
ing power series rarely converge usefully near the edge 
of their circle of convergence. In choosing a power series 
for computing a function over a specified region, it is 
thus desirable that the region lie as close to the center 
of the circle of convergence as possible. 
One obvious way of accomplishing this goal is to trans- 
form the independent variable so that the center of the 
expansion lies near the center of the region. The linear 
transformation z = a + px, discussed in the last section, 
32 JPL TECHNICAL REPORT 32-9324 
is the simplest such transformation. To illustrate its effec- 
tiveness, suppose that we wish to compute Inx on the 
interval 1 1 x 1 2 ,  with a precision of 3 decimals. The 
familiar series 
m 
(240) 
(1 - x)" 
(0 < x L 2 )  k l n x =  - 
IC= 1 
converges over the desired domain, but for x = 2, 1000 
terms are necessary for the required precision. The poor 
convergence of this series is due to the branch point 
singularity of lnx at the origin. The point x = 2 lies on 
the boundary of the circle of convergence, as shawn in 
Fig. la, while the center of the circle of convergence lies 
at one end of the domain of interest. 
We are led to investigate transformations of the inde- 
pendent variable which will improve this situation. Two 
approaches are possible. We may find transformations 
which reduce the size of the domain relative to the circle 
of convergence, and transformations which tend to center 
the domain within the circle. A transformation of the 
first type is the change of variable n = 1 - l / x ,  which 
leads to the series 
m m 
z" = (1 - 3 ( z l  < 1) k k Inx = - ln ( l  - n) = 
7c= 1 7cz 1 
(241) 
This series converges for 1/2L x < 00. Moreover, the 
desired domain runs from z = 0 to z = 1/2, as shown in 
Fig. lb, and even for x = 2, only 7 terms are required 
to give the specified precision. 
The transformation z = (5x - 8)/(2x - 8) centers the 
domain of interest within the circle of convergence with- 
out reducing its size, as can be seen from Fig. IC. This 
transformation leads to the series 
8 8z - --  
5 5  8 
22 5 Inx = In -= In - + h ( l  - z) - In 
(243) 
8 
5 
(:) - (5r - 8>k 
k 2~ - 8 =In-+ 
(a) z = x - 1  (b) 2 = 1 - I/x 
(=) z = 5x-8 (d) z 1 - 2 4 3  2x - 8 
Fig. 1. Circles of convergence 
This series converges for 0 < x < 16/7, and, like Eq. (241), 
requires only 7 terms to attain an error of less than 0.001. 
An even simpler transformation, z = 1 - 2x/3, both 
centers the domain, and reduces its relative size, as can 
be seen in Fig. Id. The corresponding series 
(244) 
3 
2 Inx = In- - 
7c=1 
converges for 0 < x 1 3 ,  and requires only 5 terms to 
reduce the error to less than 0.001. 7c = I 
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On considering Fig. 1, it is apparent that the conver- 
gence of the series (240), (243), and (244) is limited by the 
singularity at the origin, while the limitation for Eq. (241) 
is due to the singularity at co. A transformation which 
leads to a limitation by both these singularities might be 
expected to be particularly effective. The transformation 
z = (1 - Px)/( 1 + @) accomplishes this goal, mapping 
the origin onto z = 1, and the point at insnity onto 
z = -1. If, in addition, we give ~3 the value (2)%/2, the 
transformation also centers the image of 1 XL 2 in 
the circle of convergence, as shown in Fig. le. The series 
we obtain, 
0 1 - .-t 
=J: t dt - Inx -1' f 
,(248) 
Letting t = l /u  in the last integral, and combining terms, 
we find 
W 
2 ((2)M - x ) z k + '  
2k + 1 (2)%+x 
As E + O ,  the second integral converges, and in fact 
(Ref. 3, p. 243, Ex. 4) converges to Euler's constant, y.  
The last integral, of course, vanishes, and we have the 
result: 
1 - e - t  
E l ( x )  =I ~ d t - I n x - 7  
(245) lnx = In(2yh - 
k = o  
converges for 0 < x < 03, and converges extremely rap- 
(249) 
idly for the domain we specified. Terms through z3 give 
an error of less than 0.0001, while terms through z9 give o t  
full 8-decimal accuracy. In addition, because of the sym- 
metry, we have the additional benefit that all the even 
powers of x drop out, so that only half the number of 
terms appear. 
The remaining integral is frequently referred to as 
E h  (x). It is readily expanded in powers of x, by expand- 
ing the exponential in Maclaurin series and integrating 
term-by-term. We find 
A transformation of the dependent variable may also m 
(250) 
reduce the difficulties encountered near a singularity. The 
change consists of expressing f, the function to be com- 
puted as either the sum or the product of a function, +, 
say, with same type of singularity, and a function, g, 
which is analytic over a wider domain than f .  The device 
is oniy useful, of course, if + may be computed by some 
method which does not depend upon its being analytic. 
Logarithms, roots, and exponentials have this property. 
Since each term of this series smaller than the cor- 
responding term Of the exponential series, which con- 
verges for all finite X, E h  (.) has no singularities in the 
finite complex Plane. 
There are many examples of useful transformations of 
this kind. Both the subtraction and factoring of singum 
larities may be illustrated by considering the exponential 
integral, El(x), defined by 
It is not possible to e-ate the singularity at co 
completely, but a considerable improvement in the be- 
havior may be Obtained by 
This function has a singularity (actually, as we shall see, 
a logarithmic branch point) at the origin, and an essential 
singularity at co . For any E > 0, we may write the integral 
in the form 
Now for any n and all y, 
Introducing this identity in Eq. (251) and interchanging 
summation and integration, which is justSed since the (247) 
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integrals converge, 
1 4  
Using the standard definite integral 
lm u k e d u  = r ( k  + 1) = k! 
this reduces to 
The ratio of the magnitudes of successive terms in the 
sum is (k + l)/x, and is greater than 1 for all k l  x. Thus, 
the series obtained by letting n + co in Eq. (255) diverges 
for all x. However, for x > 0, the converging factor 
is positive for all n, and since 1 + u/x > 1, 
Thus, the error in neglecting the remainder in Eq. (255) 
is of the same sign as n!/(-x)*, and smaller in magni- 
tude. For fixed n, the error thus vanishes as x + 00 , and 
our series, although divergent everywhere, is a valid 
asymptotic representation of E ,  (x). A brief calculation 
reveals, also, that n!/n“ decreases rapidly with n, so that 
for n = 20, almost 8 0  accuracy is obtained, and for 
n = 30, almost 120. 
F. Laurent Series 
Although it is usually advantageous to remove singu- 
larities by factorization or subtraction, as outlined in the 
last section, it is also possible to construct power series 
expansions which take account of singularities at or near 
the center of expansion by including both positive and 
(254) 
negative powers. The basis of such expansions is Laurent’s 
theorem, which is proved in most text books on complex 
analysis (e.g., Ref. 3, p. loo), or Hille (Ref. 47, pp. 209- 
211). This theorem may be stated as follows: 
Let f ( x )  be analytic in the annulus 
Then, for any point in the interior of this annulus, f (x) 
has the absolutely convergent power series expansion 
where the ck may be represented by the contour integrals 
The contour of integration must lie entirely within the 
annulus, and circle the point xo once in the positive 
direction. 
We will refer to the (open) annulus pi < I x - xo I < pi+, 
as the jth annulus of convergence for f ( x )  if p i  has the 
smallest possible value such that f (x) is analytic through- 
out the annulus, and has the largest possible value. 
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Then the circles Ix - xo 1 = pi and I x  - xo I = must 
each contain at least one singularity of f ( x ) .  The series 
for f ( x )  is unique for each annulus of convergence, al- 
though different annuli will normally have different 
associated series. 
Leaving aside questions of speed of convergence, which 
will normally favor removal of singularities, Laurent series 
have several other computational defects. First, the re- 
quirement that f(.) be analytic in an entire annulus pre- 
vents their use for most multiple valued functions. 
Second, the contour integrals which define the coefficients 
are not, ordinarily, easy to evaluate numerically. In fact, 
a major application of Laurent's theorem is to the evalu- 
ation of contour integrals which may be interpreted as 
coefficients of a Laurent series. If the function may be 
expanded by some other technique, the uniqueness of the 
Laurent expansion allows us to give values to the integral 
appearing in Eq. (260). This second drawback may, how- 
ever, be less serious than has previously been considered 
in view of recent investigations by Lyness (Ref. 48) and 
collaborators, which have demonstratPd that numerical 
evaluation of contour integrals is a practical method of 
estimating many quantities of interest in numerical 
analysis. 
V. Continued Fractions 
In spite of their convenience, familiarity, and other 
advantages, the flexibility of infinite series in representing 
functions is severely limited. The convergence of power 
series is limited by the nearest singularity to the center 
of convergence, while the singularities which can appear 
in the domain in which functions are adequately repre- 
sented by series of other types are limited to those ap- 
pearing in the basis functions. Continued fractions avoid 
many of these difficulties. Not only do they provide 
globally convergent representations of meromorphic 
functions, but the regions of divergence for functions 
with branch points or essential singularities is typically 
significantly smaller than for series. Further, the numeri- 
cal behavior of continued fractions is often better than 
that of the corresponding series. 
Unfortunately, the theory of continued fractions is con- 
siderably more complicated than that of series, and is 
far less familiar to most mathematicians and scientists. 
The major reference works on these expansions are 
Khovanskii (Ref. 17), Wall (Ref. 49), and Perron (Ref. 50), 
while the review by Blanch (Ref. 51) contains a summary 
of the major computationally important properties, as 
well as a careful discussion of computational pitfalls. 
A. Definitions and Notation 
The rational expression 
P I  
fn = q o  + 
P2 
41 + 
where the sets { P k } ,  {qk} are real or complex quantities, 
possibly functions of one or more independent variables, 
is known as a finite continued fraction. To save space, 
we will hereafter write such fractions in the form: 
The {Pk} are known as the partid numerators, and the 
{ q k }  as the partid denominators of the continued frac- 
tion, while the {n} and {qk} are referred to collectively 
as its elements. The fractions P k / q k  are called partial 
quotients. 
For finite n, we may reduce this expression to a simple 
ratio, by setting r, = qn, and computing, successively, 
rn-l, rlz-2, . . . , ro  by the recurrence: 
Then, f n  = ro. Thus: 
f o  = 4 0  
Pl __ 41 4 0  + Pl 
f i  = q n  + - - 
41 41 
P I  Pz - Pl 
4o + (42 41 + PZ) f 2  = qo + - - - 41 + 42 
42 
and so on. If the algorithm is carried out numerically, it 
will fail if any of the r k  other than ro happens to vanish. 
In many cases, however, the difficulty is only formal, 
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and disappears if the manipulations are performed sym- 
bolically before substituting numerical values for the 
elements. 
If the sets of elements { p k )  and {qk) are (denumerably) 
infinite, we may define the infinite continued fraction 
P I  Pz f=qo+-- 
q1+ q2+ . . 
as the limit of the sequence of convergents, f n ,  obtained 
by truncating the expansion after the nth partial quotient. 
The nth convergent may be expressed as a simple ratio 
Pn f =- 
Q,, 
where the nth numerator, P,, and the nth denominator, 
Qn, are polynomials in the elements. 
The convergence properties of continued fractions are 
determined by the behavior of the sequence of conver- 
gents, following the general terminology of Section 11-A. 
Establishing the convergence or divergence of a continued 
fraction may be a very difficult task. Some important 
special cases where it is possible will be given in this 
section. 
B. Forward Recurrence for Numerators and Denominators 
In the last section, we saw that a finite continued frac- 
tion can always be converted to a simpIe ratio by starting 
at the highest order partial quotient and applying the 
recurrence (263). If the ratio corresponding to a different 
convergent is required using this backward recurrence 
method, the whole process must be repeated. It is, how- 
ever, possible to develop successive numerators, P k ,  and 
denominators, Q k ,  in increasing order. 
We observe, first of all, that the first three convergents 
given by Eqs. (264)-(266) can be written in the form: 
If, formally, we set P-, = 1, Q-, = 0, these expressions 
suggest that successive numerators and denominators 
obey the recurrence: 
We shall prove that this is in fact so by induction. 
The recurrence (272) clearly holds for k = 2. Now, let 
us assume that it holds for k = n. The convergent fn+, can 
be considered as the nth convergent of the continued 
fraction 
(273) 
This fraction differs from f n  only in the nth partial de- 
nominator, which is qn + (pn+l/qn+l) instead of merely qn. 
The (n - 1)th and (n - 2)th numerators and denomina- 
tors of 6 are only of order n, so we can write by Eq. (272) 
or 
(275) 
Pn+i 
qn+l 
P; = Pn + -Pn-l 
and, similarly, 
Thus, 
The recurrence thus holds for k = n + 1, and thus, by 
induction, for all k. 
In using Eq. (272), individual numerator-denominator 
pairs may not be simplified by removing common factors, 
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although a factor that appears simultaneously in numera- 
tor and denominator of two successive convergents may 
be deleted before continuing with the recurrence. A par- 
ticular application of this principle occurs when, in nu- 
merical application of the recurrence, the magnitudes of 
the numerators or denominators become so extreme that 
overflow or underflow threatens. Under these circum- 
stances, PIc-?, Pk-l, Qk-2 and Qlc-, may all be rescaled 
simultaneously before computing P k  and Q k .  
Computing the nth convergent of a continued fraction 
by the forward recurrence requires about 4n multiplica- 
tions, 2n additions, and one division, compared to about 
n divisions and n additions for the backward recurrence. 
For evaluation of a single convergent, it thus requires 
almost twice as many operations. On most modern com- 
puters, however, the ratio of the times for multiplication 
and division is considerably smaller than 1:1, and may 
be as small as 1:7. The same observation holds for com- 
plex arithmetic, where a complex division requires almost 
twice as many real operations as a complex multiplica- 
tion. Thus even for a single convergent, the forward recur- 
rence may be more economical in spite of the larger 
number of operations. It has unquestionable superiority 
if several adjacent convergents are required for the same 
continued Sraction. 
The forward recurrence formula is important as an 
analytical tool, as well as for numerical computation. We 
will now use it to obtain a useful expression for the dif- 
ference between two successive convergents. Let 
P n  pn-1 Pn Qn-i - Qn p n - i  
Qn Qn-1 Qn Qn-1 
- - tn = f n  - fn-l - - - -
Then, using Eq. (272), 
(279) 
or 
Applying this recurrence n times, we find that 
= (- l)n+l (I? PIC) 
k:i 
We have thus converted our finite continued fraction to 
the finite sum, 
n 
(282) 
k = 1  
This representation is often useful for analysis of con- 
vergence and truncation error. Moreover, although the 
evaluation of a sequence of convergents by this formula 
requires 4 multiplications, 2 additions, and 1 division per 
convergent, significantly more than either the forward or 
the backward recurrence, MaehlyZ has pointed out that 
it has definite computational advantages. In the first place, 
the explicit generation of the successive increments to f 
facilitates monitoring convergence, particularly for those 
fractions for which the truncatioii error alternates in sign. 
A second advantage that occurs when multiple precision 
values must be computed is that this formula makes it 
unnecessary to maintain maximum precision throughout 
the calculation. As the magnitude of tn decreases, the 
precision of the calculations may be successively relaxed. 
Full precision must be maintained throughout the for- 
ward recurrence, while it is difficult to determine when 
precision should be increased using the backward 
recurrence. 
The recurrence may also be used to form the elements 
of a new continued fraction with convergents equal to 
every other convergent of a given fraction. We may write 
for the original fraction, 
and so 
we may eliminate Pn-,, and obtain 
'H. J. Maehly, unpublished manuscript, 1961. 
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and similarly for the denominators 
,( 287) 
But this is the recurrence for a continued fraction f', with 
elements 
(288) i q; = 40 p :  = Plqz 4: = q1qz + p2 
and, for k > 1 
Successive convergents of this fraction are equal to the 
even convergents of f .  
Letting n = 2k + 1 in Eqs. (286) and (287), we obtain 
the elements of the fraction, f", the convergents of which 
are equal to the odd convergents of f :  
and, for k 1 1  
The two continued fractions f' and f" are known, respec- 
tively, as the even and odd parts of the fraction f .  
Construction of the even or odd part of a continued 
fraction is the simplest example of the process known as 
contraction. More extreme transformations of this type 
are described by Perron (Ref. 50, pp. 197-203), who also 
discusses the inverse process, expansion. Since the se- 
quence of convergents of a contracted continued fraction 
is a subsequence of the convergents of the original frac- 
tion, a contracted fraction may well converge when the 
original diverges. Under these circumstances, however, 
the identity of the limit must be verified. 
Since the even and odd parts of a continued fraction 
converge essentially twice as fast as the original, contrac- 
tion can lead to definite computational economy, and 
should be seriously considered when using continued 
fractions for extended computation. 
C. Equivalence Transformations and Canonical Forms 
A minor inconvenience in working with continued 
fractions is the variety of sets of elements which may 
represent the same function, which makes it far from ob- 
vious when two fractions are, in fact, identical. Although 
it is possible to specify canonical forms for the elements, 
this is not always desirable because of the added com- 
plexity which may appear and obscure the rules for form- 
ing the elements. Transformations which change the 
elements of a continued fraction without altering the 
sequence of its convergents are thus far more useful than 
the corresponding transformations for series. 
A simple but powerful transformation of this type is 
based on the observation that, for any k and any ak $. 0, 
the fraction 
is identically equal to 
A transformation of this type is known as an equivalence 
transformation. 
Equivalence transformations may be applied repeat- 
edly. In particular, letting o(k = l/qk, for k = 1,2,3, . . . , 
we may transform Eq. (292) into an equivalent continued 
fraction with unit partial denominators: 
l q , q ,  q7c-1q7c + I +  . '  1 + 1 +  . . .  f = q O + L  (294) 
A particular advantage of this form is the simplification 
which it introduces into the elements of the contracted 
fractions, Eqs. (289) and (290). 
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The transformation to a fraction with unit partial nu- 
merators is somewhat more complicated. Since the factor 
The form 
ak appears in both the kth and (k + 1)th partial numera- 
tors, after taking al = l/pl, we must have, for k > l 
Thus, the required fraction is 
Pl 
with, for k = 1,2, . . , 
(295) 
(297) 
Continued fractions of the form (296) are sometimes called 
ordinary continued fractions. 
Other transformations which do not affect the sequence 
of convergents are also possible. Khovanskii (Ref. 17, 
pp. 19-23) discusses the transformation of Eq. (292) to 
the equivalent form: 
Po p :  P'z pf, f=--- 1 + q: + q'? + . . . + q ; + .  . . 
Since the formulas for the elements are rather compli- 
cated, we will not reproduce them here. 
The number of possible forms for a continued fraction 
is greatly increased when the elements become functions 
of an independent variable, x. There are three particular 
forms which deserve mention because of their relation 
to other forms of functional representation. The first, 
called by Wall (Ref. 49, pp. 399410) the corresponding 
or C-fraction form may be represented as 
(299) 
(3W 
1 1 1 1  - -  f ( x )  = - - 
q,x + q 2  + . . . + q 2 1 c - 1 x  + q r k  + . . . 
or: under an obvious equivalence transformation, 
pzk-1 Pzk -PI P, f ( x )  = - - x + l +  . . .  + x +  1 +  . . '  
is known as the Stieltjes, or S-form, after its originator. 
If the q k  (and thus the pk) are real and positive, Eqs. (236) 
and (237) is called an S-fraction, or Stieltjes 
S-fractions are the simplest continued fraction represen- 
tations of functions defined as Laplace transforms. 
Fractions of the form 
are called (Wall, Ref. 49, p. 103) Jucobi fractions or 
J-fractions. A J-fraction with all the pk and q k  real, and 
with p1 > 0, pk < 0 (k = 2,3, . . ) is referred to as a 
Grommer fraction (Perron, Ref. 51, p. 377). The J-fraction 
form is computationally attractive, since it allows the 
introduction of two independent parameters for each 
convergent computed. Unfortunately, serious loss of sig- 
nificance can occur in evaluating some fractions of this 
form, so careful checking is desirable. A further drawback 
is that it is not possible to construct either J- or S-fractions 
that correspond to all possible power series. 
No simple formulas are known for direct conversion 
among the J-, C-, and S-fraction forms. For finite con- 
tinued fractions, the most effective method is to reduce 
any one of the forms to a ratio of polynomials, using the 
recurrence (272); and then to generate the desired form 
by repeated division. 
D. The Continued Fraction for the Inverse Tangent 
The inverse tangent, arctan ( x ) ,  can be shown to have 
the continued fraction expansion, 
x 2' 4x2 
arctan ( x )  = --- (k - 1)' x2 1 + 3 + 5 +  . . *  + ( 2 k - 1 ) +  . . .  
(303) 
'This nomenclature agrees with Perron (Ref. 50, p. 377) and Wall 
Stielties fraction to a C-fraction of the form of Ea. (299) with 
with the pk nonzero constants, and the n k  positive integers. 49, p. 118). Henrici 52, p. 170) applies the 
Fractions Of this we may be constructed which have 
*~ . 
convergents equal to the partial sums of any power series. = 0, and nrc = 1 ( k  > I), and with all p ,  real and positive. 
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In contrast to the power series expansion, which con- 
verges only for 1x1 < 1, and for x2 # -1, and to the 
expansion in inverse powers of x, which converges only 
for 1x1 > 1, the continued fraction converges over the 
entire finite complex plane, with the exception of the sec- 
tions of the imaginary axis with I x l h l .  We shall use 
this fraction to illustrate some of the results of the last 
two sections. 
The elements of this fraction are: 
To illustrate the various methods of evaluation, we will 
use Eq. (303) to compute arctan (1) = ~ / 4  = 0.78539 81634. 
Intermediate results for the computation in eight sign&- 
cant decimal arithmetic using backward recurrence, for- 
ward recurrence, and the series (282) are given in Table 6. 
The intermediate results for the backward recurrence 
(263) appear in the fourth column. The fifth, sixth, and 
seventh columns give the kth numerators, denominators 
and convergents for the forward recurrence (272). The 
last four columns give the computation of the convergents 
as sums, using Eq. (262). Only the first three terms, and 
the accumulation were carried out in 1OD arithmetic. The 
remainder of the calculations used only eight significant 
digits. Nevertheless, the error of the 15th convergent is 
less than 
By an equivalence transformation with Cvk = 1/(2k - l), 
we obtain the C-fraction: 
x2 4x2 - -  
x 3 15 
arctan x = - - - l + l + l +  - * -  
(305) (k - 1)' X' (2k - 1) (2k - 3) . . .  + 1+ 
The expressions (289) for the elements of the even part 
of a continued fraction simplify, in the case of unit partial 
denominators, to: 
d~ q o ,  4: = 1 -k P P  qfc = 1 -k p 2 k  $. p z k - 1  (k > 1) 
(307) 
For the arctangent, after considerable algebraic manipu- 
lation, we find 
(308) 
X 
arctan(x) = 
X2 
3 I + - - 1 +  
(2k - 2)2(2k - 3)' 
(4k - 3) (4k - 5)z (4k - 7) x4 
x z - .  . . 8k' - 12k + 3 
(4k - 1) (4k - 5) -1+ 
Table 6. Evaluation of arctan (1) = ~ / 4  = 0.78539 816340 by continued fraction, Eq. 303 
Backward 
recurrence' Foward recurrenceb I (E+ 263ik 1 p k  
k pk qr n=10, 
-1 1.0000000(0) 0.0000000(0) 
0 0 0.7853 9813 O.OOOOOO~O) 1 .0000000(0) 
1 1 1 1.2732 396 1.0000000(0) 1.0000000(0) 
2 1 3 3.6597 918 3.0000000(0) 4.0000000(0) 
3 4 5 6.0625 189 1.9000000(1) 2.4000000(1) 
4 9 7 8.4704 372 1.6000000(2) 2.0400000(2) 
5 16 9 10.8811 178 1.7440000(3) 2.2200000(3) 
6 25 1 1  13.2899 706 2.318400a4) 2.9520000(4) 
7 36 13 15.7207 257 3.6417600(5) 4.636800q5) 
8 49 15 18.0099 010 6.5986560(6) 8.4bl6800(6) 
9 64 17 21.2631 579 1.3548442(8) 1.7250408(8) 
10 81 19 19.oooO OOO 3.1086951(9) 3.9581136(9) 
11 100 21 1 .0037079( 1 1) 
12 12f 23 2.7874600(12] 
13 144 25 8.41 39894(13] 
14 169 27 2.7428579( 151 
15 196 29 9.6034298(16] 
a Eq. (263), n = 0 
Eq. (272) 
e Eq. (282) 
fk 
0.00ooooO(O) 
1 .00000o0o 
0.75000000 
0.791 66667 
0.7843 1373 
0.78558559 
0.78536585 
0.78540373 
0.7853972 1 
0.78539835 
0.78539815 
Series' 
Or Qk-1 
1.0000000000(0) 
#.0000000000(0) 
9.6000000000(1) 
4.89600000(3) 
4.5288000(5) 
6.5534400(7) 
1.3687834(10) 
3.895691 O(l2) 
1.4493241 (1 5) 
6.8279075I17) 
3.9727899(20) 
2.7977956( 23) 
1.34536589(26) 
2.3078377(29) 
2.6340843(32) 
0.00000 00000 
1.0000000000(0) '1 .00000 00000 
1 .OOO0000000(0) -0.25000 00000 
4.0000000000(0) f 0.041 66 66667 
3.6000000000(1) -0.00735 29412 
5.760000QI2) f0.00127 18601 
1.44OoooO(4) -0.00021 97319 
5.1 840000(5) f 0.00003 78730 
2.5401600(7) -0.00000 65204 
1.62570249) -!- O.OOOO0 1 1 2 17 
1.3168189(11) -0.00000 01929 
1.31681 89( 13) + O.OOOO0 00331 
1.5933509(15) -0.00000 00057 
2.2944253(17) -I-0.00000 O0010 
3.8775788(19) -0.OMx)O oooO2 
7.6000544121) +O.OOOOO OOOOO 
b.00000 ooooo 
1.00000 00000 
0.75000 00000 
0.79166 66667 
0.78431 37255 
0.78558 55856 
0.78536 58537 
0.78540 37267 
0.78539 72063 
0.78539 72063 
0.78539 8 1351 
0.78539 81682 
0.78539 81 625 
0.78539 81635 
0.78539 81633 
0.78539 81633 
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For x#O, this may be transformed to the Jacobi form: 
4 \ - 
1 45 
x - 2  + - - x - 2  + - - 1 11 
3 21 
xarctan(x) = 
(2k - 2)’ (2k - 3)’ 
(4k - 3) (4k - 5 ) 2  (4k - 7) 
8k2 - 12k + 3 _ . . .  
(4k - 1) (4k - 5) - ra + 
(308), or the original form (Eq. 303). After evaluating 
x - ~  [x4 and x2 for Eq. (308), and x2 for Eq. (303)], each 
backward recurrence step requires only 2 additions and 
1 division, compared to 2 additions, 2 multiplications, 
and 1 division for Eq. (244), and 2 additions, 2 multipli- 
cations, and 2 divisions for a double step of Eq. (303). 
(309) 
If the coefficients cannot be prestored, a further equiva- 
lence transformation will eliminate the two divisions per 
step required to compute them. Letting 
If the coefficients can be evaluated in advance and 
stored, this form offers significant economy over the form Eq. (309) becomes: 
(311) 
3 7 
3 ~ - ~  + 1 - 1 0 5 ~ ~  + 5 - 
(4k - 1) (2k - 2)2 (2k - 3)2 (4k - 9) 
. . - (4k - 1) (4k - 3) (4k - 5) x-’ + (4k - 3) (8k2 - 12k + 3) - xarctan(x) = 
This form requires 11 additions, 10 multiplications, and 
1 division per backward recurrence step, compared to 
11 additions, 8 multiplications, and 3 divisions for 
Eq. (309). 
E. Truncation Error and Convergence 
We turn, now, to the error incurred when a convergent 
infinite continued fraction is terminated after a finite 
number of partial quotients. Let, as usual, 
and let the truncated expansion be 
Let the “tail” be 
(314) 
We wish first to find an expression for the remainder, 
in terms of O n  and other computable quantities. Writing 
Eq. (312) in terms of the tail, we obtain the formally 
finite fraction, 
Except for the last partial denominator, this fraction is 
identical to Eq. (313), and has identical convergents ex- 
cept for the last. Denoting the nth convergent of Eq. (316) 
by Pn/Qn  = f, we have, by Eqs. (278) and (281), 
while 
and 
But 
Qn = ( q n  + On) Qn-1 + Pn Qn-z = Qn Qn-1 + Q,n 
(320) 
and so 
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Thus, again using Eq. (281), (312) with all elements positive is the divergence of any 
one of the series: 
and we have expressed the truncation error in terms of 
the tails, the values of the last two convergents, and the 
values of the last two denominators. 
More convenient bounds can be obtained if we restrict 
the values of the elements. Let us first consider what can 
be deduced if the elements are all real and positive. 
(Blanch, Ref. 51, p. 38) calls continued fractions of this 
type fractions of Class I.) It follows from the forward 
recurrence (272) that all the Pk and Qk are then positive, 
and that 8, is positive for all n. Hence, 
With the trivial exception of the first partial numerator, 
the elements of the continued fraction (303) for arctanx 
are positive for all real x The data of Table 6 illustrates 
the inequalities (325) as well as the error bound (324). To 
prove convergence, we may use the series S, of Eq. (326), 
which becomes 
(327) The truncation error is no greater in magnitude than, 
and opposite in sign to the difference between, the last 
two convergents. With all the elements positive, it is 
easily seen from Eq. (281) that the t n ,  and hence the 
R,,,, alternate in sign with increasing n. The value of f 
thus always lies between f n - ,  and f n .  
Each factor in the product is greater than 1, and so we 
can write 
W 
4k - 1 The restriction to positive elements also simplifies the 
investigation of convergence. It follows immediately from 
Eq. (281) that, for all n, 
76 = 1 
m 
(328) 
k = 1  k = i  
f zn-2  < f m  < f P n + i  < fZn-1 < f zn-3  (325) 
Since the divergence of the last series is well known, we 
have established the convergence of Eq. (303) for all 
real x. 
regardless of convergence. Since { f z k }  is a monotone in- 
creasing sequence bounded above by f l ,  and {f2k+l} is a 
monotone decreasing sequence bounded below by f o ,  
each sequence must individually approach a limit, 
fzn -j f l ,  and fzn+l+ f u  say, with f l L  fu. The continued 
fraction converges if, and only if f l  = fu. 
Several theorems connect the convergence of a con- 
tinued fraction with the divergence of various series of 
combinations of the elements. In particular, Khovanskii 
(Ref. 17, pp. 42-45) shows that a necessary and sufficient 
condition for the convergence of the continued fraction 
Convergence of continued fractions is easily estab- 
lished, and bounds on their magnitudes determined if 
the elements obey certain inequalities. Suppose that by 
equivalence transformations, we can convert the fraction 
either to the form: 
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with all the fi  real, and satisfying the inequalities be a fraction of known value, with 
0 < ’pk 6 1/4, or to the form: 
1 
O < P W ; I  (338) 
for k = 1,2,3, . . . . Then, with all the q k  real and satisfying the inequality 2 L q k .  
Then (Blanch, Ref. 51, pp. 392-394), the fraction con- 
verges, and (339) 
(331) and equality holds only if p i  = p k  for all k. Similarly, if a 
fraction where 5. is the fraction correspznding to f i  with all the 
+k = 0. Moreover, the values of f j  satisfies the inequalities - 1 1  p --- 
2 -  
4 - 4 ’ 2 -  * . .  (340) - 1  1 -  
Pl  < f l  L y  - < f 2 L 1  
41 (332) 
is a fraction of known value with 
We may use these results to establish the convergence, 
and bound the tails of the continued fraction (305) for 
arctan (x) within the unit circle. For this fraction, the tails 
are given by 
for k = 1,2,3, . . . , then 
n2 (ix) (n + l)z (ix)’ 
(2n - 1) (2n + 1) (2n + 1) (2n + 3) 
1 -  1 -  . . .  -en = 
(333) 
and, with +k = r, 
and equality exists only if all elements of the two fractions 
are equal. 
. ( n +  k)21x12 - 1 
p k  = 4 (n + k)2 - 1 - - 4 [ 4 (n + k)z - 1 A useful set of comparison fractions for use with these theorems are the fractions in which all the partial numer- 
ators and partial denominators are equal. (Continued 
fractions of this type are called periodic. Fractions in 
which the numerators and denominators approach fixed 
limits are called periodic in the limit.) Consider the 
fraction 
(334) 
For any x of magnitude less than 1, we may select 
n h YZ (1 - I x I 2)s and thus ensure that 
1 [ i- 4(n + k)2 - 1 (343) 
and so 0 < p k  6 1/4 for all positive k. This establishes 
the convergence of e,, and thus of Eq. (305) for all x of 
magnitude less than 1, and also the upper bound, 
which converges, as we have seen, for 0 < p 6 1/4. The 
tail, e,, of f:, is equal to f i ,  and so, for 0 < p L 1/4, 
(336) (344) 
or 
Thus 
Sharper bounds can- sometimes be obtained for frac- 
tions of the form f l  or f z  by a pair of comparison theorems 
(Blanch, Ref. 51, pp. 391-392). Let 
E a -  i ; l+ p = 0 (345) 
(337) 
1 
= -  2 7 - -[1- (1 - 4p)q 
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since the larger root does not approach 0 as p + 0. Simi- 
larly, for q 1 2 ,  
p---- - 2  1 1 1  = ’(1 2 - [l- ($)I”} 
4 - 4 - 4 -  * . .  
(347) 
A number of valuable convergence criteria for con- 
tinued fractions which are periodic, or periodic in the 
limit, are established in Khovanskii (Ref. 17, pp. 58-75). 
Two of the most useful apply to fractions of the form: 
(348) 
P k x  -P I  p2x p3x 
+ 1 +  l + l + l +  . . .  f(x) = ---
where x and p k  may now be complex, and 
Fractions of this form converge uniformly in a large 
domain, with the possible exception of a set of isolated 
poles. If p = 0, this domain is the entire finite complex 
plane. If p+O, it is the entire complex plane, with the 
exception of a neighborhood of the segment between 
-%p and co of the ray from the origin passing through 
the point -%p. For p real, this branch cut will be a 
section of the real axis. 
Bounds on the truncation error in terms of t,, the dif- 
ference between the last two convergents of the truncated 
fraction, are particularly convenient for practical compu- 
tation. For convergent fractions with all positive elements, 
the expression (324) is satisfactory: the true value always 
lies between the values of the last two convergents. For 
fractions of the form (329) or (330), the truncation error 
may be many times greater than t,, if the pk are dl close 
enough to %, or the q k  to 2. If, however, the magnitudes 
of the partial numerators in Eq. (329) are bounded away 
from %, or the magnitude of the partial denominators in 
Eq. (330) are bounded away from 2, we may obtain useful 
bounds using the following results of Blanch (Ref. 51, 
Th. 8). 
In Eq. (329) let the magnitudes of the partial numera- 
tors pk satisfy, 
0 < p k L 7  1 - y (0 < y < +) (349) 
for fixed y and all k. Then 
Similarly, in Eq. (330), let the magnitudes of the partial 
denominators q k  satisfy 
for fixed y and all k. Then 
The values of these factors for various values of y are 
shown in Fig. 2 and in Table 7. 
An interesting geometrical bound for the truncation 
error of S-fractions in the complex plane recently discov- 
ered by Henrici and Pfluger, is described by Henrici 
(Ref. 53, pp. 47-48). Let f ( x )  be a convergent Stieltjes 
fraction of the form (301), and let its kth convergent be 
f k  (x). Consistent with the convention on initial values for 
the forward recurrence, set f-l (x) = co, and f o  ( x )  = 0. 
2 4 6 IO-’ 2 4 6 IO-’ 2 4- 6 IOo 
Y 
Fig. 2. Coefficients for error bounds 
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Table 7. Truncation error bounding factors 
- 
- 
- 
- 
- 
0.03l626729 
0.044732538 
0.0632771 68 
0.089532117 
0.10012492 
0.1 4 1 77447 
0.20099751 
0.28565714 
0.32015621 
0.45825757 
0.51 538820 
0.66332496 
0.97979589 
1.1 180340 
Y 
- 
- 
- 
- 
- 
31.526729 
21.8663 
15.31 93 
10.691 5 
9.51 25 
6.5887 
4.5249 
3.0707 
2.7015621 
1.7913 
1.5616 
1.1583 
0.72474 
0.61 80340 
1 x 
2 x 
4 x 
8 X lo-‘ 
1 od 
0.001 
0.002 
0.004 
0.008 
0.01 00 
0.0200 
0.04 
0.08 
0.10 
0.20 
0.25 
0.40 
0.80 
1 .OO 
lyl  
0.00 1 
0.001414214 
0.00200000 
0.002828427 
0.0031 62277 
0.031 62277 
0.044721360 
0.063245553 
0.089442719 
0.1o000060 
0.141421 36 
0.2000oooo 
0.28284271 
0.31622772 
0.4472 1360 
0.50000000 
- 
- 
- 
0.5 y- ”  - 1 
499.000 
352.554 
249.000 
175.777 
157.114 
14.812 
10.180 
6.9057 
4.5902 
4.0000000 
2.5355 
1.500000 
0.7677670 
0.5811391 
0.1 180340 
0.000000 
- 
- 
- 
I1 -k 0.5 y)’ - 1 
- 
- 
- 
- 
- 
0.00100025 
0.00 200 100 
0.00400400 
0.00801 600 
0.01002500 
0.0201 OOOO 
0.04040000 
0.08 1 6oooO 
0.10250000 
0.2 100000 
0.265625 
0.44000000 
0.96000M)o 
1.25000000 
Then, provided the p k  (x) are all strictly positive, all fk (x) 
are distinct, each set of three consecutive convergents, 
fk-l (x), f k  (x), fk+l (x) determines a unique circle in the 
complex plane. Let c k  be the arc of this circle which 
begins at fk-l (x) and passes through fk+1 (x) to fk (x). 
Henrici and Pfluger’s result is that, for each k, tlie value 
of f ( x )  lies in the lens shaped region bounded by c k  and 
the portion of 9 - 1  lying between fk-1 ( x )  and fk (x). 
For x real, the c k  degenerate into segments of the real 
axis, and for x positive, Henrici and Pfluger’s rule reduces 
to the rule that the value of a convergent continued frac- 
tion with all elements positive lies between the values of 
any pair of successive convergents. If the convergents 
form a monotone sequence, as can happen with x real 
and negative, the requirement that fk+l (x) lie in the in- 
terior of the arc c k  means that the c k  are the entire real 
axis with the exception of the interval [fk-1 (x), fk (x)]. The 
bound is not, in this case, particularly useful. 
F. Derivation of Continued Fractions from Derivatives 
at a Single Point 
It is now time to consider methods of determining the 
elements of continued fractions corresponding to a given 
function. The appropriate method depends, of course, on 
the way in which the function is defined. We begin with 
functions which are defined locally by specifying the 
values of the function and its derivatives at a point a. 
The resulting formula, which is analogous to Taylor‘s 
formula for power series, is generally referred to as 
1 - 0.5 -- 
2 
111 -k 0.5 7)’ - 11” 1111 + 0.5 7)’ - 11 
Thiele’s formula. As might be expected, the method is 
considerably more complicated than the corresponding 
method for series, and it is often more convenient to carry 
out the process in two steps, first expressing the function 
as a Taylor series, and then converting the series to a 
continued fraction using one of the algorithms of the next 
section. 
The customary derivations of Thiele’s formula (e.g., 
Ref. 54, pp. 119-121, and Ref. 55, pp. 426438) begin by 
considering rational interpolation by reciprocal differ- 
ences, and then develop the corresponding formulas for 
derivatives by allowing the interpolation points to coin- 
cide. Since we have not yet discussed rational interpola- 
tion, we will follow a somewhat different approach, the 
basic idea of which goes back to unpublished work of 
J. W. Tukey. 
Denoting, as usual, the nth convergent of our continued 
fraction by 
(353) 
we consider the auxiliary function 
where f (x) is the function to be expanded. 
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Differentiating Eq. (354) .p times, using Leibtnitz’ rule, 
we find 
k=O 
(355) 
Thus, the vanishing of Tkp)  (a) is a necessary condition 
thatf(k) (a) = f L k )  (a), (k = 0,1,2, . - * , p). Moreover, pro- 
vided that Qn (a) # 0, the vanishing of 
(4 7 (k=0,1,2,  - . * ,p)  
is also sufficient. 
If P n ( x )  and Qn(x)  obey the same linear recurrence, 
T, (x )  will obey it also. In particular, since P n ( x )  and 
Qn ( x )  are the nth numerator and denominator of the con- 
tinued fraction (353), by (272), 
our task is to choose the (constant) partial denominators, 
qk, so that TAP) (a )  = 0 ( p  = 0,1,2, * - , n). Differentiat- 
ing Eq. (356) p times, we find 
Now let us assume that qo,ql, * . ,qn-, have been 
chosen so that TL!t”_,, (u) = 0 ( p  = 0,1,2, - ,n - 1) and 
that T;!; (a) = 0 ( p  = 0,1,2, , n - 2). Then, what- 
ever choice of qn we make, T A P )  (a) will certainly vanish 
for , I n - 2 ,  and also for p = n -  1, since even if 
TZ;,) (a) #O, the factor x - a eliminates this term. Our 
choice of qn is thus entirely determined by the condition 
that 
T P )  (a)  = qn TEi (a) + n T:;i1) (a)  = 0 
If, then, we set 
we will, provided Qn (a) # 0, have insured that 
for k = 0,1,2, . * . , n. We can then proceed to deter- 
mine the next partial denominator of our continued 
fraction. 
The algorithm may be summarized as follows: Using 
the usual convention on initial values for continued frac- 
tions, set P-, ( x )  = 1, Q-, ( x )  = 0, Po (x) = qo = f (a), and 
Qo ( x )  = 1, so that 
and the derivatives of the test function at x = a (the only 
point at which we require them) are 
(p = 1,2,3, . . . ) (361) 
Then, for n = 1,2,3, * . - , compute qn by Eq. (359) and 
TAP) (a) (for p > n) by Eq. (357) which, for x = a, sim- 
plses to 
To illustrate the procedure, let us expand e” as a con- 
tinued fraction about a = 0. The f k )  (a) are all equaI to 1, 
and so 
T-,(O) = -1, To (0) = 0 (363) 
T y  (0) = 0 Tp) (0) = 1 ( p =  1,2,3, . * . ) 
Thus 
- -1(-1)=1 
1 1 -  
and, for p > 1, 
= -2 -2Ti’) (0) 
Ti2)  (0) q z  = (367) 
(368) 
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Now let us assume that, for p > k h  1, the derivatives 
of the test function are given by: 
k-1 
j = i  
(0) = -( k n[ ( p  - 2k + j )  (369) 
T,cp (0) = 5 ( p  - 2k + j )  (370) 
j = O  
and the partial denominators, correspondingly, by 
We have already shown that this is true for k = 1. Now 
let us assume that it is true for some specified value of k. 
Then 
I k-1 [-(-1)"k (2k - 2k + i )  = - (2k+ 1) k - l  j=1 
n (2k+ 1 - 2 k + j )  
i = O  
(373) 
= (-1)"2k + 1) = - ( - l ) k + 1  [2(k.+ 1) - 11 
(374) 
Using Eqs. (369), (370), and (371) in Eq. (362), we find, 
after some algebra, 
(k+l)-1 
j=1  
T;yi+l)-l (0)= - (-  l ) k + l  (k + 1) [ p  - 2 (k + 1) + j ]  
(375) 
which yields, with Eqs. (370) and (359), 
Again using Eq. (362), we find after reduction 
Since Eqs. (374)-(377) are the same as Eqs. (369)-(372) 
with k replaced by k I- 1, our expressions are valid for 
all k. 
Thus, 
k = l  k = 2  * A 
x x  x x x  x X @ = I +  -------
1 + - 2 +  - 3 +  2 +  5 +  - 2 i  - 7 + .  . 
(378) 
(379) 
G. Derivation of Continued Fractions from Recurrences 
Although Thiele's theorem is applicable, in principle, 
to any function for which the appropriate reciprocal dif- 
ferences exist, it is often too clumsy to be useful, and 
other methods, depending upon special characteristics of 
the function, turn out to be more convenient. Many im- 
portant families of special functions can be shown to obey 
a linear homogeneous three-term recurrence, or difference 
equation, and in this section we will describe the applica- 
tion of such relations in deriving continued fractions. The 
direct use of recurrences in numerical computation has 
recently been reviewed by Gautschi (Ref. 23). 
We consider, then, a sequence of numbers 
obeying the recurrence: 
where the p and qk are independent of f ,  but may be 
functions of k, as well as of one or more independent 
variables which we refrain from indicating explicitly. 
Provided that f ( k )  # 0, we may rearrange Eq. (380) to 
[F] + q k  = -pk [F] (381) 
or, providing in addition that f(Tc-l) # 0 and p # 0, 
I f ,  further, f ( k + l )  # 0, pkCl # 0, we can write 
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and in general, provided f f k - l )  # 0 and f ( l c + j )  # 0, has a minimal solution, f ( k ) ,  with f ( O )  #O. If Eq. (387) 
~ ( ~ + j )  #O fori = 0,1,2, . - - 7 n, converges, then, 
(389) 
f ( k )  _. p k  pk+l  p k + n  ---- 
(k+n+l) 
q k  + q k + i  + ’ * - f (k-1) 
f %+n + [b] (384) 
for k = 1,2,3, . . * , provided f ( l c - I )  # 0. 
We have thus obtained a finite continued fraction for 
the ratio of two consecutive values of any solution of the 
difference equation (289) with an expression for the tail, 
ne analysis of certain difference to deter- 
mine the egstence of a minimal solution is considered 
in Gautsc& (Ref. 23). in general the task of 
the same order of difficulty as estabIishing the con- 
vergence of the corresponding continued fraction, its 
solution may be obvious in particular special cases. 
f (k .m+i)  
en = - f ( k W  (385) 
which may be useful for bounding the truncation error. H. The Hypergeometric Function 
Unfortunately, the infinite continued fraction obtained 
by letting n+ co in Eq. (384) does not necessarily con- 
verge. Moreover, a homogeneous three-term difference 
equation like Eq. (380) always has two linearly indepen- 
dent solutions, and the question arises: if the infinite frac- 
tion converges, what linear combination of these solutions 
does f ( k )  represent? 
To answer these questions, we must anticipate and 
introduce the concept of a minimal solution of a differ- 
ence equation. A solution f k ) ,  of a difference equation, 
is said to be minimal, or distinguished, if 
To illustrate the use of recurrences in deriving con- 
tinued fractions, we may consider the Gauss hyper- 
geometric function, which is defined in the neighborhood 
of the origin by the power series: 
k=o 
where (a), = 1, and 
r(ff + n) 
( I l l  1) (4 ( ( ~ ) ~ ~ a : ( a + l )  1 . . ( a + n - l ) =  
(391) 
( k )  
l i m f L = O  g ( k )  (386) 
k+ m 
The notation of Eq. (391) is known as Pochhammer’s 
symbol, and sometimes as the ascending factorial. when g ( k )  is any other solution of the equation which is 
not merely proportional to f ( ” .  A minimal solution does 
not necessarily exist, but if one does, it is unique. The 
questions of the convergence and value of a continued 
identity of the minimal sohtion to the corresponding 1h-n - b k  - f1 b 
difference equations by the following theorem of Pin- 
Observing that 
k -1 b fraction may be rephrased in terms of the existence and ( b ) k  - 
b-+m jx1 b+tm 
cherle, which is proved in Gautschi (Ref. 23, Th. 1.1): (392) 
The infinite continued fractions we see that 
converge if, and only if, the difference equation 
The function lF1(u;c;x)  is called the confluent hypm- 
geometric function, or Kummer’s function. f ( k + l )  = - q k f ( k )  $. p k  f ( k - l )  (388) 
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The hypergeometric functions are discussed, to varying 
levels of detail, in most books on special functions, and 
are also the subject of several monographs, Slater (Ref. 16) 
devotes her first chapter to the Gauss function before 
proceeding to more general series of the same form, while 
Slater (Ref. 15) is entirely dedicated to the confluent 
hypergeometric function. All the elementary functions 
and many of the m ~ e  important higher special functions 
can be expressed in terms of the Gauss and confluent 
hypergeometric functions. A table of functions which are 
special cases of the Gauss function may be found in 
Erdelyi, Magnus, Oberhettinger, and Tricomi (Ref. 1, 
Vol. 1, p. 87), while a similar table for the confluent hyper- 
geometric function appears on p. 509 of AMS 55 (Ref. 10). 
with initial conditions 
d ab 
-zF, (a, b; c; 0) = - dx C PF1 (a, b; c; 0) = 1 (398) 
We shall now use the recurrence (396) to obtain a con- 
tinued fraction for the ratio of two hypergeometric func- 
tions first discovered by Gauss. If 
2 F 1 ( ~ , b + l ; ~ + l ; ~ ) # 0  
we may write 
It is immediately apparent from Eq. (390) that the 
- Gauss hypergeometric function is symmetric with respect z F i  (a, b; C; x) 
,F1 (a, b + 1; c + 1; X) to its first two parameters: 
and also that 
U ( C  - b) x 2 F 1  (a + 1, b + 1; c + 2; X) 1 -  
c (C + 1) PF1 (a; b + 1; ct+ 1; X) 
(399) 
,F1 (0, b; C; X) = PF1 (a, 0; C; x) = 1 (395) or, providing ,Fl (a, b; c; x)l#O, 
By comparing the coefficients of equal powers of x, it can 
be shown that, the Gauss hypergeometric function satis- 
,F1 (a, b + 1; c + 1; x) - 
z F i  (a, b; C; X )  
fies, among others, the difference equation, 
1 
,F1 (a, b; C ;  X) = ,F1 (a, b + 1; c + 1; X) 
U ( C  - b) d - 
c(c + 1) X2dX2 
a ( c  - b)x 2Fl(a  + 1, b + l ;~ + 2 ; ~ )  
1- 
c ( c + l )  z F l ( b + l , q c + l ; X )  
X Fl (a + 1, b + 1; c + 2; x) (396) 
But, because of the symmetry 
and the differential equation 
dz 
x ( 1  - x) -& P F 1  (a, b; c; x) 
,F, (a + 1, b + 1; c + 2; X) 
PF1 (a, b + 1; c + 1 ; ~ )  
,F1 (b  + 1, a + 1; c + 2; X )  
,Fl (a; b + 1; c + 1; X) - 
(401) 
d + [C - (a + b + 1) x] dx 2F1 (a,  b; C ;  X) 
3- abzFl (a, b; C; x) = 0 (397) 
and this is of the form of the left side of Eq. (400) with 
a replaced by b + 1, b by a, and c by c + 1. Thus, 
u (C - b)  
c ( c  + 1) 
(402) 
PF1 (a, b + 1; c + 1; X) 
3 1  (a, b; C; x) 
1 --  
1 - (b  + l ) ( c - a +  1) ZFl(b + 2 , ~ +  1 ; ~ + 3 ; ~ )  
1 -  
(c + 1) (c  + 2) X zF1 (b  + 1, a + 1; c + 2; X) 
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or, using symmetry again, 
U ( C  - b) 
(403) 
z F l ( ~ , b  + l ; ~  + 1 ; ~ )  1 C(C+ 1) (b  + l ) ( c - a  + 1) ,F,(u+ l , b  + 2 ; c  + 3 ; ~ )  
zF1 (a + 1, b + 1; c + 2; x )  X - - 2F1 (a, b; C; X )  1 -  1 -  (c + 1) (c + 2)  
Applying Eq. (403) repeatedly, with a = a + i, b = b + j ,  
and c = c + 2j, we obtain the continued fraction: 
where 
where 
(a + k - 1) (C + k - 1 - b) 
(C + 2k - 1) (C + 2k - 2) p z k  = - 
(b + k) (C - u + k) 
(c  + 2k) (c  + 2k - 1) 
(405) 
p z k + l  = - 
and 
z F l ( ~  + k ; b  + k + l ; ~  + 2 k + 1 ; ~ )  
,F1 (U + k, b + k;c + 2k;x)  BZk = p z k c l  x 
(406) 
zFi(’b + k + 1 , ~  + k + 1 ; ~  + 2 k +  2 ; ~ )  
ezk+ l  = Pzk+z x z F l ( b + k + 1 , ~ + k ; ~ + 2 k + 1 ; x )  
(407) 
Since, 
(408) 
1 
l h  p k ” = - p  
k + m  
this fraction is periodic in the limit, of the form of 
Eq. (348) and converges uniformly in the entire complex 
plane, with the exception of a branch cut along the real 
axis, from +1 to co and with the possible exception of a 
set of isolated poles. 
Letting x = x/a in Eq. (404), and taking the limit as 
a+ co, we obtain a continued fraction for the ratio of 
two confluent hypergeometric functions: 
(409) 
Here, 
(a + k + 1) (C + k - 1 - b) 
(C + 2k - 1) (C + 2k - 2 )  u p 2 k  = lim - u-,m 
(C + k - 1 - b) 
(C + 2k - 1) ( C  + 2k - 2)  - - 
( b  + k) (C - u - k)  
( C  + 2k) ( C  + 2k - 1) u PZk+l = Jim - 
- b + k  - 
(c  + 2k) (c + 2k - 1) 
lim p k  = 0 
k-02 
and so the fraction converges uniformly throughout the 
finite complex plane, except, possibly, for a set of isolated 
poles. 
Observing that the Pochhammer symbol obeys the 
identities 
so that 
we find, for 1x1 L 1 , x 2 #  -1 
= x 2 F 1  (i, 1; 2; - x2 
3 ,  
(415) 
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Since, by Eq. (395) t k  = f k  - fk-1, the truncation error, Rk+l, and the ratio 
Rk+i/tk. 
arctan(x) = x (417) 
and, using Eqs. (404) and (405), we obtain the continued 
fraction (305). Our general result on convergence of the 
Gauss continued fraction now shows that Eq. (305) con- 
verges except for the line -x2 real and no smalla than 
1, i.e., for x pure imaginary and no smaller than 1 in 
magnitude. 
Other examples of important functions which can be 
expressed as ratios of Gauss hypergeometric functions, or 
of confluent hypergeometric functions, and thus expanded 
in continued fractions appear in the exercises. 
1. Exercises 
1. Gautschi (Ref. 23, p. 29) shows that, if we define the 
sequence of numbers pk by 
then pl and pz are given by 
1 
and, for kA 1, 
Note that an algorithm based on this recurrence is less 
2. The continued fraction 
likely to overflow than one based on Eq. (282). 
Compute the first ten convergents of this fraction, 
tabulating, for k = 1 (1) lo, fk, the value of the convergent, 
Do the same for the fraction 
[ 1 - (:)'I = 0.3819660112 3 - 3 - 3 -  . . .  = 2 f=--- 1 1 1  
3. Show that the Hurwitz zeta function, <(s,a), which 
is defined in Section 111-J, satisfies the three-term recur- 
rence: 
(a + 1)s Q (8, a + 2) - [ (a  + 1)" + as] Q (s, u + 1) 
+ us p (s, a) = 0 (423) 
and thus, letting 
a f k - 1  
f f k = (  u + k  ) (424) 
Use this result to derive the continued fraction, 
ffk+n 
- (1 f mkkcn-1) (1 + "k+n) . . .  
1- 
Investigate the convergence of this continued fraction 
as a function both of s and of a. 
Observing the identity 
use Eq. (426) to compute 5 (2,l) and 5 (3,l). Compare 
your results for various convergents of Eq. (426) with the 
partial sums of the series (154). 
VI. The Pad6 Table and the gd Algorithm 
The scope of the methods of constructing continued 
fractions discussed in the last chapter is not nearly so 
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broad as that of the methods available for expanding 
functions in series. For this reason, we will be interested 
in rational functions which correspond to a given series 
in the sense that the initial terms of their series expansion 
agree with the initial terms of the given series. In this 
chapter we will consider methods of constructing such 
rational functions, and some of their most important 
properties. 
A. The Pad6 Table 
Let 
be a given formal power series (not necessarily conver- 
gent) with a, # 0, and let 
denote a rational function with at least one d the q$m*n) 
different from zero. The m + n + 2 coefficients in Eq. (429) 
may be chosen so that the formal expansion of &,n (x) 
in ascending powers of x agrees with the power series 
(482) at least through the term %+, P+n, i.e., so that 
f ( x )  - &, n ( x )  = Pnc1 pm, n (430) 
where pm,n is a series in nonnegative powers of x. The 
rational function defined in this way is unique, up to 
common factors of numerator and denominator, since if 
any two rationals, Rm,n ( x )  and &, (x), say, satisfy 
then, subtracting, 
or 
Now the left side is a polynomial of degree n + m, at 
most, while the right side is of degree m + n + 1 at least. 
This can only happen if both sides vanish, i.e., if 
The various (x)  satisfying Eq. (430) for a given 
power series may be arranged in a square table, with all 
the rows having equal values of m, and all the columns, 
equal I ~ U W  of n. The first row thus consists of the partial 
sums of f ( x ) ,  and the first column of the reciprocals of 
the partial sums of the series expansion of l/f (x). A table 
of this sort is known as the Pad,6 table of the formal 
series (428). 
If each entry in the Pad6 table is distinct, the table, 
and the corresponding series, are said to be hypernormal. 
If two or more entries are identical, the table is said to 
be abnormal, or degenerate: A degenerate table will 
arise if, for some .(m, n), the constant term of pm,n in 
Eq. (430) vanishes, since then we may write 
and these are the conditions which must be satisfied by 
R,,,, ( x )  and R,,,,, (x ) .  Since we have just shown that 
the elements of the Pad6 table are unique, the table is 
degenerate. An element, &,n ( x )  is said to be normal if it 
appears only as the (m,n)th entry of the table. I t  should 
be observed that degeneracy in the Pad4 table, although 
it complicates the theory, is desirable from a practical 
standpoint, since it implies that element with minimum 
m + n is actually more e5cient than would be expected. 
A variety of methods for finding the elements of the 
Pad6 table will be described in later sections. A straight- 
forward, although laborious, one is to reduce the problem 
to the solution of a set of linear algebraic equations. 
Writing Eq. (430) in the equivalent form: 
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and introducing the explicit forms for Ohm) ( x ) ,  f { x ) ,  and 
p,") (x ) ,  we obtain: 
where, for convenience, we have set aj = 0 for i negative. 
By hypothesis, Qkm) (x) has at most n zeros, and thus, 
if Eq. (437) is to hold for all x, the coefficients of each 
power of x must vanish independently. We thus obtain: 
(438) 
and 
n 
j = o  
2 qb?n*n) = 0 ( k = m + l , m + 2 ; . .  , m + n )  
(439) 
The system (439) consists of n homogeneous linear equa- 
tions for the n + l unknown qim,m) and thus always has 
a nontrivial solution. Once this solution has been found, 
the pLm>*) may be determined by simple substitution in 
Eq. (438). 
This formulation leads to an important, if somewhat 
clumsy, criterion for the normality of an element of the 
Pad6 table. Let us introduce the Hankel determinants, 
H i p ) ,  of the formal power series (428) by: 
(440) 
with the additional conventions that, for negative y, 
(Eq. 440) is to hold with c-j = 0, i = 1,2,3, . - - , while 
H(CL) = 1. 
Let us denote one of the elements of the table that is 
equal to R$) by R(T).  If + 6 > rn + n; then Eq. (439) 
must hold for k = m + n + 1 as well as f6r the previous 
values, and the q(rn,n) must satisfy an (n + 1) X (n + 1) 
system of linear homogeneous equations. A necessary and 
sufficient condition for this is the vanishing of the deter- 
minant of the coefficients, which is the Hankel determi- 
nant Hg;n+l ) .  If m + n L r n  + n, and rn and m and n 
and n are not both equal, then either ~(2") or q(z*) or 
both must vanish. In the first case, the last equation of 
the set (438) is also homogeneous, and may be taken 
with the set (439) to obtain an (n + 1) X (n + 1) system. 
The condition that this system have a nontrivial solution 
is that the determinant be different from zero. 
In the second case, we may apply the theorem (Bocher, 
Ref. 56, p. 47) that all solutions of a system of n homoge- 
neous equations in n + 1 unknowns are proportional to 
the n X n determinants, with alternating signs, obtained 
by deleting first the first column, then the second, and 
so on from the matrix of coefficients. The determinant 
corresponding to qkmsn) is HAmnc1), which must, accord- 
ingly, vanish in this case. In the last case, there must also 
be a solution (obtained by multiplying numerator and 
denominator by x )  to the system (438, 439) with 
qirn*") = pA?n,n) = 0. From Eq. (438) with k = 0, the van- 
ishing of qArn*") with ao+O is necessary, and sufficient 
for the vanishing of pi","'. The theorem used in the 
second case now implies that qirn*") must be proportional 
to the determinant HA?n-"+2) , which must, accordingly, 
vanish for degeneracy. Collecting all these results, we 
find that the vanishing of one or more of the four Hankel 
determinants HA*n+z), H h ? ~ ~ + l ) ,  or Hi?;") is a 
necessary and sufficient condition for the element Rkm) 
of the Pad6 table to be degenerate. 
- -  
A necessary and sufficient condition that the entire 
Pad6 table be hypernormal is that none of the 
Hin) ,  k h O ,  n > -k vanish. An alternative form of the . 
last criterion (Wall, Ref. 49, p. 379) is that H$) # 0 and 
that ~ ~ ) # O ( n A O , k A O )  where zp) is the Hankel 
determinant of the reciprocal series 
(441) . 
Terminology in this area is somewhat variable. We fol- 
low Henrici (Ref. 52, pp. 162163) in calling a series 
hypernormal if all elements of the Pad6 table are non- 
degenerate. We shall also follow Henrici in calling a 
series nmmal if none of the H P )  with nonnegative n 
vanish. This is equivalent to requiring that all the entries 
on and above the main diagonal of the Pad6 table be 
nondegenerate. Older authors, including Wall (Ref. 49) 
and Perron (Ref. 50) use the term normal in place of our 
hyper normal. 
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B. The qd Array 
As we have pointed out, the coefficients of the numera- 
tor and denominator of any element of the Pad6 table 
of a power series can be obtained by solving a system of 
n + m + 1 linear equations. Since the equations are of a 
rather special form, i t  is possible to avoid much of the 
labor associated with their solution by using a special 
scheme known as the quotient-difference, or qd algo- 
rithm. This algorithm, first developed by Rutishauser 
(Refs. 57-59), can be applied to a wide variety uf numer- 
ical tasks. The review by Henrici (Ref. 52) summarizes 
most of the information pertinent to our interests. 
The first step in applying the qd algorithm is to con- 
struct the so-called qd array corresponding to the given 
series. Let 
be a given power series, and now compute, for 
n = 0,1,2, . . , 
(443) 
Setting el;") = 0, we now form, successively the quanti- 
ties e!"), qin), e?), * . , by alternating the recurrences: 
For hand computation, the results may conveniently be 
arranged in a pattern similar to the conventional differ- 
ence table : 
The recurrences then connect the quantities at the vertices 
of a rhombus in this array, as indicated above. The 9d 
algorithm is therefore often referred to as a rhombus algo- 
rithm. Other rhombus algorithms, with different rules 
connecting the quantities at the vertices, are also useful. 
Some of the more important of these will be discussed 
later in this chapter. 
The complete qd array cannot be constructed if any 
of the e g )  vanish, since the following qj;;, and all quan- 
tities depending on it, are then undefined. A necessary 
and sufficient condition that this difficulty should not 
arise is that the Hankel determinants, H c ) ,  should not 
vanish for any n 1 0  and k h 0. This is the condition that 
all elements of the Pad6 table of f ( x )  which lie on or 
above the main diagonal should be normal. If H c ) # O  
for all n h 0, and for all k, 0 4 k--L K ,  the array cannot be 
continued beyond the column ep) . 
For normal series (hypernormal in Henrici's terminol- 
ogy), there is a useful relation between the elements of 
the qd array for f, and the elements, Gin) ,  of the 
reciprocal series. 
It is: 
and otherwise 
(447) 
where the elements with negative subscripts obey the 
same recurrences as those with positive subscripts. The 
extended qd array may thus be written: 
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Except for the element $ O ) ,  the array of the reciprocal 
series can be obtained by simply reflecting the array in 
the diagonal n = 1/2, as indicated in the diagram. 
When the coefficients of both f and fa re  available, 
these relations furnish a useful check, as well as an alter- 
nate, and frequently more stable method in constructing 
the array. In addition, as we shall see they are necessary 
for computing the subdiagonal elements of the Pad6 table. 
For our purposes, the most important property of the 
qd array is the connection which it permits between 
power series and continued fractions. Let us consider the 
set of formal series, 
so that f ( O )  ( x )  is the f ( x )  of Eq. (442), and suppose that 
the diagonal and subdiagonal elements of the qd array 
of f ( O )  ( x )  exist, i.e., that f ( O )  ( x )  is normal. Then, for all V, 
the series f ( ” )  ( x )  corresponds to the continued fraction 
in the sense that the expansion of the continued fraction 
as a formal power series is identically equal to the series 
(449). Moreover, such a correspondence exists for all v 
only if f ( O )  ( x )  is normal. 
We can write, for any V, 
Observing that the 2nth convergent of the continued frac- 
tion can be reduced to the ratio of two polynomials each 
of degree n, and the (2n + 1)th convergent to the ratio 
of a polynomial of degree n to one of degree n + 1, we 
see that successive convergents of Eq. (451) are alternately 
ratios of a polynomial of degree TI + v to one of degree n, 
and of a polynomial of degree n + v to one of degree 
n + 1. The approximants of Eq. (451) are thus the entries 
in the vth superdiagonal of the Pad6 table, and of the 
diagonal immediately below it. 
The qd algorithm may also be applied to series in nega- 
tive powers of x of the form: 
The continued fractions corresponding to these series are given by the S-forms: 
(453) 
as can be verified by change of variable in Eq. (450) followed by an equivalence transformation. A necessary and suffi- 
cient condition for this expression is again the normality of the series for f (x). The even and odd parts of this continued 
fraction are the J-forms : 
and 
(455) 
As usual, these forms offer significant savings in effort over the S-form. 
The f ( ” )  ( x )  and F ( S )  (x ) ’  may instructively be interpreted in terms of the converging factors for power series discussed 
in Section IV. It will be recalled that these factors are defined by: 
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so that Pad6 table, we will consider the series for the exponential, 
and similarly for series in inverse powers of x .  If the ini- 
tial rate of convergence of the series is high, so that 
1 G X M  1 < < I f  ( x )  J , the relative precision to which f ( " )  (.)/av 
must be evaluated will be considerably less than the basic 
precision for f ( x ) .  For this reason, some authors recom- 
mend direct summation of the first few terms (up to the 
minimum term for a divergent asymptotic series) before 
introducing the qd continued fraction. For machine com- 
putation, however, the additional programming compli- 
cation, and the need for retaining the entire qd arr&y may 
not be worth the slight gain in efficiency except in special 
cases. 
C. Continued Fractions for the Exponential Function 
To illustrate the properties of the qd array, and its use 
in constructing continued fractions and elements of the 
Next, 
and its reciprocal series 
We have, then, 
1 n! I a"+1 - ql") = ___ - 
a, (n + l)! 1 n + 1 1 
while 
while 
In particular, setting n = 0 in Eqs. (460) and (461), we confirm that 410) is, in fact - q ( O ) ,  while setting n = 1 in Eqs; (460) 
and (463) 9'1') actually does turn out to equal eio) and e?) to equal q p ) .  Continuing, we find 
-2 e(") = 
(n+  3 ) ( n  + 4) 
and 
-3 
(n + 5) (n + 6) = 
(465) 
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About now, a pattern begins to emerge, and we see that 
the results may be expressed in the forms: 
n + k - 1  
(n + 2k - 1) (n + 2k - 2) qp)  = 
-k 
(n + 2k) (n  + 2k - 1) ep) 
(467) 
That these formulas do, in fact, hold for all k is easily 
confirmed by induction, assuming Eq. (467) and comput- 
ing first q11",', and then egi. 
In similar fashion, or more simply by using Eq. (463), 
we can demonstrate that the elements of the array for 
the reciprocal series are given by 
I 
- q p  = - (TI + k - 1) 
(n + 2k - 1) (n + 2k - 2) 
- k e f )  = 
(n + 2k) (n + 2k - 1) 
We thus find the two families of expansions of ex involv- 
ing continued fractions: 
r 1 1 (n + k - 1) k (n + 2k - 1) (n + 2k - 2) ' (n + 2k) (n + 2k - 1) 
1 -  1 -  
1 1 
n-1 -- 
. . .  ( - l ) b $  (-1)nP 1 (n + 1) (n 4- 1) (n + 2) e" = (e-9-l = { z T  + n! [c 1 -  1 -  
(470) 1r - ( n f k - 1 )  k 1- 1 . . .  (n + 2k - 1) (n + 2k - 2) (n + 2k) (n + 2k - 1) 
Writing Eq. (469) in the form: 
with 
(n + k - 1) 
= -'!? = (n + 2k - 1) (n + 2k - 2) 
k 
(n + 2k) (n + 2k - 1) Pzbrl = -ep) = 
(472) 
and comparing with Eq. (409), we see that n!f(")/P has 
the same continued fraction expansion as the ratio of con- 
fluent hypergeometric functions, 
Since lFl (0; n; x )  = 1, we obtain the identity: 
,F, (1; n + 1; X )  = - [ e" - &] (473) Xn 
k = o  
r n-1 1 
, , ( ;  ; X )   
L O -I 
which is also apparent from inspection of the power 
series. An alternate derivation of Eq. (469) could thus be 
based on the Gauss continued fraction for the ratio of 
two hypergeometric functions. 
In this example, we were fortunate in being able to 
recognize the algebraic form of the elements of the qd 
array. This is rarely possible in practice, although the 
advantages of an explicit general form, both from the ana- 
lytical and from the numerical standpoints, justify a 
serious attempt to find one in almost all cases. In most 
problems, however, it will be necessary to consiruct the 
qd array numerically. The initial segment of the array 
for ex is shown in Table 8. The calculations were carried 
out by applying the rhombus rules (444) to the tabular 
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I 
c 
I 
- 
CO 
0 p? 
B 
I 
x s 
o? 
0 .
0 
d 0 0 0 0 0 0 0  
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values, starting with e r )  and 4:"). Each computed value 
was rounded to six significant decimals, and the rounded 
value was used in later calculations. The underlined digits 
differ from the correct values by more than one unit. It is 
clear that the construction of the qd array in this way 
is mildly unstable. 
Fortunately, however, when the continued fraction is 
converging reasonably well, inaccuracies in the partial 
numerators appear to have relatively little effect upon the 
values of the convergents, although the effects on the indi- 
vidual numerators and denominators is more serious. 
Thus, the convergents of exp (1) using the partial numer- 
ators from Table 8 differed by no more than 4 X lo-? 
from those using the correct values, when evaluated in 
7-decimal arithmetic. On the other hand, PI, and QI1 
differed in the third decimal. Experience with other func- 
tions has confirmed this behavior, and with adequate cross 
checking, the continued fractions derived from the nu- 
merical qd array appear to be acceptable methods of 
evaluating functions. Since the array needs only to be 
constructed once, double, triple, or higher precision float- 
ing point arithmetic, or multiple-word rational arithmetic 
may be used for this task, if available, without serious cost. 
This example also illustrates the sad fact that conver- 
sion to a continued fraction is not always advantageous. 
The original exponential series converges as fast as the 
continued fraction, and is far easier to evaluate. This is 
somewhat unusual, however, and even for fairly rapidly 
convergent series it is usually worth the effort to explore 
the possibilities of even faster convergence, and better 
numerical stability, offered by the corresponding con- 
tinued fraction. 
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