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Re´sume´
On s’inte´resse a` des proble`mes mixtes pour des syste`mes syme´triques hy-
perboliques multidimensionnels semiline´aires perturbe´s par une petite visco-
site´. La description a` la limite non visqueuse recquiert des de´veloppements
du type BKW mettant en e´vidence une couche limite caracte´ristique (CLC)
et une couche limite non caracte´ristique (CLNC). Ce the`me traite´ dans [12]
est ici enrichi de trois ame´liorations :
• l’e´tude inclut des de´veloppements ayant peu de termes (comme un seul
terme),
• on e´tudie aussi bien la propagation que le proble`me de Cauchy et les condi-
tions de compatibilite´ des donne´es,
• l’e´tude de l’interaction CLC-CLNC est approfondie.
Abstract
In this article, we consider boundary problem for semilinear symmetric
hyperbolic systems in several space dimensions perturbated by a small vis-
cosity. This theme is tackled in [12] and the inviscid limit is described by
WKB-like asymptotic expansions. The latter involve characteristic and non
characteristic boundary layers. Here, we give three improvements:
• we consider expansions with a few terms (for example with one term),
• we also look at the initial boundary value problem and at compatibilities
between initial and boundaries data,
• the interaction between the non characteristic boundary layer and the
characteristic one is pushed further.
1 Introduction
De nombreux syste`mes hyperboliques sont obtenus dans le cadre d’une mode´-
lisation ne´gligeant un petit parame`tre de viscosite´. (me´canique des fluides [7] [6],
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micromagne´tisme [4]) Aussi, une question inte´ressante est celle du comportement
a` la limite non visqueuse.
Plus pre´cise´ment, l’objet de cette article est l’e´tude de syste`mes syme´triques hy-
perboliques multidimensionnels semiline´aires perturbe´s par une petite viscosite´.
On conside`re donc un ope´rateur
H := A0(t, x)∂t +
∑
16j6n
Aj(t, x)∂j +B(t, x)





uniforme´ment elliptique et l’e´quation
Lεuε = 0(1)
ou`
Lεu := Hu− (F (t, x, u) + f(t, x) + εEu)
et ε est un coefficient positif destine´ a` tendre vers 0. Les matrices Aj , Ei,j et B
sont de taille L × L, C∞ de leurs arguments, constantes hors d’un compact de
R
n+1. Les fonctions f et F sont a` valeurs dans RL et F de´pend de fac¸on C∞ de
ses arguments . On suppose que pour tout (t, x) dans R1+n, F (t, x, 0) = 0. Les
matrices Ei,j ve´rifient, pour tout (t, x) dans R
1+n et ζ ∈ Sn−1, ou` Sn−1 de´signe
la sphe`re euclidienne unite´ de Rn,
∑
i,j ζiζjEi,j > IdRL .
Pour chaque ε ∈ [0, 1], les solutions uε que l’on conside`re sont des fonctions a`
valeurs dans RL re´gulie`res par rapport a` leur argument (t, x) et locales en temps,
une non line´arite´ pouvant entraˆıner une explosion en temps fini. Les the´ories clas-
siques des proble`mes paraboliques et hyperboliques multidimensionnels mettent
en avant le pertinence des espaces de Sobolev Hs construits sur L2.
Nous e´tudierons le cas mode`le du demi-espace et prescrirons une condition de
Dirichlet homoge`ne pour les perturbations visqueuses. Pour un fluide, ceci cor-
respond a` la condition naturelle d’adhe´rence a` une paroi rigide. Les re´sultats
s’e´tendent de manie`re classique au cas d’un domaine spatial situe´ d’un seul coˆte´
de son bord C∞.([4],[19]) Notant x = (y, xn), et pour T > 0, les domaines
ΩT := {(t, x) ∈ R1+n/0 < t < T, xn > 0},
ΓT := {(t, y, 0) ∈ R1+n/0 < t < T},
le proble`me peut s’e´crire, pour tout ε ∈]0, 1], Pbε(T ) :
Lεuε = 0 quand (t, x) ∈ ΩT ,(2)
uε = 0 quand (t, x) ∈ ΓT .(3)
Suivant [24], on fait l’hypothe`se :
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Hypothe`se 1.1 La dimension de kerAn(t, y, 0) est inde´pendante de (t, y, 0) dans
Γ∞.
Notons que lorsque le bord Γ∞ est non carcte´ristique, c’est a` dire lorsque la
matrice An(t, y, 0) est inversible pour tout (t, y, 0) ∈ Γ∞, ceci constitue un cas
particulier de l’hypothe`se 1.1.
Ce proble`me a e´te´ e´tudie´ dans [12] ou` il est montre´ que lorsque les uε sont
nuls dans le passe´, la famille des solutions (uε)ε admettent, dans le futur, un
de´veloppement en couches limites de type BKW.
Dans cet article on s’inte´resse de manie`re plus pre´cise a` l’existence et a` la stabilite´






















) := U ja(t, x) + U jb (t, x,
xn√
ε




Le terme Ua est la partie re´gulie`re ou inte´rieur du profil, Ub est un terme de couche
limite caracte´ristique (CLC), Uc un terme de couche limite non caracte´ristique
(CLNC) et rε joue le roˆle de reste. En particulier, u
0 := U0a est solution du
proble`me hyperbolique limite Pb0(T ) :
L0u0 = 0 quand (t, x) ∈ ΩT ,(5)
Π+u
0 = 0 quand (t, x) ∈ ΓT ,(6)
ou` Π+ est le projecteur spectral associe´ au sous-espace stable dans la de´composi-
tion spectrale de (E−1n,nAn)|xn=0. Les conditions au bord (6) sont dites re´siduelles.
Plus ge´ne´ralement, on identifiera pour les profils (U j)06j6N une cascade d’e´qua-
tions (Sj(T ))06j6N et de conditions aux limites (S
j
cl(T ))06j6N naturellement
associe´es aux profils (U j)06j6N (section 5.5).
Pour la famille des restes (rε)ε>0, on introduira (cf section 3.1.2) des ensembles
adapte´s Γm(T ).
Pour illustrer notre propos, on donne de`s maintenant un premier e´nonce´ concer-
nant la propagation de de´veloppements BKW.
The´ore`me 1.1 Soit 0 < T0 < T , N ∈ N. Si l’on dispose d’une famille de
solutions (uε)ε des proble`mes (Pb
ε(T0))ε>0 de la forme (4) ou` les (U j)06j6N
ve´rifient les proble`mes (Sj(T ))06j6N -(S
j
cl(T ))06j6N et (rε)ε>0 ∈ Γm(T ), alors
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il existe T ′ ∈]T0, T ] et des prolongements de (uε)ε>0, (rε)ε>0 ∈ Γm(T ′) et des
(U j)06j6N ve´rifiant les proble`mes (Sj(T ′))06j6N -(Sjcl(T ′))06j6N telles que (2),
(3) et (4) soient valides sur (0, T ′).
On renvoie a` la section 3 pour un expose´ plus complet des re´sultats de l’article,
et plus pre´cisemment a` la fin de la section 3.2.3 pour un retour sur le re´sultat du
the´ore`me 1.1.
Signalons ici seulement trois ame´liorations par rapport aux travaux ante´rieurs
de [12] :
• Dans le the´ore`me 1.1, on ne fait pas d’hypothe`se sur l’entier N . Lorsque N = 0,
on obtient un re´sultat de propagation de de´veloppements a` un seul terme. Lorsque
N ≥ 1, on peut prendre T ′ = T (voir section 3.2.2). Cela ame´liore les re´sultats
de [12] qui ne montraient que la propagation de de´veloppements ayant un grand
nombre de termes.
L’e´tude concerne aussi des de´veloppements de la forme (4) mais avec un “reste”
non ne´gligeable devant les profils. La me´thode de de´monstration fait apparaˆıtre
un seuil de ε
1
4 dans L2 en dec¸a duquel on ne sait plus controˆler le “reste”. La
preuve repose sur des estimations ε-conormales faisant intervenir des normes ε-
conormales a` parame`tres originales adapte´es aux proble`mes de couches limites
(voir the´ore`me 3.1).
• On traite le proble`me de Cauchy pour lequel, dans le cas ge´ne´ral, des conditions
de compatibilite´ entre donne´es initiales et donne´es au bord sont ne´cessaires. On
analyse des conditions de compatibilite´ et on montre que l’on peut construire des
donne´es compatibles. Les travaux ante´rieurs ne concernent que le cas d’une solu-
tion nulle dans le passe´ sous l’effet d’un terme source s’allumant a` un temps initial.
• L’analyse de [12] fait intervenir un terme Ud(t, x, xnε , xn√ε) qui traduit un cou-
plage entre la CLNC et la CLC. En raison de la diffe´rence de taille des couches
limites, il est possible de supprimer le terme Ud de l’analyse : le couplage entre les
couches respectivement de´crites par Ub et Uc se fait par les conditions aux limites
par l’interme´diaire de Ua et se traduit par la pre´sence de termes Uc pour tous les
j et non seulement pour les j pairs comme ce serait le cas avec un proble`me a`
bord non caracte´ristique ([18]).
La me´thode de de´monstration est compose´e de deux grandes e´tapes. Dans la
preme`re e´tape, on re´soud la cascade d’e´quations de profils de la me´thode BKW.
Dans la deuxie`me e´tape, on e´tablit un the´ore`me de stabilite´ de solutions ε-
conormales pour un proble`me parabolique dans le demi-espace. Dans ce dernier,
les estimations L∞ sont obtenues par un plongement de Sobolev.
4
Les analogies avec l’optique ge´ome´trique a` une seule phase sont nombreuses ([14],
[11]).
Rappelons que dans le cas d’un bord non caracte´ristique, l’analyse des couches
limites a e´te´ pousse´e au cas quasiline´aire et a` des conditions aux limites plus
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2 Historique
Dans le cas ou` l’e´quation (1) est pose´e dans tout l’espace, pour chaque
ε ∈ [0, 1], la prescription d’une donne´e initiale re´gulie`re uε0 a` t = 0 assure l’exis-
tence et l’unicite´ d’une solution re´gulie`re uε de (1) sur un intervalle de temps
(0, Tε) ou` Tε > 0. Une premie`re analyse consiste a` conside´rer une famille de
donne´es initiales (uε0)ε ne de´pendant pas de ε ∈ [0, 1]. On se pose alors les ques-
tions suivantes :
Q 1 Existe t-il un re´el T > 0 tel que pour tout ε dans [0, 1], Tε > T ?
Q 2 Dans quels espaces et si oui a` quelle vitesse, uε converge t-elle vers la solu-
tion u0 du proble`me hyperbolique limite
L0u0 = 0(7)
La re´ponse a` Q2 est oui et uε converge a` la vitesse ε vers u0 dans Hs((0, T )×Rn+)
pour tout s > 0. De plus, on peut prendre pour T , le temps d’existence T0 de u
0,
ce qui traduit le fait que toute la nonline´arite´ est attrape´e par le proble`me hyper-
bolique limite. L’estimation de la vitesse de convergence obtenue est optimale.
Ces re´sultats sont dues a` [15] en ce qui concerne le syste`me de la me´canique des
fluides et a` [16] dans le cadre des syste`mes hyperboliques quasiline´aires.
On peut aussi de´crire, moyennant re´gularite´, des termes correctifs c’est-a`-dire
des de´veloppements BKW de la forme
∑N
j=0 ε
j U j(t, x) + O(εN+1), pour tout
N . Ces re´sultat s’e´tendent de la fac¸on suivante a` une famille non constante de
donne´es initiales :
Si (uε0)ε est une famille de donne´es initiales re´gulie`res telle que u
ε
0 − u00 → 0
quand ε → 0 dans Hs pour s = n2 + 1, alors il existe T0 > 0 et (uε)ε famille de
solutions solutions de (1) associe´es a` (uε0)ε, ou` T0 est le temps d’existence de u
0.
De plus, uε → uε0 quand ε→ 0 dans Hs.




0+O(1), alors il existe
T > 0 et (uε)ε famille de solutions de (1) associe´es a` (u
ε
0)ε, ou` 0 < T 6 T0 et T0 est
le temps d’existence de u0. Si T < T0 alors lim supε→0+ ||uε − u0||L∞(Rn×(0,t)) →
+∞ quand t→ T .
En pre´sence d’un bord, le proble`me est plus de´licat. Dans le cas line´aire
(ie F line´aire en u), [1] identifie les conditions au bord pour le proble`me hy-
perbolique limite. Afin qu’il soit bien pose´ dans L2, [24] de´gage l’hypothe`se 1.1.
Les conditions aux limites obtenues sont maximales dissipatives et meˆme stric-
tement dissipatives au sens des proble`mes caracte´ristiques. Ceci est lie´ au choix
d’une viscosite´ uniforme´ment elliptique. Un exemple de proble`me mixte hyper-
bolique strictement dissipatif est donne´ par le syste`me de Maxwell avec condition
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d’onde entrante ([5]). Cependant, il faut noter que des exemples naturelles de
conditions aux limites conservatives (proble`mes de transmission, e´quations d’Eu-
ler line´arise´es avec condition de glissement au bord) e´chappent a` cette e´tude. [3]
obtient e´galement la convergence de uε vers u0 dans Hs pour s < 12 .
Dans le cadre des solutions re´gulie`res de proble`mes mixtes, toute donne´e ini-
tiale n’est pas admissible : certaines conditions de compatibilite´ au “coin” :
{t = 0; xn = 0} doivent eˆtre ve´rifie´es. Aussi une simplification agre´able consiste
a` conside´rer le cas d’une donne´e initiale u0 compatible pour tout ε ∈ [0, 1]. C’est
le cas (physique) d’une solution nulle dans le passe´ s’allumant en t = 0 sous l’effet
d’un terme source.
Dans ce cadre et avec une re´gularite´ C∞, O. Gue`s ([12]) s’attaque au proble`me
semiline´aire . Les re´sultats de [9] assurant l’existence d’un temps T0 et d’une
unique solution u0 de Pb0(T0), il met en e´vidence la pre´sence d’une couche limite
qui fait obstruction a` la convergence dans H
1
2 et L∞ qui est lie´e a` la perte de
conditions aux limites. Pour ε petit, (Id−Π+)uε varie rapidement pre`s du bord,










O. Gue`s de´gage deux sortes de couches limites : les CLNC de taille ε auxquelles
on associe la variable rapide xnε et les CLC de taille
√
ε auxquelles on associe
la variable interme´diaire xn√
ε
. Les tailles respectives des couches limites re´sultent
typiquement de la mise en e´quilibre de ∂n et ε∂
2
n dans le cas non caracte´ristique
et de ∂t et ε∂
2
n dans le cas caracte´ristique. Il introduit enfin des de´veloppements










ou` U j(t, x, z, θ) = U ja(t, x) + U jb (t, x, θ) + U jc (t, x, z) + U jd(t, x, z, θ).
Les termes Ud peuvent sembler superflus : par un de´veloppement de Taylor, on
peut e´crire Ud(t, x, z, θ) = Ud(t, x, z, 0) + θU ♭d(t, x, z, θ). Puisque θ correspond a`
xn√
ε
et z a` xnε , on peut remplacer formellement θ par
√
εz. De plus, si U ♭d est a`
de´croissance rapide en z, zU ♭d l’est encore. Re´ite´rant l’ide´e, on voit qu’on peut





i U ic(t, x, xnε ) a`
Ud. (cf proposition 5.1)
Une autre conse´quence importante de la diffe´rence de taille des couches limites
est l’effet de la semiline´arite´ : le comportement de la CLNC est line´aire alors que
celui de la CLC ne l’est pas.
O. Gue´s obtient sur un intervalle de temps (0, T ) avec 0 < T 6 T0 l’existence
d’un entier naturel N0 tel que pour tout N > N0, il existe des profils (U j)06j6N
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tels que uε soit de´fini sur (0, T ) et que












soit petit dans un sens a` pre´ciser. Il en de´duit que rεN est petit pour tout N entier
naturel et obtient la convergence de uε − u0 dans Hs((0, T ) × Rn+) pour s < 12
et montre que (uε)ε est borne´e dans H
1
2 et L∞. Ces estimations sont optimales
au sens ou` (uε)ε peut ne pas converger dans H
1
2 et L∞. La cause peut en eˆtre
une CLC ou une CLNC ou ... les deux. L’argument pre´sente des de´fauts car il
ne´cessite la construction d’un tre`s grand nombre de profils, ce qui ne´cessite une
tre`s grande re´gularite´ et d’autre part s’appuie sur l’existence tacite des profils en
temps ne´gatif.
3 Les principaux re´sultats
3.1 Notations
La lettre H est utilise´e pour de´signer les espaces de Sobolev construits sur L2
et S l’espace des fonctions a` de´croissance rapide. On note H∞ l’intersection des
Hs. On note Rn+ := R
n−1×R+ et on utilisera, sauf mention du contraire, T pour
de´signer un temps strictement positif ge´ne´rique.
La forme de (1) montre qu’une de´rive´e en temps vaut deux de´rive´es en espace.
On introduit, suivant [18], les espaces de Sobolev anisotropiques suivants :
De´finition 3.1 Pour s ∈ Z et s > −1, on note Hs(0, T ) l’espace des fonc-
tions u ∈ L2((0, T );Hs(Rn+)) telles que pour tout entier naturel j 6 s+12 , ∂jtu ∈
L2((0, T );Hs−2j(Rn+)). En particulier, H−1 := L2((0, T ),H−1(Rn+)) et H0 :=





||∂jt u||L2((0,T );Hs−2j (Rn+)).
Les deux paragraphes suivants introduisent les espaces de profils et les familles
de reste sous-jacents a` la technique de de´veloppements asymptotiques BKW qui
va eˆtre mise en jeu. La philosophie de ces de´veloppements est que la viscosite´
joue pre`s du bord et dans la direction normale un roˆle a` diffe´rentes e´chelles. On
est ainsi amene´ a` introduire deux variables rapides.
3.1.1 Espace de profils
Introduisons l’espace de profils
P(ΩT ) := {U(t, x, z, θ) = Ua(t, x) + Ub(t, x, θ) + Uc(t, x, z) ou`
Ua ∈ H∞(ΩT ), Ub ∈ H∞(ΩT ,S(R+θ )) et Uc ∈ H∞(ΩT ,S(R+z ))}.
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On abre´ge en
P(ΩT ) := H∞(ΩT )⊕H∞(ΩT ,S(R+θ ))⊕H∞(ΩT ,S(R+z )).
Ua est la partie re´gulie`re ou inte´rieur du profil, Ub est un terme de couche limite
caracte´ristique et Uc un terme de couche limite non caracte´ristique. On verra que
la de´croissance en z des Uc peut eˆtre pre´cise´e (proposition 5.4).
On conside`re un espace analogue pour les conditions initiales :
Pinit := H∞(Rn+)⊕H∞(Rn+,S(R+θ ))⊕H∞(Rn+,S(R+z )).
3.1.2 Familles a` un parame`tre
On note ∂0 := ∂t, pour 0 6 i 6 n − 1, Zi := ∂i et Zn := h(xn)∂n ou` h est
une fonction C∞ borne´e sur R+, a` valeurs dans R∗+, telle que h(xn) = xn quand
0 6 xn 6 1. Z := (Zi)06i6n est une famille ge´ne´ratrice de l’alge`bre des champs
de vecteurs C∞ tangents a` {xn = 0}. On note Z ′ := (Zi)16i6n.









||∂jt u||L2((0,T );Hs−2jco (Rn+)),
et les ensembles








2 ||∂knuε||Hs−kco (0,T )) <∞}








2 ||∂knuε0||Hs−kco (Rn+)) <∞}.
Remarquons que Λs(T ) est un ensemble de familles de fonctions (a` un pa-
rame`tre) adapte´ au proble`me puisque si U ∈ P(ΩT ) alors la famille (uε)ε∈]0,1]
de´finie par






est pour tout s ∈ N dans Λs(T ). Insistons notamment sur le fait qu’un profil de
CLNC est un O(
√
































avec rε ∈ Λs(T ), pour tout s ∈ N.
On se servira e´galement de normes adapte´es aux estimations ε-conormales construites
sur L∞. Soient
Am(T ) := {(aε)ε∈]0,1] ∈Wm,∞(ΩT )/ ∀2j + k + l 6 m
sup
ε∈]0,1]
||(ε∂n)kZ ′l∂jt uε||L∞(ΩT ) <∞}.
Notons que si U ∈ P(ΩT ) alors la famille (aε)ε∈]0,1] de´finie par






est dans Am(T ) pour tout m ∈ N.
Enfin, on de´finit pour s ∈ N, l’ensemble






εk||∂knuε||Hs−kco (0,T )) <∞}.
3.2 Enonce´s
On notera dans la suite m := 2s + 2 > n2 .
3.2.1 The´ore`me d’approximation
La philosophie du prochain the´ore`me est la suivante : on suppose connue
une famille de solutions approche´es des proble`mes (Pbε(T ))ε, pour T > 0, et
on s’inte´resse au prolongement d’une famille de solutions exactes, proche, sur
(0, T0); 0 < T0 < T , de cette famille de solutions approche´es. Il faut bien com-
prendre que l’e´cart entre les deux familles, approche´es et exactes, est mesure´ de
deux fac¸ons : directement et par l’interme´diaire du re´sidu produit dans l’e´quation
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par la substitution de la solution approche´e a` la solution exacte. Les normes uti-
lise´es sont respectivement celles de Λm et Hm. Elles mettent en e´vidence une
direction singulie`re : xn pour laquelle une de´rivation couˆte, au pire,
1
ε . On parle
d’estimations ε-conormales. Cette approche pre´sente certains aspects communs
avec [10]. Il s’agit cependant ici d’un proble`me dans le demi espace, avec une vis-
cosite´ εE et contrairement au cas des oscillations, les couches limites sont petites
dans L2. Par ailleurs, si les the´ore`mes de [10] utilisent des estimations L∞, dans
ce qui suit le controˆle uniforme en ε de la norme L∞ se fera au cours de la
preuve a` l’aide d’un plongement Sobolev, au prix de la perte d’un facteur ε
1
4 .
L’exemple donne´ apre`s la proposition 6.4 montre que l’on ne peut espe´rer mieux
par cette me´thode.
The´ore`me 3.1 Soit M un re´el tel que M > 14 et 0 < T0 < T . Soit (a
ε)ε∈]0,1] ∈
Am(T ) et (rε)ε∈]0,1] ∈ Λm(T0) tels que la famille (uε)ε∈]0,1] de´finie par
uε(t, x) = aε(t, x) + εMrε(t, x) quand (t, x) ∈ ΩT0(12)
soient solutions des proble`mes (Pbε(T0))ε∈]0,1] et que (ε−MLεaε)ε ∈ Hm(T ) et
aε = 0 quand (t, x) ∈ ΓT .
Alors il existe ε0 ∈]0, 1] et un temps T ′ dans ]T0, T ] tel que pour tout ε ∈]0, ε0],
uε se prolonge de manie`re unique en une solution re´gulie`re de Pbε(T ′) qui s’e´crit
encore sous la forme (12) avec (rε)ε∈]0,1] ∈ Λm(T ′). Si M > 14 , on peut prendre
T ′ = T .
La preuve de ce re´sultat est donne´e dans la section 6.
3.2.2 Propagation de de´veloppements de couche limite
Dans la suite, on va s’inte´resser aux cas ou` la famille (aε)ε∈]0,1] est donne´e par












ou` les profils U j sont dans P(ΩT ). On identifiera, a` la section 5.5, une cascade
d’e´quations (Sj(T )) et de conditions aux limites (Sjcl(T )) naturellement associe´es
aux profils U j . On prouvera notamment, pour cette suite de proble`me, le re´sultat
de propagation suivant :
The´ore`me 3.2 Soit N un entier naturel, 0 < T0 < T . Supposons que les profils
(U j)06j6N soient dans P(ΩT0), ve´rifient les proble`mes (Sj(T0))-(Sjcl(T0)), pour
0 6 j 6 N . Alors il existe un temps T ′ dans ]T0, T ] et des prolongements des
profils (U j)06j6N en des fonctions de P(ΩT ′) ve´rifiant les proble`mes (Sj(T ′))-
(Sjcl(T
′)), pour 0 6 j 6 N .
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Ce the´ore`me est assorti du principe d’explosion suivant :
The´ore`me 3.3 Soit T ∗ := sup{T ′ dans ]T0, T ] tel qu’ils existent des prolon-
gements des profils (U j)06j6N en des fonctions de P(ΩT ′) ve´rifiant (Sj(T ′))-
(Sjcl(T
′)), pour 0 6 j 6 N }. Si T ∗ < T alors on a ||U0a ||L∞(Ωt)+||U0b ||L∞(Ωt×R+) →
+∞ quand t→ T ∗.
Une proprie´te´ essentielle des proble`mes (Sj(T0))-(S
j
cl(T0)) est re´sume´e dans
le the´ore`me suivant :
The´ore`me 3.4 Soit N ∈ N et T > 0. Soit (U j)06j6N une famille de profils
dans P(ΩT )N+1 ve´rifiant les proble`mes (Sj(T ))06j6N et (Sjcl(T ))06j6N . Alors la
famille (aε)ε∈]0,1] de´finie par (13) ve´rifie
Lεaε = √εN Rε quand (t, x) ∈ ΩT(14)
aε = 0 quand (t, x) ∈ ΓT(15)
ou` Rε ∈ Hm(T ), pour tout entier naturel m.
Signalons e´galement la re´ciproque partielle suivante, qui met en e´vidence la per-
tinence des e´quations (Sj(T ))06j6N :
The´ore`me 3.5 Soit N ∈ N et T > 0. Soit (U j)06j6N une famille de profils dans
P(ΩT )N+1 telle que la famille (aε)ε∈]0,1] de´finie par (13) ve´rifie (14). Alors les
(U j)06j6N ve´rifient les e´quations (Sj(T ))06j6N .
Preuve. Le the´ore`me de´coule facilement de la proposition 5.1 et du lemme suivant :
Lemme 3.1 Soit N ∈ N, T un temps strictement positif et des profils (U j)06j6N ∈












Si uε est identiquement nulle alors chacun des profils est nul. 
Pour des raisons techniques, on a pas de re´ciproque aussi simple en ce qui concerne
les conditions aux limites (Sjcl(T ))06j6N . (cf section 5.5) Le the´ore`me 3.4, qui sera
lui prouver dans la section 5, permet d’appliquer le the´ore`me d’approximation 3.1
a` la stabilite´ de familles (uε) de solutions des proble`mes Pbε(T0) de la forme (12)
avec aε admettant une e´criture de la forme (13) et (rε)ε∈]0,1] ∈ Λm(T0). Plusieurs
cas sont a` distinguer selon le nombre de profils (U j)06j6N et la taille du reste
εMrε.
• Supposons 14 6M 6 N2 . Il existe ε0 ∈]0, 1] et un temps T ′ dans ]T0, T ] tel que
pour tout ε ∈]0, ε0], uε se prolonge de manie`re unique en une solution re´gulie`re de
Pbε(T ′) qui s’e´crit encore sous la forme (12) avec aε de la forme (13), ou` les profils
12
(U j)06j6N ont e´te´ prolonge´s en des fonctions de P(ΩT ′), et (rε)ε∈]0,1] ∈ Λm(T ′).
De plus, si M > 14 , on peut prendre T
′ = T .
• Supposons que 0 < N2 < M alors la famille (uε) se prolonge en une famille
de solutions des proble`mes Pbε(T ) de la forme
uε(t, x) = aε(t, x) + ε
N
2 rε(t, x)
avec aε de la forme (13), ou` les profils (U j)06j6N ont e´te´ prolonge´s en des fonc-
tions de P(ΩT ), et (rε)ε∈]0,1] ∈ Λm(T ).
• Tournons maintenant notre attention vers les de´veloppements a` un seul terme.
Dans le cas ge´ne´ral : N = 0, M > 14 , on peut conclure qu’il existe ε0 ∈]0, 1] et
un temps T ′ dans ]T0, T ] tel que pour tout ε ∈]0, ε0], uε se prolonge de manie`re
unique en une solution re´gulie`re de Pbε(T ′) qui s’e´crit encore sous la forme








ou` le profil U0 est prolonge´ en une fonction de P(ΩT ′), et (rε)ε∈]0,1] ∈ Λm(T ′).
Dans les deux cas extreˆmes d0 = 0 (bord non caracte´ristique) et d0 = L (bord
totalement caracte´ristique), on peut apporter certaines pre´cisions. En premier
lieu, la famille (uε)ε peut s’e´crire




avec (rε)ε∈]0,1] ∈ Λm(T ′). Ensuite, dans le cas ou`M > 14 , on peut prendre T ′ = T .
Ces re´sultats de´coulent du raffinement suivant du the´ore`me 3.4 pour la construc-
tion d’un seul profil (cf section 5).
The´ore`me 3.6 Si U0 ∈ P(ΩT ) ve´rifiant (S0(T )) et (S0cl(T )) alors la famille
(aε)ε∈]0,1] de´finie par aε(t, x) = U0(t, x, xnε , xn√ε) ve´rifie
Lεaε = ε 14 Rε quand (t, x) ∈ ΩT
aε = 0 quand (t, x) ∈ ΓT
et Rε ∈ Hm(T ), pour tout m entier naturel.
Dans le cas ou` d0 vaut 0 ou` L, on a que la famille (ε
− 1
4Rε)ε ∈ Hm(T ).
Notons que dans le cas ou` d0 = 0, la me´thode de [18] fait recours a` la construction
de U1c , ce que l’on ne fait pas ici. Cela se fait au prix d’un manque d’information
sur la taille du reste. On verra a` la section suivante comment la construction
de profils supple´mentaires peut pre´ciser ce point dans les cas 0 < N2 < M et
N = 0, M > 14 . Constatons que les cas les plus de´licats sont ceux ou` il y a a`
la fois une CLC et une CLNC. La difficulte´ provient de leur interaction et plus




3.2.3 Existence de de´veloppements de couche limite
On s’inte´ressera pour une famille de donne´es initiales (uε0)ε∈]0,1] a` la famille




Lεuε = 0 quand (t, x) ∈ ΩT
uε = 0 quand (t, x) ∈ ΓT
uε = uε0 quand t = 0
Dans la suite et jusqu’au the´ore`me 3.8, ε ∈]0, 1] est fixe´.
Pour qu’il soit possible d’obtenir une solution re´gulie`re, des relations de com-





De plus, notant A(t, x, ∂x) :=
∑
16j6nAj(t, x)∂j , (1) peut se re´ecrire
A0∂tu
ε = −(A− εE)uε + F (t, x, uε) + f(t, x)(16)
∂tu
ε, et par conse´quent aussi les de´rive´es temporelles d’ordres supe´rieurs, peuvent
ainsi se re´exprimer en fonction des de´rive´es spatiales. Ainsi si a` la donne´e initiale
uε0 correspond une solution re´gulie`re u
ε de (16), les ∂jt u
ε|t=0 sont de´termine´s uni-
voquement en fonction de uε0 et des donne´es du syste`me. On peut donc introduire
a` priori sans ambiguite´ les valeurs uεj attendues pour ∂
j
t u
ε|t=0. On de´finit alors
la relation de compatibilite´ a` l’ordre j
(Rεj) : u
ε
j |xn=0 = 0.
Pour que cette dernie`re ait un sens, on doit se pencher sur la re´gularite´ des uεj .
Pour cela, on note pour j > 1, fj := (∂
j
t f)|t=0 et on introduit les fonctions Fj
telles que pour tout u(t, x)
(∂jtF (t, x, u))t=0 = Fj(x, u0, ..., uj)
ou` uj = ∂
j
t u|t=0. Les Fj sont des fonctions de la forme





cF k(x, u0)(uj1 , ..., ujk )
ou` la somme ne porte que sur des j1, ..., jk > 1.
La proposition suivante, dont la de´monstration repose essentiellement sur les
proprie´te´s multiplicatives des espaces de Sobolev, assure que les uεj posse`dent
une re´gularite´ suffisante pour qu’un certain nombre de relations (Rεj)j (que le
the´ore`me 3.7 re´ve`lera suffisant) aient un sens :
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Proposition 3.1 Si la donne´e initiale uε0 ∈ H2s+1(Rn+) et f ∈ H2s(0,+∞) avec
2s > n2 , les formules
A0|t=0uε1 = −(A− εE)|t=0uε0 + F (0, x, u0) + f(0, x),
et pour j > 2,
A0|t=0uεj = −(∂j−1t A0)|t=0uε1 − (∂j−1t (A− εE))|t=0uε0
−(A− εE)|t=0uεj−1 + fj−1 + Fj−1(x, uε0, ..., uεj−1)
de´finit par re´currence uεj ∈ H2s+1−2j(Rn+) pour j 6 s.
Par la the´orie variationnelle, on a (voir [18] pour une de´monstration dans le
cas de coefficients constants) :
The´ore`me 3.7 Soit ε ∈]0, 1]. Si uε0 ∈ H2s+1(Rn+) et f ∈ H2s(0,∞) avec 2s > n2 ,
alors les assertions suivantes sont e´quivalentes :
1. La fonction uε0 ve´rifie les relations (R
ε
j)j6s
2. Il existe Tε > 0 et u
ε unique solution de Pbmixte(Tε) dans Hm(0, Tε)




Dans le cas line´aire , Tε = +∞.
Le the´ore`me n’est jamais vide puisque :
Proposition 3.2 Pour tout ε ∈]0, 1] et f ∈ H2s(0,∞) avec 2s > n2 , il existe
uε0 ∈ H2s+1(Rn+) ve´rifiant (Rεk)k6s. De plus, uε0 peut eˆtre construit explicitement.
Preuve. Il existe des fonctions (Hj)j>1 de´pendantes de fac¸on C∞ de leurs





0(x) +Hj(ε, x, (∂αuε0(x))|α|62j;αn 6=2j)
On construit une suite (aεj)j62s ∈ L2(Rn−1) telle que, pour tout y ∈ Rn−1,
aε0(y) = 0 et pour j ≥ 1,
εj(A−10 En,n)
j(0, y, 0)aε2j(y) +Hj(ε, y, 0, (∂α
′
aεαn(y))|α|62j;αn 6=2j) = 0
ou` α := (α′, αn). L’application line´aire continue surjective




u0 7→ (u0|xn=0, ..., ∂2sn u0|xn=0)





2s). La fonction u
ε
0 ve´rifie les relations de compatibilite´ (R
ε
j)j6s. 
La de´monstration pre´ce´dente assure le re´sultat de caracte´risation des donne´es
initiales compatibles suivant :
15
Proposition 3.3 Ils existent des fonctions (Cj)j62s, de classe C
∞, telles que
pour tout ε ∈]0, 1], pour toute donne´ initiale uε0 ∈ Hm(Rn+), les assertions sui-
vantes sont e´quivalentes :
1. La fonction uε0 ve´rifie les relations de compatibilite´ (R
ε
j)k6s,
2. La fonction uε0 ve´rifie
uε0|xn=0 = 0 et pour j > 1,
(∂2jn u
ε
0)|xn=0 = Cj(ε, y, ((∂αx uε0)|xn=0)α∈Ij ),
ou` Ij := {α ∈ Nn : |α| 6 2j, αn 6= 2j}.
Il est possible d’obtenir a` partir des the´ore`mes pre´ce´dents des re´sultats uni-
forme en ε en utilisant le changement d’e´chelle (t′, x′) = (εt, εx) (voir [18]). Ce-
pendant cette me´thode ne conduit pas a` des estimations optimales car elle ne
tient pas compte du fait que la singularite´ est seulement selon la direction nor-
male.
Le the´ore`me suivant montre que l’on peut re´soudre la famille de proble`mes mixtes
Pbεmixte, sur un intervalle de temps non trivial, commun a` toute une gamme de
ε petits, pour une famille de donne´es initiales sous la forme d’un de´veloppement
de couche limite “ bien pre´pare´e”.
The´ore`me 3.8 Soit N un entier naturel,M un re´el ve´rifiantM > 14 , (U jinit)06j6N
une famille de profils initiaux dans (Pinit)N+1 et (rε)ε∈]0,1] une famille de restes














) + εM rε(x)(17)
Il existe Pinit,N ⊂ (Pinit)N+1 tel que les assertions suivantes soient e´quivalentes :
1. La famille de donne´es initiales est bien pre´pare´e au sens suivant :
(i). (U jinit)06j6N ∈ Pinit,N
(ii). Pour tout ε ∈]0, 1], la donne´e initiale uε0 ve´rifie les relations de compatibilite´
(Rεk)k6s
2. Il existe ε0 ∈]0, 1] et un temps T > 0 tel que, pour tout ε ∈]0, ε0], le proble`me
mixte Pbεmixte(T ) admet une unique solution u











) + εM rε(t, x)(18)
ou` les profils (U j)06j6N sont dans P(ΩT ), ve´rifient les proble`mes (Sj(T ))-(Sjcl(T ))
et le reste (rε)ε∈]0,1] est dans Λm(T ).
Notons que dans le cas ou` M > N+12 , on peut de´duire du the´ore`me 3.5 le
fait que, dans le point 2, les profils (U j)06j6N satisfont automatiquement les
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e´quations (Sj(T )). Le sous-ensemble Pinit,N est caracte´rise´ par deux types de
relations de compatibilite´ : d’une part une compatibilite´ au coin {t = xn = 0}
et d’autre part une compatibilite´ a` la polarisation. Un cas analogue est traite´
dans [28]. La proposition suivante e´tablit l’existence de donne´es initiales bien
pre´pare´es. En fait, le re´sultat est meˆme un peu plus pre´cis.
Proposition 3.4 1. Pour tout N entier naturel, l’ensemble Pinit,N est non vide.
2. Si la famille (ordonne´e) (U jinit)06j6N+1 est dans Pinit,N+1, alors la sous-famille
(U jinit)06j6N est dans Pinit,N .
3. Si (U jinit)06j6N est dans Pinit,N , alors il existe UN+1init ∈ Pinit tel que
(U jinit)06j6N+1 est dans Pinit,N+1.
4. Pour tout N entier naturel, pour tout re´el M > 14 , quelque soit la famille
(U jinit)06j6N de profils initiaux dans (Pinit)N+1, il existe une famille de restes
initiaux (rε)ε dans ∩m∈NΛminit tel que pour tout ε ∈]0, 1], la donne´e initiale uε0
de´finie par (17) ve´rifie les relations de compatibilite´ (Rεk)k∈N.
La preuve de la proposition 3.4 fait l’objet de la section 7.
Notons que c’est par paresse que l’on conside`re des profils de re´gularite´ H∞.
Une e´tude similaire avec des profils de re´gularite´ finie en les variables “lentes” est
tout a` fait possible...mais laborieuse.
Remarque 3.1 Si n = L = 1, H := ∂t, F (t, x, u) = u2 et E := ∂2x, U0a,init := 0
et U0b,init assez grand est un exemple de donne´es initiales pour lesquelles le temps
d’existence de U0b est infe´rieur a` celui de U0a . Il serait inte´ressant de savoir si un
tel exemple est possible lorsqu’on part de donne´es initiales nulles.
• Revenons au cas de´ja` envisage´ plus haut ou` N = 0 etM > 14 . On ne fait pas
ici d’hypothe`se supple´mentaire sur la multiplicite´ d0. Supposons que l’on dispose
d’une famille (uε) de solutions des proble`mes Pbε(T0) de la forme (12) avec a
ε de
la forme






Les re´sultats pre´ce´dents nous permettent de construire des profils supple´mentaires.
Rappelons cependant qu’en ge´ne´ral, construire un profil consomme de la re´gularite´.
Ainsi si l’on s’autorise a` construire U1, on peut alors appliquer le the´ore`me 3.1,
prendre T ′ = T et l’on est assure´ de l’existence de prolongements (uε)ε en des
solutions des Pbε(T ) de la forme




Si l’on s’autorise a` construire U1, ..., UN avec N2 > M alors on est assure´ que les
(uε)ε sont de la forme
uε(t, x) = aε(t, x) + εM r˜ε(t, x).
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• De meˆme dans le cas 0 < N2 < M , on peut construire UN+1, ..., Uk avec k2 >M ,
de fac¸on a` eˆtre assure´ que les (uε)ε soient de la forme
uε(t, x) = aε(t, x) + εM rε(t, x).
De´taillons un peu plus ce cas : l’assertion 2 implique 1 du the´ore`me 3.8 assure
que (U jinit)06j6N ∈ Pinit,N , ou`, pour 0 6 j 6 N ,
U jinit := U j|t=0.
Par application re´pe´te´e du point 3 de la proposition 3.4, on peut construire UN+1init ,
..., Ukinit telle que (U j)06j6k ∈ Pinit,k. On de´finit alors












et on applique l’assertion 1 implique 2 du the´ore`me 3.8. Le the´ore`me 3.3 dit que
les profils supple´mentaires ainsi construits vivent jusqu’au temps T . Le reste est
suffisamment petit pour que l’on soit assure´ de la persistence du de´veloppement
jusqu’au temps T .
3.2.4 Condition aux limites re´siduelles
La proposition suivante fait le lien entre U0a et le proble`me hyperbolique limite
avec condition aux limites re´siduelles.
Proposition 3.5 La fonction U0a ve´rifie Pb0(T0). On notera u0 := U0a .
Dans la suite, on utilise la notation .˚ pour de´signer la restriction a` Γ d’une fonc-
tion de´finie sur Ω. Le proble`me hyperbolique limite Pb0 est bien pose´ en vertu
des re´sultats suivants sur une classe plus vaste de proble`mes. On conside`re le
proble`me : { Hu = F (t, x, u) + f(t, x) quand (t, x) ∈ ΩT
M(t, y)u = g(t, y) quand (t, x) ∈ ΓT(19)
ou` les matrices M(t, y) sont des matrices de taille L × r, de´pendantes de fac¸on
C∞ de (t, y), de rang constant e´gal a` r, ou` 0 6 r 6 L. La fonction g est suppose´e
H∞ sur ΓT et a` valeurs dans Rr. On fait, en plus de l’hypothe`se 1.1, l’hypothe`se :
Hypothe`se 3.1 La condition aux limites est maximale dissipative ie la forme
quadratique < A˚n., . > est ne´gative sur kerM et kerM est maximale pour cette
proprie´te´. La notation A˚n de´signe la trace de la matrice An sur le bord ΓT .
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Notons qu’une conse´quence de cette hypothe`se est que ker A˚n ⊂ kerM . Remar-
quons e´galement que tous les sous-espaces vectoriels sur lesquels la forme qua-
dratique < A˚n., . > est ne´gative ou nulle, et maximaux pour cette poprie´te´ ont
le meˆme dimension, a` savoir N − r.
Remarque 3.2 Des travaux de [21], [27], [26], [20] s’inte´ressent au cas ou` l’hy-
pothe`se 1.1 est viole´e. L’auteur ignore dans quelle mesure la the´orie de couche
limite de´veloppe´e pre´ce´demment peut se maintenir.
Le the´ore`me suivant concerne le prolongement des solutions de (19) :
The´ore`me 3.9 Si T est strictement positif et u ∈ H∞(ΩT ) est solution de (19)
alors il existe T0 > T et un unique prolongement de u (en une fonction encore
note´ u) dans H∞(ΩT0) solution de{ Hu = F (t, x, u) + f(t, x) quand (t, x) ∈ ΩT0
M(t, y)u = g(t, y) quand (t, x) ∈ ΓT0
(20)
De plus, si T ∗ := sup{T0 > T/ il existe un prolongement de u en une fonction
encore note´e u solution de (20)} est fini, alors limt→T ∗ ||u||L∞(Ωt) = +∞. Dans
le cas line´aire , T ∗ =∞.
Le the´ore`me (3.9) est un cas particulier des re´sultats de [12]. On donne en ap-
pendice une esquisse de preuve adapte´e au cas semiline´aire envisage´ ici. De plus,
le caracte`re semiline´aire permet de pre´ciser la condition d’explosion, qui ne porte
ici. que sur la norme L∞.
On peut de´duire du the´ore`me 3.9 l’existence d’une solution re´gulie`re au proble`me
mixte : 

Hu = F (t, x, u) + f(t, x) quand (t, x) ∈ ΩT
M(t, y)u = g(t, y) quand (t, x) ∈ ΓT
u = a quand t = 0
(21)
Il est ne´cessaire pour cela d’imposer certaines conditions de compatibilite´
entre donne´es initiales et donne´es au bord. En effet, si u est une solution re´gulie`-
re de (21) avec T > 0, on de´duit de l’e´quation l’existence de fonctions (Hk)k∈N
de classe C∞ telles que
(∂kt u)|t=0 = Hk(x, (∂αx a)|α|6k),(22)





n . Comme par ailleurs, ils existent des fonctions (Gk)k∈N de classe
C∞ telles que
∂kt (Mu) = Gk(t, y, (∂
j
t u)j6k),
on a sur {t = xn = 0} les relations
(Rk) : Gk(0, y, (Hj(y, 0, (∂
α




The´ore`me 3.10 Soit a ∈ H∞(Rn−1 ×R+) . Alors les assertions suivantes sont
e´quivalentes :
(1) La fonction a ve´rifie les relations (Rk)k∈N
(2) Il existe T > 0 et u solution re´gulie`re de (21).
Remarque 3.3 Enoncer un the´ore`me analogue dans un cadre de re´gularite´ finie
est loin d’eˆtre e´vident. Une condition suffisante a e´te´ donne´e dans [9] et une
condition ne´cessaire et suffisante dans [20].
Le the´ore´me pre´ce´dent est non vide :
Proposition 3.6 Il existe a ∈ H∞(Rn−1 ×R+) qui ve´rifie les relations (Rk)k∈N




n ou` α = (α
′, αn). Ils existent
des fonctions (H˜k)k∈N∗ et (G˜k)k∈N∗ de classe C∞ telles que pour tout k ∈ N∗
Hk(x, (∂
α
x a)|α|6k) = (−1)k(An)k∂kna+ H˜k(x, (∂αx a)|α|6k,αn 6=k)
Gk(t, y, (∂
j
t u)16j6k) = M∂
k
t u+ G˜k(t, y, (∂
j
t u)j6k−1).
Ainsi les relations (Rk)k∈N∗ se re´ecrivent :
(−1)kM(An)k∂kna|xn=0 = (∂kt g)|t=0 −MH˜k(y, 0, (∂αx a|xn=0)|α|6k,αn 6=k)
− G˜k(0, y, (Hj(x, (∂αx a|xn=0)|α|6j))j6k−1).
On a le lemme alge´brique suivant :
Lemme 3.2 Pour tout entier naturel k, on a ImM(An)
k = RL.
Preuve. Pour tout k ∈ N∗, ker(An)k = kerAn ⊂ kerM , et donc ImM(An)k =
ImM = RL. En effet, comme (An)
k est syme´trique, tout vecteur x de RL se
de´compose en x = x0 + x1 ou` x0 ∈ kerAkn ⊂ kerM et x1 ⊂ ImAkn. Un vecteur
quelconque y de Rr s’e´crit donc y =Mx =Mx1, avec x1 ⊂ ImAkn. 
On obtient l’existence d’une suite (ak)k∈N de fonctions de H∞(Rn−1) telle que
Ma0 = g et, pour tout k ∈ N∗,
M(An)
kak = −(−1)kMH˜k(y, 0, (∂α′y aαn |xn=0)|α|6k,αn 6=k)
−G˜k(0, y, (Hj(x, (∂α′y aαn)|α|6j,αn 6=j))j6k−1)
On conclut par une variante du the´ore`me de Borel (prouve´e en appendice).
Lemme 3.3 Il existe une application




• Pour tout k ∈ N, ∂knb|xn=0 = bk,
• Il existe un re´el C ≥ 0 tel que pour tout m ∈ N, il existe Cm ≥ 0 tel que pour




||bk||Hm(Rn−1) + C. 
La preuve de la proposition (3.6) assure le re´sultat suivant :
Proposition 3.7 Il existe des fonctions (Ak)k∈N de classe C∞ telle que, pour
a ∈ H∞(Rn+), les assertions suivantes sont e´quivalentes :
(1). La fonction a ve´rifie les relations (Rk)k∈N.
(2). Pour tout k ∈ N, pour tout y ∈ Rn−1,
(∂kθ a)(y, 0) = Ak(x, ((∂αx a)(y, 0))) + kerM.
Nous utiliserons ce the´ore`me avec M(t, y) = Π+(t, y).
Lemme 3.4 La condition aux limites Π+(t, y)U
0
a = 0 est maximale dissipative
pour An.
Preuve. Il suffit de montrer que
∀(t, y) ∈ (0, T ) × Rn−1, Π+(t, y) = P+(t, y)R(t, y).
En fait, si R est telle que tRR = En,n et en notant ∆R :=
t R−1AnR−1 et P+,R
la projection associe´e au sous-espace stable alors Π+ = P+,RR. Ceci de´coule de




Le the´ore`me 3.10 sera utilise´ dans la suite avec des termes sources f et g fonc-
tions des profils. Aussi notons que pour tout entier naturel k la relation (Rk) fait
intervenir les restrictions a` t = 0 des (∂ltf)l6k−1, (f
(l)
u )l6k−1 et (∂ltg)l6k.
Le the´ore`me suivant e´tablit des estimations de la diffe´rence (uε − u0). La qualite´









A ces trois sous-espaces on associe, pour tout (t, y), leur dimension respective d+,
d0 et d− et les projecteurs Π+, Π0 et Π− associe´s a` la de´composition de l’espace
des e´tats RL en RL = E+ ⊕ E0 ⊕ E− .




||∂kt Z ′j∂inu||L2(ΩT )
qui diffe´rentient re´gularite´s normale et conormale.
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The´ore`me 3.11 Si u0 est une solution dans H∞(ΩT0) de Pb0(T0) alors il existe
T ∈]0, T0], ε0 ∈]0, 1] et (uε)ε∈]0,ε0] solutions de (Pbε(T ))ε∈]0,ε0] avec
||Π+(uε − u0)||L∞(ΩT ) 6 c
√
ε , ||(Id −Π+)(uε − u0)||L∞(ΩT ) 6 c,






2 ) ∀s ∈ [0, 3
2
],




2 ∀s ∈ [0, 1
2
],
||Π−(uε − u0)||Hm,s(ΩT ) 6 cs,mε
1
2
−s ∀s ∈ [0, 1
2
].
Les estimations ci-dessus conduisent aux faits suivants :
Π+(u
ε − u0)→ 0 dans Hm,s(ΩT ) ∀s ∈ [0, 3
2
[,
(Id−Π+)(uε − u0)→ 0 dans Hm,s(ΩT ) ∀s ∈ [0, 1
2
[,
et la famille ((Π+(u
ε − u0), (Id −Π+)(uε − u0)))ε est borne´e dans
Hm,
3
2 (ΩT )×Hm, 12 (ΩT ).
Le the´ore`me 3.11 est une conse´quence de la de´monstration des the´ore`mes
pre´ce´dents ou` sont e´tablies les propriete´s de polarisation suivantes (voir en par-
ticulier la proposition 5.4) :
(Id−Π0)U0b = (Id−Π−)U0c = (Id−Π−)U1c = 0.
4 Preuve du the´ore`me 3.8
La de´monstration du the´ore`me 3.8 se compose de deux grandes e´tapes. La
premie`re concerne la construction de solutions approche´es.
The´ore`me 4.1 Soit N ∈ N. Il existe un sous-ensemble Pinit,N de (Pinit)N+1
tel que pour toute famille (U jinit)06j6N ∈ PN+1init , les assertions suivantes sont
e´quivalentes :
1. La famille (U jinit)06j6N est dans Pinit,N
2. Il existe un temps T > 0 et une unique famille (U j)06j6N dans P(ΩT )N+1
ve´rifiant (Sjcl(T ))06j6N , (S
j(T ))06j6N et tel que
U j|t=0 = U jinit pour 0 6 j 6 N.
La preuve des the´ore`mes 3.2, 3.3 et 4.1 fait l’objet de la section suivante. Le
the´ore`me suivant affirme l’existence de solutions exactes au proble`me mixte ad-
mettant un de´veloppement asymptotique dont la partie principale est une solution
approche´e de Pbε(T ). Il de´coule des the´ore`mes 3.1 et 3.7.
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The´ore`me 4.2 Soit T un temps strictement positif et M > 14 . Si (a
ε)ε∈]0,1] ∈
Am(T ) est une solution approche´e de Pbε(T ) au sens ou`
Lεaε = εMgε quand (t, x) ∈ ΩT
aε = 0 quand (t, x) ∈ ΓT
avec (gε)ε∈]0,1] ∈ Hm(T ) alors pour toute famille de donne´es initiales (uε0)ε∈]0,1]





il exixte 0 < T ′ < T tel que le proble`me mixte Pbεmixte(T
′) admette, pour ε ∈]0, ε0],




)ε∈]0,1] ∈ Λm(T ′).
5 Preuve du the´ore`me 4.1
5.1 Composition non line´aire des profils












pour une suite donne´e de profils U j de P(ΩT ) si pour tout M entier naturel, il
existe ε0 > 0 tel que la famille (r
ε
M )ε de´finie par












est dans Λm(T ).
P(ΩT ) est un espace de Fre´chet, ce n’est pas une alge`bre mais est pre´serve´ par
composition non line´aire au sens suivant :













pour une suite donne´e de profils U j := U0a + U0b + U0c de P(ΩT ) et F (t, x, u) une
fonction de C∞(ΩT × RL,RL) telle que F (t, x, 0) = 0. Alors
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1. Pour tout ε > 0, la fonction F (t, x, uε(t, x)) est dans H∞(ΩT ) et il existe
des profils (Vj)j>0 dans P(ΩT ) tels que











2. Le profil V0 se de´compose en V0 = V0a + V0b + V0c avec
V0a := F (t, x,U0a ),
V0b := F (t, x,U0a + U0b )− F (t, x,U0a ),
V0c := F (t, x,U0a + U˚0b + U0c )− F (t, x,U0a + U˚0b ).
Lorsque u ∈ H∞(ΩT ,S(R+θ )), u˚ de´signe la trace de u en θ = 0.




c)j∈N C∞ de leurs arguments tels que Vj
se de´compose en Vj = Vja + Vjb + Vjc avec
Vja := F ′u(t, x,U0a ).U ja +Qja(t, x, (Uka )k6j−1),
Vjb := F ′u(t, x,U0a + U0b ).(U ja + U jb )− F ′u(t, x,U0a ).U ja +Qjb(t, x, (Uka ,Ukb )k6j−1),
Vjc := Qjc(t, x, z, (Uka ,Ukc )k6j , ( ˚∂iθUkb )i+k6j).
De plus Q1a = Q
1
b = 0.
L’esprit de la proposition est le suivant : notre analyse fait intervenir des
de´veloppements avec des profils et un reste. Aussi, la proprie´te´ d’alge`bre n’est
pas essentielle si l’erreur commise peut eˆtre incluse dans le reste. La strate´gie de
la de´monstration se re´sume ainsi : on introduit une alge`bre de profils plus vaste
contenant P(ΩT ) ou` sont autorise´s des profils de´pendants a` la fois de xnε et de
xn√
ε
. C’est un de´veloppement avec de tels profils que l’on obtient a` priori par com-
position non line´aire. On rede´veloppe les profils couple´s en un de´veloppement de
CLNC en controˆlant l’erreur a` tout ordre.
Preuve. Conside´rons
P˜(ΩT ) := H∞(ΩT )⊕H∞(ΩT ,S(R+θ ))⊕H∞(ΩT ,S(R+θ × R+z ))
et e´tendons la de´finition 5.1 a` de tels profils. P˜(ΩT ) est l’espace conside´re´ par
O.Gue`s dans [12]. C’est la plus petite alge`bre contenant P(ΩT ).












ou` V˜0 := F (t, x,U0) et pour j > 1, V˜j := V˜j(t, x, (Uk)06k6j) avec, pour tout
(t, x, (uk)k6j) ∈ ΩT × (RL)j+1,
V˜
j







DnuF (t, x, u
0)(uk1 , ..., ukn), ,
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la somme portant sur des ki 6= 0, pour i compris entre 1 et n.
Les V˜j sont dans P˜(ΩT ) et se de´composent en V˜j := V˜ja + V˜jb + V˜jc avec
V˜ja = V˜
j
(t, x, (Uka )06k6j),
V˜jb = V˜
j
(t, x, (Uka + Ukb )06k6j)− V˜
j
(t, x, (Uka )06k6j),
V˜jc = V˜
j
(t, x, (Uk)06k6j)− V˜j(t, x, (Uka + Ukb )06k6j).(24)
Nous allons maintenant rede´velopper les termes V˜jc en de´veloppements de CLNC.
Avant cela, on re´alise une manipulation pre´liminaire qui sera importante pour
asurer la de´croissance rapide des profils du de´veloppement obtenu. Elle consiste
essentiellement a` factoriser par des termes de CLNC. Effectuant un de´velop-
pement de Taylor en θ, on a l’existence de matrices de taille L × L re´gulie`res
(V˜
j,k,♭
)06k6j telles que pour tout (t, x) ∈ ΩT , pour tout u := (uk)06k6j et v :=









(t, x, u, v).vk
Ainsi, notant Ud := (U
k






(t, x,Ua + Ub,Uc).Ukc .














(t, x,Ua + U˚b,Uc).Ukc










(t, x,Ua + U˚b,Uc).Ukc .u0...uL.
Dans l’expression pre´ce´dente, la somme porte sur l’ensemble des indices n :=






m = i. On







ou`, pour 0 6 l 6 L, Dnlul
est la de´rive´e d’ordre nl par rapport a` la variable u
l de V˜
j,k,♭
(t, x, (ul)06l6j ,Uc).
















i W˜j,i avec W˜j,i := ziWj,i dans H∞(ΩT ,S(R+z )).
Notant Vja := V˜ja, Vjb := V˜jb et Vjc :=
∑
i+k=jWk,i et Vj := Vja + Vjb + Vjc
on a que Vj ∈ P(ΩT ), qu’il existe Qjc tel que






j U j ∼∑j>0√εjVj . 
5.2 L’ansatz de re´solution
Un de´veloppement de Taylor au premier ordre assure l’existence de A♭n et E
♭
n,n
tels que An = A˚n + xnA
♭
n et En,n = E˚n,n + xnE
♭
n,n ou` A˚n (resp E˚n,n) de´signe la
trace de An (resp En,n) en xn = 0.










a` la place de uε dans (1) donne, par la proposition pre´ce´dente un de´veloppement










ou` les profils F j sont dans P(ΩT ) et se de´composent de la manie`re suivante :
F−2a = F−2b = 0, F−2c = A˚n∂zU0c − E˚n,n∂zzU0c
F−1a = 0, F−1b = A˚n∂θU0b F−1c = A˚n∂zU1c − E˚n,n∂zzU1c ,
F0a = HU0a − F (t, x,U0a )− f(t, x),
F0b = A˚n∂θU1b +HU0b +A♭nθ∂θU0b − E˚n,n∂θθU0b − F (t, x,U0a + U0b ) + F (t, x,U0a ),
F0c = A˚n∂zU2c − E˚n,n∂zzU2c + q0c ,
et, pour j > 1,
F ja = HU ja − F ′u(t, x,U0a ).U ja + qja,
F jb = A˚n∂θU j+1b +HU jb +A♭nθ∂θU jb − E˚n,n∂θθU jb
− F ′u(t, x,U0a + U0b ).(U ja + U jb ) + F ′u(t, x,U0a ).U ja + qjb ,
F jc = A˚n∂zU j+2c − E˚n,n∂zzU j+2c + qjc ,
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ou` l’on a regroupe´ un certain nombre de termes de la fac¸on suivante :
q0c := (H− Ec)U0c − F (t, x,U0a + U˚0b + U0c ) + F (U0a + U˚0b ),
q1a := 0, q
1
b := −EbU0b ,
q1c := (H − Ec)U1c −Q1c(t, x, z, (Uka ,Ukc )k61, ( ˚∂iθUkb )i+k61),
et pour j > 2
qja := −EU j−2a −Qja(t, x, (Uka )k6j−1),
qjb := −EbU j−1b − EU j−2b −Qjb(t, x, (Uka ,Ukb )k6j−1),
qjc := (H− Ec)U jc − EU j−2c −Qjc(t, x, z, (Uka ,Ukc )k6j, ( ˚∂iθUkb )i+k6j).









On a note´ pour alle´ger qja , q
j
b (pour j ∈ N∗) et qjc (pour j ∈ N) au lieu de
q0c (t, x,U0a , U˚0b ,U0c , ∂t,xU0c , ∂z∂xU0c ),
q1b (t, x, (∂
β
x∂θU0b )β=0,1),
q1c (t, x, z, (Uka ,Ukc )k61, ( ˚∂iθUkb )i+k61, ∂t,xU1c , (∂z∂βxU1c )β=0,1),
et, pour j > 2,
qja(t, x, (∂
β
xU j−2a )β=1,2, (Uka )k6j−1),
qjb(t, x, (Uka ,Ukb )k6j−1, (∂βx∂θU j−1b )β=0,1, (∂βxU j−2b )β=1,2),
qjc(t, x, z, (Uka ,Ukc )k6j, ( ˚∂iθUkb )i+k6j, ∂t,xU jc , (∂z∂βxU jc )β=0,1, (∂xU j−2c )β=1,2).
On note ∂x la collection des (∂i)i=1,...,n, ∂η la collection des (∂i)i=1,...,n et de
∂θ et ∂t,x la collection des (∂i)i=0,...,n.
On a alors que, pour j > 1, qjb de´pend de
(t, x, (Uka ,Ukb )k6j−1, (∂βη (U j−1b ,U j−2b )β=0,1).
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5.3 Changement de variables
Nous allons proce´der a` un changement d’inconnue dont le but est de trivialiser
les coefficients devant les de´rive´es secondes en les variables rapides introduites
par la viscosite´. Le fait remarquable est que l’on peut conserver le caracte`re
syme´trique.












ker(Λ(t, y) − λId).
A ces trois sous-espaces, on associe, pour tout (t, y), leur dimension respective
d+, d0 et d− ; des bases orthogonales respectives d’e´le´ments propres ((λj , rj))j∈I+ ,
((λj , rj))j∈I0 et ((λj , rj))j∈I− et les projecteurs orthogonaux respectifs P+, P0 et
P−.
Introduisons Uk := RU j et multiplions les e´quations pre´ce´dentes par R−1 a`
gauche. Notant F˜ j := R−1F j , H˜ := R−1HR−1, F˜ (U) := R−1F (U), Λ♭ :=
R−1A♭nR−1,










c ) := R
−1q0c (t, x,U0a , U˚0b ,U0c , ∂t,xU0c , ∂z∂xU0c )




b )β=0,1) := R
−1q1b (t, x, (∂
β
x∂θU0b )β=0,1),














R−1q1c (t, x, z, (U ja ,Ukc )k61, ( ˚∂iθUkb )i+k61, ∂t,xU1c , (∂z∂βxU1c )β=0,1),







a )k6j−1) := R
−1qja(t, x, (∂
β












R−1qjb(t, x, (Uka ,Ukb )k6j−1, (∂βη U j−1b ,U j−2b )β=0,1),





































F˜−2a = F˜−2b = 0 F˜−2c = Λ∂zU0c − ∂zzU0c ,
F˜−1a = 0 F˜−1b = Λ∂θU0b F˜−1c = Λ∂zU1c − ∂zzU1c ,
F˜0a = H˜U0a − F˜ (t, x, U0a )− f(t, x),
F˜0b = Λ∂θU1b + H˜U0b + Λ♭θ∂θU0b − ∂θθU0b − F˜ (t, x, U0a + U0b ) + F˜ (t, x, U0a ),
F˜0c = Λ∂zU2c − ∂zzU2c + q˜0c
et, pour j > 1,
F˜ ja = H˜U ja − F˜ ′u(t, x, U0a ).U ja + q˜ja,
F˜ jb = Λ∂θU j+1b + H˜U jb + Λ♭θ∂θU jb − ∂θθU jb ,
− F˜ ′u(t, x, U0a + U0b ).(U ja + U jb ) + F˜ ′u(t, x, U0a ).U ja + q˜jb ,
F˜ jc = Λ∂zU j+2c − ∂zzU j+2c + q˜jc .
5.4 Proble`me hyperbolique-parabolique
Dans ce paragraphe, nous donnons des re´sultats concernant le proble`me mixte
et le proble`me de prolongement pour un certain type d’e´quation dite hyperbolique-
parabolique ([12]). Ces re´sultats seront utilise´s par la suite dans l’analyse de la
CLC. Conside´rons T0 > 0 et notons K := P0Λ
♭P0, H := P0H˜P0 + Kθ∂θ. H
est un ope´rateur syme´trique hyperbolique sur l’espace des fonctions telles que
(Id − P0)W = 0 pour lequel {xn = 0} est totalement caracte´ristique. Introdui-
sons l’espace N (T ) := H∞(ΩT ,S(R+)) et le proble`me
(Id− P0)W = 0, quand (t, x) ∈ ΩT × R+θ ,(25)
(−∂2θ +H)W = P0f(t, x, p,W ) quand (t, x) ∈ ΩT × R+θ ,(26)
W |θ=0 = b quand (t, x) ∈ ΩT(27)
W = a quand t = 0(28)
ou` f(t, x, p,W ) ∈ C∞, p(t, x, θ) ∈ N (T0), b ∈ H∞(ΩT ).
Examinons la compatibilite´ des donne´es : si W est une solution re´gulie`re de
(25) − (26) − (28) avec T > 0 alors il existe des fonctions (Ik)k∈N de classe C∞
telles que
(∂ktW )|t=0 = Ik(x, θ, (∂ix∂jθa)i+ j
2
6k).(29)
Si, de plus, W ve´rifie (27), on a ne´cessairement sur le coin {t = θ = 0} les
relations de compatibilite´









La re´ciproque est contenue dans le the´ore`me suivant
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The´ore`me 5.1 Soit a ∈ H∞(Rn+,S(R+)) . Alors les assertions suivantes sont
e´quivalentes :
(1). La fonction a ve´rifie les relations (R′k),
(2). Il existe T ∈]0, T0] etW ∈ N (T ) solution re´gulie`re de (25)−(26)−(27)−(28).







W )l6k−1 et (∂
l
tb)l6k.
De meˆme que pour le proble`me mixte hyperbolique , on a le re´sultat d’existence
de donne´es compatibles a` tout ordre suivant :
Proposition 5.2 Il existe a ∈ H∞(Rn+,S(R+)) ve´rifiant les relations (R′k)k∈N.
Preuve. On commence par remarquer qu’ils existent des fonctions (I˜k)k∈N de
















On obtient ainsi l’existence de fonctions (ak)k∈N ∈ H∞(Rn+) telles que






t b)|t=0 ∀k > 1.
On conduit en utilisant la variante suivante du lemme 3.3 :
Lemme 5.1 Soient (ak)k∈N une suite de fonctions de H∞(Rn+). Il existe une
fonction a ∈ H∞(Rn+,S(R+)) telle que, pour tout entier naturel k, ∂kθ a|θ=0 = ak.
La de´monstration suit celle du lemme 3.3, a` la diffe´rence pre´s qu’on conside`re ici
une variable supple´me´ntaire. On exige aussi une de´croissance plus rapide a` l’in-
fini, mais le proce´de´ de´monstratif conduit a` une fonction C∞ a` support compact
en θ, ce qui assure l’appartenance a` H∞(Rn+,S(R+)). 
La preuve pre´ce´dente assure le re´sultat suivant :
Proposition 5.3 Il existe des fonctions (A′k)k∈N de classe C∞ telle que, pour
a ∈ H∞(Rn+ × R+), les assertions suivantes sont e´quivalentes :
(1). La fonction a ve´rifie les relations (Rk)k∈N.
(2). Pour tout k ∈ N, pour tout y ∈ Rn−1,
(∂2kθ a)(x, 0) = Ak(x, ((∂ix∂jθa(x, 0))i+ j
2
, j<2k)).
On en de´duit le the´ore`me de prolongement suivant pour le proble`me :

(Id− P0)W = 0
(−∂2θ +H)W = P0f(t, x, p,W )
quand (t, x, θ) ∈ ΩT × R+θ ,
W |θ=0 = b quand (t, x) ∈ ΩT
(31)
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The´ore`me 5.2 Si W ∈ N (T ) est solution de (31) avec T ∈]0, T0] alors il existe
un temps T1 ∈]T, T0] et un unique prolongement de W en une fonction encore
note´e W de N (T1) solution de

(Id− P0)W = 0
(−∂2θ +H)W = P0f(t, x, p,W )
quand (t, x, θ) ∈ ΩT1 × R+θ ,
W |θ=0 = b quand (t, x) ∈ ΩT1
(32)
De plus, soit T ∗ := sup{T1 ∈]0, T0]/ il existe un prolongement de W en une fonc-
tion encore note´eW ∈ N (T1) solution de (32)}. Si T ∗ < T0, on a ||W ||L∞(Ωt×R+θ ) →
+∞ quand t→ T ∗. Dans le cas line´aire, T ∗ = T0.
5.5 Le tableau de la cascade
On introduit le proble`me
(Sjcl(T )) :
{
Π+U j|xn=θ=z=0 = 0 quand (t, x) ∈ ΓT ,
(Id−Π+)(U ja |xn=0 + U jb |θ=0 + U jc |z=0) = 0 quand (t, x) ∈ ΩT
.
Le caracte`re un peu artificiel de ces conditions aux limites provient de ce qu’on a
voulu garder une de´pendance en xn au niveau des profils de couche limite. Voila`
pourquoi il est ne´cessaire de faire “baver” les conditions aux limites sur certaines
composantes pour les couches limites afin de preserver une certaine unicite´. La
motivation de la pre´sence du xn re´side en la possibilite´ de ge´ne´raliser ces re´sultats
au cas d’un domaine situe´ localement du meˆme coˆte´ de son bord C∞. Dans ce
cas, il apparaˆıt comme plus satisfaisant de de´finir les profils de couche limite en
tous les points de l’espace.
On de´finit, pour tout j > 0 et T > 0, le proble`me
(Sj(T )) :
{ F˜ j−2c = 0, (Id− P0)F˜ j−1b = 0, F˜ ja = P0F˜ jb = 0
quand (t, x, θ, z) ∈ ΩT × R+θ × R+z ,
.
L’e´quivalence entre l’annulation des profils (F˜ j)j>−2 et la suite de proble`mes
(Sj)j>0 est mise en lumie`re par le tableau suivant :
(S0) (S1) (S2) ...
F˜−2 F˜−2c
F˜−1 (Id− P0)F˜−1b F˜−1c
F˜0 P0F˜0b ; F˜0a (Id− P0)F˜0b F˜0c
F˜1 P0F˜1b ; F˜1a (Id− P0)F˜1b F˜1c
...
Chaque terme de la premie`re colonne est la somme de la ligne correspondante.
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De plus, lors de la re´solution successive (pour j croissant) des proble`mes (Sj)j>0,
seul le profil inconnu U j intervient : les profils correspondant a` des indices k stric-
tement infe´rieurs a` j ont alors de´ja` e´te´ de´termine´s et les profils correspondant a`
des indices k strictement supe´rieurs ont e´te´ efface´s.
Lorsque les proble`mes (Sj(T ))06j6N sont ve´rifie´s, les premiers termes non nuls







((Id − P0)F˜Nb + F˜Nc ).




Rε avec (Rε)ε ∈ Hs(T ). Ceci permet notam-
ment de montrer le the´ore`me 3.4.
Dans le cas d’un de´veloppement a` un seul terme, on ne re´sout que (S0(T )). On
a alors un reste de la forme
(Id− P0)F˜0b +
√
ε(P0F˜1b + F˜1a )
(il n’y a pas de U1c donc pas non plus de F˜1c ). Ainsi, on a un reste ε
1
4Rε avec
(Rε)ε ∈ Hs(T ). Dans les cas extreˆmes d0 = 0 ou d0 = L, on a meˆme un reste
ε
1
2Rε avec (Rε)ε ∈ Hs(T ). Cela de´coule de ce que dans les deux cas, P0U1b et, par
suite, P0F˜1b , est nul. L’analyse des proble`mes (Sj(T )) et (Sjcl(T )) infra montre
que dans ce cas, on a que U1a , est nul et par suite F˜1a l’est aussi. Ces remarques
permettent de de´montrer le the´ore`me 3.6.
Pour les conditions aux limites, on a l’e´quivalence suivante : U j ve´rifie (Sjcl(T ))
si et seulement si
P+U
j |xn=θ=z=0 = 0 quand (t, x) ∈ ΓT
(Id− P+)(U ja |xn=0 + U jb |θ=0 + U jc |z=0) = 0 quand (t, x) ∈ ΩT
5.6 (S0(T )) et (S0cl(T ))
De´finissons les proble`mes :{ H˜U0a = F (t, x, U0a ) + f(t, x) quand (t, x) ∈ ΩT
P+U
0




(Id− P0)U0b = 0
(−∂2θ +H)U0b = P0(F˜ (t, x, U0a + U0b )− F˜ (t, x, U0a ))
}
quand
(t, x, θ) ∈ ΩT × R+θ
U0b |θ=0 = −P0U0a quand (t, x) ∈ ΩT .
(34)
et { −∂2zU0c + Λ∂zU0c = 0 quand (t, x, z) ∈ ΩT × R+z ,
U0c |z=0 = −P−U0a quand (t, x) ∈ ΩT .
(35)
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On note (R0k,a)k∈N et (R
0
k,a)k∈N les relations de compatibilite´ respectivement as-
socie´es aux proble`mes (33) et (34) par les the´ore`mes 3.10 et 5.2. Les (R0k,a)k∈N
ne de´pendent que des donne´es du proble`me alors que pour tout k ∈ N, (R0k,b)
de´pend aussi des (∂ltU
0
a )l6k|t=0.




a )l6k|t=0 les expres-
sions en les restrictions des de´rive´es spatiales (∂lxU
0
a )l6k|t=0 donne´es par (22).
Re´soudre (S0(T )) et (S0cl(T )) revient a` re´soudre le proble`me limite (33) puis




compte des polarisations (Id−P0)U0b = 0 et (Id−P−)U0c = 0, les conditions aux
limites se scindent en
P+U
0
a = 0, U
0
b |θ=0 + P0U0a = 0 et U0c |z=0 + P−U0a = 0.
Aux ordres supe´rieurs, les diffe´rents types de termes composant les profils
sont couple´s par les conditions aux limites. La re´solution des proble`mes (Sj(T ))
et (Sjcl(T )) s’en trouve complique´e.
5.7 (Sj(T ))-(Sjcl(T )) ; j > 1
Pour chaque j > 1, lors de la re´solution (Sj(T )), on est confronte´ au proble`me
suivant :
H˜U ja = Φja quand (t, x) ∈ ΩT(36)
Λ∂θ(Id− P0)U jb = Φjb,1 quand (t, x, θ) ∈ ΩT × R+θ(37)
(−∂2θ +H)P0U jb = Φjb,2 quand (t, x, θ) ∈ ΩT × R+θ(38)









Φjb,1 := −(Id− P0)((H˜ + Λ♭nθ∂θ − ∂θθ)U j−1b
− F˜ ′u(t, x, U0a + U0b ).(U j−1a + U j−1b ) + F˜ ′u(t, x, U0a ).U j−1a + q˜j−1b ),
Φjb,2 := P0(H˜(Id− P0)U jb + F˜ ′u(t, x, U0a + U0b )(U ja + U jb )− F˜ ′u(t, x, U0a ).U ja − q˜jb),
Φjc := −q˜j−2c ,
Φja ∈ H∞(ΩT ), Φjb,1, Φjb,2 ∈ H∞(ΩT ,S(R+θ )) et Φjc ∈ H∞(ΩT ,S(R+z )).
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Pour chaque j > 1, de´finissons les e´quations :
(Id− P−)(−∂2z + Λ∂z)U jc = (Id− P−)Φjc(39)
quand (t, x, z) ∈ ΩT × R+z
les proble`mes :{
H˜U ja = Φja quand (t, x) ∈ ΩT
P+U
j
a = −P+(U jb |xn=θ=0 + U jc |xn=z=0) quand (t, x) ∈ ΓT
,(40)
{
(−∂2θ +H)P0U jb = Φjb,2 quand (t, x, θ) ∈ ΩT × R+θ ,
P0U
j
b |θ=0 = −P0(U ja + U jc |z=0) quand (t, x) ∈ ΩT
(41)
et {
P−(−∂2z + Λ∂z)U jc = P−Φjc quand (t, x, z) ∈ ΩT × R+z ,
P−U
j
c |z=0 = −P−(U ja + U jb |θ=0) quand (t, x) ∈ ΩT
(42)
Les e´quations (37) et (39) jouent un roˆle crucial dans la re´solution des proble`mes
(Sj(T )) et (Sjcl(T )). En effet, on a dit que la difficulte´ provenait du couplage in-
duit par les e´quations aux limites. Or les e´quations (37) et (39) de´terminent
univoquement (Id − P0)U jb et (Id − P−)U jc . Les traces au bord du domaine de
ces e´le´ments sont donc impose´es par l’e´quation et ne peuvent pas eˆtre prescrites.
On note (Rjk,a)k∈N et (R
j
k,b)k∈N les relations de compatibilite´ respectivement as-
socie´es a` (40) et a` (41) par les the´ore`mes 3.10 et 5.2. (Rjk,a) de´pend par l’in-







b |xn=θ=0 + Umc |xn=z=0))l6k|t=0.
On note (Rjk,a) la relation obtenue en re´exprimant d’abord les
(∂lt(U
j
b |xn=θ=0 + U jc |xn=z=0))l6k|t=0
par (37) et (39) au moyen des
(∂lt(U
m
b |xn=θ=0 + Umc |xn=z=0))l6k;m6j−1|t=0









De meˆme, on de´finit (Rjk,b).








Dans notre analyse, le couplage entre CLC et CLNC se fait donc par l’interme´diaire
de la partie re´gulie`re du profil.
5.8 Analyse de la couche limite non caracte´ristique
La proposition suivante de´taille les profils de couche limite non caracte´ristique.
On pre´cise en particulier leur de´croissance et on note la polarisation des profils
d’ordre 0 et 1.
Proposition 5.4 Si pour N > 0 et un T > 0, la famille (U j)06j6N satisfait
(Sj(T ))06j6N et (S
j
cl(T ))06j6N alors pour tout 0 6 j 6 N , le profil U
j





αjk(t, x, z)rk(t, x)
avec pour k ∈ I−








ieλk(t,y)z quand j > 1
et pour k ∈ I0 ∪ I+
αjk(t, x, z) := 0 quand j = 0, 1






ieλl(t,y)z quand j > 2.
5.9 Re´solution des e´quations de profils avec donne´e polarise´e
Le re´sultat suivant montre que la prescription d’une partie seulement des
profils (la partie re´gulie`re et la partie polarise´e de la couche limite caracte´ristique)
suffit a` la de´termination univoque d’un de´veloppement solution des proble`mes
(Sj(T ))j>0 et (S
j
cl(T ))j>0 pour un T > 0.
The´ore`me 5.3 Soit N un entier et des fonctions






telles que, pour 0 6 j 6 N , (Id − P0)U jinit,b = 0, le profil U jinit,a ve´rifie les
relations de compatibilite´ (Rjk,a)k∈N et U
j
init,b les relations (R
j
k,b)k∈N. Il existe
T > 0 et une unique famille (U j)06j6N dans (P(ΩT ))N+1 telle que les proble`mes
(Sj(T ))06j6N , (S
j
cl(T ))06j6N soient ve´rifie´es et telle que, pour 0 6 j 6 N ,
U ja |t=0 = U jinit,a, P0U jb |t=0 = U jinit,b. De plus, T ne de´pend que de U0a + U0b .
Preuve. On introduit les notations suivantes : on note

H˜U0a = F (t, x, U0a ) quand (t, x) ∈ ΩT
P+U
0
a = 0 quand (t, x) ∈ ΓT
U0a = U
0




(Id− P0)U0b = 0
(−∂2θ +H)U0b = P0f(t, x, p, U0b )
}
quand (t, x) ∈ ΩT × R+θ ,
U0b |θ=0 = −P0U0a quand (t, x) ∈ ΩT
U0b = U
0
b,init quand t = 0
(44)
et pour chaque j > 1, les proble`mes :

H˜U ja = Φja quand (t, x) ∈ ΩT
P+U
j
a = −P+(U jb |xn=θ=0 + U jc |xn=z=0) quand (t, x) ∈ ΓT
U ja = U
j




(−∂2θ +H)P0U jb = Φjb,2 quand (t, x, θ) ∈ ΩT × R+θ ,
P0U
j
b |θ=0 = −P0(U ja + U jc |xn=z=0) quand (t, x) ∈ ΩT
U jb = U
j
b,init quand t = 0
(46)
Le the´ore`me 3.10 assure l’existence d’un temps T0 > 0 et d’une solution
de (43). Le the´ore`me 5.1 assure alors l’existence d’un temps T ∈]0, T0] et d’une
solution a` (44). Les versions line´aires des the´ore`mes 3.10 et 5.1 assurent l’existence
de solutions a` la suite de proble`mes
(37)
(39)
puis (43) et enfin
(45)
(46)
, pour j =
1, ..,∞. 
5.10 Donne´es de Cauchy compatibles
On remarque que ∂θ est un automorphisme de H
∞(ΩT ,S(R+θ )) et on note
∂−1θ son inverse. On note, pour k ∈ N∗ et u ∈ (P(ΩT ))k, u := (u1, ..., uk), Ub :=
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(Ub,1, ..., Ub,k) ou`, pour 1 6 i 6 k, ui := Ua,i + Ub,i + Uc,i. On de´finit aussi, pour
tout k ∈ N∗, l’ope´rateur :
Tk : (P(ΩT ))k → ((P(ΩT ))k)3
u→ (u,Ub, ∂−1θ Ub)
Nous appellerons O l’ensemble des ope´rateurs F de P(ΩT )k1 dans P(ΩT ) qui
s’e´crivent pour une famille d’indices entiers k1, ..., kν : F = FνoTkνo...oF1oTk1 ou`
les Fj sont des fonctions C
∞ de R3kj dans Rkj+1. On note ∂τ la collection des
(∂i)i=0,...,n et de θ∂θ.
Le the´ore`me suivant met en e´vidence des conditions ne´cessairement ve´rifie´es par
les de´rive´es temporelles des profils.
The´ore`me 5.4 Il existe trois familles (Fj,k)j∈N∗,k∈N, (Gj)j∈N et (Hj,h)j∈N,h∈N∗
d’e´le´ments de O telles que si la famille (U j)06j6N ve´rifient la suite de proble`mes
(Sj(T ))06j6N , (S
j
cl(T ))06j6N alors
(Id− P0)U0b = 0,
pour j = 1, ..., N et k ∈ N
∂kt (Id− P0)U jb = Fj,k(t, x, θ, ∂αpη (Upa + P0Upb ), 0 6 p 6 j − 1,
0 6 αp + 2(p − j) 6 k),
et pour j = 0, ..., N








b ), 0 6 p 6 j, 0 6 βp + p 6 j),













b ), 0 6 p 6 j,
0 6 βp + p 6 j + h).
Preuve. Les proprie´te´s de polarisation de la couche limite caracte´ristique sont
tre`s analogues a` celles mises en e´vidence lors de l’e´tude de la propagation d’os-
cillations a` une seule phase. ([11]) La pre´sence d’une couche non caracte´ristique
vient cependant compliquer les choses. Aussi nous commenc¸ons par un lemme
obtenu par l’analyse de la cascade et la proposition 5.4.
Lemme 5.2 Il existe une famille de fonctions (S˜j)j∈N de classe C∞ de leurs
arguments telle que




c = S˜1(t, x, U
1
a ),













U jb ) quand j = 2, 3


















quand j > 4.
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Une simple re´currence permet alors d’obtenir :
Lemme 5.3 Il existe une famille de fonctions (Sj)j∈N C∞ de leurs arguments
telle que






Le the´ore`me 5.4 re´sulte par re´currence sur j du lemme suivant :
Lemme 5.4 Il existe deux familles de fonctions (Rj,k)j∈N∗,k∈N et (Sj,h)j∈N∗,h∈N∗
d’e´le´ments de O telles que pour k ∈ N, h ∈ N∗
∂kt (Id− P0)U jb = Rj,k(t, x, θ, ∂αη (U ja + P0U jb ), ∂ατ (Upa , Upb );


















0 6 p 6 j − 1, 0 6 α 6 h, 0 6 β 6 h+ 1).(48)
Preuve : on va montrer que ce lemme est vrai pour h = k+1 pour tout k ∈ N,
par re´currence sur k. Commenc¸ons par le cas k = 0 : par (37), on a l’existence
de Rj,0 ∈ O tel que
(Id− P0)U j0 = Rj,0(t, x, θ, ∂αη (U ja + P0U jb ), ∂ατ (Upa + P0Upb ,
(Id− P0)Upb ); 0 6 p 6 j − 1, 0 6 α 6 2)(49)
puis ∂tU
j
a est de´termine´ par (36). (38) assure alors l’existence de F ∈ O tel que
∂tP0U
j










b , (Id − P0)Upb ))β62)
Utilisant (49), on obtient alors (48) pour h = 1. On montre ensuite l’he´re´dite´ en
de´rivant par rapport au temps. 
Remarque 5.1 Lors de l’e´tude de l’optique ge´ome`trique a` une seule phase, on







ou` les profils U j sont dans H∞(ΩT ×S1). La re´solution de la cascade d’e´quations
BKW fait intervenir un ope´rateur de projection moyenne Ep.
Notant U¯ := 12π
∫ 2π
0 U(x, θ)dθ la moyenne de U et U
∗ := U − U¯ la fluctuation,
on a les analogies suivantes :
EpU ↔ U0a + P0U0b
(Id− E)Up ↔ (Id− P0)U0b
U∗ ↔ U0b
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Le the´ore`me suivant donne les conditions ne´cessaires et suffisantes que doivent
ve´rifier des conditions initiales pour que l’on puisse construire le de´veloppement
correspondant. Soient pour j > 0 et U jinit ∈ Pinit, (Sjinit) : U j|t=0 = U jinit.
The´ore`me 5.5 Soient (U jinit)06j6N ∈ PN+1init . On de´finit les assertions sui-
vantes :
(1). Les fonctions (U jinit)06j6N ve´rifient les relations (Rj)06j6N ou` :
(R0) :
{
(Id− P0)U0init,b = 0









(Id− P0)U jinit,b = Fj,0(0, x, θ, ∂αpη (Upinit,a + P0Upinit,b), 0 6 p 6 j − 1,
0 6 αp + 2(p − j) 6 k))








init,b), 0 6 p 6 j, 0 6 βp + p 6 j)






(2). Il existe T > 0 et une unique famille (U j)06j6N ∈ P(ΩT )N+1 ve´rifient
(Sj(T ))06j6N , (S
j
cl(T ))06j6N et (S
j
init)06j6N .
Alors (1) et (1′) sont e´quivalents a` (2). De plus, si (2) est ve´rifie´e, T ne de´pend
que de U0a + U
0
b .
Preuve. Les relations sont ne´cessaires d’apre`s le the´ore`me 5.4. Re´ciproque-
ment, si les assertions (1) et (1′) du the´ore`me 5.5 sont ve´rifie´es, le the´ore`me 5.3
applique´ a` la famille







assure l’existence de T strictement positif et d’une unique famille (U j)06j6N de
profils dans P(ΩT ) tels que pour 0 6 j 6 N , les proble`mes (Sj(T )), (Sjcl(T ))
soient ve´rifie´es et




init,c)|t=0 = U˜ jinit.
Les profils (U j)06j6N ve´rifient les conditions ne´cessaires du the´ore`me 5.4. En
particulier,
(Id− P0)U0b |t=0 = 0
et, pour j > 1,






b ), 0 6 p 6 j − 1,
0 6 αp + 2(p− j) 6 k).
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Jointes aux relations (Rj), cela donne :
(Id− P0)U jb |t=0 = (Id− P0)U jb,init. 
On de´finit Pinit,N comme l’ensemble des donne´es (U jinit)06j6N ∈ (Pinit)N+1
ve´rifiant les points 1 et 1′ du the´ore`me 5.5. Le the´ore`me 4.1 de´coule alors du
the´ore`me pre´ce´dent.
6 Preuve du the´ore`me 3.1
On va se concentrer ici sur le cas M > 14 , indiquant brievement en fin de
de´monstration les modifications ne´cessaires a` apporter dans le cas critiqueM = 14 .
Notons wε := ε






H− εE)wε = G(t, x, aε, εMwε)wε + gε quand (t, x) ∈ ΩT
wε = 0 quand (t, x) ∈ ΓT
wε = wε quand t ∈ (0, T0)
ou` G est telle que F (t, x, u+ v)− F (t, x, u) = G(t, x, u, v).v.
wε ve´rifie P
R(T0).
Une remarque essentielle est que si le proble`me est non line´aire, les non line´arite´s
sont multiplie´es par des ε, ce qui assure l’existence de solutions jusqu’en T , et cela
pour toute une gamme de ε petits. On peut parler de “ε-non line´arite´”. Il re´sulte
du the´ore`me 3.7 que pour tout ε ∈]0, 1], il existe wε solution de PR(Tε) ou` Tε > 0.
Compte-tenu de la condition d’explosion, on pourrait travailler directement sur la
solution et de´river une estimation a` priori en ||.||∞ qui assure l’existence jusqu’en
T . C’est la de´marche retenue dans [18]. Fide`le a` [11] et [10], on pre´fe`re ici revenir
a` un sche´ma ite´ratif dont on montre la convergence, uniforme´ment en ε, sur (0, T ).
On commence par e´tablir des estimations conormales pour le proble`me line´aire :
(−εE +H)wε = f quand (t, x) ∈ ΩT
wε = 0 quand (t, x) ∈ ΓT
wε = wε quand t ∈ (0, T0)





Proposition 6.1 Soit m un entier. Il existe λm > 1 tel que pour λ > λm et pout
tout ε ∈]0, 1] :
ε|∇xw||2m,λ,T + λ|w||2m,λ,T 6 λ−1λm(|f ||2m,λ,T + |w||2m,λ,T0).(50)
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Preuve : Pour m = 0, l’ine´galite´ d’e´nergie classique donne :
ε|∇xw||20,λ,T + λ|w||20,λ,T 6 λ−1λ0(| < f,w >0,λ,T +|w||20,λ,T0)(51)
pour λ plus grand qu’un λ0. On de´duit alors (50) en appliquant l’ine´galite´ de
Cauchy-Schwarz.
On proce`de ensuite par re´currence surm. Supposons (50) ve´rifie´ pour 0, ...,m−1.
Appliquons pour 2j + k 6 m, ∂jtZ
′k a` l’e´quation. Utilisant (51), il vient
ε(λm−(2j+k)|∇x∂jtZ ′kw||0,λ,T )2 + λ(λm−(2j+k)|∂jtZ ′kw||0,λ,T )2 6
λ−1λ0(λ2(m−(2j+k))| < f˜, ∂jtZ ′kw >0,λ,T |+ |w||2m,λ,T0)
ou` f˜ := ∂jtZ
′kf + [H, ∂jtZ ′k]w + [εE , ∂jtZ ′k]w.
Voyons comment traiter le terme λ2(m−(2j+k))| < f˜, ∂jtZ ′kw >0,λ,T |.
• Utilisant l’ine´galite´ de Cauchy-Schwarz, le terme
λ2(m−(2j+k))| < ∂jtZ ′kf, ∂jtZ ′kw >0,λ,T |
est majore´, en valeur absolue, par
(λm−(2j+k)|∂jtZ ′kf ||0,λ,T )(λm−(2j+k)|∂jtZ ′kw||0,λ,T
soit encore par
λ−1cδλm−(2j+k)|∂jtZ ′kf ||0,λ,T + λδλm−(2j+k)|w||0,λ,T .
Pour δ assez petit, le terme λδλm−(2j+k)|w||0,λ,T est “absorbe´e” dans le membre
de gauche.
• Voyons comment majorer les “pires” termes de
λ2(m−(2j+k))| < [εE , ∂jtZ ′kw], ∂jtZ ′kw >0,λ,T |











que l’on majore par





ou` δ est pris suffisamment petit pour que le second terme soit absorbe´ dans le
membre de gauche. Le premier terme est controˆle´ par l’hypothe`se de re´currence.
• Il reste a` controˆler λ2(m−(2j+k))| < [H, ∂jtZ ′k]w, ∂jtZ ′kw >0,λ,T |.
Pour cela, e´crivons An = A˚n + xnA
♭







On doit donc controˆler des termes de la forme
λ2(m−(2j+k))| < [AiZi, ∂jtZ ′k]w, ∂jtZ ′kw >0,λ,T |,(52)
λ2(m−(2j+k))| < [A♭nZn, ∂jtZ ′k]w, ∂jtZ ′kw >0,λ,T |,(53)
λ2(m−(2j+k))| < [A˚n∂n, ∂jtZ ′k]w, ∂jtZ ′kw >0,λ,T |.(54)
Les termes (52) et (53) peuvent eˆtre majore´s par
cteλm−(2j+k)|∂jtZ ′kw||20,λ,T
et sont absorbe´s dans le membre de gauche de (50).
Pour (54), on remarque que l’on a par l’e´quation :
A˚n∂nw := f −H♭w + εEw
ce qui nous rame`ne a` des cas pre´ce´dents. 
On utilise le she´ma ite´ratif (wν)ν>0 de´fini par
w0 := wε quand t ∈ (0, T0)
w0 := wε(T0) quand t ∈ (T0, T )
et
(−εE +H)wν+1 = G(t, x, aε, εMwν)wν+1 + gε quand (t, x) ∈ ΩT
wν+1 = 0 quand (t, x) ∈ ΓT
wν+1 = wε quand t ∈ (0, T0)
On notera dans la suite ||.||∞ au lieu de ||.||L∞(ΩT ).
Proposition 6.2 Soit µ > 0 fixe´. Il existe λ1 > 0 tel que si ε
M ||wν ||∞ 6 µ alors
ε|∇xwν+1||2m,λ,T + λ|wν+1||2m,λ,T 6 λ−1λ1(|gε||2m,λ,T + |w||2m,λ,T0
+(|wν+1||m,λ,T + εM ||wν+1||∞|wν ||m,λ,T )2).(55)
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Preuve : Il s’agit d’estimer en norme |.||20,λ,T des termes de la forme
λm−|α|Zα(G(t, x, a, εMwν)wν+1)(56)
ou` |α| 6 m. Lorsqu’on de´veloppe (56), on obtient deux types de termes :
• ceux ou` wν n’est pas de´rive´. Ils sont controˆle´s par cte|wν+1||2m,λ,T et pour λ
assez grand sont absorbe´s dans le membre de gauche de (55).
• ceux ou` wν est de´rive´. Ils sont de la forme
λm−|α|Φε(t, x)Zβ1a...ZβiaZγ1(εMwν)...Zγj (εMwν)Zδwν+1
ou` Φε(t, x) est uniforme´ment borne´ dans L∞ et
|β1|+ ...+ |βi|+ |γ1|+ ...+ |γj |+ |δ| 6 |α|.
On doit donc majorer en |.||20,λ,T des termes de la forme
λm−|α|Zγ1(εMwν)...Zγj (εMwν)Zδwν+1.(57)
On utilise les ine´galite´s de Moser suivantes [12] :
Lemme 6.1 Soient m entier naturel, a1, ..., al dans H
m(ΩT ) et α := (α1, ...αl)
dans Nn+1, |α| := |α1|+ ...+ |αl| 6 m. Alors pour tout λ > 1




La constante c e´tant inde´pendante des ai.
Le terme (57) se majore alors par
cte(|wν+1||m,λ,T + εM ||wν+1||∞|wν ||m,λ,T )2
ce qui ache`ve la preuve. 
Le plongement Sobolev qui suit est de´montre´ dans [12].
Proposition 6.3 Il existe ρ > 0 tel que pour tout w dans Em,T ,
||w||∞ 6 ρTeλT (|w||m,λ,T + |∂nw||m,λ,T ).
On en de´duit par un simple changement de variable








Notons que ce plongement est optimal. Prenons par exemple le cas ou` n = 1.
On conside`re une famille de fonctions (uε)ε ou` le graphe de u
ε est un pic de
largeur
√
ε et de hauteur ε−
1
4 ie














4 ||uε||L∞ = O(1), ||uε||L2 = O(1) et
√
ε||uε||L2 = O(1). Aussi, si l’on veut
ame´liorer les estimations L∞ e´tablies dans ce travail, il faut ne´cessairement se
servir de l’e´quation (ce qui est fait dans le cas non caracte´ristique dans [18]) ou
re´duire l’espace fonctionnel ambiant.
Fixons un re´el µ > 0 arbitraire, un re´el λ1 donne´ par la proposition 6.2, λ > 2λ1
et h := sup0<ε61(|gε||m,λ,T + |w0||m,λ,T ). On choisit alors 0 < ε < 1 assez petit
pour que εM−
1
4hρTeλT 6 min(µ, 1).
Proposition 6.5 La suite (wν)ν satisfait
∀ν ∈ N, εM ||wν ||∞ 6 µ, ||wν ||m,λ,T 6 h.
Preuve : On raisonne par re´currence sur ν. La proposition est vraie pour ν = 0.
Supposons la vraie pour ν quelconque. Alors par la proposition 6.2, on a
ε|∇xwν+1||2m,λ,T + λ|wν+1||2m,λ,T 6 λ−1λ1(h2 ++(|wν+1||m,λ,T +
εMh|wν+1||∞)2)
On utilise la proposition 6.4 pour controˆler |wν+1||∞. Ainsi












ε|∇xwν+1||2m,λ,T + λ|wν+1||2m,λ,T 6 λ−1λ1(h2




ε|∇xwν+1||2m,λ,T + λ|wν+1||2m,λ,T 6 λ−1λ1(h2 + 8|wν+1||2m,λ,T )
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ainsi |wν+1||m,λ,T 6 h2 et
√
ε|∇xwν+1||m,λ,T 6 h2 d’ou`
εM ||wν+1||∞ 6 εM−
1
4 ρTeλTh 6 µ 
On obtient alors classiquement une solution re´gulie`re de PR(T ) qui ve´rifie par
passage a` la limite εM ||wν ||∞ = O(1) et ||wν ||m,λ,T = O(1). Les de´rive´es nor-
males ite´re´es sont estime´es ensuite, par re´currence, par l’e´quation. 
Dans le cas critique M = 14 , la de´monstration est similaire a` la pre´ce´dente sauf
dans le controˆle ||.||∞ : on joue sur le temps ne disposant plus assez de ǫ. 
7 Preuve de la proposition 3.4
• On commence par montrer le point 1 : pour cela on note que par les propo-





ve´rifiant les points 1 et 2 du the´ore`me 5.3.
• Le point 2 de´coule de la de´finition tandis que le point 3 se montre comme
le point 1.
• Pour le point 4, on proce`de comme suit. Graˆce au point 3, on construit, si besoin
est, des profils (U jinit)N+16j6N ′ tels que
N ′
2 > M et que la famille (U
j
init)06j6N ′
soit dans P′init,N ′ .
On applique le the´ore`me 4.1 puis le the´ore`me 3.4 de fac¸on a` obtenir un re´el
T > 0 et une famille de profils (U j)06j6N ′ dans P(ΩT )N ′+1 tels que
U j |t=0 = U jinit pour 0 6 j 6 N ′













Lεaε = εM Rε quand (t, x) ∈ ΩT
aε = 0 quand (t, x) ∈ ΓT
ou` Rε ∈ Hm(T ).
On en de´duit, pour tout entier naturel j, pour tout x ∈ Rn+,
(∂jt a
ε)|t=0(x) = εj(A−10 En,n)j(0, x)∂2jn aεinit(x) +Hj(ε, x, (∂αaεinit(x))α∈Ij )
+ εMRεj(x)(58)
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ou` Ij := {α ∈ N′n/ |α| 6 2j;αn 6= 2j}, aεinit := aε|t=0 et Rεj := (∂jtRε)|t=0.






{εj(A−10 Enn)j(0, x).∂2jn (uεinit)(x) +Hj(ε, x, (∂αuεinit)α∈Ij )}|xn=0 = 0.





H♭,αj (ε, x, εM (∂αrεinit(x))α∈Ij , (∂αaεinit(x))α∈Ij ).∂αrεinit(x)}|xn=0 = Rεj(y, 0)
ou` les fonctions H♭,αj sont de classe C∞.
On montre par re´currence que l’on peut construire une famille de fonctions
(rεj )ε∈[0,1[,06j6m dans H
∞(Rn−1) tel que, pour tout y ∈ Rn−1,
rε0(y) = 0 et, pour j ≥ 1,
εj(A−10 En,n)
j(0, y, 0).∂2jn r
ε









Les rεj peuvent eˆtre de´finis par re´currence sur j, en imposant que les r
ε
j , pour les









graˆce a` des ine´galite´s de type Moser/ Gagliardo-Nirenberg.
On conclut avec le lemme 3.3. 
A Preuve du the´ore`me 3.9
Nous allons esquisser une preuve du the´ore`me 3.9 qui est un cas particulier
du the´ore`me de [9]. Le point important est le caracte`re semiline´aire du cas e´tudie´
ici qui permet de pre´ciser la condition d’explosion. C’est ce que met en e´vidence
les lignes qui suivent. Une solution de re´gularite´ finie est obtenue au moyen d’un
sche´ma ite´ratif dans lequel le controˆle en ||.||∞ est de´terminant.
On va utiliser des espaces de type Sobolev pour lesquels une de´rive´e normale
vaut deux de´rive´es conormales.
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De´finition A.1 Soit H0,m(ΩT ) := {u ∈ L2(ΩT )/ ∀l 6 k/ Z lu ∈ L2(ΩT )} et
Em,T := {u ∈ H0,m(ΩT )/∂knu ∈ H0,m−2k(ΩT ) ∀0 6 2k 6 m}





The´ore`me A.1 Soit T est un temps strictement positif, une fonction f ∈ Em,T
et u ∈ Em,T solution de (19). Alors il existe un temps T0 > T et un unique
prolongement de u (en une fonction encore note´ u) dans Em,T0 solution de{ Hu = F (t, x, u) + f(t, x) quand (t, x) ∈ ΩT0
M(t, y)u = g(t, y) quand (t, x) ∈ ΓT0
(59)
De plus, si T ∗ := sup{T0 > T/ il existe un prolongement de u en une fonction de
Em,T0 encore note´e u solution de (59)} est fini, alors limt→T ∗ ||u||L∞(Ωt) = +∞.
Dans le cas line´aire , T ∗ =∞.
Remarque A.1 Si les espaces Em,T sont satisfaisants pour le proble`me de pro-
pagation, on attire l’attention du lecteur sur le fait qu’il n’en est rien pour le
proble`me de Cauchy. En particulier, la re´gularite´ en temps peut eˆtre mesure´e en
norme L∞.
Preuve : on va se concentrer sur l’existence. L’unicite´ et la caracte´risation de
l’explosion se de´duisent de manie`re classique. On se rame`ne au cas ou` u est nulle
pour t ∈ (0, T ).
Suivant [24], on peut supposer sans perte de ge´ne´ralite´ que
An(t, y, 0) =

Idd+ 0 00 −Idd− 0
0 0 0










avec v ∈ RL−d0 et v ∈ Rd0 . On commence par le proble`me
line´aire :
The´ore`me A.2 Le proble`me line´aire
Hu = f quand (t, x) ∈ ΩT0(60)
Mu = 0 quand (t, x) ∈ ΓT0(61)
u = 0 quand t ∈ (0, T )(62)
admet une unique solution re´gulie`re . Celle-ci ve´rifie les estimations





Preuve : il s’agit d’estimer pour 2k + |l| 6 m le terme
λm−2k−l|∂knZ lu|E0,λ,T0 .
Estimation L2
C’est un cas particulier de [24].
k = 0
Z lu ve´rifie (60)- (61)- (62) avec f¯ := Z lf + [H, Z l]u en lieu et place de f . L’es-







On estime se´pare´ment les de´rive´es de v et celles de w. En e´crivant les matrices















[3]v +B[4]w = f [2].
ou` C est la matrice de taille (L−d0)×(L−d0), diagonale C = diag(Idd+ , Idd− , 0d0).
On abre´gera l’e´criture pre´ce´dente en
A[1]Zv +A[2]Zw +B[1]v +B[2]w + ∂nv = f
[1](63)
A[3]Zv +A[4]Zw +B[3]v +B[4]w = f [2](64)
v : on a |∂nv|Em−2,λ,T0 6 1λ |∂nv|Em−1,λ,T0
De plus, |∂nv|Em−1,λ,T0 peut eˆtre estime´ graˆce a` (63).
w : notons X := A[4]Z + B[4]. X est un ope´rateur syme´trique hyperbolique pour
lequel le bord {xn = 0} est totalement caracte´ristique. Alors (64) se re´e´crit
Xw = f [2] −A[3]Zv −B[3]v
ainsi
|∂nXw|Em−2,λ,T0 6 (|u|Em,λ,T0 + |f |Em,λ,T0).(65)
Ensuite, on a que X∂knZ
lw ve´rifie X∂knZ
lw = f¯ ou` f¯ := ∂knZ
l
Xw + [X, ∂knZ
l]w.
Ecrivant k = k′ + 1, on a
f¯ := (∂n)





Le premier terme est controˆle´ par (65) (2k′+ l 6 m− 2). Pour le second, on e´crit
[X, ∂knZ
l]w = [A[4]Z, ∂knZ
l]w + [B[4], ∂knZ
l]w.
Voyons comment controˆler le premier terme qui est le “pire”(il contient une
de´rive´e supple´mentaire). [A[4]Z, ∂knZ




avec k1 + k2 = k, l1 + l2 = l et 0 < 2k1 + |l1| < m. L’estimation L2 applique´e a`
X donne alors l’existence de λm tel que
∀λ > λm |(∂n)kZ lw|2 6 C
λ
(|u|Em,λ,T0 + |f |Em,λ,T0) 
On utilise le she´ma ite´ratif :
Huν+1 = F (t, x, uν) + f quand (t, x) ∈ ΩT0
Muν+1 = 0 quand (t, x) ∈ ΓT0
uν+1 = 0 quand t ∈ (0, T )
initialise´ par u0 := 0.
Soit R un re´el positif. Les deux lemmes suivants sont de´montre´s dans [9].
Lemme A.1 Il existe un re´el l > 0 tel que, pour tout λ > 1, si |u|∞ 6 R on a
|F (t, x, u)|Em,λ,T0 6 l|u|Em,λ,T0 .
Lemme A.2 Il existe un re´el c > 0 tel que, pour tout u dans Em,T0 , |u|∞ 6
cT0e
λT0 |u|Em,λ,T0 .
On conside`re λ tel que λλm l 6
1
2 , µ := 2|f |Em,λ,∞ et T0 tel que cT0eλT0 6 R.
Lemme A.3 La suite (uν)ν ve´rifie , pour tout ν ∈ N, |uν |∞ 6 R et |uν |Em,λ,T0 6
µ.
Preuve : on raisonne par re´currence. Si |uν |∞ 6 R et |uν |Em,λ,T0 6 µ alors par




(l|uν |Em,λ,T0 + |f |Em,λ,∞) 6 µ
d’ou` par le lemme A.2, |uν+1|∞ 6 cT0eλT0µ 6 R. 
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B Preuve de la proposition 3.3
Soit χ une fonction C∞ a` support dans ]−1, 1[ et telle que χ(x) = 1 si |x| 6 12 .
Soit (Mj)j∈N une suite de re´els positifs tels que, pour tout j, pour tout xn > 0
et tout m entier naturel tel que 0 6 m 6 j − 1,




Une telle suite peut eˆtre construite de la manie`re suivante : siM j−1 est construit,
on remarque que ∂mn (x
j





avec k + l = m 6 j − 1.
On a que χ(k)(Mjxn) = 0 si |xn| > 1Mj .







Si Mj > 1, on a donc, pour une constante cj ade´quate, pour tout xn > 0,




Il suffit ainsi de choisir Mj suffisamment grand. On de´finit, pour tout j entier
naturel, la fonction
bj(y, xn) := x
j
n.χ(Mjxn).bj(y).
Ces fonctions bj sont C





am,j(xn) := ||∂mn bj(., xn)||Hm(Rn−1).







est borne´e uniforme´ment sur Rn+ par une constante Cm. Scindant la somme selon










Or, pour tout j > m+ 1, on a, avec (66),
























∂knbj|xn=0 = bk 
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