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UNIQUE CONTINUATION FROM INFINITY IN
ASYMPTOTICALLY ANTI-DE SITTER SPACETIMES II:
NON-STATIC BOUNDARIES
GUSTAV HOLZEGEL AND ARICK SHAO
Abstract. We generalize our unique continuation results recently established
for a class of linear and nonlinear wave equations gφ + σφ = G(φ, ∂φ) on
asymptotically anti-de Sitter (aAdS) spacetimes to aAdS spacetimes admit-
ting non-static boundary metrics. The new Carleman estimates established
in this setting constitute an essential ingredient in proving unique continua-
tion results for the full nonlinear Einstein equations, which will be addressed in
forthcoming papers. Key to the proof is a new geometrically adapted construc-
tion of foliations of pseudoconvex hypersurfaces near the conformal boundary.
1. Introduction
In [12], we initiated the study of unique continuation properties of (n + 1)-
dimensional asymptotically anti-de Sitter (aAdS) spacetimes (M, g) by studying a
class of tensorial linear and non-linear Klein-Gordon equations,
gφ+ σφ = G (φ, ∂φ) ,(1.1)
in a portion of spacetime near the conformal boundary I, with σ ∈ R and suitable
assumptions on G (φ, ∂φ).
The spacetimes (M, g) considered in equation (1.1) encompassed a large class of
Lorentzian metrics, not necessarily Einstein-vacuum, including in particular non-
stationary spacetimes. The main restriction in [12] was the assumption that the
n-dimensional Lorentzian metric g˚ induced by g on the boundary I (after conformal
transformation) was static. In this paper, we will remove this assumption and
extend the unique continuation results of [12] to a class of metrics which are not
required to be static on the boundary.
Our main motivation originates from general relativity, where spacetimes with
non-static boundary metrics appear naturally by solving an initial boundary value
problem for the vacuum Einstein equations1
Ricg = −ng.(1.2)
Indeed, in dimension 3+1, Friedrich [8] constructed a large class of aAdS spacetimes
satisfying (1.2) for which the conformal class of the n-dimensional metric on the
boundary can be freely prescribed a priori. A particularly interesting case arises
from so-called dissipative boundary conditions. Here the resulting spacetime will
generally not only possess a non-static boundary metric but also exhibit a non-
trivial flux of gravitational radiation through its boundary. See also [11].
1For convenience, here and in the remainder of the paper, we normalize the Einstein-vacuum
equations Ricg − 12 Scg g + Λg = 0 by setting the cosmological constant to be Λ = −
n(n−1)
2
.
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2 GUSTAV HOLZEGEL AND ARICK SHAO
In view of the above, extending the Carleman estimates of [12] to spacetimes
with general (dynamical) boundary metrics, such as Friedrich’s spacetimes, ensures
that the class of metrics satisfying (1.2) for which a unique continuation property
holds agrees with the class of metrics that arises naturally from the forward initial
boundary value problem for (1.2). This is a prerequisite for proving unique contin-
uation results for the non-linear Einstein equations in a sensible class. We finally
remark that the class of spacetimes considered here is also natural in the context
of the AdS/CFT correspondence [14].
1.1. The Class of aAdS Spacetimes. We first give an informal definition of the
class of aAdS spacetimes to be considered. Unlike in [12], we will in this paper
exhibit these spacetimes in Fefferman–Graham (FG) coordinate systems near the
boundary. Such coordinates are well-adapted to the geometric problem at hand
and simplify many of the computations. We note that this does not constitute any
loss of generality; in Appendix A, we demonstrate how to transform a metric in the
coordinates used in [12] to a metric in FG form.
Specifically, we consider manifoldsM = (0, ρ∗)×(T−, T+)×S, with S an (n−1)-
dimensional Riemannian manifold, and with the local coordinates of S denoted
collectively by x. We will equip M with metrics of the form
g =
dρ2 + g(ρ)
ρ2
,(1.3)
where g is a family of Lorentzian metrics on the level sets of ρ with the expansion
g(ρ, t, x) = g˚(t, x) + ρ2g¯(t, x) + ρ3gˆ(t, x) + O(ρ3).(1.4)
Here g˚, g¯, and gˆ are tensors defined on the level sets of ρ whose components are
independent of the particular level set chosen.2
As is well-known [7, 9], if g satisfies (1.2) and n ≥ 3, then −g¯ coincides with the
Schouten tensor P˚ of g˚; see also Appendix B. Furthermore, in dimension n > 3,
the tensor gˆ is also locally determined by g˚, while for n = 3, gˆ is the “stress-energy
tensor” on the boundary, which is not determined by g˚ but by the full spacetime
Weyl tensor through the formula gˆab =
1
3∂ρ
(
ρ2Waρbρ
) |ρ=0, see [15, 3]. For example,
for Schwarzschild-AdS spacetimes in n = 3, one computes
g˚ = −dt2 + γ˜, g¯ = −1
2
(dt2 + γ˜), gˆ =
2
3
M(2dt2 + γ˜),
where γ˜ is the round metric on the unit sphere. For pure AdS spacetime, the above
identities hold, but with gˆ ≡ 0.
The metrics of interest in this paper are precisely those allowing for L∂t g˚ 6= 0,
while in [12], we assumed L∂t g˚ = 0. An important special case of this is Einstein-
vacuum metrics that are small perturbations of stationary aAdS spacetimes; in this
case, L∂t g˚ is expected to be small in a suitable norm; see [6] for examples. Another
interesting (explicit) example, which has received considerable attention in the high
energy physics community, is given by the Robinson-Trautman-AdS metrics [4, 5].
2Theorems 1.1 and 1.2 below only use (1.4) with the last two terms replaced by O(ρ3).
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1.2. Previous results. We turn to the unique continuation results for (1.1) on
segments (M, g) defined above. We first recall from [12] the quantities
β± =
n
2
±
√
n2
4
− σ(1.5)
associated with the mass σ in (1.1). Precise assumptions on the right hand side G
in (1.1) will be made below, e.g., in (1.11) and (1.13).3
We next define the local unique continuation property of the spacetime (M, g)
that can be established for solutions to (1.1). While the full definition is slightly
technical, see Definition 3.10, it essentially states that (M, g) satisfies the local
unique continuation property if any classical solution φ of (1.1) which satisfies4
(1.6)
{
|ρ−β+φ|+ |∇t,ρ,x(ρ−β++1φ)| → 0 if σ ≤ n2−14 ,
|ρ−(n+1)/2φ|+ |∇t,ρ,x(ρ−(n−1)/2φ)| → 0 if σ > n2−14
on the conformal boundary I = {ρ = 0} × (T−, T+) × S of (M, g), vanishes in an
open neighborhood of I.5
An important observation from [12], which demonstrates that the vanishing con-
ditions (1.6) are somewhat natural, is that if n
2
4 − 1 < σ < n
2
4 in (1.1), then any
classical solution φ of (1.1) in (M, g) which satisfies both Dirichlet and Neumann
boundary conditions at I also satisfies (1.6).6
The key uniqueness theorem of [12] can now be rephrased in the Fefferman–
Graham coordinates introduced above as:
Theorem 1.1 (Theorem 1.3 and Theorem 4.2 of [12]). Let
(M := (0, ρ∗)× (0, Tpi)× S, g)
be an aAdS spacetime segment whose boundary data g˚ and g¯ satisfy that g˚ is static
on I (i.e., L∂t g˚ = 0), as well as the following pseudoconvexity condition:
(1.7) − g¯− 1
T 2
dt2 − ζg˚ positive-definite on I for some bounded ζ ∈ C∞(I).
Then, the local unique continuation property holds on (M, g) for (1.1), provided
G(φ, ∂φ) satisfies the estimate
|G(φ, ∂φ)|2 ≤ Cρp(ρ4|∇t,ρ,xφ|2 + ρ2p|φ|2)(1.8)
in (M, g) for some p > 0 and some constant C > 0.
Remark. The vanishing assumptions on φ in (1.6) are optimal when σ ≤ n2−14 .
On the other hand, when σ > n
2−1
4 , it is not known whether the vanishing condition
(1.6) is sharp. See the introduction of [12] for additional discussions.
3From the point of view of decay near the boundary, these assumptions will allow us to treat
G as a perturbation of the linear Klein-Gordon operator on the left hand side.
4In the case that the cross-sections S are not compact, we also assume φ to have compact
support on each copy of S; see Definition 3.10 for details.
5The proper Definition 3.10 stipulates slightly weaker vanishing conditions in L2. Furthermore,
the vanishing condition for ∇xφ in (1.6) is in fact not necessary and is replaced in Definition 3.10
by a weaker finite integral condition (which is a consequence of finite energy).
6Recall that only for the aforementioned σ-range does one have the freedom of specifying
boundary conditions for the forward boundary initial value problem. See the discussion in [12].
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Figure 1. Illustration of the refocusing of null geodesics (left) and
the pseudoconvex foliation (right) in pure AdS.
We remark that for (M, g) being a segment of the exact AdS spacetime with
cosmological constant Λ = −n(n−1)2 , any T > 1 will guarantee that condition (1.7)
holds, while the condition does not hold if T ≤ 1. The borderline case T = 1 (i.e.,
the segment having time length 1 ·pi) corresponds precisely to the (re)focusing time
of null geodesics emanating from the boundary; see Figure 1. As explained in [12],
in view of the counterexamples of [2], this restriction T ≥ 1 on the timespan is
expected to be necessary in general; see also Theorem 1.3 below.
More generally, one sees that if g in Theorem 1.1 is Einstein-vacuum, then a
boundary metric g˚ with positive Schouten tensor P˚ = −g¯ implies condition (1.7)
for large enough T , the optimal T being closely related to the refocusing time of
null geodesics near the boundary. See Appendix B for quantitative statements.
One of the key difficulties in proving Theorem 1.1 derives from the fact that the
conformal boundary is zero-pseudoconvex, that is, I is ruled by null geodesics.7 As
a result, standard unique continuation results fail there, hence one must consider
much more carefully the spacetime geometry near I.
The proof in [12] constructed a foliation of the spacetime segment by pseudo-
convex hypersurfaces near I, whose existence in turn depended crucially on the
time-length of the segment and eventually led to condition (1.7). From the folia-
tion (depicted schematically for pure AdS in Figure 1), we deduced after suitable
renormalization a Carleman estimate which implied the unique continuation prop-
erty stated in Theorem 1.1. We also emphasize that, with applications to general
relativity in mind, we actually proved both the Carleman estimates and the unique-
ness theorems for a class of tensorial wave equations in [12].
1.3. The main result. We turn to the main result of this paper, which generalizes
Theorem 1.1 by removing the staticity assumption L∂t g˚ = 0 and replacing condition
(1.7) appropriately. As in [12], the main technical difficulty is to define a foliation of
pseudoconvex timelike hypersurfaces near the boundary for this class of spacetimes.
This requires a new idea, because, as it turns out, even if the L∂t g˚ 6= 0 is small,
the extra terms arising from L∂t g˚ cannot be treated perturbatively: pseudoconvex
hypersurfaces defined for a spacetime satisfying L∂t g˚ = 0 will in general cease to
be pseudoconvex if the metric is perturbed such that L∂t g˚ 6= 0.
7Technically speaking, both pseudoconvexity and zero-pseudoconvexity are properties of hy-
persurfaces within an ambient spacetime. However, both notions are conformally invariant, hence
it is sensible to apply them to the conformal boundary I.
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We resolve this problem by starting from a general ansatz for the level sets of
the foliation, which eventually connects pseudoconvexity of the level sets to the
existence of particular solutions to an ordinary differential inequality (ODI), whose
coefficients depend on L∂t g˚. Very schematically, in the boundary-static case, this
ODI is simply a harmonic oscillator-type ODI. In the dynamic case, one is instead
led to a damped harmonic oscillator, with the damping term determined by L∂t g˚.8
Once the foliation has been defined, the proof of the Carleman estimate and
the uniqueness statements proceed as in [12] apart from minor technical difficulties
which will be discussed in the bulk of the paper. This leads to the following rough
version of our main result; see Section 3 for the precise statement.
Theorem 1.2. Let (M := (0, ρ∗)× (0, Tpi)× S, g) be an aAdS spacetime segment
whose boundary data9 g˚ = −dt2 + γAB (t, x) dxAdxB and g¯ satisfy the following:
• ξ > 0 is such that for any vector field Y on I tangent to S,
(1.9) |L∂tγ(Y, Y )| ≤ ξ · γ(Y, Y ).
• There is some bounded ζ ∈ C∞(I) such that
(1.10) − g¯− 1
τ2
dt2 − ζg˚ is positive-definite on I,
where τ > T is a constant that is defined in terms of T and ξ.
Then the local unique continuation property holds on (M, g) for (1.1), provided G
satisfies for some p > 0 and C > 0 the estimate
(1.11) |G(φ, ∂φ)|2 ≤ Cρp(ρ4|∇t,ρ,xφ|2 + ρ2p|φ|2).
We remark that there is a simple explicit formula for τ ; see (2.28) and (3.5).
One can also check that for small perturbations of the pure AdS boundary, i.e. for
L∂t g˚ small and g¯, g˚ close to their pure AdS values, there is a T > 1 close to 1 (the
closeness depending on the size of the perturbation) which ensures that conditions
(1.9) and (1.10) are indeed satisfied; see Section 3.1.3.
Remark. We remark here that in both Theorems 1.1 and 1.2, we are always con-
sidering an aAdS spacetime with a fixed conformal compactification, i.e., g˚ is fixed.
On the other hand, there is a residual gauge freedom corresponding to a redefinition
of the boundary defining function ρ that keeps the metric in Fefferman–Graham
form. Under this transformation, g˚ changes by a conformal factor, and g¯ has the
transformation properties of a Schouten tensor. In particular, it is possible for
(1.9), (1.10) to hold with respect to one conformal compactification but not another.
However, once both (1.9) and (1.10) hold for a particular conformal compactifi-
cation, one can find a foliation of pseudconvex hypersurfaces near the boundary,
which is a gauge-independent geometric statement.
8As in the boundary-static case, one can actually relate the resulting ODI to (approximate) null
geodesics on these spacetimes. More precisely, the geodesic equation for the ρ-variable, expressed
with respect to the time coordinate t, will be (approximately) a damped harmonic oscillator with
frequency determined by g¯ and damping determined by L∂t g˚.
9Note the specific form of g˚ here amounts to both an implicit geometric assumption and an
implicit choice of gauge. For more details on this, see the remark below Definition 2.6.
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1.4. The borderline case. The slightly more geometric approach taken in this
paper also reveals an interesting new result for the special case of static boundaries
addressing the “borderline case” T = 1 discussed below Theorem 1.1:
Theorem 1.3. Let (M = (0, ρ∗) × (0, pi) × S, g) be an aAdS spacetime segment,
assume the boundary data satisfies g˚ = −dt2 + γ˜ and g¯ = − 12 (dt2 + γ˜), where γ˜
denotes the round metric on the unit sphere, and suppose gˆ satisfies the following
pseudoconvexity condition:
−gˆ− ζg˚ is positive-definite for some bounded ζ ∈ C∞(I).(1.12)
Then the unique continuation property holds on (M, g) for (1.1), provided G satis-
fies for some p > 0 and C > 0 the estimate
(1.13) |G(φ, ∂φ)|2 ≤ Cρp(ρ5|∇t,ρ,xφ|2 + ρ2p|φ|2).
Note that unlike (1.7), the pseudoconvexity condition (1.12) involves gˆ of the
expansion (1.4). Observe also that the condition (1.13) on G is more stringent
than (1.11). This is because the pseudoconvexity of the foliation degenerates faster
toward the conformal boundary in Theorem 1.3 than in Theorem 1.2. The proof
of Theorem 1.3 logically proceeds along the same lines as the one of Theorem 1.2
but requires a significant refinement of the foliation used in [12] to exploit the
higher-order pseudoconvexity.
Note that if gˆ is negative-definite, then the pseudoconvexity condition holds with
ζ = 0. In particular, a patch of the (3 + 1)-dimensional AdS-Schwarzschild space-
time with negative mass provides a simple example of a spacetime satisfying the
assumptions of Theorem 1.3. This should be compared with the asymptotically flat
case (Λ = 0), where positive mass ensures a foliation of pseudoconvex hypersurfaces
near spacelike infinity; see [1].
1.5. Overview. We have written the paper to be essentially self-contained, al-
though [12] contains more extensive explanations of the basic concepts and compu-
tations. We also refer the reader to [12] for a more exhaustive list of references and
some historical background on unique continuation problems in geometric settings.
In Section 2, we define the manifolds and their differentiable structures, as well as
the class of aAdS metrics considered on these manifolds. Appendix A relates this
class to the class considered in [12]. Section 3 contains the precise statements and
proofs of our main results: the pseudoconvexity criterion, the Carleman estimate,
and the unique continuation result. In Section 4, we carry out the analogous process
in the static borderline case relevant for Theorem 1.3 only. Finally, in Appendix
B, we collect a geometric interpretation of the result and some applications in the
case of Einstein-vacuum metrics with static boundary metrics.
1.6. Acknowledgement. The authors thank Claude Warnick for helpful discus-
sions and sharing his notes [15] on the Fefferman-Graham expansions. Both authors
acknowledge support through a grant from the European Research Council. Finally,
we thank two anonymous referees for very useful comments leading to several im-
provements of the paper.
2. Asymptotically AdS Spacetimes
In this section, we construct the class of asymptotically Anti-de Sitter spacetimes
that we will treat in our main results. Informally, we will consider spacetimes whose
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metrics near infinity are of the form
g = [r−2 + r−4g¯ρρ +O(r−5)]dr2 +O(r−3) · drdt+O(r−3) · drdxA(2.1)
+ [−r2 + g¯tt +O(r−1)]dt2 + [g¯tA +O(r−1)]dtdxA
+ [r2g˚AB + g¯AB +O(r−1)]dxAdxB .
These include AdS spacetime and, when n ≥ 3, Schwarzschild-AdS and Kerr-AdS
spacetimes [10]. A precise description of these spacetimes, in particular the specific
coordinates and nature of the “O(rk)”-error terms, will be given below.
In contrast to [12], here we opt to express (2.1) in a Fefferman–Graham gauge.
Roughly, these are asymptotic expansions of the form
g = ρ−2dρ2 + [−ρ−2 + g¯tt +O(ρ)]dt2 + [g¯tA +O(ρ)]dtdxA(2.2)
+ [ρ−2g˚AB + g¯AB +O(ρ)]dxAdxB .
We stress that any expansion of the form (2.1) can be reduced to one of the form
(2.2) via a gauge transformation (toward Fermi-type coordinates); this will be
demonstrated in detail in Appendix A.
Furthermore, we review the notions of horizontal and mixed tensor fields, in-
troduced in [12], that we will use for our main results. This will also be useful in
future works, when we apply these results to tensorial quantities present within the
Einstein equations. Finally, we conclude by computing asymptotic expansions for
various geometric quantities and by introducing the function f , whose level sets
will later (under additional assumptions on g˚ and g¯) be shown to be pseudoconvex.
2.1. Construction of the Spacetimes. In this subsection, we define precisely the
class of aAdS spacetimes we will consider throughout this paper. The process is a
bit more elaborate than in [12], due to the need to include non-static boundaries.
2.1.1. Preliminaries. The first step is to prescribe the spacetime topology. This is
done by specifying the topology of its AdS-type boundary at infinity.
Definition 2.1. We define the following manifolds:
• Boundary cross-section: Let S be an (n−1)-dimensional complete manifold.
• AdS-type boundary: Fix T− < T+, and let I := (T−, T+)× S.
• aAdS spacetime: Let ρ∗ > 0, and let M := (0, ρ∗)× I.
Also, we let ρ denote the coordinate on M for the (0, ρ∗)-component, and we let t
denote the coordinate on both M and I for the (T−, T+)-component.
Like in [12], we avoid employing a fully geometrically invariant approach, in that
we specify most of our asymptotic assumptions in terms of coordinates.
Definition 2.2. Let ϕ = (x1, . . . , xn−1) denote a coordinate system on S.
• Let ϕt := (t, x1, . . . , xn−1) denote the coordinates on I obtained by trans-
porting ϕ-coordinates along the t-component and appending t.
• Let ϕρ,t := (ρ, t, x1, . . . , xn−1) be the coordinates on M obtained by trans-
porting the ϕ-coordinates along the (ρ, t)-components and appending (ρ, t).
Note that the coordinate vector fields ∂t arising from the above transported
coordinate systems define a global vector field on both I and M. Similarly, the
coordinate vector fields ∂ρ define a global vector field on M.
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Definition 2.3. Let ϕ be a coordinate system on S. From now on, we adopt the
following coordinate and indexing conventions:
• We use upper-case Latin indices A,B, . . . to denote ϕ-coordinate compo-
nents. Similarly, we use xA, xB , . . . to refer to ϕ-coordinate functions.
• We use lower-case Latin indices a, b, . . . to denote ϕt-coordinate compo-
nents. Similarly, we use xa, xb, . . . to refer to ϕt-coordinate functions.
• We use lower-case Greek indices α, β, . . . to denote ϕρ,t-coordinate compo-
nents. Similarly, we use xα, xβ , . . . to refer to ϕρ,t-coordinate functions.
Next, we define the asymptotic properties of the error terms we will encounter.
As mentioned before, the condition here is stronger than that found in [12].
Definition 2.4. Consider a smooth spacetime (M, g), whereM is as in Definition
2.1. Let ζ ∈ C(M), and let ϕ denote a coordinate system on S. We use the
symbol Oϕ(ζ) to denote a smooth function u on an appropriate open subset of M
(depending on context) such that we have the family of bounds
(2.3) |∂kρ∂xa1 . . . ∂xamu| .g,k,m,u ρ−kζ, for all k,m ≥ 0,
where the xai ’s refer to any of the coordinates in ϕρ,t except for ρ.
When ϕ is clear from context, we omit it from notation and write O(ζ).
2.1.2. Admissible Spacetimes. We can now define our class of aAdS spacetimes:
Definition 2.5. Let g be a smooth Lorentzian metric on M. We say that (M, g)
is an admissible aAdS segment iff the following conditions hold:
(1) There exist symmetric covariant 2-tensors g˚, g¯, E on M, with g˚ and g¯
independent of ρ, such that g can be expressed as
(2.4) g = ρ−2 [˚g + ρ2g¯ + ρ3E].
(2) g˚ and g¯ have the forms
(2.5) g˚ = dρ2 − dt2 + γ, g¯ = ς · dρ2 + g¯,
where ς ∈ C∞(I), where γ and g¯ are symmetric covariant 2-tensors on I,
and where γ has no components in the t-direction (but can depend on t).
(3) There exists a finite family Ξ of coordinate systems on S covering all of S,
such that for any ϕ ∈ Ξ, the components with respect to the ϕρ,t-coordinates
of g˚, g¯, E, and the metric dual g˚−1 of g˚ satisfy10
(2.6) g˚αβ = Oϕ(1), g˚αβ = Oϕ(1), g¯αβ = Oϕ(1), Eαβ = Oϕ(1).
We call this Ξ a bounded family of coordinates on (M, g).
Definition 2.6. In the context of Definition 2.5, we refer to the Lorentzian mani-
fold (I, g˚), where g˚ := −dt2 +γ is the restriction of g˚ to the I-tangent directions, as
the induced AdS-type boundary. Furthermore, we will occasionally slightly abuse
notation and use I to refer to this conformal boundary {ρ = 0} of (M, g).
Suppose (M, g) is such an admissible aAdS segment, on which Ξ is a bounded
family of coordinates. Then, the conditions (2.4)–(2.6) can be stated less formally
in the following coordinate representation: with respect to any ϕ ∈ Ξ,
ρ2g = (1 + ρ2g¯ρρ)dρ
2 + (−dt2 + g˚ABdxAdxB + ρ2g¯abdxadxb)(2.7)
10Since g˚ and g¯ are independent of ρ, condition (2.6) simply implies that all xa-coordinate
derivatives of their components are bounded on I.
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+Oϕ(ρ3) · dxαdxβ .
Letting r := ρ−1, then (2.7) takes the more familiar form (2.1).
The spacetimes described in Definition 2.5 resemble those in [12, Definition 2.6],
but with the following specific differences:
(1) We apply a more restrictive prescription of “Oϕ” error terms: unlike in
[12], xa-derivatives do not lose powers of ρ. Although this is strictly more
stringent than before, the condition is more natural and is necessary in
order to convert (2.7) to Fefferman–Graham form; see below.
(2) On the other hand, because of (1), the metric expansion here (see (2.5),
(2.7)) is allowed to be more general than was prescribed in [12, Definition
2.6], in which g¯ρρ ≡ −1.
(3) We now allow for the boundary metric g˚ to be time-dependent.
Remark. We note the conditions g˚tt ≡ −1 and g˚tA ≡ 0 in (2.5) contain an im-
plicit semi-global geometric assumption. In particular, (2.5) can be locally forced by
defining t as the affine parameters of a family of normal timelike geodesics ema-
nating from a cross-section of I. What is nontrivially assumed, though, is that the
foliation defined by this special t remains globally regular on all of I.
The assumptions (2.5) serve to simplify computations and the construction of
the pseudoconvex hypersurfaces in Section 2.4. It is not clear to us at the moment
whether the main result holds without this assumption.
Remark. We also remark that this semi-global regularity condition mentioned
above is gauge-dependent. More specifically, this condition is not necessarily pre-
served by a conformal transformation of g˚ (arising from a change of the spacetime
coordinate ρ), as described in the remark below Theorem 1.2.
Remark. In fact, the finiteness of Ξ in Definition 2.5 is not strictly necessary.
However, if Ξ is to be infinite, then we must also assume that the constants associ-
ated with all the “Oϕ(1)’s” in (2.6) are independent of ϕ. For clarity and simplicity,
we assume finite Ξ, since this is satisfied by all aAdS spacetimes of interest.
Finally, we fix the following notations:
Definition 2.7. Let ∇ denote the Levi-Civita connection associated with g, and let
/∇ denote the induced connections on the level sets of (ρ, t), i.e., the copies of S.
2.1.3. Fefferman–Graham Spacetimes. By applying an appropriate change of co-
ordinates, we can convert an admissible aAdS segment into “Fefferman-Graham
form”, for which all the information in g resides in the I-tangent directions; see
[7]. This is described in detail in Appendix A. Our analysis therefore reduces to
admissible Fefferman–Graham-aAdS segments, which we define as follows:
Definition 2.8. We say that (M, g) is an admissible Fefferman–Graham-aAdS
( FG-aAdS) segment iff the following conditions hold:
(1) (M, g) is an admissible aAdS segment, as in Definition 2.5.
(2) Both g¯ and E only contain components tangent to the level sets of ρ.
Moreover, for such an admissible FG-aAdS segment (M, g), we let g˚ and g¯ denote
the restrictions of g˚ and g¯, respectively, to the I-tangent directions.
The main content of Definition 2.8 is the less formal but more intuitive coor-
dinate expansion (2.2). Indeed, from (2.7) and Definition 2.8, we observe for an
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admissible FG-aAdS segment (M, g): for any ϕ ∈ Ξ, where Ξ is a bounded fam-
ily of coordinates on (M, g), one has the expansion (2.2) for g. Through most of
this paper, we will work directly with the representation (2.2), with the implicit
understanding that the precise descriptions are as in Definitions 2.5 and 2.8.
For example, by a change of the ρ-variable, one can express AdS spacetime as
an FG-aAdS segment. In terms of our current notations, we then have
(2.8) g˚ = −dt2 + γ˜, g¯ = −1
2
(dt2 + γ˜),
where γ˜ denotes the canonical metric on the unit sphere Sn−1. More generally, by
employing an appropriate change of variables [10], one can show that any Kerr-AdS
spacetime with n ≥ 3 also has the expansion (2.8).
2.2. Horizontal Tensor Fields. Assume, as detailed in Definition 2.8, an admis-
sible FG-aAdS spacetime segment (M, g). The other half of the formalism we will
require in this article is the notion of horizontal and mixed tensor fields onM. By
“horizontal fields”, we refer to fields on M which are tensor fields on each level
set of (ρ, t), i.e., each copy of S. By “mixed fields”, we refer to fields which are
combinations of standard and horizontal tensor fields.
We will adopt the same definitions and notations as [12]. We briefly review these
below; for more details, see [12, Sect. 2.4].
2.2.1. Horizontal and Mixed Fields. The main objects of interest are as follows:
• We denote by TµλM the usual (µ, λ)-tensor bundle over M, consisting of
all tensors at all points of M of rank (µ, λ). The space of smooth sections
of TµλM—the tensor fields of rank (µ, λ)—are denoted ΓTµλM.
• We denote by Tml M the (S-)horizontal bundle overM, containing all ten-
sors of rank (m, l) on each level set of (ρ, t) in M (i.e., all horizontal ten-
sors). We let ΓTml M denote the space of smooth sections of TµλM, i.e.,
the horizontal tensor fields of rank (m, l).
• We generalize and unify the above by defining the mixed bundles as
(2.9) Tµλ T
m
l M := TµλM⊗ Tml M.
Similarly, we let ΓTµλ T
m
l M denote the corresponding space of smooth sec-
tions of Tµλ T
m
l M, i.e., the mixed tensor fields.
Recall that by duality, we can consider any A ∈ ΓTµλ Tml M as a C∞(M)-multilinear
map on the appropriate number of standard and horizontal vector fields and 1-
forms. Moreover, note in particular that ΓT 00M = ΓT 00M = C∞(M).
2.2.2. Connection and Curvature. Next, recall that the Levi-Civita connection ∇
on (M, g) induces a bundle connection ∇ on any TµλM. These connections in turn
induce horizontal connections /∇ on the Tml M by projecting to the level sets of
(ρ, t). The connections ∇ and /∇ can then be canonically combined to obtain mixed
connections—also denoted ∇ here—on the Tµλ Tml M’s.
For practical purposes, the main properties of mixed connections are as follows:
• ∇ annihilates both g and the restrictions γ of g to the level sets of (ρ, t)
(both of which can be considered as mixed tensor fields).
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• Given a fully covariant mixed tensor field A ∈ ΓT 0λT 0lM and a vector field
X ∈ ΓT 10M, then ∇XA can be characterized by its actions on vector fields:
if Z1, . . . , Zλ ∈ ΓT 10M, and if Y1, . . . , Yl ∈ ΓT 1M, then
∇XA(Z1, . . . , Zλ;Y1, . . . , Yl) = X[A(Z1, . . . , Zλ;Y1, . . . , Yl)
−A(∇XZ1, . . . , Zλ;Y1, . . . , Yl)− . . .
−A(Z1, . . . ,∇XZλ;Y1, . . . , Yl)
−A(Z1, . . . , Zλ; /∇XY1, . . . , Yl)− . . .
−A(Z1, . . . , Zλ;Y1, . . . , /∇XYl).
(2.10)
For more details on the basic definitions, see [12, Sect. 2.4.1].
Finally, given any A ∈ ΓTµλ Tml M:
• We define its mixed covariant differential ∇A ∈ ΓTµλ+1Tml M to be the
mixed tensor field mapping a vector field X to ∇XA.
• In particular, we can make sense of A ∈ ΓTµλ Tml M as the g-trace of ∇2A,
with the trace being applied to the two ∇2-components.
• The mixed curvature is defined as follows: given X,Y ∈ ΓT 10M, we set
(2.11) RA ∈ ΓTµλ+2Tml M, RXY [A] := ∇2XYA−∇2Y XA.
From (2.10) and direct computations, we obtain the following identity:
Proposition 2.9. Let φ ∈ ΓT 0lM. Then, given any spacetime vector fields X,Y
and horizontal vector fields Z1, . . . , Zl, we have:
RXY φ(Z1, . . . , Zl) = −φ( /∇X( /∇Y Z1)− /∇Y ( /∇XZ1)− /∇[X,Y ]Z1, . . . , Zl)
− . . .
− φ(Z1, . . . , /∇X( /∇Y Zl)− /∇Y ( /∇XZl)− /∇[X,Y ]Zl).
(2.12)
In particular, if both X and Y are also horizontal, then (2.12) reduces to the usual
Riemann curvature operator on the level sets of (ρ, t).
2.2.3. Index Conventions. We will use capital Latin letters to denote horizontal
multi-indices, i.e., zero or more horizontal indices. Repeated indices represent sum-
mations over all individual indices.
Furthermore, for horizontal tensors, we let | · | denote the pointwise tensor norm:
(2.13) |φ|2 := φIφI .
Note that the above notational conventions also cover the purely scalar case, in
which all multi-indices can essentially be ignored.
2.3. Asymptotic Expansions. Again, we assume an admissible FG-aAdS space-
time segment (M, g). In this subsection, we compute asymptotic expansions asso-
ciated with various geometric quantities on M.
Here, and in the remainder of this paper, we assume a bounded family Ξ of
coordinates on (M, g), as in Definition 2.5. Throughout, when we write O(ζ) (see
Definition 2.4), we will implicitly assume this to be with respect to some ϕ ∈ Ξ.
12 GUSTAV HOLZEGEL AND ARICK SHAO
2.3.1. Metric and Christoffel Symbol Expansions. First, we list the asymptotics of
the metric and its corresponding Christoffel symbols.
Proposition 2.10. With respect to any ϕ ∈ Ξ, the following hold:
• The components of g satisfy
(2.14) gρρ = ρ
−2, gρa = 0, gab = ρ−2g˚ab + g¯ab +O(ρ).
In particular,
(2.15) gtt = −ρ−2 + g¯tt +O(ρ), gtA = g¯tA +O(ρ).
• The dual of g satisfies
(2.16) gρρ = ρ2, gρa = 0, gab = ρ2g˚ab − ρ4g˚acg˚bdg¯cd +O(ρ5).
In particular,
(2.17) gtt = −ρ2 − ρ4g¯tt +O(ρ5), gtA = ρ4g˚AB g¯tB +O(ρ5).
• The Christoffel symbols with respect to these coordinates satisfy
Γρρρ = −ρ−1, Γρρa = 0,(2.18)
Γρab = ρ
−1g˚ab +O(ρ2), Γaρρ = 0,
Γaρb = −ρ−1δab + ρ˚gacg¯cb +O(ρ2), Γabc = Γ˚abc +O(ρ2),
where Γ˚abc denotes the corresponding Christoffel symbol associated with g˚.
In addition, when Γabc contains a t-component, we have:
11
(2.19) Γtab =
1
2
∂t˚gab +O(ρ2), Γatb =
1
2
g˚ac∂t˚gcb +O(ρ2).
2.3.2. Curvature Coefficients. We will also need to compute the asymptotics for
the mixed curvature operator R defined in (2.11).
Proposition 2.11. Let φ ∈ ΓT 0lM. Then, with respect to any ϕ ∈ Ξ, we have
(2.20) |Rρaφ| .g,l ρ|φ|, |Rabφ| .g,l |φ|.
Proof. The computations are analogous to those found in [12]; however, since (2.20)
contains some nonstandard definitions involving mixed tensor fields, we give some
details for the reader’s convenience.
First, using that /∇α∂A is the orthogonal projection of ∇α∂A to the (ρ, t)-level
sets, along with the asymptotic identities in Proposition 2.10, we obtain
(2.21) /∇α∂A = ΓBαA∂B +
n−1∑
B=1
O(ρ2) · ∂B .
Differentiating (2.21) and then applying (2.21) yields the identity
/∇α( /∇β∂A)− /∇β( /∇α∂A) = ∂αΓBβA∂B − ∂βΓBαA∂B + ΓBβAΓCαB∂C(2.22)
− ΓBαAΓCβB∂C +
n−1∑
C=1
O(ρ) · ∂C .
Since (2.18) implies
(2.23) ∂ρΓ
B
aA − ∂aΓBρA = O(ρ), ΓBaAΓCρB − ΓBρAΓCaB = O(ρ),
11The presence of the (leading-order) quantity ∂t˚g in (2.19) is a fundamental difference between
the current setting and that of [12].
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then combining (2.21) and (2.23) yields the first part of (2.20). Similarly, since
(2.24) ∂aΓ
B
bA − ∂bΓBaA = O(1), ΓBbAΓCaB − ΓBaAΓCbB = O(1),
by (2.18), then (2.21) and (2.24) implies the second part of (2.20). 
2.4. The f-Foliation. As before, let (M, g) be an admissible FG-aAdS segment,
see Definitions 2.1 and 2.8. Moreover, we now normalize the time interval as
(2.25) 0 = T− < t < T+ = piT .
Analogous to [12], we construct a function on M whose level sets will, under
additional assumptions (see Definition 3.2), be shown to be pseudoconvex near the
conformal boundary I. For this purpose, we define the following:
Definition 2.12. Fix a constant ξ ≥ 0. We then define f := fT,ξ :M→ R by
f(ρ, t, xA) =
ρ
η(t)
,(2.26)
where η : [0, piT ]→ R satisfies:
(2.27) η(t) :=
exp
(
ξ
4 t
)
sin(µt) t ∈ [0, piT2 ) ,
exp
(
ξ
4 (piT − t)
)
sin(µ(piT − t)) t ∈ [piT2 , piT ] .
Here, µ is the unique constant satisfying
(2.28) T =
2
µ
− 2
µpi
arctan
(
4µ
ξ
)
,
1
T
≤ µ < 2
T
.
Note that the level sets of f foliate a neighborhood of I in M. This specific
choice of η will be justified in the proof of Theorem 3.3. For now, observe:
• η ∈ C2[0, piT ], and η is smooth on [0, piT2 ) and (piT2 , piT ].• η is strictly positive on (0, piT ), and η(0) = η(piT ) = 0.
• η = O(1) on each of the intervals (0, piT2 ) and (piT2 , piT ).
Remark. Compared to the f employed in [12], the new element here is the param-
eter ξ, which will be used to compensate for the non-static boundary. By choosing
ξ = 0, we recover precisely the corresponding function f used in [12].12
A technical issue here that was not encountered in [12] is that f fails to be
smooth. (In particular, f fails to be C3 atM∩{t = piT2 }.) Thus, we often restrict
attention to regions in which all objects are smooth:
Definition 2.13. We define the following regions,
(2.29) M− :=M∩
{
t <
piT
2
}
, M+ :=M∩
{
t >
piT
2
}
,
Furthermore, similar to [12], in our main Carleman estimate, it will often be
convenient to work not with the gradient of f , but with the following:
Definition 2.14. Let ∇]f denote the g-gradient of f ,
(2.30) ∇]f := gαβ∇αf · ∂β,
and let S denote the following rescaling of ∇]f :
(2.31) S := fn−3∇]f .
12In this case, η(t) = sin(T−1t), and hence f is in fact everywhere smooth.
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2.4.1. Asymptotic Expansions. The next step is to compute asymptotic properties
for f . For this, it will be convenient to introduce a weaker notion (than the O of
Definition 2.4) of asymptotic error terms, i.e., the notion of asymptotics errors used
throughout our previous paper [12]:
Definition 2.15. Let ζ ∈ C(M). We use O0(ζ) to denote any function u on an
appropriate open subset of M+ ∪M− such that we have the family of bounds
(2.32) |∂xα1 . . . ∂xαmu| .g,m,u ρ−mζ, m ≥ 0,
where the xαi ’s refer to any of the (spacetime) coordinates used in Definition 2.8.
Remark. The main reason for introducing the above is that while f 6= O(f), we
have f = O0(f), which allows for easier bookkeeping of error terms.
The subsequent proposition lists some basic asymptotic properties of f :
Proposition 2.16. Let f , η be as in Definition 2.12. Then, the gradient of f
satisfies
∇]f = fρ∂ρ + η′f2[ρ+O(ρ3)]∂t + η′f2 ·
n−1∑
A=1
O(ρ3) · ∂xA ,(2.33)
∇αf∇αf = f2[1− (η′)2f2 + (η′)2f2 · O(ρ2)]
= f2 +O0(f4).
In addition, f satisfies
(2.34) f = −(n− 1)f +O0(f3).
Proof. The first step is to compute derivatives of f :
∂ρf = fρ
−1, ∂tf = −η′f2ρ−1,(2.35)
∂2ρρf = 0, ∂
2
ρtf = −η′f2ρ−2, ∂2ttf = −f2ρ−2[η′′ρ− 2(η′)2f ].(2.36)
Both equations in (2.33) follow from (2.16), (2.17), and (2.35). Next, from (2.18),
(2.19), and (2.36), we obtain expansions for components of ∇2f :
∇ρρf = fρ−2,(2.37)
∇ρtf = −η′f2ρ−2[2 + ρ2g¯tt +O(ρ3)],
∇ttf = fρ−2[1− η′′fρ+ 2(η′)2f2 +O(ρ3) + η′f · O(ρ3)],
∇ABf = −fρ−2 [˚gAB +O(ρ3)] + 1
2
η′f2ρ−2[ρ∂t˚gAB +O(ρ3)],
∇ρAf = −η′f2ρ−2[ρ2g¯tA +O(ρ3)],
∇tAf = fρ−2 · O(ρ3) + η′f2ρ−2 · O(ρ3).
The final identity (2.34) now follows from (2.16), (2.17), and (2.37). 
Corollary 2.17. S satisfies the following asymptotic properties:
(2.38) ∇αSα = −2fn−2 +O0(fn), SαSα = f2n−4 +O0(f2n−2).
As in [12], the O0-classes satisfy systematic derivative properties:
Proposition 2.18. Let ζ ∈ C(M), and suppose u = O0(ζ) is smooth. Then,
(2.39) u = O0(ζ), ∇αf∇αu = O0(fζ).
Proof. These are consequences of Proposition 2.10 and (2.33). 
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2.4.2. Adapted frames. Similar to [12], we define a collection of orthonormal frames
adapted to the foliation by the level sets of f :
Definition 2.19. We define local frames (N,V,E1, . . . , En−1) as follows:13
• Let (E1, . . . , En−1) denote local orthonormal frames on the level sets of
(ρ, t). Note that by (2.14), these frames can be chosen such that
(2.40) EX := ρE
A
X∂A, E
A
X = O(1).
• Let N denote the inward-pointing unit normal to level sets of f :
(2.41) N := |∇αf∇αf |− 12∇]f .
• The final (future, timelike) frame component is then given by:
V := |g(V˜ , V˜ )|− 12 V˜ ,(2.42)
V˜ := ∂t + η
′f∂ρ −
n−1∑
X=1
g(∂t + η
′f∂ρ, EX) · EX .
Direct computations using (2.14) and (2.33) then yield the following:
Proposition 2.20. The frames (N,V,EX) in (2.40)-(2.42) are orthonormal. Also:
• N and V have asymptotic expansions
N = [1− (η′)2f2 +O0(f2ρ2)]− 12
[
ρ∂ρ + η
′fρ∂t +
∑
a
O0(fρ3) · ∂a
]
,(2.43)
V = [1− (η′)2f2 − g¯ttρ2 +O0(ρ3)]− 12
·
{
ρ∂t + η
′fρ∂ρ − ρ3EAXEBX g¯tA∂B +
∑
B
O0(ρ4) · ∂B
}
.
• Furthermore, for f g 1, the following inversion formulas hold:
[1− (η′)2f2] 12 ρ∂ρ = [1 +O0(ρ2)]N − [η′f +O0(ρ2)]V +
n−1∑
X=1
O0(ρ2) · EX ,(2.44)
[1− (η′)2f2] 12 ρ∂t = [1 +O0(ρ2)]V − [η′f +O0(ρ2)]N +
n−1∑
X=1
O0(ρ2) · EX .
We will also require the following curvature bounds involving the above frames:
Proposition 2.21. Let φ ∈ ΓT 0lM. Then, with (N,V,EX) as in (2.40)-(2.42),
(2.45) |RNV φ| .g,l ρ3|φ|, |RNEXφ| .g,l fρ2|φ|.
Proof. This follows from using (2.20) along with (2.40) and (2.43). 
13V here corresponds to the vector field “T” in [12].
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3. The Main Results
We are now prepared to state and prove the main results of this paper:
• In Section 3.1, we define the pseudoconvexity criterion, Definition 3.2, which
are assumptions on g˚ and g¯ (i.e., quantities on I). We also show in Theo-
rem 3.3 that the pseudoconvexity criterion implies the level sets of f (see
Definition 2.12) are pseudoconvex near I.14
• In Section 3.2, we prove that the pseudoconvexity criterion implies our main
Carleman estimate, Theorem 3.7 near the conformal boundary I.
• Finally, in Section 3.3, we apply the Carleman estimate to establish our
main unique continuation result, Theorem 3.11.
Remark. We stress that in future applications, we will be applying the pseudo-
convexity criterion and the Carleman estimate rather than the unique continuation
result itself. As such, we wish to highlight all three points equally in the formal
presentation of the main results in this section.
3.1. The Pseudoconvexity Criterion. In order to determine pseudoconvexity
properties of the level sets of f , we need to compute the components of ∇2f in the
frame (2.40)-(2.42). More precisely, we must compute the frame components of
(3.1) Qξ,ζ = −∇2f − wξ,ζ · g,
for a suitable function wξ,ζ , to be specified below in (3.2). That Qξ,ζ is positive-
definite on the tangent spaces of the level sets of f implies that these hypersurfaces
are pseudoconvex; see Definition 2.13 and Proposition 2.14 in [12].
In the context of our Carleman estimates, it will be more convenient to express
this positivity in terms of ∇S rather than ∇2f , where S was defined in (2.31).
Definition 3.1. Given a constant ξ ≥ 0 and ζ ∈ C∞(M), we let
(3.2) wξ,ζ := f − 1
2
fρ2ξ
|η′|
η
+ fρ2ζ,
as well as the following modified deformation tensor,
(3.3) piξ,ζ := −(∇S + fn−3wξ,ζ · g).
Note that Qξ,ζ being positive-definite on the tangent spaces of the level sets of
f is equivalent to piξ,ζ being positive-definite on the same spaces.
Remark. The term wξ,ζ · g in (3.1) and (3.3) reflects the conformal invariance of
pseudoconvexity and provides an additional degree of freedom to establish positivity.
The factor wξ,ζ is carefully chosen based on the algebraic properties of ∇2f (see
(2.37) and (3.10)) so that piξ,ζ satisfies the lower bound (3.7).
3.1.1. Pseudoconvexity and Positivity. We now define our main pseudoconvexity
criterion, which is stated only in terms of the metric data at infinity :
Definition 3.2. We say that the pseudoconvexity property holds at I iff there are
constants K > 0, ξ ≥ 0 and a function ζ ∈ C∞(M) such that:
(1) ζ = O(1).
(2) For any vector field Y := Y A∂A on I that is tangent to S, we have
(3.4) |L∂t g˚(Y, Y )| ≤ ξ · g˚(Y, Y ).
14More accurately, we obtain directly the positivity implied by this pseudoconvexity.
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(3) For any vector field X := Xt∂t +X
A∂A on I, the tensor field
(3.5) Qξ,ζ := −g¯−
(
µ2 +
ξ2
16
)
dt2 − ζg˚,
where µ is defined implicitly by (2.28), satisfies the positivity property
(3.6) Qξ,ζ(X,X) ≥ K[(Xt)2 + g˚ABXAXB ].
The main point here is that Definition 3.2, which is a condition purely on the
metric asymptotics at infinity I, implies that the level sets of f in the spacetime
are indeed pseudoconvex, at least for f g 1. This is captured in the form that we
will use later through the following theorem:
Theorem 3.3. Suppose the pseudoconvexity property holds at I, and let K, ξ, ζ
be the parameters from Definition 3.2. Then, for any 1-form θ on M,
piαβξ,ζθαθβ ≥ [Kfn−2ρ2 +O0(fn−1ρ2)]
(
|θ(V )|2 +
n−1∑
X=1
|θ(EX)|2
)
(3.7)
− [(n− 1)fn−2 +O0(fn)]|θ(N)|2.
Remark. We note in particular that the pseudoconvexity criterion of Definition
3.2 is gauge-dependent, that is, it is not necessarily preserved by a conformal trans-
formation of g˚; see also the remark below Theorem 1.2.
3.1.2. Proof of Theorem 3.3. The main step of the proof is the computation for
piξ,ζ , which proceeds analogously to that in [12].
Lemma 3.4. piξ,ζ is symmetric, and its f -tangent components satisfy
piξ,ζ(V, V ) =
1
η
(
η′′ − ξ
2
|η′|
)
fn−2ρ2 − (g¯tt + ζg˚tt)fn−2ρ2 +O0(fn−1ρ2),(3.8)
piξ,ζ(V,EX) = −EAX(g¯tA + ζg˚tA) · fn−2ρ2 +O0(fn−1ρ2),
piξ,ζ(EX , EY ) =
1
2η
· EAXEBX(|η′|ξ˚gAB − η′∂t˚gAB)fn−2ρ2
− EAXEBY (g¯AB + ζg˚AB)fn−2ρ2 +O0(fn−1ρ3).
Moreover, the remaining components of piξ,ζ satisfy
piξ,ζ(N,N) = −(n− 1)fn−2 +O0(fn),(3.9)
piξ,ζ(N,V ) = O0(fnρ),
piξ,ζ(N,EX) = O0(fn−1ρ2).
Proof. The main computations behind (3.8) and (3.9) are the formulas for ∇2f ,
with respect to the aforementioned orthonormal frames. Similar to [12], we will
need more precise expansions for components tangent to the level sets of f :
∇V V f = f + (g¯tt − η′′η−1)fρ2 +O0(f2ρ2),(3.10)
∇V EXf = EAX g¯tA · fρ2 +O0(f2ρ2),
∇EXEY f = −δXY f + EAXEBY
(
1
2
η′η−1∂t˚gAB + g¯AB
)
fρ2 +O0(fρ3).
For the remaining components of ∇2f , we have
∇NNf = f − 2(η′)2f3 +O0(f5) = f +O0(f3),(3.11)
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∇NV f = [1 +O0(f2)][−η′η′′f3ρ+O0(f2ρ2)] = O0(f3ρ),
∇NEXf = O0(f2ρ2).
Combining (3.3), (3.10), and (3.11) results in (3.8) and (3.9). 
Remark. We note that piξ,ζ(N,V ) behaves worse compared to the static case con-
sidered in [12], while the other components behave similarly compared to [12].
The following properties of η can be verified through direct computations:
Lemma 3.5. Given ξ > 0 and T > 0, the function η in (2.27) satisfies
(3.12) η′′(t)− ξ
2
|η′(t)|+
(
ξ2
16
+ µ2
)
η(t) = 0, t ∈
(
0,
piT
2
)
∪
(
piT
2
, T
)
.
Furthermore, η′′′ has jump discontinuity at piT2 , since
lim
t→piT2 −
η′′′ = −ξ
2
(
ξ2
16
+ µ2
)
exp
(
piTξ
8
)
sin
(
piTµ
2
)
< 0,(3.13)
lim
t→piT2 +
η′′′ = +
ξ
2
(
ξ2
16
+ µ2
)
exp
(
piTξ
8
)
sin
(
piTµ
2
)
> 0.
By combining Definition 3.2 with (3.8) and (3.12), we connect piξ,ζ and Qξ,ζ :
Lemma 3.6. The following identities hold:
piξ,ζ(V, V ) = f
n−2ρ2 ·Qξ,ζ(∂t, ∂t) +O0(fn−1ρ2),(3.14)
piξ,ζ(V,EX) = f
n−2ρ2 ·Qξ,ζ(∂t, EAX∂A) +O0(fn−1ρ2),
piξ,ζ(EX , EY ) =
1
2η
fn−2ρ2 · EAXEBY (|η′|ξ˚gAB − η′∂t˚gAB)
+ fn−2ρ2 ·Qξ,ζ(EAX∂A, EBY ∂B) +O0(fn−1ρ2).
Finally, let θ be as in the hypotheses of Theorem 3.3, and define in addition
(3.15) /θ :=
n−1∑
X=1
θ(EX) · EAX∂A, θˇ := −θ(V ) · ∂t + /θ,
which can be viewed as vector fields on M or as ρ-parametrized families of vector
fields on I. Using (3.9), (3.14), and that (N,V,EX) is orthonormal, we have
piαβξ,ζθαθβ = f
n−2ρ2 ·Qabξ,ζ θˇaθˇb +
1
2η
fn−2ρ2 · (|η′|ξ˚gAB − η′∂t˚gAB)/θA/θB(3.16)
+
∑
A,B∈{V,E1,...,En−1}
O0(fn−1ρ2) · θ(A)θ(B)
− [(n− 1)fn−2 +O0(fn)] · |θ(N)|2
+
∑
A∈{V,E1,...,En−1}
O0(fnρ) · θ(N)θ(A)
= I1 + I2 + I3 + I4 + I5.
By (3.4), we have
(3.17) I2 ≥ 0,
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while (3.6), along with (2.14) and the identity g(EX , EY ) = δXY , implies
I1 ≥ Kfn−2ρ2
|θ(V )|2 + n−1∑
X,Y=1
θ(EX)θ(EY ) · EAXEBY g˚AB
(3.18)
≥ Kfn−2ρ2
{
|θ(V )|2 + [1 +O0(ρ2)]
n−1∑
X=1
|θ(EX)|2
}
.
Observe that the remaining terms, which are errors, satisfy
I3 ≥ O0(fn−1ρ2) ·
[
|θ(V )|2 +
n−1∑
X=1
|θ(EX)|2
]
,(3.19)
I5 ≥ O0(fn) · |θ(N)|2 +O0(fnρ2) ·
[
|θ(V )|2 +
n−1∑
X=1
|θ(EX)|2
]
.
Combining (3.16)-(3.19) yields our desired inequality (3.7).
3.1.3. Some Examples. Recall that as an FG-aAdS segment, AdS spacetime (and
more generally, the Kerr-AdS family for n ≥ 3, after a change of coordinates from
the usual Boyer-Lindquist coordinates, cf. [10]) have the expansion (2.8). We now
check when the pseudoconvexity property of Definition 3.2 is satisfied.
Since g˚ is static, we can take ξ = 0. Note that:
• (3.4) is trivially satisfied.
• µ = T−1 from (2.28), hence Q0,ζ from (3.5) is given by
(3.20) Q0,ζ =
(
1
2
− 1
T
+ ζ
)
dt2 +
(
1
2
− ζ
)
γ˜.
Observe that one can find ζ such that (3.20) is positive-definite if and only if T > 1.
In other words, the pseudoconvexity property is satisfied for AdS and Kerr-AdS
spacetimes if and only if we consider a segment with time length strictly greater
than pi. This confirms the equivalent results on AdS spacetime established in [12].
Moreover, one can now easily construct a large class of examples satisfying the
pseudoconvexity criterion by taking (static or nonstatic) perturbations of g˚ and g¯
from (2.8). In particular, for a small enough perturbation, there exists an ε > 0
such that Definition 3.2 is satisfied for ξ = ε and for T > 1 + ε—that is, a time
length slightly greater than (1 + ε)pi.
Finally, in any setting for which g˚ is static and (M, g) is Einstein-vacuum, we
can directly relate the pseudoconvexity condition with positive curvature of the
level sets of t on the conformal boundary I. See Appendix B for details.
3.2. The Carleman Estimate. In this section, we prove the following Carleman
estimate on admissible FG-aAdS segments:
Theorem 3.7. Consider an (n+ 1)-dimensional admissible FG-aAdS segment
(M, g), M = (0, ρ∗)× (0, Tpi)× S,
and suppose the pseudoconvexity property holds on I, with associated parameters
K, ξ, ζ. Fix also an integer l ≥ 0, along with constants p, κ ∈ R satisfying
(3.21) 0 < p < 1, κ ≥ n− 1
2
.
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Figure 2. The region Ωf0,ρ0 where the estimate (3.23) holds. In
applications, the limit ρ0 → 0 is taken.
In addition, fix constants 0 < ρ0  f0 g,l,p,K 1, and define the region
(3.22) Ωf0,ρ0 := {f < f0, ρ > ρ0}.
Then, there exist constants C, C > 0, depending on g, p, and K, such that for
any σ ∈ R and λ ∈ [1 + κ,∞), and for any φ ∈ ΓT 0lM such that
• φ has compact support on every level set of (ρ, t), and
• both φ and ∇φ vanish on {f = f0},
the following inequality holds:∫
Ωf0,ρ0
fn−2−2κe
−2λfp
p f−p|(+ σ)φ|2(3.23)
+ Cλ(λ2 + |σ|)
∫
{ρ=ρ0}
[|∇t(ρ−κφ)|2 + |∇ρ(ρ−κφ)|2 + |ρ−κ−1φ|2]d˚g
≥ Cλ
∫
Ωf0,ρ0
fn−2−2κe
−2λfp
p (ρ4|∇tφ|2 + ρ4|∇ρφ|2 + ρ2| /∇φ|2)
+ λ[κ2 − (n− 2)κ+ σ − (n− 1)]
∫
Ωf0,ρ0
fn−2−2κe
−2λfp
p |φ|2
+ Cλ3
∫
Ωf0,ρ0
fn−2−2κe
−2λfp
p f2p|φ|2.
Remark. Note the constant κ2 − (n− 2)κ+ σ − (n− 1) in (3.23) is non-negative
if κ is chosen as in (3.73), which will be the case in applications of (3.23).
Remark. The compact support assumption for φ in Theorem 3.7 is required for in-
tegrations by parts within its proof. We note that by standard methods, this compact
support can be replaced by weaker vanishing or integrability conditions. Also, in the
main cases of interest, S will be compact, and this assumption can be ignored.
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In the remainder of this subsection, we prove Theorem 3.7. The proof is mostly
analogous to the corresponding proof in [12], with the main difference being that
we must also account for f and η not being everywhere smooth.
As in [12], the derivation of (3.23) revolves around multiplier, or vector field,
estimates for the conjugated wave operator (3.27), with the goal being to obtain
positivity in the bulk spacetime terms. For this purpose, we choose our multiplier as
in (3.26) (i.e., the gradient of f , reweighted and modified by a zero-order term). The
desired positivity of the bulk terms then follows from two specific considerations:
• This particular choice of multiplier (including the zero-order modification
hξ,ζ) implies that derivatives of φ along level sets of f arise only from qua-
dratic terms involving piξ,ζ . These are positive due to the pseudoconvexity
property and Theorem 3.3; see (3.34).
• The positivity of the remaining terms involving φ and the normal derivative
of φ follow from an additional freedom: the choice of reparametrization of
the f -foliation. For this, we show that F , defined below in (3.24), suffices.15
The only significant departure from [12] is the failure of f and η to be smooth
here. As a result, extra care must be taken in the integral estimates in Section 3.2.2
in order to handle extra terms arising from this lack of smoothness.
3.2.1. Pointwise Estimates. Analogous to [12], we define the following:
• We first construct the Carleman weight for our estimate:
(3.24) F := κ · log f + λp−1fp, ψ := e−Fφ.
Let ′ denote differentiation with respect to f , e.g.,
(3.25) F ′ = κf−1 + λf−1+p, F ′′ = −κf−2 − λ(1− p)f−2+p.
• Recalling S and wξ,ζ (see (2.31) and (3.2), respectively), we define
(3.26) Sξ,ζψ := ∇Sψ + hξ,ζψ, hξ,ζ := fn−3wξ,ζ + 1
2
∇αSα.
• We define the conjugated wave operator L by
(3.27) L := e−F (+ σ)eF .
• Note that the inward unit normal to the level sets of ρ is given by
(3.28) N := |∇αρ∇αρ|− 12∇]ρ = ρ∂ρ.
The key step in proving Theorem 3.7 is the following pointwise estimate for ψ:
Lemma 3.8. There exists C > 0, depending on g, p, K, such that on the regions
Ωf0,ρ0 ∩M±, where M± are as defined in (2.29), we have16
λ−1fn−2−p|Lψ|2 ≥ Cλfn−2+p|∇Nψ|2 + Cfn−2ρ2(|∇V ψ|2 + | /∇ψ|2)(3.29)
+ [κ2 − (n− 2)κ+ σ − (n− 1)]fn−2|ψ|2
+ C(λfn−2+p + λ2fn−2+2p)|ψ|2 +∇βPβ,
where the 1-form P satisfies, for some C > 0 depending on g and p,
(3.30) P (N ) ≤ Cfn−2ρ2(|∇tψ|2 + |∇ρψ|2) + C(λ2 + |σ|)fn−2|ψ|2.
15The leading-order term κ · log f of F is particularly essential, as it is ultimately manifested
in the specific rate of vanishing (3.73) in the ensuing local unique continuation property.
16Note in particular that all quantities are smooth in Ωf0,ρ0 ∩M±.
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Proof. Let Q be the stress-energy tensor for the wave equation with respect to ψ:
(3.31) Qαβ := ∇αψI∇βψI − 1
2
gαβ∇µψI∇µψI .
A direct computation yields that the current
(3.32) PQβ := QαβS
α +
1
2
hξ,ζ · ∇β |ψ|2 − 1
2
∇βhξ,ζ · |ψ|2
satisfies the identity
∇βPQβ = ψISξ,ζψI − piαβξ,ζ∇αψI∇βψI(3.33)
− Sα∇βψIRαβψI − 1
2
hξ,ζ · |ψ|2.
The pseudoconvexity property and Theorem 3.3 imply that
piαβξ,ζ∇αψI∇βψI ≥ [Kfn−2ρ2 +O0(fn−1ρ2)] · (|∇V ψ|2 + | /∇ψ|2)(3.34)
− [(n− 1)fn−2 +O0(fn)] · |∇Nψ|2.
Next, using (2.38), (2.39), (3.2), (3.26), and the assumption ζ = O(1), we obtain
(3.35) hξ,ζ = O0(fn), hξ,ζ = O0(fn).
For the curvature term in (3.33), we recall (2.38) and (2.45) and expand
−Sα∇βψIRαβψI = O0(fn−2)
[
RNV ψI∇V ψI −
n−1∑
X=1
RNEXψI∇EXψI
]
(3.36)
≥ O0(fn−1ρ2) · (|∇V ψ|+ | /∇ψ|)|ψ|
≥ O0(fn−2ρ4) · (|∇V ψ|2 + | /∇ψ|2) +O0(fn) · |ψ|2.
Thus, applying (3.34)-(3.36) to (3.33) yields
ψISξ,ζψI ≥ ∇βPQβ +O0(fn) · |ψ|2 − [(n− 1)fn−2 +O0(fn)]|∇Nψ|2(3.37)
+ [Kfn−2ρ2 +O0(fn−1ρ2)](|∇V ψ|2 + | /∇ψ|2).
Next, we expand L to obtain
Lψ = ψ + 2F ′f−n+3 · ∇Sψ +A0 · ψ,(3.38)
A0 = [(F ′)2 + F ′′]∇αf∇αf + F ′f + σ.
Defining the quantities
(3.39) PSβ :=
1
2
ASβ · |ψ|2, A = A0 + 2F ′f−n+3hξ,ζ ,
contracting (3.38) with Sξ,ζψ, and applying the product rule, we see that
LψISξ,ζψI = ∇αPSβ +ψISξ,ζψI + 2F ′f−n+3 · |∇Sψ|2(3.40)
+
[
hξ,ζA0 − 1
2
∇α(SαA)
]
· |ψ|2.
By (2.38) and (3.25), we have that
(3.41) 2F ′f−n+3 · |∇Sψ|2 = [2κfn−2 + 2λfn−2+p + λ · O0(fn)]|∇Nψ|2.
Moreover, using Proposition 2.16, (3.25), and (3.35), we see that
(3.42) A = (κ2 − nκ+ σ) + λ(2κ− n+ p)fp + λ2f2p + λ2 · O0(f2).
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Applying (2.38), (2.33), (2.39), and (3.35), we also see that
hξ,ζA0 − 1
2
∇α(SαA) = (κ2 − nκ+ σ)fn−2 + 2− 2p
2
λ(2κ− n+ p)fn−2+p(3.43)
+ (1− p)λ2fn−2+2p + λ2 · O0(fn).
Thus, applying (3.37) and (3.41)-(3.43) to (3.40) yields
LψISξ,ζψI ≥ [(2κ− n+ 1)fn−2 + 2λfn−2+p + λ · O0(fn)]|∇Nψ|2(3.44)
+ [Kfn−2ρ2 +O0(fn−1ρ2)](|∇V ψ|2 + | /∇ψ|2)
+
[
(κ2 − nκ+ σ)fn−2 + 2− p
2
λ(2κ− n+ p)fn−2+p
]
|ψ|2
+ [(1− p)λ2fn−2+2p + λ2 · O0(fn)]|ψ|2 +∇β(PQβ + PSβ ).
Next, fix b, q ∈ R, and observe that
0 ≤ fq−2|∇βf∇βψ + bf · ψ|2(3.45)
= fq−2|∇βf∇βψ|2 + [b2fq − b(q − 1)fq−2∇βf∇βf − bfq−1f ]|ψ|2
+∇β(bfq−1∇βf · |ψ|2).
Recalling Proposition 2.16, setting b = 12 (q − n), and rearranging terms, (3.45)
yields, for any q, a pointwise weighted Hardy-type inequality:
fq|∇Nψ|2 ≥ 1
4
(q − n)2fq · |ψ|2 +O0(fq+2) · (|∇Nψ|2 + |ψ|2)(3.46)
− 1
2
(q − n)∇β(fq−1∇βf · |ψ|2).
We now apply (3.46) to the terms fn−2|∇Nψ|2 and fn−2+p|∇Nψ|2 in the right-
hand side of (3.44). Defining in addition the 1-form
(3.47) PHβ := (2κ− n+ 1)fn−3∇βf · |ψ|2 +
2− p
2
λfn−3+p∇βf · |ψ|2,
and noting that 2κ− n+ 1 ≥ 0 by (3.21), we see that the above process yields
LψISξ,ζψI ≥ ∇β(PQβ + PSβ + PHβ ) + [λfn−2+p + λ · O0(fn)]|∇Nψ|2(3.48)
+ [Kfn−2ρ2 +O0(fn−1ρ2)](|∇V ψ|2 + | /∇ψ|2)
+ [κ2 − (n− 2)κ+ σ − (n− 1)]fn−2|ψ|2
+
2− p
2
λ
(
2κ− n+ 1 + p
2
)
fn−2+p|ψ|2
+ [(1− p)λ2fn−2+2p + λ2 · O0(fn)]|ψ|2.
Next, applying the Cauchy-Schwarz inequality, (2.38), and (3.35), we have
LψISξ,ζψI ≤ λ−1fn−2−p|Lψ|2 + 1
2
λ[fn−2+p +O0(fn)]|∇Nψ|2(3.49)
+ λ · O0(fn) · |ψ|2,
which combined with (3.48) yields
λ−1fn−2−p|Lψ|2 ≥ ∇β(PQβ + PSβ + PHβ )(3.50)
+
[
1
2
λfn−2+p + λ · O0(fn)
]
|∇Nψ|2
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+ [Kfn−2ρ2 +O0(fn−1ρ2)](|∇V ψ|2 + | /∇ψ|2)
+ [κ2 − (n− 2)κ+ σ − (n− 1)]fn−2|ψ|2
+
2− p
2
λ
(
2κ− n+ 1 + p
2
)
fn−2+p|ψ|2
+ [(1− p)λ2fn−2+2p + λ2 · O0(fn)]|ψ|2.
Recalling that f g,l,p,K 1 in (3.50) and setting
(3.51) P := PQ + PS + PH
results in the first identity (3.29). To complete the proof of Lemma 3.8, it remains
to show that P , as defined in (3.51), satisfies (3.30).
Applying (3.28) to (3.39) and (3.47), we see that
PS(N ) + PH(N ) = 1
2
Afn−3ρ∂ρf · |ψ|2 + (2κ− n+ 1)fn−2 · |ψ|2(3.52)
+
2− p
2
λfn−2+p · |ψ|2
≤ C(λ2 + |σ|)fn−2 · |ψ|2,
for some C > 0. Next, for PQ, we expand using (3.32):
PQ(N ) = ρ · ∇SψI∇ρψI − 1
2
ρ · g(S, ∂ρ) · ∇µψI∇µψI(3.53)
+ hξ,ζ · ψI∇NψI − 1
2
ρ∂ρhξ,ζ · |ψ|2.
Using Proposition 2.10, (2.33), (2.39), (3.28), and (3.35), we see that, for some
C > 0,
PQ(N ) ≤ Cfn−2ρ2(|∇ρψ|2 + |∇tψ|2) + Cfn · |ψ|2.(3.54)
In both (3.52) and (3.54), we used that f g,l,p,K 1. Furthermore, similar to [12],
we used that the leading-order | /∇ψ|2-term in the expansion of PQ(N ) is negative
and hence can be omitted. Finally, summing (3.52) and (3.54) results in the bound
(3.30) and completes the proof of the lemma. 
We now convert Lemma 3.8 into estimates for φ:
Lemma 3.9. There exists C > 0, depending on g, p, K, such that
λ−1f−pEpκ,λ|(+ σ)φ|2 ≥ CEpκ,λ(ρ4|∇tφ|2 + ρ4|∇ρφ|2 + ρ2| /∇φ|2)(3.55)
+ Epκ,λ[κ
2 − (n− 2)κ+ σ − (n− 1)]|φ|2
+ Cλ2Epκ,λf
2p|φ|2 +∇βPβ,
on the regions Ωf0,ρ0 ∩M±, where
(3.56) Epκ,λ := e
−2F fn−2 = fn−2−2κe
−2λfp
p ,
and where P , from (3.30), satisfies, for some C > 0 depending on g and p,
(3.57) ρ−n · P (N ) ≤ C[|∇t(ρ−κφ)|2 + |∇ρ(ρ−κφ)|2] + C(λ2 + |σ|)|ρ−κ−1φ|2.
Proof. From (3.29), we use the largeness of λ and the smallness of f to obtain
λ−1fn−2−p|Lψ|2 ≥ Cfn−2+2p|∇Nψ|2 + Cfn−2ρ2(|∇V ψ|2 + | /∇ψ|2)(3.58)
+ [κ2 − (n− 2)κ+ σ − (n− 1)]fn−2|ψ|2
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+ Cλ2fn−2+2p|ψ|2 +∇βPβ .
By (2.33), (3.25), and the assumption λ ≥ 1 + κ,
(3.59) e−2F |∇Nφ|2 = |∇Nψ + F ′∇Nf · ψ|2 . |∇Nψ|2 + λ2|ψ|2.
As a result, applying (3.56) and (3.59) to (3.58) yields
λ−1f−pEpκ,λ|(+ σ)φ|2 ≥ CEpκ,λ(ρ2|∇V φ|2 + ρ2| /∇φ|2 + f2p|∇Nφ|2)(3.60)
+ Epκ,λ[κ
2 − (n− 2)κ+ σ − (n− 1)]|φ|2
+ Cλ2Epκ,λf
2p|φ|2 +∇βPβ ,
for some (possibly different) C > 0. Moreover, by (2.44),
ρ4|∇ρφ|2 . ρ2|∇Nφ|2 + f2ρ2|∇V φ|2 + ρ6| /∇φ|2,(3.61)
ρ4|∇tφ|2 . ρ2|∇V φ|2 + f2ρ2|∇Nφ|2 + ρ6| /∇φ|2,
which when combined with (3.60) results in (3.55).
For (3.57), we first define the shorthand
(3.62) Ep,λ := e−
λfp
p ≤ 1,
and we note that
(3.63) |∂ρEp,λ| . λfpρ−1Ep,λ, |∂tEp,λ| . λfp+1ρ−1Ep,λ.
Noting that 2κ ≥ n− 1 by (3.21), we see from (3.62) and (3.63) that
fn−2ρ−n · |ψ|2 ≤ |ρ−κ−1φ|2,(3.64)
fn−2ρ−n+2|∇ρψ|2 . |∇ρ(ρ−κφ)|2 + λ2|ρ−κ−1φ|2,
fn−2ρ−n+2|∇tψ|2 . |∇t(ρ−κφ)|2 + λ2|ρ−κ−1φ|2.
Combining (3.30) with (3.64) yields (3.57). 
3.2.2. Integral Estimates. It remains to integrate (3.55) over Ωf0,ρ0 and apply the
divergence theorem. Compared to [12], the process here is a bit more complex,
since we must account for the lack of smoothness at t = piT2 :
• First, we integrate (3.55) over Ωf0,ρ0 ∩M+ and apply the divergence the-
orem. The term ∇αPα yields boundary terms on {ρ = ρ0} and {t = piT2 }.• We also integrate (3.55) over Ωf0,ρ0 ∩ M−, which yields corresponding
boundary terms on {ρ = ρ0} and {t = piT2 }.
(On the other hand, we do not obtain boundary terms on {f = f0}, since we
assumed both φ and ∇φ vanished on {f = f0}.)
Summing the two inequalities obtained above, we obtain that
λ−1
∫
Ωf0,ρ0
f−pEpκ,λ|(+ σ)φ|2 +
∫
{ρ=ρ0}
P (N )(3.65)
≥ C
∫
Ωf0,ρ0
Epκ,λ(ρ
4|∇tφ|2 + ρ4|∇ρφ|2 + ρ2| /∇φ|2)
+
∫
Ωf0,ρ0
Epκ,λ[κ
2 − (n− 2)κ+ σ − (n− 1)]|φ|2
+ Cλ2
∫
Ωf0,ρ0
Epκ,λf
2p|φ|2 + lim
τ→piT2 +
∫
Ωf0,ρ0∩{t=τ}
P (T )
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− lim
τ→piT2 −
∫
Ωf0,ρ0∩{t=τ}
P (T ),
where T denotes the future-pointing (g-)unit normal on the level sets of t. Rewriting
the integral over {ρ = ρ0} in (3.65) (with respect to the induced metric) in terms
of the volume form from g˚ and then applying (3.57), we have∫
{ρ=ρ0}
P (N ) ≤ C′
∫
{ρ=ρ0}
ρ−nP (N ) · d˚g(3.66)
≤ C
∫
{ρ=ρ0}
[|∇t(ρ−κφ)|2 + |∇ρ(ρ−κφ)|2]d˚g
+ C(λ2 + |σ|)
∫
{ρ=ρ0}
|ρ−κ−1φ|2d˚g,
for appropriate constants C′ and C.
It remains to control the spacelike boundary terms
(3.67) Y := lim
τ→piT2 +
∫
Ωf0,ρ0∩{t=τ}
P (T )− lim
τ→piT2 −
∫
Ωf0,ρ0∩{t=τ}
P (T ),
which we show is an error term that can be absorbed by the remaining terms. To
see this, we examine the various terms within P (T ); see (3.32), (3.39), (3.47), and
(3.51). Since f and η are C2 (in particular, wξ,ζ and hξ,ζ are both continuous at
{t = piT2 }), it follows that all the terms in P (T ) in the limits t→ piT2 + and t→ piT2 −
cancel out, except for the term − 12T hξ,ζ · |ψ|2, i.e., the last term in (3.32).
Since both hξ,ζ |Ωf0,ρ0∩M± extend smoothly to {t = piT2 }, we can then bound
Y . lim
τ→piT2 +
∫
Ωf0,ρ0∩{t=τ}
|T hξ,ζ ||ψ|2 + lim
τ→piT2 −
∫
Ωf0,ρ0∩{t=τ}
|T hξ,ζ ||ψ|2(3.68)
.
∫
Ωf0,ρ0∩{t=piT2 }
fn|ψ|2,
where in the last step, we applied (2.39) and (3.35). Using that η ' 1, and hence
f ' ρ, near {t = piT2 }, and applying Proposition 2.10 to expand the volume form
on {t = piT2 } in the usual coordinates, we obtain that
Y .
∑
ϕ
∫
Ωf0,ρ0∩{t=piT2 }
fn−2 · ρ2|ψ|2 · ρ−ndρdx1 . . . dxn−1(3.69)
.
∑
ϕ
∫
Ωf0,ρ0∩{t=piT2 }
ρ2Epκ,λ|φ|2 · ρ−ndρdx1 . . . dxn−1,
where the summation is over coordinate systems ϕ = (x1, . . . , xn−1) on S compris-
ing the definition of admissible AdS segments, and where Epκ,λ is as in (3.56).
Next, we take small 0 < A  T , apply the fundamental theorem of calculus in
the t-direction, and convert dρdx1 . . . dxn−1 to a spacetime volume form:
Y .A
∑
ϕ
∫
Ωf0,ρ0∩{|t−piT2 |<A}
ρ2∂t(E
p
κ,λ|φ|2) · ρ−ndρdtdx1 . . . dxn−1(3.70)
+
∑
ϕ
∫
Ωf0,ρ0∩{|t−piT2 |<A}
ρ2Epκ,λ|φ|2 · ρ−ndρdtdx1 . . . dxn−1
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.
∫
Ωf0,ρ0∩{|t−piT2 |<A}
ρ3[∂t(E
p
κ,λ|φ|2) + Epκ,λ|φ|2].
Recalling again that f ' ρ here in our region of integration, we conclude
Y .A
∫
Ωf0,ρ0∩{|t−piT2 |<A}
Epκ,λ · ρ3(|φ||∇tφ|+ λ|φ|2)(3.71)
.
∫
Ωf0,ρ0∩{|t−piT2 |<A}
Epκ,λ · (ρ5|∇tφ|2 + λρ|φ|2).
Note the right-hand side of (3.71), and hence Y, can be absorbed into the first
and third terms on the right-hand side of (3.65), as long as ρ . f0 is small. Finally,
combining this with (3.65) and (3.66) results in (3.23) and proves Theorem 3.7.
3.3. The Unique Continuation Result. Finally, we conclude the section by
proving the main unique continuation result of this article. We begin by first
defining the precise local unique continuation property we wish to establish:
Definition 3.10. Let (M, g) be an (n + 1)-dimensional admissible FG-aAdS seg-
ment, described in Definitions 2.1 and 2.8, and consider the wave equation
(3.72) gφ+ σφ = G(φ,∇φ), φ ∈ ΓT 0lM,
where l ≥ 0, σ ∈ R, and G : ΓT 0lM× ΓT 01 T 0lM→ ΓT 0lM.
We say the local unique continuation property holds on (M, g) for (3.72) iff
given any smooth solution φ of (3.72) which satisfies
(1) φ has compact support on every level set of (ρ, t).
(2) The following vanishing condition holds:17
0 = lim
ρ′↘0
∫
{ρ=ρ′}
[|∇t(ρ−κφ)|2 + |∇ρ(ρ−κφ)|2 + |ρ−κ−1φ|2]d˚g,(3.73)
κ :=
{
n−2
2 +
√
n2
4 − σ if σ ≤ n
2−1
4 ,
n−1
2 if σ >
n2−1
4 ,
(3) The following finiteness condition holds:18
(3.74)
∫
M
ρ2+p| /∇φ|2 <∞, for some fixed 0 < p < 1,
then φ must vanish in an open neighborhood of the conformal boundary I.
Our main unique continuation result can now be stated as follows:
Theorem 3.11. Consider an (n+ 1)-dimensional admissible FG-aAdS segment
(M, g), M = (0, ρ∗)× (0, Tpi)× S,
and consider on (M, g) the wave equation (3.72), for some l ≥ 0 and σ ∈ R.
Furthermore, assume that the following properties hold:
(1) The pseudoconvexity property (see Definition 3.2) holds on I.
(2) There exist p > 0 and C > 0 such that for any φ ∈ ΓT 0lM,
(3.75) |G(φ,∇φ)|2 ≤ Cρp[ρ4|∇ρφ|2 + ρ4|∇tφ|2 + ρ2| /∇φ|2 + ρ2p|φ|2].
Then, the local unique continuation property holds on (M, g) for (3.72).
17Note that κ = β+ − 1 when σ ≤ (n2 − 1)/4, where β+ is as in (1.5).
18This arises from the fact that no vanishing assumption was imposed for /∇φ.
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3.3.1. Proof of Theorem 3.11. This is analogous to the corresponding proof in [12],
hence we give only an abridged summary. Assume the hypotheses of Theorem 3.11,
and let χ¯ : [0, f0]→ [0, 1] denote a smooth cut-off function satisfying
(3.76) χ¯(s) =
{
1 0 ≤ s ≤ f02 ,
0 s > 3f04 .
Letting χ := χ¯ ◦ f and letting ′ denote differentiation with respect to f , we have
(g + σ)(χ · φ) = χ′(2∇αf∇αφ+gf · φ) + χ′′∇αf∇αf · φ(3.77)
+ χ(gφ+ σφ).
Note that χ′ and χ′′ are supported in [ 12f0,
3
4f0]. Letting F denote the right-hand
side of (3.77), then applying (2.33), (2.34), and (3.72), we compute19
(3.78) |F|2
{
.g,f0 (ρ2|∇ρφ|2 + ρ2|∇tφ|2 + ρ2+p| /∇φ|2 + |φ|2) f02 ≤ f ≤ 3f04 ,
. ρp(ρ4|∇tφ|2 + ρ4|∇ρφ|2 + ρ2| /∇φ|2 + ρ2p|φ|2) 0 ≤ f ≤ f02 .
Recall the region Ωf0,ρ0 from (3.22), for ρ0  f0, and let
(3.79) Ωi = Ωf0,ρ0 ∩
{
f <
f0
2
}
, Ωe = Ωf0,ρ0 ∩
{
f0
2
< f <
3f0
4
}
.
We now apply (3.23) to φ¯ := χφ, with κ given by (3.73) and p given by (3.74).20
Recalling (3.78), then the left-hand side L of (3.23) can then be estimated
L .
∫
Ωe
Epκ,λf
−p(ρ2|∇ρφ|2 + ρ2|∇tφ|2 + ρ2+p| /∇φ|2 + |φ|2)(3.80)
+
∫
Ωi
Epκ,λf
−pρp(ρ4|∇tφ|2 + ρ4|∇ρφ|2 + ρ2| /∇φ|2 + ρ2p|φ|2)
+ λ(λ2 + |σ|)
∫
{ρ=ρ0}
[|∇t(ρ−κφ¯)|2 + |∇ρ(ρ−κφ¯)|2 + |ρ−κ−1φ¯|2]d˚g
:= L1 + L2 + L3,
where Epκ,λ is as defined in (3.56), while the right-hand side R of (3.23) satisfies
R &g,p,K λ3
∫
Ωi
Epκ,λρ
2p|φ|2 + λ
∫
Ωi
Epκ,λ(ρ
4|∇tφ|2 + ρ4|∇ρφ|2 + ρ2| /∇ψ|2)(3.81)
:= R1 +R2.
In particular, note that all terms on the right-hand side of (3.23) are non-negative.
Since ρ . f , we can absorb L2 into R1 +R2 when λ is large enough, so that
(3.82) L1 + L3 &g,p,K R1 +R2.
Next, by (3.73), along with the bounds
|∂ρχ|+ |∂tχ| .g,f0 ρ−1,
19In the case 1
2
f0 ≤ f ≤ 34f0, we also used that f 'f0 1.
20In particular, κ satisfies (3.21).
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we see that L3 → 0 when ρ0 ↘ 0. We can also eliminate the Epκ,λ’s in (3.82), since
Epκ,λ

≤
(
f0
2
)n−2−2κ
e
−2λ( f02 )
p
p f0
2 ≤ f ≤ 3f04 ,
≥
(
f0
2
)n−2−2κ
e
−2λ( f02 )
p
p f < f02 .
As a result, we obtain that for large λ,∫
{ f02 <f< 3f04 }
(|φ|2 + ρ2|∇ρφ|2 + ρ2|∇tφ|2 + ρ2+p| /∇φ|2)(3.83)
& λ
∫
{f< f02 }
ρ2p|φ|2.
Finally, one can see that (3.73) and (3.74) imply that the left-hand side of (3.83)
is finite. As a result, taking λ↗∞ yields that φ ≡ 0 on {f < f02 }.
4. The Static Borderline Case
In this section, we consider a special class of “borderline” static boundary met-
rics. Let (M, g) be an admissible FG-aAdS segment, with
(4.1) S := Sn−1, 0 = T− < t < T+ = pi.
Recall we are assuming static boundary data given by
(4.2) g˚ := −dt2 + γ˜, g¯ := −1
2
(dt2 + γ˜),
i.e., the same boundary data as for AdS spacetime itself.21 The main goal of this
section is to prove results analogous to those in Section 3 in the current setting.
In particular, any g satisfying (4.1) and (4.2) fails the pseudoconvexity criterion
of Definition 3.2 for any ξ ≥ 0. (When ξ = 0, the pseudoconvexity criterion holds
for any T+ > pi but barely fails for T+ = pi.) Because of this, we must try to extract
pseudoconvexity at one order higher than g¯. Consequently, we assume, in addition
to (M, g) being an FG-aAdS segment, that g has the refined expansion
(4.3) g = ρ−2dρ2 + [ρ−2g˚ab + g¯ab + ρgˆab +O(ρ2)]dxadxb,
i.e., we stipulate an extra (also smooth) third-order term in gˆ in the expansion.
Definition 4.1. We refer to any FG-aAdS segment (M, g) that also satisfies (4.1)-
(4.3), with gˆ smooth on I, as a borderline FG-aAdS segment.
Remark. The error terms O(ρ2) in (4.3) can be replaced by slightly weaker decay,
such as O(ρ2 log ρ) or O(ρ2−δ) for δ < 1. However, to avoid further cluttering the
existing presentation, we do not pursue this here.
Remark. For metrics satisfying (1.2), there is actually no loss in working with
the expansion (4.3). If g satisfies (1.2) and n is not equal to 2 or 4, then the FG-
expansion of g is precisely given by (4.3); see [7]. On the other hand, if n = 2 or
n = 4, then generally there is also an O(ρ2 log ρ)-term present in the expansion
(4.3). However, in that case, (1.2) and (4.2) imply gˆ = 0, and we would not be able
to extract pseudoconvexity at this level (that is, Definition 4.7 fails to be satisfied).
21Recall γ˜ denotes the round metric Sn−1. Note if (M, g) is an Einstein-vacuum spacetime, the
assumption for g¯ in (4.2) is implied by the form for g˚. As such, this reprepresents the prototypical
case in which the pseudoconvexity criterion of Definition 3.2 barely fails.
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4.1. Asymptotic Expansions. Because of the extra term gˆ in (4.3), we must
recompute all the asymptotic expansions obtained in Section 2. Since the compu-
tations here are similar to their previous counterparts, we only list the main results
here and leave details to the reader.
4.1.1. Metric Computations. We begin with expansions for the metric and curva-
ture. These are analogues in the borderline case of Propositions 2.10 and 2.11.
Proposition 4.2. Let (M, g) be a borderline FG-aAdS segment.
• The components of g satisfy
gρρ = ρ
−2, gρa = 0,(4.4)
gtt = −ρ−2 − 1
2
+ ρgˆtt +O(ρ2), gtA = ρgˆtA +O(ρ2),
gAB = ρ
−2γ˜AB − 1
2
γ˜AB + ρgˆAB +O(ρ2).
• The dual of g satisfies
gρρ = ρ2, gρa = 0,(4.5)
gtt = −ρ2 + 1
2
ρ4 − ρ5gˆtt +O(ρ6), gtA = ρ5γ˜AB gˆtB +O(ρ6),
gAB = ρ2γ˜AB +
1
2
ρ4γ˜AB − ρ5γ˜AC γ˜BDgˆCD +O(ρ6).
• The Christoffel symbols with respect to coordinate systems ϕ ∈ Ξ satisfy
Γρρρ = −ρ−1, Γρρa = 0,(4.6)
Γρtt = −ρ−1 −
1
2
ρ2gˆtt +O(ρ3), ΓρtA = −
1
2
ρ2gˆtA +O(ρ3),
ΓρAB = ρ
−1γ˜AB − 1
2
ρ2gˆAB +O(ρ3), Γaρρ = 0,
Γtρt = −ρ−1 +
1
2
ρ− 3
2
ρ2gˆtt +O(ρ3), ΓtρA = −
3
2
ρ2gˆtA +O(ρ3),
ΓAρB = −ρ−1δAB −
1
2
ρδAB +
3
2
ρ2γ˜AC gˆCB +O(ρ3),
ΓAρt =
3
2
ρ2γ˜AB gˆtB +O(ρ3).
In addition, with Γ˚ denoting the Christoffel symbols for g˚, we have
(4.7) Γabc = Γ˚
a
bc +O(ρ3), Γtab = O(ρ3), Γatb = O(ρ3).
• With respect coordinate systems ϕ ∈ Ξ, we have for any φ ∈ ΓT 0lM that
(4.8) |Rρaφ| .g,l ρ2|φ|, |RtAφ| .g,l ρ3|φ|, |RABφ| .g,l |φ|.
4.1.2. The Modified Foliation. Next, we define the analogues of (2.26) and (2.31):
Definition 4.3. Define the quantities fˆ , ηˆ and Sˆ by
(4.9) fˆ := ηˆ−1ρ
(
1− 1
4
ρ2
)
, ηˆ := sin t, Sˆ := fˆn−3∇]fˆ .
The goal once again is to show that the level sets of fˆ are pseudoconvex. However,
this pseudoconvexity will now be discerned from gˆ rather than g¯.
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Remark. Notice that fˆ contains an extra term − 14 ηˆ−1ρ3 which has no analogue
in (2.26). This is required in order to cancel certain terms so that the leading-
order terms in the pseudoconvexity computations are those associated with gˆ. In
particular, these leading-order terms contain one extra power of ρ compared to their
analogues in Section 2, thus extra care must be taken in order to see them.
Remark. In contrast to (2.27), the function ηˆ here is smooth. Thus, like in [12],
here we can avoid difficulties arising from the non-smoothness of η and f .
Remark. Note that ρ . fˆ , but only when ρ 1.
Proposition 4.4. Let (M, g) be an FG-aAdS segment satisfying (4.1)-(4.3). Then,
whenever ρg 1, the following asymptotic expansions hold:
• The gradient of fˆ satisfies
∇]fˆ = fˆ
[
ρ− 1
2
ρ3 +O(ρ5)
]
∂ρ + ηˆ
′fˆ2
[
ρ− 1
4
ρ3 + gˆttρ
4 +O(ρ5)
]
∂t(4.10)
− ηˆ′f2 [γ˜AB g˚tBρ4 +O(ρ5)] · ∂A,
∇αfˆ∇αfˆ = fˆ2[1− (ηˆ′)2fˆ2](1− ρ2)− (ηˆ′)2fˆ4ρ3gˆtt +O0(fˆ4ρ4)
= fˆ2 +O0(fˆ4).
• The second derivatives of fˆ satisfy:
∇ρρfˆ = fˆρ−2[1− 2ρ2 +O(ρ4)],(4.11)
∇ρtfˆ = −ηˆ′fˆ2ρ−2
[
2− 1
2
ρ2 +
3
2
ρ3gˆtt +O(ρ4)
]
,
∇ttfˆ = fˆρ−2
{
1 + 2(ηˆ′)2fˆ2 +
[
1
2
+ (ηˆ′)2fˆ2
]
ρ2 +
1
2
gˆttρ
3 +O0(fˆρ3)
}
,
∇AB fˆ = −fˆρ−2
[
γ˜AB − 1
2
ρ2γ˜AB − 1
2
ρ3gˆAB +O0(ρ4)
]
,
∇ρAfˆ = −ηˆ′fˆ2ρ−2
[
3
2
ρ3gˆtA +O(ρ4)
]
,
∇tAfˆ = fˆρ−2
[
1
2
ρ3gˆtA +O0(fˆρ4)
]
.
• Furthermore, fˆ satisfies
(4.12) fˆ = −(n− 1)fˆ +O0(fˆ3).
4.1.3. Adapted Frames. We now define the corresponding frames adapted to level
sets of fˆ , and we subsequently list their key properties:
Definition 4.5. We define (Nˆ , Vˆ , Eˆ1, . . . , Eˆn−1) as follows:
• Let (Eˆ1, . . . , Eˆn) denote local orthonormal frames on level sets of (ρ, t):
(4.13) EˆX := ρEˆ
A
X∂A, Eˆ
A
X = O(1).
• Let Nˆ be the inward-pointing unit normal to level sets of fˆ :
(4.14) Nˆ := |∇αfˆ∇αfˆ |− 12∇]fˆ .
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• Let Vˆ denote the remaining (future, timelike) component:
Vˆ := |g(Vˇ , Vˇ )|− 12 Vˇ ,(4.15)
Vˇ :=
(
1− 3
4
ρ2
)
∂t + ηˆ
′fˆ∂ρ −
n−1∑
X=1
g
((
1− 3
4
ρ2
)
∂t + ηˆ
′fˆ∂ρ, EˆX
)
EˆX .
Proposition 4.6. Let (M, g) be a borderline FG-aAdS segment. Then, the frames
(Nˆ , Vˆ , EˆX) in (4.13)-(4.15) are orthonormal. Furthermore, whenever f, ρg 1:
• Nˆ and Vˆ have asymptotic expansions
Nˆ = [1− (ηˆ′)2fˆ2]− 12 [ρ+O0(fˆρ4)]∂ρ(4.16)
+ [1− (ηˆ′)2fˆ2]− 12 ηˆ′fˆ
[
ρ+
1
4
ρ3 + gˆttρ
4 +O0(fˆρ4)
]
∂t
+ [1− (ηˆ′)2fˆ2]− 12 ηˆ′fˆ [γ˜AB gˆtBρ4 +O0(ρ5)]∂A,
Vˆ = [1− (ηˆ′)2fˆ2 − ρ2 − gˆttρ3 +O(ρ4)]− 12
·
[(
ρ− 3
4
ρ3
)
∂t + ηˆ
′fˆρ∂ρ − ρ4EAXEBX gˆtA∂B +O(ρ5) · ∂B
]
.
• The following inversion formulas hold:
[1− (ηˆ′)2fˆ2] 12 ρ∂ρ = [1 +O0(ρ2)]Nˆ − [ηˆ′fˆ +O0(ρ2)]Vˆ +
n−1∑
X=1
O0(ρ2) · EˆX ,(4.17)
[1− (ηˆ′)2fˆ2] 12 ρ∂t = [1 +O0(ρ2)]Vˆ − [ηˆ′fˆ +O0(ρ2)]Nˆ +
n−1∑
X=1
O0(ρ2) · EˆX .
• For any φ ∈ ΓT 0lM, we have that
(4.18) |RNˆVˆ φ| .g,l ρ4|φ|, |RNˆEˆXφ| .g,l ρ4|φ|.
4.2. The Pseudoconvexity Criterion. We now define the analogue of Definition
3.2, the pseudoconvexity property, in our current borderline case. Note that Defi-
nition 3.2 itself now barely fails to apply, hence the name borderline.22 Our refined
pseudoconvexity condition below looks for positivity at one order higher—indeed,
we will show pseudoconvexity can be extracted precisely from the positivity of the
new term gˆ in the metric expansion (4.3).
Definition 4.7. We say that the borderline pseudoconvexity property holds on I
iff there exists K > 0 and ζ ∈ C∞(M) such that:23
(1) ζ = O(1).
(2) For any vector field X := Xt∂t +X
A∂A on I, the tensor field
(4.19) Qˆζ := −3
2
gˆ− ζg˚,
satisfies the positivity property
(4.20) Qˆζ(X,X) ≥ K[(Xt)2 + g˚ABXAXB ].
22In particular, at best, one can only find ζ such that K = 0 in (3.6).
23Since g˚ is static, we no longer require the parameter ξ in Definition 3.2.
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As before, we show that the borderline pseudoconvexity property implies that
the level sets of fˆ are pseudoconvex, although the pseudoconvexity degenerates at
one order higher than in Theorem 3.3 as one goes to I.
Definition 4.8. Given ζ ∈ C∞(M), we let
(4.21) wˆζ := fˆ + fˆρ
3ζ, pˆiξ,ζ := −(∇Sˆ + fˆn−3wˆζ · g).
Here, wˆζ and pˆiξ,ζ serve the same purpose as wξ,ζ and piξ,ζ in Definition 3.1.
Analogous to Section 3.1, the positivity of pˆiξ,ζ in directions tangent to the level
sets of fˆ implies the pseudoconvexity of these level sets. Again, the choice of
wˆζ corresponds to the conformal invariance of pseudoconvexity and acts as an
additional degree of freedom for establishing positivity. This positivity, and its
underlying pseudoconvexity, is manifested in the following theorem and its proof.
Theorem 4.9. Let (M, g) be a borderline FG-aAdS segment, and suppose the
borderline pseudoconvexity property holds at I, with K and ζ being the parameters
from Definition 4.7. Then, for any 1-form θ on M, we have when ρ, f g 1 that
pˆiαβξ,ζθαθβ ≥ [Kfˆn−2ρ3 +O0(fˆn−1ρ3)]
(
|θ(Vˆ )|2 +
n−1∑
X=1
|θ(EˆX)|2
)
(4.22)
− [(n− 1)fˆn−2 +O0(fˆn)]|θ(Nˆ)|2.
Proof. The proof proceeds similarly to that of Theorem 3.3. The main step is to use
(4.11), (4.13), and (4.16) in order to expand ∇2fˆ with respect to the orthonormal
frames (Nˆ , Vˆ , Eˆ1, . . . , Eˆn−1). From this, we obtain
pˆiζ(Vˆ , Vˆ ) = −fˆn−2ρ3
(
3
2
gˆtt + ζg˚tt
)
+O0(fˆn−1ρ3),(4.23)
pˆiζ(Vˆ , EˆX) = −fˆn−2ρ3EAX
(
3
2
gˆtA + ζg˚tA
)
+O0(fˆn−1ρ3),
pˆiζ(EˆX , EˆY ) = −fˆn−2ρ3EAXEBY
(
3
2
gˆAB + ζg˚AB
)
+O0(fˆn−2ρ4),
pˆiζ(Nˆ , Nˆ) = −(n− 1)fˆn−2 +O0(fˆn),
pˆiζ(Nˆ , Vˆ ) = O0(fˆn−1ρ2),
pˆiζ(Nˆ , EˆX) = O0(fˆn−1ρ3).
An important technical point is the following: while the leading-order terms in the
first three equations in (4.23) (which imply pseudoconvexity) are more degenerate
than in the non-static case, the cross-terms pˆiζ(Nˆ , Vˆ ) and pˆiζ(Nˆ , EˆX) (which we
wish to be error terms) also improved by a power of ρ.
Defining θˇ as in (3.15), we compute, using (4.23), that
pˆiαβζ θαθβ = fˆ
n−2ρ3 · Qˆabζ θˇaθˇb +
∑
A,B∈{Vˆ ,Eˆ1,...,Eˆn−1}
O0(fˆn−1ρ3) · θ(A)θ(B)(4.24)
− [(n− 1)fˆn−2 +O0(fˆn)] · |θ(N)|2
+
∑
A∈{Vˆ ,Eˆ1,...,Eˆn−1}
O0(fˆn−1ρ2) · θ(N)θ(A).
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The term containing Qˆζ can be handled in the same manner as its analogue in the
proof of Theorem 3.3. Since we can bound for any A ∈ {Vˆ , Eˆ1, . . . , Eˆn−1},
fˆn−1ρ2 · θ(N)θ(A) . fˆn−1ρ · [θ(A)]2 + fˆn−1ρ3 · [θ(N)]2,
then (4.22) follows immediately from (4.20) and (4.24). 
4.2.1. Examples. As mentioned in Section 1, when n = 3, Schwarzschild-AdS space-
times satisfy (4.2) and hence can be considered as borderline FG-aAdS segments.
Furthermore, letting M ∈ R denote the mass of the spacetime, we have that
(4.25) gˆ =
2
3
M(2dt2 + γ˜).
In particular, the borderline pseudoconvexity condition of Definition 4.7 fails to
hold in the postive-mass case (M > 0), as well as for pure AdS spacetime (M = 0).
However, the borderline pseudoconvexity condition is satisfied for Schwarzschild-
AdS spacetimes with negative mass. As mentioned in the introduction, this should
be compared with the asymptotically flat case [1], where positive mass leads to a
foliation of pseudoconvex hypersurfaces near spacelike infinity.
4.3. The Carleman Estimate. We now state and prove our corresponding Car-
leman estimate in the borderline setting:
Theorem 4.10. Consider an (n+ 1)-dimensional borderline FG-aAdS segment
(M, g), M = (0, ρ∗)× (0, Tpi)× S,
and assume the borderline pseudoconvexity property holds on I, with parameters K,
ζ. Fix also l ≥ 0, constants p, κ ∈ R satisfying (3.21), and 0 < ρ0  f0 g,l,p,K 1.
Then, there exist constants C, C > 0, depending on g, p, and K, such that for
any σ ∈ R and λ ∈ [1 + κ,∞), and for any φ ∈ ΓT 0lM such that
• φ has compact support on every level set of (ρ, t), and
• both φ and ∇φ vanish on {f = f0},
the following inequality holds:∫
Ωf0,ρ0
fˆn−2−2κe
−2λfˆp
p fˆ−p|(+ σ)φ|2(4.26)
+ Cλ(λ2 + |σ|)
∫
{ρ=ρ0}
[|∇t(ρ−κφ)|2 + |∇ρ(ρ−κφ)|2 + |ρ−κ−1φ|2]d˚g
≥ Cλ
∫
Ωf0,ρ0
fˆn−2−2κe
−2λfˆp
p (ρ5|∇tφ|2 + ρ5|∇ρφ|2 + ρ3| /∇φ|2)
+ λ[κ2 − (n− 2)κ+ σ − (n− 1)]
∫
Ωf0,ρ0
fˆn−2−2κe
−2λfˆp
p |φ|2
+ Cλ3
∫
Ωf0,ρ0
fˆn−2−2κe
−2λfˆp
p fˆ2p|φ|2,
where Ωf0,ρ0 := {fˆ < f0, ρ > ρ0}.
Proof. We adopt analogues of the notations established in Section 3.2:
• We now conjugate using fˆ instead of f :
(4.27) F := κ · log fˆ + λp−1fˆp, ψ := e−Fφ.
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• Moreover, we define the borderline analogues of (3.26):
(4.28) Sˆζψ := ∇Sˆψ + hˆζψ, hˆζ := fˆn−3wˆζ +
1
2
∇αSˆα.
• Finally, we define L and N as in (3.27) and (3.28), respectively.
The key step is the following analogue of Lemma 3.8:
λ−1fˆn−2−p|Lψ|2 ≥ Cλfˆn−2+p|∇Nˆψ|2 + Cfˆn−2ρ3(|∇Vˆ ψ|2 + | /∇ψ|2)(4.29)
+ [κ2 − (n− 2)κ+ σ − (n− 1)]fˆn−2|ψ|2
+ C(λfˆn−2+p + λ2fˆn−2+2p)|ψ|2 +∇βPβ ,
P (N ) ≤ Cfˆn−2ρ2(|∇tψ|2 + |∇ρψ|2) + C(λ2 + |σ|)fˆn−2|ψ|2.
Note that the estimate now holds on all of M∩ Ωf0,ρ0 , since fˆ is now everywhere
smooth. As before, C > 0 depends on g, p, K, while C > 0 depends on g and p.
The proof is now almost identical to that of Lemma 3.8. Besides replacing f by
fˆ , the only other differences are in the powers of ρ in some asymptotic expansions:
• Here, the pseudoconvexity of the level sets of fˆ is more degenerate than
that of f . By Theorem 3.3, we deduce that the analogue of (3.34) is
pˆiαβζ ∇αψI∇βψI ≥ [Kfˆn−2ρ3 +O0(fˆn−1ρ3)] · (|∇Vˆ ψ|2 + | /∇ψ|2)(4.30)
− [(n− 1)fˆn−2 +O0(fˆn)] · |∇Nˆψ|2.
• A similar difference lies in the curvature expansion (in the tensorial case).
More specifically, by (4.18), the analogue of (3.36) is
−Sˆα∇βψIRαβψI = O0(fˆn−2)
[
RNˆVˆ ψI∇Vˆ ψI −
n−1∑
X=1
RNˆEˆXψI∇EˆXψI
]
(4.31)
≥ O0(fˆn−2ρ4) · (|∇Vˆ ψ|+ | /∇ψ|)|ψ|
≥ O0(fˆn−2ρ4) · (|∇Vˆ ψ|2 + | /∇ψ|2) +O0(fˆn) · |ψ|2.
The remaining steps, being essentially the same as before, are left to the reader.
From (4.29), we express ψ in terms of φ, and we expand the frame elements Nˆ ,
Vˆ , EˆX in terms of coordinate derivatives. The derivation is identical to the proof
of Lemma 3.9; the only real difference is that due to the extra power of ρ in (4.30)
and (4.31), we inherit an extra power of ρ in the coordinate derivatives:
λ−1fˆ−pEpκ,λ|(+ σ)φ|2 ≥ CEˆpκ,λ(ρ5|∇tφ|2 + ρ5|∇ρφ|2 + ρ3| /∇φ|2)(4.32)
+ Eˆpκ,λ[κ
2 − (n− 2)κ+ σ − (n− 1)]|φ|2
+ Cλ2Eˆpκ,λfˆ
2p|φ|2 +∇βPβ ,
ρ−n · P (N ) ≤ C[|∇t(ρ−κφ)|2 + |∇ρ(ρ−κφ)|2]
+ C(λ2 + |σ|)|ρ−κ−1φ|2.
Here, C and C satisfy the same assumptions as above, and
(4.33) Eˆpκ,λ := fˆ
n−2−2κe
−2λfˆp
p .
The final step is to integrate (4.32) and apply the divergence theorem, which
results in (4.26) and completes the proof. This process is similar to that in Section
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3.2.2 but is simpler since all quantities here are smooth onM∩Ωf0,ρ0 . Thus, here
we do not have to deal with any discontinuities on {t = pi2 }. 
4.4. Unique Continuation. We conclude this section with the analogue of The-
orem 3.11 in the static borderline case.
Theorem 4.11. Consider an (n+ 1)-dimensional borderline FG-aAdS segment
(M, g), M = (0, ρ∗)× (0, pi)× S,
and consider on (M, g) the wave equation (3.72), for some l ≥ 0 and σ ∈ R.
Furthermore, assume that the following properties hold:
(1) The borderline pseudoconvexity property (see Definition 4.7) holds on I.
(2) There exist 0 < p < 1 and C > 0 such that for any φ ∈ ΓT 0lM,
(4.34) |G(φ,∇φ)|2 ≤ Cρp[ρ5|∇ρφ|2 + ρ5|∇tφ|2 + ρ3| /∇φ|2 + ρ2p|φ|2].
Then, the local unique continuation property holds on (M, g) for (3.72).
Theorem 4.11 is proved in a completely analogous manner as Theorem 3.11,
except we now use the borderline Carleman estimate, Theorem 4.10, in the place
of Theorem 3.7. The details are left to the reader.
Remark. By inspecting the proof of Theorem 4.11, one can observe that in the
borderline case, the finiteness condition (3.73) can be replaced by∫
M
ρ3+p| /∇φ|2 <∞, 0 < p < 1.
Appendix A. Reduction to the Fefferman-Graham Gauge
In this appendix, we prove the following theorem, which demonstrates that any
admissible aAdS segment can be rewritten as an admissible FG-aAdS segment via
an appropriate change of coordinates.
Theorem A.1. Let (M, g) be an admissible aAdS segment, with
M := (0, ρ∗)× I := (0, ρ∗)× (T−, T+)× S,
and with induced AdS-type boundary (I, g˚). Then, the following statements hold:
(1) Given any T− < T− < T+ < T+, there exists ρ∗ > 0 and an isometry Φ
between an open subset D of M and an admissible FG-aAdS segment
(M, g), M := (0, ρ∗)× I := (0, ρ∗)× (T−, T+)× S,
with induced AdS-type boundary (I, g˚|I).
(2) Letting ρ and ρ denote the projections to the first components of M and
M, respectively, then the following comparison holds:24
(A.1) ρ ' ρ ◦ Φ.
In particular, Φ−1 maps the conformal boundary I of M to I.
Remark. In practice, the aAdS segments on which our unique continuation theo-
rems apply are subsets of larger spacetimes. Thus, the (arbitrarily small) shortening
of the time interval in Theorem A.1 would not result in any loss of generality.
24Much more precise comparisons hold; these can be found within the proof.
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The remainder of this appendix is dedicated to the proof of Theorem A.1. Let
ρ and t be the usual projections on M, and let h := ρ2g. Recall from (2.7) that
h = (1 + ρ2g¯ρρ)dρ
2 + (−dt2 + g˚ABdxAdxB + ρ2g¯abdxadxb)(A.2)
+O(ρ3) · dxαdxβ .
A few notational clarifications are in order here:
• To avoid clutter, we do not underline symbols in superscript and subscript
indices. For (M, g)-related quantities (e.g., h, g˚, g¯), indices are understood
to be with respect to (ρ, t, xA)-coordinates.
• We define the class O(ζ) to be as in Definition 2.4, except now to be with
respect to the underlined (ρ, t, xA)-coordinate systems.
Let Λµαβ denote the Christoffel symbols for h, in the (ρ, t, x
A)-coordinates. From
direct computations using (A.2), we see that
Λρρρ = g¯ρρρ+O(ρ2), Λρρa = O(ρ2),(A.3)
Λρab = −g¯abρ+O(ρ2), Λaρρ = O(ρ2),
Λaρb = g˚
adg¯bdρ+O(ρ2), Λabc = O(1).
A.1. Geodesic Coordinates. First, note that we can formally extend h to ρ ≤ 0
by dropping error terms and defining
(A.4) h|ρ≤0 := (1 + ρ2g¯ρρ)dρ2 + (−dt2 + g˚ABdxAdxB + ρ2g¯abdxadxb).
Observe that this extended h is C2 in ρ and smooth in the remaining xa-coordinates.
Thus, it makes sense to speak of derivatives of quantities “at I = {ρ = 0}”.
Let γ be the family of h-geodesics beginning on ρ = 0 and satisfying the initial
conditions γ′|ρ=0 = ∂ρ. Let σ denote the affine parameters (with respect to h) of
these γ, with σ = 0 on ρ = 0. Given coordinates (xa) = (t, xA) on ρ = 0, we define
coordinates (xa) := (t, xA) on the spacetime by transporting the xa’s along γ.
Consider now the coordinates (σ, xa), and note that
D∂σ∂σ = 0, h(∂σ, ∂σ) = h(∂σ, ∂σ)|ρ=0 = 1,
where D is the Levi-Civita connection for h. Furthermore, we have
∂σ[h(∂σ, ∂xa)] = h(∂σ, D∂σ∂xa) = h(∂σ, D∂xa∂σ) = 0.
Thus, we can write h as
(A.5) h = dσ2 + habdx
adxb.
In addition, we now restrict ourselves to t ∈ (T−, T+), so that the geodesic γ
emanating from each P ∈ {ρ = 0} with t(P ) ∈ (T−, T+) exists for some uniform
interval σ ∈ (−σ0, σ0) while remaining in a compact subset of the extendedM. In
particular, in this region, all quantities under consideration will be bounded.
The remaining goal of this subsection is to compare vector fields in the (σ, xa)-
coordinates with those in the (ρ, xa)-coordinates. For this, we define the coefficients
(A.6) ∂σ := X
ρ∂ρ +X
a∂xa , ∂xa = A
ρ
a∂ρ +A
b
a∂xb .
The goal, then, is to control the Xα’s and Aαa ’s.
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A.1.1. Bounds for the Xα’s. First, we note that
0 = D∂σ∂σ = ∂σ(X
µ) · ∂µ +XαXβΛµαβ · ∂µ,
which expands to a system of differential equations:
∂σX
ρ = −(Xρ)2[g¯ρρρ+O(ρ2)] +XaXb[g¯abρ+O(ρ2)] + 2XρXa · O(ρ2),(A.7)
∂σX
c = (Xρ)2 · O(ρ2)− 2XρXa · [˚gcdg¯adρ+O(ρ2)]−XaXb · Λcab.
Moreover, note that by (A.4), the equations (A.7) extend to ρ ≤ 0, with the O(ρ2)-
terms vanishing on ρ ≤ 0. The equations also imply that the Xα’s are twice
continuously differentiable in ρ in this extended region.
We can now determine the asymptotics of the Xα’s at σ = 0. By definition,
(A.8) Xρ|σ=0 = 1, Xa|σ=0 = 0.
Furthermore, the evolution equations (A.7) imply that
(A.9) ∂σ(X
α)|σ=0 = 0.
For second derivatives, we differentiate (A.7). Noting ∂σρ = X
ρ, we have
∂2σ(X
ρ)|σ=0 = −(Xρ)2 · g¯ρρXρ|σ=0 +XaXb · g¯abXρ|σ=0 = −g¯ρρ,(A.10)
∂2σ(X
a)|σ=0 = −2XρXa · g˚cdg¯adXρ|σ=0 − ∂σ(XaXb · Λcab)|σ=0 = 0.
Since the xa- and xa-coordinates coincide at σ = 0, we can also use (A.7) to
compute some higher derivatives at σ = 0. Indeed, given any integer l > 0 and
arbitrary indices a1, . . . , al, we have that
∂xa1 . . . ∂xalX
α|σ=0 = 0,(A.11)
∂σ∂xa1 . . . ∂xalX
α|σ=0 = 0,
∂2σ∂xa1 . . . ∂xalX
ρ|σ=0 = −∂xa1 . . . ∂xal g¯ρρ,
∂2σ∂xa1 . . . ∂xalX
a|σ=0 = 0.
Since we restrict ourselves to a relatively compact region in M, then applying
Taylor’s theorem along with (A.8)-(A.11) yields
(A.12)
∣∣∣∣∂xa1 . . . ∂xal (Xρ − 1 + 12 g¯ρρσ2
)∣∣∣∣ .l σ3, |∂xa1 . . . ∂xalXa| .l σ3
for any l > 0 and indices a1, . . . , al. Since ∂σρ = X
ρ, then integrating the first
inequality in (A.12) with respect to σ results in the estimate
(A.13)
∣∣∣∣∂xa1 . . . ∂xal (ρ− σ + 16 g¯ρρρ˜3
)∣∣∣∣ .l σ4.
Note also that (A.9)-(A.11) imply∣∣∣∣∂xa1 . . . ∂xal∂σ (Xρ − 1 + 12 g¯ρρσ2
)∣∣∣∣ .l σ2, |∂xa1 . . . ∂xal∂σXc| .l σ2,(A.14) ∣∣∣∣∂xa1 . . . ∂xal∂2σ (Xρ − 1 + 12 g¯ρρσ2
)∣∣∣∣ .l σ, |∂xa1 . . . ∂xal∂2σXc| .l σ.
Next, by induction, we can take successive σ-derivatives of (A.7) and control the
left-hand side by the right-hand side (which is lower-order), using bounds already
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obtained in the previous iteration. (In particular, throughout these differentiations,
we recall that ∂σ(ρ− σ) = Xρ − 1.) From this process, we obtain∣∣∣∣∂xa1 . . . ∂xal∂kσ (Xρ − 1 + 12 g¯ρρσ2
)∣∣∣∣ .l σ3−k,(A.15)
|∂xa1 . . . ∂xal∂kσXc| .l σ3−k,
for each nonnegative integer k. From (A.15), we obtain the asymptotic bounds
Xρ − 1 + 1
2
g¯ρρσ
2 = Oσ(σ3),(A.16)
Xa = Oσ(σ3),
ρ− σ + 1
6
g¯ρρσ
3 = Oσ(σ4),
where we define Oσ(ζ) as in Definition 2.4, but with respect to (σ, xa)-coordinates.
A.1.2. Bounds for the Aαa ’s. Observe that the A
α
a ’s satisfy
(A.17) Aρa = ∂xaρ, A
b
a = ∂xax
b, ∂σA
b
a = ∂xaX
b.
Thus, from (A.16) and (A.17), we conclude that
(A.18) Aρa +
1
6
∂xa g¯ρρσ
3 = Oσ(σ4), Aba = δba +Oσ(σ4).
A.2. The Metric Expansion. From (A.16) and (A.18), we conclude that25
h(∂xa , ∂xb) = A
c
aA
d
b · h(∂xc , ∂xd) +AcaAρb · h(∂xc , ∂ρ)(A.19)
+AρaA
d
b · h(∂ρ, ∂xd) +AρaAρb · h(∂ρ, ∂ρ)
= h(∂xa , ∂xb) +Oσ(σ4).
It then follows from (A.2), (A.5), and (A.19) that
(A.20) g = ρ−2dσ2 + ρ−2 [˚gab + g¯abρ
2 +Oσ(σ3)]dxadxb.
A.2.1. The Radial Normalization. We make one final change of variables σ 7→ ρ,
satisfying that ρ = 0 and σ = 0 coincide at I, and that
(A.21)
dσ
ρ
=
dρ
ρ
.
Rearranging the above and recalling the last part of (A.16) yields
(A.22)
d(log ρ)
dσ
=
1
ρ
=
1
σ
+
1
6
g¯ρρσ +Oσ(σ2),
and integrating (A.22) results in the relation
(A.23) ρ = σ · e 112 g¯ρρσ2+Oσ(σ3) = σ + 1
12
g¯ρρσ
3 +Oσ(σ4).
Inverting the relation in (A.23) results in the expansion
(A.24) σ = ρ− 1
12
g¯ρρρ
3 +O(ρ4),
while (A.16) and (A.24) imply
(A.25) ρ = ρ− 1
4
g¯ρρρ
3 +O(ρ4).
25From (A.16) and (A.18), we infer that the classes O(ζ) and Oσ(ζ) coincide.
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Applying (A.21) and (A.25) to (A.20) yields the FG-aAdS expansion
(A.26) g = ρ−2dρ2 + ρ−2
[˚
gab +
(
g¯ab +
1
2
g¯ρρg˚ab
)
ρ2 +O(ρ3)
]
dxadxb.
Finally, to complete the proof, we set the isometry Φ to be the map represented
by the compositions of the coordinate transformations
(ρ, xa) 7→ (σ, xa) 7→ (ρ, xa).
Appendix B. Einstein-Vacuum Spacetimes
Let (M, g) denote an admissible FG-aAdS segment. In this appendix, we briefly
elaborate on the case in which (M, g) also satisfies the Einstein-vacuum equations26
(B.1) Ric[g] = −n(n− 1)
2
g.
Recall (see [9], for instance) the following:
Proposition B.1. Suppose n ≥ 3, and suppose also that (M, g) satisfies (B.1).
Then, −g¯ is precisely the Schouten tensor associated with (I, g˚),
(B.2) P˚ab :=
1
n− 2
[
R˚icab − 1
2(n− 1) R˚ · g˚ab
]
,
where R˚ic and R˚ denote the Ricci and scalar curvatures on (I, g˚).
B.1. The Static Case. We now further specialize to the case of static boundaries.
More specifically, we assume our conformal boundary has the form
(B.3) I := (0, piT )× S, g˚ := −dt2 + γ,
where (S, γ) is an (n − 1)-dimensional Riemannian manifold, with n ≥ 3. Below,
we show that in this setting, the pseudoconvexity property of Definition 3.2 can be
directly connected to positivity of the Ricci curvature Ric of (S, γ):
Proposition B.2. Suppose n ≥ 3, and suppose (M, g) satisfies (B.1) and (B.3).
If Ric ≥ (n− 2)C uniformly on S for some C > 0, then:
(1) For any c ∈ (0, C), the following is uniformly positive definite:
(B.4) − g¯− c2dt2 +
[
1
2(n− 1)(n− 2)R−
1
2
(C2 + c2)
]
· g˚,
where R denotes the scalar curvature of γ.
(2) The pseudoconvexity property holds whenever T > C−1, i.e., whenever
(M, g) has a time span of greater than C−1pi.
On the other hand, if Ric ≤ 0 at any point of S, then the pseudoconvexity
property, as expressed in Definition 3.2, fails to hold.27
26We choose this particular normalization of the cosmological constant in equation (B.1) so
that the AdS (and Kerr-AdS) metric has the expansion (2.8) at infinity.
27Here, we stress that the failure of the pseudoconvexity property only implies that the foliation
defined by the particular f in (2.26) needs not be pseudoconvex. In particular, this needs not
imply that the local unique continuation from I must fail. See also the remark following the proof.
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Proof. Observe that direct computations yield
P˚tA ≡ 0, P˚tt = 1
2(n− 1)(n− 2)R,(B.5)
P˚AB =
1
n− 2RicAB −
1
2(n− 1)(n− 2)R · γAB ,
from which we obtain
(B.6) P˚ +
1
2(n− 1)(n− 2)R · g˚ = 0dt
2 +
1
n− 2RicABdx
AdxB ,
from which (B.4) follows. In particular, (B.4) implies that Definition 3.2 is indeed
satisfied whenever ξ = 0 and T := c−1 > C−1.
Finally, if Ric ≤ 0 at some point Q ∈ S, then we can see that at Q,
−g¯− ζg˚ = 1
n− 2RicABdx
AdxB −
[
1
2(n− 1)(n− 2)R+ ζ
]
· g˚
cannot be made positive-definite for any ζ, hence the pseudoconvexity property is
violated. This completes the proof of the proposition. 
Remark. Like for Definition 3.2, the positivity of Ric is a gauge-dependent prop-
erty which is not necessarily preserved by a conformal transformation of g˚; see the
remark below Theorem 1.2.
In particular, in the classical gravity setting n = 3, we have
(B.7) RicAB = K · γAB ,
where K is the Gauss curvature of (S, γ). Proposition B.2 and (B.7) imply:
Corollary B.3. Suppose n = 3 and (M, g) satisfies (B.1) and (B.3).
(1) If K ≥ C > 0 uniformly on S, then the pseudoconvexity property holds
whenever T > C−1, that is, when (M, g) has time span greater than C−1pi.
(2) If K ≤ 0 at any point of S, then the pseudoconvexity property, as expressed
in Definition 3.2, fails to hold.
Note for AdS (as well as Kerr-AdS) spacetime, we have K ≡ 1, hence the pseu-
doconvex condition holds for time intervals of length greater than pi.
Appendix C. A Modified Carleman Estimate
In this appendix, we establish, under additional assumptions, a technical refine-
ment of the Carleman estimate of Theorem 3.7. This will be applied in upcoming
works toward proving symmetry extension results; see [13].
More specifically, for “non-borderline” values of κ, we can establish Carleman
estimates applicable to wave equations with first order terms that:
• Are also small with respect to an L∞-norm, but
• Decay slightly less than was allowed in Theorem 3.7.
The precise statement of the refined estimate is given below:
Theorem C.1. Assume the hypotheses of Theorem 3.7, and suppose also that
(C.1) κ > κ0, κ0 :=
{
n−2
2 +
√
n2
4 − σ κ ≤ n
2−1
4 ,
n−1
2 κ >
n2−1
4 .
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In addition, let X be a vector field on M whose components satisfy
(C.2) |X ρ| ≤ ερ2, |X t| ≤ ερ2, |g(X , EX)| ≤ ερ,
where EX denotes any of the frame elements from Definition 2.19, and where ε > 0
is sufficiently small with respect to K, κ− κ0.
Then, there exist constants C, C > 0, depending on g, p, K, and κ−κ0, such that
for any σ ∈ R and λ ∈ [1 +κ,∞), and for any φ ∈ ΓT 0lM satisfying the conditions
listed in Theorem 3.7, the following inequality holds:∫
Ωf0,ρ0
fn−2−2κe
−2λfp
p f−p|(+ σ +∇X )φ|2(C.3)
+ Cλ(λ2 + |σ|)
∫
{ρ=ρ0}
[|∇t(ρ−κφ)|2 + |∇ρ(ρ−κφ)|2 + |ρ−κ−1φ|2]d˚g
≥ Cλ
∫
Ωf0,ρ0
fn−2−2κe
−2λfp
p (ρ4|∇tφ|2 + ρ4|∇ρφ|2 + ρ2| /∇φ|2)
+ Cλ
∫
Ωf0,ρ0
fn−2−2κe
−2λfp
p (1 + λ2f2p)|φ|2.
Remark. With regards to unique continuation results, using the refined estimate
(C.3), one can remove the extra ρp decay that was stipulated in (3.75). However,
this works only if the first-order coefficients in (3.72) are sufficiently small and if
one chooses a non-optimal order of vanishing κ.
Remark. Essentially, first-order terms in (3.72) with small coefficients that decay
slightly less can be treated as a part of the operator on the left-hand side of (C.3),
rather than as an error term to be absorbed (as in the proof of Theorem 3.11).
As the proof of Theorem C.1 is largely similar to that of Theorem 3.7, below we
will only emphasize points where the two derivations differ.
C.0.1. Proof of Theorem C.1. For convenience, we adopt the same notations as in
the proof of Theorem 3.7, in particular, (3.24)-(3.27). Define also the operator
(C.4) L˜ := e−F (+ σ +∇X )eF = L+∇X + F ′ · Xf .
Computing as in the proof of Theorem 3.7, we have
L˜ψISξ,ζψI = LψISξ,ζψI +∇XψI∇SψI + F ′Xf · ψI∇SψI(C.5)
+ hξ,ζψ
I∇XψI + hξ,ζF ′Xf · |ψ|2
= LψISξ,ζψI + I1 + I2 + I3 + I4.
The first term on the right-hand side of (C.5) can be handled precisely as before,
yielding (3.44). Combining all this results in the inequality
L˜ψISξ,ζψI ≥ [(2κ− n+ 1)fn−2 + 2λfn−2+p + λ · O0(fn)]|∇Nψ|2(C.6)
+ [Kfn−2ρ2 +O0(fn−1ρ2)](|∇V ψ|2 + | /∇ψ|2)
+
[
(κ2 − nκ+ σ)fn−2 + 2− p
2
λ(2κ− n+ p)fn−2+p
]
|ψ|2
+ [(1− p)λ2fn−2+2p + λ2 · O0(fn)]|ψ|2 +∇β(PQβ + PSβ )
+ I1 + I2 + I3 + I4.
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Now, (C.1) implies that there is some 0 ≤ B < 1, depending on κ− κ0, with
(C.7) (1−B)(2κ− n+ 1) > 0, (κ2 − nκ+ σ) +B(2κ− n+ 1) > 0.
We again apply (3.46) to the terms fn−2|∇Nψ|2 and fn−2+p|∇Nψ|2 in the right-
hand side of (C.6), except we also multiply the former term by B. Defining
(C.8) P˜Hβ := B(2κ− n+ 1)fn−3∇βf · |ψ|2 +
2− p
2
λfn−3+p∇βf · |ψ|2,
then these computations yield the inequality
L˜ψISξ,ζψI ≥ ∇β(PQβ + PSβ + P˜Hβ ) + (1−B)(2κ− n+ 1)fn−2|∇Nψ|2(C.9)
+ [λfn−2+p + λ · O0(fn)]|∇Nψ|2
+ [Kfn−2ρ2 +O0(fn−1ρ2)](|∇V ψ|2 + | /∇ψ|2)
+ [(κ2 − nκ+ σ) +B(2κ− n+ 1)]fn−2|ψ|2
+
2− p
2
λ
(
2κ− n+ 1 + p
2
)
fn−2+p|ψ|2
+ [(1− p)λ2fn−2+2p + λ2 · O0(fn)]|ψ|2
+ I1 + I2 + I3 + I4.
Note that by (C.2), along with computations in the proof of Lemma 3.9, we have
|∇Xψ|2 ≤ ε2(ρ4|∇ρψ|2 + ρ4|∇tψ|2 + ρ2| /∇ψ|2)(C.10)
. ε2ρ2(|∇Nψ|2 + |∇V ψ|2 + | /∇ψ|2).
Thus, recalling (2.31), (2.33), and (C.10), we have
|I1| ≤ [fn−2 +O0(fn)]|∇Xψ||∇Nψ|(C.11)
≤ ε2D1fn−2ρ2(|∇Nψ|2 + |∇V ψ|2 + | /∇ψ|2)
+
(1−B)(2κ− n+ 1)
2
[fn−2 +O0(fn)]|∇Nψ|2
≤ ε2D1fn−2ρ2(|∇V ψ|2 + | /∇ψ|2)
+
[
(1−B)(2κ− n+ 1)
2
fn−2 +O0(fn)
]
|∇Nψ|2.
Similarly, recalling also (3.35), we obtain
|I3| ≤ O0(fn) · |ψ||∇Xψ|(C.12)
≤ ε2D1fn−2ρ2(|∇Nψ|+ |∇V ψ|2 + | /∇ψ|2) +O0(fn) · |ψ|2
≤ ε2D1fn−2ρ2(|∇V ψ|2 + | /∇ψ|2) +O0(fn) · (|∇Nψ|2 + |ψ|2).
In particular, as long as ε is sufficiently small with respect to K and κ − κ0, then
I1 and I3 can be absorbed into positive terms on the right-hand side of (C.9).
For the remaining terms, we also note from (2.35), (3.25), and (C.2) that
|F ′Xf | = (κf−1 + λf−1+p) · ερ2 · O0(fρ−1)(C.13)
= O0(ρ) + λ · O0(ρfp).
Using (C.13) and similar bounds as before, we then control
|I2| ≤ λ · O0(ρ) · |ψ||∇Sψ|(C.14)
. λ · O0(fn−1) · (|∇Nψ|2 + |ψ|2),
44 GUSTAV HOLZEGEL AND ARICK SHAO
|I4| ≤ λ · O0(fnρ) · |ψ|2.
Combining (C.9) with (C.11)-(C.14) and letting λ be sufficiently large yields
L˜ψISξ,ζψI ≥ ∇β(PQβ + PSβ + P˜Hβ ) +
[
1
2
λfn−2+p + λ · O0(fn)
]
|∇Nψ|2(C.15)
+
[
1
2
Kfn−2ρ2 +O0(fn−1ρ2)
]
(|∇V ψ|2 + | /∇ψ|2)
+ [(κ2 − nκ+ σ) +B(2κ− n+ 1)]fn−2|ψ|2
+
2− p
4
λ
(
2κ− n+ 1 + p
2
)
fn−2+p|ψ|2
+ [(1− p)λ2fn−2+2p + λ2 · O0(fn)]|ψ|2.
Estimating as in the proof of Lemma 3.8 results in the following variant of (3.29):
λ−1fn−2−p|L˜ψ|2 ≥ Cλfn−2+p|∇Nψ|2 + Cfn−2ρ2(|∇V ψ|2 + | /∇ψ|2)(C.16)
+ C(fn−2 + λfn−2+p + λ2fn−2+2p)|ψ|2
+∇β(PQ + PS + P˜H)β ,
From this point, the proof of Theorem C.1 proceeds entirely analogously to that of
Theorem 3.7, hence we omit the details here.
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