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Abstract 
In this abstract we outline new developments in HCI systems and identify challenges for 
design and evaluation of emerging systems. We illustrate these developments and challenges 
with examples from research projects we are involved in. 
Introduction 
The nature of applications is changing. Traditionally, HCI systems are designed for a certain 
task, in a given context, and with a certain user profile in mind. For these productivity-
oriented systems performance is a key objective. Currently HCI is increasingly considering 
applications for everyday life, encompassing leisure, entertainment, culture and art. There is a 
shift in emphasis towards interfaces that are not task-oriented but rather focused on user 
experience. Subjective factors such as the beauty, fun, surprise or intimacy of a system 
become more important for design and evaluation of HCI applications. 
Not only the purpose of the applications is changing, but also the nature of the input and 
output and hence of the interaction with the applications. Traditional HCI systems allow 
human users to input commands using keyboard, mouse or touch screen. They are, moreover, 
single-user and largely confined to the place and manner in which the interaction takes place. 
Emerging HCI systems have multi-modal user interfaces that use speech, gestures, affect and 
context as input, thereby allowing people to interact with them in natural, intuitive ways. They 
have sensors and intelligence embedded in the environment, not only for localization of 
human users, but also to detect their actions, identity and facial expressions. The observed 
behavior must be interpreted in relation to the context to estimate the user’s intentions and 
motives as well as his/her emotions and affective state [2]. This context encompasses the 
environment, other users, and the communication processes. 
Related to this is the trend that sensors are moving to the background, which has implications 
for interaction design since it restricts the traditional dialog-oriented way of interaction, and 
implicit interactions must be focused upon. In [1] we proposed to include virtual humans as 
social actors in ambient intelligent environments and look at multi-party interaction. In some 
cases, the design of computer interfaces is merging with the design of everyday appliances 
where they should facilitate tasks historically outside the normal range of human-computer 
interaction. Gradually computer interfaces for people are replaced by people interfaces for 
computers and Human-Computer Interaction changes into Human-Environment Interaction 
[4].  
Traditional HCI systems are responsive in nature: the user is the one who initiates the 
interaction. Currently the number of applications that automatically adapt to the user and the 
context is increasing rapidly. These adaptive applications support the users in both reactive 
and pro-active ways.  
In summary, HCI applications focus increasingly on user experiences, are multi-modal and 
context-aware, and interaction is more natural, often implicit, and involves multiple parties, 
both human and virtual. Furthermore, applications are increasingly pro-active and adaptive. 
Next section treats the implications of these new developments in the context of a few 
research projects we are involved in.  
Research projects 
The AMIDA project (http://www.amiproject.org/) seeks to develop technologies that can 
facilitate human interaction in instrumented meeting rooms. These include remote participant 
support and browsing through past meetings. Multi-modal (speech and vision) processing is 
used. The integration and subsequent interpretation of the input signals requires 
understanding of the details of multi-modal, multi-party human communication in meetings. 
We develop models of interaction that are used to understand user behavior and to generate 
appropriate behavior in turn. Dialog management models, like turn-taking and argumentation, 
are part of the interaction models in AMIDA.  
The MESH project (http://www.mesh-ip.eu/) focuses on multimedia summaries of news from 
multiple sources. These summaries are adapted to the users, the environment, and the 
devices at hand. They are presented both on demand and pro-actively. Multiple devices (both 
desktop and mobile) share preferences and navigation patterns to allow seamless interaction 
for nomadic access.  
The Virtual Dancer project [3], in which an interactive agent dances with a human dancer, 
explores the prospects of HCI that is completely nonverbal. The virtual dancer adapts its 
movements to those of a human dancer, using real-time visual and audio processing. The 
virtual dancer alternates between following the user and taking the lead with new moves. 
There is no clear task involved, hence task performance measures like effectiveness and utility 
do not apply. Instead, user experience factors like affective and emotional aspects of 
interaction and the interaction itself are relevant for evaluation. A challenge for the future is to 
adapt the movements of the virtual dancer real-time to the user experience factors measured. 
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