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Textile fibers obtained from crime scenes can provide trace evidence to help solve 
criminal cases through forensic science. Examining the samples involves the use of 
different analytical procedures to determine associations between different fabric 
fragments. The current study explored multivariate statistical methods applied in synthetic 
fiber forensic science comparisons. The literature review of the current research identified 
various multivariate approaches such as Principal Component Analysis (PCA) and Partial 
Least Square Discriminant Analysis (PLS-DA) to analyze spectroscopic and 
chromatographic data. The capstone project used Fourier Transform Infrared (FT-IR) 
Spectroscopy instrumental methods for the analysis of standard synthetic fibers. 
Afterwards, multivariate data analysis and data mining techniques using Aspen 
Unscrambler Software were applied to analyze the spectral data of four types of fiber 
obtained from the FT-IR analysis. Data were first subjected to preprocessing methods 
including Savitzky-Golay first derivative method and Standard Normal Variate (SNV) 
method. Then, PCA model was generated in which the four types of fiber were separated 
based on wavenumber properties. Followingly, PCA Projection and Soft Independent 
Modelling by Class Analogy (SIMCA) were built as classification models. The 
classification models classified the test samples accurately, which indicated that the PCA 
model generated in this research could be used as a method of classification for fiber 
samples.  
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One of the most vital aspects of a criminal investigation is placing the suspect at 
the crime scene. Investigative agencies manage to place accused individuals at a crime 
scene by locating textile fibers matching the crime scene or the victim's clothing on the 
suspect's garments. Similarly, identifying fibers similar to the suspect's clothes at the 
crime scene further substantiates allegations made in a criminal case. A value of the 
relationship is often obtained through the matching of fibers to a source. For instance, 
fabric from a suspect is matched to that identified at the scene of a crime. The value of 
association is influenced by various fabric properties, including the type of fiber, the color 
variation of the fiber, the number of different fibers obtained, and the fabric's chemical 
composition (Farah et al., 2015). According to Kato et al. (2016), fibers represent the 
smallest units of textile matter; they are naturally occurring in animals and plants but can 
also be manufactured.  
Forensic scientists often spend time identifying, analyzing, and interpreting 
different patterns in fibers to determine whether there is a match (Dow et al., 2016). 
Forensic science involves high-level inspection and analysis of evidence from a crime 
scene. The samples collected are explored, examined, and then classified distinctively 
based on their characteristics (Sultan et al., 2018). The forensic analysis provides 
evidence used to make critical legal decisions by criminal courts. Therefore, to ensure the 
verdict is unbiased, the correct classification of samples from a crime scene is critical in 
forensic science. Scientists are currently increasingly applying analytical techniques such 
as spectroscopic and chromatographic methods to analyze complex substances and 
mixtures from samples (Mujumdar et al., 2015).  
The application of analytical tests is necessary since manual examination procedures can 
lead to false-positive outcomes (Teran et al., 2020). Chromatographic and spectroscopic 
methods produce massive datasets that are analyzed using advanced chemometric 
approaches (Teran et al., 2020). The objective of conducting analytical tests is to obtain 
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a match exclusion that confirms that the two fibers do not originate from the same source. 
The forensic procedure's first step entails performing a visual examination of the samples 
to rule out a match due to color differences. Other methods include optical microscopy 
that evaluates both the color and the fabric's morphology (Osman, Zidan & Kamal, 2014), 
polarized light microscopy that determines the generic class by evaluating refraction 
measurements and the birefringence indices (Reffner, Kammrath & Kaplan, 2019).  
Further, UV/visible micro spectrophotometry is undertaken to examine the fabric's color 
spectrum and the dyes used (Teran et al., 2020). In addition, infrared spectroscopy is 
performed to explore the polymer type of the fiber (Musto et al., 2018). The analytical 
procedures used in forensic analysis of fibers are fast and non-destructive, implying that 
the evidence's natural qualities are preserved (Goodpaster & Liszewski, 2009). According 
to their origin, the best techniques used to discriminate different fiber samples lead 
towards practical evidential importance, whereas inferior methods produce unreliable 
results. Non-destructive fiber distinction produces important information such as the fiber 
polymer type, fabric refractive index, and birefringence. On the other hand, destructive 
analytical methods do not produce vital data for legal evidential purposes.  
 
1.2 Project goals 
 
The goal of the project was achieved successfully by developing a data mining model that 
could have a role in helping Dubai Police Forensics and Criminology Science Department 
in identifying and classifying unknown fiber samples when applying forensic analysis.  
1.3 Aims and Objectives  
The aim of this project was to apply multivariate data analysis on data obtained 
from chemical analysis of standard synthetic fibers. The objective of this research was 
attained successfully by developing a data mining model that could be used by forensic 
experts of Dubai Police which could be applied to spectral data and could be used as a 
tool and method for classification of synthetic fibers. Thus, the aim of this project was 
well fulfilled by applying data analysis techniques to big data generated from chemical 
analysis.  
 
            3  
 
1.4 Research Methodology 
The research project applied multivariate statistical analysis and data mining techniques 
to analyze data generated from chemical analysis of fibers. First, a total of 138 samples 
of 4 types of fiber were subjected to FT-IR spectroscopy analysis. The spectral data were 
then imported to Aspen Unscrambler Software to apply data analysis. The data analysis 
included several steps. The first step was data cleaning. The next step was data 
characterization, in which data sets were classified and grouped based on the type of 
fiber. Then, data were subjected to preprocessing, Savitzky-Golay derivative method and 
Standard Normal Variate (SNV). The next step was developing the PCA model and 
determining the optimal number of principal components to be selected that would explain 
the majority of data. Afterwards, the model was assessed and evaluated by generating 
PCA Projection Model. The final step was the classification of test samples. Two methods 
of classifications were generated, PCA Projection and Soft Independent Modelling by 
Class Analogy (SIMCA). 
1.5 Limitations of the Study  
To build an accurate data mining model, enough data should be available to train and test 
the model. The more data available to train the model, the more accurate the model will 
perform. In this project, the chemical analysis using FT-IR was conducted to more than 
20 types of fiber, resulting in 184 datasets.  However, the number of samples for each 
type was not consistent, as some types such as Nylon, Acrylic, Polyester, and Rayon had 
more than 10 samples analyzed for each, while some other types had only one sample 
analyzed. So, the types that had only few samples analyzed were eliminated from the 
data analysis part due to lack of datasets available to train and test the data mining model. 
Thus, data analysis in this project was only performed to 4 types of fiber that had more 
than 10 datasets for each.  
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Chemometrics is a chemical field in which mathematical and statistical approaches 
are used in conjunction with chemical data to gather meaningful information that cannot 
be acquired using traditional methods (Jalalvand, 2021). According to Peets et al. (2017), 
chemometric analysis methods extract different data and categorize samples to conduct 
unique chemical pattern recognition. Scholars provide different multivariate statistical 
procedures to obtain spectral and chromatogram features of fabric samples. The 
statistical techniques include supervised pattern recognition, partial least squares 
discriminant analysis, K-nearest neighbor, and cluster analysis. Other methods consist of 
principle component analysis, artificial neural networks, support vector machine, and 
unsupervised pattern recognition.  
 Forensic science combines varying aspects of natural science and other related 
disciplines to provide vital insight towards the dispensation of justice in criminal contexts 
(Farah et al., 2015). The goal of the scientific discipline is to classify samples through the 
identification and classification of disputed samples to determine quality or counterfeiting 
(Mai et al., 2018). According to Peets et al. (2017), multivariate statistical techniques are 
fast, reliable, and easy to interpret, thus essential in the study of spectral and 
chromatographic analysis. In this context, studies indicate that the application of 
multivariate data analysis begins with data comprising significantly correlated variables, 
specifically, retention times, peaks, sensory scores, and wavelengths. The processing 
entails using different algorithms and methodologies in interpreting and analyzing the data 
sets (Zhou et al., 2019).  
 The spectroscopy community major relies on data preprocessing methods such as 
the filtering method invented by Savitzky and Golay to differentiate and smooth absorption 
spectra, particularly for the detection of absorption band positions. Consequently, the first 
step in the analysis involves collecting the spectra of the fibers, including the link between 
the vibrations of characteristics of chemical groups with their corresponding wavelengths 
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(Ruffin & King, 1999). In simple terms, it involves processing data using methods such as 
the Sativitzky Golay derivative and Standard Normal Variate (SNV) (Ruffin & King, 1999). 
Secondly, achieving intelligent detections encompass pattern recognition strategies such 
as the principal component analysis (PCA), which is crucial in extracting pertinent 
information about the fibers’ structure. Others include the Linear Discrimination Analysis 
(LDA) and the Soft Independent Modeling of Class Analogy (SIMCA), which foster the 
process of identifying the fibers and separating them into classes (Lekva, 2018).  
 
2.2 Studies on Chemometrics 
 
The science community have conducted various studies on the application of 
multivariate statistical analysis on data generated from chemical analysis. To elaborate, 
Rismiwandira et al. (2021) conducted a research to study the application of FT-IR 
spectroscopy for detection of adulteration in palm sugar. Pure and adulterated palm sugar 
samples spectra were obtained. The total number of spectra was 77, in which 51 samples 
were selected for training and calibrating the data analysis models while 26 samples were 
used to test the models. The software used in this study was Unscrambler Software. 
Some preprocessing techniques were first applied to the spectral data. Such techniques 
included 1st Savitzky-Golay Derivative, Normalization, Standard Normal Variate (SNV), 
Multiplicative Scatter Correction (MSC), and Baseline (Rismiwandira et al., 2021). Then, 
PCA model was developed, which enabled the authors to observe and differentiate 
samples and adulterants based on spectra profiles. Afterwards, Partial Least Square 
Regression (PLSR) model was developed to be used as a prediction model of 
concentration of coconut sugar added to palm sugar. The results indicated that the use 
of FT-IR in combination with chemometrics techniques could be a favorable tool for food 
authentication (Rismiwandira et al., 2021). 
 
 
In addition, a research study conducted by Liang et al. (2020) developed a thermal 
desorption/pyrolysis-direct procedure to analyze real-time mass spectrometry to apply in 
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fiber discrimination. The study applies TD/Py-DART-MS chemical analytical method 
combined with multivariate statistical techniques, including Principle Component 
Analysis. Further, the mass spectral data helps group fibers and draws comparisons 
using Pearson Product Moment Correlation (PPMC). The investigation by Liang et al. 
(2020) first acquires RAW files of TD/Py-DART-MS data and converts them to the CDF 
format to be read in MATLAB using XCalibur 2.1 software. 
The study by Liang et al. (2020) obtains each sample's mean mass spectrum. 
MATLAB software computes the mean spectra from different desorption times. PCA and 
PPMC multivariate statistical analysis methods were applied in comparing whether mass 
spectra from varying fibers were similar. According to Liang et al. (2020), PCA applies to 
data with orthogonal vectors, whereas PPMC measures the relationship between two 
vectors representing spectra and chromatograms. Liang et al. (2020) suggest that TD/Py-
DART-MS is a simple and expedient analytical technique that enables the extraction of 
multiple essential properties from a fiber. Further, the scholars opine that TD/Py-DART-
MS applied with multivariate statistical techniques including PCA and PPMC facilitate 
discriminative comparisons among hard to distinguish samples, providing a 97.5% 
accuracy level in fiber identification.  
Moreover, McManus et al. (2020) conducted a study using multivariate statistical 
analysis on Laser-induced breakdown spectroscopy (LIBS) spectra data to predict 
mineral provenance despite chemical compositional complexities. McManus et al. (2020) 
explain that LIBS analytical method records protons from relaxed electrons that come 
about after laser ablation in a cooling plasma. The study quantitatively determines 
diamonds through the LIBS analytical procedure application accompanied with Principle 
Component Analysis and partial list squares regression (PLSR). 
McManus et al. (2020) first modeled LIBS spectra using the quantegenetics 
multivariate analysis technique using the MATLAB software. The analysis involved all 
intensities lying below 1.0 to a 1.0 value mark, normalizing all spectra data to their mean, 
and lastly, converting the obtained values to log10. The study also used unsupervised 
cluster analysis to characterize spectral clusters corresponding to the known 
geographical categories of diamonds. The analysis employed each cluster's probability 
distance function to group the spectra and validate the model. The probability function 
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shows the difference in spectra away from the mean. Quantegenetics analysis allows 
computation of the Euclidean distance represented by the probability function hence 
obtaining the probability that spectra in samples from unspecified origin belong to specific 
clusters (Howell et al., 2015).  
McManus et al. (2020) use the principal component analysis to gain insight into 
the spectral characteristics representing statistically significant associations in the 
dataset. Elsewhere, the investigation trains and validates a decision tree containing 
several partial least squares regression models. According to McManus et al. (2020), 
partial least squares regression modeling predicts the value of an explanatory variable 
from a dataset with spectral data points. The multivariate data statistical analysis works 
on the concept that each material's laser-induced breakdown spectroscopy spectra have 
data on aspects such as the material's history, origin, and chemical composition.  
According to McManus et al. (2020), the principal least squares regression 
decision tree contains several binary models predicting if a spectrum belongs to the 
category being modeled or to other groups. Further, the PLSR technique computes the 
value of the explanatory factor for the spectra during calibration. McManus et al. (2020) 
conclude that the multivariate statistical methods of LBS spectra are accurate and fast in 
determining the geographic origin of the diamond. Similarly, the use of PCA and PLSR 
analysis techniques are effective in predicting diamond provenance.  
Furthermore, another research conducted by Masithoh & Yuliyanda (2019) aimed 
to classify six types of flour samples using chemometrics using Unscrambler Software. 
The six types were mocaf, banana, arrowroot, bread fruit, taro and purple sweet potato. 
The total number of spectra taken for the six types was 72. First, data were preprocessed 
using Savitzky-Golay 2nd derivative with 25 smoothing points and a polynomial order of 2 
(Masithoh & Yuliyanda, 2019). Afterwards, PCA model was developed for data 
characterization and analysis. The flour samples were then characterized and classified 
using SIMCA. The results showed that SIMCA classified mocaf, banana, arrowroot, bread 
fruit and taro with 100% accuracy, while it classified purple sweet potato with 67% 
accuracy (Masithoh & Yuliyanda, 2019).  
In another study, Hen et al. (2019) use an analytical technique by performing 
multivariate analysis on pyrolysis chromatography data to classify traditionally made 
 
            8  
 
papers from East Asia produced using varying origins of raw materials. The study applied 
the GC-MS Postrum analysis technology to identify compounds and integrate the area in 
the Total Ion Chromatogram (TIC). Similarly, compound identification in the defined 
region of interest was also carried out using Extracted Ion Chromatogram (EIC) data 
extraction method. The study results by Hen et al. (2019) suggest that the values from 
EIC technique are more reliable to discriminate handmade papers. Thus, EIC is simple 
to use for PCA models considering possible background distraction.  
The investigation by Hen et al. (2019) successfully determines the possibility of 
discriminating two classes of handmade paper having close resemblance in 
morphological features. Principle Component Analysis uses EIC values extracted from 
carbohydrate compounds. According to Hen et al. (2019), a conspicuous characteristic of 
pyrolysis analysis is that a routine workflow allows unchallenging application of semi-
quantitative techniques. Similarly, data normalization using pyrolysis methods minimizes 
data variation, hence presenting clear grouping properties for Principle Component 
Analysis. The study results indicate that when the weight for all descriptors is taken as 
1for Principle Component Analysis models within the region of interest, the process will 
model the large intensity values as discriminative factors. On the other hand, when the 
descriptors' weight is 1/STD, the process picks up grouped variables that balance the 
minor and major compounds (Hen et al., 2019).  
Another study conducted by Sharma et al. (2019) carry research on spectroscopy 
and its value in identifying trace evidence in forensic comparison. Sharma et al. (2019) 
also use multivariate statistical analysis methods and t-tests to obtain the samples' 
discriminating power. Normalization was first done before applying multivariate 
techniques to minimize concentration effects on the discrimination process (Sharma et 
al., 2019).  Hierarchical clustering analysis was employed to determine the classes of 
Kohl samples with matching properties and group them in one cluster.  
The study also applied principal component analysis to classify particular 
categories of the samples (Sharma et al., 2019). The statistical procedure focused on 
minimizing the dimensions of many interconnected factors to a small number of principal 
components, thus retaining the variation in the original data (Sharma et al. 2019). The 
principal component analysis method used a vector space transform to decrease the 
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dimension distance of large datasets. Similar to hierarchical analysis, PCA was used after 
data was normalized using standard normal variate (SNV) method (Sharma et al. 2019). 
In their conclusion, Sharma et al. (2019) report that both HCA and PCA methods produce 
high discriminating power. However, the scholars indicate that combining multivariate 
analysis methods with t-statistics produces the highest discriminating power (Sharma et 
al., 2019).  
Furthermore, a study conducted by Zhou et al. (2019) analyzed seven common 
types of fiber using Near Infrared Spectroscopy method. The seven types were cotton, 
tencel, wool, cashmere, polyethylene terephthalate (PET), polylactic acid (PLA), and 
polypropylene (PP).The spectral data were analyzed using Unscrambler software. First, 
the spectra were pretreated and preprocessed to eliminate or minimize the base line 
variations (Zhou et al., 2019). Then, PCA, PLS-DA and SIMCA models were developed 
to determine different unique patterns and to identify and classify different types of fiber. 
The classification method describes each class of the fibers according to their principal 
component model (Zhou et al., 2019). It means that the process accommodates any 
degree of collinearity, creating a correlation crucial for assessing similarities by 
introducing attributes of the PCA model when tackling issues related to classification. 
The basic approaches in the SIMCA model are backed by chemical data obtained from 
a specific study (Zhou et al., 2019). In particular, combining the SIMCA and PCA led to 
the identification of five out of seven target fibers, which were Tencel, cotton, PLA, PP, 
and PET. The two methods highlighted 100% distribution, except cashmere and wool. 
The fibers exhibited slightly confusing results based on the relatively low recognition 
rate that emerges because of the high proportion of similarities between them. The six 
spectral bands of interest in wool and cashmere have group-distributed in regions with 
100% recognition rates (Zhou et al., 2019).  
Similarly, Sharma et al. (2018) apply multivariate statistics to characterize marker-
pen inks. According to Sharma et al. (2018), the principal component analysis used data 
obtained from chromatographic and spectroscopic analysis to describe the general and 
specific features of the dataset. Further, the study used Latent Dirichlet allocation 
statistical discriminant analysis to classify new observations into well-defined clusters. 
The discriminant analysis procedure is vital in extracting the superior variation gradients 
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among classified sample entities from multivariate groups of observations (Sharma et al., 
2018). Sharma et al. (2018) conclude that multivariate statistical techniques produce 
better characterization results than visual inspection procedures.  
Furthermore, a research paper conducted by Gladysz et al. (2017) aims to 
differentiate red lipsticks by applying two chemometric methods was conducted. The 
study first applies Principal Component Analysis to minimize the dimension of the linear 
combination of the columns referred to as principal components. The vital step in PCA is 
evaluating the maximum number of components to be selected. Further, Principal 
Component analysis explores the association among the analyzed samples. 
 Moreover, Gladysz et al. (2017) apply cluster analysis to assemble samples in high 
dimensions. The study first classifies each sample as a separate cluster and then 
combines two objects that match. The steps are repeated until all samples form one 
cluster. Lastly, Gladysz et al. (2017) conduct a correlation analysis by computing Pearson 
correlation coefficients. The study results showed that spectroscopy was successfully 
applied to classify 38 red lipsticks of a matching tone. Likewise, PCA and cluster analysis 
statistical methods distinguished nine categories from red lipsticks with homogeneous 
ATR spectra.  
 In addition, Smith et al.  (2015) conduct a research study to examine the 
applicability of multivariate statistical analysis techniques for forensic science 
applications. Similarly, the research indicates the pros and cons of applying multivariate 
methods in forensic investigations. The study first developed three diverse, although 
having different properties to answer the research questions in practical terms. The first 
dataset consisted of chromatographic data of fire debris and ignitable liquid samples. The 
second set is composed of spectral data of simulated street samples and control 
substances. Lastly, the third dataset included RNA gene sequence data of varying soil 
samples drawn from different origin habitats. 
According to Smith et al. (2015), the chemical datasets were exposed to 
pretreatment data management techniques to reduce variance sources from the 
instruments used and not the obtained samples. Later, principal component analysis 
(PCA) was used to probe both the chromatographic and spectral datasets. Likewise, 
hierarchical cluster analysis was applied to explore patterns in the data and distinguish 
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samples. The study by Smith et al. (2015) used exploratory approaches to determine the 
possibility of similarity between the chemical samples' data to the reference standard 
points. Pearson product-moment correlation is used to give a single value that simplifies 
comparisons between samples.  
Smith et al. (2015) report that further probing of the chromatographic and spectral 
data using independent modeling of class analogy (SIMCA) was imperative. Similarly, the 
study employed a k-nearest neighbors (k-NN) to classify samples using a 
multidimensional space by distinguishing the samples basing on the proximity to the 
reference standard. 
The gene sequence data was also exposed to pretreatment techniques to 
minimize sources of variation outside the samples themselves. The study then employed 
principal component analysis and nonmetric multidimensional scaling (NMDS) to reduce 
the complexities in the dataset. However, Smith et al. (2015) suggest that NMDS does 
not adequately identify factors causing variation witnessed in the data's final grouping.  
 
 
2.3 Methods and Steps of Spectral Data Analysis 
 
When conducting a scientific research, a vital step is to review the work and 
research of other scientists in the same field. Thus, the literature review section in this 
research had a major role in determining the right procedures, exploring the best 
methods, and identifying the major key steps of the research. Thus, after a thorough 
research on literature, it was determined that data analysis of spectral data should be 
done in several steps (Masithoh & Yuliyanda, 2019; Rismiwandira et al., 2021; Zhou et 
al., 2019).  
First is to determine the software to be used to handle the data in the project. 
Various academic studies in the field of chemometrics have used the Unscrambler 
Software as an analytical tool to perform multivariate statistical analysis on spectral data 
(de Oliveira Neves et al., 2012; dos Santos et al., 2010; Masithoh & Yuliyanda, 2019; 
Schneider & Kovar, 2003; Rismiwandira et al., 2021; Zhou et al., 2019). Thus, the 
software used in this research was Aspen Unscrambler, the same software used by Zhou 
et al. (2019) paper to analyze seven types of different fibers.  
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Second is to pretreat and preprocess the data. Preprocessing the spectral datasets 
before subjecting them to data mining models using techniques such as Savitzky-Golay 
and Standard Normal Variate (SNV) appeared to be a fundamental step, which help in 
reducing the noise and minimizing scattering and data variation effects (de Oliveira Neves 
et al., 2012; dos Santos et al., 2010; Hen et al., 2019; Masithoh & Yuliyanda, 2019; 
Rismiwandira et al., 2021; Ruffin & King, 1999; Sharma et al. 2019; Smith et al., 2015; 
Zhou et al., 2019). Thus, two preprocessing steps, Savitzky-Golay and Standard Normal 
Variate (SNV), were considered to be applied to the datasets in this research before 
subjecting them to data mining models.  
The final step is to develop a data mining model that could lead to the differentiation 
of unique patterns. In addition, the model could result in identification, differentiation and 
classification of different types of samples based on spectral properties. Thus, the most 
convenient techniques and models used by different scientists the field of spectroscopy 
include PCA, PLS-DA and SIMCA (dos Santos et al., 2010; Gladysz et al., 2017; Hen et 
al., 2019; Liang et al., 2020; Masithoh & Yuliyanda, 2019; McManus et al., 2020; 
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3.1 Introduction 
The research project is a collaboration between Rochester Institute of Technology (RIT) 
in Dubai and Dubai Police Forensic and Criminology Science Department. The project 
investigated the analysis of standard synthetic fibers chemically using FT-IR 
spectroscopy instrument, which generated data that could be subjected to multivariate 
data analysis and data mining techniques, which lead in to extracting vital results that 
would help Dubai Police Forensic Labs to classify and identify several types of fibers. 
Fiber samples were first obtained, prepared, and chemically analyzed by Dubai Police 
Forensic experts and technicians. The chemical analysis of the fiber samples generated 
big data in form of spectra. Afterwards, the data analysis part was undertaken by RIT 
Dubai. Spectroscopic data of four types of fiber, Nylon, Polyester, Rayon and Acrylic, 
were subjected to data analysis.  The data analysis part involved several stages including 
data selection, data cleaning, data characterization, data preprocessing, data mining, and 
data classification. The results of the analysis indicated that the data mining model built 
in this project, PCA, was able to cluster and separate the four types of fiber, which resulted 
positively on the ability of the model to identify and classify test samples correctly. 
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Chapter 4- Data Analysis          
 
4.1 Overview 
The current study used multivariate statistical techniques to analyze data obtained 
from chemical analysis procedures on synthetic textile fibers. First, fiber samples were 
taken through spectroscopic analysis using FT-IR Spectroscopy instrument. The study 
used a scientific FT-IR spectrometer to obtain spectral measurements. Then, the data 
generated were analyzed using PCA, PCA Projection and SIMCA classification and 
discriminant techniques using Aspen Unscrambler Software. The methodology of this 
research consisted of several steps. The details of each step will be discussed followingly.   
 
4.2 Data Selection 
IR spectra were obtained for 138 samples of FOUR different types of synthetic 
fiber: Nylon, Polyester, Acrylic, and Rayon. Data generated from the IR instrument comes 
in OPUS form. The Aspen Unscrambler Software supports this form of data, so there was 
no need to transform the file to other forms like CSV or EXL, etc. Moreover, a regular IR 
spectrum for a single sample is displayed in a line plot where the y-axis resembles 
transmittance in (%) and the x-axis represents wavenumbers in (cm-1). The 138 samples 
were consisted of 48 Nylon samples, 52 Polyester samples, 26 Acrylic samples and 12 
Rayon samples. Figure 1 shows the display of the data matrix that consisted of 138 
datasets in the Aspen Unscrambler Software. The data matrix consisted of 138 rows and 
1753 columns.  
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Figure 1: Display of the data matrix in the Aspen Unscrambler Software that shows the first 
52 samples. 
4.2 Data Cleaning 
Afterwards, the next step was data cleaning. This step included checking for duplicate 
data or missing columns and rows. No duplicate rows or columns were found. 
Furthermore, no not assigned “NA” data were found.  
4.3 Data Characterization 
Data were classified into four groups based on the type of fiber based on previously 
known information from the standard fibers. The four types were Acrylic, Nylon, Polyester 
and Rayon. Thus, an additional column was introduced to the data matrix which was 
named “Type”. Moreover, the data matrix was then divided into training and calibration 
sets. For each type of fiber, approximation of 70% of the data were chosen for calibration 
(training), and 30% were for test. Thus, train and test sets for each type were as following:  
• 26 Acrylic datasets:  19 training, 7 test  
• 12 Rayon datasets: 9 training, 3 test 
• 48 Nylon datasets: 34 training, 14 test 
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• 52 Polyester datasets: 37 training, 15 test 
 
Then, a line plot was generated and shown in figure 2 in order to observe the shape of 
spectra for the calibration sets.  
 
 
Figure 2: A line plot that displays the shape of spectra of all calibration samples 
Then, to observe the spectra shape of each type, a Sample Grouping feature was 
performed, which assigns a distinct color to each group. A new line plot was generated 
and displayed in figure 3. 
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Figure 3: A line plot that displays the shape of spectra of all the samples after assigning 
each type of fiber a distinct line color.  
4.4 Data Preprocessing 
The study performed preprocessing techniques of raw data from chemical 
procedures using Savitzky-Golay and Standard Normal Variate (SNV) to transform 
spectral data to minimize the impact of concentration on the characterization of the 
sample's procedures. First, data were transformed to its first derivative using Savitzky-
Golay to smooth and differentiate absorption spectra.  
In general, Savitzky-Golay approach states to fit all successive subset of 2m+1 by 
a polynomial of degree p (p≤2m) in the least square sense (Savitzky & Golay, 1964). The 
original data is differentiated at the midpoint by conducting the differentiation d (0≤d≤
𝑝)	on the fitted polynomial instead of the original data (Savitzky & Golay, 1964). Finally, 
by combining the full input data with a digital filter of length 2m+1, the running least-
squares polynomial fitting may be done quickly and easily (Savitzky & Golay, 1964). 
In this research, the number of smoothing points was set to 15 and the polynomial order 
was set to 2 because the spectra showed the best smoothing results when applying 15 
smoothing points and 2 polynomial orders. The derivation method was used in this 
paper because it appeared to have the best separation when performing PCA. 
Furthermore, the preprocessed data were further followed by another pretreatment 
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which was Standard Normal Variate (SNV) preprocessing. SNV calculates the average 
intensity value and subtracts it from each spectrum to normalize it (Sandak et al., 2016). 
After that, the spectrum is divided by the square root of the sum of squared intensities 
(the standard deviation) (Sandak et al., 2016). SNV was applied to enhance the spectra 
and obtain the best results by reducing the scattering effects. Figures 4 and 5 show the 




Figure 4: line plot of the calibration set after performing Savitzky-Golay first derivative 
preprocessing technique.  
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Figure 5: line plot of the calibration set after performing Savitzky-Golay first derivative 
technique followed by SNV technique.  
 
The preprocessing steps were vital to be performed before moving to the next step, which 
was building the PCA model. When performing PCA, the data set's projection is 
recalculated by the PCA. The standard deviation of the variables is the basis for the new 
axis. As a result, a variable with a large standard deviation will have more weight in the 
axis computation than one with a low standard deviation. However, when datasets are 
normalized, the same standard deviation will be for all the variables, hence they’ll have 
the same weight and the PCA will calculate relevant axis.  
4.5 Data Mining Models 
After performing the preprocessing steps, data were ready for modeling. First, 
calibration sets were subjected to PCA. The maximum number of components was set to 
be 7. However, it was indicated that only the first 3 components cover the majority of 
variance in the data, which means that only the first 3 components would have significant 








Figure 6: Scores plot and influence plot for the PCA model 
  
From figure 6, the 3D scores plot displays the distribution of the calibration samples 
along the three principal components. Moreover, the influence plot shows the Hotellings 
T2 values of the samples in the third principal component. The influence plot helps in 
determining the possible outliers that could affect the model. Samples that are above the 
horizontal line in the influence plot are considered outliers that do not lie in the model, 
while samples that are below the horizontal line and on the right of the vertical line are 
considered to lie under the model, but they are extreme. Furthermore, any sample that is 
above the horizontal line and on the right of the vertical line is considered an extreme 
outlier that would affect the model negatively.  From the influence plot in figure 6, we could 
observe 4 outliers that are above the horizontal line and would affect the model strongly. 
Two of the outliers were Nylon samples, one was polyester and one acrylic. The sample 
numbers were 18, 23, 26 and 55. Those samples could also be observed in the scores 
plot that they are deviating from their groups. Thus, the outliers were marked and then 
the PCA was recalculated without the marked samples. In addition, all the Rayon samples 
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are distributed together on the right of the vertical line and under the horizontal line. This 
means that the Rayon samples are extreme when compared to other samples, which is 
a very important information for the model to discriminate Rayon from the other types. 
The new recalculated model is shown below in figure 7.  
 
 
Figure 7: The scores plot for the new recalculated PCA after removing the outliers. 
 
 
From figure 7, the first Principal Component (PC) accounts for 52% of multivariate 
variability. The second PC accounts for 25% of multivariate variability. The third PC 
accounts for 16% of multivariate variability. Those three PCs together explain 93% of all 
the variation. It could be observed now that there are no outliers in the scores plot and all 
the four types are well clustered. Afterwards, loadings plots were generated.  
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Loadings plots for each principal component are shown separately above in figures 
8, 9 and 10.  In addition, figure 11 d displays the loading plot for the three principal 
component together. From figures 8-11, we could determine the x-variables, which in our 
case are the wavenumbers, that have a major role in the distribution of samples along 
each principal component. To illustrate, if a principal component has strong positive peaks 
at certain wavenumbers, this means that those wavenumbers are distinct features that 
cause the samples to cluster on the positive side of the PC axis. Moreover, if a principal 
component has strong negative peaks at certain wavenumbers, this means that those 
wavenumbers are distinct features that cause the samples to cluster on the negative side 
Figure 9: Loadings plot for PC1 
Figure 10: Loadings plot for PC1, PC2 and PC3 
together 
Figure 11: Loadings plot for PC3  
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of the PC axis. To better observe the effects of loadings values to the scores value, bi 




Figure 12: A bi plot that shows the distribution of samples and their scores and loadings 
values along the PC1 and PC2. 
 




Figure 13: A bi plot that shows the distribution of samples and their scores and loadings 
values along PC1 and PC3. 
The bi plot shows the scores and loadings in a same plot. Figures 12 and 13 
display bi plots that shows the loadings and scores on PC1 and PC2, and PC1 and PC3, 
respectively. In figure 12, the x-axis is PC1 and y-axis is PC2. In figure 13, the x-axis is 
PC1 and y-axis is PC3. The significant x-variables (wavenumbers) that have high positive 
or negative contribution to each PC were circled and numbered in the bi plots.  
From figure 12, X-variables in circle 1 have a positive contribution to both PC1 and PC 2.  
X-variables in circles 2 and 3 have a negative contribution to PC2, and they do not 
contribute significantly in PC1. X-variables in circle 4 contribute negatively to PC1, and 
they have a slight positive contribution to PC2. X-variables in circle 5 contribute negatively 
to PC1 and positively to PC2. X-variables in circle 6 have a positive contribution to PC2. 
From figure 13, x-variables in circle 7 have a positive contribution to PC3.Thus, one could 
observe how and where the samples would lie on the scores plot if the spectrum of a 
sample shows a strong peak at a certain wavenumber by understanding the loading plots 
and bi plots. The wavenumber ranges that affect the contribution to each PC were listed 
in table 1.  
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Table 1: Summary of the results of loadings plots and the contribution of x-variables in 
each PC. 
Circle x PC affected Side x-variable (wavenumber range) 
1 PC1, PC2 positive, 
positive 
1640-1665 
2 PC2 negative (1472-1474) (1084-1088) 
(1230-1236) 
3 PC2 negative 1451-1466 
4 PC1 negative 1721-1730 
5 PC1, PC2 Negative, 
positive  
727-741 
6 PC2 Positive  1423-1433 
7 PC3 Positive 1467-1476 
 
Then, classification models were performed. The first model of classification that was 
applied was PCA Projection. This model is a very basic form of multivariate 
classification that is used to check if new samples (test samples) lie similar to those in 
the original existing model. Therefore, the test sample were subjected to PCA Projection 
model to observe the accuracy and performance of the PCA model. Figure 14 below 



























Figure 14: PCA Projection results that show the scores plots of the PCA Projection 
 
Figure 14 displays a 2D and a 3D scores plot for the PCA Projection. On the left is 
the 2D plot and on the right is the 3D. The blue points resemble the calibration samples 
while the green points resemble the test samples. The 2D scores plot shows the results 
of sample scores on PC1 and PC2, and the 3D plot shows the results of the projection on 
all the 3 PCs.  It could be notably observed that the new test samples lie very close to the 
calibration samples in the model. Thus, it means that the model is accurate.  
 
Afterwards, another classification model was built, which is Soft Independent 
Modeling of Class Analogies (SIMCA). Before applying SIMCA, an important step was 
taken, which was recalculating the existing PCA model and building a separate PCA 
model for each type of the four types of Fiber. Then, using those new models, SIMCA 
was developed in which each test sample was classified to one of the four types.  
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Figure 15: SIMCA Classification Table 
Figure 15 displays the results of SIMCA when applying 5% significance 
limit. The model was able to classify all the samples correctly except for 2 Nylon 
and 2 Polyester samples, which were unclassified by the model. The reason that 
the model could not classify those samples will be discussed subsequently.   
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Figure 16: Cooman’s plot of Nylon vs Rayon 
In order to better understand the results of the SIMCA model, Cooman’s plots were 
viewed when applying 5% limit significance. The findings of SIMCA are graphically 
displayed in a Cooman's plot, which uses a pairwise comparison of the classes to 
examine the distance between each observation in one class and the model of the other 
class. To illustrate, figure 16 displays Cooman’s plot of Nylon vs Rayon. The vertical line 
is the limit for the sample being likely to be Nylon if it is to the left of the line. The horizontal 
line is the limit for the sample being classified as Rayon if it is below the limit. Samples 
which fall in the lower left quadrant could be members of either group. It was indicated 
that all the test samples were classified correctly. However, 2 Naylon test samples were 
on the right of the vertical line because the ordinate value for Naylon classification is 0.190 
when the significance limit is set to 5%, and the ordinate values for the two samples were 
0.195 and 0.199. Thus, this explains why the two Nylon samples were unclassified by the 
model previously. However, the two samples could be classified as Nylon because the 
sample distance is very close to the Nylon model and very far from the other models.  
 
 




Figure 17: Cooman’s plot of Polyester vs Rayon. 
 
From figure 17, the vertical line is the limit for the sample being likely to be 
Polyester if it is to the left of the line. The horizontal line is the limit for the sample being 
classified as Rayon if it is below the limit. Samples which fall in the lower left quadrant 
could be members of either group. It was indicated that all the test samples were classified 
correctly. However, 2 Polyester test samples were on the right of the vertical line this 
explains why the 2 Polyester samples were unclassified by the model previously. 
However, the two samples could be classified as Polyester because the sample distance 
is very close to the Polyester model and very far from the other models. In this paper, we 
already know that those two test samples are Polyester because they are known-standard 
test samples. However, if those test samples were unknown, we could’ve viewed the 
spectra of those two samples and compare them with the other Polyester spectra. If the 
spectra of the two samples were matching the polyester spectra, then we could confirm 
that those two samples are polyester. Hence, here comes the role of the domain 
knowledge of the field of chemistry and spectroscopy. Therefore, it is crucial for the data 
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analyst who is performing the multivariate analysis models to have a good background in 
the field of chemistry generally and the field of spectroscopy specifically.  
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Chapter 5-Conclusion  
5.1 Conclusion 
In conclusion, fiber is the raw material necessary for manufacturing fabrics and 
yarn in the textile industry, which could be obtained in the crime scenes by the forensic 
scientists as a crime scene evidence. Thus, forensic scientists investigate various 
techniques to analyze fiber samples chemically, which generates huge amount of 
different form data such as spectroscopic data. Such data includes information about 
chemical and physical properties of the analyzed samples. In order to attain best results, 
big data generated from chemical instrumental analysis need to be subjected to 
multivariate analysis and data mining techniques. In this research, 138 standard samples 
of four types of synthetic fiber were analyzed using FT-IR instrument. The FT-IR 
generated big data in form of OPUS spectra. Aspen Unscrambler Software was used to 
handle the data analysis part of this project. First, data were subjected to data cleaning 
and preprocessing steps. It was very vital to preprocess the data using Savitzky-Golay 
method and SNV method to smooth the spectra and minimize the noise effects and to 
ensure obtaining the best results when performing multivariate data analysis models. 
Then, PCA method was applied to minimize the dimension distance of the FT-IR spectra 
data. The technique was essential for projecting original factors onto newly specified axes 
and calculating the principal components representing newly created variables. Further, 
PCA was vital in displaying spectral characteristics that display significant associations in 
the dataset. Furthermore, the research developed principal component analysis loading 
plots to show each principal component's spectral properties having a high correlation. 
Afterwards, two classification models, PCA Projection and SIMCA, were built in order to 
evaluate the accuracy of the PCA model and whether the PCA model could classify test 
unknown samples correctly. The Classification models results indicated that the PCA 
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5.2 Recommendations 
In this project, only four types of fiber were used in the data analysis part of this model 
due to lack of data available for the other types of fiber analyzed chemically by the 
forensic experts. Thus, a valuable recommendation would be analyzing more samples 
of different types that are desired to be included in the classification models. Moreover, 
it is preferable to have a consistent number of datasets for each type of fiber, so the 
number of training and testing sets for each type would be consistent. For example, for 
each type of fiber to be included in the model, 70 samples could be analyzed, in which 
50 samples could be taken to train the model and 20 samples to test the model.  
5.3   Future Work 
1. Analyzing more samples of other types of fiber to obtain more datasets thus 
include more types of fiber in the classification model.  
2. Developing other data mining and classification models for fiber analysis such as 
Partial Least Square Discriminant Analysis.  
3. Applying data mining and classification models to other different forensic fields. 
Such fields could include drug analysis, lipstick analysis, fingerprints analysis, fire 
debris analysis, explosive analysis, sand analysis, etc.  
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