A stochastic model predictive controller based on combined conditions of air conditioning system is proposed to improve the energy efficiency of electric vehicles. According to the 25 groups of on-road tests, the velocity, solar radiation and temperature of driving conditions are recorded to construct combined conditions. A Markov chain-based combined conditions predictor is adopted to provide a prediction of the future conditions. In each predicted horizon, dynamic programming algorithm is applied to determine the best control strategy to balance the energy consumption and the cooling effect. The differences of three control strategies are compared in energy consumption and cooling effect, which are (i) the proposed SMPC method, (ii) a rule-based bang-bang controller and (iii) dynamic programming as the benchmark. Comparison results illustrate that, SMPC as an online method, the performance is close to DP and is able to improve the AC energy economy by 7.86% than rule-based controller.
Introduction
Air conditioning system is the main energy-consuming component aside from the driving system in electric vehicles. Research indicates that over 12%~30% energy of pure electric vehicle is consumed by AC system during a typical driving mission [1] . However, AC system is also one of the most important auxiliary devices to ensure the thermal comfort in cabin. Therefore, it is really important to find a proper control strategy to improve the operation efficiency of AC systems.
In the literature, adding heat pumps or expansion valves, and enhancing the heat preservation abilities of the vehicle have been primary methods to improve AC system operation efficiency [2] . Quansheng et al. proposed to use a heat exchanger as an energy storage device. Experimental results indicate that an improvement of 2% in fuel efficiency can be achieved under the SC03 driving cycle [3] . Studying control strategy to improve the AC system efficiency is also promising. Especially, model predictive control are attracting more attentions in the AC system by virtue of the ability of disturbance integration, dynamic control and constraint handling [4] . Afram established artificial neural network according to the residential HVAC systems model and applied supervisory MPC to reduce operating cost of HVAC system [5] . Pino et al. verified the controlling behavior of MPC in a fuel cell vehicle is great under different driving cycles [6] . However, some of the key influence factors, which are intermittent, uncertain and important disturbances to the AC system, have not been fully studied, such as the solar radiation, ambient temperature and relative air flow.
This paper targets to establish combined conditions to consider all the influence factors of AC system and enhance the control performance of MPC. The main contributions made in this paper include: (1) An AC system and thermal load model for EV are established.
(2) A Markov-chain based combined conditions is constructed and a stochastic model predictive controller is developed to realize efficient control of AC system. (3) The energy consumption and cabin temperature comfort perspectives are simulated to validate the proposed SMPC, with comparison with dynamic programming and a bang-bang PID controller.
Air Conditioning System and Thermal Load Model
A framework of the thermal equilibrium model in cabin established in this paper is demonstrated in Fig. 1 , which includes a thermal load and an air conditioning system model. The total thermal loads (Q) and cooling capacity of AC system will fit into balanced in the cabin and then the cabin temperature can be calculated through thermal superposition. In this paper, we assume the absolute air flow velocity outside of the vehicle is zero, so that the relative air flow velocity is equal to the vehicle velocity.
Air Conditioning System Model
The AC system scheme is illustrated in Fig.1 (c) . The refrigerant (R-134a) flows through the evaporator to absorb heat and transfers it to the atmosphere via the condenser. The COP of the AC system is adopted as the ratio between the cooling capacity and the AC power. COP can be calculated by looking up the table of cabin air temperature and ambient temperature. Then the power of AC system is formulated as,
where is the power, and cool is the cooling capacity of the AC system.
Thermal Load Model
External thermal loads is illustrated in Fig.1 
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where air , air and air are density, volume and the heat capacity of the cabin air respectively.
Stochastic Model Predictive Controller
Based on Composed Conditions
Stochastic Prediction of the Composed Conditions
25 groups of on-road tests have been finished. A testing equipment is designed to recorded the characteristics of test conditions. The principle of the testing equipment and the data of velocity, solar radiation and temperature are shown in Fig.2 . Taking the first 20 groups as sample data and the last 5 groups as training data.
Composed condition is constructed, which includes velocity, radiation and temperature. In this paper, the composed condition predictor is modeled as a Markov chain which is defined by an emission probability matrix
where ij is the (i, j) − th item of the emission probability matrix, [ ] denotes the probability of and C is composed condition. Emission probabilities ij are generated from the sample dataset. Taking the 5th training data as an example, the relationships between real condition and predict condition are shown in Fig.3 . These figures indicate that the future condition generated by composed condition predictor is fundamentally accurate, which can follow the actual trajectory very well in the first several seconds of the prediction sequence. 
Stochastic Model Predictive Control
In this paper, the adopted SMPC for the AC system power control covers two parts, predicting and optimization. After predicting the future combined condition, the power control of AC system is optimized via DP at each predicted time step [7] . In the SMPC formulation, state equipment can be formulated as { ̇= c + r + m + n − air air aiṙ == (4)
For all optimizations, time step is ∆ . At any time , the cost function k is formulated in function (5), where p is the prediction horizon length and is equal to the control horizon length, 1 and 2 are the weight coefficients that determine the importance of energy consumption and the temperature error, respectively.
In each predicted region, SMPC controller calculates the optimal control decisions to minimizing the cost function (5) . Then the first item of the optimal control signals will be implemented. The system states will be feedback and the control procedure will be repeated once again.
Simulation Results
In order to indicate the control performance of SMPC. This section provides a comprehensive comparison of SMPC, bang-bang and the DP controllers under the same conditions. DP is always selected to solve nonlinear and discrete optimization problems and the principle is mentioned before. However, DP is a global optimal method, which means DP can only be used in offline analyses instead of real-time control. Although DP controller cannot optimize AC system in real time under driving conditions, the offline optimization results always serve as benchmarks. The rule-based bangbang controller is also a common method to maintain the cabin temperature within a comfortable range. According to the operating rule, the AC system works as follow: where target_high and target_low are the upper and lower limits of the target temperature range, rule (=3500) and rule (=1500) are the proportion coefficient and the interception, respectively.
Compared with DP, SMPC can be applied to EV for real time due to its prediction of future conditions. SMPC can apply global optimal method in prediction field. Therefore, SMPC can be proved as a wide useful method in EV, provided the simulation results of SMPC are close to DP and better than the common rule-based bang-bang controller. The control performance of the three controllers is compared in energy consumption and cabin air temperature. Taking the 5th training data as an example. The cabin air temperature and cooling capacity trajectories simulated using SMPC, rule-based and DP are plotted in Fig.4 , respectively. The target temperature of SMPC and DP is 24℃, and the target temperature range of rule-based controller is 21~27℃. 5 , respectively. We can see all the controllers can finally result in the target temperature. However, temperature under the control of rule-based controller will undergone several major fluctuations. The average cooling capacity of rule-based controller is also higher than SMPC and DP. The simulation results demonstrate that SMPC produces a comfortable cabin temperature and little energy consumption, which are very close to DP. The energy economy of SMPC is improved 7.86% than Rule-based bang-bang controller. Test  2nd Test  3rd Test  4th Test  5th Test  18   19   20   21 
Conclusions
Composed conditions of velocity, solar radiation and ambient temperature are established. Stochastic model predictive control based composed conditions is proposed in this paper to enhance the energy efficiency of AC systems, with Markov-chain developed to predict the future composed conditions during each control horizon. A rule-based bang-bang controller and dynamic programming offline control method are adopted to evaluate the performance of SMPC. Comparison results indicate that, SMPC controller as an online method, performs very close to DP on the total energy consumption and cabin comfort. The energy economy is improved by 7.86% than the rule-based controller. Proposed SMPC controller is an real-time applications for EV and is able to improve the EV driving range. 
