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1. Introduction
Non-additive measures are nowadays studied in different ﬁelds of expertise. The ﬁrst systematic treatment of non-
additive measures starts traces back to Choquet’s seminal contribution in potential theory [4], where non-additive measures
are termed capacities. From the historical perspective, non-additive set-functions were found useful in three ﬁelds of study.
In fuzzy set theory, as fuzzy measures, they are studied in connection to non-statistical uncertainty [16,20]. In Bayesian
statistics, as imprecise probabilities, they allow for a better handling of uncertainty. In mathematical economics, as games
with transferable utility, they are introduced in cooperative game theory and more recently in mathematical ﬁnance as risk
measures.
Since Kolmogorov’s [10] axiomatic treatise on probability, the measure theoretic approach became the standard frame-
work. σ -Additive measures turned out to be the appropriate objects to model random phenomenons. A major requirement
for any probability theory is to be able to give a frequentist justiﬁcation to probability numbers via limit frequencies. Stated
in an equivalent manner, laws of large numbers (LLN) should hold for any theory aiming at modelling uncertainty. Our aim
is to establish LLN for classes of non-additive measures.
Various generalizations of the SLLN can be found in the works of Puri and Ralescu [14] (see also the references therein).
In [14] (see also [5]), SLLN is established for random sets (taking values in Banach spaces) instead of random variables.
In [15], SLLN is established with respect to a set-valued measure instead of a single-valued measure. A typical example
is the model of “interval of measures” of de Robertis and Hartigan [6], that deals with a set of measures bounded by
two measures. However, despite its resemblance, their approaches are different from ours. We shall deal with probability
measures bounded by a given non-additive measure, i.e. a non-necessarily additive set-function. Our approach is closer to
Markov’s conditions for SLLN and departures from the earlier references and other existing topological approaches for non-
additive measures such as Marinacci [12] for compact spaces and Maccheroni and Marinacci [11] for Polish spaces where
powerful analytical methods are used.
An important class of non-additive measures which contains some very mild additivity conditions is the one of balanced
games [2,17] and with more structure, exact games [18]. These games are particularly important since they introduce a
key concept to understand the geometry of a game: the core, i.e., the set of measures dominated by the game. A natural
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numbers for balanced and exact games. Our results can be extended through upper integrals. The interest in upper integrals
relies on the possibility to deal directly with a set of measures such as the core. This gives a more ﬂexible treatment of
uncertainty as in the multi-prior model of Gilboa and Schmeidler ([9], see [3] for σ -measures).
2. Deﬁnitions
Let (Ω,A) be a measurable space. A set-function w : A → R+ is called a game if w(∅) = 0.
w is said to be monotone if w(A) w(B) whenever A ⊃ B .
w is said to be subadditive if w(A ∪ B) w(A) + w(B) for all A, B ∈ A with A ∩ B = ∅.
If the inequality is replaced by an equality w is additive, i.e. w ∈ ba+ . If moreover, w(⋃n An) =∑n w(An) holds for any
countable sequence of disjoint sets, w is called σ -additive, i.e., w ∈ ca+ .
A monotone subadditive game is called a submeasure.
The conjugate of w denoted by wc is deﬁned by wc(A) = w(Ω) − w(Ac) for all A ∈ A.
w is said to be continuous from above (below) if for all An ↓ (↑) A, w(An) ↓ (↑), w(A). w is order-continuous if w(An) ↓ 0
whenever An ↓ ∅.1
For submeasures order-continuity is an equivalent condition for continuity from above and below.
Proposition 2.1. Let w be a submeasure. Then, w is continuous form above and form below if and only if w is order-continuous.
Proof. (only if) follows by deﬁnition.
(if) Let An ↑ A. By monotonicity and subadditivity we get, w(An) w(A) w(An) + w(A \ An), since A \ An ↓ ∅, order
continuity entails limn w(An) w(A) limn w(An).
Similarly for An ↓ A. We get, w(A) w(An) w(A) + w(An \ A) thus w(A) limn w(An) w(A). 
Denote with AC(w) the anti-core2 of w given by
AC(w) = {P : P ∈ ba+, P  w, P (Ω) = w(Ω)}.
If AC(w) 
= ∅, w is called balanced (Bondareva [2,17]).
Moreover if for all A ∈ A,w(A) =max{P (A): P ∈ AC(w)}, then w is called exact3 [18].
When w is order continuous (thus continuous as a submeasure) then any element of AC(w) is σ -additive. A partial
converse holds:
Theorem. (See Schmeidler [18, Theorem 3.2, p. 219].) Let w be an exact game, then AC(w) ⊂ ca+ if and only if w is order continuous.
The Choquet integral will play the rôle of the standard Lebesgue integral for usual measures. A real function X : Ω → R
is measurable if {X > t} = {ω: X(ω) > t} ∈ A for all t ∈ R. We denote by B(Ω,A) the space of bounded A-measurable
functions (B for short). For X ∈ B, X  0, its Choquet integral [4,19] with respect to w is given by
∫
X dw =
+∞∫
0
w
({X > t})dt,
where the strict inequality can be replaced by a large inequality. For real-valued functions we extended it as the asymmetric
integral,
∫
X dw =
+∞∫
0
w
({X > t})dt +
0∫
−∞
w
({X > t})− w(Ω)dt.
The properties of the Choquet integral functional are exposed in [8,13].
Whenever w is balanced, one can introduce the upper (lower) integral of X ∈ B, given by
J w(X) = sup
P : P∈AC(w)
∫
X dP , Iw(X) = inf
P : P∈AC(w)
∫
X dP ;
by construction,
∫
(·)dwc  Iw  J w 
∫
(·)dw , since J w(X) = −Iw(−X) and
∫
X dw = − ∫ −X dwc .
1 If w is additive then σ -additivity, continuity from below, continuity from above and order-continuity are equivalent.
2 The core is deﬁned as C(wc) = {P : P ∈ ba+, P  wc , P (Ω) = wc(Ω)}, and coincide with AC(w).
3 Generally speaking w should be called anti-exact since it is the conjugate wc which is exact, i.e., wc(A) = min{P (A): P ∈ C(wc)}. However properly
speaking it is the core which is exact and not the game.
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In order to consider Markov’s conditions we need to deﬁne an analogous for the variance and the covariance for balanced
games. Let X, Y ∈ B, the covariance is given by
covw(X, Y ) = sup
AC(w)
covP (X, Y ),
and the variance of X is given by
Vw(X) = sup
AC(w)
V P (X).
X, Y are said to be w-negatively correlated if covw(X, Y ) 0.
3.1. Weak law of large numbers
We now establish a non-additive version for balanced games of the classical weak law of large numbers, i.e. Bienaymé–
Tchebitchev’s theorem. The result can be sharpen for exact games.
Theorem 3.1. Let w be a balanced game and a sequence {Xn}n ⊂ B. Assume {Vw( 1n
∑n
k=1 Xk)}n converges to 0. If AC(w) ∩ ca+ 
= ∅
then for all  > 0,
lim
n
w
({
1
n
n∑
k=1
∫
Xk dwc −   1n
n∑
k=1
Xk 
1
n
n∑
k=1
∫
Xk dw + 
})
= w(Ω).
Moreover, if w is order-continuous and exact then
lim
n
w
({
1
n
n∑
k=1
Xk <
1
n
n∑
k=1
∫
Xk dwc − 
}
∪
{
1
n
n∑
k=1
Xk >
1
n
n∑
k=1
∫
Xk dw + 
})
= 0.
In particular if w = P is σ -additive and the Xn’s have common mean then
lim
n
P
({
1
n
n∑
k=1
Xk ∈
[∫
X1 dP − ,
∫
X1 dP + 
]})
= P (Ω).
Proof. We shall prove in fact a sharper result using the upper and lower integrals instead of the Choquet integrals.
The proof relies directly on the application of Bienaymé–Tchebitchev’s inequality for classical probabilities. Let Yn =
Xn −
∫
Xn dP for all n. For P ∈ AC(w) ∩ ca+ ,
1
n2
V P
(
n∑
k=1
Yk
)
= 1
n2
V P
(
n∑
k=1
Xk
)
 1
n2
Vw
(
n∑
k=1
Xk
)
→ 0 (n → +∞)
thus for  > 0 we get
lim
n
P
({
1
n
n∑
k=1
∫
Xk dP −   1n
n∑
k=1
Xk 
1
n
n∑
k=1
∫
Xk dP + 
})
= P (Ω).
Now since Iw(Xn)
∫
Xn dP  J w(Xn) for all n we can conclude
lim
n
w
({
1
n
n∑
k=1
Iw(Xn) −   1
n
n∑
k=1
Xk 
1
n
n∑
k=1
J w(Xn) + 
})
= w(Ω).
For the second part of the theorem we use a powerful result for continuous exact games (see [7]). According to Theo-
rem 10 in [13, p. 11] and its remark on positive games, there exists a measure λ ∈ AC(w) for which the measure in AC(w)
are uniformly countably additive, i.e.
∀η > 0, ∃δ(η) > 0 such that λ(A) < δ(η) ⇒ P (A) < η for all A ∈ A, P ∈ AC(w).
Put
An =
{
1
n
n∑
Xk <
1
n
n∑
Iw(Xk) − 
}
∪
{
1
n
n∑
Xk >
1
n
n∑
J w(Xk) + 
}
.k=1 k=1 k=1 k=1
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exists N(p) such that for all n N(p), λ(An) < δ(p). Thus for all P ∈ AC(w) we have P (An) < 1p , and w(An) < 1p follows by
exactness. 
Remark 1. If for some (resp. all) P ∈ AC(w) ∩ ca+ (⊂ ca+), {V P ( 1n
∑n
k=1 Xk)}n converges to 0 then the ﬁrst (second) part of
conclusion holds.
3.2. Strong law of large numbers
We now establish a non-additive version for balanced games of the classical strong law of large numbers, i.e., Markov’s
theorem. For exact games the result can be made more precise.
Theorem 3.2. Let w be a balanced game and a sequence {Xn}n ⊂ B. Assume {Vw(Xn)}n and {nVw( 1n
∑n
k=1 Xk)}n are bounded.
If AC(w) ∩ ca+ 
= ∅,
w
({
lim inf
n
1
n
n∑
k=1
∫
Xn dwc  lim inf
n
1
n
n∑
k=1
Xk  limsup
n
1
n
n∑
k=1
Xk  limsup
n
1
n
n∑
k=1
∫
Xn dw
})
= w(Ω).
Moreover, if w is order-continuous and exact then
w
({
lim inf
n
1
n
n∑
k=1
Xk < lim inf
n
1
n
n∑
k=1
∫
Xn dwc
}
∪
{
limsup
n
1
n
n∑
k=1
Xk > limsup
n
1
n
n∑
k=1
∫
Xn dw
})
= 0.
In particular if w = P is σ -additive and the Xn’s have common mean then
w
({
lim
n
1
n
n∑
k=1
Xk =
∫
X1 dP
})
= P (Ω).
Proof. We shall prove in fact a sharper result using the upper and lower integrals instead of the Choquet integrals.
We may assume that limsupn
1
n
∑n
k=1 J w(Xn) < +∞ or −∞ < lim infn 1n
∑n
k=1 Iw(Xn), otherwise the statement is imme-
diate. Let us assume that limsupn
1
n
∑n
k=1 J w(Xn) < +∞, otherwise we work with −Xn .
Put Yn = Xn −
∫
Xn dP for all n. For P ∈ AC(w) ∩ ca+ , we have
V P (Yn) = V P (Xn) Vw(Xn) D,
and also,
nV P
(
1
n
n∑
k=1
Yk
)
= nV P
(
1
n
n∑
k=1
Xk
)
 nVw
(
1
n
n∑
k=1
Xk
)
 D ′.
We can apply the law of large number for the classical case
P
({
limsup
n
1
n
n∑
k=1
Yk  0
})
= P (Ω) = w(Ω).
Now since limsupn is a subadditive functional we have for any sequences {an}n , {bn}n ⊂ R, limsupan + bn  limsupn an +
lim infn bn  lim infan + bn , thus
P
({
limsup
n
1
n
n∑
k=1
Xk + lim inf
n
−1
n
n∑
k=1
∫
Xk dP  0
})
= P (Ω) = w(Ω)
that is
P
({
limsup
n
1
n
n∑
k=1
Xk  limsup
n
1
n
n∑
k=1
∫
Xk dP
})
= P (Ω) = w(Ω)
and ﬁnally
P
({
limsup
n
1
n
n∑
Xk  limsup
n
1
n
n∑
J w(Xk)
})
= P (Ω) = w(Ω).k=1 k=1
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P
({
lim inf
n
1
n
n∑
k=1
Yk  0
})
= P (Ω) = w(Ω).
Following the same line we get
P
({
lim inf
n
1
n
n∑
k=1
Xk  lim inf
n
1
n
n∑
k=1
Iw(Xk)
})
= P (Ω) = w(Ω).
Combining these results it follows
P
({
limsup
n
1
n
n∑
k=1
Xk  limsup
n
1
n
n∑
k=1
J w(Xk)
}
∩
{
lim inf
n
1
n
n∑
k=1
Xk  lim inf
n
1
n
n∑
k=1
Iw(Xk)
})
= P (Ω) = w(Ω);
the conclusion follows since P  w .
For the second part of the theorem. For any P ∈ AC(w) ⊂ ca it holds
P
({
limsup
n
1
n
n∑
k=1
Xk > limsup
n
1
n
n∑
k=1
J w(Xk)
}
∪
{
lim inf
n
1
n
n∑
k=1
Xk < lim inf
n
1
n
n∑
k=1
Iw(Xk)
})
= 0;
by exactness it comes
w
({
limsup
n
1
n
n∑
k=1
Xk > limsup
n
1
n
n∑
k=1
J w(Xk)
}
∪
{
lim inf
n
1
n
n∑
k=1
Xk < lim inf
n
1
n
n∑
k=1
Iw(Xk)
})
= 0. 
Remark 2. If for some (resp. all) P ∈ AC(w) ∩ ca+ (⊂ ca+), {V P (Xn)}n and {nV P ( 1n
∑n
k=1 Xk)}n are bounded then the ﬁrst
(second) part of conclusion holds.
Another suﬃcient condition to obtain the required conditions is when the {Xn}n are pairwise w-negatively dependent
random variables or w-negatively correlated.
Two measurable functions X, Y are pairwise w-negatively dependent if for all x, y > 0 and for all P ∈ AC(w)
P
({X > x} ∩ {Y > y}) P({X > x})P({Y > y}).
A sequence {Xn}n of measurable functions is pairwise w-negatively dependent (correlated) if for all n,m ∈ N Xn and Xm are
w-negatively dependent (correlated). By deﬁnition w-negatively dependent functions are w-negatively correlated.
Theorem 3.3. Let {Xn}n be a sequence of w-negatively correlated (or w-negatively dependent)measurable functions.
The conclusions of Theorem 3.1, respectively 3.2 remain valid whenever { 1n
∑n
k=1 Vw(Xn)}n is bounded, respectively {Vw(Xn)}n is
bounded.
Proof. Let {Xn}n be w-negatively correlated and P ∈ AC(w). Then {Xn}n is P -negatively correlated. We prove by induction
that
V P
(
n∑
k=1
Xk
)

n∑
k=1
V P (Xk).
For n = 1 it is immediate. For n > 1,
V P
(
n∑
k=1
Xk
)
= V P
(
n−1∑
k=1
Xk
)
+ V P (Xn) + 2covP
(
Xn,
n−1∑
k=1
Xk
)
= V P
(
n−1∑
k=1
Xk
)
+ V P (Xn) + 2
n−1∑
k=1
covP (Xn, Xk)
 V P
(
n−1∑
k=1
Xk
)
+ V P (Xn)

n∑
V P (Xk).
k=1
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∑n
k=1 Vw(Xn)}n is bounded by D , then
V P
(
1
n
n∑
k=1
Xk
)
= 1
n2
V P
(
n∑
k=1
Xk
)
 1
n2
n∑
k=1
V P (Xk)
 1
n
1
n
n∑
k=1
Vw(Xk)
1
n
D → 0 (n → +∞).
If {Vw(Xn)}n is bounded by D then V P (Xn) Vw(Xn) D and we have, V P (∑nk=1 Xk) nD thus
nV P
(
1
n
n∑
k=1
Xk
)
 D. 
4. Extension to upper integrals
Upper integrals are a natural generalization of the classical Lebesgue integral, for they consider a set of probabilities
instead of a sole one. This situation is encountered in a framework of decision making under uncertainty as the multi-prior
model [9]. Typically, we consider the functional
JC : B → R: X →max
{∫
X dP : P ∈ C
}
,
where C is a non-empty convex weak-star compact set of ﬁnitely additive probabilities, i.e. C ⊂ ba+1 . The associated game is
deﬁned by wC(A) = max{P (A): P ∈ C}. By construction this game is exact since C ⊂ AC(wC).
The upper integral introduced for balanced games is a special case where J w = JAC(w) . For all X ∈ B,∫
X d(wC)c  IC(X) JC(X)
∫
X dwC,
where IC(X) = min{
∫
X dP : P ∈ C}.
Theorems 3.1–3.3 can be directly adapted4 with the upper envelope functional instead of the Choquet functional provided
C ∩ ca+ 
= ∅ or C ⊂ ca+ and the convergence statement is expressed with respect to wC instead of w . Moreover Remarks 1
and 2 are true if we consider the set C instead of AC(w).
Theorem 4.1. Let C be a non-empty subset of ba+ , wC its associated submeasure with wC(Ω) < ∞ and a sequence {Xn}n ⊂ B.
Assume {VC( 1n
∑n
k=1 Xk)}n converges to 0. If C ∩ ca+ 
= ∅ then for all  > 0,
lim
n
wC
({
1
n
n∑
k=1
IC(Xk) −   1n
n∑
k=1
Xk 
1
n
n∑
k=1
JC(Xk) + 
})
= wC(Ω).
Moreover, if C ⊂ ca+ and C is convex and weak-star compact then
lim
n
wC
({
1
n
n∑
k=1
Xk <
1
n
n∑
k=1
IC(Xk) − 
}
∪
{
1
n
n∑
k=1
Xk >
1
n
n∑
k=1
JC(Xk) + 
})
= 0.
Similarly,
Theorem 4.2. Let C be a non-empty subset of ba+ , wC its associated submeasure with wC(Ω) < ∞ and a sequence {Xn}n ⊂ B.
Assume {VC(Xn)}n and {nVC( 1n
∑n
k=1 Xk)}n are bounded. If C ∩ ca+ 
= ∅ then
wC
({
lim inf
n
1
n
n∑
k=1
IC(Xk) lim inf
n
1
n
n∑
k=1
Xk  limsup
n
1
n
n∑
k=1
Xk  limsup
n
1
n
n∑
k=1
JC(Xk)
})
= wC(Ω).
Moreover, if C ⊂ ca+ and C is weak-star compact then
wC
({
lim inf
n
1
n
n∑
k=1
Xk < lim inf
n
1
n
n∑
k=1
IC(Xk)
}
∪
{
limsup
n
1
n
n∑
k=1
Xk > limsup
n
1
n
n∑
k=1
JC(Xk)
})
= 0.
4 The covariance, variance, negative correlation are deﬁned with respect to C instead of AC(w).
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continuity and set of measures.
Proposition 4.1. Let C ⊂ ba+ be a non-empty weak-star compact set of non-negative charges and wC =maxC P the associated exact
game. Then C ⊂ ca+ if and only if wC is continuous.
Proof. (if) It is immediate.
(only if) Since C is weak-star compact and C ⊂ AC(wC), wC is exact. From Proposition 2.1 it remains to prove that wC
is continuous at ∅. Let {An}n ⊂ A be a weakly decreasing sequence converging to ∅. Consider the functions
φn : C → [0,1]: μ → μ(An).
{φn}n is a weakly decreasing sequence of weak-star continuous functions converging to 0. Thus by Dini’s theorem, the con-
vergence must be uniform, i.e. for all  > 0 there exists n() such that for n n(), supC{μ(An)} <  , thus wC(An) <  . 
Remark 3. Theorem 3.2 in [18] can be seen as the special case where C = AC(w). Since AC(w) is weak-star compact, if
AC(w) ⊂ ca+ then wAC(w) is continuous, if moreover w is exact i.e., w = wAC(w) , then w is continuous. Moreover, since
wC is continuous whenever C ⊂ ca+ it follows that AC(wC) ⊂ ca+ .
In order to prove the second part of the weak law of large numbers we need some preliminary material.
Deﬁnition 4.1. Let P ∈ ca+ , C ⊂ ca+ . P weakly dominates C , i.e. P wk C , if ∀A ∈ A, ∀Q ∈ C , P (A) = 0 ⇒ Q (A) = 0, P
uniformly dominates C , i.e. P u. C , if ∀ > 0, ∃η > 0, s.t. P (A) < η ⇒ Q (A) <  , ∀Q ∈ C .
Whenever C = {Q } then both deﬁnitions coincide, the equivalence can be maintained if C is weak-star compact,
Proposition 4.2. Let P ∈ ca+ and C a weak-star compact subset of ca+ . The following statements are equivalent,
(i) P wk C ,
(ii) P u. C ,
(iii) ∀{An}n ⊂ A, P (An) → 0 ⇒ wC(An) → 0.
Proof. (ii) ⇒ (i) is immediate.
(iii) is a mere reformulation of (ii), since (ii) ⇒ (iii) is immediate.
(iii) ⇒ (ii). Assume (ii) does not hold.
There exists  > 0, such that for all η = 1n , there exists An ∈ A and Qn ∈ C such that P (An) 1n and Qn(An)  , thus
wC(An)  .
(i) ⇒ (iii). Assume (iii) does not hold.
There exists An ∈ A such that P (An) → 0 and wC(An)  0. Take Qn ∈ C such that Qn(An) = wC(An) for all n. Thus
there exists  > 0, and a subsequence nk such that, Pnk (Ank )  for all k. From Lemma 5 in [3], C is weak-star sequentially
compact thus {Pnk }k admits a converging subsequence {Pnkl }l .
We may now apply a version of Vitali–Hahn–Saks [1, Theorem 8.7.4, p. 224]. Consider the probability measure ψ =∑
l
1
2l
Pnkl . Since {Pnkl }l is weakly convergent, the set {Pnkl }l is uniformly dominated by ψ . Moreover since P  Pnkl for all l
it follows that P  ψ , thus P u. {Pnkl }l . Finally, as P (Ankl ) → 0 then maxl Pnkl (Ankl ) → 0, contradicting that Pnkl (Ankl ) 
for all l. 
Thanks to Proposition 4.2, we may extend Remark 1 to upper integrals. Whenever C is convex and weak-star compact,
following Delbaen’s suggestion [7, p. 224], Lemma 5 in [3] guaranties the existence of some P ∈ C such that P wk C .
5. A basic example
We ﬁnally present a natural example that illustrates the weak and strong law of large numbers for upper probabilities
through limit frequencies.
Example. Let Ωn = {0,1} for all n and Ω =∏n Ωn , A = 2Ω . Deﬁne Xn(ω) = ωn ∈ {0,1} for ω = (ω1, . . .). Take p ∈ (0,1),
n ∈ (0,1) for all n with n  p,1− p. Consider
C =
{
P =
⊗
(1− pn)δ0 + pnδ1: pn ∈ [p − n, p + n]
}
⊂ ca+.n
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and with an unknown probability lying in [p − n, p + n]. C is convex. We ﬁrst check that C is weak-star closed
(thus weak-star compact). Let {Pα}α be a net in C converging to P0. For A = {1} ×∏m 
=n Ωm , Pα(A) = pn,α → pn ∈[p − n, p + n].
For any cylinder I =∏I {ωi} ×∏−I Ωn with I a ﬁnite subset of N, we have Pα(I) =∏I (1− pn,α)δ0(ωi) + pn,αδ1(ωi) →∏
I (1− pn)δ0(ωi)+ pnδ1(ωi). And if A is not a cylinder then Pα(A) = 0 thus P0(A) = 0. Finally, P0 =
⊗
n(1− pn)δ0 + pnδ1 ∈
Ch .
For all P ∈ C the random variables {Xn}n are P independent and for all n,
V P
(
1
n
n∑
k=1
Xk
)
= 1
n2
n∑
k=1
pn(1− pn) 1
4n
,
where pn = P ({1} ×∏m 
=n Ωm), from Theorems 4.1 and 4.2 applied to C we can state that for all  > 0,
lim
n
wC
({
1
n
n∑
k=1
Xk < p − 1n
n∑
k=1
k − 
}
∪
{
1
n
n∑
k=1
Xk > p + 1n
n∑
k=1
k + 
})
= 0
and
wC
({
lim inf
n
1
n
n∑
k=1
Xk < p − limsup
n
1
n
n∑
k=1
k
}
∪
{
limsup
n
1
n
n∑
k=1
Xk > p + limsup
n
1
n
n∑
k=1
k
})
= 0.
In particular if limn 1n
∑n
k=1 k = 0 then the weak law states that there exists N1() such that for n N1(), we have
wC
({
1
n
n∑
k=1
Xk < p − 1n
n∑
k=1
k − 2
}
∪
{
1
n
n∑
k=1
Xk > p + 1n
n∑
k=1
k + 2
})
< 
now 1n
∑n
k k <

2 for n N2(), thus for nmax{N1(),N2()}
wC
({
1
n
n∑
k=1
Xk < p − 
}
∪
{
1
n
n∑
k=1
Xk > p + 
})
< .
For the strong law it holds
wC
({
lim inf
n
1
n
n∑
k=1
Xk < p
}
∪
{
limsup
n
1
n
n∑
k=1
Xk > p
})
= 0.
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