A rank method is presented for estimating regression parameters in the linear model when observations are correlated. This correlation is accounted for by including a random effect term in the linear model. A method is proposed that makes few assumptions about the random effect and error distribution. The main goal of this article is to determine the distributions for which this method performs well relative to existing methods.
Introduction
Consider a situation in which individuals selected for study are not independent of one another. In particular, we consider the situation in which clusters of individuals are observed. These clusters may be families, siblings, littermates, classmates in school, etc. Whatever the origin of the cluster, we consider individuals to be in the same cluster if these individuals are members of a group which, due to this group membership, are more likely to give similar responses than individuals in different groups. Therefore, responses from individuals within a cluster are considered to be correlated while responses from individuals in different clusters are not.
To account for this correlation within clusters, we add a random effect term to the usual linear regression model and consider the following model: where i Y is a n i × 1 vector of responses for cluster i, X i is a n i × p matrix with j th row, Our main interest is to estimate the unknown parameters  and β . Linear models and generalized linear models with random effects have been studied extensively in a variety of parametric and semiparametric settings in which specific distributions are assumed for the random effects, b i , and/or the random errors, e ij . For example, Laird and Ware (1982) , Ware (1985) , Lindstrom and Bates (1988) , Schall (1991) , Zeger and Rezaul (1991) , Waclawiw and Liang (1993), and Chen (2001) all provide methods for fitting such models. In addition, other approaches which also account for correclation within clusters, such as GEE, have also been developed. For example, see Zeger and Liang (1988) and Lin and Carroll (2001) .
In this article, we propose a method for estimating the unknown regression parameters which does not assume a specific distributional form for either b i or e ij . The proposed method uses rank methods to estimate β and pseudosamples to predict the random effects b i . Chen (2001) presents a similar method in which the regression parameters are estimated via rank methods but the random effects are assumed to be normally distributed and are predicted using the best linear unbiased predictor under normality. In using pseudo-samples to estimate the random effects, we do not assume a specific distributional form for these random effects. In addition, unlike Chen, we do not need to estimate the variance of the b i s or the e ij s with each iteration.
The main purpose of this paper is to evaluate the performance of the proposed method, relative to some existing methods, for a variety of distributions for the random effects and random errors. The more theoretical aspects relating to the proposed method, including asymptotics, are the subject of another paper currently in review (Dubnicka 2004).
The method for estimating β proposed in this paper is an iterative procedure with two major components: the estimation of β given b i and the prediction of b i given β . These two components are detailed in Methodology. In Simulations, we evaluate the proposed method and compare it to existing methods via computer simulations. We conclude with a summary of our findings.
Methodology
Consider the model given in (1). We estimate β and b i using the following iterative steps until the convergence:
1. Estimate β as if the N subjects are independent by solving the usual rank estimating equations given below. 2. Predict the random effects, b i , using a pseudo-sample approach. 3. Given the estimates of b i , obtain a rankbased estimate β by solving (13).
4. Repeat steps 2 and 3 until convergence.
Steps 2 and 3 are detailed in the next two sections.
Prediction of the Random Effects
The random effects b 1 , ..., b m are predicted using pseudo-samples. Since we know only the Y ij , the random effects b i and the errors e ij are not observable. However, we can use the information in the Y ij to construct a sample of size m that, as ∞ → N , is asymptotically equivalent to the b i . In particular, we follow the approach of Groggel, Wackerly and Rao (1988) who use pseudo-samples of random effects and random errors to conduct inference on the intraclass correlation in a one-way random effects model. They propose two methods for constructing pseudo-samples: one based on means and another based on medians. We modify their approach in order to predict the random effects in the linear model. The creation of such pseudo-samples requires only a few assumptions regarding the distributions of the random effects, b i , and the random errors, e ij . The particular assumptions depend on the method used to create the pseudo-samples and are discussed below.
The two methods for creating pseudosamples proposed by Groggel, Wackerly, and Rao (1988) are the means method and the medians method. With a small adjustment, we can construct a pseudo-sample of the b i using these methods. Let
Then U ij =  + b i + e ij which is in the form of a one-way random effects model considered by Groggel, Wackerly, and Rao (1988) .
Pseudo-samples based on means are given by (Dubnicka 2004; Groggel 1983) .
Pseudo-samples based on medians are defined in an analogous manner. Let
,..., 
Note that in creating pseudo-samples to predict b i , we can also create pseudo-samples which predict the e ij . These predicted errors are provided by the V ij and the ij V ′ . However, we do not need these pseudo-samples in our iterative estimation procedure.
Estimation of Regression Parameters
In the proposed iterative procedure, the regression parameters are estimated using rank methods. Rank-based regression requires only very general assumptions on the underlying error distribution. There are several rank-based regression methods from which we can choose.
We present several variations below but focus on the most basic approach.
Consider the linear model
where the e i are iid random variables. Then the most common rank-based estimate of β , introduced by Jaeckel (1972), is found by minimizing the dispersion function (7) where ( )
. Estimates of β found by minimizing (7) are called Restimates.
One generalization of (7) is given by 
Using Wilcoxon scores produces a dispersion function which is equivalent to (7) and which will produce the usual R-estimate for β . Sign scores will produce the L 1 estimate of β . Other score functions which are optimal for specific error distributions have also been proposed. In addition, there are score functions which may be more appropriate for asymmetric errors (Hettmansperger and McKean 1998) .
Note that minimizing
That is, minimizing ( ) β D will also provide the R-estimate for β . A related approach, introduced by Sievers (1983) and further developed by Naranjo and Hettmansperger (1994) , estimates β by minimizing The proposed iterative procedure can be performed using R-estimation, general score Restimation, or GR-estimation. In practice, one would carefully evaluate the particular application to determine which is most appropriate. For the remainder of this paper, however, we will use the more common Restimates of β .
Return now to our model (1) which includes the random effect. Let ,..., ,..., ,..., , ,...,
The vectors of covariates corresponding to these rsponses can be written in an analogous manner.
Then R β is the estimators of β which minimizes
The gradient of ( ) (14) is simply the median of the residuals
Simulations were conducted to evaluate the performance of our proposed method. These simulations were performed with the intent of answering two questions:
1. How large must m and the i n be to produce "good" estimates of α and β ? 2. How does this method perform as the random effects distribution and the random error distribution vary?
Recall that the pseudo-samples are only asymptotically equivalent to the true random effects. For small samples, there is some concern that this method will not produce estimates of β and α which are reasonably on target. In this first simulation study, we focus on the cluster sizes and number of clusters rather than the distributions of the random effects and random errors. Therefore, with m clusters of n subjects per cluster, a single covariate x ~ lognormal(2, 0.5 2 ), and (α,β) = (2, 2), 1000 samples were generated in which the random effects and the random errors were both For comparison, estimates of α and β were also obtained using maximum likelihood (ML) and restricted maximum likelihood (REML) since these methods are included in most existing statistical software.
Results of this first simulation study appear in Table 1 . For each method, the means of the 1000 estimates are given with the standard deviations of the 1000 estimates below the estimates in parentheses. Note that the estimates of  and  obtained from the proposed iterative method using either mean or median pseudo-samples seem to be reasonably unbiased even for small m and n; see Table 1 . As one would expect, when both the random effects and the random errors are normally distributed the standard deviations of the estimates obtained through maximum likelihood and REML are smaller. However, the standard deviations of the estimates obtained through the proposed iterative method are not much larger.
Although the proposed method, using mean or median pseudo-samples, provides estimates which are reasonably on target for small m and n, the procedure failed to converge for some samples regardless of the pseudosample method used. Table 2 shows the percentage of times that the mean method and the median method converge for each of the combinations of m and n in the first simulation study. Upon closer investigation, we found that for some of the samples the estimates of  continued to increase (or decrease) as more iterations were completed. For some of the samples, however, the estimates of  seemed to "bounce" between two values. This happened more frequently when both m and n were small The remaining simulations were designed to help answer the second question. That is, we wanted to determine the distributions under which the proposed method is superior to the existing methods considered. In these simulations, a variety of distributions for both the random effects and the random error were used. Table 3 gives the abbreviations for the particular distributions chosen for these simulations.
The simulations conducted are divided into three cases: (1) the random effects distribution is normal and the error distribution varies, (2) the error distribution is normal and the random effects distribution varies, and (3) both distributions are nonnormal but from the same family of distributions. As with the first simulation, 1000 random samples were generated with a single covariate x ~ lognormal(2, 0.5 2 ) and (α,β) = (2,2). Furthermore, each sample consists of m = 50 clusters of n = 3 subjects per cluster. For comparison, estimates of α and β were also obtained using Chen's method and restricted maximum likelihood (REML).
Recall that Chen's method differs from the proposed method in that the random effect is assumed to be normally distributed. Maximum likelihood estimates were also computed but there were almost identical to the REML estimates. Table 4 shows the simulation results for normally distributed random effects. Since Chen's method assumes normality for the b i but does not assume a specific distribution for the e ij , one would expect Chen's method to perform better than the proposed methods and REML. To some extent, the simulations support this theory. When the errors follow a contaminated normal or double exponential distribution, the standard deviations of the β estimates using Chen's method are smaller than those of the other methods. When the errors follow a Cauchy distribution, the standard deviation of the β estimates based on the proposed method with median pseudo-samples is smaller than that of the other approaches. Notice, however, that the standard deviation of the α estimates is smaller for the median method than the other methods. In particular, the estimates of α using the mean method and REML were highly variable in the case of Cauchy errors. The major disadvantage of Chen's method is this situation is that it does not always converge. This is also true, to a lesser extent, for the proposed method with mean pseudosamples. Table 5 gives the convergence percentage of the three rank-based methods for the simulations in Table 4 . Notice that the median method always converged. The mean method and Chen's method converged most of the time when the error distribution was a contaminated normal, double-exponential, or uniform. The mean method also converged most of the time when the error distribution is Cauchy but Chen's method had difficulty converging in this case. Chen (2001) also notes this problem. The main source of the problem is that the Chen's method requires the estimation of the error variance (and the random effect variance) at each iteration, and convergence of the algorithm depends on the convergence of the error variance. In distributions for which the variance is undefined, convergence problems will exist for Chen's method. Table 6 gives the results for cases in which the errors are normally distributed but the distribution of the random effects is non-normal. In addition, Table 7 gives the convergence percentages of the rank-based methods for these simulations. For the four situations considered, the standard deviations of the REML estimates of β are the smallest. This seems to imply that REML is a relatively efficient method for estimating β even when the random effect distribution is non-normal. Notice that the standard deviations of the median method β estimates are the largest of the four methods but they are not much larger than the REML standard deviations. Also, REML estimates of α also tend to be more precise (smallest standard deviation of the α estimates) except when the random effects distribution is Cauchy.
When the random effects follow a Cauchy distribution the median method provides the most precise estimate of α.
As in the previous simulations, Chen's method did not converge for all samples. In fact, when the error distribution was normal and the random effects distribution was Cauchy, Chen's method only converged half of the time. Notice again that the proposed method with median pseudo-samples always converged, and the proposed method with mean pseudo-samples converged most of the time.
Finally, we consider situations in which neither the error distribution nor the random effects distribution are non-normal. For each situation, the error and random effects distributions are from the same family of distributions. The results appear in Tables 8 and  9 . In these situations, there is no clear "winner" with respect to the estimation of β. Under Cauchy distributions, Chen's method only converged half of the time.
Conclusion
The paper introduced a new rank-based method for parameter estimation in linear model with a random effect term. Such a model is useful in accounting for the correlation between subjects that are correlated, as is the case when clusters of subjects are observed. The proposed method uses rank-based regression to estimate the parameters of the linear model and pseudosamples to predict the random effects. As a result the proposed method requires few assumptions regarding the underlying distributions of the errors and the random effects. The three rank-based methods considered (mean pseudo-samples, median pseudo-samples, and Chen) all produce estimates of β with comparable precision to REML. Only the median method seems to provide consistently precise estimates of α under all distributions considered. In general, the proposed method with median pseudo-samples is robust to the underlying distribution of the random effects and errors as it is relatively efficient for all distributions considered. Therefore, if prediction of the goal of study, the proposed method with median pseudo-samples is recommended.
As a final note, it may be possible for the proposed method to perform better that REML with properly chosen scores in (8), but this has not yet been explored.
