Commutator equations are used to study the relationship between the tridiagonal matrix structure of an unbounded cyclic selfadjoint operator and its spectrum. Sufficient conditions are given for absolute continuity. Results are related to the study of systems of orthogonal polyomials for which the measure of orthogonality is supported on an unbounded subset of the real line.
This matrix, in turn, can be used to define an operator on the subset Q of I2 consisting of sequences for which matrix multiplication yields a sequence in I2. If the given operator C is bounded, then ß = I2 and the matrix operator is unitarily equivalent to C. In fact, the set of bounded cyclic selfadjoint operators on Jf can be identified with the set of tridiagonal matrix operators satisfying (1.1) with (an) and {è"} bounded. In this case the sequences {an} and {/?"} provide information about the spectral measure. Applications can be given to the study of systems of orthogonal polynomials for which the measure of orthogonality is supported on a bounded set (see [1] [2] [3] [4] ).
It is the purpose of this paper to consider matrices of the form (1.1) which represent unbounded cyclic selfadjoint operators defined on a dense subset of a separable Hilbert space JÍ?. The tridiagonal structure of these matrices will be used to obtain information about the spectral measure of the corresponding selfadjoint operator. Applications will be given to the study of systems of orthogonal polynomials for which the interval of orthogonality is infinite.
It will be shown below that (1.1) defines a selfadjoint operator C if £ l/a" = oo. In this case the spectral resolution C = / X dEx gives rise to a spectral measure jii(/?) = ||F(/})(p,||2, defined for the Borel subsets of the real line. The polynomials defined by
are orthonormal with respect to the usual inner product on L (/x) (see [6, Chapter VII] ). These polynomials will be used to show that if bn = 0, dn = an -an_x > 0, and En°=1|i/"+1 -¿/J < oo for all n, then C has no eigenvalues. Under additional restrictions on the sequence {dn -dn_l) it will be shown that C is absolutely continuous, or equivalently, that ju is absolutely continuous. From a theoretical point of view the techniques to be used are related to the work of C. R. Putnam on the use of commutator equations in the study of spectral measures (see [5] , for example). The use of commutator equations is obviously complicated by the fact that the operators to be studied are unbounded and hence only densely defined. It follows that \xN+lyN\ + \xNyN+1\ > d/aN for N sufficiently large which contradicts the fact that Y.^^i[\xN+lyN\ + \xNyN+i\] converges. Therefore d = 0 and C is symmetric. To show that C is selfadjoint, assume that y = {y¡}f=i is in the domain of C* and that C*y = « = {w,}. Then (C$" y) = (%,C*y) implies that "i = ai-i9i-\ + Mí + aty¡+i an<^ hence that C*y = Cy. Therefore C is selfadjoint. D
The objective now is to analyze the spectral measure. Throughout the remainder of the paper the following will be assumed:
C is the cyclic selfadjoint operator defined on a dense subset of I2 by the matrix (1.1) with £ l/a" = oo.
(2.1) (ii) The diagonal entries in (1.1) vanish.
(iii) The subdiagonal sequence { an} monotonically increases to infinity.
Also, the following notation will be used: and since ||CX/5(A)$1|| < ¿lAH^A)«!^!!, the lemma readily follows.
To evaluate the required limit, let yn = Lf=1(Cx7i(A)$,, $,)$,. Since £(A)$, is in the domain of Cx, the sequence {yn} converges to CXE( A)<b¡, and so {JNy"} also converges.
Let «" = Cxxn -yn_l = (a"_lan_l -Xan)<bn + a"aß"+1. f P,dp Ja + £ M*,-öf-l) r-JV+l Ja
/ P,dp it readily follows that /x(/3) = 0. D Another sufficient condition for absolute continuity is provided by the following theorem. It will be shown in the next section that many examples can be constructed with the sequence ( dn } monotonically decreasing to a nonnegative limit. [dn] to be monotone increasing, bounded above with dn + l -dn < dn -dn_v Choose, for example, dn = E"_,l/2'. For this choice of dn the hypotheses of Theorem 2 are satisfied but those of Theorem 3 are not.
Theorem 3 requires that the sequence {dn} satisfy the condition d2+l < dndn+2 for n ^ N. This condition implies that if dn < dn+l then dn + 1 < dn + 2. It follows that [dn}™=N is either monotone decreasing or eventually monotone increasing. If [dn] is monotone increasing for n > M then dM+k < dM+i(dM+i/dM)k~x for k = 1,2,..., and so [dn] either diverges or becomes eventually constant. Since Theorem 3 also requires that {dn} be bounded it must be true that {dn}™=N is montone decreasing.
Examples for Theorem 3 can be constructed by the following scheme. Choose \ < d2 < d\. If *2 = d2(d2/dx) then i2 < d2 and it is possible to choose d3 with max{42, 5} < d3 < d2. If dx,...,dn have been chosen, let i" -d2/dn_l and choose max{in,l/(n + 1)} < dn + l < dn. The end result is a monotone decreasing sequence [dn] with d2+1 < dndn + 2 and T.d"= 00. One specific example is dn = \/n.
Another, perhaps more significant, example comes from the normalized Hermite polynomials which are orthonormal on (-00, 00) with respect to dp = w(x)dx where w(x) = e~x . These polynomials satisfy a recursion formula of the form (1.2) with bn = 0 and an = yfn/2. If C is defined by (1.1) and J by (2.2) then CJ -JC = -il where 7 denotes the identity opeator (see [5, pp. 63-64] for an interesting interpretation of the operators C and J). In this case dn = (1/ ^2)(y/n --fn -1 ) and it can be shown that d2+l < dndn+2 so that the conditions of Theorem 3 are satisfied. Since 4n~ -Jn -1 = \/({n + \jn -1 ) the required inequality is equivalent to (ï/m + 1 + -fñ)2 > (Jñ + -fn -1 )(]/n + 2 + yjn + 1 ) which is easily verified.
In a related example, suppose a2 -a\_x = M for all n, so that CJ -JC = -2iK where AT is a multiple of the identity. If dn = an -an_1 then d2+l < d"dn + 2 is equivalent to (a"+1 + an)2 > (an + an_1)(an+2 + a"+1) which follows from the observations that an_la" + i = (an -dn)(an + dn+1) < a2 -d2+1 < a2 and that an-\an+2 = (a" -dn)(an+l + ¿« + 2) < û("a"+1.
