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MULTI-SOLITONS AND RELATED SOLUTIONS
FOR THE WATER-WAVES SYSTEM
MEI MING, FREDERIC ROUSSET, AND NIKOLAY TZVETKOV
Abstract. The main result of this work is the construction of multi-solitons solutions that is to
say solutions that are time asymptotics to a sum of decoupling solitary waves for the full water
waves system with surface tension.
1. Introduction
We consider the motion of an irrotational, incompressible fluid with constant density. We consider
the situation where the fluid domain is a strip with a rigid bottom and a free surface:
Ωt = {Y = (X, z) ∈ Rd+1 : −H < z < η(t,X)},
where t is the time, d = 1, 2 is the horizontal dimension, H is a parameter defining the fixed
bottom z = −H and z = η(t,X) is the equation of the unknown free surface at time t. We
shall say that we are in the one dimensional case when X = x ∈ R and in the two-dimensional
case when X = (x, y) ∈ R2. A large part of the paper will be devoted to the one-dimensional
situation. We denote by u the speed of the fluid, since the motion is irrotational, it is given by
u = ∇Y Φ = (∇XΦ, ∂zΦ) for some scalar function Φ and hence we find that inside the fluid domain
Ωt,
∇Y · u = ∆YΦ = (∆X + ∂2z )Φ = 0 . (1.1)
On the boundaries of Ωt, we make the usual assumption that no fluid particles cross the boundary.
At the bottom of the fluid this reads
∂zΦ(t,X,−H) = 0 (1.2)
and on the free surface, this yields the kinematic condition
∂tη(t,X) +∇XΦ(t,X, η(t,X)) · ∇Xη(t,X) − ∂zΦ(t,X, η(t,X)) = 0 . (1.3)
On the free surface, we also need to impose the pressure, taking into account the surface tension
and using the Bernouilli law to eliminate the pressure, we find that:
∂tΦ(t,X, η(t,X)) +
1
2
|∇Y Φ(t,X, η(t,X))|2 + gη(t,X) = b∇X · ∇Xη(t,X)√
1 + |∇Xη(t,X)|2
. (1.4)
The number b is the surface tension coefficient and g is the gravitational constant. The term
gη(t,X) is the trace of the gravitational force gz on the free surface.
It is classical to rewrite the system (1.1), (1.3), (1.4) as a system involving unknowns defined on
the free surface only [31]. For that purpose, let us define the following Dirichlet-Neumann operator:
for given η(X) ϕ(X), we define Φ(X, z) as the (well-defined) solution of the elliptic boundary value
problem
(∆X + ∂
2
z )Φ = 0, in {(X, z) : −H < z < η(X)}, Φ(X, η(X)) = ϕ(X), ∂zΦ(X,−H) = 0,
1
and we define the Dirichlet-Neumann operator as
(G[η]ϕ)(X) := (∂zΦ−∇Xη · ∇XΦ)|z=η(X)
=
√
1 + |∇Xη|2(∇X,zΦ · n)|z=η(X),
where n is the unit outward normal vector on the free surface at the point z = η(X).
This allows to rewrite the system only in terms of the unknowns
(η(t,X), ϕ(t,X)) := (η(t,X),Φ(t,X, η(t,X))) .
In the one-dimensional case, the 1D water-wave problem can thus be written as
∂tη = G[η]ϕ
∂tϕ = −1
2
|∂xϕ|2 + 1
2
(G[η]ϕ + ∂xϕ∂xη)
2
1 + |∂xη|2 − gη + b∂x
( ∂xη√
1 + |∂xη|2
)
(1.5)
By introducing the notations U = (η, ϕ)t and
F(U) =
(
G[η]ϕ, −1
2
|∂xϕ|2 + 1
2
(G[η]ϕ + ∂xϕ∂xη)
2
1 + |∂xη|2 − gη + b∂x
( ∂xη√
1 + |∂xη|2
))t
,
we shall write the water-wave system (1.5) in the abstract form
∂tU = F(U). (1.6)
We know from [3] that for suitable parameters g, b and h, there exist solitary wave solutions
Qc(x− ct) = (ηc(x− ct), ϕc(x− ct))t at speed c ∼
√
gH. Here is a precise statement.
Theorem 1.1 (Amick-Kirchga¨ssner [3]). Suppose that
α =
gH
c2
= 1 + ε2, β =
b
Hc2
>
1
3
. (1.7)
Then there exists ε0 such that for every ε ∈ (0, ε0) (which fixes the speed) there is a solution of
(1.5) under the form
Qc(x− ct) =
(
ηc(x− ct), ϕc(x− ct)
)t
=
(
Hηε(H
−1(x− ct)), cHϕε(H−1(x− ct))
)t
with
ηε(x) = ε
2Θ1(εx, ε), ϕε(x) = εΘ2(εx, ε),
where Θ1 and Θ2 satisfy:
∃ d > 0, ∀α ≥ 0, ∃Cα > 0, ∀ (x, ε) ∈ R× (0, ε0), |(∂αxΘ1)(x, ε)| ≤ Cαe−d|x|
and
∃ d > 0, ∀α ≥ 1, ∃Cα > 0, ∀ (x, ε) ∈ R× (0, ε0), |(∂αxΘ2)(x, ε)| ≤ Cαe−d|x| .
Moreover Θ1 is even and Θ2 is odd.
The main aim of this paper is to construct multi-solitons type solutions for the water-waves
system (1.5). This means that we want to construct a solution of (1.5) that tends to a sum of
solitary waves with different speeds when t goes to infinity. For the sake of readability of the
paper, we shall only consider the case of two solitary waves, the extension to an arbitrary numbers
is straightforward (our proof will not use any particular symmetry or specificity related to the
2-solitons case). The construction of such solutions for semi-linear equations like the KdV equation
or the Nonlinear-Schro¨dinger equation has been intensively studied recently, we refer for example
to [18, 19, 16, 9, 8, 22]. We also refer to an earlier closely related work by Merle [20] which seems
to initiate this line of research.
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In this paper, we shall show that the construction can be also performed for quasilinear equations
(or even fully nonlinear equations) by focusing on the physically interesting example of the water-
waves system (1.5). The new difficulty that arises in the case of quasilinear or fully nonlinear
equations like (1.5) is that the only well-posedness result which is known in the vicinity of the
solitary wave is a local well-posedness result in Hs for s sufficiently large which comes from the
high order energy method. Note that the global or almost global existence results like the ones
of [29, 30], [11, 12] are obtained in a regime where solitary waves do not exist and that the local
existence results for rough data as obtained in [2] still require a regularity much higher than the
one which is controlled by the Hamiltonian.
This makes the perturbative analysis more delicate and requires new ideas with respect to the
semi-linear setting.
We thus consider two solitons Qc1(x−c1t) and Qc2(x−h−c2t) of (1.5) with c1 < c2. We suppose
that c1 and c2 satisfy (1.7) with suitable choices of the small parameters ε1,2. We also suppose that
h > 0 is large enough. We define
M(t, x) := Qc1(x− c1t) +Qc2(x− h− c2t) (1.8)
as the two-soliton function. We will focus on the case where each solitary wave is stable in the
following sense. Under our assumptions (1.7) on the speed c of a solitary wave, it was proven in [21]
that for sufficiently small corresponding parameter ε, the solitary wave Qc is stable in the sense that
the second derivative of the Hamiltonian at the solitary wave restricted to a natural co-dimension
2 subspace is positive. We shall assume that the speeds c1, c2 are such that this property is verified
(see Proposition 3.6). Our main result reads:
Theorem 1.2. Let us fix s ≥ 0. Suppose that the speeds c1 < c2 satisfy (1.7) with parameters ε1,
ε2. Define M by (1.8). Then there exists ε
∗ such that for ε1, ε2 ∈ (0, ε∗] and h sufficiently large,
we have that there exists a (semi) global solution U(t) = (η, ϕ)t to the water-wave system (1.5)
satisfying
U −M ∈ Cb([0,∞); Hs(R)×Hs(R))
and
lim
t→+∞ ‖U(t)−M(t)‖Hs = 0.
The assumption that ε1,2 are sufficiently small will be only used in order to ensure the exis-
tence of smooth exponentially decreasing solitary waves (given by Theorem 1.1 for example) and
that Proposition 3.6 below holds true. Indeed, for the construction of multi-solitary waves that
we shall perform, the main ingredients that are required are besides the existence of smooth lo-
calized solitary waves, the stability property given by Proposition 3.6 of each solitary wave and
the local well-posedness in Hs for s sufficiently large of the nonlinear system with the existence
of a quasilinear hyperbolic system type energy estimate. Instead of the smallness assumption on
ε in Theorem 1.2, we could assume the existence of the solitary waves (solitary waves can also
be obtained by variational methods for example, [6]) and that each of them satisfies the stability
property of Proposition 3.6.
We have focused on water waves with surface tension, nevertheless, since the existence of solitary
waves is also known (see [13] for example) and since some of them are linearly stable, [23] (note
that nevertheless an estimate like the one of Proposition 3.6 does not hold in this case, the number
of negative directions of L would be infinite), it could be possible to perform a related construction
for water waves without surface tension.
Finally, let us point out that the assumption that h is sufficiently large is only used in order to
get a solution on [0,+∞[, an equivalent statement would be to take h = 0 and to get a multi-soliton
solution on the interval [T0,+∞[ with T0 sufficiently large.
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There are two main steps in the proof of Theorem 1.2. The first step is to construct a smooth
approximate solution of (1.5) that tends exponentially fast to M as t goes to infinity. This approx-
imate solution Ua is under the form:
Ua =M +
N∑
l=1
V l
where each V l is smooth and verifies the crucial property that it is decaying in Hs like e−lǫ0(c2−c1)t
for some ǫ0. Each V
l solves a linear problem with source term. The existence of some V l with
this decay property will be proven by using the spectral properties of the linearization of the water
waves system (1.5) about each solitary wave.
Once the approximate solution is sufficiently accurate (i.e for N sufficiently large) which basically
means that the remainder term in the equation has a sufficiently fast decay in time, we shall
construct an exact solution as a sum of the approximate solution and remainder term that solves
a nonlinear equation. The main difficulty is to prove the existence of a solution on [0,+∞) for this
problem having at hand only a local Cauchy Theory in Hs for s large.
Note that this kind of iterated constructions is related to Grenier’s argument [14] in order to
prove that linear instability implies nonlinear instability for quasilinear equations that has been
used in [24].
The main arguments that we shall use to prove Theorem 1.2 can also be used in order to sharpen
the transverse instability result proven in [24] and construct for the two-dimensional water-waves
system that is to say when the fluid domain is
Ωt = {(X, z) ∈ R3, −H < z < η(t,X)},
a solution on [0,+∞) of the system which is different from the solitary wave (and all its translates)
and converge to the solitary wave as time goes to infinity. The result that we shall prove is the
following.
Theorem 1.3. Let us fix s ≥ 0. Suppose that c satisfies (1.7). For ε sufficiently small there
exists a global solution U of the 2-D water waves system with initial data U0 satisfying U − Qc ∈
Cb([0,∞);Hs(R2)×Hs(R2)). Moreover, one has
∂yU0 6= 0 (1.9)
and
lim
t→+∞ ‖U(t, x, y) −Qc(x− ct)‖Hs = 0 .
We shall recall the formulation of the 2D water-waves system in Section 2.
Remark 1.4. By the remark after [25, Theorem 1.5] we know that this theorem implies the trans-
verse instability of the solitary wave.
This result can be compared to classical results about the existence of strongly stable manifolds
for ordinary differential equations or semilinear partial differential equations. Results as in Theo-
rem 1.3 were in particular, obtained for semilinear partial differential equations in [10, 7] for example
and also in [25] for the KP-I equation. As previously, the main difficulty for the proof of this result
comes from the fact that the water-waves system is not semilinear. The proof of Theorem 1.3 also
relies on the construction of a well-chosen approximate solution and of a remainder that solves a
nonlinear system. The construction of the approximate solution relies on spectral information and
semi-group estimates that are contained in [24]. Consequently, we shall first present the proof of
Theorem 1.3 in Section 2, this allows us to essentially focus on the construction of a remainder that
is defined on the whole time interval [0,+∞[. These arguments will be also useful for the proof of
Theorem 1.2.
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The paper is organized as follows. The next section will be devoted to the various steps of
the proof of Theorem 1.3. In Section 3, we collect some useful bounds for the Dirichlet-Neumann
map and we prove the key coercivity property of Proposition 3.6. We shall study in Section 4
the error that produces in the equation the sum M of two solitary waves. Then in Section 5, we
shall construct a suitable approximate solution. This will be the most difficult part in the proof,
the crucial step will be to prove that the fundamental solution of the linearized equation about M
has a sufficiently small exponential growth. The final step of the proof of Theorem 1.2 is given in
Section 6.
2. Proof of Theorem 1.3
In this section we consider the two-dimensional water-waves system. The fluid domain at time
t is defined by
Ωt = {(X, z) ∈ R3 | −H < z < η(t,X)}
where X = (x, y), H > 0 is a constant and η(t,X) is the free surface at time t. We use the Zakharov
formulation recalled in the introduction [31, 17] to write the system for the unknowns η(t,X) which
is the free-surface and ϕ(t,X) which is the trace on the free surface of the velocity potential as:
∂tη = G[η]ϕ,
∂tϕ = −1
2
|∇Xϕ|2 + 1
2
(G[η]ϕ +∇Xϕ · ∇Xη)2
1 + |∇Xη|2 − gη + b∇X ·
∇Xη√
1 + |∇Xη|2
(2.1)
where again b is the coefficient of surface tension, g is the gravity coefficient and G is the Dirichlet-
Neumann operator.
Since we study here a single solitary wave with speed c, we change frame (x, y, z) to (x− ct, y, z).
This leads to a new system
∂tη = c∂xη +G[η]ϕ,
∂tϕ = c∂xϕ− 1
2
|∇Xϕ|2 + 1
2
(G[η]ϕ +∇Xϕ · ∇Xη)2
1 + |∇Xη|2 − gη + b∇X ·
∇Xη√
1 + |∇Xη|2
.
(2.2)
We also perform the following change of variables
η(t,X) = Hη˜(
c
H
t,
1
H
X), ϕ(t,X, z) = cHϕ˜(
c
H
t,
1
H
X) (2.3)
and simply note (η˜, ϕ˜) again as (η, ϕ) to have the dimensionless water-waves system
∂tη = ∂xη +G[η]ϕ,
∂tϕ = ∂xϕ− 1
2
|∇Xϕ|2 + 1
2
(G[η]ϕ +∇Xϕ · ∇Xη)2
1 + |∇Xη|2 − αη + β∇X ·
∇Xη√
1 + |∇Xη|2
(2.4)
with
α =
gH
c2
, β =
b
Hc2
.
Observe that there is a slight abuse of notation, since in (2.4) the map G[η] is defined as above but
with H = 1. If we note U = (η, ϕ)t, the system (2.4) can be rewritten as
∂tU = F(U) (2.5)
with
F(U) =
 ∂xη +G[η]ϕ
∂xϕ− 1
2
|∇Xϕ|2 + 1
2
(G[η]ϕ +∇Xϕ · ∇Xη)2
1 + |∇Xη|2 − αη + β∇X ·
∇Xη√
1 + |∇Xη|2
 .
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The solitary wave Qc of the original system (2.1) becomes a stationary wave solution for the water-
waves system (2.4) that we shall denote in this section by Qε(x) = (ηε(x), ϕε(x))
t or simply as
Q(x). We want to show that there exists a global solution of system (2.4) near the solitary wave.
2.1. The linearized operator. As in [24], we linearize the water-waves system (2.4) around the
solitary wave Qε = (ηε, ϕε)
t. Let us set
Zε := Z[Qε] =
G[ηε]ϕε + ∂xηε∂xϕε
1 + |∂xηε|2 , vε := ∂xϕε − Zε∂xηε,
and
Pεη := β∇X ·
[
∇Xη
(1 + (∂xηε)2)
1
2
− (∇Xηε · ∇Xη)∇Xηε
(1 + (∂xηε)2)
3
2
]
.
Note that since G[ηε]ϕε = −∂xηε, we obtain that Zε and vε are decaying exponentially together with
all their derivatives thanks to Theorem 1.1 (ϕε occurs with a derivative in vε). The linearization
of (2.4) about Qε reads
∂tU = JΛU, (2.6)
where U = (η, ϕ)t, J =
(
0 1
−1 0
)
is a skew-symmetric matrix and
Λ =
(−Pε + α+ ZεG[ηε](Zε·) + Zε∂xvε (vε − 1)∂x − ZεG[ηε]
−∂x((vε − 1)·)−G[ηε](Zε·) G[ηε]
)
is a symmetric operator on L2 × L2. The formula for the differential of the Dirichlet-Neumann
operator with respect to η which allows to obtain the above expression is recalled in Proposition
3.1 (5) below. As in [17], we can get a simpler form of the linearized system by the change of
unknowns
V1 = η, V2 = ϕ− Zεη. (2.7)
We get for V = (V1, V2)
t the system
∂tV = JLV, (2.8)
where L is still a symmetric defined by
L =
(−Pε + α+ (vε − 1)∂xZε (vε − 1)∂x
−∂x((vε − 1)·) G[ηε]
)
.
Notice that since Qε does not depend on y, the study of system (2.8) can be simplified by using
Fourier transform in y. In fact, if for some k ∈ R,
V (x, y) = eikyW (x),
then
LV = eikyL(k)W
with a symmetric operator L(k) defined by
L(k) =
(−Pε,k + α+ (vε − 1)∂xZε (vε − 1)∂x
−∂x((vε − 1)·) Gε,k
)
. (2.9)
Here
Pε,ku = β
{
∂x
[
(1 + (∂xηε)
2)−
3
2∂xu
]− k2(1 + (∂xηε)2)− 12u},
and Gε,k is such that
G[ηε](f(x)e
iky) = eikyGε,k(f(x)).
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2.2. The eigenvalue problem JL(k)U = σU . We shall need some results about the spectrum
and the eigenvalues of JL(k) seen as an unbounded operator on L2(R) × L2(R) with domain
H2(R)×H1(R) which are essentially contained in [24].
Lemma 2.1. We have the following spectral properties of the operators JL(k).
• There exists ε∗ such that for every ε ∈ (0, ε∗], the solitary wave Qε is spectrally stable
against one-dimensional perturbation: σ(JL(0)) ⊂ iR where σ(·) denotes the spectrum.
• For any k 6= 0, the essential spectrum of JL(k) is such that σess(JL(k)) ⊂ iR and JL(k)
has at most one simple eigenvalue of positive real part.
• If σ is an eigenvalue of JL(k) then so is −σ.
• If σ is an eigenvalue of JL(k), k 6= 0, with non-zero real part then σ ∈ R.
Note that the combination of above properties of the eigenvalues also yield that there is at most
one eigenvalue of negative real part for JL(k), k 6= 0.
Proof. These statements are already contained in Lemma 5.1 in [24]. Note that the first statement in
the above lemma was obtained as a consequence of the work of Mielke [21]. The only additional point
is to notice that thanks to the reversibility symmetry of the water waves system and the symmetry of
the solitary wave one has that if U(x) = (η(x), ϕ(x)) is an eigenfunction of JL(k) corresponding to
an eigenvalue σ then U˜(x) = (η(−x),−ϕ(−x))t is an eigenfunction corresponding to the eigenvalue
−σ (this symmetry of the spectrum could also be obtained by using the Hamiltonian structure).
The last point is a consequence of the symmetry of the spectrum and the fact that there is at most
one simple eigenvalue of positive real part. 
Thanks to Lemma 2.1 and in particular the symmetry of the spectrum, we have the following
counterparts of [24, Proposition 5.2] and [24, Theorem 5.3] respectively.
Lemma 2.2. Consider the eigenvalue problem
JL(k)U = σU, U ∈ H2(R)×H1(R). (2.10)
Then :
(1) ∃K > 0 such that if |k| > K, there is no solution of (2.10) satisfying σ < 0.
(2) ∃M > 0 such that if |k| ≤ K, there is no solution of (2.10) satisfying σ ≤ −M .
From now on, we shall only consider solitary waves Qε with ε ∈ (0, ε∗] as stated in Theorem 1.3
so that the above spectral properties are matched.
Proposition 2.3. For ε ∈ (0, ε∗], there exists σ > 0, k 6= 0 and a non-trivial U ∈ H2 ×H1 such
that
JL(k)U = −σU.
Finally, we also have as a consequence of the above results:
Lemma 2.4. For every (σ0, k0) satisfying k0 6= 0, Re σ0 < 0 and σ0 ∈ σ(JL(k0)), the set
{(σ, k) |σ ∈ σ(JL(k)) } near (σ0, k0) is the graph of an analytic curve k 7→ σ(k) with σ(k) a
real simple eigenvalue of JL(k). Moreover, we can select an eigenvector V (k) of JL(k) depending
analytically on k.
Proof. Suppose that σ0 ∈ σ(JL(k0)) with k0 6= 0, Re σ0 < 0. From Lemma 2.1, σ0 is necessarily
a simple real eigenvalue. Let V0 ∈ H2 × H1 an eigenvector, JL(k0)V0 = σ0V0. Consider the
map F (V, k, σ) ≡ JL(k)V − σV . Then DV,σF (V0, k0, σ0)(U, µ) = JL(k0)U − σ0U − µV0. Thanks
to Lemma 2.1, JL(k0) − σ0 is Fredholm with index zero and its kernel is one-dimensional. This
implies that the kernel of DV,σF (V0, k0, σ0) is also one dimensional. Indeed, if (U, µ) is such that
DV,σF (U0, k0, σ0)(U, µ) = 0 then (JL(k0) − σ0)2U = 0 which, thanks to Lemma 2.1, implies that
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U = λV0, λ ∈ R. This in turn implies that µ = 0 and thus the kernel of DV,σF (V0, k0, σ0) is
spanned by (V0, 0). Once again, thanks to Lemma 2.1, we obtain that V0 is not in the image of
JL(k0)−σ0 (otherwise σ0 would not be a simple eigenvalue of JL(k0)). Therefore DV,σF (V0, k0, σ0)
is surjective. We are in position to apply the simplest form of the Lyapounov-Schmidt method.
This ends the proof of Lemma 2.4. 
2.3. Construction of the approximate solution. Let us define for U = (η, ϕ)t, the norms
‖U(t)‖Es =
∑
0≤α+β+γ≤s
‖∂αt ∂βx∂γyU(t, ·)‖L2(R2) .
Proposition 2.5. There exists U0(t, x, y) ∈ ∩s≥0Es satisfying
∂tU
0 = JΛU0 (2.11)
such that for every s ≥ 0, every ǫ0 > 0 one has
‖U0(t)‖Es ≤ cs,ǫ0e−(σ0−ǫ0)t, t ≥ 0
where −σ0 is the smallest possible eigenvalue of JL(k) (and thus σ0 is the largest possible eigenvalue
of JL(k)).
Note that we use the notations ǫ0 and ε0 for different parameters.
Proof of Proposition 2.5. The construction is close to the one of Proposition 6.1 in [24]. The situ-
ation is even simpler here since we need less precise information on the asymptotic behavior. We
already know from (2.7) that it is equivalent to solve (2.11) for U0 and
∂tV
0 = JLV 0 (2.12)
with
U0 = PV 0, P =
(
1 0
Zε 1
)
.
for V 0.
First of all, one should locate some negative eigenvalue of JL(k). We already know from Propo-
sition 2.3 that there exists k 6= 0 such that JL(k) has an eigenvalue −δ < 0. Moreover, thanks to
Lemma 2.2, we know that the negative eigenvalues −σ of JL(k) can only be found when |k| < K
and σ < M .
We try to find out the largest σ such that −σ is still a negative eigenvalue of JL(k). Define the
set Ω = { k | ∃ − σ ∈ σ(JL(k)), −σ < −δ/2}. One can see that Ω is a bounded non-empty open
set and that k 7→ −σ(k) is continuous in Ω¯. We fix k0, σ0 such that
−σ0 = −σ(k0) = inf{−σ(k)| k ∈ Ω¯} < −δ/2 < 0.
Let us fix ǫ0 > 0 and an interval I0 ⊂ Ω small enough with k0 ∈ I0 so that −σ0 ≤ −σ(k) ≤ −σ0+ ǫ0
in I0 by the continuity of k 7→ −σ(k). Thanks to Lemma 2.4, we can can choose an eigenvector
V (k) depending analytically on k on I0. By elliptic regularity, we have that V (k) ∈ H∞. Finally
since one has σ(k) = σ(−k) and V (k) = V (−k), let us set I = I0 ∪ −I0 and
V 0(t, x, y) =
∫
I
e−σ(k)teikyV (k)dk, t ≥ 0.
Then V 0 is real and is a solution of (2.12). We have for any s, α ∈ N that
‖∂αt V 0(t, ·)‖2Hs(R2) = C
∫
I
e−2σ(k)t
∑
s1+s2≤s
|σ(k)|2αk2s2 |∂s1x V (k)|2L2(R)dk.
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and hence, there exist numbers cs,α,ǫ0 such that for any t ≥ 0
‖∂αt V 0(t, ·)‖Hs(R2) ≤ cs,α,ǫ0e−(σ0−ǫ0)t.
This yields similar estimates for U0 = PV 0. This ends the proof of Proposition 2.5. 
Proposition 2.6. For any M > 0, there exists
Ua = U0 +
M+1∑
j=1
δjU j , U j ∈ C∞(R+,H∞(R2)), δ ∈ R
such that for every j, one has U j(0) = 0 and the estimates
‖U j(t)‖Es ≤ Cs,je−(j+1)(σ0−ǫ0)t, ∀t ≥ 0
for ǫ0 sufficiently small (ǫ0 < σ0/2) for some numbers Cs,j independent of t and σ0 the eigenvalue
chosen in Proposition 2.5. Moreover, define V a = Q+ δUa. Then V a is an approximate solution
of (2.5) in the sense that
∂tV
a −F(V a) = Rap
where Rap satisfying the estimate
‖Rap‖Es ≤ CM,sδM+3e−(M+3)(σ0−ǫ0)t, t ≥ 0.
Proof. We follow the idea of proof of [24, Proposition 6.3]. The Taylor expansion of F is
F(Q+ δU) = F(Q) +
M+2∑
k=1
δk
k!
DkF [Q](U, . . . , U) + δM+3RM,δ(U).
Plugging the expansion of Ua into (2.5) gives the equations for j ≥ 1 that
∂tU
j − JΛU j =
j+1∑
p=2
∑
0≤l1,...,lp≤j−1
l1+···+lp=j+1−p
1
p!
DpF [Q](U l1 , . . . , U lp). (2.13)
We note the right-hand side of (2.13) as Sj . Applying Fourier transform in y to (2.13), we get that
∂tUˆ
j − JΛ(k)Uˆ j = Sˆj , j ≥ 1.
So we need to consider first the equation
∂tU − JΛ(k)U = F.
In order to estimate the solution, we introduce
|U(t)|2Xsk :=
∑
0≤α+β≤s
(
|∂αt ∂βxU1(t, ·)|2H1(R) + |∂αt ∂βxU2(t, ·)|2
H˙
1
2
k (R)
)
,
with
|ϕ|2
H˙
1
2
k (R)
=
∣∣∣∣∣ |Dx|1 + |Dx| 12 ϕ
∣∣∣∣∣
2
L2(R)
+ |k|2|ϕ|2L2(R).
We have the following statement.
Proposition 2.7. Fix γ > σ0 > 0. Assume that F (t, x, k) satisfies uniformly for |k| ≤ K the
estimate ∑
α+β≤s
‖∂αt ∂βxF (t, ·, k)‖L2 ≤Mse−γt, t ≥ 0. (2.14)
Then we can find a solution U of
∂tU − JΛ(k)U = F,
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defined for t ≥ 0 such that there exists constant Cs depending on Ms+s0 for some fixed s0 ≥ 0 such
that uniformly for |k| ≤ K, we have
|U(t, ·)|L2 + |U(t, ·)|Xsk ≤ Cse−γt, t ≥ 0.
Proof. Let V = P−1U , then the equation for U is equivalent to the equation
∂tV = JL(k)V + P
−1F. (2.15)
Let σ¯ > 0 be such that γ > σ¯ > σ0. By a simple lifting argument, we get from [24, Proposition 6.4]
and the symmetry of the spectrum pointed out in Lemma 2.1 that the semi-group estimate
‖et JL(k)V0‖L2∩Xsk ≤ Cs e
σ¯t(|V0|L2 + |V0|Xs+s0k ), t ≥ 0 ,
holds for some fixed derivative loss s0 (we could avoid it, but this is not important in our construc-
tion). By using again the reversibility of the system, we actually obtain that
‖et JL(k)V0‖L2∩Xsk ≤ Cs e
σ¯|t|(|V0|L2 + |V0|Xs+s0k ), ∀t ∈ R. (2.16)
Let us choose the solution of (2.15) given by
V (t) = −
∫ ∞
t
e(t−τ)JL(k)P−1F (τ)dτ.
Then, thanks to (2.16), we have
|V (t)|L2 + |V (t)|Xsk ≤ Cs
∫ ∞
t
eσ¯(τ−t)e−γτdτ ≤ Cse−γt,
with Cs having the claimed structure. This ends the proof of Propoposition 2.7. 
End of the proof of Proposition 2.6. We can finish the proof by induction on j as in the proof
of Proposition 6.3 in [24]. Assume that we already built (U l)l≤j−1 whose Fourier transforms with
respect to the y variable are compactly supported in k and that satisfy uniformly for |k| ≤ Kl the
estimates
|Uˆ l(t, k)|Es ≤ Cs,le−(l+1)(σ0−ǫ0)t, l ≤ j − 1
where the | · |Es norm for functions of t and x is naturally defined as
|V (t)|Es =
∑
|α|≤s
|∂αt,xV (t)|L2(R).
To construct U j , we first observe that thanks to the induction assumption we obtain as in the proof
of Proposition 6.3 in [24] (hence in particular by using Proposition 3.9 in [24] to handle the terms
coming from the Dirichlet-Neumann operator) that
‖Sˆj(t, k)‖Es ≤ C˜s,je−(j+1)(σ0−ǫ0)t
uniformly for |k| ≤ Kj . Then we define Uj by
Uˆ j(t, k) = −P
∫ ∞
t
e(t−τ)JL(k)P−1Sˆj(τ, k)dτ.
Thanks to the semigroup estimate (2.16), we get since γ = (j + 1)(σ0 − ǫ0) > σ0 > 0 that
‖Uˆ j(t, k)‖Es ≤ Cs,je−(j+1)(σ0−ǫ0)t
and the estimate for U j follows by using the Bessel identity and the fact that Uˆ j(t, k) is compactly
supported in k.
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2.4. Proof of Theorem 1.3. Recall that we already defined V a = Q+ δUa in Proposition 2.6 as
an approximate solution U of the water-waves system (2.5). In order to get a true solution of (2.5),
we still need to consider a remainder UR such that
U = V a + UR,
becomes an exact solution. The system for UR is{
∂tU
R = F(V a + UR)−F(V a)−Rap, t > 0,
UR(0) to be fixed later.
(2.17)
Before solving the system for UR we need to introduce more notations. For α = (α0, α1, α2) ∈ N3
we note ∂α = ∂α0t ∂
α1
x ∂
α2
y . For U(t) = (U1(t), U2(t))
t and k ∈ N we define Xk by
‖U(t)‖2Xk =
∑
|α|≤k
(‖∂αU1(t)‖2H1 + ‖∂αU2(t)‖2H 12 )
and we note
‖U‖Xkt,T = supt≤τ≤T
‖U(τ)‖Xk .
We define W k and W kt,T by
‖u(t)‖W k =
∑
|α|≤k
‖∂αu(t)‖L∞(R2), ‖u‖W kt,T = supt≤τ≤T
‖u(τ)‖W k .
We will use an approximate sequence of solutions {Un} for water-waves problem to prove that
there exists a global-in-time solution UR(t) of (2.17). Let {Tn} be a strictly increasing sequence
such that Tn > 0 and Tn → +∞ as n → ∞. First of all, we define Un(t) as the solution of the
water-waves system {
∂tU
n = F(V a + Un)−F(V a)−Rap, t ≤ Tn,
Un(Tn) = 0.
(2.18)
Note that we solve the problem backward in time. For the water-waves system there is no problem
to do so because of the reversibility. We have local well-posedness for (2.18) as in [24] (see also [2],
[5], [26]). The first step is thus to prove that Un is defined on the whole interval [0, T n] and that
it satisfies an appropriate estimate. This will be a consequence of the following a priori estimate
Proposition 2.8. Let Un(t) be a smooth solution of (2.18) on [T, Tn] satisfying 1 − ‖ηa(t)‖L∞ −
‖ηn(t)‖L∞ ≥ c0 > 0 for t ∈ [T, Tn]. Then for m ≥ 2, s ≥ 5 and t ∈ [T, Tn] we have the estimate
‖Un(t)‖2Xm+3 ≤ ω(‖Rap‖Xm+3t,Tn + ‖V
a‖Wm+st,Tn + ‖U
n‖Xm+3t,Tn )
×
[
‖Rap‖2
Xm+3t,Tn
+
∫ Tn
t
(‖Un(τ)‖2Xm+3 + ‖Rap(τ)‖2Xm+3)dτ
]
with ω : R+ → [1,+∞] is a continuous increasing function.
Proposition 2.8 can be directly obtained from [24], Theorem 7.1. Indeed, let us define the
isometry ·˜ by
U˜(τ, x˜, y˜) =
(
U1(T
n − τ,−x˜,−y˜),−U2(T n − τ,−x˜,−y˜)
)t
.
Then, we note that Un solves (2.18) if and only if U˜n(τ, x˜, y˜) solves
∂τ U˜
n = F(V˜ a(τ) + U˜n(τ)) −F(V˜ a(τ)) + R˜ap(τ), τ ∈ [0, T n]
with the initial data U˜n(0) = 0.
We can now convert the a priori estimate of Proposition 2.8 into the following existence result.
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Proposition 2.9. Let m ≥ 2. Then there exists M large enough in the definition of V a and δ
sufficiently small such that the following holds true. For every Tn > 0 there exists a unique solution
of (2.18) defined on [0, T n] and satisfying
1− ‖ηa‖L∞ − ‖ηn(t)‖L∞ > 0, ‖Un(t)‖Xm+3 ≤ CM,mδM+3e−(M+3)(σ0−ǫ0)t, t ∈ [0, Tn].
Proof. From [24, Section 8] for example and the above reversibility argument, we know the local-
in-time existence for the solution Un(t) of system (2.18) going backwards from time Tn. We
want to prove that this solution exists on the whole time interval [0, Tn]. By Proposition 2.6 and
Proposition 2.8, we have that, at least for t close to Tn
‖Un(t)‖2Xm+3 ≤ ω(C + ‖Un‖Xm+3t,Tn +CM,mδ)×
(∫ Tn
t
‖Un(τ)‖2Xm+3dτ
+ CM,mδ
2(M+3)e−2(M+3)(σ0−ǫ0)t
)
. (2.19)
Define
T ∗ = inf{T ∈ [0, Tn] : ∀t ∈ [T, Tn], ‖Un(t)‖Xm+3 ≤ 1, 1− ‖ηa‖L∞ − ‖ηn(t)‖L∞ ≥ c0 > 0}.
We deduce from (2.19) that
‖Un(t)‖2Xm+3 ≤ ω(C + CM,mδ)
( ∫ Tn
t
‖Un(τ)‖2Xm+3dτ + CM,mδ2(M+3)e−2(M+3)(σ0−ǫ0)t
)
for t ∈ [T ∗, Tn]. Now we shall fix the value of M and impose a smallness condition on δ. Let M
and δ be such that
2(M + 3)(σ0 − ǫ0) > ω(C + CM,mδ)
Such a choice is possible thanks to the continuity of ω. Indeed we can first take M large enough so
that 2(M + 3)(σ0 − ǫ0) > ω(C) + 2 and then δ small enough so that |ω(C + CM,mδ) − ω(C)| < 1.
Therefore, we arrive at the bound
d
dt
(
− eω(C+CM,mδ)t
∫ Tn
t
‖Un(τ)‖2Xm+3dτ
)
≤ CM,mδ2(M+3)eω(C+CM,mδ)t−2(M+3)(σ0−ǫ0)t.
Integrating on both sides with respect to time from t to Tn leads to∫ Tn
t
‖Un(τ)‖2Xm+3dτ ≤ CM,mδ2(M+3)e−2(M+3)(σ0−ǫ0)t,
which gives
‖Un(t)‖2Xm+3 ≤ CM,mδ2(M+3)e−2(M+3)(σ0−ǫ0)t (2.20)
for any t ∈ [T ∗, Tn]. Now we let δ small enough such that CM,mδ2(M+3) < 1 and 1 − ‖ηε‖L∞ −
CM,mδ > c0. Then by definition, we have T
∗ ≤ 0, hence the solution Un(t) for (2.18) can be
extended to the whole time interval [0, Tn] with the claimed estimates. 
We can now finish the proof of Theorem 1.3 by invoking some standard compactness arguments.
Step 1. Existence of the global solution U(t). Thanks to Proposition 2.8 and Proposition 2.9,
we get the approximation sequence {Un} of solutions of (2.18) which satisfy
‖Un(t)‖Xm+3 ≤ CM,mδM+3e−(M+3)(σ0−ǫ0)t, ∀t ∈ [0, Tn].
Let ψ ∈ C∞0 (−1/2, 1/2) be a bump function such that ψ(x) = 1 for x ∈ (−1/4, 1/4). We extend
Un(t) as zero for t > Tn and we set
U˜n(t) = ψ(t/Tn)U
n(t), t ≥ 0.
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Then, we have
∂tU˜
n(t) =
1
Tn
ψ′(t/Tn)Un(t) + ψ(t/Tn)∂tUn(t), t > 0
and thus new sequence {U˜n(t)} satisfies
‖U˜n(t)‖Hm+4×Hm+7/2 ≤ CM,mδM+3e−(M+3)(σ0−ǫ0)t, t ≥ 0
and
‖∂tU˜n(t)‖Hm+3×Hm+5/2 ≤ CM,mδM+3e−(M+3)(σ0−ǫ0)t, ∀t ≥ 0.
By a standard compactness argument, we obtain that there exists a subsequence {U˜nk(t)} and
UR(t) ∈ L∞([0,∞), Hm+4 ×Hm+7/2)
such that
U˜nk → UR in Cloc(R+,Hm+3loc ×H
m+5/2
loc ) as nk →∞
and
‖UR(t)‖Hm+4×Hm+7/2 ≤ CM,mδM+3e−(M+3)(σ0−ǫ0)t ∀t ∈ [0,∞).
Moreover UR(t) is the solution of (2.17) since Unk(t) is a solution of (2.17) on (0, Tnk/4). Going
back to water-waves system (2.5) we deduce that there is a global solution U(t) = V a(t) + UR(t)
for system (2.5).
Step 2. Behavior when t→ +∞. By the definition of V a we have
U(t) = V a(t) + UR(t) = Q+
M+1∑
j=0
δj+1U j(t) + UR(t),
and from Proposition 2.6 and (2.20) we know that for any t ∈ [0,∞)
‖U j(t)‖Es ≤ CM,se−(j+1)(σ0−ǫ0)t,
‖UR(t)‖Xs+3 ≤ CM,sδM+3e−(M+3)(σ0−ǫ0)t
with s ≥ 2. This yields
‖U j(t)‖Hs ≤ CM,se−(j+1)(σ0−ǫ0)t, ‖UR(t)‖Hs ≤ CM,se−(M+3)(σ0−ǫ0)t, ∀t ∈ [0,∞)
which shows that
lim
t→+∞ ‖U(t)−Q(x)‖Hs = 0.
Step 3. It remains to check the condition (1.9) for U . Since
U(t) = V a(t) + UR(t) = Q(x) + δUa(t) + UR(t),
we have at t = 0 that
U(0) = Q(x) + δ
M+1∑
j=0
δjU j(0) + UR(0)
and
∂y(U(0)) = δ∂y(U
0(0)) +
M+1∑
j=1
δj+1∂y(U
j(0)) + ∂y(U
R(0)).
We know from the definition of U0 that ∂y(U
0(0)) 6= 0. We can use Proposition 2.6 and step 1 to
get that
‖U j(0)‖Es ≤ Cs,j, ‖UR(0)‖Xm+3 ≤ CM,mδM+3.
This yields that ∂y(U(0)) 6= 0 for δ possibly smaller. This ends the proof of Theorem 1.3. 
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3. Preliminaries for the proof of Theorem 1.2
3.1. The Dirichlet-Neumann operator. Let us recall that the Dirichlet-Neumann operator G[η]
is defined by
G[η]ψ =
√
1 + |∂xη|2∂nϕ|z=η
where n is the unit outward normal vector and ϕ solves{
∆ϕ = 0, in −H < z < η(x)
ϕ|z=η = ψ, ∂nϕ|z=−H = 0
We can rewrite the elliptic problem on −H < z < η(x) as an equivalent problem on a flat strip
S = R× [−1, 0]: { ∇x,z · P∇x,zϕ˜ = 0, in S
ϕ˜|z=0 = ψ, ∂zϕ˜|z=−1 = 0 (3.1)
where ϕ˜(x, z) = ϕ(x,Hz + (z + 1)η) and
P =
(
H + η −(z + 1)∂xη
−(z + 1)∂xη 1+(z+1)
2(∂xη)2
H+η
)
.
With the notation ∂Pn = (0, 1)
t ·P ∇x,z, one can see that the D-N operator associated to the above
problem can be written as
G[η]ψ = ∂Pn ϕ˜|z=0 = −∂xη∂xϕ˜|z=0 +
1 + (∂xη)
2
H + η
∂zϕ˜|z=0. (3.2)
Let us recall the following properties:
Proposition 3.1. For η ∈ H∞(R) with H + η ≥ c0 > 0, we have
(1) G[η] is symmetric on L2(R):
(G[η]u, v) = (u,G[η], v), ∀u, v ∈ H 12 (R)
(2) There exists c > 0, C > 0 such that for every u ∈ H 12 (R)
|(G[η]u, v)| ≤ C|Pu|L2 |Pv|L2 ,∀u, v ∈ H
1
2 (R) (3.3)
(G[η]u, u) ≥ c|Pu|2L2 , ∀u ∈ H
1
2 (R) (3.4)
where P is the Fourier multiplier
P = (1− ∂2x)−
1
4∂x.
(3) the linear operator G[η] : Hs+1(R)→ Hs(R) is continuous for every s ∈ R
(4) We have the following commutator estimates
|[∂sx, G[η]]u|H 12 ≤ Cs|Pu|Hs , ∀u ∈ H
s+ 1
2 (R),
|(f∂xu,G[η]u)| ≤ Cf |Pu|L2 , ∀u ∈ H
1
2 (R), ∀f ∈ H∞(R).
(5) We have the explicit expression for the derivative of the Dirichlet-Neumann operator with
respect to η:
Dη(G[η]u) · ζ = −G[η](ζZ)− ∂x(vζ)
with
Z = Z[η, u] =
G[η]u+ ∂xη∂xu
1 + |∂xη|2 , v = v[η, u] = ∂xu− Z∂xη.
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(6) Finally, for s > 1/2, we have that
∣∣Djη(G[η]u) · (h1, · · · , hj)∣∣Hs− 12 ≤ Cs∣∣Pu∣∣Hs
j∏
i=1
|hi|Hs+1 .
For the proof of these statements we refer to [17] or [25] section 3. We have assumed that η is
smooth since we shall use this proposition when η is a solitary wave. Most of the estimates are
actually still true when η only has limited Sobolev regularity.
In order to perform our construction of multisolitons, we shall also need results about the action
of the Dirichlet-Neumann operator on localized functions.
Proposition 3.2. Assume that ψ ∈ C∞b (R) has an exponential decay:
∃ d > 0, ∀α ∈ N, α ≥ 1,∃Cα,∀x ∈ R, |∂αxψ(x)| ≤ Cαe−d|x|. (3.5)
Then for η ∈ H∞(R) with H + η ≥ c0 > 0, G[η]ψ also has an exponential decay, that is, for any
α ∈ N, there exist a constant Cα depending on α and 0 < ǫ < d independent of α such that for
every x ∈ R, ∣∣∂αx (G[η]ψ)(x)∣∣ ≤ Cαe−ǫ|x|.
Remark 3.3. We only assume that the derivatives of the function ψ are exponential decaying while
the function itself is only bounded as it is the case for the solitary waves (see (4.2) below). Note
that this still yields that G[η]ψ is exponentially decaying. The heuristic reason is that the Dirichlet-
Neumann operator behaves like a derivative. Again, in Proposition 3.2, we are not interested in the
way the estimates depend on the regularity of the surface since we will use it for solitary waves.
The result of Proposition 3.2 uses in an essential way that the fluid domain is bounded in the z
direction (we use a Poincare´ inequality). The statement of Proposition 3.2 does not hold in the case
of an infinite bottom because of a singularity at the low frequencies which affects the propagation of
the exponential decay.
Proof of Proposition 3.2. We use as in [24] the decomposition
ϕ˜(x, z) = ϕ0(x, z) + u(x, z) (3.6)
with ϕ0 that solves the elliptic problem
−∆x,zϕ0 = 0, (x, z) ∈ S, ϕ0(x, 0) = ψ, ∂zϕ0(x,−1) = 0.
This allows to transform the elliptic problem (3.1) for ϕ into an elliptic problem with homogeneous
boundary conditions for u:{ −∇x,z · (P∇x,zu) = ∇x,z · (P∇x,zϕ0), in S
u|z=0 = 0, ∂zu|z=−1 = 0 (3.7)
At first, we shall study the decay properties of ϕ0. We first observe that ϕ0 is given by the explicit
formula
ϕ̂0(ξ, z) =
cosh
(
ξ(z + 1)
)
cosh(ξ)
ψˆ(ξ) (3.8)
where ·̂ stands for the Fourier transform in the x variable. From this expression, we get in particular
that
Fx(∂xϕ0)(ξ, z) =
cosh
(
ξ(z + 1)
)
cosh(ξ)
Fx(∂xψ)(ξ).
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The exponential decay will follow from Paley-Wiener type arguments. Since ∂xψ and its derivatives
have exponential decay, we get that Fx(∂xψ) has an holomorphic extension to |Im ξ| < d and by
integration by parts that it satisfies for every δ ∈ (0, d) the estimate∣∣Fx(∂xϕ0)(ξ, z)∣∣ ≤ CN
1 + |ξ|N , ∀ξ, z, |Im ξ| ≤ δ, z ∈ [−1, 0]
for every N ∈ N. Since ξ 7→ cosh
(
ξ(z+1)
)
cosh(ξ) has an holomorphic bounded (uniformly in z) extension
to |Im ξ| ≤ δ for any δ ∈ (0, π/2), we can use contour deformation to write that
∂xϕ0(x, z) =
∫
R
eixξ
cosh
(
ξ(z + 1)
)
cosh(ξ)
Fx(∂xψ)(ξ) dξ =
∫
Im ξ=δ
eixξ
cosh
(
ξ(z + 1)
)
cosh(ξ)
Fx(∂xψ)(ξ) dξ
for any δ such that |δ| < Min (d, π/2). This yields by choosing δ = 2ǫ sign x, with ǫ sufficiently
small the estimate
|∂xϕ0(x, z)| . e−2ǫ|x|, ∀(x, z) ∈ S.
In a similar way, we get from (3.8) that
∂zϕˆ0(x, z) =
sinh
(
ξ(z + 1)
)
cosh ξ
ξψˆ(ξ) =
sinh
(
ξ(z + 1)
)
cosh ξ
1
i
Fx(∂xψ)(ξ)
and hence, since ∂xψ and its derivatives have exponential decay, the same arguments as above yield
the estimate
|∂zϕ0(x, z)| . e−2ǫ|x|, ∀(x, z) ∈ S.
The estimates for higher order derivatives can also be obtained from the same arguments, we find
in the end:
∀β, |β| ≥ 1, |∂βx,zϕ0(x, z)| . Cβe−2ǫ|x|, ∀(x, z) ∈ S. (3.9)
It remains to estimate the solution u of (3.7). Let us define v(x, z) such that
u(x, z) = e−ǫ〈x〉v(x, z), 〈x〉 := (1 + x2) 12
with ǫ > 0 small enough and to be fixed later. One has the elliptic problem for v(x, z){ −∇x,z · (P∇x,zv)− [∇x,z · P∇x,z, eǫ〈x〉]e−ǫ〈x〉v = eǫ〈x〉∇x,z · (P∇x,zϕ0), in S
v|z=0 = 0, ∂zv|z=−1 = 0 (3.10)
We shall first estimate Sobolev norms of v(x, z).
1) Lower-order elliptic estimate for v. By integration by parts, we get that∫
S
P∇x,zv · ∇x,zvdxdz
=
∫
S
(
[∇x,z · P∇x,z, eǫ〈x〉]e−ǫ〈x〉v
)
vdxdz +
∫
S
eǫ〈x〉∇x,z · (P∇x,zϕ0) v dxdz
:= A1 +A2.
For the left hand side, we have by the assumption on η that∫
S
P∇x,zv · ∇x,zvdxdz ≥ c‖∇x,zv‖2
for some c > 0 independent of ǫ. Here and in the sequel the norm ‖ · ‖ is the L2(S) norm. Next,
we can compute
[∇x,z · P∇x,z, eǫ〈x〉] = (H + η)[∂2x, eǫ〈x〉]− 2(z + 1)∂xη[∂x, eǫ〈x〉]∂z
which yields
|A1| ≤ C
(
ǫ‖∇x,zv‖+ ǫ2‖v‖
)‖v‖.
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For the second term in the right hand side, we can use (3.9) to get
|A2| ≤ Cǫ‖v‖ ≤ ǫ2‖v‖2 + Cǫ,
where the last inequality comes from the Young inequality, for some harmless number Cǫ (that
depends on ǫ). Summing all these estimates up one gets that
‖∇x,zv‖2 ≤ C(ǫ2‖v‖2 + ǫ‖∇x,zv‖‖v‖ + Cǫ)
To conclude, we note that since v|z=0 = 0 and S is bounded in the z direction, we have the Poincare´
inequality:
‖v‖ ≤ C‖∇x,zv‖.
Plugging this into the above estimate yields
‖∇x,zv‖ ≤ C, ‖v‖ ≤ C.
by taking ǫ sufficiently small.
2) Higher-order estimates for v. These estimates will follow from an induction argument and
standard elliptic regularity theory. Indeed, we can write the elliptic problem (3.10) under the form
−∇x,z ·
(
P∇x,zv) = F, (x, z) ∈ S, v(x, 0) = 0, ∂zv(x,−1) = 0.
From standard elliptic regularity theory, we have that for s ≥ 0
‖v‖Hs+2(S) ≤ C
(‖v‖H1(S) + ‖F‖Hs(S)).
By using the estimate (3.9) and a standard commutator estimate, we get
‖F‖Hs(S) ≤ C
(
1 + ‖v‖Hs+1(S)
)
.
Consequently starting from the H1 estimate that we have already proven, we get by induction that
for every s ≥ 0, ‖v‖Hs(S) ≤ Cs. By Sobolev embedding, we thus obtain that eǫ(1+x2)
1
2 u and all its
derivatives are bounded in S that is to say:
∀β, |∂βx,zu(x, z)| ≤ Cβe−ǫ|x|, ∀(x, z) ∈ S. (3.11)
To end the proof of Proposition 3.2, it suffices to combine the expression (3.2) of the Dirichlet-
Neumann operator (note that it always involves a derivative applied to ϕ) with the decomposition
(3.6) and the estimates (3.9), (3.11). This ends the proof of Proposition 3.2. 
We shall also use the following corollary.
Corollary 3.4. Let ψ ∈ C∞b (R) with an exponential decay property as in Proposition 3.2. Then
for η ∈ H∞(R) such that H + η ≥ c0 > 0 and every a ∈ R, G[η](ψ(x − a)) also has an exponential
decay, i.e. there exists constant 0 < ǫ < d independent of a and α such that
|∂αxG[η](ψ(· − a))(x)| ≤ Cαe−ǫ|x−a| .
Proof. Let us introduce the translation operator (τaf)(x) := f(x − a). The result follows by ob-
serving that G[η]
(
τaψ) = τa
(
G[τ−aη]ψ
)
and by using Proposition 3.2. 
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3.2. Linear stability properties of the solitary wave. In this section, we study the lineariza-
tion of the water-waves system about a solitary wave Qc(x− ct) given by Theorem 1.1. The main
results of this section (in particular Proposition 3.6) are essentially contained in [21]. For the sake
of completeness, we shall give proofs that use a slightly different framework which is more adapted
to our purpose.
It is convenient here to go into the moving frame by changing x into x − ct. As in section 2.1,
the linearized equation reads
∂tU = JΛcU
with
Λc =
(−Pc + g + ZcG[ηǫ](Zc·) + Zc∂xvc (vc − c)∂x − ZcG[ηc]
−∂x((vc − c)·) −G[ηc](Zc·) G[ηc]
)
and Zc = Z[Qc], vc = v[Qc] are defined in (5) Proposition 3.1. The operator Pc is the second order
elliptic operator defined by
Pc = b∂x
( ∂x·(
1 + (∂xηc)2
) 3
2
)
.
We can also get a simpler form of the linearized system by the change of unknowns
V = RcU, Rc =
(
1 0
−Zc 1
)
(3.12)
which yields
∂tV = JLcV, (3.13)
with a symmetric operator Lc defined by
Lc =
(−Pc + g + (vc − c)∂xZc (vc − c)∂x
−∂x((vc − c)·) G[ηc]
)
.
The two operators are related by the property
Lc = (R
−1
c )
tΛcR
−1
c . (3.14)
Note that in this section, we see c as a more natural parameter than ε for the solitary wave and
the objects depending on it since we have not written the system in a non-dimensional form, but
that Lc is conjugated to the operator L(0) studied previously via the scaling transformation (2.3).
Thanks to Proposition 3.1, the quadratic form associated to Lc is naturally defined on the space
X0 = H1(R)× H˙
1
2∗ (R) where H
1
2∗ (R) is a modified homogeneous Sobolev space defined by
H˙
1
2∗ (R) = {u ∈ S ′(R), Pu ∈ L2(R)}.
Remark 3.5. Note that with our definition of P, we have that H˙
1
2∗ (R) ⊂ L2loc(R). Indeed if
u ∈ H˙
1
2∗ (R), then v = Pu ∈ L2. Let us choose χ(ξ) a smooth compactly supported function such
that χ = 1 in the vicinity of zero. Then since
(1− χ(D))u = P−1(1− χ(D))v, (3.15)
and that 1−χ(ξ)
P(ξ) is bounded, we get that (1− χ(D))u ∈ L2(R). Next we note that
χu = C +
∫ x
0
(1− ∂2x)
1
4 (χv) dy (3.16)
for some constant C. Since (1 − ∂2x)
1
4 (χv) ∈ L2(R), this yields that χ(D)u ∈ L2loc(R) and hence
that
u = χu+ (1− χ)u ∈ L2loc(R). (3.17)
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On H˙
1
2∗ (R), we shall use the semi-norm |u|
H˙
1
2
∗
= |Pu|L2 and hence on X0, we set
|U |X0 = |U1|H1 + |U2|
H˙
1
2
∗
.
We could make X0 a Banach space by taking the quotient by the linear space
0X0 = {(0, λ), λ ∈ R}. (3.18)
Nevertheless, we refrain from doing it since it is very convenient for us to have that X0 is a subspace
of L2loc (or S ′).
Proposition 3.6. Suppose that c satisfies (1.7). There exists ε∗ such that for every ε ∈ (0, ε∗], we
have for Qc = (ηc, ϕc) the corresponding solitary wave of speed c that there exists C > 0 such that
for every U = (U1, U2) ∈ X0 such that (U, JRc∂xQc) = (U1, ∂xηc) = 0,
(LcU,U) ≥ C−1|U |2X0 .
The orthogonality condition that appears in this proposition is with respect to JRc∂xQc because
of the relation (3.14) since we are dealing with the operator Lc. If we translate the result into a
positivity property in terms of Λc, we recover the natural condition (J∂xQc, U) = 0.
Remark 3.7. A more natural orthogonality condition related to the general Grillakis-Shatah-
Strauss framework [15] would be to show that if
(U, JRc∂xQc) = (U,Rc∂xQc) = 0 (3.19)
then
(LcU,U) ≥ C−1|U |2X0 . (3.20)
Nevertheless, note that the condition (U,Rc∂xQc) = 0 is not really well defined on X
0 because the
scalar product (U2, ∂xφc) would not be uniquely defined in the quotient since ϕc has different limits
at ±∞. Using this remark differently, we observe that for U under the form
U = λ1Rc∂xQc + λ2(0, 1)
t,
for every λ1, one can find some λ2 such that (U, JRc∂xQc) = (U,Rc∂xQc) = 0. This yields that we
can always find some U such that LcU = 0 and that satisfies the orthogonality conditions (3.19)
but that U /∈ 0X0 since one can always chose λ1 6= 0. Therefore, (3.20) under (3.19) is false.
Proof. We first prove the following weaker version of the statement.
Lemma 3.8. Let U = (U1, U2) ∈ X0, U /∈ 0X0 and such that
(U, JRc∂xQc) = (U1, ∂xηc) = 0.
Then (LcU,U) > 0.
Proof of Lemma 3.8. Lemma 3.8 is a variation on [24, Proposition 4.8] with different orthogonal-
ity conditions. It turns out that the orthogonality conditions used in [24, Proposition 4.8] are
not appropriate for our purpose here. Using the rescaling (2.3), we already know thanks to [24,
Proposition 4.8] that:
Proposition 3.9. There exists a co-dimension two subspace X01 of X
0 and a constant c0 such that
for every U ∈ X01 ,
(LcU,U) ≥ c0|U |2X0 .
As a consequence, thanks to (3.14) and using that RtcX
0 ⊂ X0, we obtain that there exists a
co-dimension two subspace X02 of X
0 and a constant c˜0 such that for every U ∈ X02 ,
(ΛcU,U) ≥ c˜0|U |2X0 .
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We shall now prove Lemma 3.8 by using Proposition 3.9. Note that because of (3.14) and using
that (R−1c )tJ = JRc, it is equivalent to prove that for every U /∈ 0X0 and such that (U, J∂xQc) =
(U1, ∂xηc) = 0, one has (ΛcU,U) > 0. Recall that the solitary wave Qc is a critical point of the
Hamiltonian H(η, ϕ), defined by
H(η, ϕ) =
1
2
∫ ∞
−∞
(
G[η]ϕϕ + gη2 + 2b(
√
1 + (∂xη)2 − 1)− 2cη∂xϕ
)
.
Thus ∇H(Qc) = 0. Differentiating the last relation with respect to c and x respectively gives
Λc∂cQc = J∂xQc, Λc∂xQc = 0. (3.21)
By contradiction, let us assume that there exists y = (y1, y2) ∈ X0, y /∈ 0X0 and satisfying
(y, J∂xQc) = (y1, ∂xηc) = 0, (Λcy, y) ≤ 0 .
Set Y = span(y, ∂xQc, ∂cQc). We claim that dimY = 3. In order to prove this claim, we can use
the following lemma.
Lemma 3.10. Under the assumptions of Proposition 3.6, ∂xQc and ∂cQc are not co-linear and
(∂cQc, J∂xQc) < 0 . (3.22)
We will give the proof of Lemma 3.10 later. Let us use it to prove that the vector space Y is
three-dimensional. If we suppose that
y = α∂xQc + β∂cQc, α, β ∈ R
then by taking the scalar product (the distributional duality) with J∂xQc and (∂xηc, 0)
t, we get
0 = (y, J∂xQc) = β(∂cQc, J∂xQc), 0 = (y1, ∂xηc) = α‖∂xηc‖2L2 + β(∂cηc, ∂xηc). (3.23)
Using Lemma 3.10 and (3.23), we obtain that α = β = 0. Therefore dimY = 3.
Now, a similar argument shows that Y ∩ 0X0 = {(0, 0)t}. Indeed, it suffices to use that (0, 1)t is
orthogonal to J∂xQc and (∂xηc, 0)
t and to take the scalar product with these vectors in a relation
of type
λ1y + λ2∂xQc + λ3∂cQc = (0, 1)
t, λ1, λ2, λ3 ∈ R.
Next, for µ1, µ2, µ3 ∈ R, we can write by invoking Lemma 3.10 and (3.21),(
Λc(µ1y + µ2∂xQc + µ3∂cQc), µ1y + µ2∂xQc + µ3∂cQc
)
= µ21(Λcy, y) + µ
2
3(∂cQc, J∂xQc) ≤ 0 .
Therefore (ΛcU,U) ≤ 0 for every U ∈ Y . But since dimY = 3 there exists a nontrivial z ∈ Y
such that z ∈ X02 where X02 is the space involved in the statement of Proposition 3.9. Therefore
|z|X0 = 0. This implies that z ∈ 0X0 . But z ∈ Y and Y ∩ 0X0 = {(0, 0)t} which implies z = 0.
Contradiction. This ends the proof of Lemma 3.8. 
Proof of Lemma 3.10. Thanks to [3] (see also Theorem 1.1), we have by setting X = x/H
ηc
H
(x) = −ε2ch−2
( εX
2(β − 1/3) 12
)
+O(ε4e−cε|X|) (3.24)
and
ϕc
cH
(x) = −2ε(β − 1/3) 12 th−2
( εX
2(β − 1/3) 12
)
+O(ε3), (3.25)
where β = b
Hc2
and ε =
√
gH
c2
− 1. Then ∂cε < 0 and using that
(∂cQc, J∂xQc) = ∂c
∫ ∞
−∞
ηc(x)∂xϕc(x)dx (3.26)
we deduce (3.22) by substituting (3.24) and (3.25) in (3.26). Finally, one also deduces from (3.24)
and (3.25) that ∂xQc and ∂cQc are not co-linear. This completes the proof of Lemma 3.10. 
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Let us now come back to the proof of Proposition 3.6. We argue by contradiction. Suppose that
there exists a sequence (Un) such that
|Un|X0 = 1, lim
n→∞(LcU
n, Un) = 0, (Un, JRc∂xQc) = (U
n
1 , ∂xηc) = 0 . (3.27)
Then (up to the extraction of a subsequence), there exists U˜1 ∈ H1 such that (Un1 ) converges weakly
in H1 to U˜1, and, by using Remark 3.5, there exists U˜2 ∈ H˙
1
2∗ such that Un2 converges weakly in
L2loc towards U˜2 and PU
n
2 converges weakly in L
2 towards PU˜2. Next, we set U˜ = (U˜1, U˜2) ∈ X0.
We have that U˜ satisfies the same orthogonality conditions as Un:
(U˜ , JRc∂xQc) = (U˜1, ∂xηc) = 0 . (3.28)
Indeed, the second assertion is a direct consequence of the weak L2 convergence of Un1 to U˜1. In
order to prove the first one, we write
0 = (Un, JRc∂xQc) = (U
n
1 , ∂xϕc − Zc∂xηc)− (Un2 , ∂xηc) .
From the weak L2 convergence of (Un1 ) to U˜1, we obtain that
(Un1 , ∂xϕc − Zc∂xηc)→ (U˜1, ∂xϕc − Zc∂xηv)
and by observing that
(Un2 , ∂xηc) = −
(
PUn2 , (1 − ∂2x)1/4ηc
)
, (3.29)
since (1− ∂2x)1/4ηc ∈ L2, we also get by weak L2 convergence that
(Un2 , ∂xηc)→ −
(
PU˜2, (1 − ∂2x)1/4ηc
)
= (U˜2, ∂xηc)
(the last scalar product is well defined thanks to the exponential decay of ∂xηc). This proves that
U˜ verifies (3.28).
Let us now complete the proof of Proposition 3.6. Let us set
Ec = −b∂x
(
ζc∂x ·
)
+ g + (vc − c)∂xZc, ζc = (1 + |∂xηc|2)−
1
2 ,
we shall first conjugate to get a leading order part with constant coefficients:
L˜c = ALcA, A =
(
mc 0
0 1
)
, mc =
1√
ζc
hence
L˜c =
(
mcEc(mc·) (vc − c)mc∂x
− ∂x((vc − c)mc·) G[ηc]
)
.
Let us set
V n1 =
1
mc
Un1 , V
n
2 = U
n
2 ,
so that (
LcU
n, Un
)
=
(
L˜cV
n, V n
)
. (3.30)
Note that we still have that V n1 is bounded in H
1. We can thus assume (after extracting a subse-
quence) that V n1 converges strongly in H
s
loc for every s < 1 towards V˜1 = 1/mcU˜1. For convenience,
we also set V˜2 = U˜2 so that V
n
2 converges weakly in L
2
loc towards V˜2 and that PV
n
2 converges weakly
in L2 towards PV˜2.
Next, we observe that we can write the decomposition
L˜c = L1 +K1, L1 =
( −b∂2x + g −c∂x
c∂x G[ηc]
)
(3.31)
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and
K1 =
(
(vc − c)m2c∂xZc + g(mc − 1) + bmc∂x(mcζc)∂x + bmc∂x
(
ζc∂xmc ·
) (
vcmc − c(mc − 1)
)
∂x
−∂x((vcmc + c(1−mc))·) 0
)
.
For K1, which is a relatively compact perturbation, we obtain
lim
n→∞(K1V
n, V n) = (K1V˜ , V˜ ). (3.32)
Indeed, we can use the same trick as in (3.29), the exponential decay of vc, ∂xZc, mc − 1, ∂xmc,
∂2xmc and the fact that V
n
1 converges strongly in H
s
loc for every s < 1.
To analyze L1, we use the following factorization of its associated quadratic form: for every V
(L1V, V ) =
(
(−b ∂2x + g − c2M−1)V1, V1
)
+
(
M
(
∂xV2 − cM−1V1
)
, ∂xV2 − cM−1V1
)
where
M = −∂−1x G[ηc]∂−1x .
Note that M is a well-defined operator (of order −1), positive and invertible thanks to Lemma 4.5
of [24]. Let us set
M0 = −∂−1x G[0]∂−1x ,
we can rewrite
(L1V, V ) = (L˜1V, V )− c2
(
(M−1 −M−10 )V1, V1
)
.
with
(L˜1V, V ) =
(
(−b ∂2x + g − c2M−10 )V1, V1
)
+
(
M
(
∂xV2 − cM−1V1
)
, ∂xV2 − cM−1V1
)
. (3.33)
Note that M −M0 is a compact operator on H1 (see the remark at the bottom of p. 295 and the
top of p. 296 in [24]), consequently, we have
lim
n
(
(M −M0)V n1 , V n1
)
=
(
(M −M0)V˜1, V˜1
)
. (3.34)
To pass to the limit in (L˜1V
n, V n), we note that L˜1 is a non-negative operator. Indeed, M is
nonnegative and the first part of L˜1 is a Fourier multiplier with symbol
m(ξ) = bξ2 + g − c2 ξ
tanhHξ
=
c2
H
(
β(Hξ)2 + α− Hξ
tanhHξ
)
which is positive since β > 1/3 and α > 1 thanks to (1.7). Consequently, we get from the weak
convergence properties that
lim inf
n→∞ (L˜1V
n, V n) ≥ (L˜1V˜ , V˜ ).
Gathering the previous transformations, we thus get that
lim inf
n→∞
(
LcU
n, Un
)
= lim inf
n→∞
(
L˜cV
n, V n
) ≥ (L˜1V˜ , V˜ )− c2((M −M0)V˜1, V˜1)+ (K1V˜ , V˜ ) (3.35)
=
(
L˜cV˜ , V˜
)
=
(
LcU˜ , U˜
)
. (3.36)
Consequently, thanks to (3.27), we find that
(
LcU˜ , U˜
) ≤ 0 Since U˜ verifies (3.28), we get thanks to
Lemma 3.8 that U˜ ∈ 0X0 that is to say U˜ = (0, λ)t for some constant λ ∈ R. Since K1 is such that
(K1((0, λ)
t), (0, λ)t) = 0, we obtain by using again (3.30), (3.31), (3.32), (3.34) that as n→∞,
(LcU
n, Un) = (L˜1V
n, V n) + o(1).
Moreover, since the symbol m(ξ) is positive and the operator M is non-negative we get from (3.33)
that for some c0 > 0 independent of n, we have
(LcU
n, Un) ≥ c0‖V n1 ‖2H1 + o(1).
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This yields that V n1 converges strongly to 0 in H
1. This is sufficient to also obtain that
lim
n
(∂xV
n
2 , V
n
1 ) = 0
and hence we find by using again (3.30), (3.31) that(
LcU
n, Un) = (G[ηc]U
n
2 , U
n
2 ) + o(1).
Thanks to (3.4) in Proposition 3.1, this implies that PUn2 converges strongly to zero in L
2. We
have thus obtained that limn ‖Un‖X0 = 0 which contradicts the assumption that ‖Un‖X0 = 1 in
(3.27).
This ends the proof of Proposition 3.6. 
From Proposition 3.6, one can get that
Proposition 3.11. For every U ∈ X0 there exists a unique decomposition
U = αJRc∂xQc + βRc∂xQc + V (3.37)
with V ∈ X0 such that
(V, JRc∂xQc) = (V1, ∂xηc) = 0. (3.38)
Moreover, there exists c0 > 0 and C > 0 such that for every U ∈ X0 written under the form (3.37),
one has
(LcU,U) ≥ c0|V |2X0 − C|α|2.
Note that in the decomposition (3.37), V is not orthogonal to the Rc∂xQc. This decomposition
has better properties than the orthogonal decomposition that one would get from proposition 3.6
by choosing V orthogonal to JRc∂xQc and (∂xηc, 0)
t. The reason is that Rc∂xQc is in the kernel
of Lc while (∂xηc, 0)
t is not.
Proof of Proposition 3.11. If
U = αJRc∂xQc + βRc∂xQc + V (3.39)
with V satisfying (3.38) then α and β are necessarily determined by
α =
(U, JRc∂xQc)
|JRc∂xQc|2L2
, β =
(U, (∂xηc, 0)
t)
(Rc∂xQc, (∂xηc, 0)t)
− α(JRc∂xQc, (∂xηc, 0)t) (3.40)
and thus are well-defined since (Rc∂xQc, (∂xηc, 0)
t) = |∂xηc|2L2 6= 0. This proves the uniqueness
and one directly verifies that with α, β defined by (3.40), the function V in (3.39) satisfies the
orthogonality conditions (3.38).
Next, since LcRc∂xQc = Λc∂xQc = 0, we get by using the decomposition (3.39) that
(LcU,U) = α
2(LcJRc∂xQc, JRc∂xQc) + 2α(V,LcJRc∂xQc) + (LcV, V ).
Therefore, by using Proposition 3.6 for V , we obtain
(LcU,U) ≥ c0
2
‖V ‖2X0 − Cα2.
This completes the proof of Proposition 3.11. 
As a simple corollary, we can get stability estimates in X0 for the linearized equation
∂tU = JLcU, U/t=0 = U
0. (3.41)
Corollary 3.12. There exists C > 0 such that for every U0 ∈ X0, the solution of U(t) of (3.41)
satisfies the estimate
|U(t)|X0 ≤ C(1 + |t|)|U0|X0 .
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Proof. From the explicit expression (3.40) for α, we get ∂tα = 0, and therefore
|α(t)| = |α(0)| ≤ C(‖U01 ‖L2 + |(U02 , ∂xηc)|) ≤ C|U0|X0 . (3.42)
Since U solves (3.41), we observe that ∂t(LcU,U) = 0. Therefore, we get from Proposition 3.11 and
(3.42) that
|V (t)|2X0 ≤ C
(
(LcU
0, U0) + |α(t)|2) ≤ C|U0|2X0 .
Moreover, from the explicit expression (3.40) for β, we find that
∂tβ =
(JLcU, (∂xηc, 0)
t)
(Rc∂xQc, (∂xηc, 0)t)
=
(JLc(αJRc∂xQc + V ), (∂xηc, 0)
t)
(Rc∂xQc, (∂xηc, 0)t)
.
Hence
|β(t)| ≤ C|U0|X0 + C
∫ t
0
(|α(s)| + |V (s)|X0)ds ≤ C(1 + |t|)|U0|X0 .
This completes the proof of Corollary 3.12 
4. Error produced by a sum of solitary waves
We shall now begin the construction that will allow to get Theorem 1.2. We denote the two
different soliton solutions for the water-wave system as (1.5) as
Qc1(x− c1t) = Q1(x− c1t) = (η1(x− c1t), ϕ1(x− c1t))t
Qc2(x− h− c2t) = Q2(x− h− c2t) = (η2(x− h− c2t), ϕ2(x− h− c2t))t,
and we set
M(t, x) = Q1(x− c1t) +Q2(x− h− c2t) := (ηM (t, x), ϕM (t, x))t
to be the superposition of the two solitary waves. Sometimes we shall simply write Q1 = (η1, ϕ1)
t
and Q2 = (η2, ϕ2)
t for convenience. Thanks to Theorem 1.1, we have
∃d > 0, ∀α, ∃Cα, ∀x ∈ R, |∂αt,xηi| ≤ Cαe−d|x−cit−(i−1)h|, i = 1, 2 (4.1)
and
∃d > 0, ∀α ∈ N, α ≥ 1, ∃Cα, ∀x ∈ R, |∂αt,xϕi| ≤ Cαe−d|x−cit−(i−1)h|, i = 1, 2. (4.2)
Note that ϕi is bounded but not exponentially decaying, nervetheless, derivatives of ϕi are expo-
nentially decaying. In this section, we shall establish that M solves the water-waves system (1.5)
up to a small exponentially decaying term:
Proposition 4.1. The two-soliton M(t, x) solves: ∂tηM = G[ηM ]ϕM +R1∂tϕM = −12 |∂xϕM |2 + 12 (G[ηM ]ϕM+∂xϕM∂xηM )21+|∂xηM |2 − gηM + b∂x
(
∂xηM√
1+|∂xηM |2
)
+R2
where the remainder RM (t, x) := (R1, R2)
t has an exponential decay in time, that is, there exist
constants Cs and ǫ0 > 0 such that for any s ≥ 0
|RM (t)|Es ≤ Cse−ǫ0he−ǫ0(c2−c1)t, ∀t ≥ 0.
Let us recall the notation
|U(t)|Es =
∑
|α|≤s
|∂αt,xU |L2 .
Note that in the sequel we use again both ε and ǫ for different parameters.
In order to prove Proposition 4.1, the main difficulty is to study the interaction of the two
solitary waves via the Dirichlet-Neumann operator, i.e we need to study for example G[η1]ϕ2, thus
the crucial ingredient will be Proposition 3.2.
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4.1. Proof of Proposition 4.1. The basic idea is that the interaction between the solitary waves
is weak because they are localized and far way with different speeds. We shall use many times in
the proof the following elementary lemma:
Lemma 4.2. For c2 > c1, ǫ > 0 and ǫ0 ∈ (0, ǫ), there exists C > 0 such that for every h ≥ 0,
t ≥ 0, ∫
R
e−ǫ|x−c1t|e−ǫ|x−h−c2t| dx ≤ Ce−ǫhe−ǫ0(c2−c1)t.
Proof. It suffices to decompose the integration domain in the three regions x ≥ h + c2t, x ≤ c1t
and c1t ≤ x ≤ h+ c2t. 
Let us prove Proposition 4.1. Since Q1 and Q2 are two solutions of (1.5), we can sum up the
first equations of the two systems to get
∂tηM = ∂tη1 + ∂tη2 = G[η1]ϕ1 +G[η2]ϕ2
= G[ηM ]ϕM +G[η1]ϕ1 −G[ηM ]ϕ1 +G[η2]ϕ2 −G[ηM ]ϕ2.
So we have the first equation for M :
∂tηM = G[ηM ]ϕM +R1
with R1 = G[η1]ϕ1−G[ηM ]ϕ1+G[η2]ϕ2−G[ηM ]ϕ2. Next we need to estimate R1. Using the shape-
derivative formula for the Dirichlet-Neumann operator (see (5) Proposition 3.1), we can compute
that
G[η1]ϕ1 −G[ηM ]ϕ1 = −
∫ 1
0
DηG[η1 + sη2]ϕ1 · η2ds
=
∫ 1
0
[G[η1 + sη2](η2Z1s) + ∂x(η2(∂xϕ1 − Z1s∂x(η1 + sη2))] ds
where
Z1s =
G[ηs]ϕ1 + ∂xηs∂xϕ1
1 + |∂xηs|2
with the notation ηs = η1 + sη2. Next, we can use Corollary 3.4 to get
|∂αt,x(G[ηs]ϕ1)| ≤ Cαe−ǫ|x−c1t|. for α ∈ N,
Indeed, since the solitary waves depend on x− cit, one can always convert a time derivative into a
space derivative. We thus get
|∂αt,xZ1s| ≤ Cαe−ǫ|x−c1t|, for α ∈ N.
With these estimates and using Lemma 4.2, we get
|G[η1]ϕ1 −G[ηM ]ϕ1|Es ≤ C
∫ 1
0
(|η2Z1s|Hs+1 + |η2∂xϕ1|Es+1 + |η2Z1s|Es+1) ds
≤ Cse−ǫ0he−ǫ0(c2−c1)t, for t ≥ 0.
Similarly we have the estimate for |G[η2]ϕ2 −G[ηM ]ϕ2|Es . Summing these two estimates up leads
to
|R1|Es ≤ Cse−ǫ0he−ǫ0(c2−c1)t, for t ≥ 0.
Now we deal with the equation for ϕM . From the second equation of system (1.5) for both Q1 and
Q2 one can write down that
∂tϕM = ∂tϕ1 + ∂tϕ2
= −1
2
|∂xϕM |2 + 1
2
(G[ηM ]ϕM + ∂xϕM∂xηM )
2
1 + |∂xηM |2 − gηM + b∂x
(
∂xηM√
1 + |∂xηM |2
)
+R2
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where R2 = R21 +R22 +R23 with
R21 =
1
2
|∂xϕM |2 −
2∑
i=1
1
2
|∂xϕi|2 = ∂xϕ1∂xϕ2,
R22 = −1
2
(G[ηM ]ϕM + ∂xϕM∂xηM )
2
1 + |∂xηM |2 +
2∑
i=1
1
2
(G[ηi]ϕi + ∂xϕi∂xηi)
2
1 + |∂xηi|2 ,
R23 = −b∂x
(
∂xηM√
1 + |∂xηM |2
)
+ b
2∑
i=1
∂x
(
∂xηi√
1 + |∂xηi|2
)
.
With the same arguments that we have used for the estimate of R1, we get that R2 also satisfies
the same exponential-decay estimate
|R2|Es ≤ Cse−ǫ0he−ǫ0(c2−c1)t, for t ≥ 0.
This ends the proof of Proposition 4.1. 
5. Construction of an approximate solution
If we take δ = e−ǫ0h > 0, δ will be small enough if we choose h > 0 large enough later. The
remainder RM in the system for M(t, x) can be rewritten as RM = δR˜M with
|R˜M |Hs ≤ Cse−ǫ0(c2−c1)t, for t ≥ 0. (5.1)
Let
V (t, x) =
N∑
l=1
δlVl(t, x)
with unknowns Vl(t, x) to be constructed later. We want to show that U
a(t, x) =M(t, x) + V (t, x)
is an approximate solution for the water-wave system under the following sense:
Proposition 5.1. For any N ∈ N, there exists
Ua(t, x) =M(t, x) + V (t, x) =M(t, x) +
N∑
l=1
δlVl, with Vl ∈ C∞(R+,H∞(R))
and a small constant δ = e−ǫ0h > 0 such that for every l, one has the estimates
|Vl(t)|Ek ≤ h
2l−1
4 Ck,le
−lǫ0(c2−c1)t, ∀t ≥ 0
with some constant Ck,l. Moreover, U
a is an approximate solution of (1.6) in the sense that
∂tU
a −F(Ua) = Rap
where Rap satisfies the estimate
|Rap|Es ≤ CN,sh
2N+1
4 δN+1e−ǫ0(N+1)(c2−c1)t, for t ≥ 0,
In order to prove this proposition, we use again the Taylor expansion of F
F(M + V ) = F(M) +
N∑
l=1
1
l!
DlF [M ](V, . . . , V ) +RN,δ(V )
where the first derivative of F is DF = JΛ[M ] where
J =
(
0 1
−1 0
)
, Λ[M ] =
(−PM + g + ZMG[ηM ](ZM ·) + ZM∂xvM vM∂x − ZMG[ηM ]
−∂x(vM ·)−G[ηM ](ZM ·) G[ηM ]
)
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with the notations
ZM = Z[ηM , ϕM ], vM = v[ηM , ϕM ], PM = P[ηM , ϕM ].
The notations Z and v are introduced in Proposition 3.1 while P is defined by
P[η, ϕ]u = b∂x
(
(1 + (∂xη)
2)−
3
2 ∂xu
)
.
We shall also introduce the notations
Zi = Z[Qi], vi = v[Qi], Pi = P[Qi], i = 1, 2.
Plugging V (t, x) =
∑N
l=1 δ
lVl(t, x) into the system leads to linear problems with source terms for
Vk. The system for V1 is
∂tV1 − JΛ[M ]V1 = −R˜M , (5.2)
the system for V2 is
∂tV2 − JΛ[M ]V2 = 1
2
D2F [M ](V1, V1)
and the general equation for Vl is
∂tVl − JΛ[M ]Vl =
l∑
p=2
∑
1≤l1,...,lp≤l−1
l1+···+lp=l
1
p!
DpF [M ](Vl1 , . . . , Vlp). (5.3)
Before solving these systems, let us fix and recall some notations to be used in the remaining
part of the paper. For U(t, x) = (U1, U2)
t, we define
|U(t)|2Xk =
∑
0≤α+β≤k
(
|∂αt ∂βxU1(t, ·)|2H1(R) + |∂αt ∂βxU2(t, ·)|2
H˙
1
2
∗ (R)
)
|U(t)|W k = sup
α+β≤k
|∂αt ∂βxU(t, ·)|L∞ ,
where
|ϕ|2
H˙
1
2
∗ (R)
= |Pϕ|2L2(R) .
Note that X0 is the natural energy space for the water-waves system.
5.1. The homogeneous linear system. The main ingredient in the proof of Proposition 5.1 will
be a rather precise estimate of the growth rate of the fundamental solution of the linear homogeneous
equation
∂tV − JΛ[M ]V = 0 (5.4)
which corresponds to the linearization of the water-waves system about the multi-solitary wave M .
As before, with
R =
(
1 0
−ZM 1
)
we can perform the change of unknowns U = RV to get a simpler linear system which is equivalent
to (5.4)
∂tU − JL[M ]U = 0 (5.5)
where
L[M ] =
(−PM + g + aM vM∂x
−∂x(vM ·) G[ηM ]
)
is a self-adjoint operator with the notation aM = a[M ] = vM∂xZM + ∂tZM and we will take
LM = L[M ], GM = G[ηM ] for convenience. We shall also use the notations
ai = a[Qi], Li = L[Qi], i = 1, 2
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and so on. Note that this is a short hand for:
L1u(t, x) = L[Qc1(x− c1t)]u(t, x), L2u(t, x) = L[Qc2(x− h− c2t)]u(t, x).
The main result of this section will be:
Theorem 5.2. For ε ∈ (0, ε∗], there exists h0 and C > 0 such that for every h ≥ h0, the solution
of (5.5) with initial datum U(τ) at t = τ satisfies the estimate
|U(t)|Xk+
∑
α≤k
|∂αt U2|L2 ≤ h
1
4Ck(|U(τ)|Xk+
∑
α≤k
|∂αt U2(τ)|L2)
(
1+ǫ0(c2−c1)(t−τ)
)k
eǫ0(c2−c1)(t−τ)/2,
∀t ≥ τ ≥ 0.
Remark 5.3. Note that in the above estimate, the right hand-side can be expressed in terms of
usual Sobolev regularity of the initial data by using the system (5.5) to express the time derivatives
of the solution at the initial time t = τ . Let us denote by SM (t, τ) the fundamental solution of
the (non-autonomous) system (5.5). The estimate of Theorem 5.2 can thus be rewritten under the
form: for every k ≤ 0, there exists Ck(h, ǫ0) > 0 such that
|SM (t, τ)U |Ek ≤ Ckh
1
4 (1 + ǫ0(t− τ)k)|U |Hs(k)eǫ0(c2−c1)(t−τ)/2,∀t ≥ τ ≥ 0. (5.6)
We do not need for our argument a sharp estimate of the number s(k). A straightforward possibility,
is to take s(k) = 2k + 1 since a time derivative of the solution always costs at most two space
derivatives of the initial data. The meaning of this result is that when each solitary wave is stable
(this corresponds to ε small), then by choosing h sufficiently large, we can get an arbitrary slow
exponential growth rate for the fundamental solution of (5.5), the special form of this growth rate
that we have chosen is just one that it is sufficient for the proof of Proposition 5.1. Note that
the shape that we have chosen is linked in particular to the decay rate of the remainder RM in
Proposition 4.1
We shall split the proof of the above estimate into many steps. For notational convenience, we
shall give the proof only in the case τ = 0 which gives the worse constraint of h0. The general case
can be deduced from this one by replacing t by t− τ , x by x − c1τ and thus in the multi-solitary
wave M , h by h˜ = h+ (c2 − c1)τ ≥ h.
During the proof C is a positive number which change from line to line but which is independent
of h for h ≥ 1 and t for t ≥ 0.
We shall first define a decomposition of unity in order to localize our energy estimates in the
vicinity of each solitary wave. We take χ0 ∈ C∞(R) such that
χ0(x) =
{
1, x ≤ 0,
0, x ≥ 1
and we define
χ˜1(t, x) = χ
0
(x− h4 − cmt
h
4
)
, cm =
c1 + c2
2
, χ˜2(t, x) = 1− χ˜1(t, x).
Finally, we take
χ1(t, x) =
χ˜1
(χ˜21 + χ˜
2
2)
1
2
, χ2(t, x) =
χ˜2
(χ˜21 + χ˜
2
2)
1
2
. (5.7)
Note that these functions are smooth and bounded and defined such that χ21 + χ
2
2 = 1.
The main properties of these functions that we shall use are:
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Lemma 5.4. The above χi satisfy
∀β, |β| ≥ 1, |∂βt,xχi(t, x)| .
1
h|β|
, i = 1, 2. (5.8)
Moreover, for any ǫ > 0, we have
|e−ǫ|x−c1t|χ2| ≤ Cǫ
h
, |e−ǫ|x−h−c2t|χ1| ≤ Cǫ
h
, ∀t ≥ 0, x ∈ R, h ≥ 1 (5.9)
for some Cǫ > 0.
Proof. The estimate (5.8) is clear. For the first one in (5.9), we observe that χ2 is supported in
x ≥ cmt+ h/4. Since in this region x− c1t ≥ (cm − c1)t+ h/4 ≥ 0, we immediately get
|e−ǫ|x−c1t|χ2| . e−ǫ(cm−c1)te−ǫ
h
4 .
1
h
.
The second estimate follows by observing that χ1 is supported in x ≤ h/2 + cmt. This completes
the proof of Lemma 5.4. 
5.2. Lower-order energy estimate. The first step in the proof of Theorem 5.2 will be to prove
the estimate for k = 0. We shall thus prove
Proposition 5.5. Under the assumptions of Theorem 5.2, we have the estimate:
|U(t)|2X0 + |U2(t)|2L2 ≤ C
(
h
1
2 |U(τ)|2X0 + |U2(τ)|2L2
)
eǫ0(c2−c1)(t−τ)/4, ∀t ≥ τ ≥ 0.
Proof. Again, we shall give the proof only for τ = 0.
Let us consider the energy functional
E1(U(t)) = (LMU, U)− c1(Aχ1U, χ1U)− c2(Aχ2U, χ2U)
with A the symmetric operator
A =
(
0 ∂x
−∂x 0
)
= ∂xJ.
We shall prove the E1 is an almost conserved quantity with some positivity property thanks to
Proposition 3.11 applied to each solitary wave.
We first write
1
2
d
dt
E1(U(t)) = (∂tU, LMU) +
1
2
([∂t, LM ]U, U)− c1(Aχ1∂tU, χ1U)
− c2(Aχ2∂tU,χ2U)− c1(A(∂tχ1)U, χ1U)− c2(A(∂tχ2)U, χ2U)
:= I1 + I2 + · · · + I6. (5.10)
We will estimate these terms one by one. Towards this, let us set
U1 = χ1U, and U
2 = χ2U
with
∑
i=1,2 χ
2
i = 1 from (5.7). We shall use very often the following norm equivalence properties.
Lemma 5.6. There exists C > 0 such that for every h ≥ 1, we have
|U |2X0 ≤ C(
∑
i=1,2
|U i|2X0 +
1
h
|κ(D)U2|2L2)
and also ∑
i=1,2
|U i|2X0 ≤ C(|U |2X0 +
1
h
|κ(D)U2|2L2)
with κˆ(ξ) is a smooth cut-off function with κˆ(ξ) = 1 around ξ = 0.
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Proof. Let us prove the first estimate. From Lemma 5.4, we first easily get that
|U1|2H1 ≤ C(
∑
i=1,2
|χiU1|2X0 +
1
h
|U1|2L2),
For the estimate on U2, we use the basic commutator estimate
|[P, f ]g|L2 . |∂xf |L∞ |g|L2 . (5.11)
Indeed, one can write [P, f ]g = (1 − ∂2x)−
1
4 (∂xfg) + [(1 − ∂2x)−
1
4 , f ]∂xg. The L
2 norm of the first
term is clearly bounded by the right hand-side of (5.11) while the L2 norm of the second can
be bounded by C|∂xf |L∞|g|L2 by invoking [27, Proposition 3.6.B, estimate (3.6.35)]. This proves
(5.11). Estimate (5.11) yields
|PU2|2L2 ≤
∑
i=1,2
|Pχ2iU2|2L2 ≤
∑
i=1,2
(|[P, χi]χiU2|2L2 + |χiP(χiU2)|2L2)
≤ C
∑
i=1,2
(
1
h
|χiU2|2L2 + |P(χiU2)|2L2).
The proof of the other estimate is similar. This ends the proof of Lemma 5.6 . 
Now we can go back to the study of (5.10). First of all, from the linear system (5.5), we have
I1 = (JLMU, LMU) = 0.
Next, from the definition of LM one can compute that
[∂t, LM ] =
(−[∂t, PM ] + ∂taM (∂tvM )∂x
−∂x((∂tvM )·) [∂t, GM ]
)
and so by combining this with the decomposition of unity leads to
2I2 = ([∂t, LM ]
∑
i=1,2
χ2iU, U) =
∑
i=1,2
([∂t, Li]χiU, χiU) + 2I2R
where
2I2R =
∑
i=1,2
{([∂t, LM − Li]χiU,χiU) + ([[∂t, LM ], χi]χiU, U)}
=
∑
i=1,2
{((−[∂t, PM − Pi] + ∂t(aM − ai))χiU1, χiU1) + ((∂t(vM − vi))∂x(χiU2), χiU1)
+([∂t, GM −Gi]χiU2, χiU2)− ([[∂t, PM ], χi]χiU1, U1) + ([[∂t, GM ], χi]χiU2, U2)}.
For the remainder term I2R, we have by using Lemma 5.4 the estimate
|I2R| ≤ 1
h
C(|U(t)|2X0 + |U2(t)|2L2).
Indeed, let us study for example the first term in more details. We have
PM = b∂x
(
∂x·
(1 + |∂xηM |2) 32
)
,
and thus
[∂t, PM −Pi] = b∂x
(∫ 1
0
[∂t,
∂xηis∂x(ηM − ηi)
(1 + |∂xηis|2) 32
ds]∂x·
)
with the notation ∂xηis = ∂xηi + s∂x(ηM − ηi). Consequently, by using again Lemma 5.4, we get
|[∂t, PM − Pi]χiU1, χiU1)| ≤ 1
h
C|U1|2H1 .
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One can estimate the other terms in the definition of I2R by using the same arguments, in particular,
for the terms involving the Dirichlet-Neumann operator, we also have
Lemma 5.7. There exists a constant C such that the following commutator estimates hold
([∂t, GM −Gi]χiU2, χiU2) ≤ 1
h
C(|PU2|2L2 + |U2|2L2) (5.12)
([[∂t, GM ], χi]χiU2, U2) ≤ 1
h
C(|PU2|2L2 + |U2|2L2) (5.13)
where χi (i = 1, 2) are defined in (5.7).
This lemma will be proven in the appendix.
For the I3 term in (5.10), we get by using the system (5.5) that
I3 = −c1(Aχ1JLMU, χ1U) = c1(∂x(χ1LMU), χ1U)
= −c1(L1χ1U, ∂x(χ1U))− c1((LM − L1)χ1U, ∂x(χ1U))− c1([χ1, LM ]U, ∂x(χ1U))
=
1
2
c1([∂x, L1]χ1U, χ1U) + I3R
with the remainder I3R defined by
I3R =
1
2
c1([∂x, LM − L1]χ1U, χ1U)− c1([χ1, LM ]U, ∂x(χ1U))
= −1
2
c1([∂x, PM − P1 − aM + a1]χ1U1, χ1U1) + c1((∂xvM − ∂xv1)χ1U1, ∂x(χ1U2))
+
1
2
c1([∂x, GM −G1]χ1U2, χ1U2)− c1([χ1, LM ]U, ∂x(χ1U)).
Note that the structure of I3R is very similar to the one of the I2R term above (basically ∂t is
replaced by ∂x in the commutators) and hence by using the same arguments as above, we get
|I3R| ≤ 1
h
C(|U(t)|2X0 + |U2(t)|2L2).
In a symmetric way, we also have for the I4 term in (5.10) that
I4R =
1
2
c2([∂x, L2]χ2U, χ2U) + I4R
with
|I4R| ≤ 1
h
C(|U(t)|2X0 + |U2(t)|2L2).
Since the solitary waves have the dependence
Q1 = Q1(x− c1t), Q2 = Q2(x− h− c2t),
we have that
[∂t, Li] = −ci[∂x, Li].
This yields the crucial cancellation
I2 + I3 + I4 = I2R + I3R + I4R
and hence, we obtain the estimate
|I2 + I3 + I4| ≤ 1
h
C(|U(t)|2X0 + |U2(t)|2L2).
By using integration by parts and (5.8), we also easily get that
|I5|+ |I6| ≤ C
h
(|U1|H1 + |U2|L2).
31
Summing up the estimates, we get from (5.10) that
1
2
d
dt
E1(U(t)) ≤ 1
h
C(|U(t)|2X0 + |U2(t)|2L2). (5.14)
The next step will be to get a minoration of E1(U(t)). By using the decomposition of unity (5.7)
again, one has
E1(U(t)) = (LMU, U)− c1(Aχ1U, χ1U)− c2(Aχ2U, χ2U)
=
∑
i=1,2
(LMχiU, χiU)− c1(Aχ1U, χ1U)− c2(Aχ2U, χ2U) +
∑
i=1,2
([LM , χi]χiU, U)
:= II1 + II2 + II3 (5.15)
where
II1 = (LMχ1U, χ1U)− c1(Aχ1U, χ1U),
II2 = (LMχ2U, χ2U)− c2(Aχ2U, χ2U) and II3 =
∑
i=1,2
([LM , χi]χiU, U).
We shall first handle II1. We note that
II1 = (L1χ1U, χ1U)− c1(Aχ1U, χ1U) + ((LM − L1)χ1U, χ1U)
= (L˜1χ1U, χ1U)− ((LM − L1)χ1U, χ1U) (5.16)
where
L˜1 =
(−P1 + g + v1∂xZ1 + ∂tZ1 (v1 − c1)∂x
−∂x((v1 − c1)·) G[η1]
)
.
Noticing that Q1 = Q1(x− c1t) and so ∂tZ1 = −c1∂xZ1, we can rewrite L˜1 as
L˜1 =
(−P1 + g + (v1 − c1)∂xZ1 (v1 − c1)∂x
−∂x((v1 − c1)·) G[η1]
)
.
Note that the operators L˜1 is the same operator as Lc1 studied in section 3.2 except that it coeffi-
cients depends on Q1 = Q1(x− c1t), we have
Tc1tL˜1 = Lc1Tc1t
where Tx0 is the translation operator
(Tx0U)(x) = U(x+ x0).
Since Tct is an isometry on L2 and X0, Proposition 3.6 applies to L˜1. Let us use the notation that
Q′1(x) = ∂xQc1(x) and define
U¯1(t, y) = U1(t, y + c1t) = (Tc1tU1)(t, y) = χ1(t, y + c1t)U(t, y + c1t).
Thanks to Proposition 3.11, we can use the decomposition
U¯1(t, y) = α1(t)JR1Q
′
1(y) + β1(t)R1Q
′
1(y) +W
1(t, y) (5.17)
such that W 1 satisfies (
W 1, (η′1, 0)
t
)
= 0, (W 1, JR1Q
′
1) = 0.
Note that we use again the short-hand Ri = Rci . Since by definitions, we have(
L˜1U
1, U1
)
=
(T−c1tLc1Tc1tU1, U1) = (Lc1Tc1tU1,Tc1tU1) = (Lc1U¯1, U¯1),
we get from Proposition 3.11, that
(L˜1U
1, U1) ≥ c0|W 1|2X0 − C|α1|2.
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Moreover, as in the estimate for I2R above, we also get from Lemma 5.4 that
|((LM − L1)χ1U, χ1U)| ≤ 1
h
C(|U |2X0 + |U |2L2).
Consequently, we get from the two previous estimates and (5.16) that
II1 ≥ c0|W 1|2X0 − C|α1|2 −
1
h
C
(|U |2X0 + |U |2L2).
In a symmetric way, we can set
U¯2(t, y) = (Tc2t+hU2)(t, y) = U2(t, y + h+ c2t) = χ2(t, y + h+ c2t)U(t, y + h+ c2t)
and use the decomposition
U¯2(t, y) = α2(t)JR2Q
′
2(y) + β2(t)R2Q
′
2(y) +W
2(t, y) (5.18)
with
(W 2, (η′2, 0)
t) = 0, (W 2, JR2Q
′
2) = 0
to obtain that
II2 ≥ c0|W 2|2X0 − C|α2|2 −
1
h
C
(|U |2X0 + |U |2L2).
Moreover, we also have from Lemma 5.4 the estimate
|II3| ≤ 1
h
C(|U |2X0 + |U2|2L2)
by using again that the commutator always involves at least one derivative of χi.
In view of the decomposition (5.15), we have thus obtained that
E1(U(t)) ≥ c0(|W 1|2X0 + |W 2|2X0)− C(|α1|2 + |α2|2)−
1
h
C(|U |2X0 + |U2|2L2). (5.19)
In order to conclude, we still need to estimate |U2|L2 , |αi| and |βi|(i = 1, 2).
For the L2 norm, let us choose κ(D) where κ ∈ C∞0 (R) and κ(ξ) = 1 around ξ = 0. From the
linear system (5.5), we have
∂tU2 = (PM − aM )U1 − gU1 − vM∂xU2,
and thus we obtain
1
2
d
dt
|κ(D)U2|2L2 = (κ(D)∂tU2, κ(D)U2)
= (κ(D)(PM − aM )U1, κ(D)U2)− g(κ(D)U1, κ(D)U2)
−(κ(D)(vM∂xU2), κ(D)U2).
By using that κ is compactly supported, this yields
1
2
d
dt
|κ(D)U2|2L2 ≤ C
(|U1|H1 + |PU2|L2)(|PU2|L2 + |κ(D)U2|L2)
and hence, we obtain from the Young inequality that
1
2
d
dt
|κ(D)U2|2L2 ≤ C(ǫ−1|U |2X0 + ǫ|κ(D)U2|2L2) (5.20)
where ǫ is a small constant to be fixed later.
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To estimate αi, we use the decompositions (5.17), (5.18) of U
i (i = 1, 2). We have
d
dt
α1 =
1
|JRQ′1|2L2
∂t(χ¯1(t)U¯ (t), JR1Q
′
1)
=
1
|JRQ′1|2L2
(
((∂tχ¯1(t))U¯ (t), JR1Q
′
1) + (χ¯1(t)(JLMU + c1∂xU)(t), JR1Q
′
1)
)
=
1
|JRQ′1|2L2
(
((∂tχ¯1(t))U¯ (t), JR1Q
′
1) + (χ¯1(t)J(LMU − L1U)(t), JR1Q′1)
+(χ¯1(t)(JL1U + c1∂xU)(t), JR1Q
′
1)
)
with the notation that f¯(t, x) = f(t, x+ c1t). We also have
(χ¯1(t)(JL1U + c1∂xU)(t), JR1Q
′
1)
= (χ¯1(t)J(L1U − c1J∂xU)(t), JR1Q′1) = (χ¯1(t)JL˜1[Q1(y)]U¯(t), JR1Q′1)
=
([
χ¯1(t), JL˜1[Q1(y)]
]
U¯(t), JR1Q
′
1
)− (χ¯1(t)U¯ (t), L˜1[Q1(y)]J2R1Q′1)
=
([
χ¯1(t), JL˜1[Q1(y)]
]
U¯(t), JR1Q
′
1
)
.
Indeed, to pass from the second to the third line, we have used the crucial cancellation(
L1 − c1J∂x
)
J2R1Q
′
1 = −L˜1R1Q′1 = −Lc1Rc1Q′c1 = 0.
By using again Lemma 5.4 to estimate the other terms, we thus obtain∣∣ d
dt
α1
∣∣ ≤ 1
h
C(|U |X0 + |U2|L2). (5.21)
In a symmetric way, we also get for |α2| that∣∣ d
dt
α2
∣∣ ≤ 1
h
C(|U |X0 + |U2|L2). (5.22)
We still need the estimates of |β1| and |β2|. By using (3.40), we note that we can write
β1 = β˜1 − α1
(
JR1Q
′
1, (η
′
1, 0)
t
)
where
β˜1 =
(
U¯1, (η′1, 0)
t
)
|η′|2
L2
.
In particular, thanks to (5.21), we obtain that∣∣ d
dt
β1
∣∣ ≤ ∣∣ d
dt
β˜1
∣∣+ 1
h
C(|U |X0 + |U2|L2). (5.23)
To estimate β˜1, we directly compute
d
dt
β˜1(t) =
1
|η′1|2L2
∂t(U¯
1(t), (η′1, 0)
t)
=
1
|η′1|2L2
(
((∂tχ¯1(t))U¯ (t), (η
′
1, 0)
t) + (χ¯1(t)(∂tU + c1∂xU)(t), (η
′
1, 0)
t)
)
=
1
|η′1|2L2
(
((∂tχ¯1(t))U¯ (t), (η
′
1, 0)
t) + (χ¯1(t)JLMU(t), (η
′
1, 0)
t)
+c1(χ¯1(t)∂xU(t), (η
′
1, 0)
t)
)
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where in particular
(χ¯1(t)JLMU(t), (η
′
1, 0)
t) = (χ¯1(t)J(LMU − L1U)(t), (η′1, 0)t) + ([χ¯1(t), JL¯1]U¯ , (η′1, 0)t)
+(JL1U1(t), (η
′
1, 0)
t)
)
and
c1(χ¯1(t)∂xU(t), (η
′
1, 0)
t) = −c1((∂xχ¯1(t)U¯(t), (η′1, 0)t) + c1(∂xU1(t), (η′1, 0)t).
Therefore, we get ∣∣ d
dt
β˜1(t)
∣∣ ≤ C∣∣(JL˜1U1, (η′1, 0))∣∣+ 1hC(|U |X0 + |U2|L2).
To conclude, we use the decomposition (5.17), since L˜1R1Q
′
1 = 0, we have∣∣JL˜1U1, (η′1, 0))∣∣ ≤ C(|α1|+ |W 1|X0)
and hence, we get from (5.23) that∣∣ d
dt
β1(t)
∣∣ ≤ C( 1
h
(|U |X0 + |U2|L2) + |α1|+ |W 1|X0
)
. (5.24)
Similarly we have ∣∣ d
dt
β2(t)
∣∣ ≤ C ( 1
h
(|U |X0 + |U2|L2) + |α2|+ |W 2|X0
)
. (5.25)
From (5.21), (5.22), (5.24), (5.25), we finally obtain
d
dt
|αi|2 ≤ C|αi|1
h
(|U |X0 + |U2|L2), i = 1, 2 (5.26)
d
dt
|βi|2 ≤ C|βi|
( 1
h
(|U |X0 + |U2|L2) + |αi|+ |W i|X0
)
, i = 1, 2. (5.27)
To combine (5.26), (5.27), (5.14), (5.20) and (5.19) in an efficient way, we define a weighted energy
E˜1(U(t)) =
1
2
h
1
2E1(U(t)) +
1
2
(|β1(t)|2 + |β2(t)|2) + Ch
1
2 (|α1(t)|2 + |α2(t)|2) (5.28)
From (5.14) and (5.20), (5.26), (5.27), we obtain
d
dt
E˜1(U(t))
≤ h− 14C[h− 14 (|U |2X0 + |κ(D)U2|2L2) + h− 34 (|β1|+ |β2|)(|U |X0 + |U2|L2)
+h
1
4 (|β1|+ |β2|)(|α1|+ |α2|+ |W 1|X0 + |W 2|X0) + h−
1
4 (|α1|+ |α2|)(|U |X0 + |U2|L2)
]
≤ h− 14C[h 12 (|W 1|2X0 + |W 2|2X0) + (|β1|2 + |β2|2) + h 12 (|α1|2 + |α2|2) + h− 14 |U2|2L2)].
To get the last line, we have used the decompositions of U1, U2, (5.17), (5.18) and Lemma 5.6.
Now, let us define
F (t) = h
1
2 (|W 1|2X0 + |W 2|2X0) + (|β1|2 + |β2|2) + h
1
2 (|α1|2 + |α2|2)
and integrate the estimate for E˜1(U(t)) with respect to time from 0 to t, we obtain
E˜1(U(t)) ≤ E˜1(U(0)) + h−
1
4C
∫ t
0
(F (s) + h−
1
4 |κ(D)U2(s)|2L2)ds,
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by using that |U2|L2 ≤ C(|κ(D)U2|L2 + |U |X0). On the other hand, from the definition of E˜1(U) in
(5.28) and the estimate (5.19), we also have
E˜1(U(t)) ≥ 1
2
h
1
2 c0(|W 1|2X0 + |W 2|2X0) +
1
2
(|β1|2 + |β2|2)
+h
1
2 c0(|α1|2 + |α2|2)− h−
1
2C(
∑
i=1,2
|U i|2X0 + |κ(D)U2|2L2)
≥ c¯0F (t)− h−
1
2C|κ(D)U2|2L2
for some c0 > 0. This yields
F (t)− h− 12C|κ(D)U2(t)|2L2 ≤ h
1
2C|U(0)|2X0 + h−
1
4C
∫ t
0
(F (s) + h−
1
4 |κ(D)U2(s)|2L2)ds. (5.29)
By taking the integral of (5.20) with respect to time, we also have
|κ(D)U2(t)|2L2(t) ≤ |U2(0)|2L2 + C
∫ t
0
(ǫ−1F (s) + ǫ|κ(D)U2(s)|2L2)ds (5.30)
where the constant ǫ will be fixed later. We take the sum of (5.29) and (5.30) multiplied with some
λ > 0 that will be also chosen later to get that
F (t) + (λ− h− 12C)|κ(D)U2(t)|2L2
≤ h 12C|U(0)|2X0 + λ|U2(0)|2L2 + Ch−
1
4
∫ t
0
(F (s) + h−
1
4 |κ(D)U2(s)|2L2)ds
+λC
∫ t
0
(ǫ−1F (s) + ǫ|κ(D)U2(s)|2L2)ds.
Let us choose λ and ǫ in order to satisfy the following conditions
λ− h− 12C ≥ λ/2, Ch− 14 ≤ γ/4, h− 14 ≤ λ/2, λCǫ−1 ≤ γ/4 and ǫ2 ≤ λ/2,
where γ = ǫ0(c2 − c1) comes from Proposition 4.1. One can choose for example λ = γ
2
64C2 , ǫ =
√
λ
2
and h large enough to get our final energy estimate
F (t) +
λ
2
|κ(D)U2(t)|2L2 ≤ h
1
2C|U(0)|2X0 + λ|U2(0)|2L2 +
γ
4
∫ t
0
(F (s) +
λ
2
|κ(D)U2(s)|2L2)ds.
Applying Gronwall’s inequality, we get
F (t) +
λ
2
|κ(D)U2(t)|2L2 ≤ (h
1
2C|U(0)|2X0 + λ|U2(0)|2L2)eγt/4, for any t ≥ 0.
From the definition of F (t) and Lemma 5.6, we get that there exist constants c0 and c¯0 such that
F (t) = h
1
2 (|W 1|2X0 + |W 2|2X0) + (|β1|2 + |β2|2) + h
1
2 (|α1|2 + |α2|2)
≥ c0
∑
i=1,2
|U i(t)|2X0 ≥
(
1− C
h
)
c¯0|U(t)|2X0 −
c0
h
|κ(D)U2(t)|2L2 .
By choosing h such that c0h <
λ
4 , we find
F (t) ≥ 1
2
c¯0|U |2X0 −
λ
4
|κ(D)U2|2L2 .
Summing up the estimates above, we finally obtain
c¯0
2
|U |2X0 +
λ
4
|κ(D)U2|2L2 ≤ (h
1
2C|U(0)|2X0 + λ|U2(0)|2L2)eǫ0(c2−c1)t/4, for any t ≥ 0,
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that is to say
|U |2X0 + |U2|2L2 ≤ C(h
1
2 |U(0)|2X0 + |U2(0)|2L2)eǫ0(c2−c1)t/4, t ≥ 0.
This ends the proof of Proposition 5.5.
5.3. Proof of Theorem 5.2. We shall prove Theorem 5.2 by induction. The k = 0 case was
already obtained in Proposition 5.5. For the sake of clarity, before the general induction argument,
we shall explain the proof for the k = 1 energy estimate.
Order-1 energy estimates. Note that since the coefficients in the linear system (5.5) depend on
t and x, neither ∂t nor ∂x has a nice commutation property with the equation. We shall thus use
the operator
D(∂) = ∂t + c1χ
2
1∂x + c2χ
2
2∂x (5.31)
in order to take derivatives of the equation. This will take into account the fact that the solitary
waves depend on x− cit.
By applying this operator on both sides of system (5.5), we obtain for D(∂)U the system:
∂tD(∂)U − JLMD(∂)U = [∂t, D(∂)]U − J [LM , D(∂)]U. (5.32)
A further computation shows that
[∂t, D(∂)]U = c1(∂tχ
2
1)∂xU + c2(∂tχ
2
2)∂xU,
and
J [LM , D(∂)]U =J [LM , ∂t]U + J
∑
i=1,2
ci[LM , χ
2
i ∂x]U
=J
∑
i=1,2
(
χ2i [LM − Li, ∂t]U + χ2i [Li, ∂t]U + ci[LM , χ2i ]∂xU + ciχ2i [LM − Li, ∂x]U
+ χ2i [Li, ci∂x]U
)
=J
∑
i=1,2
(
χ2i [LM − Li, ∂t]U + ci[LM , χ2i ]∂xU + ciχ2i [LM − Li, ∂x]U
)
:= JSU.
(5.33)
The crucial fact that we have used in the above computation is the cancellation:
J
∑
i=1,2
χ2i [Li, ∂t]U + J
∑
i=1,2
χ2i [Li, ci∂x]U = J
∑
i=1,2
χ2i [Li, ∂t + ci∂x]U = 0
We can thus rewrite the system (5.32) for D(∂)U as
∂tD(∂)U = JLMD(∂)U − JSU + [∂t, D(∂)]U := JLMD(∂)U + F1(U) (5.34)
where we will take F1(U) = −JSU + [∂t, D(∂)]U as the source term.
From Proposition 5.5, we have for the fundamental solution SM (t, τ) of the linear equation (5.5)
the estimate
‖SM (t, τ)‖X0∩L2→X0∩L2 ≤ h
1
4Ceǫ0(c2−c1)(t−τ)/4, ∀t ≥ τ ≥ 0.
Consequently, by using Duhamel’s Formula, we can rewrite (5.32) as
D(∂)U(t) = SM (t, 0)(D(∂)U)(0) +
∫ t
0
SM(t, τ)F1(τ)dτ,
37
so we get
|D(∂)U(t)|X0 + |D(∂)U2|L2
≤ h 14C[eǫ0(c2−c1)t/4(|U(0)|X1 + ∑
α=0,1
|∂αt U2(0)|L2) +
∫ t
0
eǫ0(c2−c1)(t−τ)/4(|F1(τ)|X0 + |F1(τ)|L2)dτ
]
.
(5.35)
We still need to estimate the source term F1. We shall first use the elliptic regularity of the leading
spatial operators in (5.5) to prove that time derivatives control higher order space derivatives.
For any norm ‖ · ‖ on x dependent vectors, we use the notation
‖〈∂t〉kU‖ =
∑
0≤l≤k
‖∂ltU‖.
Lemma 5.8. Any smooth solution of (5.5) satisfies the following a priori estimates:
∀l ≥ 0, m ≥ 0, ∃Ck,l,
∣∣∂lt(U1, U2)∣∣Hm+52×Hm+2 ≤ Cl,m|〈∂t〉l+1(U1, U2)|Hm+1×Hm+12 . (5.36)
Proof. This is an elliptic regularity result. Let us start with the case l = 0. We first rewrite (5.5)
under the form: {
GMU2 = ∂tU1 + ∂x(vMU1),
PMU1 = ∂tU2 + (aM + g)U1 + vM∂xU2. (5.37)
The operator PM is an elliptic operator of order two, therefore, by classical elliptic regularity results,
we immediately obtain from the second line of the above system
|U1|
Hm+
5
2
≤ Cm
(
|∂tU2|
Hm+
1
2
+ |∂xU2|
Hm+
1
2
+ |U1|Hm
)
and thus by the interpolation inequality
|U1|Hm ≤ δ|U1|
Hm+
5
2
+ Cδ|U1|L2 ,
we actually obtain
|U1|
Hm+
5
2
≤ Cm
(
|∂tU2|
Hm+
1
2
+ |U2|m+ 3
2
+ |U1|L2
)
. (5.38)
In a similar way, since the surface ηM is smooth, the Dirichlet-Neumann operator G[ηM ] is an
elliptic operator of order one. Actually, we have
G[ηM ] = |Dx|+R(t, x,Dx) (5.39)
where R is a pseudo differential operator of order zero. We refer to [17], [28] for the proof. Note
that we are in dimension one thus the principal symbol is very simple. Consequently, we also get
from the first equation of (5.37)
|U2|Hm+2 ≤ Cm
(
|∂tU1|Hm+1 + |U1|Hm+2 + |U2|L2
)
. (5.40)
By using again that
|U1|Hm+2 ≤ δ|U1|Hm+52 + Cδ|U1|L2 , |U2|m+ 32 ≤ δ|U2|Hm+2 +Cδ|U2|L2 ,
we get from (5.38), (5.40) by choosing δ sufficiently small that
|U1|
Hm+
5
2
+ |U2|Hm+2 ≤ Cm
(
|∂tU1|Hm+1 + |∂tU2|Hm+12 + |U |L2
)
.
We have thus proven (5.36) for l = 0.
We then proceed by induction on l. Assume that the result is proven for l − 1 time derivatives.
Let us apply ∂lt to (5.37). From the second line, we get
PM∂ltU1 = ∂l+1t U2 + ∂lt
(
(aM + g)U1
)
+ ∂lt
(
vM∂xU2
)− [∂lt,PM ]U1 := F 1
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and we observe that the right hand-side satisfies the estimate
|F 1|
Hm+
1
2
≤ Cl,m
(
|∂l+1t U2|Hm+12 + |〈∂t〉
lU2|
Hm+
3
2
+ |〈∂t〉l−1U1|
Hm+
5
2
)
and thus we get by elliptic regularity that
|∂ltU1|Hm+52 ≤ Cl,m
(
|∂l+1t U2|Hm+12 + |〈∂t〉
lU2|
Hm+
3
2
+ |〈∂t〉l−1U1|
Hm+
5
2
)
. (5.41)
In a similar way, for the first line of (5.37), we get
GM∂
l
tU2 = ∂
l+1
t U1 + ∂
l
t∂x(vMU1)− [∂lt, GM ]U2 := F 2.
By using Proposition 3.1 (6) to compute the commutator [∂lt, GM ]U2, we obtain for the right hand
side the estimate
|F 2|Hm+1 ≤ Cl,m
(
|∂l+1t U1|Hm+1 + |〈∂t〉lU1|Hm+2 + |〈∂t〉l−1U2|Hm+2
)
.
Consequently, from the ellipticity of the Dirichlet-Neumann operator, we also get
|∂ltU2|Hm+2 ≤ Cl,m
(
|∂l+1t U1|Hm+1 + |〈∂t〉lU1|Hm+2 + |〈∂t〉l−1U2|Hm+2
)
. (5.42)
By combining (5.41) and (5.42) we get
|∂lt(U1, U2)|Hm+52×Hm+2 ≤ Cl,m
(
|∂l+1t (U1, U2)|Hm+1×Hm+12
+ |∂lt(U1, U2)|Hm+2×Hm+32 + |〈∂t〉
l−1(U1, U2)|
Hm+
5
2×Hm+2
)
.
To conclude, it suffices to use the interpolation inequality
|∂lt(U1, U2)|Hm+2×Hm+32 ≤ δ|∂
l
t(U1, U2)|Hm+52×Hm+2 + Cδ|∂
l
tU |L2
and the induction assumption. This ends the proof of Lemma 5.8. 
As a consequence of Lemma 5.8, we get the following inequalities that we will use many times:
• By using the lemma with l = 0, m = 0, we have
|∂xU |
H
3
2×H1 ≤ C
(|〈∂t〉U |
H1×H 12
)
and hence, since, we can use again that
|∂xU |
H1×H 12 ≤ ǫ|∂xU |H 32×H1 + Cǫ|U |L2 (5.43)
we get that
|∂xU |X0 ≤ ǫ(|∂tU |X0 + |∂tU2|L2) + Cǫ(|U |X0 + |U |L2
)
(5.44)
for any ǫ > 0.
• We can also use Lemma 5.8, with l = α, m = β − 1 for any α and β such that α + β = k
and β ≥ 1. We obtain
|〈∂t〉αU |
Hβ+
3
2×Hβ+1 ≤ Ck|〈∂t〉
α+1U |
Hβ×Hβ− 12
and we can iterate the process to obtain
|∂αt ∂βxU |H 32×H1 ≤ |〈∂t〉
αU |
Hβ+
3
2×Hβ+1 ≤ Ck|〈∂t〉
kU |
H1×H 12 .
Thanks to (5.43), we thus obtain
|∂αt ∂βxU |X0 ≤ ǫ
(|∂kU |X0 + |∂kt U2|L2)+Cǫ(|U |Xk−1 + |〈∂t〉k−1U2|L2) (5.45)
for α+ β = k, β ≥ 1.
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We can come back to the estimate for the source term F1(U(t)) in the right hand side of (5.35).
By using the expression of F1(U(t)) in (5.33), we get
|F1(U)|X0 ≤ |JSU |X0 + |[∂t, D(∂)]U |X0
≤ |J
∑
i=1,2
χ2i [LM − Li, ∂t]U |X0 + |J
∑
i=1,2
ci[LM , χ
2
i ]∂xU |X0
+|J
∑
i=1,2
ciχ
2
i [LM − Li, ∂x]U |X0 + |[∂t, D(∂)]U |X0 .
By using again Lemma 5.7 and Lemma 5.4 as before, we obtain
|F1(U)|X0 ≤
1
h
C(|(∂xU2, ∂2xU1)t|X0 + |∂xU |X0 + |U |X0),
and hence, by using Lemma 5.8, we find
|F1(U)|X0 ≤
1
h
C(|∂tU |X0 + |U |X0 + |∂tU2|L2 + |U2|L2).
In a similar way, we also have
|F1(U)|L2 ≤
1
h
C(|∂tU |X0 + |U |X0 + |∂tU2|L2 + |U2|L2).
Going back to (5.35), we obtain
|D(∂)U(t)|X0 + |D(∂)U2(t)|L2
≤ h 14Ceǫ0(c2−c1)t/4(|U(0)|X1 + |U2(0)|H˜1)
+h−
3
4C
∫ t
0
eǫ0(c2−c1)(t−τ)/4(|∂tU(τ)|X0 + |U(τ)|X0 + |∂tU2(τ)|L2 + |U2(τ)|L2)dτ.
It remains to deduce an estimate of the time and space derivatives from the previous estimate that
gives only a control of the D(∂) derivatives of U . We first observe that
|D(∂)U(t)|X0 + |D(∂)U2(t)|L2
≥ |∂tU(t)|X0 + |∂tU2(t)|L2 −
∑
i=1,2
ci(|χ2i ∂xU(t)|X0 + |χ2i ∂xU2(t)|L2)
≥ |∂tU(t)|X0 + |∂tU2(t)|L2 − C(|∂xU |X0 + |∂xU |L2).
We know from (5.44) that
|D(∂)U(t)|X0 + |D(∂)U2(t)|L2 ≥ |∂tU(t)|X0 + |∂tU2(t)|L2 − C(|U(t)|X0 + |U2(t)|L2).
We have thus proven that
|∂tU(t)|X0 + |∂tU2(t)|L2 − C(|U(t)|X0 + |U2(t)|L2)
≤ h 14Ceǫ0(c2−c1)t/4(|U(0)|X1 + |U2(0)|L2 + |∂tU2(0)|L2)
+ h−
3
4C
∫ t
0
eǫ0(c2−c1)(t−τ)/4(|∂tU(τ)|X0 + |U(τ)|X0 + |U2(τ)|L2 + |∂tU2(τ)|L2)dτ.
(5.46)
From Proposition 5.5, we have
|U(τ)|X0 + |U2(τ)|L2 ≤ h
1
4C(|U(0)|X0 + |U2(0)|L2)eǫ0(c2−c1)τ/4, for τ ∈ [0, t],
and therefore
h−
3
4C
∫ t
0
eǫ0(c2−c1)(t−τ)/4(|U(τ)|X0 + |U2(τ)|L2)dτ ≤ t h−
1
2C(|U(0)|X0 + |U2(0)|L2)eǫ0(c2−c1)t/4,
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consequently, we finally deduce from (5.46) that
|∂tU(t)|X0 + |∂tU2(t)|L2 ≤ h
1
4C(1 + h−
3
4 t)eǫ0(c2−c1)t/4(|U(0)|X1 + |U2(0)|L2 + |∂tU2(0)|L2)
+h−
3
4C
∫ t
0
eǫ0(c2−c1)(t−τ)/4(|∂tU(τ)|X0 + |∂tU2(τ)|L2)dτ.
Note that we could avoid the additional algebraic growth but that we do not need to refine.
The Gronwall’s inequality yields that there exists a constant C1 such that
|∂tU(t)|X0 + |∂tU2(t)|L2 ≤ h
1
4C1(1 + h
− 3
4 t)eǫ0(c2−c1)t/4+h
− 34C1t(|U(0)|X1 +
∑
α=0,1
|∂αt U2(0)|L2).
This yields the desired estimate for the time derivative by taking h large enough. We finally deduce
from (5.44) that the same estimate also holds for |∂xU(t)|X0 . This ends the proof of the order-1
energy estimate.
Higher-order energy estimates. We will do this by an induction argument. First of all, assume
that we already have the estimates for |U |Xk−1 and |κ(D)∂αt U2|L2 with k ≥ 2 and α ≤ k − 1:
|U |Xk−1 +
∑
α≤k−1
|∂αt U2|L2
≤ h 14Ck−1(|U(0)|2Xk−1 +
∑
α≤k−1
|∂αt U2(0)|2L2)(1 + h−
3
4 t)k−1eǫ0(c2−c1)t/4+h
− 34C1t.
As previously, we get start with the estimate of |Dk(∂)U |X0 . One can write the system solved by
Dk(∂)U as
∂tD
k(∂)U = JLMD(∂)
kU + Fk(U) (5.47)
where
Fk(U) =
k−1∑
i=0
D(∂)i
(
J [D(∂), LM ] + [∂t, D(∂)]
)
D(∂)k−1−iU
will be considered as the source term.
From the Duhamel formula, we find
D(∂)kU(t) = SM(t, 0)D(∂)
kU(0) +
∫ t
0
SM (t, τ)Fk(U(τ))dτ
and therefore, we again obtain from Proposition 5.5 that
|D(∂)kU(t)|X0∩L2
≤ h 14Ceǫ0(c2−c1)t/4(|U(0)|Xk +
∑
α≤k−1
|∂αt U2(0)|L2) + h
1
4C
∫ t
0
eǫ0(c2−c1)(t−τ)/4|Fk(τ)|X0∩L2dτ.
(5.48)
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It remains to estimate the source term Fk(t). We have
|Fk(U)|X0
≤
k−1∑
i=0
(|JD(∂)i[D(∂), LM ]D(∂)k−1−iU |X0 + |D(∂)i[∂t, D(∂)]D(∂)k−1−iU |X0)
≤
k−1∑
i=0
∑
j=1,2
[|JD(∂)iχ2j [LM − Lj , ∂t]D(∂)k−1−iU |X0 + cj |JD(∂)i[LM , χ2j ]∂xD(∂)k−1−iU |X0
+cj |JD(∂)iχ2j [LM − Lj, ∂x]D(∂)k−1−iU |X0
]
+
k−1∑
i=0
|D(∂)i[∂t, D(∂)]D(∂)k−1−iU |X0 .
Consequently, by using again the same arguments to estimate the commutators and the observation
(already used in the order-1 estimate) that the commutator [D(∂), LM ] = S (computed in (5.33)),
acts like 1hLM , we can get that
|Fk(U)|X0 + |Fk(U)|L2 ≤
1
h
Ck
∑
α+β=k
α≤k−1
(|(∂αt ∂βxU2, ∂αt ∂β+1x U1)t|X0 + |∂αt ∂βxU |X0) +
1
h
C|U |Xk−1 ,
and so by using Lemma 5.8 again we arrive at
|Fk(U)|X0 + |Fk(U)|L2 ≤
1
h
Ck(|∂kt U |X0 + |U |Xk−1 +
∑
α≤k
|∂αt U2|L2).
Going back to (5.48) one has
|D(∂)kU(t)|X0 + |D(∂)kU2(t)|L2
≤ h 14Ceǫ0(c2−c1)t/4(|U(0)|Xk +
∑
α≤k
|∂αt U2(0)|L2))
+h−
3
4Ck
∫ t
0
eǫ0(c2−c1)(t−τ)/4(|∂kt U(τ)|X0 + |U(τ)|Xk−1 +
∑
α≤k
|∂αt U2(τ)|L2)dτ.
For the left-hand side, we observe that
|D(∂)kU(t)|X0 + |D(∂)kU2(t)|L2 ≥ |∂kt U(t)|X0 + |∂kt U2(t)|L2 −C(
∑
α+β≤k
α≤k−1
|∂αt ∂βxU(t)|X0 + |U(t)|Xk−1),
which together with (5.45) allows to get
|D(∂)kU(t)|X0 + |D(∂)kU2(t)|L2 ≥ |∂kt U(t)|X0 + |∂kt U2|L2 − C(|U(t)|Xk−1 +
∑
α≤k−1
|∂αt U2|L2).
Consequently, by using the induction assumption to estimate |U |Xk−1 +
∑
α≤k−1 |∂αt U2|L2 , we find
|∂kt U(t)|X0 + |∂kt U2|L2 ≤ h
1
4Ck−1(1 + h−
3
4 t)k−1eǫ0(c2−c1)t/4+h
− 34C1t(|U(0)|Xk +
∑
α≤k
|∂αt U2(0)|L2)
+h−
3
4Ck
∫ t
0
eǫ0(c2−c1)(t−τ)/4(|∂kt U(τ)|X0 + |∂kt U2(τ)|L2)dτ.
Using the Gronwall’s inequality as before yields
|∂kt U(t)|X0 + |∂kt U2|L2 ≤ h
1
4Ck(|U(0)|Xk +
∑
α≤k
∂αt |U2(0)|)(1 + h−
3
4 t)keǫ0(c2−c1)t/4+h
− 34C1t.
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Finally, by using again Lemma 5.8 and by taking h large enough such that h−
3
4C1 ≤ ǫ0(c2 − c1)/4
we conclude that
|U(t)|Xk +
∑
α≤k
|∂αt U2|L2 ≤ h
1
4Ck(|U(0)|Xk +
∑
α≤k
|∂αt U2(0)|)(1 + ǫ0(c2 − c1)t)keǫ0(c2−c1)t/2, ∀t ≥ 0.
This completes the proof of Theorem 5.2.
Remark 5.9. Note that in the proof of Theorem 5.2, the only information about the positions of
the solitary waves are in the interaction estimates given in Lemma 5.4. These localization estimates
are true on any interval of time for which the distance between the centers of the solitary waves is
bigger than h which is considered as a large parameter. We can use this remark to get an estimate
for SM (t, τ) for 0 ≤ t ≤ τ. Indeed by using again the reversibility symmetry of the water waves
system and the symmetries of the solitary waves of Theorem 1.1, consider U(t, x) the solution of
(5.5) with initial data at t = τ , then
U˜(t, x) =
(
U1(τ − t,−x),−U2(τ − t,−x)
)t
is still a solution on [0, τ ] of (5.5) with M(t, x) = Q1(x− c1t) +Q2(x− c2t− h) replaced by
M˜ (t, x) = Q1(x+ c1τ − c1t) +Q2(x+ c2τ + h− c2t)
and with initial data for U˜ at t = 0. Consequently, we see that on [0, τ ], the center of the solitary
waves are located at x = x1 = −c1|t − τ | and x = x2 = −c2|t − τ | − h. Consequently, the slow
solitary wave Q1 is now located on the right. Nevertheless, we observe that for t ∈ [0, τ ], we still
have
x1 − x2 ≥ (c2 − c1)|t− τ |+ h ≥ h
and thus the solitary waves are still at least at distance h uniformly in τ . Consequently, we still get
as in Theorem 5.2 that
|U˜(t)|Ek ≤ h
1
4Ck|U˜(0)|Hs(k)
(
1 + ǫ0(c2 − c1)tk
)
e
ǫ0t
2 , ∀t ∈ [0, τ ].
This yields in the original time variable
|U(t)|Ek ≤ h
1
4Ck|U(τ)|Hs(k)
(
1 + ǫ0(c2 − c1)(τ − t)k
)
e
ǫ0(τ−t)
2 , ∀t ∈ [0, τ ].
By combining with Theorem 5.2, we thus obtain that the fundamental solution SM(t, τ) of system
(5.5) enjoys the estimate
|SM (t, τ)U |Ek ≤ h
1
4Ck|U |Hs(k)
(
1 + ǫ0(c2 − c1)|t− τ |k)
)
e
ǫ0|t−τ |
2 , ∀t, τ ≥ 0. (5.49)
5.4. Proof of Proposition 5.1: Construction of the approximate solution. Now we can
go back to the study of the linear systems solved by Vl (1 ≤ l ≤ N) (5.2), (5.3) in order to prove
Proposition 5.1.
We first note from the fact that (5.4) and (5.5) are equivalent via the transformation U(t) =
RV (t), with R invertible, we get from Theorem 5.2 and (5.6)
|SΛM (t, τ)V |Ek ≤ h
1
4Ck(ǫ0)|V |Hs(k)(1 + |t− τ |k)eǫ0(c2−c1)|t−τ |/2, ∀t, τ ≥ 0 (5.50)
where SΛM (t, τ) is the fundamental solution of the system (5.4).
Let us go back to the construction of the approximate solution V (t, x) =
∑N
l=1 δ
lVl(t, x) with
δ = e−ǫ0h. For V1(t), we have to solve
∂tV1 − JΛ[M ]V1 = −R˜M ,
where the right hand side satisfies (see 5.1) the estimate
|R˜M |Ek ≤ Cke−ǫ0(c2−c1)t, ∀t ≥ 0, k ∈ N.
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We choose the solution
V1(t, x) = −
∫ ∞
t
SΛM(t, τ)R˜M (τ)dτ.
From the estimate (5.50) of the fundamental solution, V1 is well-defined and satisfies the estimate
|V1(t)|Ek ≤ h
1
4Ck
∫ ∞
t
(1 + |t− τ |)keǫ0(c2−c1)(τ−t)/2
k∑
l=0
‖∂ltR˜M (τ)‖Hs(k−l)dτ
≤ h 14Ck
∫ ∞
t
(1 + |t− τ |)keǫ0(c2−c1)(τ−t)/2e−ǫ0(c2−c1)τdτ
≤ h 14Ck,1(ǫ0)e−ǫ0(c2−c1)t, for t ≥ 0.
For the general case of Vl (2 ≤ l ≤ N), we have to solve
∂tVl − JΛ[M ]Vl =
l∑
p=2
∑
1≤l1,...,lp≤N
l1+···+lp=l
1
p!
DpF [M ](Vl1 , . . . , Vlp) := Rl(t, x). (5.51)
We shall use an induction argument. Let us assume that we already have already built Vj, 1 ≤ j ≤
l − 1 that satisfy the estimate
|Vj(t)|Ek ≤ h
2j−1
4 Ck,j(ǫ0)e
−jǫ0(c2−c1)t, ∀t ≥ 0.
We get for the right-hand side of (5.51) that
|Rl(t, x)|Ek =
∣∣ l∑
p=2
∑
1≤l1,...,lp≤N
l1+···+lp=l
1
p!
DpF [M ](Vl1 , . . . , Vlp)
∣∣
Ek
≤ h 2l−14 Ck,l(ǫ0)e−lǫ0(c2−c1)t.
Taking
Vl(t, x) = −
∫ ∞
t
SΛM (t, τ)Rl(τ)dτ
as a solution, we get thanks to (5.50)
|Vl(t)|Ek ≤ h
2l−1
4 Ck,l(ǫ0)
∫ ∞
t
(1 + ǫ0(c2 − c1)(τ − t))keǫ0(c2−c1)(τ−t)/2e−lǫ0(c2−c1)τdτ
≤ h 2l−14 Ck,l(ǫ0)e−lǫ0(c2−c1)t, ∀t ≥ 0.
This ends the proof of Proposition 5.1. 
6. The nonlinear problem
After the study of the approximate solution Ua of water-wave system, we need to consider the
remainder solution UR = U − Ua where U is the solution of the water-wave system (1.6) and UR
satisfies {
∂tU
R = F(Ua + UR)−F(Ua)−Rap, t > 0,
UR(0) to be fixed later
(6.1)
Proposition 6.1. Let m ≥ 2, Ua ∈ Wm+s[0,∞) and Rap ∈ Xm+3[0,∞). There exists a solution UR =
(ηR, ϕR)t ∈ L∞([0,∞), Hm+4 ×Hm+ 72 ) for (6.1) with a fixed initial value UR(0) such that
H − ‖ηa‖L∞ − ‖ηR‖L∞ > 0
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and
|UR(t)|
Hm+4×Hm+72 ≤ CN,mh
2N+1
4 δN+1e−(N+1)ǫ0(c2−c1)t, for any t ∈ [0,∞).
Proof. The proof is left to the reader, it suffices to use the same arguments as in the proof of
Theorem 1.3. 
End of the proof of Theorem 1.2. Since we have already shown the global existence of the remain-
der solution UR, we know that there exits a (semi-) global solution U(t, x) = Ua(t, x) +UR(t, x) =
M(t, x)+V (t, x)+UR(t, x) to the water-wave system (1.5). It only remains to describe the asymp-
totic behavior of U(t) when t tends to +∞. Since
U(t) =M(t, x) +
N∑
l=1
δlVl(t) + U
R(t)
with δ = e−ǫ0h and with Vl and UR that satisfy the estimates from Proposition 5.1 and Proposi-
tion 6.1, we have
|Vl(t)|Es ≤ h
2l−1
4 CN,se
−lǫ0(c2−c1)t, |UR(t)|Xs+3 ≤ h
2N+1
4 CN,sδ
N+1e−(N+1)ǫ0(c2−c1)t.
This gives in particular
|Vl(t)|Hs ≤ h
2l−1
4 CN,se
−lǫ0(c2−c1)t, |UR(t)|Hs ≤ h
2N+1
4 CN,sδ
N+1e−(N+1)ǫ0(c2−c1)t
for any t ∈ [0,∞). We thus get that
lim
t→+∞ |U(t)−M(t)|Hs = 0.
This ends the proof of Theorem 1.2. 
7. Appendix: Proof of Lemma 5.7
7.1. Proof of (5.12). We shall only prove the case i = 1, the case i = 2 can then be obtained by
symmetric arguments. Let us recall that as in (3.2), (3.1), the Dirichlet-Neumann operator G[η]
can be defined by:
G[η]u = ∂Pn u
b|z=0
where ub satisfies the elliptic system on the flat strip S = R× [−1, 0]{ ∇x,z · P∇x,zub = 0, in S
ub|z=0 = u, ∂Pn ub|z=−1 = 0.
(7.1)
with the notations
P = P [η] =
(
H + η −(z + 1)∂xη
−(z + 1)∂xη 1+(z+1)
2(∂xη)2
H+η
)
and ∂Pn = n ·P∇x,z where n = −ez is the outward unit normal to the boundary z = −1. Note that
∂Pn |z=−1 = − 1H+η∂z.
One can see by the Green’s Formula that
(G[η]u, v) =
∫
S
P∇x,zub · ∇x,zvb
and so we have
([∂t, G[η]]u, u) =
∫
S
∂tP∇x,zub · ∇x,zub − 2
∫
S
P∇x,z((∂tu)b − ∂tub) · ∇x,zub.
In the following we shall use the notations (j =M, 1, 2)
G[ηj ] = Gj , P [ηj] = Pj and u
b[ηj ] = u
b
j.
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We also set u = χ1U2 for the sake of convenience. Then we can write
([∂t, GM −G1]u, u)
=
∫
S
∂t(PM − P1)∇x,zubM · ∇x,zubM +
∫
S
∂tP1∇x,z(ubM − ub1) · ∇x,zubM
+
∫
S
∂tP1∇x,zub1 · ∇x,z(ubM − ub1)− 2
∫
S
(PM − P1)∇x,zubM · ∇x,z((∂tu)bM − ∂tubM )
− 2
∫
S
P1∇x,z[(∂tu)bM − ∂tubM − (∂tu)b1 + ∂tub1] · ∇x,zubM
− 2
∫
S
P1∇x,z((∂tu)b1 − ∂tub1) · ∇x,z(ubM − ub1).
(7.2)
Let us recall that the solitary wave η2 satisfies the exponential decay estimate
|∂αx η2(x− h− c2t)| ≤ Cαe−d(1+|x−h−c2t|
2)
1
2 for x, t ∈ R
Consequently, we shall use the weight f defined by
f(t, x) = e−ǫ(1+|x−h−c2t|
2)
1
2
where ǫ ∈ [0, d] will be chosen sufficiently small.
From (7.2), we first get the estimate∣∣([∂t, GM −G1]u, u)∣∣ ≤ C(‖f∇x,zubM‖L2(S) + ‖∇x,z(ubM − ub1)‖L2(S)
+ ‖∇x,z
(
(∂tu)
b
M − ∂tubM − (∂tu)b1 + ∂tub1
)‖L2(S)) · (‖∇x,zubM‖L2(S) + ‖∇x,zub1‖L2(S)
+ ‖∇x,z
(
(∂tu)
b
M − ∂tubM
)‖L2(S) + ‖∇x,z((∂tu)b1 − ∂tub1)‖L2(S)). (7.3)
From the elliptic problem (7.1), we first get the estimates (this follows for example by using the
decomposition (3.6) of the solution, we refer to [4], [24] for example)
‖∇x,zubi‖L2(S) ≤ C|Pu|L2(R2) ≤ C(|PU2|2L2 + |U2|2L2), i =M, 1, (7.4)
where in the last step we used (5.11). To conclude, we still need the estimates for fubM , u
b
M − ub1,
(∂tu)
b
j − ∂tubj and (∂tu)bM − ∂tubM − (∂tu)b1 + ∂tub1 with j = M, 1. We shall deal with them one by
one.
1) Estimate for e−ǫ(1+|x−h−c2t|
2)
1
2 ubM . As in the proof of Proposition 3.2, we get that e
−ǫ(1+|x−h−c2t|2)
1
2 ubM
solves the elliptic equation{ ∇x,z · PM∇x,z(fubM ) = −[f, ∇x,z · PM∇x,z]ubM , in S,
fubM |z=0 = fu, ∂PMn (fubM )|z=−1 = −[f, ∂PMn ]ubM |z=−1 = 0
We introduce the decomposition
fubM = m(z, |D|)(fu) + v
where m(z, |D|) is the Fourier multiplier cosh (|D|(z+1))
cosh |D| . We get for v the system{ ∇x,z · PM∇x,zv = −∇x,z · PM∇x,z(m(fu))− [f, ∇x,z · PM∇x,z]ubM , in S,
v|z=0 = 0, ∂zv|z=−1 = 0.
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From an energy estimate (as in the proof of Proposition 3.2), we obtain that
‖∇x,zv‖2L2(S) ≤ C
(
‖∇x,z(m(z, |D|)(fu))‖L2(S)‖∇x,zv‖L2(S)
+ (ǫ2‖fubM‖L2(S) + ǫ‖∇x,z(fubM )‖L2(S))(‖v‖L2(S) + ‖∇x,zv‖L2(S))
)
(7.5)
where in particular we have use the fact that
|∇x,zf | . ǫf.
Next, we can use the Poincare´ inequality in the strip S which yields
‖v‖L2(S) ≤ C‖∇x,zv‖L2(S)
and the fact that u = χ1U2 which yields thanks to (5.11) and Lemma 5.4
‖m(z, |D|)(fu)‖L2(S) + ‖∇x,z(m(z, |D|)(fu))‖L2(S) ≤
1
h
C(|PU2|L2 + |U2|L2)
to obtain from (7.5) by taking ǫ small enough that
‖v‖2L2 + ‖∇x,zv‖2L2 ≤
1
h
C(|PU2|2L2 + |U2|2L2).
This yields
‖∇x,z(fubM)‖2L2 + ‖fubM‖2L2 ≤
1
h
C(|PU2|2L2 + |U2|2L2). (7.6)
2) Estimate for ubM − ub1. Let us set
g = −(PM − P1)∇x,zubM ,
we get that ubM − ub1 solves{ ∇x,z · P1∇x,z(ubM − ub1) = ∇x,z · g, in S,
ubM − ub1|z=0 = 0, ∂z(ubM − ub1)|z=−1 = 0
The standard energy estimate for this problem yields
‖∇x,z(ubM − ub1)‖2L2 ≤ C‖g‖22 ≤ C(‖fubM‖2L2 + ‖∇x,z(fubM)‖2L2),
which results (combined with the Poincare´ inequality and (7.6)) in
‖ubM − ub1‖2L2 + ‖∇x,z(ubM − ub1)‖2L2 ≤
1
h
C(|PU2|2L2 + |U2|2L2).
3) Estimate for (∂tu)
b
j − ∂tubj . As previously, we can set gj = ∂tPj∇x,zubj with j = M, 1, to get
that (∂tu)
b
j − ∂tubj satisfies the system{ ∇x,z · Pj∇x,z((∂tu)bj − ∂tubj) = ∇x,z · gj , in S,
(∂tu)
b
j − ∂tubj |z=0 = 0, ∂PMn ((∂tu)bj − ∂tubj)|z=−1 = −ez · gj |z=−1 = 0
and we obtain that
‖(∂tu)bj − ∂tubj‖2L2 + ‖∇x,z((∂tu)bj − ∂tubj)‖2L2 ≤ C‖gj‖2L2 ≤ C(|PU2|2L2 + |U2|2L2) (7.7)
thanks to (7.4).
4) Estimate for (∂tu)
b
M − ∂tubM − (∂tu)b1 + ∂tub1. We write v = (∂tu)bM − ∂tubM − (∂tu)b1 + ∂tub1
here and we know from 3) that{ ∇x,z · P1∇x,zv = ∇x,z · [gM − g1 − (PM − P1)∇x,z((∂tu)bM − ∂tubM )], in S,
v|z=0 = 0, ∂PMn v|z=−1 = −ez · [gM − g1 − (PM − P1)∇x,z((∂tu)bM − ∂tubM )]|z=−1
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From a basic energy estimate, we obtain
‖∇x,zv‖2 ≤ C(‖(PM − P1)∇x,z((∂tu)bM − ∂tubM )‖L2 + ‖∂t(PM − P1)∇x,zubM‖L2
+‖∂tP1∇x,z(ubM − ub1)‖L2
≤ C[‖f((∂tu)bM − ∂tubM )‖L2 + ‖∇x,z(f(∂tu)bM − ∂tubM )‖L2 + ‖fubM‖L2 (7.8)
+‖∇x,z(fubM )‖L2 + ‖∇x,z(ubM − ub1)‖L2 ]
where we use again f = e−ǫ(1+|x−h−c2t|2)
1
2 . To conclude, we need to estimate w = f((∂tu)
b
M−∂tubM ).
We observe that w solves{ ∇x,z · PM∇x,zw = −[f, ∇x,z · PM∇x,z]((∂tu)bM − ∂tubM )− f∇x,z · ∂tPM∇x,zubM , in S,
w|z=0 = 0, ∂zw|z=−1 = 0.
We can proceed as in step 1) to obtain that
‖w‖2L2 + ‖∇x,zw‖2L2 ≤ C‖f∂tPM∇x,zubM‖2L2 +
1
h
C(|PU2|2L2 + |U2|2L2) ≤
1
h
C(|PU2|2L2 + |U2|2L2)
thanks to (7.6). We can thus also obtain by combining the last estimate, (7.8) and the estimates
of step 1) and step 2) that
‖v‖2L2 + ‖∇x,zv‖2L2 ≤
1
h
C(|PU2|2L2 + |U2|2L2).
Gathering all the previous estimates, we finally obtain (5.12).
7.2. Proof of (5.13). Since
([[∂t, GM ], χ1]u, v) = ([∂t, GM ]χ1u, v)− ([∂t, GM ]u, χ1v)
= ∂t(GMχ1u, v)− (GMχ1u, ∂tv)− (GM∂t(χ1u), v)− ∂t(χ1GMu, v)
+((∂tχ1)GMu, v) + (χ1GMu, ∂tv) + (χ1GM∂tu, v),
we get by using the Green’s Formula on the flat strip S that
([[∂t, GM ], χ1]u, v) = ∂t
∫
S
PM∇x,z(χ1u)b · ∇x,zv† − ∂t
∫
S
χ1PM∇x,zub · ∇x,zv†
−∂t
∫
S
(∇x,zχ1) · PM∇x,zub · v† −
∫
S
PM∇x,z(χ1u)b · ∇x,z(∂tv)†
+
∫
S
χ1PM∇x,zub · ∇x,z(∂tv)† +
∫
S
(∇x,zχ1) · PM∇x,zub (∂tv)†
−
∫
S
PM∇x,z(∂t(χ1u))b · ∇x,zv† +
∫
S
(∂tχ1)PM∇x,zub · ∇x,zv†
+
∫
S
∇x,z(∂tχ1) · PM∇x,zub v† +
∫
S
χ1PM∇x,z(∂tu)b · ∇x,zv†
+
∫
S
(∇x,zχ1) · PM∇x,z(∂tu)b v†
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where ub is ubM are satisfying (7.1) with ηM , and v
† = χ(z|D|)v with χ a smooth compactly
supported cut-off function such that χ(0) = 1. One can rewrite the above as
([[∂t, GM ], χ1]u, v)
=
∫
S
[∂tPM∇x,z(χ1u)b · ∇x,zv† − ∂tPMχ1∇x,zub · ∇x,zv† − (∇x,zχ1) · ∂tPM∇x,zub v†]
+
∫
S
[PM∇x,z(∂t(χ1u)b − (∂t(χ1u))b) · ∇x,zv† − χ1PM∇x,z((∂tu)b − ∂tub) · ∇x,zv†
− (∇x,zχ1) · PM∇x,z((∂tu)b − ∂tub) v†]
:= A1 +A2
(7.9)
while noticing that ∂tv
† = (∂tv)†. We will deal with A1 first. We have
A1 =
∫
S
∂tPM∇x,z((χ1u)b − χ1ub) · ∇x,zv† +
∫
S
∂tPM (∇x,zχ1)ub · ∇x,zv†
−
∫
S
(∇x,zχ1) · ∂tPM∇x,zub v†,
Since (χ1u)
b − χ1ub solves the equation{ ∇x,z · PM∇X,z((χ1u)b − χ1ub) = [χ1, ∇x,z · PM∇x,z]ub, in S,
(χ1u)
b − χ1ub|z=0 = 0 ∂PMn ((χ1u)b − χ1ub)|z=−1 = [χ1, ∂PMn ]ubz=−1 = 0,
by using the definition of χ1 and (5.8), we again obtain from an energy estimate that
‖∇x,z((χ1u)b − χ1ub)‖L2 ≤
1
h
C(|Pu|L2 + |u|L2). (7.10)
By using again (5.8), we thus obtain
A1 ≤ 1
h
C(|Pu|2L2 + |Pv|2L2 + |u|2L2 + |v|2L2),
where we used the fact that ‖∇x,zv†‖2 ≤ C|Pv|L2 . On the other hand, one can rewrite
A2 =
∫
S
PM∇x,z
(
∂t(χ1u)
b − (∂t(χ1u))b − χ1∂tub + χ1(∂tu)b
)
· ∇x,zv†
+
∫
S
PM (∇x,zχ1) ·
[
(∂tu
b − (∂tu)b)∇x,zv† −∇x,z(∂tub − (∂tu)b) v†
]
.
We already have the estimate for ∂tu
b − (∂tu)b from step 3) of the last subsection, it only remains
to estimate w = ∂t(χ1u)
b − (∂t(χ1u))b − χ1∂tub + χ1(∂tu)b. We get for w the equation in S
∇x,z · PM∇x,zw =−∇x,z · ∂tPM∇x,z(χ1u)b + [χ1, ∇x,z · PM∇x,z](∂tub − (∂tu)b)
+ χ1∇x,z · ∂tPM∇x,zub
that we can rewrite as
∇x,z · PM∇x,zw =−∇x,z · ∂tPM∇x,z
(
(χ1u)
b − χ1ub
)
+ [χ1, ∇x,z · PM∇x,z](∂tub − (∂tu)b)
+ [χ1,∇x,z · ∂tPM∇x,z]ub
with the boundary conditions
w|z=0 = 0, ∂PMn w|z=−1 = 0.
We thus get the estimate
‖w‖L2 + ‖∇x,zw‖L2 ≤ C
(
‖∇x,z
(
(χ1u)
b − χ1ub
)‖L2 + 1h‖∂tub − (∂tu)b‖H1 + 1h‖ub‖H1).
49
Consequently, by using (7.10), (7.7) and (7.4), we obtain
‖w‖L2 + ‖∇x,zw‖L2 ≤
1
h
(|Pu|L2 + |u|L2)
and hence
|A2| ≤ 1
h
(|Pu|L2 + |u|L2)(|Pv|L2 + |v|L2).
Gathering the estimates for A1 and A2, we end the proof by substituting u = χ1U2 and v = U2
into the estimates. 
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