This paper is concerned with the convergence and long-term stability analysis of the feedback particle filter (FPF) algorithm. The FPF is an interacting system of N particles where the interaction is designed such that the empirical distribution of the particles approximates the posterior distribution. It is known that in the mean-field limit (N = ∞), the distribution of the particles is equal to the posterior distribution. However little is known about the convergence to the mean-field limit. In this paper, we consider the FPF algorithm for the linear Gaussian setting. In this setting, the algorithm is similar to the ensemble Kalman-Bucy filter algorithm. Although these algorithms have been numerically evaluated and widely used in applications, their convergence and long-term stability analysis remains an active area of research. In this paper, we show that, (i) the mean-field limit is well-defined with a unique strong solution; (ii) the mean-field process is stable with respect to the initial condition; (iii) we provide conditions such that the finite-N system is long term stable and we obtain some mean-squared error estimates that are uniform in time.
I. INTRODUCTION
Feedback particle filter (FPF) is a numerical algorithm to approximate the solution of the nonlinear filtering problem [29] , [28] . The algorithm is comprised of a system of N interacting particles. The interaction is designed such that the empirical distribution of the particles approximates the posterior distribution. The FPF algorithm is an alternative to the sequential importance sampling and resampling particle filters [8] . The salient feature of the FPF, compared to the conventional particle filters, is that it replaces the importance sampling and resampling step with a feedback control law. Because of this difference, in numerical evaluations, FPF does not suffer from issues such as particle degeneracy that is commonly observed in the conventional particle filters [8] . Also in various numerical evaluations and comparisons, it has been observed that FPF exhibit smaller simulation variance and better scaling properties with the problem dimension compared to particle filters [2] , [20] , [21] .
In the mean-field (N = ∞) limit, the FPF is known to be exact, i.e, the conditional probability distribution of the particles is equal to the posterior distribution. However, little is known about the convergence of the finite-N system to the mean-field limit and its long-term stability. The objective of this paper is to address some of these questions in the linear Gaussian setting.
In the linear Gaussian setting, the FPF algorithm is similar to the ensemble Kalman filter algorithm [28, Sec. 4.3] .
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A. Taghvaei and P. G. Mehta are with the Coordinated Science Laboratory and the Department of Mechanical Science and Engineering at the University of Illinois at Urbana-Champaign (UIUC). Ensemble Kalman filter (EnKF) was first introduced in [9] , in discrete time setting, as an alternative to the extended Kalman filter (EKF) for applications in geophysical sciences. In these applications, the state dimension is typically very high. The main advantage of the EnKF, compared to the EKF, is that the computational cost of the EnKF scales linearly with the state dimension whereas the computational cost of the EKF scales as the dimension squared.
Since its introduction, the EnKF has evolved into different formulations. The most two well-known formulations are (i) EnKF based on perturbed observation [10] and (ii) the square root EnKF [27] . For a review of the different discrete time formulations of the EnKF see [19, 
The two aforementioned discrete time formulations of the EnKF algorithm have been extended to the continuous time setting [1] . The continuous time formulation of the EnKF is usually referred to as the ensemble Kalman-Bucy filter (EnKBF). For a recent review of the EnKBF algorithm and its connection to the FPF algorithm see [23] . The EnKBF algorithm and the linear FPF have the following three established formulations:
(i) EnKBF with perturbed observation [ In our previous conference publication [25] , we presented an analysis of the deterministic linear FPF. The objective of this paper is to extend this analysis to the stochastic linear FPF. The contributions of the paper are as follows:
(i) we show that the mean-field limit is well defined and a unique solution exists (Prop. 2); (ii) we prove a result on the long-term stability of the mean-field system with respect to initial distribution (Prop. 3); (iii) we provide estimates for the mean-square error for any finite N that are uniform in time (Prop. 4 and Prop. 5).
Literature review on error analysis of EnKF: Theoretical error and convergence analysis of the EnKF algorithm is an active area of research. In the discrete time setting, it is shown that the ensemble distribution converges to the mean-field limit with the convergence rate O( 1 √ N ) for any finite time [15] [16] . The asymptotic (in time) stability analysis is more difficult. It is shown that if the system dynamics is stable and admits a Lyapunov function, and the observation model satisfies the "observable energy criterion" (which holds under full state observation), then the system is ergodic and it is stable with respect to initial conditions [26] . The well-posedness of the EnKF and its accuracy using the variance inflation technique is studied in [12] . Related finitetime results on the convergence of the discrete-time square root EnKF appear in [13] . The analysis in [13] is simpler as the model is deterministic and the update formula exactly equals the Kalman filter update formula.
The analysis for EnKBF and linear FPF is more recent. For EnKBF with perturbed observation, under certain assumptions (stable and fully observable), it has been shown that the empirical distribution of the ensemble converges to the mean-field distribution uniformly for all time with the rate
. This result has been extended to the nonlinear setting for the case with Langevin type dynamics with a strongly convex potential and full linear observation [6] .
Analysis of the deterministic linear FPF is easier because the update formuala is identical to the Kalman filter update formula. For the linear Gaussian setting, it is shown that (i) the empirical distribution converges to the mean-field limit for any finite time; (ii) and even for a finite number of particles, the long term error converges to zero [25] . The convergence and long term stability results are shown for the nonlinear setting as well, where it is assumed that drift function is Lipschitz and the system is fully observed with small measurement noise [5] .
Notation: For a vector m, m denotes the Euclidean norm. For a square matrix Σ, Σ F denotes the Frobenius norm, Σ 2 is the spectral norm, Σ ⊺ is the matrix-transpose, tr(Σ) is the matrix-trace, and cond(Σ) = Σ 2 Σ −1 2 is the condition number. The space of symmetric positive definite matrices is denoted by S d ++ . N (m,Σ) denotes a Gaussian probability distribution with mean m and covariance Σ ∈ S d ++ . The L 2 -Wasserstein distance between two probability measures µ,ν is denoted by W 2 (µ,ν). For a positive integer n, double factorial n!! = ∏ ⌊ n 2 ⌋−1 k=0 (n − 2k). The outline of the paper is as follows: Sec. II introduces the problem. Sec. III includes necessary background about stability of the Kalman-Bucy filter. The analysis of the mean-field model is presented in Sec. IV followed by the convergence of the finite-N system in Sec. V.
II. PROBLEM FORMULATION
Linear Gaussian filtering problem: Consider the linear Gaussian filtering problem: 
denotes the time-history of observations up to time t (filtration).
Kalman-Bucy filter:
For the linear Gaussian problem (1a)-(1b), the posterior distribution P(X t Z t ) is Gaussian N (m t ,Σ t ), whose mean and covariance are given by the Kalman-Bucy filter [11] :
where K t ∶= Σ t C ⊺ is the Kalman gain, and the filter is initialized with the prior N (m 0 ,Σ 0 ).
FPF algorithm:
The main steps of the FPF algorithm are to: (i) construct a stochastic process, denoted byX t , whose posterior distribution (given Z t ) is equal to the posterior distribution of X t ; (ii) and then simulate N stochastic process, denoted by
The processX t is referred to as mean-field process and the N processes
are referred to as particles. Mean-field process: The evolution ofX t is given by the sde:
whereB t is an independent copy of the process noise B t , K t ∶=Σ t H ⊺ is the Kalman gain, the mean-field terms
and the initial conditionX 0 ∼ N (m 0 ,Σ 0 ).
Finite-N system: The evolution of the particles {X i t } N i=1 is given by the sde:
The sde (3) represents the mean-field limit of the interacting particle system (5) . The model is an example of a McKean-Vlasov SDE [17] . The analysis of such a sde is referred to as propagation of chaos [22] .
Throughout the paper, we make the following assumption:
Assumption A1: The pair (A,H) is detectable and (A,σ B ) is stabilizable.
III. STABILITY OF THE KALMAN FILTER

A. Ricatti flow
For the linear Gaussian filtering problem (1a)-(1b)
Define the algebraic Riccati equation (ARE) and the differential Riccati equation (DRE) as follows:
Let Φ t,s be the state transition matrix for the linear timevarying flow
where Σ t is the solution to the DRE (7a) with initial condition Σ 0 at t = 0. 
where It follows from Lemma 1 that the Kalman filter is stable in the following sense: Let (m t ,Σ t ) and (m t ,Σ t ) be solutions to the Kalman filter equations (2a)-(2b) starting from different initial conditions (m 0 ,Σ 0 ) and (m 0 ,Σ 0 ) respectively. Then for all λ < λ 0 , there are constants M 1 ,M 2 > 0 such that [18] :
Explicit estimates of the constants M 1 ,M 2 appear in [3] .
B. Square root Riccati flow
For the linear Gaussian filtering problem (1a)-(1b) define
The following Lemma is analogue of Lemma 1 for the square root Riccati flow (10) . It is used to prove the stability of linear FPF (3) 
IV. ANALYSIS OF THE MEAN-FIELD SYSTEM
A. Exactness
Consider the mean-field sde (3) for the FPF. Define the error processξ t ∶=X t −m t . The evolution of the conditional meanm t , the conditional covarianceΣ t , and the the error processξ t are given by the respective sdes:
Note that the sdes for the mean and covariance (12a)-(12b) are identical to the Kalman filter equations (2a)-(2b), and this property holds even for non-Gaussian initial distribution forX 0 . (i) Ifm 0 = m 0 andΣ 0 = Σ 0 thenm t = m t andΣ t = Σ t for all t > 0 (ii) If the initial distributionπ 0 is Gaussian N (m 0 ,Σ 0 ) then P(X t Z t ) is Gaussian N (m t ,Σ t ) Remark 1: According to the Prop. 1 the sde (3) is exact for the case of Gaussian prior, i.e, the conditional distribution ofX t is equal to the conditional distribution of the hidden state X t . The sde (3) is not the only sde that satisfies the exactness property. In fact any sde of the following form is exact:
whereW t is an independent copy of the observation noise, and γ 1 ,γ 2 are constants. Three choices for γ 1 ,γ 2 lead to the three established forms of the linear FPF and EnKBF:
(i) γ 1 = 1 and γ 2 = 1: EnKF with perturbed observation [1] [7]; (ii) γ 1 = 1 and γ 2 = 0: Stochastic linear FPF [28, Eq. (26)] or square root EnKBF [1] (iii) γ 1 = 0 and γ 2 = 0: Deterministic linear FPF [24] .
B. Existence and uniqueness
To prove the existence of a unique solutionX t to the meanfield model (3), we use the decompositionX t =m t +ξ t and we only consider the sde (12c) for the error process. Given the solutionξ t , the existence of the solutionm t of the sde (12a) is straightforward because it is a linear sde.
The proof for the existence relies on a fixed-point iteration and contraction argument. In order to state the result, the following definitions are necessary: Let T > 0 be the terminal time. For two random processes X,Y on Ricc(Q t )ξ
withξ (Q) 0 ∼ N (0,Σ 0 ). Define the map F ∶ S → S according to
Note that sde (12c) is of the form (13) with Q t =Σ t andΣ t is a fixed point of the map F. The proof of the following proposition is omitted.
Proposition 2 (Existence of the mean-field process): Consider the Mckean-Vlasov sde (12c) and the sde (13) for a fixed terminal time T > 0.
(i) The sde (13) has a unique strong solution in X . The map F is well-defined and satisfies the bound
where C 1 = e 2κt H ⊺ H l 2,t (F(Q),0) and C 2 = H ⊺ H 2 2 e κt l 2,t (F(Q),0). (ii) The Mckean-Vlasov sde (12c) has a unique strong solution in X .
C. Stability
The result concerning the stability of the mean-field process is the following proposition whose proof appears in Appendix VI-B.
Proposition 3: (Stability of the mean-field process) Let X t denote the solution to the McKean-Vlasov sde (3) with the correct initial distribution N (m 0 ,Σ 0 ), and letX t denote the solution to the McKean-Vlasov sde (3) with the initial distributionπ 0 that has finite second moment. Letπ t ,π t denote the conditional probability distribution ofX t andX t given Z t respectively. Then for all t > 0, 
is a matrix valued martingale given by dM t ∶= 1
The equations for the empirical mean (15a) and the empirical covariance (15b) are similar to the Kalman filter equations (2a)-(2b) except the additional stochastic terms B ). We restrict the analysis to the scalar case (d = 1). In addition to Assumption A1 and A2, we make the following assumption:
Assumption A3: The eigenvalues of A have negative real part, i.e µ(A) ∶= min{−real(λ ); λ is eigenvalue of A} > 0.
A. Convergence of the empirical mean and covariance
The main result regarding the convergence of the empirical mean and empirical covariance is the following Proposition. The proof appears in the Appendix VI-C.
Proposition 4: Consider the mean-field system (3), and the finite-N system (5) for the scalar case (d = 1).
(i) For any t > 0, and as N → ∞:
where C 1 = 2α 4 Σ 2 0 [(2p − 1)!!] 1 p and C 2 = 4α 4 Σ ∞ (2Σ ∞ + Σ 0 ) with α,β defined in Lemma 2.
(ii) For any t > 0 and as N → ∞:
where the constant C 3 =
.
Remark 3:
The result regarding the convergence of the empirical covariance (16) follows does not require Assumption A3. Assumption A3 is needed to prove the estimate (17) .
B. Propagation of chaos analysis
The next objective to prove the convergence of the empirical distribution of the particles {X i t } N i=1 to the distribution of the mean-field processX t
To show the convergence, introduce N independent copies of the mean-field processX t denoted by {X i t ; i = 1,...,N} such that
for i = 1,...,N. Note thatX i t and X i t are coupled through the same initial condition and the same process noise dB i t . The result regarding the convergence of the empirical distribution is the following Proposition. The proof appears in Appendix VI-D.
Proposition 5: Consider the mean-field system (3), the finite-N system (5) , and the stochastic processesX i t defined in (18) for the scalar case (d = 1).
(i) Particles: For any t > 0 and N > 3:
for i = 1,...,N where the constant
For any Lipschitz function f , and for N > 3:
Remark 4: Similar results for the vector case for the EnKBF with perturbed observation is shown in [7] . The Assumptions in [7] are (i) The matrix A is stable; (ii) The matrix H ⊺ H = ρI (full rank observation matrix).
VI. APPENDIX
A. Proof of Lemma 2
The proof consists of two steps. 1) Consider the system dy t dt = ( √ Ricc(Σ ∞ )) ⊺ y t with the Lyapunov function V (y) = y ⊺ Σ ∞ y to conclude the convergence y t 2 ≤ e −2βt cond(Σ ∞ ) y 0 2 and hence the bound e √ Ricc(Σ ∞ )t 2 ≤ cond(Σ ∞ )e −βt . 2) Consider the system dx t dt = √ Ricc(Σ t )x t expressed as
Then use the inequality from step 1, Σ ∞ − Σ t ≤ M 1 e −βt from conclusion of Lemma 1 (because β < λ 0 ), and the Grönwall's inequality to conclude the result.
B. Proof of the Proposition 3 Proof: Use the decompositionX t =m t +ξ t andX t = m t +ξ t . The conditional meansm t ,m t and the conditional covariancesΣ t ,Σ t evolve according to the Kalman filter equations (2a)-(2b). Therefore the difference E[ m t −m t 2 ] ≤ M 2 e −2λt and Σ t −Σ t 2 ≤ M 1 e −2λt by Lemma 1.
For the difference of the error processesξ t andξ t we have concludes the estimate (19) .
Taking the mean-squared norm and using the triangle inequality yields
where we used the function f is Lipschitz, andX i t are i.i.d. Using the result of part (i) concludes the proof.
