Recently, the finite element multi-physics simulation software Elmer was coupled with the computational fluid dynamics software OpenFOAM using parallel two-way coupler EOFLibrary. In order to verify the software is applicable to magnetohydrodynamics (MHD) problems involving alternating electromagnetic fields and conductive fluids with a free surface we perform a 3D numerical simulation of levitating liquid metal in an alternating electromagnetic field and compare our results against the results of analogous numerical simulations.
Introduction
The major advantages of electromagnetic levitation are heating and melting metals without a crucible and avoiding contamination of reactive metals. The development of this technology is currently aimed towards increasing the maximum melt weight. Having started from the levitation of small axisymmetric droplets in a vertically oriented magnetic field created by two simple coaxial inductors [1] , nowadays up to 500g of aluminum can be levitated using horizontal and orthogonal two-frequency fields created by a very sophisticated inductor configuration [2] .
Since gravitational, surface tension, electromagnetic and viscous forces are acting on melt simultaneously, it makes the problem multi-physical and highly dependent on surface shape. Scaling from laboratory to industrial scale is not as straightforward as increasing inductor current, but requires testing and improving different device designs and working parameters. Considering the high costs and manufacturing time, computer simulations are becoming attractive for preliminary validation of inductor design.
Simulation tools for industrial MHD are still very few and specialized compared to fluid dynamics or electromagnetics where reliable software solutions exist for a wide range of problems. To our knowledge, there is no pronounced leader or package, even a commercial one, that could provide a ready-to-use solver for MHD with a free surface. In our opinion, the established open-source codes such as Elmer [3] and OpenFOAM [4] efficiently coupled with the EOF-Library [5] could be suitable for industrial MHD applications such as electromagnetic levitation, casting, magnetic pumps etc. Considering that these packages come with no license costs, various designs and parameters could be tested simultaneously on virtually any Linux machine, including cloud-computing services.
In this paper we reproduce the problem of levitating liquid metal in an alternating electromagnetic field [6] and compare the results against those of analogous experiment and simulation. The main goal of this work is to verify our computational model and the two-way coupler EOF-Library.
Computational model
We use two physics simulation packages for numerical simulations -the multiphysics finite element code Elmer [3] and the computational fluid dynamics code OpenFOAM [4] . Both codes are coupled using the efficient and parallelized two-way coupler EOF-Library [5] .
The computational model consists of the following steps:
1. OpenFOAM (OF) computes, interpolates and sends electrical conductivity of the fluid domain = ⋅ to Elmer, where is the fluid fraction ( = 1 for melt, = 0 for air) and is melt conductivity. 2. Elmer solves the time-harmonic electromagnetic problem which is described in terms of vector potential ⃗ and scalar potential V, and is derived from Maxwell's equations:
Where ⃗ and V are vector and scalar potentials, is the angular frequency, ⃗ is the external current source, is electrical conductivity, and denote real and imaginary parts.
3. Time harmonic magnetic field induces currents in conductive fluid. These currents interact with magnetic field and produce the time averaged Lorentz force FL:
where B is magnetic flux density, J is current density and "*" denotes a complex conjugate. The force is interpolated and sent from Elmer to OF.
4. Fluid dynamics with a free surface are modelled using the incompressible Navier-Stokes equation and the volume of fluid (VOF) method. The time averaged Lorentz force is added to the source term
where U is velocity, is the kinematic viscosity and Fg is the gravitational force.
5. All the steps starting from the 1. are repeated, the electromagnetic solver is called and the forces acting on the melt are updated if
where α and αold are melt fractions at the current time step and time step at which Elmer was previously called.
Levitating liquid problem
We solve the 3D problem of levitating liquid metal with a free surface in alternating electromagnetic field created by two coaxial inductors. Okress et al. [1] described this problem. Spitans et al. [6] reproduced the experiment and performed numerical simulations using the externally coupled ANSYS and FLUENT commercial software. Their simulation results were in agreement with the experiment, therefore we compare them to the results obtained herein.
The problem deals with two inductors with seven windings each ( Fig. 1 (a) ). Inductor currents flow in opposite directions with a 9650 Hz frequency and a homogeneous density of ampl = 3.25 ⋅ 10 ⁄ which is equivalent to a total effective current of eff = 650 . The skin effect in inductors is not considered. Initially, aluminium melt has a spherical shape and is placed 5mm above the x-axis; its electrical conductivity is melt = 3.9 ⋅ 10 ⁄ , kinematic viscosity is melt = 10 ⁄ , density is ρ = 2380 kg ⁄ , surface tension is γ = 0.94 ⁄ . The skin depth in melt is = 2.6 . The simulation time step is controlled by OpenFOAM and is limited by the Courant number < 0.5. Three turbulence models were tested: k − ε, − SST and Large eddy simulation (LES).
− and − SST turbulence models
The mesh is created using the open-source software Salome [7] . For the k − ε and the − SST turbulence models the OpenFOAM mesh has 129K structured hex cells (all the edges are 0.75mm). The Elmer mesh has 1.3M unstructured tetrahedral elements (in the fluid region the edges are ≤ 0.75mm), see Fig. 1 (b) .We start from a spherical shape and solve the problem until t = 3 with the k − ε model, then the obtained result is used as an initial condition for another 3 second simulation with the − SST model.
LES turbulence model
A finer OpenFOAM mesh is used for fluid dynamics simulation with the LES turbulence model. It has 0.97M structured hex cells (0.4mm size). The Elmer mesh was optimized and the quality of elements (aspect ratio) was improved, see Fig 1. (c) . The resulting mesh has 0.88M tetrahedral elements (in the fluid region the edges are ≤ 0.8mm). Simulation with the LES model starts from a spherical shape and runs until t = 1 . 
− and − SST turbulence models
Running the simulation in parallel on 6 cores (2 for OpenFOAM and 4 for Elmer) took 9 hours for the − model. Starting from an initial spherical shape, the simulation reached a quasi-stationary state. 71% of the computational time was due to Elmer that recomputed the EM field 59 times; one computation took 6.5 minutes on average. OF performed 8075 time steps, where one time step took about 1 second.
The simulation with the − SST model was also run on 6 cores (2 for OpenFOAM and 4 for Elmer) and took 12 hours to complete. 88% of computational time was due to Elmer which recomputed the EM field 105 times; one computation took 6 minutes on average. OF performed 2717 time steps, each one took about 1 second.
The results are shown in Fig. 2 . For the − SST model the melt is located lower, consequently, the Lorentz force is dominant. Velocity magnitudes for the − SST model are more than 2 times lower comparing to the − model. Both turbulence models produce similar melt shape and inner vortex structure.
Comparison between our − SST results and [6, 8] is shown in Fig. 3. (a) . The shape of the melt is in a very good agreement with the reference simulation results, but it differs from the experimentally measured shape. Velocity magnitude differs by more than 30% comparing with the analogous simulation. 
LES turbulence model
The simulation with the LES turbulence model ran for 88 hours to simulate 1 second on 16 cores (8 for OpenFOAM and 8 for Elmer). 87% of computational time was due to Elmer, which recomputed the EM field 2284 times; one computation took 2 minutes on average. OF performed 18967 time steps, where one time step took about 2.5 seconds.
Contrary to the − and the − SST models, the LES turbulence model introduces perturbations to the axisymmetric problem and the melt experiences rotation and random deformations. We underestimated these effects while building the computational mesh and defined a too narrow fluid region. During the simulation 14% of the melt were lost because of the small simulation domain and open boundary conditions. Comparison between our LES model results (averaged for = [0. 5, 1] ) and the reference result [6] is shown in Fig. 3. (b) . Melt surface development in time including the time when it reaches the outer boundary of the computational domain is shown in Fig. 4 . 
Conclusions
We used Open-source software for all simulation steps, including pre-and postprocessing to produce the results shown in this paper. We successfully ran OpenFOAM and Elmer simulation software coupled with the EOF-Library on one node with 16 physical cores and demonstrated that the computational model (electromagnetic and fluid dynamics solvers coupled through electrical conductivity and the Lorentz force) and the EOF-Library code are capable of solving the 3D levitating melt problem with two coaxial inductors.
Three turbulence models -k − ε, − SST and Large eddy simulation (LES) -were tested. We found that k − ε and − SST produce similar melt shapes, although the k − ε model overestimates viscosity magnitude and yields velocity magnitude twice smaller than expected. The melt shape obtained with the − SST model is in a very good agreement compared to the equivalent simulation performed using commercial software [6] , but it still differs from the experimentally measured shape and velocity magnitudes differ by 30% compared to the analogous simulation. Deviations in the velocity could be due to a coarse mesh or different turbulence model implementations in fluid dynamics codes.
We ran a computationally intensive simulation with the LES turbulence model, but due to a small computational domain and open boundary conditions 14% of the melt were lost during the simulation. As a result, the obtained melt shape and the average flow pattern differ from the reference experiment and simulation. The results could be improved by increasing the fluid domain size, building a finer EM mesh and running the simulation for a longer time.
In all the simulations the computational performance was limited by the electromagnetic solver which took up to 88% of simulation time. The criteria for updating the electromagnetic field have to be revised and the computational load balancing between OF and Elmer needs to be improved.
