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 統計情報を利用したタスク割り当て手法：Statistics based Filter Select（以下では SFSelectと
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よぶ）


































































特徴選択 統計情報を用いたタスク割り当て手法 SFSelectでは，Backward Stepwise Selectionと同
様に，全てのフィルタの中から劣ったフィルタを徐々に取り除いていく．






特徴量フィルタ fi とは，データ djを引数にとり，djが性質 pi を満たせば 1を,そうでなければ 0
を返す関数である. 例えば，画像が茶色いか否かを判定するフィルタ fbrown(dj)は, dj が茶色い画像
データであれば 1を,そうでなければ 0を返す. 形式的には次のように定義される．
定義 1 (特徴量フィルタ). D = fd1; : : : ; dngをデータ集合とし，piを判定したい性質とする．このと




1 if dj satises pi
0 if dj dosen
0t satisfy pi
なお，以下では fi(dj) = 1 のとき，データ djはフィルタ fiにマッチする，とよぶことがある．
fi(dj) = 0のときはその逆である．
次に空フィルタ femp を定義する．空フィルタ femp は全てのデータにマッチする特徴量フィルタ
であり，次のように定義される．
定義 2 (空フィルタ). 空フィルタ femp : D ! f1; 0gは次である．




定義 3 (特徴量ベクトル). 性質の列 p1 : : : pm に関するデータ di 2 D の特徴量ベクトル xi とは次で
ある．
xi = (f1(di); f2(di);    ; fm(di))
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問題定義
本章では，本論文で扱う問題を定式化する．まず，分類したいデータの集合をD = fd1; d2 : : : ; dng
とし，D 中の各データがクラス cに属するか判定するタスクの集合を T = ft1; t2; : : : ; tngとする．
ここで，各 ti は di がクラス cに所属するか否か分類するためのタスクである (図 1.1)．
このとき，本論文における分類タスクの割当て順序制御とは，タスクの処理順序を表す列 T 0 を
動的に作る事である．ここで，T 0 は T 中の全てのタスクをそれぞれ一度含む列である．例えば，
T = ft1; t2; t3gの時，T 0 = [t2; t1; t3]などが考えられる．
T 0 を動的に作るとは，T 0 を先頭から順に作る際に，時点 k までに割り当てたタスク列 T 0k (最終
的な T 0 の部分列)のタスク結果の集合 Resultsk を見て，次のタスク tp を決定すると言う事である
(図 1.2)．また，次に割り当てるタスクを決定する際に，クラウドソーシングと機械処理によって作
成した特徴量フィルタを利用する．したがって，本論文で扱う手法は，次の手順になる．
1. 入力として，データ集合D，タスク集合 T ,および特徴量フィルタの集合 Fall = ff1; : : : ; fmg
をとる．
2. 時点 0でのタスク列を T 00 = []とする．
3. タスクを行ってもらいながら，時点 k + 1のタスク列 T 0k+1 を順次計算する．
4. T 0(= T 0n)と，T 0 に含まれる分類タスクを処理した結果の集合 Results（ = Resultsn）を出
力する．
上記 (3)において T 0k+1 を求める際の入出力は次の通りである．
入力ある時点 k までに行われたタスク列 T 0k と，T 0k に含まれる分類タスクを処理した結果の
集合 Resultsk，および特徴量フィルタの集合 Fall = ff1; : : : ; fmg．
出力 T 0k+1 = T 0k + [tp]．ただし，tp は，特徴量フィルタを用いて，T   Set（T 0k）から選ばれ
る．Setは列を集合に変換する関数であるとする．
出力される T 0 の善し悪しは，いかに少ないタスク数で多くの正例 (クラス cに属するデータ)を
発見できたかで評価される．つまり，一定のタスク数がこなされたときの適合率で評価される．
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以降では，統計情報を利用したタスク割り当て手法 SFSelectと，既存の機械学習手法を利用した





統計情報を利用した手法 SFSelectでは,時点 k までのタスク処理結果に関する特徴量フィルタの
統計情報をもとに，tp を選択するために利用するフィルタの選別を行う．この手法は，第 6章で述
べる手法と比べると，以下の 2つの特徴をもっている．（特徴 1）各特徴に 1と 0という離散的な重
みづけを行う．（特徴 2)多くの有効なフィルタにマッチするデータを持つタスクを優先する．
5.1 概要
統計情報を利用したタスク割り当て手法 SFSelectのアルゴリズムを Algorithm 1に示す. SFSelect
の入力はタスク集合 T とフィルタ集合 Fallであり; 出力はタスク処理結果の列 Resultsである.
このアルゴリズムにおけるフィルタの選別手法は，Backward Stepwise Selection の一種である．
すなわち次のようにしてフィルタを選別する．まず，Fall 中のフィルタを Factive というフィルタ集
合に所属させる．そして，ワーカからの回答をもとに，他のフィルタと比べて相対的に有効でない
と一時的に判断されたフィルタを順次 Finactive に移動させる．Factive はその時点において有効で
あるとされているフィルタの集合であり，Finactive はその時点において有効ではないとされている
フィルタの集合である．また，マッチするデータを全て見つけたフィルタは Ffinish というフィル
タ集合に移動させる (図 5.1). Ffinish の詳細は, 5.2節で説明する.
本アルゴリズムは次のように動作する．まず，Fall 中のフィルタを全て Factive に所属させ,
Finactive; Ffinish は空にする (1 行目, 2 行目) . つまり, 全てのフィルタが有効なものであるとみ
なす.
そして未処理のタスクのうち, Factive に属するフィルタに最も多くマッチするデータを持つタス
クを選ぶ (5行目) . 5行目の getMaxMatchTasks関数は, 未処理のタスク集合から, Factive に属する
フィルタに最も多くマッチするタスクの集合を返す関数である. マッチするフィルタの数が多いデー
タを持つタスクを優先して割り当てるのは,マッチするフィルタが多いほど,正例である確率が高い
















ランダムに 1つ選択する (12行目) . そして選択されたタスクをワーカに割り当て,回答を得る (13行
目) .
ワーカから回答が得られたら, その結果を Resultsに加え (14行目) , タスク処理結果保存テーブ
ル RTableの内容を更新する (15行目). RTableの例を表 5.1に示す. RTableを利用してフィルタ
の選別を行い,再びタスクの処理を開始する.
5.2 フィルタの選別
本章ではフィルタの選別 (16 行目～22 行目) について説明する. フィルタの選別は Factive に属
するフィルタを対象に, RTable を用いて行う (16 行目) . そして選別の結果, 取り除くフィルタを
Factive から Finactive に移す. この動作は図 5.1の左側に示されている.
具体的には, Factive に属する 2 つのフィルタの組み合わせ全てについて, 適合率に有意差がある
か検定を行う. 17 行目の existSignificantDiff 関数は, 与えられた 2 つのフィルタ f1，f2 について
Precision(f1) = Precision(f2)という帰無仮説の検定を行い，2つのフィルタの適合率に有意差が有る
か否かを返す関数である. この関数は RTableの値をもとに検定を行う. RTableには各フィルタに
マッチしたタスクに関して,正例の個数と負例の個数が保存されており,これを用いてフィルタの適
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合率を計算する. 検定の結果, 2 つのフィルタの適合率に有意差が存在するとされた場合, 適合率が
劣っている方のフィルタを Factiveから Finactive に移す (19行目, 20行目) . つまり,適合率の有意に







Algorithm 1では,ワーカに割り当てるタスクが存在しない場合が生じる. その場合の処理 (6行目
から 11行目)について説明する. まず,割り当てるタスクが存在しないとは, Factive 中のフィルタに
マッチするデータをもつ未処理のタスクが存在しないということである. この場合, Factive中のフィ
ルタの適用を終了し; Finactive に属するフィルタを対象に選別を開始する. つまり,残っているフィ
ルタ集合を対象に, フィルタの選別を再び始める. 具体的には, まず, 図 5.1 の右側のように, Factive
中のフィルタを全て Ffinish へと移す (8行目) . Ffinish は,未処理のタスクのいずれにもマッチしな
いフィルタの集合である. そして, Finactive 中のフィルタを全て Factive に移し (9行目) ,再びタスク
の処理とフィルタの選別を開始する.
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Algorithm 1 SFSelect
Input: T , Fall
Output: Results
1: Factive ( Fall
2: Finactive ( ;; Ffinish ( ;
3: Results( []
4: while jResultsj != jT j do
5: candidateTasks( getMaxMatchTasks(T; Factive )
6: /*factive 中のフィルタにマッチするタスクがなくなった場合*/
7: if candidateTasks.empty? then
8: Ffinish ( Ffinish [ Factive
9: Factive ( Finactive /*残っているフィルタの中で選別を開始する*/
10: next
11: end if
12: task ( getRandom(candidateTasks)
13: result( ask(task) //タスクをワーカに割り当て,回答を入手
14: Results.add(result)
15: updateTable(RTable, Results)
16: for all f1; f2 s:t: f1 2 Factive ^ f2 2 Factive ^ f1 6= f2 do
17: /*フィルタの性能をペアワイズで比較*/
18: if existSignificantDiff(RTable, f1, f2) then
19: inferiorF ( getInferiorF(f1; f2)











ML のアルゴリズムを Algorithm2 に示す. このアルゴリズムの入力は, 統計情報を利用した手法
のアルゴリズムと同じく, タスク集合 T とフィルタ集合 Fall である. 出力はタスク処理結果の集合
Resultsである.
このアルゴリズムでは, ワーカからの回答を訓練データと見なし, 訓練データをもとに各フィル
タに対し重みづけを行う (8行目). 訓練データは第 3 章で述べた特徴量ベクトルと同じ形式をとり,
ワーカからの回答を正解ラベルとして持つ. そして得られた重みを用いて未処理のタスク全てのスコ
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Algorithm 2 ML
Input: T , Fall
Output: Results
1: TrainingData ( ;
2: Results( ;
3: while jResultsj != jT j do
4: candidateTasks( Classifier.getMaxScoreTask(tasks)
5: task ( getRandom(candidateTasks)
6: result( ask(task) //タスクをワーカに割り当て,回答を入手
7: Results.add(result)
8: TrainingData.add(result)//得られた回答を訓練用データに追加
9: Classifier.learn(results; Fall) //現在までのタスク処理結果を利用し再学習
10: end while
スク tにおいて使用するデータを dとするとき, tのスコア score(t)は以下のように計算される.
score(t) = w1f1(d) + w2f2(d) +   + wmfm(d);
wi 2 R; fi(d) 2 f0; 1g
ここで, wiはフィルタ fiの重みであり;実数である. 例えば, フィルタ数が 3 でそれらの重み
が (w1; w2; w3) = (2; 1; 1)であり, あるタスク tに対応するデータ dついて (f1(d); f2(d); f3(d)) =
(1; 0; 1)であるとき; tのスコアは
score(t) = w1f1(d) + w2f2(d) + w3d3(d) = 2  1 + 1  0 + 1  1 = 3
となる























その結果，適合と判断された記事は 225 件（全体の約 3.8%），不適合と判断された記事は 6,459
件（全体の約 96.2%）であった．また，得られたデータの信頼性を確認するために，得られたデー

















事 dに「恫喝」というキーワードが含まれていれば f恫喝(d) = 1となるようにした．各キーワード
から作成したフィルタの適合率，再現率を表 7.2 に示す．なお，作成したフィルタのうち，選択率
が 0%のものは削除した．なぜなら，選択率 0%のフィルタは正例の発見に役立たないためである．





図 7.2より，286個のフィルタの大半は適合率が 10%以下である一方で，適合率が 50%を超えて
いるフィルタも少数ながら存在していることが分かる．
第 7章 シミュレーション 17
表 7.2 シミュレーションで用いるフィルタ（空フィルタと，F値が高い順に上位 3件）
キーワード 選択率 適合率 再現率 F値
femp （空フィルタ） 100% 3.8% 100% 7.3%
f疑惑 疑惑 1.4% 56.2% 21.4% 31.0%
f逮捕 逮捕 2.3% 21.7% 13.5% 16.6%


















図 7.3，図 7.4にシミュレーションの結果を示す．図 7.3，図 7.4の横軸は累積タスク数であり，縦
軸は再現率である．図 7.3は全てのタスクの結果を示したものであり，図 7.4は 500タスク目まで




と比べて，少ないタスク数で多くの正例を発見していることがわかる．また，SFSelect と ML で
は，はじめから 2,000タスク目付近までは SFSelectの方が高い再現率となっている一方で，約 3500
タスク目以降では ML の方が SFSelect を上回っていることがわかる．また，表 7.3，図 7.4 より，
SFSelectとMLの差は，累積タスク数が少ない時点の方が多い時点と比べ，大きくなっていること
が確認できる．































表 7.3 各手法での Precision@n
Random SFSelect ML
Precision@50 3.6% 59.5% 12.8%
Precision@100 3.4% 45.0% 22.3%
Precision@500 3.6% 26.0% 19.3%
Precision@1,000 3.7% 17.7% 14.9%
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