It is well known that the second-order cone and the circular cone have many analogous properties. In particular, there exists an important distance inequality associated with the second-order cone and the circular cone. The inequality indicates that the distances of arbitrary points to the second-order cone and the circular cone are equivalent, which is crucial in analyzing the tangent cone and normal cone for the circular cone. In this paper, we provide an alternative approach to achieve the aforementioned inequality. Although the proof is a bit longer than the existing one, the new approach offers a way to clarify when the equality holds. Such a clarification is helpful for further study of the relationship between the second-order cone programming problems and the circular cone programming problems.
Introduction
The circular cone [, ] is a pointed closed convex cone having hyperspherical sections orthogonal to its axis of revolution about which the cone is invariant to rotation. Let L θ denote the circular cone in R n , which is defined by
with · denoting the Euclidean norm and θ ∈ (,
, the circular cone L θ reduces to the well-known second-order cone (SOC) K n [, ] (also called the Lorentz cone), i.e.,
In particular, K  is the set of nonnegative reals R + . It is well known that the second-order cone K n is a special kind of symmetric cones [] . But when θ = π  , the circular cone L θ is a non-symmetric cone [, , ].
In [] , Zhou and Chen showed that there is a special relationship between the SOC and the circular cone as follows:
where I n- is the (n -) × (n -) identity matrix. Based on the relationship () between the SOC and circular cone, Miao et al. [] showed that circular cone complementarity problems can be transformed into the second-order cone complementarity problems. Furthermore from the relationship (), we have
Besides the relationship between second-order cone and circular cone, some topological structures play important roles in theoretical analysis for optimization problems. For example, the projection formula onto a cone facilitates designing algorithms for solving conic programming problems [-]; the distance formula from an element to a cone is an important factor in the approximation theory; the tangent cone and normal cone are crucial in analyzing the structure of the solution set for optimization problems [-]. From the above illustrations, an interesting question arises: What is the relationship between second-order cone and circular cone regarding the projection formula, the distance formula, the tangent cone and normal cone, and so on? The issue of the tangent cone and normal cone has been studied in [], Theorem .. In this paper, we focus on the other two issues. More specifically, we provide an alternative approach to achieve an inequality which was obtained in [], Theorem .. Although the proof is a bit longer than the existing one, the new approach offers a way to clarify when the equality holds, which is helpful for further studying in the relationship between the second-order cone programming problems and the circular cone programming problems.
In order to study the relationship between second-order cone and circular cone, we need to recall some background materials. For any vector x = (x  , x  ) ∈ R × R n- , the spectral decomposition of x with respect to second-order cone is given by
where
x , and u ()
x are expressed as
with w = 
x , and v ()
x are called the spectral values and the spectral vectors of x associated with K n , whereas μ  (x), μ  (x) and v
x are called the spectral values and the spectral vectors of x associated with L θ , respectively.
To proceed, we denote x + (resp. x θ + ) the projection of x onto K n (resp. L θ ); also we set a + = max{a, } for any real number a ∈ R. According to the spectral decompositions () and () of x, the expressions of x + and x θ + can be obtained explicitly, as stated in the following lemma.
have the spectral decompositions given as
() and () with respect to SOC and circular cone, respectively. Then the following hold: (a)
where u =
Based on the expression of the projection x θ + onto L θ in Lemma ., it is easy to obtain, for any
where ω =
Main results
In this section, we give the main results of this paper. 
Now, applying Theorem ., we can obtain the relation on the distance formulas associated with the second-order cone and the circular cone. Note that when θ = π  , we know
In the following theorem, we only consider the case θ = 
The proof is complete.
Remark . Here, we say a few more words as regards part (c) in Theorem . 
Proof of Theorem 2.2
(a) For any x = (x  , x  ) ∈ R × R n- , from the spectral decomposition () with respect to the
x , where u ()
x and u ()
x are given as in (). It follows from Lemma .(a) that (Ax) + 
x . Hence, we obtain the distance dist(Ax, K n ):
, from the spectral decomposition () with respect to circular cone and Lemma .(b), with the same argument, it is easy to see that
Proof of Theorem 2.3
In this case, there are two subcases for the element Ax.
where the first inequality holds since tan θ <  (it becomes an equality only in the case of x = ), and the second inequality holds since cot θ >  (it becomes an equality only in the case of x  = ). On the other hand, if
where the third inequality holds because x  ≤ -x  cot θ , and the fourth inequality holds since x  > -x  tan θ ≥ . Therefore, for the subcases of x ∈ -L * θ , we can conclude that
On the other hand, it follows from -
This implies that
From this and θ ∈ (, π  ), we see that
To sum up, from all the above and the fact that max{cot θ ,
Again we discuss the following three cases.
With this, it is easy to verify that dist(Ax,
). Moreover, we note that
Thus, it follows that
and dist(Ax,
Since -
Again, there are two subcases for the element Ax.
This together with θ ∈ (
Moreover, by the expressions of dist(Ax, K n ) and dist(x, L θ ), it is easy to verify
On the other hand, if -
Therefore, it follows that
where the first inequality holds due to -x  tan  θ < x  tan θ , and the second inequality holds due to x  tan θ < -x  and θ ∈ (
From all the above analyses and the fact that max{tan θ ,
Thus, the proof is complete.
Remark . We point out that Theorem . is equivalent to the results in [], Theorem ., that is, for any x, z ∈ R n , we have
and
However, the above inequalities depends on the factors A and A - . Here, we provide a more concrete and simple expression for the inequality. What is the benefit of such a new expression? Indeed, the new approach provides the situation where the equality holds, which is helpful for further study of the relationship between the second-order cone programming problems and the circular cone programming problems. In particular, from the proof of Theorem ., it is clear that dist(Ax, K n ) = tan θ · dist(x, L θ ) holds only under the cases of x = (x  , x  ) ∈ L θ or x  = ; otherwise we would have the strict inequality dist(Ax, K n ) < tan θ · dist(x, L θ ). In contrast, it takes tedious algebraic manipulations to obtain such situations by using () and ().
The following example elaborates more why dist(Ax, K n ) = tan θ · dist(x, L θ ) holds only in the cases of x = (x  , x  ) ∈ L θ or x  = .
Example . Let x = (x  , x  ) ∈ R × R n- and
When x ∈ L θ , we have Ax ∈ K n . It is clear to see that dist(Ax, K n ) = tan θ · dist(x, L θ ) = .
When x  = , i.e., x = (x  , ) ∈ R × R n- , it follows that Ax = (x  tan θ , ). If x  ≥ , we have x ∈ L θ and Ax ∈ K n , which implies that dist(Ax, K n ) = tan θ · dist(x, L θ ) = . In the other case, if x  < , we see that x ∈ -L * θ and Ax ∈ -K n . All the above gives dist(Ax,
