We prove the well-posedness (existence and uniqueness) of a renormalized solution to nonlinear parabolic equations with variable exponents and L 1 -data. The functional setting involves LebesgueSobolev spaces with variable exponents.
Introduction
We consider a bounded open spatial domain Ω ⊂ R N (N 2) with a Lipschitz boundary denoted by ∂Ω. Fixing a final time T > 0, we set Q T = (0, T ) × Ω and Σ T = (0, T ) × ∂Ω. Our aim is to prove the existence and uniqueness of renormalized solutions u to the nonlinear parabolic equation
where f ∈ L 1 (Q T ), u 0 ∈ L 1 (Ω) and p : Ω → (1, +∞) is a continuous function. The study of problems with variable exponent is a new and interesting topic which raises many mathematical difficulties (see [19, 31, 34, 3, 4] ). One of our motivations for studying (1) comes from applications to electrorheological fluids (we refer to [31] for more details) as an important class of non-Newtonian fluids (sometimes referred to as smart fluids). Other important applications are related to image processing (see [19] ) and elasticity (see [34] ). Eq. (1) can be viewed as a generalization of the classical p-Laplacian equation
with constant p ∈ (1, +∞). Note that (1) has a more complicated nonlinearity than the classical p-Laplacian (2) since it is nonhomogeneous. Existence and uniqueness of renormalized solutions to problem (2) is nowadays well known and was established by Blanchard and Murat in [12] . We recall that the notion of renormalized solutions was introduced in [20] by DiPerna and Lions in their study of the Boltzmann equation. This notion was adapted to the study of some nonlinear elliptic problems with Dirichlet boundary conditions by Boccardo, Diaz, Giachetti, and Murat [15] and Lions and Murat (see Lions [28] ). Later it was extended to more general problems of parabolic, elliptic-parabolic and hyperbolic type (see [28, 13, 14, 29, 11] ). Let us also mention that an equivalent notion of solutions, called entropy solutions, was introduced independently by Bénilan et al. in [8] (see also [2] ). In two former papers (see [7, 33] ) we have already studied the corresponding elliptic problem for the p(x)-Laplacian and also more general elliptic equations with variable exponents involving lower order terms. In particular, we have established an existence and uniqueness result for renormalized solutions of the stationary problem with arbitrary L 1 -data. Relying on these results and using nonlinear semigroup theory, it is easy to deduce existence of a unique mild solution for the abstract Cauchy problem corresponding to (1) and arbitrary L 1 -data (cf. Section 4) . In this paper we use the results from abstract semigroup theory to prove existence and uniqueness of renormalized solutions to the parabolic problem (1) for arbitrary L 1 -data.
The paper is organized as follows: In Section 2 we recall some basic notations and properties of Sobolev spaces with variable exponents. In addition, we prove an interpolation result that will be used later to obtain a-priori-estimates. In Section 3, the definition of renormalized solution is given as well as the main result, Theorem 3.1, on existence of renormalized solutions to problem (1) . Section 4 is devoted to the study of some properties of renormalized solutions and to the proof of existence of approximate solutions to (1) . Theorem 3.1 is proved in Section 5. In Section 6 we prove uniqueness of renormalized solutions. Finally we make some remarks on the equivalence between the solution concept used in this paper, the notion of renormalized solution, and the notion of entropy solution which is another suitable solution concept for elliptic and parabolic problems with L 1 -data (cf. e.g. [8, 30, 2, 32] ).
Mathematical preliminaries

Sobolev spaces with variable exponents
We recall in some definitions and basic properties of the generalized Lebesgue-Sobolev spaces L p(·) (Ω), W 1,p(·) (Ω) and W
1,p(·) 0
(Ω), where Ω is an open subset of R N . We refer to Fan and Zhao [23] for further properties of variable exponent Lebesgue-Sobolev spaces. (Ω) .
If 
holds true.
Extending a variable exponent
which, of course, shares the same type of properties as L
p(·) (Ω).
We define also the variable Sobolev space
we may consider one of the following equivalent norms
We define also W (Ω) with p ∈ C (Ω) and p − 1, the Poincaré inequality holds (cf. [24] )
for some universal constant C which depends on Ω and the function p. For p ∈ C (Ω) with 1 < p − p + < N the Sobolev embedding holds (see e.g. [22] )
for any measurable function r :
Remark 2.2. The variable exponent p : Ω → [1, ∞) is said to satisfy the log-continuity condition if
where ω : (0, ∞) → R is a nondecreasing function with lim sup α→0 + w(α) ln( 1 α ) < +∞. Logcontinuity condition (7) is used to obtain several regularity results for Sobolev spaces with variable exponents; in particular,
0 (Ω). Moreover, if p satisfies the log-continuity (7) condition and 1 < p − p + < N, then the Sobolev embedding holds also (see e.g. [21] for more details) for r (·) 
We do not need these regularity properties to prove our results and will most exclusively work with
Lebesgue and Lebesgue-Sobolev spaces with only continuous variable exponents p :
Remark 2.3. Note that the following inequality
in general does not hold (see [23] for more details).
We will also use the standard notations for Bochner spaces, i.e., if q 1 and X is a Banach space, then L q (0, T ; X) denotes the space of strongly measurable functions u :
Technical lemma
We now prove a "version" of a weak Lebesgue space estimate that goes back to Boccardo and Gallouët [16] for parabolic equations with constant exponents (p(·) = p constant). We establish the following result. 
and
where, for γ 0, B γ = {γ |u| γ + 1}, it follows that
for all continuous functions q(·) on Ω satisfying
Proof. In a first step let q + be a constant satisfying 1 q
Note that (12) in particular implies q + < p − . According to the continuous embedding W
(Ω), for any integer γ 0 1, we deduce from (9) and Hölder inequality (14) so that
Note that q + < N and thus q + * > 1 where q + * = 
dt.
By the Sobolev inequality, we have
for some constant c 3 > 0. Using Hölder inequality, and the estimates (15), (16) , (17) , the result is
for some constants c 4 , c 5 , c 6 > 0. Since
which ensures that the series which appears in (18) is convergent, we deduce from (18) 
thus from (15) and (16) we obtain
for some constant c 8 > 0. In particular, there exists a constant c 9 > 0 such that
Now let us consider a continuous variable exponent q on Ω satisfying the pointwise estimate (11) . By the continuity of p(·) and q(·) on Ω there exists a constant δ > 0 such that
Observe that Ω is compact and therefore we can cover it with a finite number of balls (B i ) i=1,...,k .
Moreover, there exists a constant α > 0 such that
We denote by q respectively. In particular, it is easy to check that, instead of the global estimate (18), we find
Denote by g i the average of g i over B i ∩ Ω:
In view of (20) and (22), we deduce
By Poincaré-Wirtinger inequality, we obtain
for some constant c 10 > 0. Keeping in mind (21), we deduce from (24), (25) and (23) g
, for some constants c 11 , c 12 > 0. Obviously, this implies that, for some constant c 13 ,
Finally, since q
conclude from (23) and (26) that 
In fact, in this case there exists a continuous function s(·) such that
(Ω)). Finally the result follows from the continuous embedding L
(Ω)).
Renormalized solutions
We start by defining truncation/renormalization functions. For any given γ > 0, we define the
Moreover, we will need the following associated function (renormalization)
for any γ > 0. Notice that T γ and φ γ are Lipschitz continuous, piecewise C 1 functions satisfying
where sign(z) denotes the sign of z. For each integer n 2, the function S n satisfies
We shall use the following definition of renormalized solutions for the parabolic equation (1) 
and, for any renormalization
Moreover, the initial condition is satisfied in the sense
Several remarks are in order. In particular, we have to make sure that all the terms in (30) as well as the initial condition make sense. 
In the same way we associate to 
In Moreover, using (3) and Hölder inequality, we find the estimate
uous. The first embedding in (32) can be proved in a similar way. Note that both embeddings are dense. We consider the first embedding and fix
and extend v by zero onto R.
Remark 3.2. Note that the inclusions in (32) are, in general, strict (for nonconstant exponent p(·)).
In particular, a function that satisfies (27) does not automatically satisfy (28) . As an example, consider
. By symmetry the same holds for ∂ ∂ y v, and thus
On the other hand,
and this last improper integral diverges.
Remark 3.3. Note that, if p(·)
= p is constant, i.e., if we consider the classical evolution problem (2) for the p-Laplacian, then, of course, (27) implies (28) In view of the definition of a renormalized solution and the preceding remarks, we are naturally led to introduce the functional space
which, endowed with the norm
or, the equivalent norm
is a separable and reflexive Banach space. The equivalence of the two norms is an easy consequence of the continuous embedding L 
In particular, since 
(ii) One can represent the elements of V * as follows: If T ∈ V * , then there exists
is a Banach space. In fact, it is the dual space of the Banach space
Note also that, if u is a renormalized solution of (1), then S(u) t ∈ V * + L 1 (Q T ). In fact, for any ξ ∈ D(Q T ), using Hölder's inequality, we find
Remark 3.5. The initial condition (31) makes sense. In fact, if u is a renormalized solution, then,
The proof of this lemma follows the same lines as the proof of the corresponding result in the case of a constant exponent p, Theorem 1.1 of [29] , and therefore is omitted here. 
for all c > 0.
Our main result is the following theorem: In the general case 1 < p − < N, we are still able to prove existence of a renormalized solution u to (1), but the gradient of u only has a meaning in the sense of Remark 3.6.
Properties of renormalized solutions
In order to find more estimates for renormalized solutions and also to get useful a-priori-estimates of approximate solutions to the equation, the following integration-by-parts-formula plays a crucial role: 
Now we may state the first result on additional properties of renormalized solutions:
for all γ > 0, and
for all x ∈ Ω.
Proof. Proof of (41). We take S = S n and choose ϕ = 1 γ T γ (u) in (38). Employing the integration-byparts-formula for the evolution term, letting first n → ∞ and second γ → 0, it follows that
Proof of (42). We take S = S n and ϕ = T γ (u) in (38). After letting n → ∞, we find
which yields (42).
Proof of (43). Take S = S n and ϕ = φ γ (u) in (38) and letting n → ∞, we obtain
which yields (43).
Proof of (44). We take S = S n and ϕ = φ γ (T k (u)) in (38), k > 0. As n → ∞, we now find
for all k > 0. By Lemma 2.1 and (41), we deduce from (45)
for some constant C > 0 independent of k. Herein, q is a continuous variable exponent on Ω satisfying 1 q(x) <
N(p(x)−1)+p(x) N+1
for all x ∈ Ω. Finally, by an application of Fatou's lemma, (44) follows after letting k → ∞ in (46). 
Ω). Then a weak solution u of (1) is also a renormalized solution.
By a weak solution u of (1) we understand a solution in the sense of distributions that belongs to the energy space, i.e., u ∈ V ,
and u(0, ·) = u 0 .
Proof of Lemma 4.3. As u ∈ V and f ∈ V * , from Eq. (47), we deduce that ∂ t u ∈ V * . By density of D(Q T ) in V , (47) is equivalent to
and ψ ∈ D(Q T ), we deduce easily that u satisfies the renormalized equation (38). Condition (29) holds since u ∈ V implies |Du| p (x) ∈ L 1 (Q T ) and {γ < |u| < γ + 1} → 0 as γ → ∞. The remaining conditions for being a renormalized solution hold trivially. 2
Approximate solutions: the semigroup approach
In [33] we have studied elliptic problems of the form
where β is a maximal monotone graph in R × R and F : R → R N is a locally Lipschitz continuous function. For p ∈ C (Ω) with 1 < p − p + < N existence and uniqueness of a renormalized solution of (E)( f ) has been proved for any f ∈ L 1 (Ω) (see also [32] for results in the case 1 < p − p + < N for the case of a log-continuous exponent and [7] for regularity properties of renormalized solutions in the case p − > 2 −
N
). In particular, it follows from the results of [33] that, for all f ∈ L 1 (Ω), λ > 0, there exists a unique renormalized solution u : Ω → R of the problem
i.e. u is a measurable function such that
, respectively, the following comparison principle holds:
As the roles of u and v, respectively, f and g, can be exchanged, the contraction does not only hold for the positive parts, but for the absolute values of the corresponding functions. By interpolation it follows
The proof of (51) follows the same lines as the proof of the comparison principle, Theorem 7.1, in [33] . The second estimate can be proved by using in the renormalized equation for u, v, respectively, the renormalization function S n and the test function
, passing to the limit in the difference of the two resulting equations successively with n → ∞ and then γ → 0.
In terms of nonlinear operators the preceding result reads as follows: If A is the nonlinear operator defined in L
and the resolvent of A, the mapping
is an order-preserving contraction with respect to the L 1 -and L ∞ -norm (and thus with respect to any L s -norm, 1 s ∞) (see [9] for the theory of completely accretive operators). In particular, the nonlinear operator A is m-accretive in L 1 (Ω), i.e., the range condition (54) holds and the resolvent is a contraction in the L 1 -norm. By the general theory of nonlinear semigroups (see, e.g., [10] or [5] ) we conclude that the abstract evolution problem corresponding to (1), i.e., the Cauchy problem for the nonlinear operator A
0 , solutions of time-discretized problems given by an implicit Euler scheme of the form
where
Let us recall that the mild solution of (C P )(u 0 , f ) depends continuously on the data; more pre-
the following contraction principle holds: for any 0 t T ,
In the case where the operator A is m-completely accretive, a corresponding contraction principle for mild solutions also holds with respect to any L r -norm, 1 r ∞. More precisely, in this case, for any 1 r ∞, we have
is the unique mild solution of (C P )(u 0 , f ) if and only if u is the unique integral solution of (C P )(u 0 , f ) in the sense of Bénilan [10, 5] :
, if u satisfies the following family of integral inequalities: for any (v, w) ∈ A, for any 0 s t T , we have
where 
) (such type of data will be called "smooth data" for short in the following), then the mild solution u of (C P )(u 0 , f ) is already a strong solution, i.e.,
In other words, according to the definition of A, for smooth data u 0 , f , the mild solution u satisfies, for almost all t ∈ (0, T ),
and, for any renormalization S,
By the definition of A, using in the discretized approximate equation (55) 
which holds by the monotonicity of T γ and S n , and then passing to the limit with n → ∞ yields the a-priori-estimate
As a consequence, we find
(Ω)). It follows that the mild (=strong for smooth data) solution u of (C P )(
N for all γ > 0.
In the same way, using in the time-discretized equations the renormalization S = S n and the test
Passing to the limit with ε → 0 in this inequality, using (3), we get the following estimate for the mild solution u:
For smooth data u 0 and f which is also essentially bounded on Ω and Q T , respectively, according to the L ∞ -contraction principle for mild solutions of the Cauchy problem for an m-completely accretive operator A and as A0 = 0, for almost all t ∈ (0, T ), we also have
thus the mild (=strong) solution is also essentially bounded on Q T , and therefore u is also a weak
be arbitrary, and consider smooth and essentially bounded approximations of this data, functions
As to the right-hand side f it is clear that this type of approximation exists. As to the initial data we may, of course, always approximate
For such L ∞ -datum consider the function u 0,ε = (I + ε A) −1 (u 0 ). By the complete accretivity of A and
Moreover, by definition of A and as u 0,ε is essentially bounded, u 0,ε ∈ W 1,p(·) 0
(Ω) and
Testing this equation with u 0,ε yields, for all ε > 0, the estimate
It follows that, for any ϕ ∈ D(Ω), by the Hölder inequality,
and according to (62), the right-hand side of the preceding inequality tends to 0 as ε → 0. As a consequence, we have ε div(|∇u 0,ε
Taking into account (61) we can conclude that u 0,ε → u 0 in L 2 (Ω) as ε → 0, and therefore also in
. By the way, the above proof shows that D( A) is dense in L 1 (Ω) which was claimed before.
By the aforementioned results, for any ε > 0, the mild solution u ε of (C P )(u 0,ε , f ε ) with u 0,ε , f ε as in (60), is already a strong solution and also a weak and thus renormalized solution of the parabolic problem (1). Moreover, by the general theory of nonlinear semigroups, the mild solution u ε converges,
Our aim is to prove that this mild solution is also a renormalized solution. The proof of this result consists of two main steps. First, we prove ε-uniform a-priori-estimates in certain Bochner spaces as well as in appropriate variable exponent Lebesgue spaces for u ε and ∇u ε . Second, we pass to the limit in the renormalized equations as ε → 0. on Ω.
Proof of Theorem 3.1
A-priori-estimates
u ε L q − (0,T ;W 1,q(·) 0 (Ω)) C ,(
Basic convergence results
The a-priori-estimates in Lemmas 5.1 and 5.2, together with the
guaranteed by nonlinear semigroup theory, imply the following basic convergence results:
for any γ > 0.
By the preceding lemma, for the mild solution u of (C P )(u 0 , f ), we have T γ (u) ∈ V for any γ > 0. 
Proof. According to the preceding section (see (59)), the weak solution u ε satisfies the energy estimate
Since φ n = T n+1 − T n and thus ∇φ n (u ε ) = 1 {n |u ε | n+1} ∇u ε a.e. in Q T , we deduce lim sup
, passing to the limit n → ∞ yields the desired result. 2
Strong convergence
We start by recalling a suitable time-regularization procedure, which was first introduced by Landes [27] , and employed by several authors to solve nonlinear time dependent problems with L 1 or measure data (see e.g. [29, 13] ).
We denote this time regularized function to T γ (u) by (T γ (u)) μ , with μ > 0. It is defined as the
with the initial condition
where w μ 0 is a sequence of functions such that
Following [27] we can easily prove
, and strongly in V , as μ → ∞.
The proof of the following lemma is very similar to that in [6, 13] with constant exponents. 
To continue our proof of Theorem 3.1 we need the following proposition. 
Proof. 
and E(ε) → 0 by (72). Next in the set where 1 < p(x) < 2 we use (75) as follows: (72), it follows that the right-hand side of the preceding inequality tends to 0 as ε → 0. Combining the two preceding convergence results yields
i.e., (73) holds.
Proof of (72).
N as μ → ∞, in order to prove (72), it is actually sufficient to prove
In order to prove this last estimate, we use ϕ = S n (u ε )V ε,μ in (48), where
The result is
Our next goal is to pass to the limit in (79)-(82) as, successively, ε → 0, μ → ∞ and then n → ∞.
Using the definitions of S n (see Section 3) and V ε,μ , and Lemma 5.5 with S = S n to deduce that for
By the definition of V ε,μ , (64), and Lemma 5.3, we deduce for any μ > 0
Next, as supp S n ⊂ [−(n + 1), −n] ∪ [n, n + 1], we have for any n ∈ N and any μ > 0
From (84) we deduce that lim sup 
for any μ > 0 and any n ∈ N. We use (70) and that f S n (u) ∈ L 
By the definition of S n (see Section 3), we have for any n γ
Moreover, by the definition of S n ,
As
N , passing to a subsequence if necessary, we may assume
N to some function Z n+1 . In view of Lemma 5.3 and (70) it follows 
Taking into account the weak convergence of 
In the following we pass to the limit ε → 0 (in the sense of distributions) in each of the terms in (89).
it is easy to pass to the limit in the first and the right-hand side term. Let us study the second term. We have
and, because of (73), 
Using the boundedness of S and that S (u ε ) converges to S (u) a.e. in Ω to deduce from (73) that
This concludes the treatment of the third term in (89), as
and the proof of the existence result is complete.
Uniqueness of renormalized solutions
In this section we prove uniqueness of a renormalized solution of (1). In fact, the uniqueness result as well as the comparison principle for renormalized solutions is an immediate consequence of the following result. (C P )(u 0 , f ) .
In particular, a renormalized solution of (1) is unique.
As mild solutions of the Cauchy problem for an m-completely accretive operator A satisfy the comparison principle (57), an immediate consequence of the preceding theorem is Corollary 6.1. Let u, v be renormalized solutions of (1) corresponding to data (u 0 , f ), (v 
for any 0 t T .
Proof of Theorem 6.1. 
According to the integration-by-parts-formula, the first term reads − v) dr d(τ , x) as n → ∞, by Lebesgue's dominated convergence theorem, since S n (u) → 1 a.e. on Q T as n → ∞ and S n (u) L ∞ (Q T ) 1 for all n ∈ N.
There is no difficulty in passing to the limit with n → ∞ in the second term on the left-and the term on the right-hand sides. As to the third term on the left-hand side, according to the energy estimate (29) satisfied by a renormalized solution, we find
{n |u| n+1}
Consequently, passing to the limit with n → ∞ in (91) yields 
Obviously, the second term in the equation is nonnegative. As to the first term, we have
For the term on the right-hand side, we find
Combining all estimates we get
for all 0 s t T .
As A is the closure of
, using the upper semicontinuity of the bracket and Fatou's lemma, it follows that the preceding inequality still holds for all (v, w) ∈ A, and thus u is the unique integral solution and thus the unique mild solution of (C P )(u 0 , f ). 2
Remarks
Entropy solutions
In the case of a constant exponent, a notion of entropy solution for (2) has been introduced in [30] . The next definition will be a straightforward generalization for the case of a variable exponent: 
