Abstract. The topological degree for Fredholm operators is used to prove the existence of solutions to a class of semilinear parabolic partial differential equations on an infinite time interval. General initial conditions are allowed and homogeneous Dirichlet boundary conditions are assumed. The solutions are shown not only to exist for all times, but also to be L p in time and space.
Introduction
In this paper we consider the existence of strong solutions to semilinear parabolic partial differential equations of the following form: u t − A(t)u + F (t, x, u) = f (t, x) in [0, ∞) × Ω,
u(t, x) = 0 on [0, ∞) × ∂Ω.
In the above, Ω is a bounded domain in R d and A = A(t) is a path of bounded linear operators on (say) W 2, p (Ω). Our purpose is to find conditions on A and on the nonlinearity F such that the above problem is solvable for all reasonable L p right sides (f, g). We seek solutions that not only exist for all times, but that are also of L p type in time and space. This is a much different problem than mere local existence, or even existence on a fixed but bounded time interval [0, T ].
Background.
There is a vast literature in the general area of semilinear parabolic partial differential equations, and much of the literature is devoted to local existence of solutions to various problems. A survey of those papers devoted to global existence reveals that quite a lot of work has been put into the semilinear heat equation u t −∆u = |u| γ . The usual line of inquiry is whether solutions exist for all times or blow up in finite time; this study goes back to Fujita [12] . The study of this kind of problem continues with various modifications in the nonlinearity, various choices of dimension and domain, and so on. See for example Baras and Kersner [3] , Gu and Sun [13] , Kwembe [16] , Maatoug and Riahi [20] , Marinov and Georgiev [21] , Pinsky [25] , Poláčik and Yanagida [26] , and Weissler [36] and the references therein. The results in this paper differ from that program in at least the following respects. We are interested primarily in a nonautonomous operator A(t), although A(t) = ∆ is certainly allowed. Also, we obtain solutions with a specific asymptotic property (beyond membership in L p ). In addition, we wish to allow a variety of right hand sides f ∈ L p . Finally, we will find general conditions on the nonlinearity, rather than work in specifics.
The results given in Pazy [23, Chapter 8] are more illustrative of the problem at hand. In particular, we refer to Theorem 8.2.7, Theorem 8.3.5, and Theorem 8.4.4. The first of these results incorporates the asymptotic behavior of the solutions, but for a specific homogeneous problem (d = 1, A(t) = ∂ 2 ∂x 2 , and F = F (u) is Hölder continuous). The second result is also for a specific problem, and gives only local existence. The third result is rather general, but again gives only local existence.
Some papers that prove existence of solutions in a more general setting are as follows. For an autonomous equation, existence is proved for sufficiently small right sides by Racke [32] . Other various general results may be found in Constantin, Escher, and Yin [5, section 3], Carvalho and Cholewa [4] , and Kirane and Tatar [15] . The hypotheses and conclusions vary, yet none of these results include any information about the behavior of solutions as t → ∞.
Very recently, a general treatment of quasilinear parabolic problems was given by Amann [2] . Part of that paper is devoted to the question of existence in a setting strictly more general than that of the present paper; we do not consider quasilinear problems that are not semilinear. Amann gives a sufficient condition for a solution to be continuable to the entire interval in which the problem is posed. However, all of this is done in a fixed and bounded interval [0, T ]. Presumably, one can then let T → ∞ to possibly obtain a solution on [0, ∞). Once again, one would lose any information on the behavior of u as t → ∞.
We refer the reader to Henry [14] , Lieberman [17] , and Lunardi [19] for further elements of the theory of parabolic equations. Note that in [17] the emphasis is on autonomous equations in bounded time-space domains (which need not be cylinders). In [19] , which employs Hölder spaces rather than Sobolev spaces, existence is proved on a bounded interval using a priori estimates for local solutions. On an unbounded interval, the asymptotic stability of stationary solutions is obtained for autonomous problems with small initial data (and also for periodic solutions of periodic problems). Our results for nonautonomous problems impose no such smallness condition on the initial data, and our use of the common Hölder condition on A is limited to finding a priori bounds in our example (Lemma 6.10) but is not needed in principle (Theorem 5.3).
Overview of method and results.
The present paper illustrates one way to use what is known in the linear setting to obtain existence results for related nonlinear problems. We rely on the literature to handle the linear part of the problem, which we will generally assume to satisfy an isomorphism property. For the linear theory, we refer to Rabier [27, 28] and Schnaubelt [33, 34] and references therein. We then use a degree theoretic procedure to find conditions on the nonlinearity that preserve the existence of solutions.
Because of the absence of required compactness properties (in the form of a Sobolev embedding), the degree theory that we use is that of Pejsachowicz and Rabier [24] (and also [11] with Fitzpatrick), rather than the usual Leray-Schauder degree. When proving existence by a homotopy argument, the newer degree theory is used exactly like the old, except that the Fredholm and properness properties of the functional operator must be checked. Note that these properties would have been consequences of the very compactness that is missing. Most of this paper is devoted to finding practical conditions on A and F to ensure that the various abstract requirements of the degree argument are met.
The degree argument is composed of several phases. After deciding on an appropriate functional setting (anisotropic Sobolev spaces), we recast the differential equation as a single equation Φ(u) = (f, g). To use the degree for Fredholm maps, we have to arrange that Φ is C 1 . We show that this is the case under a uniform continuity requirement for A, and a mild smoothness condition for F . In particular, we require that F be C 1 , but only in the third argument, and we do not require any Hölder continuity in A or the first two arguments of F . Section 2 is devoted to these considerations.
We then show in Section 3 that at every point u, the linearization DΦ(u) is a compact perturbation of DΦ(0). Thus, the Fredholm property and index needed for the degree argument will rely only on the linearization at u = 0.
A more substantial obstacle is the required properness of Φ on the closed bounded subsets of the domain space. We will demonstrate the equivalence of this property with the simpler condition that certain auxiliary equations of the form u t − B(t)u + G(t, x, u) = 0 have no nonzero solutions in the anisotropic Sobolev space on the whole line (even though the original problem is posed on the half line). This is the subject of Section 4.
In Section 5 we use a degree argument to prove Theorem 5.3, our main result. We emphasize that because of the choice of domain space for Φ, solutions u guaranteed by Theorem 5.3 not only exist for all times, but have well known asymptotic properties. In particular, u is L p jointly in time and space and u(t, x) converges to 0 uniformly in x as t → ∞.
To prove Theorem 5.3, we use the results up to that point to replace the abstract requirements of the degree argument with concrete conditions on the PDE. The only requirement that is left untouched is that one should have a priori bounds for solutions of the PDE as the right sides are deformed to zero. The techniques for a priori bounds vary from problem to problem. One example is provided by the application presented in Section 6. In Section 6, we use Theorem 5.3 to prove the existence of a solution under several more explicit conditions. The bulk of the work in Section 6 is devoted to a priori bounds. We first find bounds in L p using a variant of the Poincaré inequality and an energy method. We then find bounds in L ∞ , by analyzing the result of evaluating u t − A(t)u + F (t, x, u) along a sequence of maximizers of mollifications of a solution u. Assuming that the linearized problem is an isomorphism, this is enough to obtain the desired bounds.
Properties of Bochner integration are used throughout the paper. All needed background can be found in Diestel and Uhl [7] , Dunford and Schwartz [8] , Edwards [9] , and succinctly in the final appendix in Evans [10] . Background on degree theory may be found in Deimling [6] and Lloyd [18] . As we have already mentioned, we use the degree theory of [24, 11] , but in practice the arguments are nearly the same.
2. The functional setting 2.1. Properties of the function spaces. We begin by identifying several Banach spaces of functions. Let Ω be a bounded domain in R d . We do not need to place any explicit conditions on ∂Ω. However, ∂Ω will need some smoothness in order to verify the first condition in our main result, Theorem 5.3. See Remark 5.4 for details.
Fix once and for all a positive real number p > d + 1. Let
and
which is isometrically isomorphic to L p ((0, ∞)×Ω) in the canonical way. In light of this isometry, we will use expressions such as u(t), u(t, ·), and u(t)(·) interchangeably. Next, we define the subspace W of X by
The space W is isometrically isomorphic to the subspace of the Banach space L p ((0, ∞) × Ω) consisting of functions that
(1) have distributional derivatives that are in L p , up to second order in the Ω variables, 1 We use LHS := RHS to emphasize that the equality is a definition of LHS. 
By this Hölder continuity, the functions in W are bounded and uniformly continuous on [0, ∞) ×Ω. Indeed, each bounded subset of W is uniformly bounded and uniformly equicontinuous on [0, ∞) ×Ω. We prove more in Lemma 2.2, which is used in the proof of Theorem 3.2.
Remark 2.1. This embedding into a Hölder space is why we insist that p be greater than d + 1. Note that the boundary of Ω need not be regular for this purpose, because the functions in W vanish when x ∈ ∂Ω and can be boundedly extended past the bottom of the cylinder to vanish on the boundary of a larger cylinder.
Lemma 2.2. Let H be a bounded subset of W. There are constants C 1 , C 2 > 0 and 0 < µ 1 , µ 2 < 1 such that for all u ∈ H,
, and
Proof. We sketch the proof of (2.2). The proof of (2.1) is similar. Since H is bounded, there is a Hölder estimate
where M > 0 depends on H (and where we are using the continuous representative for u). Let t ≥ 0, and let x ∈ Ω be such that |u(t, x)| is a maximum over Ω; recall that u(t, ·) vanishes on ∂Ω for all t ≥ 0. Taking δ := (|u(t, x)| /2M ) 1/λ , we find that
as long as |x − x | < δ. Integration of p th powers of both sides of (2.4) with respect to x will demonstrate that
where ω d is the volume of the unit ball in R d . This inequality is equivalent to (2.2), and so completes the proof.
We note that results such as the above lemma are often obtained by interpolation, but the above proof seemed simple enough to include.
We will also make use of the space W(0) of traces of functions in W:
This vector space is well defined by virtue of the uniform continuity of functions in W 1, p ((0, ∞), X) and is a Banach space with norm induced by the quotient of W by the kernel of the map u → u(0). That is, v W(0) := inf u W u(0) = v . We set Y := X × W(0).
2.2.
The smoothness of the Nemytskii operator. We will now define an operator Φ : W → Y. Let a path of operators A = A(t),
be given. (We use L (W, X) for the space of all bounded linear operators from W into X.) It is assumed throughout this paper that
A is bounded and uniformly continuous on [0, ∞).
and for each bounded open subinterval J of R,
That is, F and D z F are bounded and uniformly continuous on the set (0, ∞)×Ω×J. Finally,
The above hypotheses concerning A and F will henceforth be collectively named "(H)". To A we associate the Nemytskii operator A on W; for each u ∈ W, the function Au : [0, ∞) → X is defined as follows:
Similarly, we associate to F an operator F on W. For each u ∈ W, a function
We can now define Φ :
for each u ∈ W. That Φ is well defined by (2.5) is part of the conclusion of the following lemma.
Lemma 2.3. With the four hypotheses (H), the operator Φ defined in (2.5) is a well defined and C 1 operator from W into Y. The derivative is given by
where G := D z F and the multiplication G(u)v is pointwise.
Proof. We discuss each of four addends that comprise (2.5). First, the operator Third, by hypothesis (H-A1), let M < ∞ be a bound for the operator norm
. Therefore, pointwise multiplication by G(u) is a bounded linear map from W into X (even from X into X ). We need to show that (2.7)
which is just
we find that
where we have suppressed the dependence of u and v on (t, x). By the Sobolev embedding of W into a Hölder space (or just into C 0 ), there is δ > 0 such that |v(t, x)| < 1 whenever v W < δ. Because of hypothesis (H-F2),
. By further reduction of δ, we ensure that this is the case. By (2.8) and (2.9),
It remains to verify that G is a continuous map of W into L (W, X ). Given u ∈ W and > 0, let δ be chosen as in the preceding paragraph, so that, by (2.9) with s = 1,
It follows that for such v and for any w ∈ W,
is less than . This completes the proof.
We will later make use of some further properties of F, as proved in the following lemma.
Lemma 2.4. Assuming that hypotheses (H-F1)-(H-F3) hold, the map F is bounded on the bounded subsets of W and is also weakly sequentially continuous.
× Ω and all u ∈ H. We take p th powers in (2.10) to find that F(u)(t, x) X < N u X ≤ N u W for all u ∈ H. This proves the first claim. Now let {u n } be a sequence in W that converges weakly to some limit u ∈ W. Since pointwise evaluations are continuous in W, the convergence is also pointwise in [0, ∞) × Ω. In fact, the convergence is also uniform on the compact subsets of [0, ∞) × Ω. This is easily verified using the uniform equicontinuity of bounded subsets of W. It now follows from Hypothesis (H-F2) that the sequence {F(u n )} converges to F(u) uniformly on compact subsets of [0, ∞) × Ω. This sequence is also bounded in X = L p ((0, ∞) × Ω), by the first half of this lemma. It is readily verified that this results in the desired weak convergence of
Remark 2.5. Everything done to this point has an immediate and obvious extension to the whole line setting. That is, one can replace [0, ∞) by R throughout this section. We will need to make use of this fact later. We will use the subscript R when discussing the resulting function spaces. For example,
The Fredholm property
The goal of this short section is to prove that the Fredholm property and index of the C 1 operator Φ depend only on the Fredholm property of the linear operator DΦ(0). This is accomplished by proving that DΦ(u) − DΦ(0) is compact for all u ∈ W. We begin with a lemma that will be used here, and then again during the proof of Theorem 4.9.
) By a diagonal argument, there exists a subsequence {u n k } of {u n } such that for all N ∈ N, the sequence
. To see that {v n k } is the desired subsequence that is Cauchy (and hence convergent) in X , let > 0. By (3.1) and the boundedness of {u n } in X , there is N ∈ N such that for all m, n ∈ N,
For sufficiently large k and j in N,
as well. This completes the proof. Fix u ∈ W, and put K := DΦ(u) − DΦ(0). Let {v n } be a bounded sequence in W. We show that {Kv n } has a Cauchy subsequence in X . First, note that (Kv n )(t, x) = D z F t, x, u(t, x) v n (t, x). The norm u(t, ·) X tends to zero as t → ∞, since u ∈ W 1,p ((0, ∞), X). According to Lemma 2.2, this implies that the maximum norm u(t, ·) L ∞ (Ω) also tends to zero as t → ∞. With hypotheses (H-F2) and (H-F3), this implies that D z F t, ·, u(t, ·) L ∞ (Ω) tends to zero as 
Properness on closed bounded subsets
In this section, we establish a necessary and sufficient condition for Φ to be proper on the closed, bounded subsets of W. The essential idea is the following. We are to show that {u n } has a convergent subsequence if {u n } is a bounded sequence in W such that Φ(u n ) converges. To find a convergent subsequence of {u n }, we use a result from Rabier [29] that characterizes the relatively compact subsets of C {0} (R, X), which is the Banach space of all continuous functions u from R into X such that lim |t|→∞ u(t) X = 0. To do so, one must check the "equi-decay" of the sequence {u n (t)} in X as n → ∞.
This "equi-decay" is characterized in [29] by a condition involving sequences of the form {u n (· + ξ n )}, where ξ n → ∞. It is this temporal translation to infinity that brings one to the condition that no equation of the form u t − Bu + G(u) = 0 have a nontrivial solution u ∈ W R , where B and G are any uniform-on-compacta limits of temporal translations of A and F . It is an artifact of the translation to infinity that this condition involves problems on the whole line, even though the original problem is posed on the half line.
Remark 4.1. In this section we will follow the following convention. Any vector valued function (in particular, any real valued function) that depends on a variable t ≥ 0 is extended to negative values of t whenever convenient, by using the even extension. Of course, this convention is only used where needed and never for a function whose domain already allows negative values of t.
For example, let u ∈ W and ξ n → ∞ in R. Then the sequence {u(t + ξ n , x)} is well defined for all t ∈ R under this convention, and this sequence can hence have a well-defined pointwise or uniform-on-compacta limit on all of R. Notice that this kind of sequence is locally eventually independent of the choice of extension (since t + ξ n is eventually positive), and so any limit function is independent of the choice of extension. This is characteristic of our later use of this "even extension convention", which will occur with minimal further comment. The purpose of this perhaps distracting convention is to avoid the alternate distraction of a prominently displayed extension operator.
Topological preliminaries.
If I is an unbounded interval, we follow [29] in using C {0} (I, X) to denote the Banach space of all continuous functions u from I into X such that lim |t|→∞ u(t) X = 0. Also, C b (I, X) denotes the larger Banach space of all bounded continuous functions from I into X. Both spaces are normed by using u = sup t∈I u(t) X . Also, if H is a subset of C b (I, X), then H(I) means the subset u(t) u ∈ H, t ∈ I of X. (ii) The set H is uniformly equicontinuous.
(iii) For all sequences {u n } ⊂ H and {ξ n } ⊂ R, if |ξ n | → ∞ and there is somẽ
is relatively compact if and only if the following three conditions hold :
Proof. Use the even extension of the elements of
Remark 4.4. When using Lemma 4.2 or Corollary 4.3, one often finds that the set H consists of the terms of a sequence {v n }. If so, one may assume {u n } is a subsequence of {v n } when checking condition (iii).
Recall that the compact-open topology on a space of continuous functions on a metric space M is characterized by uniform convergence on each compact subset of M . Accordingly, if {T n } is a sequence of continuous functions from M into a metric space N , we will write T = co-lim n→∞ T n if the sequence {T n } converges uniformly to T on each compact subset of M . In each use of this notation, M and N will be clear from context. Lemma 4.5. Suppose that F satisfies Hypotheses (H-F1)-(H-F3). Let {ξ n } ⊂ R be a sequence such that ξ n → ∞ and put G n (t, x, z) := F (t + ξ n , x, z). Then there exist a subsequence {G n k } and a function G :
, but with [0, ∞) replaced by R (and F replaced by G), and
Proof. The classical Ascoli-Arzela Theorem applies for each compact subset K of R × Ω × R. (The boundedness of G n (α) n ∈ N, α ∈ K and and the equicontinuity of G n K follow from hypothesis (H-F2).) Apply the AscoliArzela theorem recursively for an increasing sequence of compact sets that exhausts R × Ω × R. This diagonal argument yields a function G and a subsequence {G n k } such that G = co-lim k→∞ G n k . Repeat this process with {D z G n k } to obtain a further subsequence (still denoted {G n k }) and a function H such that H = co-lim k→∞ D z G n k . As usual, since the convergence is uniform on compact sets, D z G exists and D z G = H. Thus, G satisfies Hypothesis (H-F1). It is easy to verify that Hypotheses (H-F2) and (H-F3) are inherited by G from F . Definition 4.6. Given a function F that satisfies the hypotheses of Lemma 4.5, we define ω(F ) = G G = co-lim G n for some sequence ξ n → ∞ .
Here, G n (t, x, z) := G(t + ξ n , x, z), just as in Lemma 4.5. It is a corollary of Lemma 4.5 that ω(F ) is nonempty.
Lemma 4.7. Let {ξ n } ⊂ R be a sequence such that ξ n → ∞ and put B n (t) := A(t + ξ n ). There exist a subsequence {B n k } and a bounded, uniformly continuous function B : R → L (W, X) such that
Proof. The proof is similar to that of Lemma 4.5, and is omitted.
We define ω(A) in the same way as ω(F ): Definition 4.8. Given a function A that satisfies the hypotheses of Lemma 4.7, we define ω(A) = B B = co-lim B n for some sequence ξ n → ∞ .
Notice that according to Lemma 4.7, ω(A) is nonempty.
A condition for properness.
Theorem 4.9. Assume that A and F continue to satisfy the hypotheses (H), and also assume that DΦ(0) is semi-Fredholm 3 from W into Y. In addition, suppose that for every B ∈ ω(A) and G ∈ ω(F ), the equation du dt − Bu + G(u) = 0 has no nontrivial solution u ∈ W R . Then Φ is proper on the closed bounded subsets of W.
Proof. We are to show that {u n } has a subsequence convergent in W whenever {u n } is a bounded sequence in W such that {Φ(u n )} is convergent in Y. Let {u n } be so, and take (f n , g n ) := Φ(u n ) and (f, g) := lim n→∞ (f n , g n ). In particular, lim n→∞ dun dt − Au n + F(u n ) = f in X . We begin by using Corollary 4.3 with H := {u n | n ∈ N} to show that a subsequence of {u n } converges to a limit u in C {0} ([0, ∞), L p (Ω)). First, suppose for contradiction that H([0, ∞)) is not relatively compact in L p (Ω). Then there are a sequence {ξ k } in [0, ∞) and a subsequence {u n k } such that {u n k (ξ k )} has no subsequence that converges in L p (Ω). Take v k := u n k (· + ξ k ), which is a bounded sequence in the space
. This contradicts the compact inclusion (see Simon [35] ) of the space
). Second, the uniform equicontinuity of H is a consequence of the boundedness of {u n } in the Sobolev space W 1, p ((0, ∞), X), using the usual Hölder embedding
To verify the third condition in Corollary 4.3, suppose that a sequence {ξ k } of real numbers and a subsequence {u n k } of {u n } are such that ξ k → ∞ and for someũ ∈ C b (R, L p (Ω)), the sequence {v k } is L p (Ω)-convergent toũ pointwise on R, where v k (t) := u n k (t + ξ k ). Because {v k } is bounded in the reflexive Banach space W R , we may assume with no loss of generality that {v k } has a W R -weak limit u. The continuity of each evaluation map u ∈ W R → u(t) ∈ X implies thatũ =û. In particular,ũ ∈ W R .
Let G k (t, x, z) := F (t + ξ k , x, z) and B k (t) := A(t + ξ k ). By passing to subsequences (and relabeling) there are limit points G := co-lim k→∞ G k in ω(F ) and B := co-lim k→∞ B k in ω(A); these are obtained by use of Lemmas 4.5 and 4.7. We will now examine the behavior of {f n k (· + ξ k )} as k → ∞. We have
By the weak sequential continuity of bounded linear operators, the sequence dv k dt converges weakly to dũ dt in X R . We will show that the sequence {B k v k } converges weakly to Bũ in X R . On one hand,
in X R , again by weak sequential continuity. On the other hand, for each t ∈ R
Since the sequence {v k } is bounded in L p (R, W ), and {B k } converges to B uniformly on compact intervals, it follows that
conclude that
We next show that the sequence
since G is weakly sequentially continuous (see Lemma 2.4 and Remark 2.5). The sequence {v k } is bounded in W R , and hence {v k (t, x)} is bounded uniformly on
. This follows from Lemma 2.4 and Remark 2.5, since L p norms are translation invariant. It is now straightforward to verify that
With (4.6), this implies that
We have now treated all terms on the right side of (4.3), and we conclude from (4.5) and (4.7) that (4.8)
On the other hand, it was assumed from the outset that {f n } is norm-convergent in L p (R × Ω). This readily implies (since ξ k → ∞) that {f n k (· + ξ k )} converges weakly to zero in L p (R × Ω). With (4.8), we have proved that
By hypothesis, this implies thatũ = 0. This completes the verification of the third condition in Corollary 4.3. Thus, the sequence {u n } possesses a subsequence {u n k } that converges in C {0} ([0, ∞), L p (Ω)) to a limit u. According to Lemma 2.2, it follows that {u n k (t, x)} also converges to u uniformly on [0, ∞) × Ω. By the reflexivity of W, we may pass to a further subsequence (still denoted {u n k }) to obtain a weak limitû ∈ W for {u n k }. Since pointwise evaluations are continuous in W, this implies that u =û ∈ W. By the mean value theorem,
where p n k lies between u n k and u pointwise. The uniform convergence of {u n k } to u, along with hypotheses (H-F2) and (H-F3) imply that
uniformly on [0, ∞) × Ω. This causes the first term on the far right side of (4.9) to tend to zero in L p (R×Ω) as k → ∞. By Lemma 3.1 with g(t, x) = D z F (t, x, u(t, x)), there is a further subsequence (again denoted {u n k }) such that the second term on the far right side of (4.9) converges to zero in Remark 4.10. We note the similarity here in both the method and the results with those of Rabier and Stuart in [31] and [30] . Both of those papers deal with ordinary differential equations on the half line. The former focuses on autonomous problems, and the latter treats problems that have a single "limit" as t → ∞ (that is, ω(A) = {A 0 } and ω(F ) = {F 0 }). The author first treated this more general case in his PhD thesis [22] , for both ODEs and PDEs.
Remark 4.11. Although we will not use this fact, the converse of Theorem 4.9 is true. That is, if one assumes instead that there are B ∈ ω(A) and G ∈ ω(F ) such that du dt − Bu + G = 0 for some nonzero u ∈ W R , one can show that {Φ(u(· − ξ n ))} converges to zero in Y and also that {u(· − ξ n )} has no W-convergent subsequence.
Existence of solutions by degree theory
Definition 5.1. Let f ∈ X and g ∈ W(0) be given. We say that "f and g satisfy the a priori bound condition (with respect to A and F )" when there is some R > 0 such that the following condition holds. For some C 1 path (q, r) = (q s , r s ) : [0, 1] → X ×W(0) with (q 0 , r 0 ) = (0, 0) and (q 1 , r 1 ) = (f, g), all solutions u ∈ W to systems u t − A(t)u + F (t, x, u) = q s (t, x); u(0, x) = r s (x) with 0 ≤ s ≤ 1 satisfy u W ≤ R. (That is, the preimage under Φ of some smooth path connecting the origin to (f, g) is bounded in W.) Remark 5.2. In Definition 5.1 it is certainly enough to use the linear path (q s , r s ) = (sf, sg). Indeed, it is enough to find a bound R that depends only on some norm of (q s , r s ), for then any norm decreasing path will work. This is the approach that we take in Section 6.
We are now ready to prove our main result.
Theorem 5.3. Assume that A and F continue to satisfy the hypotheses (H), and also that:
(
, there is exactly one u ∈ W such that u(0, ·) = 0 in Ω and u t − A(t)u = h(t, x).
(2) There is no nontrivial solution u ∈ W to the nonlinear homogeneous initial value problem
(3) For all B ∈ ω(A) and all G ∈ ω(F ), there is no nontrivial solution u ∈ W R to u t − B(t)u + G(t, x, u) = 0.
(4) The functions f ∈ X and g ∈ W(0) satisfy the a priori bound condition. Then there is a solution u ∈ W to the initial value problem
Proof. Let R > 0 be the a priori bound that is assumed to exist for solutions along a C 1 path (q s , r s ), 0 ≤ s ≤ 1 joining (0, 0) to (f, g). Let B be the open ball of radius R + 1 centered at the origin of W. According to Lemma 2.3 and the hypotheses (H), the operator Φ is in C 1 (W, Y). Assumption (1), along with Theorem 3.2 and Remark 3.3, imply that Φ is a Fredholm map of index zero. This, along with assumption (3) and Theorem 4.9 imply that Φ B is proper. All of this ensures that Φ is B-admissible, in the sense of Definition 4.1 of [24] .
The a priori bound condition ensures that (q s , r s ) ∈ Y\Φ(∂B) for all 0 ≤ s ≤ 1. As introduced following Corollary 5.5 of [24] , the absolute degree |d| Φ, B, (q s , r s ) is hence a well defined nonnegative integer for all 0 ≤ s ≤ 1. Introduce the homo-
We must verify that h is a B-admissible homotopy, in the sense of Definition 4.2 of [24] . It is clear that h is C 1 . To see that h is Fredholm of index one, note that Dh(s, u) is a rank one perturbation of the linear map L :
The map L has the same range and target space as DΦ(u), but ker L = R × ker DΦ(u). Thus, L is Fredholm of index one because DΦ(u) is Fredholm of index zero. The compact perturbation Dh(s, u) of L therefore enjoys the same Fredholm property and index.
The last requirement for h to be a B-admissible homotopy is that h [0, 1]×B should be proper. This readily follows from the properness of Φ B , taking into account the compactness of [0, 1] and the continuity of the path (q, r). It now follows from Theorem 5.1 of [24] that |d| h(s, ·), B, (0, 0) is independent of 0 ≤ s ≤ 1. Now, assumption (2) means that Φ −1 ((0, 0)) = {0}, and thus assumption (1) suffices to ensure that (0, 0) is a regular point of Φ B . Thus, according to the definition of the degree at regular values of Φ, |d| (Φ, B, (0, 0) = 1. Therefore, |d| Φ − (f, g), B, (0, 0) = 1 = 0 as well, since h(0, ·) = Φ and h(1, ·) = Φ − (f, g). It follows from the normalization property of the degree that Φ(u) − (f, g) = 0 for some u ∈ W. This completes the proof.
Remark 5.4. In general, some smoothness of ∂Ω is required to satisfy hypothesis (1) of Theorem 5.3. For example, ∂Ω should be C 2 , or at least C 1, 1 . Otherwise the solution u to u t − A(t)u = f is not necessarily in W 1, 2 , even if A(t) = ∆. See [17, Section 7.5] for details.
Remark 5.5. We note that the hypothesis (3) of Theorem 5.3 does not rule out nontrivial steady state or periodic solutions to the hull equations. Only solutions u ∈ W R \ {0} are prohibited.
Remark 5.6. By Borsuk's theorem, one may replace hypotheses (1) and (2) of Theorem 5.3 with the assumptions that DΦ(0) is Fredholm of index zero from W into Y and that F is odd in the third argument.
Application to semilinear parabolic problems
We will apply Theorem 5.3 to a more particular problem. Let (A(t)) t≥0 be a family of uniformly elliptic operators in divergence form:
where we are following the Einstein summation convention; any term with a repeated index is summed over that index from 1 to d.
the first order coefficients for the non-divergence form of A. The functions a ij , b i , and c are all assumed to be bounded and uniformly continuous functions from [0, ∞) × Ω into R, in accordance with (H-A1). 4 Of course, that A is uniformly elliptic means that the matrix (a ij ) is symmetric and that for some θ > 0,
We now introduce three additional assumptions on A, which we first list and then briefly discuss. First,
Second, there is a constant C > 0 such that for all t ≥ 0 and all
Third, for all i, j = 1, . . . , d uniformly in x. If c(t, x) is uniformly sufficiently large, then (H-A2) holds under familiar regularity assumptions (with respect to x) about the coefficients of A and ∂Ω. The main idea in [28, Section 7] is to check that a particular technical condition for A(t) hold for each t. Therefore, it is also helpful to consult [27, Section 5] , which discusses this condition in the autonomous setting. In particular, if a ij = δ ij and b i = 0 then (H-A2) holds if −c is a real constant not in the spectrum of the Laplacian ∆. To be more particular, (H-A2) holds in case A(t)u = ∆u. To our knowledge, the results in Theorem 6.13 are new even in this case.
Remark 6.2. The condition (H-A3) requires that the family (A(t)) t≥0 be strictly dissipative, uniformly with respect to t ≥ 0. We use (H-A3) in the proof of Lemma 6.7 to obtain a priori bounds on the L p norms of solutions. We will verify as Lemma 6.5 that A satisfies this assumption as long as the first order terms are not too large and the zeroth order term is uniformly large enough.
Remark 6.3. The hypothesis (H-A4) introduces a Hölder continuity condition to the first and second order coefficients in (the non-divergence form of) A. This is used to facilitate a convolution method to obtain a priori bounds on the L ∞ norms of solutions in the proof of Lemma 6.10. This is the first and only place in this paper where Hölder continuity is assumed. Condition (H-A4) allows for any given order of Hölder continuity, as long as one is willing to increase the value of p accordingly. Notice also that it suffices to have a Hölder condition of exponent λ > d/(p + 1) (see [1, Theorem 1.34] ) .
The assumption that c ≥ 0 is to ensure that −Au is nonnegative at a local maximum of u, for smooth u. This is used in the proof of Lemma 6.10, and so the assumption is included in (H-A4).
For the nonlinearity, we take F to be any function that satisfies the hypotheses (H-F1)-(H-F3), along with the following additional conditions:
The hypothesis (H-F4) is for dissipativity and helps to find bounds in L p . Condition (H-F5) will help to find bounds in L ∞ , because (H-F5) reduces the problem of bounding u to that of bounding F (t, x, u). Assumption (H-F5) can be weakened, as will be explained in Remark 6.11.
Our largest obstacle in applying Theorem 5.3 will be to find a priori bounds on solutions (item (4) of Theorem 5.3). We first find a priori bounds in L p ((0, ∞), Ω) and then in L ∞ ((0, ∞), Ω). It is then easy to use these bounds along with (H-A2) to find bounds in W. Also, the bounds in L p allow us to verify item (3) of Theorem 5.3 (properness).
To begin, we prove Lemma 6.5 concerning the practical verification of (H-A3).
To do so, we use a variant of the Poincaré inequality, a proof of which the author was unable to find in the literature:
The proof is similar to that of the classical Poincaré inequality, and is only sketched. Without loss of generality, Ω is a rectangle
Now integrate both sides, first with respect to x 1 , and then with respect to the remaining variables x . The result is
With use of the Cauchy-Schwartz inequality, it follows that
The desired result follows upon squaring both sides.
Lemma 6.5. Let
both hold for some > 0.
Proof. Using integration by parts and the ellipticity of A,
For the first order terms, we use Cauchy's inequality with epsilon:
This shows that the choice C p = max 1,
For later use in verifying hypotheses of Theorem 5.3, we pause for the following corollary to the proof of Lemma 6.7.
Corollary 6.8. In the situation of Lemma 6.7, if u t − Au + F(u) = 0 and u(0) = 0, then u = 0. Similarly, suppose that [0, ∞) is replaced by R. If u ∈ W R is such that u t − Au + F(u) = 0 on R, then u = 0.
Proof. For the first assertion, we return to the proof of Lemma 6.7, but with R = 0 and u(0) = 0. No changes are necessary up to estimate (6.6), which becomes 0+C u p ≤ 0 as claimed. For the second assertion, we integrate (6.5) on R instead of on [0, ∞). Now the first term in (6.6) is replaced by zero, and so u = 0 once again.
Bounds in L
∞ . Before proceeding to obtain bounds in L ∞ , we pause to explain the simple idea that may be hidden by some technicalities. Suppose for the moment that u is smooth and that A(t) = ∆. The function |u| achieves its maximum value at some point (t 0 , x 0 ) ∈ [0, ∞) × Ω, because |u(t, x)| → 0 uniformly in x as t → ∞ and because u vanishes on [0, ∞) × ∂Ω. If t 0 = 0, then we can easily bound u ∞ by a constant that depends only on u(0) W(0) . Otherwise, (t 0 , x 0 ) lies in the open set (0, ∞)×Ω. Supposing that u(t 0 , x 0 ) > 0, it follows that ∂u ∂t (t 0 , x 0 ) = 0 and that −∆u(t 0 , x 0 ) ≥ 0. Therefore, F(u) ≤ f := u t − ∆u + F(u) at the point (t 0 , x 0 ). Since u(t 0 , x 0 ) > 0, we know from Hypothesis (H-F4) that F(u) ≥ 0 at (t 0 , x 0 ). With Hypothesis (H-F5), this gives an implicit bound for u ∞ in terms of f ∞ . The case that u(t 0 , x 0 ) < 0 leads to a similar analysis.
The main problem at hand is to remove the assumption that u is smooth. To begin, we recall some standard properties of smoothing by convolution. We bring in the standard mollifier η : R × R d → R:
where γ > 0 is chosen so that η = 1. It is a standard result that η ∈ C ∞ 0 (R × R d ). As usual we take η (y) = −(d+1) η(y/ ) for each > 0. For any locally integrable function u : [0, ∞)×Ω → R, the η -mollification of u is u ( ) = η * u : ( , ∞)×Ω → R. Here, η * u (y) := B(y; ) η (y−z)u(z) dz and Ω := x ∈ Ω dist(x, ∂Ω) > . Also, we are using B(y; ) for z |y − z| < . We shall make use of the following standard results, which can be found in [10] .
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Lemma 6.9. With the above definitions come the following properties.
Proof. The supremum of |u(t, x)| is attained as a maximum at one or more points (t,x) in [0, ∞) × Ω, since u is continuous, u(t, x) → 0 as t → ∞, and u = 0 on [0, ∞) × ∂Ω. Lett be the least possible value. There is a constant k > 0 depending only on p and Ω such that · L ∞ (Ω) ≤ k · W(0) on W(0), and we have assumed that u(0) W(0) ≤ R. Hence, ift = 0 the choice C ∞ = kR works. Now assume thatt > 0. We suppose that u(t,x) > 0; the analysis of the remaining case that u(t,x) < 0 is similar. Let
Now consider a sequence { n } of positive numbers that converges monotonically to zero. In doing so, choose 1 sufficiently small that V ⊂ ( 1 , ∞) × Ω 1 . For each n ∈ N, let u n = η n * u, and choose a point y n = (t n , x n ) ∈ V where u n V assumes its maximum value. Without loss of generality, the sequence {y n } converges to a point y 0 ∈ V . By the uniform convergence of {u n } to u on V , and because K ⊂ V , it follows that
Now consider the sequence {φ n }, where we set φ n (y) := η n (y n − y). Since y n is always in V , we find that φ n is always compactly supported in (0, ∞) × Ω. Since each φ n is also smooth, we let f := u t − Au + F(u) act on each φ n as a distribution. Therefore,
For each of the four terms that appear in the integrals in equation (6.8) , we analyze what happens for large n. First, for n sufficiently large that y n is in V ({y n } converges to y 0 ∈ K ⊂ V ), the smooth function u n has a local maximum at y n . Therefore, ∂un ∂t (y n ) = 0 for large n. Using integration by parts and property (2) in Lemma 6.9, we find that for all such n,
Second, let A n denote the operator resulting from holding the coefficients a ij , b i , and c in A constant, by evaluation at y n = (t n , x n ). It follows from the ellipticity of A n and the nonnegativity of c that −A n u n (y n ) ≥ 0. If we replace A by A n in (6.8) and integrate by parts (which does not affect the constant coefficients of A n ) we find that A n u φ n dy = A n u n (y n ) ≥ 0.
On the other hand, note that by the Hölder continuity (H-A4) of a ij , Third, since F(u) is continuous, {η n * F(u)} converges uniformly on compact sets to F(u). Therefore, F(u)φ n = η n * F(u) (t n , x n ) converges to F (t 0 , x 0 , u(t 0 , x 0 )) = F (t 0 , x 0 , u ∞ ) as n → ∞.
Fourth and finally, f φ n ≤ f ∞ ≤ R for all n. All together, we let n → ∞ in (6.8) to find that
With hypothesis (H-F5), this gives an implicit a priori bound for u ∞ .
Remark 6.11. We point out that hypothesis (H-F5) could be weakened to the following form: ρ(F ) := lim |z|→∞ inf |F (t, x, z)| t ≥ 0, x ∈ Ω > 0.
That is, F is bounded uniformly away from zero for large enough z. In this case, one should take R < ρ(F ) in the above lemma.
Bounds in W.
We will now use the a priori bounds in L p and L ∞ to find bounds in W, as required by condition (4) of Theorem 5.3.
Lemma 6.12. Let A satisfy (H-A1)-(H-A4) and let F satisfy (H-F1)-(H-F5) . Let R > 0. There exists a constant C = C(R) > 0 such that u W ≤ C whenever u ∈ W with u t − Au + F(u) p ≤ R, u(0) W(0) ≤ R, and u t − Au + F(u) ∞ ≤ R.
Proof. Once again, put f = u t − Au + F(u) and g = u(0). We are assuming that u ∈ W with f p ≤ R, f ∞ ≤ R, and u(0) W(0) ≤ R. Accordingly, let the bounds C p on u p and C ∞ on u ∞ be given by Lemmas 6.7 and 6.10 respectively.
By (H-A2) (see also Remark 3.3), For the third condition, let B ∈ ω(A) and G ∈ ω(F ). By Lemma 4.7, B satisfies (H-A1) with A replaced by B and [0, ∞) replaced by R. The uniformity of (H-A3) with respect to t implies that this is also inherited by B. Similarly, by Lemma 4.5 the function G satisfies (H-F1)-(H-F3) with F replaced by G and with [0, ∞) replaced by R. The uniformity of (H-F4) with respect to t shows that this is also inherited by G. Therefore, it follows from Corollary 6.8 that the only u ∈ W R such that u t − Bu + G(u) = 0 is u = 0. This verifies the third numbered condition in Theorem 5.3.
Finally, for all f ∈ L p ((0, ∞) × Ω) ∩ L ∞ ((0, ∞) × Ω) and all g ∈ W(0), Lemma 6.12 shows that f and g satisfy the fourth condition of Theorem 5.3. Indeed, in Lemma 6.12 use R = max{ f p , f ∞ , g W(0) }. The resulting bound C becomes the new R for Definition 5.1, in which one can use the (norm decreasing) linear path (sf, sg). This completes the proof.
