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Current is a characteristic feature of nonequilibrium systems. In stochastic systems, these currents
exhibit fluctuations constrained by the rate of dissipation in accordance with the recently discovered
thermodynamic uncertainty relation. Here, we derive a conjugate uncertainty relationship for the
first passage time to accumulate a fixed net current. More generally, we use the tools of large-
deviation theory to simply connect current fluctuations and first-passage-time fluctuations in the
limit of long times and large currents. With this connection, previously discovered symmetries and
bounds on the large-deviation function for currents are readily transferred to first passage times.
Introduction.—Thermodynamics constrains the fluctu-
ations of nonequilibrium systems, as evidenced by a grow-
ing collection of universal predictions connecting dissipa-
tion to fluctuations. Examples include the fluctuation
theorems [1–7], nonequilibrium fluctuation-dissipation
theorems [8–14], and, more recently, the thermodynamic
uncertainty relation [15–17]. Remarkably, all these re-
sults can be viewed through one unifying lens, namely
large-deviation theory [18]. In fact, over the past two
decades this formalism has proven to be an essential tool
for characterizing the dynamical fluctuations of nonequi-
librium systems [19–26].
Recently, these techniques have revealed a universal
inequality between the far-from-equilibrium fluctuations
in current—such as the flow of particles, energy or en-
tropy—with the near-equilibrium fluctuations predicted
by linear-response theory [16]. A useful corollary is the
thermodynamic uncertainty relation [15], which offers a
fundamental trade-off between typical current fluctua-
tions and dissipation [27]. Specifically, a nonequilibrium
Markov process generating an average time-integrated
current 〈J〉 during a long observation time Tobs has
a variance Var(J) constrained by the mean entropy-
production rate σ (with Boltzmann’s constant kB = 1):
Var(J)
〈J〉2 ≥
2
Tobsσ
. (1)
Thus, reducing fluctuations comes with an energetic cost.
A significant body of recent work has analyzed such
current fluctuations for a fixed observation time [15, 16,
28–35]. In this Letter, we consider the complementary
problem, analyzing the fluctuations of first passage times
T to reach a large threshold time-integrated current Jthr
(see Fig. 1). We show that properties of the first pas-
sage time distribution for asymptotically large Jthr fol-
low simply from knowledge of the current fluctuations.
This conjugate relationship between fixed-time and fixed-
current trajectory ensembles mirrors the study of inverse
or adjoint processes in queuing theory [36–38], and it ex-
tends Garrahan’s work on first passage time fluctuations
of dynamical activity—a monotonically increasing count-
ing variable [39, 40]—to current variables which can grow
FIG. 1. The distribution of integrated current J for a long
observation time Tobs and the distribution for first passage
time T to a large threshold current Jthr are two faces of
the same distribution over trajectories. Hence, recent results
describing the asymptotic form of the current distribution
P (J |Tobs) naturally yield corresponding results for the asymp-
totic form of the first passage time distribution F (T |Jthr).
or shrink. By relating the conjugate problems, we are
able to transform inequalities governing current fluctua-
tions into associated inequalities for passage-time fluctua-
tions, as well as offer fresh insight into recent predictions
for entropy-production first passage times [41–44]. For
instance, we show that the distribution for the time T
to first hit a large threshold current Jthr must satisfy a
corresponding uncertainty relation:
Var(T )
〈T 〉2 ≥
2
〈T 〉σ . (2)
The two faces of the thermodynamic uncertainty re-
lationship can be viewed as two ways to infer a bound
on the entropy-production rate—one utilizing the current
fluctuations in a fixed-time ensemble and the other uti-
lizing the time fluctuations in a fixed-current ensemble.
Though these two sets of fluctuations contain equivalent
information, we emphasize that the physical measure-
ments are quite distinct.
Setup.— To make the notions concrete, we focus our
presentation on nonequilibrium systems that can be mod-
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2eled as Markov jump processes. Specifically, we have
in mind a mesoscopic system with states i = 1, . . . , N ,
whose time-varying probability density p = {pi}Ni=1
evolves according to the master equation p˙ = Wp, where
Wij is the probability rate to transition from j → i,
and −Wii =
∑
j 6=iWji is the exit rate from i. We as-
sume that W is irreducible – so that a unique steady-
state exists – and that every transition is reversible, that
is Wij 6= 0 only when Wji 6= 0. Thermodynamics en-
ters by requiring transitions to satisfy local detailed bal-
ance. The ratio of rates for each transition can then
be identified with a generalized thermodynamic force
Fij = ln(Wij/Wji) [45], which quantifies the flow of free
energy into the surrounding environment [46].
Fluctuating currents represent the net buildup of tran-
sitions between the system’s mesoscopic states. Indeed,
in any given stochastic realization of our system’s evolu-
tion there will be some random number of net transitions,
or current, between every pair of states j → i, which
we label as Jij . Our interest though is in generalized
currents obtained as superpositions of mesoscopic transi-
tions, J ≡∑i>j dijJij , where the dij indicate how much
a particular transition contributes. Such generalized cur-
rents often represent a measurable global flow through
the system, such as the ATP consumption throughout
a biochemical network, or the net flow of heat between
multiple thermal reservoirs [46]. A particularly impor-
tant example is the fluctuating environmental entropy
production Σ obtained by choosing dij = lnWij/Wji.
Its average rate σ = limTobs→∞〈Σ〉/Tobs measures the
time irreversibility of the dynamics.
For long observation times Tobs, the probability of
observing a current J satisfies a large-deviation princi-
ple P (J |Tobs)  e−TobsI(J/Tobs) with large-deviation rate
function I(j) [18], where the lowercase letter j ≡ J/Tobs
represents an intensive quantity. The large-deviation
function I captures not just the typical fluctuations pre-
dicted by the central-limit theorem but also the relative
likelihood of exponentially rare events. A useful comple-
mentary characterization of the fluctuations is through
the scaled cumulant generating function (SCGF) ψ(λ) =
limTobs→∞(1/Tobs) ln〈e−λJ〉, with the expectation taken
over trajectories of length Tobs. Derivatives of ψ at
the origin encode all the long-time current cumulants.
The pair I and ψ are intimately related through the
Legendre-Fenchel transform, as graphically illustrated in
Fig. 2 [18].
Universal symmetries and bounds on I (commensu-
rately ψ) have refined our understanding of the thermo-
dynamics of nonequilibrium systems. In the following, we
develop a complementary point of view based on current
first passage times.
First passage time fluctuations for large current.— We
now consider a large (in magnitude) fixed amount of ac-
cumulated current Jthr and seek the time at which that
threshold current is first reached. As seen in Fig. 1, the
mean first passage time scales extensively with the mag-
nitude of Jthr, suggesting a large-deviation form for the
first passage time distribution F (T |Jthr). We note, how-
ever, that Jthr can be either positive or negative, and
introduce two different rate functions, φ+(t) and φ−(t),
to handle these cases:
F (T |Jthr) 
{
e−Jthrφ+(T/Jthr), Jthr > 0
eJthrφ−(−T/Jthr), Jthr < 0.
(3)
Correspondingly, there are now two different SCGFs
g±(µ) = limJthr→±∞(1/Jthr) ln
〈
e−µT
〉
, with the expec-
tation computed over trajectories having a fixed time-
integrated current Jthr. Without loss of generality, we
assume a choice of {dij} such that 〈J〉 > 0. In this case,
the + subscript corresponds to branches quantifying typ-
ical (positive-current) fluctuations and the − subscript
corresponds to rare (negative-current) branches. It is
useful to also split ψ into two branches, ψ+ with neg-
ative slope and ψ− with positive slope (see Fig. 2). Our
central result is that the large deviations in scaled first
passage times t ≡ T/|Jthr| are completely determined by
the large-deviation functions for current fluctuations:
φ±(t) = tI(±1/t), g±(µ) = ψ−1± (µ). (4)
Analogous relations have appeared for counting vari-
ables [36–38, 40] and for entropy-production fluctua-
tions [42], but we show these connections are, in fact,
more general and extend to all currents. Thus, all
known properties of I—most notably, symmetries and
bounds—can naturally be translated to φ.
Here, we offer a heuristic argument for Eq. (4) assum-
ing positive current. A sketch of a proof is included at the
end of the Letter, and a more detailed proof is provided
in the Supplemental Material (SM). To start, we write
P(γ) to denote the probability distribution for a meso-
scopic trajectory γ—that is a sequence of states visited
by the system and their jump times. Then the likelihood
of a large first passage time T = tJ to a large current J
can be conveniently expressed as
P (T = tJ) =
∫
dγ δ(T − tJ)P(γ), (5)
where the integral is over all trajectories. However, the
only trajectories that can contribute to this integral have
current J . Furthermore, large current can only be at-
tained after a long time. Taken together these observa-
tions suggest we can replace P with the large-deviation
form for large T [47]:
P (T = tJ) 
∫
dJ δ(T−tJ)e−TI(J/T ) = e−JtI(1/t), (6)
which implies φ+(t) = tI(1/t), and g+(µ) follows by
Legendre-Fenchel transform. Put simply, switching from
current to first passage time is a change of variables where
we replace current by its inverse.
3FIG. 2. large-deviation rate functions (left) are related
to SCGFs (right) by Legendre-Fenchel transform. Current
statistics (top) and first passage time statistics (bottom) are
connected by inversion. Branches corresponding to positive
currents are plotted with solid red lines, while the negative-
current branches are plotted with dashed blue lines.
We now turn to the implications of Eq. (4). For any
generalized current, its long-time fluctuations are con-
strained by the entropy-production rate via Eq. (1). This
constraint actually follows from an inequality on the
large-deviation rate function,
I(j) ≤ (j − 〈j〉)
2
4〈j〉2 σ ≡ Ibnd(j). (7)
Translating to first passage time fluctuations, we have
φ+(t) ≤ (t− 〈t〉)
2
4t
σ ≡ φbnd(t), (8)
after noting that the typical behavior 〈j〉 = 1/〈t〉 does not
depend on the choice of ensemble – fixed Tobs versus fixed
Jthr. Equation (2) follows since the large Jthr variance is
computed in terms of derivatives of the large-deviation
function as Var(T ) = Jthr/φ
′′
+(〈t〉) [18]. Thus, dissipation
is a fundamental constraint to controlling first passage
time fluctuations as well as current fluctuations.
Together Eqs. (7) and (8) point to a remarkable prop-
erty of the stochastic evolution of currents, which is best
appreciated by normalizing the large-deviation forms
e−TobsIbnd(j) and e−Jthrφbnd(t). For currents, we have a
Gaussian distribution
Pbnd(j) =
√
Tobsσ
4pi 〈j〉2 exp
[
−Tobs(j − 〈j〉)
2σ
4 〈j〉2
]
, (9)
whereas the first passage time distribution is an inverse
Gaussian
Fbnd(t) =
√
Jthrσ 〈t〉2
4pit3
exp
[
−Jthr (t− 〈t〉)
2
σ
4t
]
. (10)
Remarkably, these are the distributions we would have
predicted if we had simply treated the evolution of the
current as a one-dimensional diffusion process with con-
stant drift 〈j〉 and diffusion coefficient σ/〈j〉2 [48]. This
observation suggests that while the precise dynamics of
the currents is generally complex, there is a simple aux-
iliary diffusion process that constrains it, reminiscent of
the universal form observed for the stochastic evolution of
the entropy production as a drift-diffusion process [7, 44].
First passage time fluctuations for negative current
and the fluctuation theorem.— We have focused primar-
ily on first passage times to reach a (typical) positive
current. We can also consider the first passage time to
the exponentially suppressed negative currents that arise
due to trajectories that appear to run backwards in time.
The distribution for the time to reach Jthr < 0 scales ac-
cording to φ−(t), which can be related to ψ−(λ) (see
Fig. 2). This connection is especially interesting when ψ
posses a symmetry that relates its two branches ψ+ and
ψ−, because this naturally translates to a relationship
between φ+ and φ−.
Generically, ψ− vanishes at some λ∗. For certain cur-
rents it also satisfies ψ+(λ) = ψ−(λ∗ − λ). As an ex-
ample, the fluctuation theorem implies such a symmetry
with λ∗ = 1 for the entropy production (itself a general-
ized current) [6]. Symmetry of ψ yields a corresponding
symmetry in g±: g+(µ) = −g−(µ) + λ∗. Taking the
Legendre-Fenchel transform gives
φ+(t) = φ−(t)− λ∗, (11)
indicating that φ+ and φ− differ by a constant offset
when the SCGF symmetry is present. Equation (11)
must be interpreted carefully, as it compares large-
deviation functions for two different distributions. Typi-
cally, large-deviation rate functions are shifted such that
their minimum equals zero. In this case, a symmetri-
cal ψ implies that φ+ and φ− are identical, and the
large-current first passage time distribution F (T |Jthr)
is the same for both positive and negative Jthr. While
the constant offset in Eq. (11) does not affect the form
of F (T |Jthr), it reflects the fact that the probability of
reaching |Jthr| exceeds that of reaching − |Jthr| by a fac-
tor of eλ
∗|Jthr|. Using the same methods as those in this
Letter, Saito and Dhar reached similar conclusions for
the case that the generalized current is the entropy pro-
duction [42], and Neri et al. have proven a correspond-
ing fluctuation theorem for entropy production stopping
times using Martingale theory [43]. Our result, Eq. (11),
extends more generally to any current satisfying a SCGF
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FIG. 3. Markov model for the conversion of a reactant R
to product P mediated by enzyme E. The large-deviation
function for the time to reach a particular net current from
R to P , φ+(t), is bounded by φbnd(t). Additionally, φ+(t) is
inferred from numerical sampling of 106 trajectories for vari-
ous choices of Jthr using rates: k
rxn
12 = 2, k
rxn
21 = 0.1, k
therm
12 =
0.3, ktherm21 = 0.001, k
fuel
12 = 0.001, k
fuel
21 = 1.
symmetry about λ∗, including the example of the next
section.
Illustrative example.— To demonstrate the bounds in
a more explicit context, we solve for the large-deviation
behavior of a minimal model for an enzyme-mediated re-
action from reactant R to product P . The enzyme can
be either in a ground state E or an activated state E∗,
and the E ↔ E∗ transformations proceed via one of three
pathways: (1) the enzyme exchanges heat with a thermal
bath, (2) the enzyme accepts free energy by converting an
activated fuel molecule F ∗ into a deactivated form F , or
(3) the activated enzyme converts R→ P . Each of these
pathways proceeds forward or backward, as depicted in
Fig. 3, with six rate constants defining the model. We
follow the net transformations of R into P as the ac-
cumulated current J , so the first passage time can be
interpreted as the time to generate J product molecules.
The analytical solution of this model using standard
methods is outlined in the SM. Figure 3 graphically shows
the large-deviation function bound, Eq. (8), as well as
the uncertainty bound, Eq. (2) (see inset). The analyti-
cal calculations are supplemented by trajectory sampling
with finite Jthr, the results of which are plotted with col-
ored markers in Fig. 3. Motivated by the t−3/2 prefactor
in Eq. (10), we extract estimates for φ+(t) from the sam-
pled trajectories by first approximating F (T |Jthr) with a
histogram and then computing
φest+ (t) = −
1
Jthr
(
lnF (tJthr|Jthr) + 3
2
ln t
)
+ Coff , (12)
where Coff is a constant offset used to set the minimum
of φest+ to zero. We observe that the large-deviation form
(and, consequently, the thermodynamic uncertainty rela-
tion) remain valid even for small Jthr.
Conclusion.— In the large-deviation limit, we have
shown that current fluctuations with fixed observation
time are intimately related to the fluctuations in first pas-
sage times to large current. As a result, we have seen how
the thermodynamic uncertainty relation and the fluctu-
ation theorem for entropy production naturally lead to
a universal symmetry and bounds on first passage time
fluctuations. Tighter-than-quadratic bounds on current
large-deviation fluctuations [28, 30, 31] also readily trans-
late to corresponding first passage time bounds.
Practically, we anticipate that it will be useful to con-
vert between fixed-time and fixed-current ensembles since
some experiments are more naturally suited to one than
the other. For example, imagine we seek a dissipation
bound for the enzyme-mediated reaction in Fig. 3. Fluc-
tuations in product formation after time Tobs could be
measured spectroscopically, assuming Beer’s law and a
calibrated mapping from fluorescence intensity to prod-
uct concentration. But the fixed Jthr ensemble offers an
advantage. By measuring first passage time fluctuations
to reach a fixed fluorescence intensity, the mapping be-
tween fluorescence and concentration could be avoided
altogether. More ambitiously, we expect the fluctuating
time ensemble to be a natural way to analyze the role of
dissipation in Brownian clocks [49–53].
Sketch of a proof for Eq. (4).— The main result,
Eq. (4), consists of two relations: one connects the large-
deviation rate function I with φ±, the other connects ψ
with g. Here we sketch a proof of g±(µ) = ψ−1± (µ). The
relationship between I and φ± follows by applying the
Ga¨rtner-Ellis theorem to compute I from ψ and φ± from
g±. More details are presented in the SM.
The basic strategy is to express both g and ψ in terms
of spectral properties of a tilted rate matrix W(λ), whose
elements are given by Wij(λ) = Wije−λdij . The first half
of this connection is well known; the largest eigenvalue
of W(λ) is the SCGF ψ(λ). [6]. Expressing g in terms of
the tilted rate matrix requires a slightly more involved
calculation following the general strategy of [40, 42].
Let Fij(T |J) be the distribution of times T to first ac-
cumulate J current with a jump to i, conditioned upon
a start in j. We connect Fij to the transition prob-
ability Pij(J, T ) to go from j → i in time T , hav-
ing accumulated current J via the renewal equation:
P(J, T ) =
∫ T
0
dtP(0, T − t) · F(t|J), written in matrix
notation. The convolution is simplified by Laplace trans-
form (denoted with a tilde) to convert from T to µ, ulti-
mately yielding e−Jg±(µ)  〈e−µT 〉 = F˜ (µ|J)  P˜(J, µ).
Furthermore, P˜(J, µ) can be expressed in terms of the
tilted rate matrix via an inverse Laplace transform of̂˜
P(λ, µ) = 1/(W(λ) − µI), where the caret denotes a
Laplace transform from J to λ. Using complex analysis
to perform the inverse transform, we obtain e−Jg±(µ) 
eλ¯J , where λ¯ = ψ−1+ (µ) for J > 0 and λ¯ = ψ
−1
− (µ) for
J < 0. Hence, g± and ψ± are inverses.
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6SUPPLEMENTAL MATERIAL
DERIVATIONS OF MAIN RESULT
The main result of the main text, Eq. (4), consists
of two relations: one connects the large-deviation rate
function I with φ±, the other connects ψ with g. We
first prove g±(µ) = ψ−1± (µ). The relationship between I
and φ± follows by applying the Ga¨rtner-Ellis theorem to
compute I from ψ and φ± from g±.
Scaled cumulant generating functions g and ψ are
inverses
The basic strategy is to express both g and ψ in terms
of spectral properties of a tilted rate matrix W(λ), whose
elements are given by Wij(λ) = Wije−λdij . The first
half of this connection is well-known; starting with initial
density ρ, the generating function for currents is obtained
by the averaging over trajectories of length T as
〈
e−λJ
〉
=
1 · eW(λ)T · ρ, where 1 = {1, . . . , 1} [6]. It follows that
the largest eigenvalue of W(λ) is the scaled cumulant
generating function ψ(λ) = limT→∞(1/T ) ln
〈
e−λJ
〉
.
Expressing g in terms of W(λ) requires a slightly more
involved calculation. We follow the general strategy
of [40, 42]. First, we recall that g is naturally expressed in
terms of the Laplace transform of the first passage time
distribution F˜ (µ|J) ≡ ∫∞
0
dTe−µTF (T |J) as
g±(µ) = lim
J→±∞
(1/J) ln F˜ (µ|J). (13)
Thus, our goal is to express the large J asymptotics of F˜
in terms of W(λ).
To this end, we introduce Fij(T |J) as the distribution
of times to first reach J current by a transition to i, given
a start in j. We connect Fij to the transition probability
Pij(J, T ) to go from j → i in time T , having accumulated
current J via the renewal equation:
Pij(J, T ) =
∫ T
0
dt
∑
k
Pik(0, T − t)Fkj(t|J). (14)
The convolution is made simpler by performing the
Laplace transform (denoted with a tilde) to convert from
T to conjugate field µ. After minor rearrangement, the
Laplace-transformed renewal equation leads to
F˜ (µ|J) = 1 · F˜(µ|J) · ρ (15)
= 1 · P˜(0, µ)−1 · P˜(J, µ) · ρ, (16)
where F˜ and P˜ are matrices with ij matrix elements F˜ij
and P˜ij , respsectively. The only term that contributes
for large J is P˜(J, µ), which we analyze by taking an
additional (two-sided) Laplace transform (denoted with
a caret), this time a transform that converts from J to a
conjugate field λ:
̂˜
P(λ, µ) =
∫ ∞
−∞
dJ e−λJ
∫ ∞
0
dT e−µTP(J, T ). (17)
By first performing the integral over J , we obtain
̂˜
P(λ, µ) =
∫ ∞
0
dT e−(µI−W(λ))T =
1
W(λ)− µI . (18)
The integral is convergent only in the region ψ−1+ (µ) <
λ < ψ−1− (µ). We obtain P˜ (J, µ) by using a complex inte-
gral to invert the two-sided Laplace transform:
P˜(J, µ) =
1
2pii
∫
C
dλ
̂˜
P(λ, µ)eλJ =
1
2pii
∫
C
dλ
eλJ
W(λ)− µI .
(19)
The contour C is chosen to be an infinite semicircle cen-
tered at a value of λ chosen to fall inside the region
of convergence. So that the contour integral along the
semicircular arc vanishes, C must enclose the right half
plane for J < 0 or the left half plane for J > 0. The
integral can then be performed using the residue the-
orem. The asymptotic form for large J is determined
by the dominant pole, which comes from the the largest
eigenvalue ψ(λ) of W(λ). Hence, P˜(J, µ)  eλ¯J , where
λ¯ = ψ−1+ (µ) for J > 0 and λ¯ = ψ
−1
− (µ) for J < 0.
Using Eq. (16), we get the large J asymptotic scal-
ing of the Laplace-transformed first-passage-time distri-
bution, F˜ (µ|J)  eλ¯J , and from Eq. (13) the SCGF
g±(µ) = λ¯ = ψ−1± (µ). We see that ψ and g are indeed
inverses.
Large-deviation rate functions are related by
φ±(t) = tI(±1/t)
By the Ga¨rtner-Ellis theorem, φ± and g± are related
by a Legendre-Fenchel transform [18]. Hence,
φ±(t) = ∓min
µ
(g±(µ)± µt)
= ∓g±(µ˜)− µ˜t, with g′±(µ˜) = ∓t, (20)
where µ˜ is the exponential bias that renders t = T/|Jthr|
typical. Similarly, in the fluctuating current ensemble,
we define the exponential bias λ˜ that renders j = J/Tobs
typical. The Legendre-Fenchel transform relates I to ψ
in terms of this λ˜:
I(j) = −min
λ
(ψ(λ) + λj)
= −ψ(λ˜)− λ˜j, with ψ′(λ˜) = −j. (21)
To connect Eqs. (20) and (21), we note that the deriva-
tives of g are related to those of ψ since g and ψ are in-
verses, g±(ψ±(λ˜)) = λ˜. Differentiating both sides of this
7equation and rearranging gives g′±(ψ±(λ˜)) = 1/ψ
′
±(λ˜).
Note that the condition defining µ˜ in Eq. (20), g′±(µ˜) =
∓t, can now be expressed as a condition on ψ: when
µ˜ = ψ±(λ˜), then ψ′±(λ˜) = ∓1/t. Inserting this back into
Eq. (20) gives
φ±(t) = ∓g±(ψ±(λ˜))− ψ±(λ˜)t, where ψ′±(λ˜) = ∓t−1
= −ψ±(λ˜)t∓ λ˜, where ψ′±(λ˜) = ∓t−1
= t
(
−ψ±(λ˜)∓ λ˜t−1
)
, where ψ′±(λ˜) = ∓t−1
= tI(±1/t), (22)
with the last line following from Eq. (21).
TWO-STATE, THREE-PATHWAY MODEL
Analytical forms for ψ, I, g±, and φ± can be found for
the two-state, three-pathway model of the main text. We
take drxn12 = 1, d
rxn
21 = −1 and dtherm12 = dtherm21 = dfuel12 =
dfuel21 = 0. Thus we monitor the rate of net current from
reactant to products, which has a steady-state value
〈j〉 = (β − α)/S, (23)
where
S = ktherm12 + k
therm
21 + k
fuel
12 + k
fuel
21 + k
rxn
12 + k
rxn
21 , (24)
α = krxn21 (k
therm
12 + k
fuel
12 ), (25)
β = krxn12 (k
therm
21 + k
fuel
21 ). (26)
The tilted rate matrix for this reactant to product cur-
rent is
W(λ) =
(−krxn21 − ktherm21 − kfuel21 krxn12 e−λ + ktherm12 + kfuel12
krxn21 e
λ + ktherm21 + k
fuel
21 −krxn12 − ktherm12 − kfuel12
)
.
(27)
The scaled cumulant generating function (SCGF) for cur-
rent is found as the maximum eigenvalue of W(λ):
ψ(λ) = −S
2
+
1
2
√
S2 + 4 (1− e−λ) (αe−λ − β). (28)
In this case, ψ−1 = g can be computed analytically. As
clear from Fig. 2 of the main text, the inversion requires
us to define a “+” and “−” branch of g:
g±(µ) = ln
(
α+ β + Sµ+ µ2 ±√(α+ β + Sµ+ µ2)2 − 4αβ
2α
)
.
(29)
Using the Ga¨rtner-Ellis theorem, we compute I and φ±
with Legendre-Fenchel transforms,
I(j) = −min
λ
(ψ(λ) + λj) (30)
φ±(t) = ∓min
µ
(g±(µ)± µt) . (31)
For this two-state model, the minimizations can be car-
ried out analytically with a moderate amount of algebra.
For compactness, we define two new functions:
γ(j) = 2 +
√
4 + j−2 (S2 − 4(α+ β) + 4αβj−2) (32)
and
δ(j) =
√
(S2 − 4(α+ β)) j−2 + 4γ(j). (33)
In terms of γ and δ we find the rate functions:
I(j) =

j
2
(
S
j − δ(j) + 2 ln(2αj−2)− 2 ln[γ(j)− δ(j)]
)
, j ≥ 0
− j2
(
−Sj − δ(j) + 2 ln(2αj−2)− 2 ln[γ(j)− δ(j)]
)
+ ln(α/β), j < 0
, (34)
φ+(t) =
1
2
(
St− δ(t−1) + 2 ln(2αt2)− 2 ln[γ(t−1)− δ(t−1)]) . (35)
and
φ−(t) = φ+(t) + ln(β/α) (36)
Observe that this final equation agrees with Eq. (11) of
the main text, where λ∗ = ln(α/β). As discussed in the
main text, the fact that ψ+(t) and ψ−(t) have identical
t−dependence is a consequence of the symmetry ψ+(λ) =
ψ−(λ∗ − λ).
