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Résumé
Dans cette thèse, nous développons des modèles et des méthodes statistiques pour le traitement
d’images de microscopie confocale de la peau dans le but de détecter une maladie de la peau appelée
lentigo. Une première contribution consiste à proposer un modèle statistique paramétrique pour
représenter la texture dans le domaine des ondelettes. Plus précisément, il s’agit d’une distribution
gaussienne généralisée dont on montre que le paramètre d’échelle est caractéristique des tissus sous-
jacents. La modélisation des données dans le domaine de l’image est un autre sujet traité dans cette
thèse. A cette fin, une distribution gamma généralisée est proposée. Notre deuxième contribution
consiste alors à développer un estimateur efficace des paramètres de cette loi à l’aide d’une descente de
gradient naturel. Finalement, un modèle d’observation de bruit multiplicatif est établi pour expliquer
la distribution gamma généralisée des données. Des méthodes d’inférence bayésienne paramétrique
sont ensuite développées avec ce modèle pour permettre la classification d’images saines et présen-
tant un lentigo. Les algorithmes développés sont appliqués à des images réelles obtenues d’une étude
clinique dermatologique.
Mots clés: Microscopie confocale par réflectance, modèle de texture, gaussienne généralisée, dis-
tribution gamma généralisée, estimation de paramètres, géométrie de l’information, gradient naturel,
méthodes bayésiennes, MCMC
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Abstract
In this work, we develop statistical models and processing methods for confocal microscopy images.
The first contribution consists of a parametric statistical model to represent textures in the wavelet
domain. Precisely, a generalized Gaussian distribution is proposed, whose scale parameter is shown
to be discriminant of the underlying tissues. The thesis deals also with modeling data in the image
domain using the generalized gamma distribution. The second contribution develops an efficient pa-
rameter estimator for this distribution based on a natural gradient approach. The third contribution
establishes a multiplicative noise observation model to explain the distribution of the data. Paramet-
ric Bayesian inference methods are subsequently developed based on this model to classify healthy
and lentigo images. All algorithms developed in this thesis have been applied to real images from a
dermatologic clinical study.
Keywords: Reflectance confocal microscopy, texture modeling, generalized Gaussian, generalized
gamma distribution, parameter estimation, information geometry, natural gradient, Bayesian meth-
ods, MCMC
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Introduction
Contexte et problématique de la thèse
Cette thèse s’intéresse à l’analyse et la modélisation statistique des images de microscopie confo-
cale à réflectance (MCR) afin de les caractériser pour l’identification du Lentigo.
La microscopie confocale à réflectance est une modalité d’imagerie médicale de plus en plus utilisée.
En effet, elle permet d’avoir une très bonne résolution de la peau (de l’ordre du µm en surface et
en profondeur) sans altération de cette dernière. Sa facilité d’utilisation et sa rapidité d’acquisition
tendent au fort développement de cet outil. Il faut cependant un long temps d’apprentissage pour
que les dermatologues puissent utiliser pleinement les possibilités de cette technique à des fins de
diagnostic. C’est pourquoi de plus en plus de méthodes sont utilisées pour minimiser ce temps
d’apprentissage en automatisant certaines étapes nécessaires au diagnostic. Nous souhaitons dans
cette recherche apprendre à caractériser et distinguer la peau saine de la peau atteinte de lentigo.
Les lentigos sont des taches de vieillesse qui apparaissent principalement sur la main où sur les zones
le plus souvent exposées au soleil. Sur la surface de la peau, ils apparaissent comme une tache plus
foncée. A l’intérieur de la peau, c’est principalement au niveau de la jonction derme-épiderme que
nous verrons des différences. En effet, celle-ci est plus grande et désordonnée sur une zone atteinte.
La microscopie confocale possède deux modes d’acquisition. On peut effectuer des prises stack :
c’est à dire on positionne le capteur et on acquiert des images à différentes profondeurs de peau en
faisant varier le plan focal. On peut aussi effectuer des prises bloc où le système est le même mais
c’est la caméra qui bouge selon les trois axes x, y et z. Les deux acquisitions n’amènent pas les mêmes
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questions. En effet, la taille d’une image étant de 500×500 µm, on va avoir des images stack qui vont
représenter soit une peau saine soit une peau présentant un lentigo. Par contre, lors d’une analyse
bloc, une image va représenter un champ large de taille 8×8 mm où on peut faire la distinction entre
la zone saine de la zone avec lentigo puisque celui-ci a généralement un diamètre inférieure à 5 mm.
La motivation de cette thèse est de proposer des modèles statistiques permettant de caractériser les
images stack pour mieux identifier la peau atteinte de lentigo de la peau saine. Pour cela, comme pre-
mière étape, nous avons utilisé les méthodes multi-résolution pour la modélisation des images MCR.
Ces dernières ont montré de bonnes propriétés pour l’analyse d’images texturées ce qui a motivé leur
utilisation pour la modélisation des images MCR. Dans une seconde étape, nous avons caractérisé
les images MCR directement à partir des intensités des différents pixels en tenant compte du bruit
multiplicatif affectant les observations. Dans une troisième étape, nous nous sommes intéressés à la
classification des images confocales en adoptant des approches bayésiennes paramétriques permettant
d’inclure des informations a-priori concernant les images considérées. Les modèles proposés ont été
développés en collaboration avec le Centre de Recherche sur la peau, Pierre Fabre Dermo Cosmétique.
Ils ont pu être testés sur des images MCR réelles collectées lors d’une étude nommée cf010 menée
sur 45 patients volontaires.
Organisation du manuscript
Le manuscrit est organisé de la manière suivante.
• Chapitre 1: Le chapitre 1 introduit le contexte médical qui motive ce travail en présentant
des notions générales sur les tissus de la peau et différentes techniques non-invasives d’imagerie,
comme l’Imagerie par Résonance Magnétique (IRM), l’Echographie, la Tomographie par Co-
hérence Optique, et la Microscopie Confocale à Réflectance (MCR) dont les deux paramètres
importants sont la résolution et la profondeur de pénétration.
• Chapitre 2: Le chapitre 2 s’intéresse à l’analyse des images MCR pour caractériser la pro-
fondeur à laquelle on peut distinguer une peau saine de celle atteinte de lentigo. Chaque
patient (sain ou lentigo) est représenté par une suite d’images MCR (appelée image stack dans
3ce manuscrit) qui sont associées aux différentes profondeurs. La caractérisation des textures de
ces images a été faite à travers l’utilisation de la décomposition en ondelettes de Daubechies
4 pour chaque profondeur et pour tous les patients (lentigo et sains). Un premier travail a
consisté à vérifier que la loi des coefficients d’ondelettes d’une image MCR était une loi gaussi-
enne généralisée comme cela a été proposé dans la littérature pour d’autres types d’images.
Les paramètres de cette loi ont été ensuite estimés par une méthode du maximum de vraisem-
blance. Nous avons ensuite caractérisé la présence de lentigo à une profondeur donnée par une
analyse des paramètres de cette loi gaussienne généralisée. Enfin, nous avons appliqué des tests
paramétriques (T-tests, Machine à vecteurs de support (SVM)) sur les différents paramètres
pour déterminer les profondeurs caractéristiques auxquelles on peut distinguer les images lentigo
et non-lentigo de manière supervisée.
• Chapitre 3: Le chapitre 3 porte sur la modélisation statistique des intensités des images
MCR. Nous montrons tout d’abord que la loi gamma généralisée est bien adaptée pour décrire
les propriétés statistiques des intensités des images des patients sains et atteints de lentigo.
Pour estimer les paramètres de cette loi, nous avons proposé un estimateur qui s’avère être
plus rapide et plus performant (pour un faible nombre d’échantillons) que ceux disponibles
dans la littérature. Cet estimateur utilise la méthode du maximum de vraisemblance combinée
avec une descente de gradient naturel. Ce dernier permet d’avoir une convergence plus rapide
en pondérant le gradient par l’inverse de la matrice de Fisher des paramètres. Nous avons
ensuite étudié les performances de tests paramétriques appliqués aux paramètres de la loi gamma
généralisée et nous avons comparé les résultats trouvés avec ceux du chapitre 2.
• Chapitre 4: Ce chapitre présente un modèle bayésien hiérarchique totalement non-supervisé
permettant une restauration des images MCR et une classification entre patients sains et atteints
de lentigo. L’approche bayésienne proposée tient compte de la loi du bruit multiplicatif (speckle)
affectant les mesures et introduit des lois a-priori adaptées aux paramètres inconnus du modèle,
afin de régulariser le problème d’estimation. Nous avons ensuite proposé des méthodes de Monte
Carlo par Chaines de Markov (MCMC) afin d’estimer conjointement les différents paramètres
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du modèle, incluant la réflectivité débruitée de l’image, un vecteur de label permettant de classi-
fier chaque pixel de l’image dans la classe “sain” ou “lentigo” et les paramètres de la loi du bruit.
Plus précisément, un échantillonneur de Metropolis-within-Gibbs est utilisé pour générer des
échantillons distribués asymptotiquement suivant la loi a-posteriori d’intérêt. Ces échantillons
sont ensuite utilisés pour construire des estimateurs bayésiens, comme l’estimateur du maxi-
mum a posteriori (MAP) ou l’estimateur MMSE (minimum mean square error) des paramètres
inconnus du modèle. L’algorithme résultant est validé sur des données synthétiques et réelles
en l’appliquant aux profondeurs caractéristiques du lentigo, déterminées dans les précédents
chapitres 2 et 3.
Principales contributions
Les principales contributions sont rappelées ci -dessous
• Chapitre 2 Une première contribution consiste à proposer un modèle statistique paramétrique
pour représenter la texture des images MCR dans le domaine des ondelettes. Précisément, il
s’agit d’une distribution gaussienne généralisée dont on montre que le paramètre d’échelle est
caractéristique des tissus sous-jacents. [Halimi et al., 2017,Biomedical]
• Chapitre 3 Une deuxième contribution consiste à proposer un modèle statistique adapté au
domaine de l’image pour la caractérisation des tissus des images MCR en utilisant un nouvel
algorithme d’estimation pour les paramètres de la loi gamma généralisée, basé sur une approche
de gradient naturel.[Halimi et al., 2017,CAMSAP], [Halimi et al., SIVP]
• Chapitre 4 Dans ce chapitre, un modèle d’observation de bruit multiplicatif est établi pour
expliquer la distribution gamma généralisée des données. Des méthodes d’inférence bayésienne
paramétrique sont ensuite développées avec ce modèle pour permettre la reconstruction et la
classification conjointe d’images de microscopie confocale à réflectance cutanées.[Halimi et al.,
2017 EUSIPCO], [Halimi et al., IEEE BE]
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1.1 Introduction
La peau humaine est un organe complexe, vaste et lourd du corps humain et qui peut être soumis à un
certain nombre de maladies. C’est un organe complexe ayant 4 fonctions essentielles : une fonction de
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protection, une fonction de sensibilité, une fonction métabolique et une fonction de thermorégulation.
C’est le plus gros organe de l’être humain, représentant environ 8% de la masse corporelle et une
surface de l’ordre de 2 m2 chez un adulte [Marieb., 1999]. On trouve également dans la peau des
annexes cutanées telles que les poils, les glandes sébacées qui produisent le sébum (substance grasse qui
protège la peau), les glandes sudoripares à l’origine de la sueur [C. Prost-Squarcioni and Fraitag, 2005,
Prost-Squarcioni, 2006] et des récepteurs nerveux permettant les sensations tactiles et de pression.
La microscopie confocale à réflectance (MCR) est une technique d’imagerie non-invasive qui permet
une visualisation in vivo de l’épiderme jusqu’au derme papillaire en temps réel [Hofmann-Wellenhof
et al., 2009, Nehal et al., 2008]. Le terme in vivo est une expression latine qualifiant des recherches ou
des examens pratiqués sur un organisme vivant, par opposition à in vitro (en dehors de l’organisme
vivant). De par ses caractéristiques, la MCR se situe entre l’examen dermatoscopique et l’examen
histologique classique. En effet, son caractère totalement non-invasif, donc indolore, la possibilité
de répéter l’examen sur une même zone cutanée de façon illimitée et l’orientation horizontale des
images obtenues la rapprochent de la dermatoscopie; en revanche, le grossissement et la résolution
des images la rapprochent de l’examen histologique classique [Kanitakis et al., 2013]. Son potentiel
pour améliorer la détection du cancer et des tumeurs a été démontré dans diverses recherches et études
cliniques dermatologiques [Alarcon et al., 2014b]. Dans [Menge et al., 2016], une corrélation entre la
MCR et l’histologie a été signalée pour le diagnostic du mélanome. La MCR s’est également révélée
utile pour le suivi et la surveillance du traitement du lentigo malin [Alarcon et al., 2014a, Champin
et al., 2014, Guitera et al., 2014], et la chirurgie cutanée guidée [Hibler et al., 2015].
1.2 La peau
Généralités
La peau est l’enveloppe du corps. Elle est aussi une barrière physique à la plupart des microorgan-
ismes, à l’eau, et à une grande partie des rayons UV. L’acidité (pH 4,0 à 6,8) de la surface de la peau
empêche le développement de la plupart des pathogènes. La peau protège le corps de la déshydrata-
tion dans les environnements secs et empêche l’absorption de l’eau lorsque le corps est immergé dans
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l’eau. Les effets antagonistes du frisson et de la sudation, ainsi que la vasoconstriction et la vasodi-
latation des vaisseaux de la peau, permettent le maintient d’une température corporelle normale de
37
◦
C. La peau absorbe de petites quantités de rayonnements UV nécessaires à la synthèse de la
vitamine D.
1.3 Composition de la peau
La structure de la peau est complexe (Figure 1.1). Elle se subdivise en 3 régions superposées qui vont
de la superficie vers la profondeur : l’épiderme (tissu d’origine épithéliale), le derme (un tissu con-
jonctif) et l’hypoderme.[Fuchs and Raghavan, 2002]. C’est la première ligne de défense de l’organisme
contre l’environnement extérieur (micro-organismes, radiations).
Figure 1.1: Représentation schématique de la peau humaine [Sage, 2012].
A) Illustration des différentes couches de la peau et des annexes cutanées (modifié de [MacNeil, 2007]). B)
Représentation des différentes couches de cellules qui forment l’épiderme (modifié de [Fuchs and Raghavan,
2002])
.
Les cellules de l’épiderme forment des crêtes épidermiques qui se projettent dans le derme, et
ce dernier présente également des projections dans l’épiderme, appelées papilles dermiques. Ces
structures permettent d’augmenter la surface de contact et d’adhésion entre les deux compartiments.
L’épiderme est séparé du derme par une membrane basale, nommée jonction dermo-épidermique.
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L’hypoderme, dans le prolongement du derme, assure l’interface entre la peau et les tissus qu’elle
recouvre (muscles, os).
1.3.1 L’épiderme
L’épiderme est un épithélium de revêtement. Il n’est pas vascularisé mais contient des terminaisons
nerveuses sensitives. Il est constitué de quatre types cellulaires (Figure 1.2) : les kératinocytes, les
mélanocytes, les cellules de Langerhans, et les cellules de Merkel [Prost-Squarcioni, 2006].
Figure 1.2: Types de cellules et couches de l’épiderme d’une peau épaisse. Les carctéristiques d’une peau
mince sont semblables, toutefois le stratum lucidum est absent et le stratum corneum est plus mince [Tortora
and Grabowski, 1993]
.
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Les cellules de l’épiderme
• Les kératinocytes de l’épiderme qui représentent 80% des cellules de l’épiderme se répartissent
dans 4 couches qui sont bien visibles en microscopie optique et appelées (de la profondeur à la
superficie) : couche basale (jonction dermo-épidermique), couche épineuse, couche granuleuse
et couche cornée (Figure 1.1B). Les kératinocytes produisent de la kératine, une protéine fi-
breuse qui confère aux cellules de l’épiderme leurs propriétés protectrices. Les kératinocytes
assurent trois grandes fonctions: la cohésion de l’épiderme et sa protection contre les agressions
mécaniques, une fonction de barrière entre les milieux intérieur et extérieur et la protection
contre les radiations lumineuses. Les kératinocytes sont étroitement liés les uns aux autres par
des desmosomes. Ils proviennent de cellules qui se divisent de manière quasi continue et se
situent au niveau de la couche la plus profonde de l’épiderme. A mesure que les kératinocytes
sont poussés vers la surface de la peau par les nouvelles cellules, ils se mettent à produire de
la kératine molle qui va devenir leur constituant majeur. Les kératinocytes meurent au cours
de leur trajet jusqu’à la surface de la peau pour ne laisser plus qu’une membrane plasmique
remplie de kératine qui tombent par desquamation. La peau se renouvelle en moyenne tous les
25 à 45 jours,
• Les mélanocytes sont moins nombreux que les kératinocytes. Ce sont des cellules épithéliales
étoilées qui synthétisent un pigment, la mélanine. On les trouvent dans les couches profondes
de l’épiderme. La mélanine nouvellement synthétisée s’accumule dans des granules appelés
mélanosomes qui sont acheminés par des protéines motrices le long des filaments d’actine pour
rejoindre les extrémités des mélanocytes où ils sont absorbés par les kératinocytes avoisinants.
Les mélanosomes s’accumulent près du noyau des kératinocytes, vers le milieu extérieur, et
forment ainsi un bouclier pigmentaire qui protège le noyau contre les radiations ultraviolets
(UV),
• Les cellules de Langerhans sont des cellules de l’immunité. Elles représentent 3 à 8% des
cellules épidermiques. Elles contribuent à l’activation d’autres cellules de l’immunité et leur
nombre augmente lors d’une infection chronique de la peau,
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• Les cellules de Merkel sont, d’une part, liées à la terminaison nerveuse d’une neurofibre
sensitive (disque de Merkel) et d’autre part, associées aux kératinocytes voisins par des mi-
crovillosités. Elles constituent la population cellulaire minoritaire de l’épiderme. Elles sont
relativement abondantes au niveau des lèvres, des paumes et du dos des pieds. Avec les disques
de Merkel, elles jouent le rôle de percepteur sensoriel du toucher.
Les couches de l’épiderme
• La couche basale, la plus profonde est fixée au derme sous-jacent. elle est composée d’une
couche unique de cellules, les kératinocytes, qui se multiplient rapidement et dont le rôle est
de renouveler le contingent des cellules cutanées. On trouve aussi dans cette couche les cellules
mélanocytaires, ou mélanocytes,
• La couche épineuse est constituée de la superposition de 4 à 5 épaisseurs de kératinocytes
liés entre eux. Cet accrochage étroit favorise la fonction d’imperméabilité de la peau,
• La couche granuleuse est constituée de trois à cinq couches de cellules dans lesquelles les
keratinocytes changent d’aspect. A ce stade, les cellules remplies de kératine se rapprochent de
la surface de la peau et commencent à dégénérer et à se déstructurer (Figure 1.3),
• La couche cornée est la couche la plus superficielle de la peau. Les cellules devenues plates
et translucides sont mortes et forment une couche résistante et imperméable.
1.3.2 La jonction dermo-épidermique
La jonction dermo-épidermique appelée aussi membrane basale épidermique est une structure com-
plexe séparant l’épiderme du derme [Briggaman, 1982, Stanley et al., 1982], élaborée à la fois par
les kératinocytes basaux et les fibroblastes dermiques. Les crêtes épidermiques (saillies de l’épiderme
dans le derme) et les papilles dermiques (saillies du derme dans l’épiderme) alternent dans la jonction
épidermique (Figure 1.4). Elle peut être divisée en 4 zones allant de l’épiderme vers le derme :
• la membrane plasmique des kératinocytes basaux avec leur structure d’attache : les
hémidesmosomes,
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Figure 1.3: Les couches de l’épiderme. L’épiderme est constitué de plusieurs couches cellulaires qui, de la plus
profonde à la plus superficielle, sont les suivantes : la couche basale, la couche épineuse, la couche granuleuse,
la couche de transition (seulement dans la peau épaisse) et la couche cornée (modifié de [Geras, 1990],[Gagnon,
2005])
.
• la lamina lucida traversée par des filaments d’ancrage,
• la lamina densa formant la zone d’ancrage des filaments et des fibres issus de l’épiderme et
de la zone fibrillaire,
• la zone fibrillaire qui contient des fibres d’ancrages reliant la lamina densa de la membrane
basale à des plaques d’ancrage dans le derme papillaire.
La jonction dermo-épidermique assure dans la peau des fonctions fondamentales [Laurent, 2005]: elle
possède un rôle de support mécanique pour l’adhésion de l’épiderme au derme et un rôle de barrière
sélective permettant le contrôle des échanges moléculaires et cellulaires entre les deux compartiments.
1.3.3 Le derme
Le derme est un tissu de soutien de l’épiderme. Contrairement à l’épiderme, le derme est vascularisé,
ce qui lui permet non seulement de fournir de l’énergie et des nutriments à l’épiderme, mais aussi de
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Figure 1.4: Schéma de la peau. Les crêtes épidermiques et les papilles dermiques alternent dans la jonction
dermo-épidermique [Laplante, 2002]
.
jouer un rôle primordial dans la thermorégulation du corps et dans la guérison des blessures. Son
épaisseur est d’environ 1mm à 4mm et varie selon les zones du corps. Il est formé de deux zones :
la zone papillaire formée de tissu conjonctif lâche et la zone réticulaire formée d’un tissu conjonctif
dense. Les cellules principales du derme sont les fibroblastes. Ils sont situés principalement dans
les papilles cutanées, près de l’épiderme, et ne se trouvent qu’en faible quantité dans les couches
profondes du derme. Ils sont spécialisés dans la production de deux types de fibres protéiniques,
soit le collagène et l’élastine, qui forment le réseau fibreux du derme. Les fibres de collagène, qui
constituent des protéines dans le derme, donnent à celui-ci sa résistance à la tension et à la traction,
alors que l’élastine lui fournit ses propriétés élastiques.
1.3.4 L’hypoderme
L’hypoderme est un tissu adipeux séparant le derme et les plans aponévrotiques et musculaires sous-
jacents. Les cellules adipeuses qui le constituent sont des cellules mésenchymateuses différenciées,
rondes ou polygonales, possédant un noyau triangulaire périphérique et un cytoplasme riche en trigly-
cérides et en acides gras. Outre son rôle énergétique dû à la réserve de graisse qui le constitue,
l’hypoderme protège contre les chocs (mécanique et thermique).
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1.4 Fonctions principales de la peau
1.4.1 Protection
La peau est soumise aux multiples agressions du milieu extérieur et se comporte comme un bouclier
contre les agressions mécaniques (chocs, écrasements, tractions, etc.), qu’elle doit amortir et absorber
afin de préserver son intégrité et celle des tissus et organes qu’elle enveloppe. Elle nous protège aussi
contre les pollutions diverses, contre les micro-organismes et du soleil [Ratovoson, 2011, Tran, 2007].
1.4.2 Fonction sensorielle
La peau contient les récepteurs du sens du toucher qui captent toutes sortes de renseignements
provenant du monde extérieur. Un rôle d’information qui ajoute une aide indirecte à la défense de
l’organisme.
1.4.3 Thermorégulation
On appelle thermorégulation l’ensemble des mécanismes qui permettent à l’homme de maintenir
constante sa température interne autour de 37 ◦C. La peau nous protège de la chaleur grâce à la
sueur qui a pour rôle d’éliminer la chaleur excédentaire de notre corps.
1.4.4 Fonction métabolique: synthèse de la vitamine D
C’est dans l’épiderme qu’est synthétisée la vitamine D, sous l’effet des UV du soleil. Un déficit en vita-
mine D a pour conséquence des troubles de croissance chez l’enfant (rachitisme) et une augmentation
du risque de fractures chez l’adulte (ostéomalacie).
1.5 Pigmentation de la peau
1.5.1 Pigmentation mélanique
La couleur de la peau est normalement définie par le phototype d’une personne et par son exposition
solaire, les zones fréquemment exposées au soleil étant plus sombres que les zones cachées. Le pigment
naturel qui détermine la couleur de la peau est la mélanine, que l’organisme sécrète pour protéger la
peau du rayonnement UV, ce qui donne le bronzage. Les troubles de la pigmentation sont liés à un
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mauvais fonctionnement de la mélanine qui provoque soit une hyperpigmentation (taches sombres)
soit une dépigmentation de la peau (taches plus claires). Dans ce dernier cas, il s’agit généralement
d’une maladie, comme le vitiligo ou l’albinisme, qui relève d’une prise en charge médicale.
1.5.2 Hyperpigmentations
Les hyperpigmentations résultent d’une accumulation ou d’une mauvaise répartition du pigment au
niveau de la peau. Elles prennent différentes formes [Chaouat, 2011, Oualid, 2011]:
Le melasma
Le mélasma est une affection fréquente de cause inconnue. C’est une affection bénigne de la peau
se présentant sous la forme de taches hyperpigmentées apparaissant sur les zones exposées au soleil,
surtout au niveau du visage, du décolleté et du cou. Le mélasma atteint principalement les femmes
(Figure 1.5).
Figure 1.5: Melasma (http://www.asarchcenter.com/proced_kb/melasma/)
.
Les éphelides ou taches de rousseur
Fréquentes chez les sujets roux ou blonds, les taches de rousseur sont des manifestations cutanées
physiologiques, isolées, dénuées de signification pathologique. Elles apparaissent comme des hyper-
pigmentations maculeuses, localisées, de petite taille (1 à 3 mm), de teinte brun clair ou ocre, siégeant
au niveau du visage (nez, joues) et sur les zones photo-exposées (dos des mains, décolleté, haut du
dos).
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Les taches café au lait
Les taches café-au-lait se présentent comme des macules brunes, de couleur homogène, dont la taille
peut varier de quelques centimètres à plusieurs dizaines de centimètres. Histologiquement, elles sont
semblables aux éphélides, en rapport avec une hypermélaninose (Figure 1.6). Ces lésions, le plus
souvent présentes à la naissance, sont en général isolées.
Figure 1.6: Taches café au lait [Oualid, 2011]
.
Naevus naevo-cellulaires
Egalement appelés naevus mélanocytaires, pigmentaires ou communément « grains de beauté », ils
sont banals chez les sujets caucasiens. Ces naevus sont des lésions rondes ou ovales, planes ou
légèrement en relief, de coloration homogène, brun clair à brun noir. Ils peuvent être présents à la
naissance (naevus congénitaux) ou apparaitre dans l’enfance avec des poussées à la puberté.
Le lentigo
Le lentigo est un type de lésion qui provient de la jonction entre le derme et l’épiderme en raison d’une
forte concentration de mélanocytes au niveau des parois des papilles dermiques. Cette lésion conduit
à la destruction du réseau cellulaire régulier à certaines couches de l’épiderme, principalement à la
jonction dermo-épidermique [Menge et al., 2016]. Les lentigos sont des macules de petites tailles, bien
limitées, de teinte brun foncé à noir. Très fréquents, ils affectent l’enfant et l’adulte et touchent plus
fréquemment les personnes à peau claire. Ces taches pigmentaires sont sans danger mais témoignent
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d’une altération de la peau liée au soleil. Histologiquement, les lentigos correspondent à une accu-
mulation de mélanine, pigment qui colore la peau et la protège des ultraviolets, dans l’épiderme. Les
deux principaux types de lentigos sont le lentigo simplex et le lentigo actinique.
• lentigo simplex Le terme lentigo simplex désigne tout lentigo survenant indépendamment de
l’exposition solaire. Le lentigo simplex apparait dans les 10 premières années de vie. Il se
présente sous forme de petites macules brunes ou noires, isolées et réparties sur toute la peau,
les muqueuses ou encore les ongles (Figure 1.7).
Figure 1.7: Lentigo simplex [Oualid, 2011]
.
• lentigo actinique ou lentigo solaire se retrouve sur les zones exposées au soleil (dos des mains,
visages, bas des jambes ..). Il se traduit par des taches plus grandes que le lentigo simplex, de
couleur brun clair. Il est très fréquent chez la population caucasienne de plus de 60 ans et est
corrélé au vieillissement cutané induit par le soleil (Figure 1.8).
1.6 Techniques d’imagerie de la peau
En dermatologie, la décision médicale est basée sur l’examen clinique où l’inspection et la palpation
permettent souvent de porter un diagnostic. En cas de doute, on pratique une biopsie qui reste
toutefois un examen très local, invasif et ne peut être répété. On peut donc légitimement souhaiter
disposer d’outils complémentaires (techniques non-invasives d’imagerie) qui peuvent offrir une vue en
profondeur de la peau. Ces outils peuvent provenir des techniques non-invasives d’imagerie, comme
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Figure 1.8: Lentigo actinique [Oualid, 2011]
.
l’Imagerie par Résonance Magnétique (IRM), l’Echographie, la Tomographie par Cohérence Optique,
et la Microscopie Confocale, dont les deux paramètres importants sont la résolution et la profondeur
de pénétration. Ces techniques d’imagerie vont être présentés ci-dessous afin de nous aider à mieux
comprendre leur principe et leurs applications sur l’imagerie de la peau humaine in vivo (expression
latine qualifiant des recherches ou des examens pratiqués sur un organisme vivant).
1.6.1 Imagerie ultrasonore
Les premières études sur l’échographie de la peau datent de 1979 [Alexander and Miller, 1979]. Les
auteurs ont réalisé des coupes de la peau en mode A (A-scan), permettant de détecter des échos
provenant de la surface de la peau et du derme. L’échographie mesure l’intensité et le temps de prop-
agation d’une onde acoustique ultrasonore réfléchie par les structures de l’échantillon. Les appareils
d’échographie font appel à des sources d’énergie (des ondes sonores de haute fréquence, ou ultrasons).
Les impulsions ultrasonores qui traversent le corps sont réfléchies et déviées par les divers types de
tissus [Juin, 2014]. A partir des échos ainsi produits, un ordinateur reconstruit des images du contour
des organes examinés [Mcheik, 2010, Tran, 2007]. En échographie clinique humaine et vétérinaire, les
fréquences utilisées oscillent entre 2 MHz et 15 MHz. L’échographie haute résolution utilise par défi-
nition des fréquences supérieures à 15 MHz (20-100 MHz). L’utilisation d’ondes sonores de fréquence
plus élevée, une sensibilité accrue au niveau de la réception, une meilleure analyse des signaux, etc.,
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permettent d’obtenir maintenant des images de qualité supérieure, en trois dimensions, et de visu-
aliser des mouvements en temps réel. Plusieurs modes d’acquisition sont actuellement utilisés en
échographie cutanée haute résolution [Naouri, 2008] :
• le mode A (amplitude) est un mode archaïque de représentation, où à chaque écho est attribué
un pic d’amplitude.
• Le mode B (brillance) fournit une image bidimensionnelle. Les échos sont représentés sous forme
de points dont la brillance est proportionnelle à l’énergie reçue. Il permet ainsi d’obtenir in vivo
et en temps réel, l’image d’une coupe transversale de peau dans l’axe de la sonde (Figure 1.9).
• Le mode C permet de reconstituer une image tridimensionnelle de la lésion étudiée.
L’échographie cutanée haute résolution permet de différencier des structures dont l’écart est inférieur
à 100µm sur l’axe du faisceau (résolution axiale) et 200µm sur l’axe de balayage (résolution latérale).
Figure 1.9: Image échographique de la peau avec une sonde de 20 MHz - Mode B [Naouri, 2008]
.
1.6.2 Imagerie par résonance magnétique
L’imagerie par résonance magnétique nucléaire (IRM), est extrêmement intéressante parce qu’elle
produit des images très contrastées des tissus mous, pour lesquels les techniques utilisant les rayons
X ne sont pas d’une grande utilité [Osseni, 2010]. Sous sa forme originale, la résonance magnétique
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nucléaire donne avant tout une image de l’hydrogène, le plus petit des atomes ; dans notre organisme,
la plus grande partie de l’hydrogène fait partie des molécules d’eau et des molécules de lipides. On
applique à l’organisme des champs magnétiques ayant de 10000 à 60000 fois l’intensité du magnétisme
terrestre qui varie de 30µT à 60µT (microTesla) selon la localisation sur la terre. Le patient est étendu
à l’intérieur d’un espace entouré d’un aimant. Les molécules d’hydrogène se comportent comme de
petits aimants et tournent comme des toupies dans le champ magnétique. Ils s’orientent alors dans
une même direction parallèle au champ magnétique appliqué; des émissions très brèves d’ondes radio
sont alors appliquées, créant un second champ magnétique perpendiculaire au premier et ayant pour
effet de modifier cette orientation (c’est la « résonance magnétique »). Lorsque l’émission des ondes
radio cesse, les molécules contenant de l’hydrogène retournent à leur orientation initiale et l’énergie
libérée est transformée en image [Decoupigny, 2011, Selb, 2002]. L’IRM est une technique qui utilise
un rayonnement non ionisant, permet d’avoir une forte résolution spatiale (25 − 100µm) et un bon
contraste des tissus mous [Kozlowska et al., 2009]. La technique peut aussi fournir des informations sur
le fonctionnement de certains organes [Glunde et al., 2007],et est également utilisée pour le diagnostic
des maladies [Rudin and Weissleder, 2003]. La Figure 1.10 représente l’anatomie de la peau par IRM.
Figure 1.10: Anatomie de la peau par IRM(séquence FIESTA)
http://pe.sfrnet.org/Data/ModuleConsultationPoster/pdf/2004/1/d958caf4-945c-4174-b542-f1cf3157c06c.pdf
.
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1.6.3 Tomographie par cohérence optique
La Tomographie par Cohérence Optique (OCT) permet de produire de manière non invasive des
images tomographiques d’échantillons biologiques. C’est au début des années 1990 que les premières
applications de la tomographie à cohérence optique en mode 2B (B-scan) ont lieu avec les travaux
de [Huang et al., 1991] sur un oeil humain, in vitro, et de [Fercher et al., 1993] cette fois-ci in
vivo. Par analogie avec l’échographie, le signal obtenu en OCT dépend de l’amplitude et du chemin
optique parcourue par une onde électromagnétique lumineuse réfléchie et/ou rétrodiffusée par le milieu
biologique. Le contraste des images en OCT résulte des inhomogénéités d’indice de réfraction du
milieu. la mesure en OCT ne peut se faire que par corrélation de l’onde revenue avec une onde de
référence car les fréquences optiques (de l’ordre de 1014Hz) sont très élevées par rapport aux fréquences
acoustiques. La corrélation est réalisée par interférométrie [Juin, 2014, Nahas, 2014, Ouadour-abbbar,
2009]. L’OCT possède une profondeur de pénétration et des résolutions spatiales situées entre les
techniques non optiques (échographie, rayons X et IRM) possédant de faibles résolutions spatiales
et la microscopie confocale, possédant une résolution élevée mais une profondeur de pénétration très
limitée (Figure 1.11).
Figure 1.11: Résolution et profondeur de pénétration comparatives des ultrasons, de la microscopie confocale
et de la tomographie par cohérence optique [Sacchet, 2010]
.
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1.6.4 Microscopie confocale à réflectance MCR
La technique d’imagerie confocale qui a été décrite pour la première fois par M. Minsky en 1957
[Minsky, 1988] permet d’obtenir l’image d’un spécimen en trois dimensions. Le terme de réflectance
traduit le fait que c’est la réflexion du rayon laser sur les différentes molécules contenues dans la
peau, notamment la mélanine, la kératine et le collagène, qui produit les images [Kanitakis et al.,
2013]. Dans son principe, le microscope confocal ressemble beaucoup à un microscope conventionnel,
à l’exception d’un diaphragme placé devant le photodétecteur. Ce diaphragme élimine les faisceaux
de lumière provenant des plans situés au-dessus et au-dessous du plan focal. En effet, l’une des lim-
itations de la microscopie conventionnelle est la trop grande profondeur de champ de l’image. La
zone de mise au point apparaît nette, mais les zones immédiatement au-dessus et en-dessous sont
floues et perturbent l’image observée. De plus, un microscope conventionnel acquiert parallèlement
tous les points du spécimen, alors qu’un microscope confocal acquiert l’image du spécimen par bal-
ayage, c’est-à-dire point par point [Fouard, 2005]. Cette technique de visualisation a l’avantage sur
les technologies optiques classiques, de pouvoir effectuer une observation tridimensionnelle directe du
spécimen analysé in vivo sans l’endommager. De plus, elle permet à l’expert de réaliser une acqui-
sition 4D (3D spatiale + 1D temporelle) des données, facilitant l’observation complète de structures
biologiques en déformation au cours du temps [Tran, 2007]. La Figure 1.12 représente le schéma op-
tique du microscope confocal : un rayon lumineux émis par le laser vient éclairer un point du spécimen
dans le plan focal de l’objectif, après avoir été dirigé par le miroir dichroïque (miroir qui réfléchit les
rayons lumineux dont la longueur d’ondes se situe dans une certaine plage et se laisse traverser par
les rayons lumineux dont la longueur d’onde n’appartient pas à cette portion de spectre). Le rayon
réémis vient ensuite frapper un photodétecteur. Le microscope confocal acquiert ainsi un point du
spécimen. Pour acquérir tout le spécimen, il effectue un balayage ligne à ligne, puis plan par plan.
Apppareils de microscopie confocale
La microscopie confocale in vivo (MCiv) a été développée commercialement par la société LUCID avec
un microscope confocal en réflectance à balayage laser, le Vivascope 1000 puis les nouvelle version, le
Vivascope 1500 (Figure 1.13).
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Figure 1.12: Principe de fonctionnement d’un microscope confocal (http://www3.jouy.inra.fr/miaj/public
/imaste/Projets/AI2M_v2/node9.html)
Figure 1.13: Vivascope 1500 (http://www.vivascope.de/en/products/devices/in-vivo-devices/vivascoper-
1500/pictures.html)
.
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VivaScope 1500 - Données techniques
Résolution optique : horizontale: <1.25 µm au centre du champ d’image ; verticale : <5.0 µm au
centre du champ d’image
Profondeur d’image : couches supérieures de la couche réticulaire
Section visualisable, image individuelle : 500 µm x 500 µm
Mouvement d’axe X & Y : ± 4.0 mm
Résolution d’image : 1000 x 1000 pixels (optimisé Nyquist)
Conversion numérique-analogique d’image : 8 bits
Cadence d’images : 9 images/seconde
Ecran de contrôle : 19", 1280 x 1024 pixels, écran plat couleur
Logiciel : VivaScan version 7
Puissance d’exploitation optique : CDRH classe 1, EU classe 1M
Longueur d’onde imagerie : 830 nm
Installation tête imagerie : une suspension à la Cardan fournit ±90◦ de rotation en direction orthog-
onale
Objectif inclus : Lucid StableView TM F.L. = 4.3 mm, 0.9 NA immersion
Plage de températures de service : 55◦F à 85◦F (13◦C à 30◦C)
Source d’alimentation : 110-230 VAC 50-60 Hz
Humidité d’exploitation : sans condensation
Certifications : FCC classe A, marqué CE
Le VivaScope 1500 offre aux chercheurs et aux utilisateurs dans les secteurs de la médecine et des
cosmétiques, la possibilité de faire des examens optiques de la peau, en temps réel. Cela fournit une
vue in vivo, non-invasive de l’épiderme et du derme, jusqu’à la couche réticulaire supérieure. Un laser
infrarouge proche (830 nm) est dirigé sur les sections individuelles de la peau, où il est réfléchi. La
mélanine et la kératine agissent comme des agents de contraste naturels en raison de leur indice de
réfraction relativement élevé. L’appareil produit des images de la peau, en noir et blanc, dans une
qualité optimale.
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Applications médicales
Les applications médicales de la microscopie confocale in vivo sont multiples. En dermatologie, la
MCR est utilisée pour réaliser par exemple des tests de dépistage de cancer (les mélanomes malins
sont différents des naevus épidermiques "normaux" par de nombreux aspects, lorsqu’ils sont examinés
par MCR) ou le contrôle des bords après l’excision des mélanomes malins. Cela permet de vérifier
que toute la zone pathologique a bien été enlevée et permet donc de diminuer le risque de récurrence
dans la zone du mélanome. La MCR est également utilisée dans le secteur de la recherche cosmétique,
pour examiner la peau. Les recherches dans ce domaine concernent, par exemple, la pénétration et
la diffusion des substances contenues dans les lotions, crèmes, etc... A titre d’exemple, la Figure 1.14
représente des images de microscopie confocale à réflectance prises à différentes profondeurs de la
peau, la Figure 1.15 représente deux images MCR (patient sain et patient atteint de lentigo) prises
au niveau de la jonction dermo-épidermique et enfin la Figure 1.16 représente la couche cornée d’une
image MCR. La couche la plus superficielle de la peau apparaît brillante (reflétante). Les cornéocytes
sont agencés en îlots séparés par des dépressions sombres (dermatoglyphes).
Figure 1.14: Images de microscopie confocale à réflectance prises à différentes profondeurs de la peau
.
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Figure 1.15: Images MCR (patient sain et patient atteint de lentigo) prises au niveau de la jonction dermo-
épidermique
.
Figure 1.16: Couche cornée [Kanitakis et al., 2013]
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1.7 Conclusions
Nous avons commencé par décrire dans ce chapitre quelques propriétés de la peau humaine. Nous
avons ensuite exposé sa composition, ses différentes fonctions principales, et les types de pigmentation:
mélanique ou hyperpigmentation. Les hyperpigmentations cutanées sont nombreuses et d’origine
variée, entraînant une gène esthétique plus ou moins importante et étant parfois mal supportée par les
patients. Nous avons ensuite présenté plusieurs techniques d’imagerie médicale ainsi que leur principe
de fonctionnement. Nous nous sommes principalement intéressés dans cette thèse à la microscopie
confocale à réflectance qui est une technique d’imagerie non-invasive permettant une visualisation in
vivo de l’épiderme jusqu’au derme papillaire en temps réel. Le but final est de caractériser ces images
de microscopie confocale à réflectance afin de distinguer les patients sains de ceux atteints de lentigo
qui est une hyperpigmentation cutanée.
Chapitre 2
Modélisation statistique et classification
d’images de microscopie confocale à
réflectance à l’aide d’une analyse
multirésolution.
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2.1 Introduction
Dans ce chapitre, on s’intéresse à caractériser et modéliser les textures des images MCR à l’aide d’une
analyse multirésolution afin d’identifier la profondeur de la peau à laquelle on peut distinguer une
peau saine de celle atteinte de lentigo.
La nature complexe des images MCR nécessite des méthodes automatiques de traitement d’images
pour élaborer des stratégies de diagnostic précises. Peu de techniques automatiques sont disponibles
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dans la littérature. La recherche subséquente sur les images MCR s’est principalement concentrée
sur trois aspects : i) études cliniques(non abordées dans notre thèse) pour évaluer leur utilité, ii)
segmentation des noyaux, et iii) classification des tissus de la peau.
Luck et al. [Luck et al., 2005] ont d’abord développé une méthode automatique de traitement
d’images MCR pour segmenter les noyaux. Leur méthode est basée sur un modèle gaussien de
l’image qui tient compte de la réflectivité des noyaux et d’une distribution gaussienne tronquée pour
représenter l’intensité des fibres de cytoplasme. Un champ aléatoire gaussien de Markov a également
été utilisé pour la corrélation spatiale, et un algorithme de classification bayésienne a été étudié pour
étiqueter les tissus. Harris et al. [Harris et al., 2015] ont développé un algorithme basé sur les réseaux
neuronaux pour segmenter les noyaux dans les images MCR. Les noyaux et arrière-plans, à partir
d’images segmentées manuellement, ont été représentés par des distributions gaussiennes. Le réseau
neuronal a été formé à l’aide de caractéristiques telles que la taille, le contraste et la densité du
noyau. Diverses caractéristiques extraites des images MCR ont été utilisées pour les applications
citées ci-dessus. Kurugol et al. [Kurugol et al., 2011, 2012] ont développé et validé une méthode semi-
automatique pour localiser la jonction dermoepidermique (DEJ) à l’aide d’un classifieur statistique
basé sur des caractéristiques de texture. Ces caractéristiques sont principalement liées aux mesures
de luminosité associées aux cellules basales. Les auteurs de [Somoza et al., 2014] ont développé une
méthode automatique pour localiser les couches de la peau dans les images MCR en fonction de
l’analyse de la texture.
Hames et al. [Hames et al., 2015, 2016] ont développé un classifieur à base de régression logistique
pour segmenter automatiquement les différentes couches de la peau dans les images MCR. Dans
[Kose et al., 2016], une méthode de classification SVM basée sur les caractéristiques de texture SURF
(Speeded Up Robust Features) a été utilisée pour identifier les motifs morphologiques de la peau dans
les images MCR. Enfin, pour les applications de diagnostic, Koller et al. [Koller et al., 2011] ont
étudié une méthode de classification par arbre de décision basée sur les ondelettes pour distinguer les
tumeurs bénignes et malines des mélanocytes cutanées dans les images MCR. Cette méthode, sera
utilisée comme référence dans notre étude.
Très peu de travaux de recherche disponibles dans la littérature ont porté sur la détermination des
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marqueurs quantitatifs pour la caractérisation des tissus dans les images MCR. Parmi ces travaux,
Raphael et al. [Raphael et al., 2013] ont étudié une méthode de caractérisation des images MCR pour
évaluer le photovieillissement. Dans leur étude, les intensités des images, leurs coefficients d’ondelettes
2D, leurs coefficients de Fourier 2D et les formes, segmentés avec un algorithme adhoc, ont été corrélés
avec les données cliniques. Les résultats obtenus dans [Raphael et al., 2013] ont montré que l’intensité
de l’image et les coefficients d’ondelettes n’avaient aucune corrélation significative, contrairement aux
coefficients de Fourier et aux résultats de segmentation.
La plupart des recherches concernant le traitement automatique des images MCR sont basés sur
une sorte d’analyse de la texture de ces images. De nombreux algorithmes basés sur les distribu-
tions temps-fréquence et temps-échelle des images MCR ont montré des propriétés intéressantes pour
l’analyse de la peau. En particulier, les coefficients d’ondelettes résultant d’une décomposition en
ondelettes discrètes multirésolution ont été considérés pour la caractérisation et la classification des
tissus dans de nombreuses applications pratiques [Dima et al., 2002, Hu et al., 2008, Patwardhan
et al., 2003, Yuan et al., 2005]. Cependant, la caractérisation des images MCR en utilisant des mod-
èles statistiques associés aux coefficients d’ondelettes n’a à notre connaissance jamais été étudiée.
Étant donné que le lentigo apparaît visuellement comme une modification de la structure régulière de
la texture de l’image MCR, le chapitre actuel étudie une caractérisation statistique des textures basée
sur des modèles statistiques adaptés au domaine des ondelettes. Plus précisément, une décomposi-
tion en ondelettes bidimensionnelle est effectuée à quatre échelles pour chaque profondeur d’un stack
d’images MCR. Une loi gaussienne généralisée est ensuite ajustée aux coefficients en ondelettes. Les
paramètres de forme et d’échelle de cette loi sont considérés comme des marqueurs pour caractériser le
lentigo. L’objectif est ensuite d’identifier la profondeur de la peau à laquelle cette caractérisation est
la plus importante. Un test paramétrique de Student ainsi que la distance de Kulback-Leibler ont été
mis en œuvre afin d’évaluer la signification statistique de la caractérisation. Une analyse quantitative
soutenue par un classifieur basé sur une machine à vecteur de support (SVM) montre en particulier
que le paramètre de forme de ces coefficients multi-résolution permet la distinction entre les tissus
sains et les lésions aux profondeurs caractéristiques. Les résultats des expériences effectuées au cours
d’une étude clinique montrent que le paramètre de forme est un bon indicateur pour distinguer le
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lentigo des tissus sains à des profondeurs entre 50 µm et 60 µm. Le reste du chapitre est organisé
comme suit. Section 2.2 présente la méthode proposée pour la caractérisation du lentigo. Elle décrit le
processus de décomposition pyramidal d’une analyse multi-résolution à l’aide d’ondelettes, le modèle
statistique utilisé pour les coefficients d’ondelettes et la méthode statistique adoptée pour estimer
les paramètres de ce modèle. Cette Section présente enfin la méthode de caractérisation de texture
proposée basée sur les tests T et le facteur de Bayes. Les résultats expérimentaux et les discussions
sont présentés dans la Section 2.3. Les conclusions et les perspectives pour les travaux futurs sont
finalement rapportées dans la Section 2.4.
2.2 Méthode proposée
Cette Section présente l’approche proposée pour caractériser et classifier les images MCR saines et
lentigo. Soit y = (y1, ..., yV ) le stack d’images acquis pour un patient donné, où l’image 2D yv avec
v = 1, ..., V correspond à une profondeur fixe de la peau (mesurée en µm). La méthode d’analyse
proposée se compose de quatre étapes qui sont résumées dans la Figure 2.1 et décrites dans les Sections
suivantes.
2.2.1 Décomposition en ondelettes
Les ondelettes ont été utilisées avec succès pour la caractérisation de la texture en raison de leurs pro-
priétés de multirésolution qui nous permettent de capturer différentes structures à plusieurs niveaux
de détails et d’échelles. La décomposition en ondelettes d’une image bidimensionnelle peut être cal-
culée selon les directions horizontale et verticale à l’aide d’un banc de filtres séparables (avec des
réponses impulsionnelles de filtre passe-bas et passe-haut désignées par h et g) comme indiqué sur
la Figure 2.2. Les images d’entrée sont traitées à l’aide de deux étapes de filtres d’analyse qui sont
associés à des ondelettes orthogonales ou biorthogonales (ondelettes de Daubechies d’ordre 4). À
chaque échelle, l’image est traitée par des filtres horizontaux, sous-échantillonnée par deux et suivie
de filtres verticaux. Les coefficients obtenus représentent l’approximation de l’image MCR et les dé-
tails horizontaux (H), verticaux (V) et diagonaux (D). Dans cette étude, nous considérons les échelles
associées à K = 4 niveaux de décomposition.
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Figure 2.1: Étapes de la méthode de caractérisation proposée pour une profondeur donnée.
Soit x(d)i désignant le vecteur L × 1 des coefficients ordonnés arbitrairement obtenus à l’échelle
i pour la bande d ∈ {H,V,D,HV D}. On note que la bande HVD est la combinaison de tous les
coefficients à partir des trois bandes de détails. Un exemple de décomposition au premier niveau
d’une image MCR est représenté à la Figure 2.3.
2.2.2 Modélisation Statistique
Distribution gaussienne Généralisée
Dans cette sous-Section, nous proposons d’utiliser les propriétés statistiques des coefficients d’ondelettes
x
(d)
i , ∀d ∈ {H,V,D,HV D},∀i ∈ {1, ...,K} pour détecter la présence de lentigo dans les images RCM.
Plus précisément, nous supposons comme dans [Do and Vetterli, 2002, P.Moulin and Liu, 1999,
Wouwer et al., 1999, Yu et al., 2012] que la loi des coefficients d’ondelettes à chaque échelle est une loi
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Figure 2.2: Schéma de décomposition en sous-bandes pour une image 2D-DWT à deux niveaux. yv
est une image 2D acquise à la profondeur v.
Figure 2.3: Exemple de décomposition en ondelettes pour une image MCR au premier niveau de
décomposition.
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gaussienne généralisée (GGD). Cette loi est connue pour capturer les propriétés statistiques des on-
delettes pour une grande classe d’images [Do and Vetterli, 2002, Sharifi and Leon-Garcia, 1995], et son
utilisation nous permet de réduire la taille de plusieurs milliers de coefficients à certains paramètres
seulement (dans notre cas deux, les paramètres d’échelle et de forme) et de mieux saisir la variabilité
de ces coefficients. La loi GGD a la densité de probabilité (ddp) suivante p
α
(d)
i ,β
(d)
i
(
x
(d)
i
)
qui dépend
de deux paramètres α(d)i > 0 et β
(d)
i > 0
p
α
(d)
i ,β
(d)
i
(
x
(d)
i
)
=
β
(d)
i
2 α
(d)
i Γ
(
1
β
(d)
i
) exp
−

∣∣∣x(d)i ∣∣∣
α
(d)
i
β
(d)
i
 , x(d)i ∈ R (2.1)
où Γ(.) est la fonction gamma. Le paramètre β(d)i gère la forme de la loi GGD (qui est plus ou moins
pointue) et est classiquement appelé paramètre de forme. Le paramètre α(d)i caractérise la largeur
(ou la dispersion) de la densité et est désigné par paramètre d’échelle .
Nous montrerons dans la Section 2.3.2 que la densité (2.1) est parfaitement adaptée aux coeffi-
cients d’ondelettes associés à la texture des images MCR. La Section suivante présente une méthode
d’estimation statistique qui a d’abord été étudiée dans [Do and Vetterli, 2002] permettant d’estimer
les paramètres α(d)i et β
(d)
i à partir des coefficients d’ondelettes x
(d)
i .
Estimateur du maximum de vraisemblance
La méthode d’estimation du maximum de vraisemblance (MV) consiste à maximiser la vraisemblance
des échantillons observés par rapport aux paramètres du modèle inconnu [Kay, 1993]. En supposant
que les coefficients d’ondelettes associés aux différentes bandes et échelles sont indépendants, la fonc-
tion de vraisemblance de l’échantillon x(d)i = (x
(d)
i1 , ..., x
(d)
iL ) est définie par
L
(
x
(d)
i ;α
(d)
i , β
(d)
i
)
=
L∏
l=1
p
α
(d)
i ,β
(d)
i
[
x
(d)
i,l
]
(2.2)
où α(d)i et β
(d)
i sont les paramètres d’échelle et de forme associés à la bande d et à l’échelle i. Ces
paramètres seront notés par la suite α et β par souci de concision. Les dérivées partielles de la fonction
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log-vrasemblance par rapport à α et β peuvent être calculées aisément, ce qui nous donne
∂ logL
(
x
(d)
i ;α, β
)
∂α
= −L
α
+
β
αβ+1
L∑
l=1
∣∣∣x(d)i,l ∣∣∣β (2.3)
∂ logL
(
x
(d)
i ;α, β
)
∂β
=
L
β
+ L
ψ
(
1
β
)
β2
−
L∑
l=1

∣∣∣x(d)i,l ∣∣∣
α
β log

∣∣∣x(d)i,l ∣∣∣
α
 (2.4)
où ψ (z) = Γ′ (z) /Γ (z) est la fonction digamma [Abramowitz and Stegun, 1970]. L’annulation de la
première dérivée (2.3) nous donne
α =
(
β
L
L∑
l=1
∣∣∣x(d)i,l ∣∣∣β
)1/β
. (2.5)
En substituant cette valeur de α dans (2.4) on obtient l’équation non-linéaire suivante pour β
1 +
ψ (1/β)
β
−
∑L
l=1
∣∣∣x(d)i,l ∣∣∣β log ∣∣∣x(d)i,l ∣∣∣∑L
l=1
∣∣∣x(d)i,l ∣∣∣β +
log
(
β
L
∑L
l=1
∣∣∣x(d)i,l ∣∣∣β)
β
= 0 (2.6)
qui peut être résolue numériquement. Nous avons utilisé la méthode itérative de Newton Raphson
[Kay, 1993] avec comme initialisation la méthode des moments décrite dans [Sharifi and Leon-Garcia,
1995] pour résoudre (2.6). La valeur estimée résultante de β est alors introduite dans (2.5) afin
d’estimer α. La Section suivante étudie un test statistique en utilisant l’entropie et la variance des
coefficients d’ondelettes et des paramètres estimés (α, β) pour discriminer les patients sains de lentigo.
2.2.3 Caractérisation utilisant le test paramétrique de Student et la pseudo-
distance de Kullback-Leibler
En supposant que les paramètres α, β, entropie et variance (estimés pour tous les patients) suivent tous
des distributions normales comme représentées dans la Figure 2.4, nous proposons alors d’appliquer
le test paramétrique du T de Student (appelé T-test) ainsi que le Facteur de Bayes (BF) (Annexe A)
à ces paramètres pour les différentes bandes et échelles afin d’évaluer la signification statistique de
leurs capacités respectives à séparer les patients sains et lentigo.
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Figure 2.4: Histogrammes et lois gaussiennes associées pour les quatre paramètres (échelle, forme, entropie,
variance) avec leurs moyennes et écart-types en utilisant tous les patients (sains et lentigo)
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Il convient de noter que l’entropie (dénotée par E) et la variance (dénotée par V) de la loi GGD
sont données par
E = 1β − log
[
β
2 α Γ

1
β

]
, V =
α2 Γ

3
β

Γ

1
β
 .
Après avoir caractérisé et séparé les populations à l’aide des différents paramètres (α, β, variance,
entropie) et avoir analysé leur pertinence pour la détection de lentigo avec le T-test, nous avons
utilisé une pseudo-distance (divergence de Kullback-Leibler) qui est un cas particulier de la famille
de divergences appelée α-divergences définies comme suit [Cichocki and Amari, 2010]:
Soient p (x) et q (x) deux densités de probabilité définies de Rm dans l’intervalle [0, 1] (m = 1 dans le
cas des histogrammes monodimensionnels).
On appelle α-divergence entre p (x) et q (x) la fonction Dα mesurant la (dis)similarité entre ces deux
densités de probabilité et définie par:
Dα(p ‖ q) =
∫
αp (x) + (1− α) q (x)− [p (x)]α [q (x)]1−α dx
α (1− α) , α ∈ [−∞,+∞] (2.7)
Les α-divergences vérifient les propriétés suivantes de
• convexité
• positivité: Dα ≥ 0 et Dα = 0 quand les deux densités de probabilité sont égales;
• continuité: la famille est continue par rapport au paramètre α même dans le cas des points
singuliers α = 1 et α = 0 où les limites α → 1 et α → 0 peuvent être calculées grâce à la règle
de l’Hôpital;
Respectant la propriété de positivité, les divergences peuvent être considérées comme des pseudo-
distances. La divergence la plus populaire en traitement du signal et de l’image est la divergence de
Kullback-Leibler (ainsi que sa version symétrique).
• Divergence de Kullback-Leibler:
DKL(p ‖ q) = lim
α→1
Dα(p ‖ q) =
∫
p (x) log
(
p (x)
q (x)
)
dx (2.8)
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DKL(q ‖ p) = lim
α→0
Dα(p ‖ q) =
∫
q (x) log
(
q (x)
p (x)
)
dx (2.9)
• Divergence de Kullback-Leibler symmétrisée:
DKL(p, q) =
1
2
(
lim
α→0
Dα(p ‖ q) + lim
α→1
Dα(p ‖ q)
)
(2.10)
DKL(p, q) =
∫ [
p (x) log
(
p (x)
q (x)
)
+ q (x) log
(
q (x)
p (x)
) ]
dx
Dans le cas où les deux densités de probabilité p (x) et q (x) ayant respectivement comme paramètres
θ1 = (α1 β1) et θ2 = (α2 β2) sont proches, la divergence de Kullback-Leibler symmétrisée peut se
mettre sous une forme quadratique avec les coefficients définis par la matrice d’information de Fisher
[Jeffreys, 1946].
lim
q→pDKL(p, q) = (θ1 − θ2)× Fθ1 × (θ1 − θ2)
T (2.11)
où F représente la matrice de Fisher (pour plus de détails voir Annexe B) donnée par :
F = −
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Après avoir utilisé l’approximation au second ordre (forme quadratique) de la divergence de
Kullback-Leibler symmétrisée, on a calculé la divergence de Kullback-Leibler entre 2 distributions
GGD et qui peut se définir comme suit :
D (p (x;α1, β1) | p (x;α2, β2) ) =
∫
p (x;α1, β1) log
(
p (x;α1, β1)
p (x;α2, β2)
)
dx (2.12)
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Ces pseudo-distances ont été utilisées afin de séparer les deux populations sains (représentée par
p (x) ) et lentigo (représentée par q (x)). L’objectif est d’avoir des valeurs faibles de distance dans
les cas patients sains-sains et patients lentigo-lentigo et des valeurs élevées de distance entre patients
sains-lentigo. On a commencé d’abord par calculer toutes les pseudo-distances Kullback Leibler entre
tous les patients (lentigo avec lentigo, lentigo avec sains, et sains avec sains) pour chaque bande,
chaque échelle et profondeur. Ensuite on a calculé la moyenne des pseudo-distances (lentigo-lentigo,
lentigo-sains, sains-sains) pour chaque profondeur. Un exemple de la matrice regroupant toutes les
pseudo-distances Kullback Leibler entre tous les patients (sains et lentigo) pour la bande H scale 1
est donné ci-dessous:
Figure 2.5: Matrices des pseudo-distances Kulback-Leibler en fonction de la profondeur Z.
Ces deux tests nous ont fourni une estimation des profondeurs qui caractérisent les patients sains
de ceux atteints de lentigo. Sur la base de ces profondeurs, nous avons considéré un algorithme de
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classification pour confirmer leur validité. La Section suivante utilise les paramètres estimés pour les
images de test afin d’identifier les patients sains de lentigo en utilisant une méthode de classification.
2.2.4 Classification utilisant les machines à vecteurs support
La méthode des machines à vecteurs support (SVM) est une technique de classification importante
qui a fourni de bons résultats dans de nombreuses applications pratiques [Vapnik, 1998]. Le classifieur
SVM utilise une méthode d’optimisation permettant d’identifier les vecteurs support sp, les poids ap
et le biais b en utilisant un ensemble de données d’apprentissage expertisée, c’est-à-dire telle qu’on
connaisse la classe de chaque vecteur d’apprentissage comme expliqué dans la Section 2.3.5. Soit
θ = [α, β,E, V ] un vecteur de taille (1 × 4) qui contient j = 4 paramètres. Ces paramètres sont
utilisés pour classer les vecteurs θdepths(j) à l’aide de la fonction discriminante suivante
c
[
θdepths(j)
]
=
∑
p
ap k
[
sp, θ
depths(j)
]
+ b (2.14)
où k est la fonction noyau et θdepths(j) contient le paramètre j aux profondeurs caractéristiques (noté
depths) de l’image du patient que nous voulons classer. Dans notre cas, nous avons utilisé un noyau
linéaire défini par k
[
sp, θ
depths(j)
]
= sTp θ
depths(j) [Tourneret, 2003]. Le classifieur SVM affecte le
vecteur θdepths(j) à la classe 1 si c
[
θdepths(j)
] ≥ 0 et la classe 2 si c [θdepths(j)] ≤ 0. Cette procédure
est appliquée à chaque bande et à chaque échelle de façon indépendante, afin d’analyser leur potentiel
de classification des tissus sains et de lésions.
2.3 Expériences
2.3.1 Données
Les images MCR réelles ont été obtenues avec l’appareil Vivascope 1500. Les images in-vivo ont été
acquises à partir de la couche cornée, de la couche épidermique, de la jonction derme-épiderme (DEJ)
et enfin du derme papillaire supérieur. Chaque image MCR offre un champ de vision 500 × 500 µm
avec 1000 × 1000 pixels. Un ensemble de L = 45 femmes âgées de 60 ans et plus ont été recrutées.
L’étude a été menée selon les principes de la déclaration d’Helsinki et a été approuvée par le Comité
de Protection des Personnes Sud-Ouest et Outre-mer III à Bordeaux, France, No. CPP 2011/36.
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Tous les volontaires ont donné leur consentement en parfaite connaissance de cause pour l’examen de
la peau par MCR. Selon l’évaluation clinique réalisée par un médecin, les volontaires ont été divisés
en deux groupes. Le premier groupe est constitué de 27 femmes avec au moins 3 lentigos au dos de la
main tandis que 18 femmes sans lentigo constituaient le groupe témoin. Par conséquent, notre base
de données contient L = 45 patients. Deux acquisitions ont été effectuées pour chaque volontaire et
pour les 25 profondeurs, chaque acquisition fournissait une pile (noté comme stack) contenant les 25
images. Des images ont été prises sur des lésions lentigo pour les volontaires du premier groupe et
au dos de la main sur une peau saine pour le groupe témoin. Un examen de chaque acquisition a
été effectué afin de localiser la couche cornée et le DEJ précisément pour chaque image. Pour chaque
patient, nous avons retenu deux piles de 25 images MCR, ce qui nous donne un total de 2250 images.
2.3.2 Analyse statistique des coefficients d’ondelettes
Cette Section illustre la qualité de l’ajustement de la loi gaussienne généralisée pour les coefficients
d’ondelettes des images MCR. La Figure 2.6 compare les histogrammes des coefficients d’ondelettes
des bandes mélangées HVD à une échelle donnée avec les lois GGD estimées pour les quatre échelles
à 3 profondeurs représentatives. Cette Figure représente deux patients arbitraires sains et lentigo, à
savoir les patients #6 et #38 respectivement. Elle montre le bon ajustement entre les histogrammes
observés et les lois estimées pour toutes les échelles et pour les images des patients sains et lentigo.
Pour une échelle égale à 4, la distribution manque le mode mais s’ajuste bien à la forme. Cela
peut s’expliquer par le manque de données car les coefficients à cette échelle sont très parcimonieux
et tendent vers un histogramme plat. Des différences légères dans la forme des lois peuvent être
observées entre les patients sains et lentigo, comme en témoignent les différences dans les paramètres
correspondants α et β. Ces différences constituent la base de la méthode de caractérisation proposée,
comme nous allons le montrer dans les expériences suivantes. De bons résultats ont également été
obtenus pour les bandes H, V, D séparément mais ils ne sont pas présentés ici car ils sont très similaires
à ceux obtenus pour une analyse conjointe avec les trois bandes (H,V,D).
La Figure 2.7 montre l’évaluation quantitative de l’ajustement à l’aide du test de Kolmogorov-
Smirnov (KS). Le score statistique moyen de KS de l’ensemble de la population (45 patients) a été
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Figure 2.6: Histogrammes des coefficients d’ondelettes à partir des bandes mélangées HVD aux quatre échelles
et leurs distributions GGD estimées correspondantes. La Figure montre les données de deux patients arbitraires
sains et lentigo (#6 and #38 respectivement) à trois profondeurs représentatives (une profondeur par colonne).
On remarque le très bon ajustement pour les échelles de 1 à 3 pour les deux types de patients.
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calculé à chaque profondeur et pour toutes les échelles. On remarque les excellents scores avec des
valeurs de KS très proches de zéro, bien que légèrement plus élevés pour la quatrième échelle.
Figure 2.7: Evaluation de l’ajustement d’une loi GGD aux coefficients d’ondelettes. Statistique KS moyenne
pour l’ensemble de la population à diverses profondeurs et pour toutes les échelles. Les scores sont excellents
pour toutes les configurations.
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2.3.3 Identification des profondeurs caractéristiques
Chacune des 2250 images a été décomposée selon l’analyse multi-résolution présentée dans la Section
2.2.1 et les lois GGD ont été ajustées à chaque échelle et à chaque profondeur. Ayant acquis deux stack
de 25 images pour chaque patient, l’un des deux stack a été sélectionnée au hasard pour l’analyse. Les
paramètres moyens θˆ(H)(j) et θˆ(L)(j) ont ensuite été calculés à chaque profondeur, pour chaque échelle
et bande et pour les patients sains et lentigo, respectivement. La courbe montrant l’évolution des
paramètres θˆ(.)(j) en fonction de la profondeur de l’image a finalement été calculée. L’approximation
au second ordre de la divergence de Kullback-Leibler symmétrisée ainsi que la divergence de Kullback-
Leibler ont été aussi calculées à partir des ces paramètres pour chaque profondeur afin d’identifier les
plus caractéristiques. Pour tenir compte de la variabilité, le processus de sélection d’une pile pour
chaque patient a été répété 300 fois et les courbes moyennes et leurs écart-types ont été calculés. Ces
courbes moyennes vont nous permettre de trouver les profondeurs auxquelles la séparation entre les
deux populations (lentigo et sains) est significative. Les résultats sont présentés dans les Figures
2.8, 2.9 et 2.10. Elles montrent clairement que l’entropie, la variance et α ne permettent pas la
discrimination d’images des patients sains et lentigo pour toutes les profondeurs, les bandes et les
échelles 1 à 2.
À l’inverse, la distance de Kulback-Leibler ainsi que le paramètre β permettent la discrimination
d’images des patients sains et lentigo pour toutes les bandes à des échelles de 1 à 3 et pour des
profondeurs comprises entre 31 µm and 76 µm. Les profondeurs aux environs de 50 µm donnent
la plus grande discrimination. Les bandes H et V pour la quatrième échelle montrent une grande
variabilité des paramètres en raison de la faible quantité de données. Le choix de l’ondelette et de
son échelle ne changent pas les résultats obtenus de manière signficative. Pour confirmer cela, nous
avons mené une étude similaire avec les ondelettes Haar et Symlets, ce qui a mené à des conclusions
similaires. Les résultats obtenus sont présentés sur les Figures 2.11(a) and 2.11(b). Ces résultats sont
semblables à ceux présentés dans la Figure 2.8.
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Figure 2.8: Évolution des paramètres moyens αˆ et βˆ en fonction de la profondeur, pour les différentes bandes
et à toutes les échelles. Les valeurs de α sont très similaires pour les patients sains et lentigo et ne peuvent
être utilisées pour la discrimination. Le paramètre β montre une différence significative pour les profondeurs
entre 31 µm and 76 µm, avec une différence maximale aux environs de 50 µm. Notre conclusion est que ce
paramètre β peut discriminer les tissus sains et lentigo de la peau.
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Figure 2.9: Evolution des paramètres moyens de l’entropie et de la variance en fonction de la profondeur,
pour les différentes bandes et à toutes les échelles. Les valeurs d’entropie et de variance sont très similaires
pour les patients sains et lentigo et ne peuvent être utilisées pour la discrimination.
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Figure 2.10: Évolution des distances Kulback-Leibler moyennes ainsi que leurs approximations en fonction
de la profondeur, pour les différentes bandes à toutes les échelles. Ces distances montrent une différence
significative pour les profondeurs entre 31 µm et 76 µm, avec une différence maximale aux environs de 50 µm.
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Figure 2.11: Évolution des paramètres moyens αˆ et βˆ en fonction de la profondeur, pour les différentes bandes
à toutes les échelles. Les valeurs de α sont très similaires pour les patients sains et lentigo et ne peuvent être
utilisées pour la discrimination. Le paramètre β montre une différence significative pour les profondeurs entre
31 µm et 76 µm, avec une différence maximale aux environs de 50 µm. Notre conclusion est que ce paramètre
β peut discriminer les tissus sains et lentigo de la peau.
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La Figure 2.12 montre deux séries d’images de six patients sains (#1,#2,#3,#4,#5,#6) et six
patients lentigo (#31,#33,#37,#38,#40,#44) qui illustrent la différence de texture à la profondeur
DEJ. La Figure 2.13 représente les images macro couleur des différents patients (lentigo et sains)
affichées dans la Figure 2.12. La Figure 2.14 montre aussi d’autres exemples d’images couleur de
patients sains et lentigo, qui souligne le fait que dans notre cas la pigmentation de la peau ne peut
pas être utilisée pour différencier les patients atteints de lentigo et les patients en bonne santé.
Cependant, même s’il y a une variation dans la pigmentation de la peau nos résultats ne devraient
pas être affectés car notre méthode repose sur les lois des coefficients d’ondelettes et non pas sur
l’intensité de la lumière réfléchie sur les images macro couleurs.
En résumé, dans cette Section précédente, on a montré qu’il y avait un bon ajustement entre la
loi gaussienne généralisée et la distribution des coefficients d’ondelettes des images MCR, et que
l’entropie, la variance et α ne permettent pas la discrimination d’images des patients sains et lentigo
pour toutes les profondeurs, les bandes et les échelles 1 à 2. Par contre, la pseudo-distance de Kulback-
Leibler ainsi que le paramètre β permettent la discrimination d’images des patients sains et lentigo
pour toutes les bandes à des échelles de 1 à 3 et pour des profondeurs comprises entre 31 µm and
76 µm. Les profondeurs aux environs de 50 µm donnent la plus grande discrimination.
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Figure 2.12: Images des patients sains (patient #1, #2, #3, #4, #5, #6) et lentigo (patient #31, #33, #37,
#38, #40, #44) à la profondeur DEJ. On peut observer la différence significative dans la texture, capturée
par le paramètre β (comme l’illustre la Figure 2.8).
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Figure 2.13: Images macro couleur des patients sains (patient #1, #2, #3, #4, #5, #6) et lentigo (patient
#31, #33, #37, #38, #40, #44) affichées dans la Figure 2.12.
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Figure 2.14: Images couleur des patients sains et lentigo.
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2.3.4 Signification statistique avec le test T
Le test paramétrique décrit dans l’Annexe A a été appliqué aux paramètres de chaque bande, échelle et
profondeur pour évaluer la signification des résultats obtenues dans la Section précédente. Les Figures
2.15 à 2.18 représentent les p-values et les facteurs de Bayes associés aux tests de Student à deux
échantillons (plus de détails sur le test dans Annexe A) effectués respectivement avec α, β, l’entropie
et la variance, à différentes profondeurs. La p-value a été représentée en échelle logarithmique − log
dans toutes les Figures pour plus de lisibilité. Les Figures 2.15, 2.17 et 2.18 présentent des valeurs
faibles à la fois pour la p-value et le facteur de Bayes confirmant que α, l’entropie et la variance ne
peuvent pas discriminer les patients sains et lentigo. La Figure 2.16 montre des scores élevés pour
les deux indicateurs (p-value et facteur de Bayes) et pour une gamme de profondeurs. Le tableau 2.1
présente des profondeurs qui donnent des valeurs de T (β)ν plus élevées que le seuil, confirmant ainsi
l’hypothèse selon laquelle β discrimine les patients sains et lentigo (H(β)0 rejetée) à des profondeurs
caractéristiques. Ce tableau montre aussi les profondeurs qui fournissent des p-values inférieures à la
probabilité de fausse alarme t = 0, 05 et leurs facteurs de Bayes correspondants. On peut voir que
pour toutes les profondeurs où H(β)0 est rejetée, les p-values sont inférieures à 0.01.
scale 1 scale 2 scale 3 scale 4
min max min max min max min max
T
(β)
ν > 2.02
profondeurs (µm) 14 90 18 90 18 90 18 94
T-score 2.10 2.22 2.13 2.27 2.10 2.20 2.14 2.11
p-value 0.040 0.037 0.040 0.030 0.040 0.037 0.038 0.040
BF 11.00 13.40 7.18 15.23 23.10 29.70 13.24 10.20
T
(β)
ν les plus significatif
profondeurs (µm) 48 60 48 63 48 68 48 68
T-score 4.80 4.84 4.54 4.73 4.02 4.07 3.99 4.26
p-value 0.0002 0.0002 0.0004 0.0003 0.002 0.002 0.003 0.001
BF 877 970 891 949 454 460 359 435
Maximal T (β)ν
profondeurs (µm) 54 54 59 59
T-score 5.11 4.94 4.69 4.41
p-value 0.00008 0.00016 0.00031 0.00074
BF 1246 1459 436 507
Tableau 2.1: Profondeurs où β discrimine les patients (H(β)0 rejeté) obtenu pour T
(β)
ν > T0.05 = 2.02;
La p-value et le facteur de Bayes (BF ) correspondants sont indiqués. La première ligne donne
les intervalles de profondeur (profondeur minimale à la profondeur maximale) où les scores T sont
significatifs. La deuxième ligne montre les profondeurs donnant les scores T les plus élevés (score
maximal ∓ 10%). La troisième ligne montre les profondeurs correspondant au score T maximal. Les
p-value et les facteurs de Bayes correspondants à chaque profondeur sont indiqués en dessous.
2.3 - Expériences 55
Scale 1
Parameter 
Scale 3 Scale 4Scale 2
Figure 2.15: P-value (in − log scale) et facteur de Bayes du test T pour α. Le faible score montre
que α n’est manifestement pas un discriminant entre les images des patients sains et lentigo.
Scale 1 Scale 2 Scale 3 Scale 4
Parameter
Figure 2.16: P-value (in −log scale) et facteur de Bayes (BF) du test T pour β. La troisième ligne
représente des zooms sur les faibles scores du BF afin de clarifier le seuil de signification. Des scores
forts peuvent être observés pour des profondeurs comprises entre 31 µm and 76 µm. Les scores les
plus élevés sont obtenus pour des profondeurs aux environs de 50 µm. Cela confirme que β est une
bonne fonction discriminante qui peut être utilisée pour séparer les images saines et lentigo à ces
profondeurs.
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Scale 1 Scale 2 Scale 3 Scale 4
ENTROPY
Figure 2.17: P-value (in − log scale) et facteur de Bayes du test T pour l’entropie. Le faible score
montre que l’entropie n’est manifestement pas un discriminant entre les images des patients sains et
lentigo pour les échelles (1 et 2).
Scale 1 Scale 2 Scale 3 Scale 4
VARIANCE
Figure 2.18: P-value (in − log scale) et facteur de Bayes du test T pour la variance. Le faible score
montre que la variance n’est manifestement pas un discriminant entre les images des patients sains
et lentigo pour les échelles (1 et 2).
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Selon nos règles de décision décrites dans l’Annexe A, les résultats sont hautement significatifs
pour les profondeurs de 49 µm et 60 µm et pour la première échelle (scale 1), avec le score le plus élevé
à 54 µm. Ceux-ci sont en parfait accord avec les différences quantitatives indiquées dans la Figure
2.8. Ces résultats confirment que β est une bonne statistique de test pour discriminer une peau saine
de lentigo, en particulier à des profondeurs autour de 50 µm. Comme mentionné dans l’introduction,
les lentigos se caractérisent principalement en MCR par la désorganisation de la jonction dermo-
épidermique (DEJ). Il n’est donc pas surprenant de ne trouver aucune différence significative entre
la peau saine et lentigo dans le stratum corneum et les couches supérieures d’épiderme (inférieures à
40 µm). D’une manière cohérente, le paramètre β est très discriminant à des profondeurs proches de
50 µm, ce qui correspond à l’emplacement moyen du DEJ comme c’est indiqué sur la Figure 2.19.
Figure 2.19: Les profondeurs caractéristiques qui se situent entre 48 µm et 63 µm selon le test T et
les profondeurs DEJ associées aux 45 patients.
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2.3.5 Performance du classifieur SVM
Les paramètres des lois GGD associées à chaque échelle, bande (H,V,D,HVD) et aux profondeurs
caractéristiques (40 µm à 60 µm) pour un patient donné ont ensuite été utilisés pour classer les
patients dans 2 classes appelées “lentigo” et “sain”. La méthode leave-one-out a été utilisée pour
calculer les différentes probabilités d’erreurs. Cette méthode utilise L−1 images pour l’apprentissage
(où L est le nombre de patients dans la base de données) et l’image restante pour le test. Cette
opération a été exécutée M = 1000 fois. Pour chaque expérience, nous n’avons considéré que les
images d’une acquisition sur les deux disponibles (pour chaque patient). Les M résultats obtenus
ont été utilisés pour calculer la matrice de confusion moyenne indiquée dans le tableau 2.3 et pour
évaluer les indicateurs moyens (Sensibilité, Spécificité, Précision et Accuracy). Ces indicateurs sont
définis comme Sensibilité = TP/(TP+FN), Spécificité = TN/(FP+TN), Précision = TP/(TP+FP),
Accuracy = (TP+TN)/(TP+FN+FP+TN), où TP, TN, FP et FN sont les nombres des vrais positifs,
vrais negatifs, faux positifs et faux négatifs.
Ce tableau nous permet d’évaluer la performance de classification en utilisant le paramètre β
pour chaque échelle et pour les trois bandes séparément et conjointement. Les résultats montrent
que la classification des tissus sains et des lésions est similaire pour un seul détail (H, V ou D) et
nous recommandons donc d’utiliser le vecteur conjoint HVD (contenant tous les détails) pour cette
classification. En ce qui concerne les différentes échelles utilisées pour l’analyse, le tableau 2.3 montre
que les trois premières échelles fournissent des résultats similaires et qu’elles sont légèrement meilleures
que celles obtenues avec la 4ime échelle. Nous recommandons donc d’utiliser les trois premières échelles
de la décomposition des ondelettes pour la classification des images saines et lentigo. La Figure 2.20
montre des exemples d’images MCR classées en utilisant la méthodologie proposée. Finalement, les
tableaux 2.2, 2.4 et 2.5 confirment que les paramètres (alpha, entropie, variance) ne permettent pas
de discriminer les images sains-lentigo, ce qui est en accord avec les résultats précédents obtenus avec
le T-test.
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Figure 2.20: Exemples d’images MCR de patients sains et lentigo classés par le classifieur SVM.
α Scale 1 Scale 2 Scale 3 Scale 4
Matrice de confusion Lˆ hˆ
Sensit
Specif
Lˆ hˆ
Sensit
Specif
Lˆ hˆ
Sensit
Specif
Lˆ hˆ
Sensit
Specif
H
Lentigo 16 11 59.2 % 14 13 51.8 % 14 13 51.8% 11 16 40.7 %
Sain 11 7 38.8 % 11 7 38.8 % 11 7 38.8% 8 10 55.5 %
Précision 59.2% 38.8% 56% 35% 56 % 35 % 57.8% 38.4%
Accuracy 51.1% 46.6% 46.6 % 46.6 %
V
Lentigo 16 11 59.2% 15 12 55.5% 13 14 48.1% 11 16 40.7%
Sain 11 7 38.8% 11 7 38.8% 10 8 44.4% 9 9 50 %
Précision 59.2% 38.8% 57.6 % 36.8 % 56.5% 36.3% 55% 36%
Accuracy 51.1% 48.8 % 46.6 % 44.4 %
D
Lentigo 16 11 59.2 % 15 12 55.5 % 12 15 44.4% 13 14 48.1 %
Sain 11 7 38.8 % 11 7 38.8 % 9 9 50% 10 8 44.4%
Précision 59.2 % 38.8 % 57.6 % 36.8 % 57.1% 37.5% 56.5 % 36.3 %
Accuracy 51.1 % 48.8 % 46.6% 46.6%
HVD
Lentigo 16 11 59.2% 15 12 55.5% 14 13 51.8% 12 15 44.4%
Sain 11 7 38.8% 11 7 38.8% 10 8 44.4% 9 9 50%
Précision 59.2% 38.8% 57.6% 36.8% 58.3% 38% 57.1% 37.5%
Accuracy 51.1% 48.8% 48.8 % 46.6 %
Tableau 2.2: Résultats de classification SVM pour les coefficients H, V, D, HVD à 4 échelles différentes
pour le paramètre d’échelle α. (Sensit, Specif) signifie (Sensibilité et Spécificité)
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β Scale 1 Scale 2 Scale 3 Scale 4
Confusion matrix Lˆ hˆ
Sensit
Specif
Lˆ hˆ
Sensit
Specif
Lˆ hˆ
Sensit
Specif
Lˆ hˆ
Sensit
Specif
H
Lentigo 22 5 81.4 % 21 6 77.7 % 20 7 74% 19 8 70.3 %
Sain 3 15 83.3 % 4 14 77.7 % 4 14 77.7% 6 12 66.6 %
Précision 88% 75% 84% 70% 83.3 % 66.6 % 76% 60%
Accuracy 82.2% 77.7% 75.5 % 68.8 %
V
Lentigo 22 5 81.4% 20 7 74% 20 7 74% 20 7 74%
Sain 3 15 83.3% 4 14 77.7% 4 14 77.7% 5 13 72.2 %
Précision 88% 75% 83.3 % 66.6 % 83.3% 66% 80% 65%
Accuracy 82.2% 75.5 % 75.5 % 73.3 %
D
Lentigo 22 5 81.4 % 21 6 77.7 % 20 7 74% 19 8 70.3 %
Sain 3 15 83.3 % 5 13 72.2 % 5 13 72.2% 5 13 72.2%
Précision 88 % 75 % 80.7 % 68.4 % 80% 65% 79.1 % 61.9 %
Accuracy 82.2 % 75.5 % 73.3 % 71.1 %
HVD
Lentigo 22 5 81.4% 21 6 77.7% 20 7 74% 19 8 70.3%
Sain 3 15 83.3% 4 14 77.7% 4 14 77.7% 5 13 72.2%
Précision 88% 75% 84% 70% 83.3% 66% 79.1% 61.9%
Accuracy 82.2% 77.7% 75.5 % 71.1 %
Tableau 2.3: Résultats de classification SVM pour les coefficients H, V, D, HVD à 4 échelles différentes
pour le paramètre de forme β. (Sensit, Specif) signifie (Sensibilité et Spécificité)
E Scale 1 Scale 2 Scale 3 Scale 4
Matrice de confusion Lˆ hˆ
Sensit
Specif
Lˆ hˆ
Sensit
Specif
Lˆ hˆ
Sensit
Specif
Lˆ hˆ
Sensit
Specif
H
Lentigo 15 12 55.5 % 15 12 55.5 % 15 12 55.5% 18 9 66.6 %
Sain 9 9 50 % 7 11 61.1 % 7 11 61.1% 6 12 66.6 %
Précision 62.5% 42.8% 68.1% 47.8% 68.1 % 47.8 % 75% 57.1%
Accuracy 53.3% 57.7% 57.7 % 66.6 %
V
Lentigo 12 15 44.4% 12 15 44.4% 15 12 55.5% 17 10 62.9%
Sain 7 11 61.1% 7 11 61.1% 7 11 61.1% 6 12 66.6 %
Précision 63.1% 42.3% 63.1 % 42.3 % 68.1% 47.8% 73.9% 54.4%
Accuracy 51.1% 51.1 % 57.7 % 64.4 %
D
Lentigo 12 15 44.4 % 12 15 44.4 % 14 13 51.8% 15 12 55.5 %
Sain 7 11 61.1 % 7 11 61.1 % 6 12 66.6% 6 12 66.6%
Précision 63.1 % 42.3 % 63.1 % 42.3 % 70% 48% 71.4 % 50 %
Accuracy 51.1 % 51.1 % 57.7% 60%
HVD
Lentigo 15 12 44.4% 14 13 51.8% 15 12 55.5% 17 10 66.6%
Sain 8 10 55.5% 7 11 61.1% 7 11 61.1% 6 12 66.6%
Précision 65.2% 45.4% 66.6% 45.8% 68.1% 47.8% 73.9% 54.5%
Accuracy 55.5% 55.5% 57.7 % 64.4 %
Tableau 2.4: Résultats de classification SVM pour les coefficients H, V, D, HVD à 4 échelles différentes
pour le paramètre entropie. (Sensit, Specif) signifie (Sensibilité et Spécificité)
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V Scale 1 Scale 2 Scale 3 Scale 4
Matrice de confusion Lˆ hˆ
Sensit
Specif
Lˆ hˆ
Sensit
Specif
Lˆ hˆ
Sensit
Specif
Lˆ hˆ
Sensit
Specif
H
Lentigo 8 19 29.6 % 8 19 29.6 % 12 15 44.4% 16 11 59.2 %
Sain 5 13 66.6 % 5 13 66.6 % 6 12 66.6% 5 13 72.2 %
Précision 61.5% 40.6% 61.5% 40.6% 66.6 % 44.4 % 76.1% 54.1%
Accuracy 46.6% 46.6% 53.3 % 64.4 %
V
Lentigo 9 18 33.3% 10 17 37% 13 14 48.1% 15 12 55.5%
Sain 5 13 72.2% 5 13 72.2% 5 13 72.2% 4 14 77.7 %
Précision 64.2% 41.9% 66.6 % 43.3 % 72.2% 48.1% 78.9% 53.8%
Accuracy 48.8% 51.1 % 57.7 % 64.4 %
D
Lentigo 8 19 29.6 % 8 19 29.6 % 10 17 37% 12 15 44.4 %
Healthy 4 14 77.7 % 4 14 77.7 % 4 14 77.7% 3 15 83.3%
Precision 66.6 % 42.4 % 66.6 % 42.4 % 71.4% 45.1% 80 % 50 %
Accuracy 48.8 % 48.8 % 53.3% 60%
HVD
Lentigo 8 19 29.6% 8 19 29.6% 11 16 40.7% 13 14 48.1%
Sain 4 14 77.7% 4 14 77.7% 4 14 77.7% 3 15 83.3%
Précision 66.6% 42.4% 66.6% 42.4% 73.3% 46.6% 81.2% 51.7%
Accuracy 48.8% 42.4% 55.5 % 62.2 %
Tableau 2.5: Résultats de classification SVM pour les coefficients H, V, D, HVD à 4 échelles différentes
pour le paramètre variance. (Sensit, Specif) signifie (Sensibilité et Spécificité)
2.4 Conclusions
Ce chapitre a étudié l’utilisation potentielle des propriétés statistiques des coefficients d’ondelettes des
images de microscopie confocale à réflectance pour caractériser la peau lentigo. La méthode proposée
détermine les paramètres d’échelle et de forme d’une distribution gaussienne généralisée associée à
chaque bande et chaque échelle d’images acquises à différentes profondeurs. Ces paramètres sont
ensuite utilisés pour distinguer les tissus sains de ceux atteints de lentigo. Un test T paramétrique
a été conçu pour évaluer la signification statistique des différences observées entre les images des
patients sains et lentigo. Le test d’hypothèse proposé a été effectué sur une base de données de 2250
images réelles associées à 45 patients. Les résultats obtenus ont montré que le paramètre de forme β
est bien adapté pour discriminer les tissus sains et lentigo. Ils ont également montré qu’il n’y avait
pas de direction préférée, et donc qu’il vaut mieux utiliser le vecteur conjoint HVD avec les premières
échelles pertinentes pour avoir une bonne performance de caractérisation. Il est intéressant de noter
que cette étude a révélé que le paramètre β caractérise le lentigo à des profondeurs aux environs de
50 µm ce qui correspondant à l’emplacement de la jonction dermo-épidermique. Ce résultat est en
accord avec le fait clinique que le lentigo désorganise significativement cette couche de peau. Dans le
62 Chapitre 2 - Modélisation statistique et classification d’images MCR
chapitre suivant on va s’intéresser à l’analyse des propriétés statistiques des images MCR directement
dans le domaine de l’image. Les paramètres associés à ces lois pourraient alors compléter et confirmer
les résultats obtenus avec le modèle statistique défini par les paramètres d’échelle et de la forme de
la loi gaussienne généralisée associée aux coefficients d’ondelettes considérés dans ce chapitre.
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3.1 Introduction
Dans ce chapitre, nous avons proposé une méthode permettant la modélisation statistique des inten-
sités des images MCR à l’aide d’un estimateur qui s’avère être plus rapide et plus performant que
ceux disponibles dans la littérature.
La première contribution de notre travail est un modèle statistique qui permet la caractérisation
des tissus sous-jacents. La variabilité des intensités de pixels d’une image MCR est représentée par
une distribution gamma généralisée (ΓGD), dont les paramètres sont utilisés comme caractéristiques
pour la classification des images confocales saines et lentigo. La représentation des images confocales
dans un espace 3D des paramètres agit comme une technique de réduction de dimension intéressante
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permettant d’implémenter des algorithmes de classification en temps quasi-réel. Le modèle statis-
tique ΓGD est ajusté aux intensités des images MCR à différentes profondeurs, afin d’identifier les
profondeurs de la peau à laquelle la détection et la caractérisation de lentigo sont les plus importantes.
Une analyse quantitative soutenue par un classificateur SVM est menée pour évaluer la performance
de la caractérisation proposée. Une deuxième contribution de ce travail est un nouvel algorithme
d’estimation pour les paramètres ΓGD, basé sur une approche de gradient naturel [Amari and Dou-
glas, 1998]. La principale propriété de cet algorithme est sa convergence rapide par rapport à d’autres
techniques existantes, permettant de traiter de grandes bases de données avec des coûts de calcul ré-
duits. Cette approche est également connue sous le nom de Fisher scoring [Halimi et al., 2016]. Elle
met à jour les paramètres dans un espace Riemannien, ce qui entraîne une convergence rapide vers un
minimum local de la fonction coût d’intérêt [Pereyra et al., 2013]. Le modèle proposé et l’algorithme
d’estimation sont validés en utilisant des images MCR synthétiques et réelles, résultant d’une étude
clinique contenant des patients sains et lentigo. Les résultats obtenus sont très prometteurs.
Le chapitre est organisé de la manière suivante. La Section 2 présente la méthode proposée pour
l’identification de lentigo. Les résultats de la simulation sont présentés et analysés dans la Section 3.
Les conclusions et perspectives pour les travaux futurs sont finalement rapportées dans la Section 4.
3.2 Méthode proposée
Cette Section présente l’approche proposée basée sur l’utilisation de la distribution gamma généralisée
pour classer et caractériser les images MCR saines et celles atteintes de lentigo. Elle est constituée
de trois étapes qui sont résumées dans la Figure 3.1 et décrites dans les Sections suivantes.
3.2.1 Estimation statistique
Distribution gamma généralisée
Dans cette partie, nous proposons d’utiliser les propriétés statistiques des intensités de pixels pour
détecter la présence de lentigo dans les images MCR. Plus précisément, nous considérons une image
MCR vectorielle décrite comme x = (x1, . . . , xN )T associé à N pixels et nous supposons que la
distribution de ces intensités de pixels est une distribution gamma généralisée [Johnson et al., 1994,
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Figure 3.1: Méthode de classification proposée.
Jonkman et al., 2009]. La ΓGD dépend du vecteur de paramètre θ = (γ, β, ρ) et est définie comme
suit :
f (xn;θ) =
(xn − γ)ρ−1
βρ Γ(ρ)
exp
(
−xn − γ
β
)
I]γ,+∞[(xn) (3.1)
où IA est la fonction indicatrice définie sur l’ensemble A, β > 0, ρ > 0 et Γ(.) est la fonction gamma
[Abramowitz and Stegun, 1970].
Nous montrerons dans la Section 3.3.1 que la densité (3.1) est parfaitement adaptée à la distribu-
tion des valeurs d’intensité d’une image MCR. La Section suivante introduit une nouvelle méthode
d’estimation statistique basée sur le principe du maximum de vraisemblance (ML) et la descente du
gradient naturel. Cette méthode permet d’estimer le paramètre θ à partir du vecteur x.
Méthode du maximum de vraisemblance
La méthode d’estimation du maximum de vraisemblance (ML) consiste à maximiser la probabilité des
échantillons observés par rapport aux paramètres du modèle inconnu [Kay, 1993]. En supposant que
les observations xn sont indépendantes, la fonction de vraisemblance de l’échantillon x = (x1, ..., xN )T
est définie comme suit :
f (x;θ) =
N∏
n=1
f (xn;θ) . (3.2)
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La fonction log-vraisemblance est alors définie par :
L(θ) = log [f (x;θ)] = −Nρ log(β)−N log [Γ(ρ)] + (ρ− 1)
N∑
n=1
log(xn − γ)− 1
β
N∑
n=1
(xn − γ). (3.3)
Les dérivées partielles de la fonction log-vraisemblance par rapport à γ, β et ρ peuvent être
facilement calculées, conduisant à :

∂ L()
∂γ = −(ρ− 1)
∑N
n=1(xn − γ)−1 + Nβ
∂ L()
∂β =
−Nρ
β +
1
β2
∑N
n=1(xn − γ)
∂ L()
∂ρ = −NΨ(ρ)−N log(β) +
∑N
n=1 log(xn − γ)
(3.4)
où Ψ (z) = Γ′ (z) /Γ (z) est la fonction digamma [Abramowitz and Stegun, 1970].
La maximisation du log-vraisemblance dans (3.3) par rapport à θ peut être déterminée en utilisant
différents algorithmes numériques. Jonkman et al. [Jonkman et al., 2009] ont proposé d’utiliser un
algorithme de descente du gradient défini par la récursion suivante:
θt+1 = θt + λ A(θt) ∇ L(θt) (3.5)
où ∇ est l’opérateur gradient, λ est le pas et A une matrice de préconditionnement qui dépend de
θt (e.g., définie à partir du Hessien du log-vraisemblance).
Dans notre travail, nous avons considéré une autre voie définie par la méthode de descente du
gradient naturel afin d’estimer le vecteur de paramètres θ. Contrairement à la méthode de Newton, la
récursion du gradient naturel ne suppose pas une fonction de coût localement quadratique et permet
alors de maximiser la vraisemblance qui est asymptotiquement efficace [Amari and Douglas, 1998].
L’idée principale est de mettre à jour les paramètres dans un espace Riemannien, ce qui entraîne une
convergence rapide vers un minimum local de la fonction objective [Pereyra et al., 2013]. La récursion
de gradient naturel est définie par :
θt+1 = θt +
λ
‖ F−1(θt)∇L(θt) ‖F
−1(θt) ∇ L(θt) (3.6)
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où ∇L(θt) est le gradient défini par (3.4) et F (θt) est la matrice d’information de Fisher (FIM)
définie par :
F (θt) = −

E
(
∂2L(t)
∂γ2
)
E
(
∂2L(t)
∂γ ∂β
)
E
(
∂2L(t)
∂γ ∂ρ
)
E
(
∂2L(t)
∂β ∂γ
)
E
(
∂2L(t)
∂β2
)
E
(
∂2L(t)
∂β ∂ρ
)
E
(
∂2L(t)
∂ρ ∂γ
)
E
(
∂2L(t)
∂ρ ∂β
)
E
(
∂2L(t)
∂ρ2
)
 . (3.7)
Les calculs directs (plus de détail dans Annexe C) conduisent à :
F (θ) = N

1
β2(ρ−2)
1
β2
1
β(ρ−1)
1
β2
ρ
β2
1
β
1
β(ρ−1)
1
β Ψ
′(ρ)
 (3.8)
où Ψ′ désigne la fonction trigamma. L’intérêt de l’utilisation de cette méthode de gradient naturel
pour les distributions gamma généralisées sera clarifié dans la Section 3.3.1. À notre connaissance,
c’est la première fois qu’une méthode de gradient naturel est appliquée aux distributions gamma
généralisées.
3.2.2 Caractérisation utilisant le test paramétrique de Student et la distance de
Kullback-Leibler
Afin de caractériser la présence de lentigo dans les images MCR, nous pouvons adapter les distributions
ΓGD aux images MCR à différentes profondeurs. Un test paramétrique T-test (Annexe A) est alors
appliqué aux paramètres estimés γ, β, ρ, ainsi qu’à l’entropie et la variance qui en résultent afin
d’identifier les profondeurs de la peau à laquelle la détection et la caractérisation de lentigo sont les
plus significatives. Il convient de noter que l’entropie (dénotée par E) et la variance (dénotée par V)
sont données par
E = log [β Γ(ρ)] + (1− ρ) ψ(ρ) + ρ, V = ρ β2.
. - Plus de détails sur les calculs de l’entropie et variance peuvent être trouvés dans l’annexe D.
La pseudo-distance de Kullback-Leibler a aussi été appliquée aux différentes distributions afin de
trouver les profondeurs qui permettent la séparation des deux populations.
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Les paramètres ΓGD estimés associés à ces profondeurs caractéristiques peuvent ensuite être
utilisés pour classer les patients sains de lentigo en utilisant un algorithme de classification SVM
[Gunn et al., 1998]. Les résultats de simulation confirmant ces propriétés sont présentés dans la
Section 3.3.2 .
3.3 Expériences
3.3.1 Performance de l’algorithme d’estimation proposé
Données synthétiques
Cette Section évalue la performance de l’algorithme d’estimation proposé sur des données synthé-
tiques. Le matériel utilisé est constitué d’un PC de qualité grand public avec un processeur Intel(R)
Core(TM) i7-4860HQ CPU 2.4 GHz, 32 Go de RAM et une carte graphique Nvidia GeForce GTX
980m. L’algorithme a été exécuté à l’aide du logiciel MATLAB R2014b. Deux expériences ont
été menées : la première est basée sur la génération de vecteurs distribués suivant une ΓGD en
utilisant 3.1. La taille de ces vecteurs varie de N = 40 à 1000 et les paramètres ont été fixés à
θ = (γ, β, ρ)T = (2, 15, 4)T . La deuxième expérience a été faite en considérant un paramètre vari-
able et les deux autres constants et cela pour pour deux cas N=100 et N=10000. L’algorithme a
été exécuté pour M=1000 réalisations pour la première expérience et M=100 pour la seconde. Les
paramètres estimés θˆ ont ensuite été utilisés pour calculer le biais, la variance et l’erreur quadratique
moyenne (RMSE) qui sont définis comme suit :
θˆ =

γˆ
βˆ
ρˆ
 (3.9)
Bias = θ −
∑M
i=1 θˆ(i)
M
(3.10)
Variance =
1
M
M∑
i=1
(
θˆ(i)− θ
)2
, avec θ =
1
M
M∑
i=1
θˆ(i) (3.11)
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RMSE = Bias2 + Variance =
1
M
M∑
i=1
(
θˆ(i)− θ
)2
(3.12)
où θˆ(i) désigne les paramètres estimés pour la ith réalisation.
Notre méthode a été comparée à deux autres méthodes, la première a été proposée dans [Jonkman
et al., 2009] et elle consiste à appliquer la méthode de descente de gradient de Newton en utilisant le
Hessien comme matrice pré-conditionnée. La deuxième (désignée par méthode analytique) a utilisé
la solution donnée lorsqu’on annule les dérivées (voir (3.4)) pour avoir une nouvelle formulation
des paramètres β and ρ uniquement en fonction du paramètre γ. Le problème résultant dépend
uniquement du paramètre γ comme suit:
−NΨ(ρ)−N log(β) +
N∑
n=1
log(xn − γ) = 0 (3.13)
avec
β =
[∑N
n=1 (xn − γ)
∑N
n=1
(
1
xn−γ
)]
−N2
N
∑N
n=1
(
1
xn−γ
)
ρ =
∑N
n=1 (xn − γ)
∑N
n=1
(
1
xn−γ
)
[∑N
n=1 (xn − γ)
∑N
n=1
(
1
xn−γ
)]
−N2
.
La résolution de (3.13) a ensuite été effectuée à l’aide d’un algorithme de descente de gradient de
Newton. Le biais et le RMSE des estimateurs sont représentés (en échelle logarithmique pour une
meilleure lisibilité) dans les Figures 3.2 et 3.3 avec les temps d’exécution associés. Les trois méthodes
ont utilisé la même initialisation pour les paramètres θˆ donnés par la “pseudo méthode des moments”
(voir [Jonkman et al., 2009] pour plus de détails).
La méthode proposée basée sur une récursion de gradient naturel fournit des RMSE et des biais
inférieurs pour un petit nombre d’échantillons, c’est-à-dire pour N ∈ {40, ..., 300}. Cela prouve que
notre méthode est plus robuste que les autres méthodes pour un petit nombre d’échantillons. La
descente de gradient naturel fournit également une convergence plus rapide par rapport aux autres
méthodes avec une réduction significative du coût de calcul pour toute taille d’échantillon. Ce résultat
70 Chapitre 3 - Modélisation statistique et classification d’images MCR
Figure 3.2: Evolution du RMSE et du temps total des trois méthodes pour N variant de 40 à 1000.
Figure 3.3: Evolution du biais des trois méthodes pour N variant de 40 à 1000.
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est intéressant car il permet de traiter plus facilement de grandes bases de données d’images MCR.
Ces résultats mettent en évidence les bonnes performances de la stratégie proposée pour l’estimation
des paramètres de la ΓGD.
La deuxième expérience a été faite en considérant N=100 et N=10000 échantillons et en faisant
varier un des paramètres (γ, β, ρ) tout en fixant les deux autres.
Nous avons considéré 10 valeurs pour le paramètre variable et avons réalisé M = 100 réalisations
pour estimer θˆ.
Figure 3.4: Evolution du temps total des trois méthodes pour N=10000 et N=100 lorsque les paramètres (γ,
β, ρ) varient .
Les résultats obtenus pour la deuxième expérience (Figures 3.4 à 3.8) confirment les conclusions de
la première expérience. Notre méthode a une convergence plus rapide par rapport aux autres méthodes
et ceci indépendamment du nombre d’échantillons et est plus robuste que les autres méthodes dans
le cas d’un petit nombre d’échantillons (N=100).
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Figure 3.5: Evolution du paramètre RMSE des trois méthodes pour N=10000 lorsque les paramètres (γ, β,
ρ) varient.
Figure 3.6: Evolution du paramètre biais des trois méthodes N=10000 lorsque les paramètres (γ, β, ρ) varient.
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Figure 3.7: Evolution du paramètre RMSE des trois méthodes pour N=100 lorsque les paramètres (γ, β, ρ)
varient.
Figure 3.8: Evolution du paramètre biais des trois méthodes pour for N=100 lorsque les paramètres (γ, β, ρ)
varient.
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Données réelles
Cette Section est consacrée à la validation de l’algorithme proposé lorsqu’il est appliqué à des images
MCR réelles déjà défini dans la Section 2.3.1. La Figure 3.9 compare les histogrammes des intensités
des images MCR avec les distributions ΓGD estimées à 3 profondeurs représentatives. Cette Figure
concerne deux patients arbitraires sain et lentigo. La loi ΓGD est clairement adaptée aux intensités
des images MCR, tant pour les images saines que lentigo. Ceci est confirmé quantitativement dans la
Figure (3.10) qui montre les résultats de l’ajustement des données à la distribution ΓGD en utilisant
le test Kolmogorov-Smirnov (KS). Le score statistique KS moyen de l’ensemble de la population
(45 patients) a été calculé à chaque profondeur. On remarque les excellents scores avec des valeurs
KS très proches de zéro ce qui montre que la modélisation par la loi ΓGD capte bien les propriétés
statistiques des images MCR. Il est important de noter que les paramètres d’échelle et de forme estimés
des distributions associées aux images des patients sains et lentigo sont significativement différents
comme le montre le tableau 3.1, ce qui va nous permettre par la suite de classifier ces images.
Figure 3.9: Histogrammes des intensités d’images MCR. La Figure représente les données de deux patients
arbitraires sain et lentigo (#6 and #38) à trois profondeurs représentatives (une profondeur par colonne).
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Figure 3.10: Evaluation de l’adaptation du ΓGD aux pixels. Statistique KS moyenne pour l’ensemble de la
population et pour toutes les profondeurs. Les scores sont excellents pour toutes les configurations.
Tableau 3.1: Paramètres ΓGD estimés associés aux paramètres ΓGD illustrés dans la Figure 3.9.
Sain Lentigo
Profondeur γ̂ β̂ ρ̂ γ̂ β̂ ρ̂
Z = 45 µm 4.59 4.96 4.51 4.27 7.19 3.81
Z = 54 µm 4.63 4.79 4.09 2.70 7.03 3.74
Z = 67.5 µm 3.68 4.73 4.30 2.51 7.59 3.11
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3.3.2 Identification des profondeurs caractéristiques
Les distributions ΓGD ont été adaptées à chacune des 2250 images et à chaque profondeur. Ayant
acquis deux groupes de 25 images pour chaque patient, l’un des deux groupes a été sélectionné au
hasard pour l’analyse. Les paramètres moyens θHealthy et θLentigo ainsi que la distance de Kulback-
Leibler ont ensuite été calculés à chaque profondeur pour les patients sains et lentigo, respectivement.
Pour tenir compte de la variabilité, le processus de sélection d’un groupe pour chaque patient a été
répété 300 fois. Les résultats moyens et les écarts-types sont présentés dans les Figures 3.11, 3.12, 3.13
où il est clairement montré que les distances Kulback-Leibler ainsi que les paramètres β et ρ permettent
de discriminer des images saines de lentigo pour des profondeurs comprises entre 40 µm et 60 µm,
avec une différence maximale aux environs de 50 µm. A l’inverse, le paramètre γ ne permet pas de
distinguer les patients sains et lentigo. La Figure 3.14 montre deux ensembles d’images associés à six
patients sains (#1,#2,#3,#4,#5,#6) et six patients avec lentigo (#31,#33,#37,#38,#40,#44).
On peut observer des images plus texturées en présence de lentigo à la profondeur DEJ (correspondant
à 54 µm), comme prévu.
Figure 3.11: Évolution des paramètres moyens γˆ, βˆ et ρˆ tout au long de la profondeur. Les valeurs de γ sont
trop similaires pour les patients sains et lentigo et ne peuvent pas être utilisées pour la discrimination. Les
paramètres β et ρ montrent une différence significative pour les profondeurs entre 30 µm et 76 µm , avec une
différence maximale aux environs de 50 µm. Notre conclusion est que les paramètres β et ρ peuvent discriminer
les tissus sains et lentigo de la peau.
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Figure 3.12: Évolution des paramètres moyens entropie et variance tout au long de la profondeur. Les
paramètres E et V montrent une différence significative pour les profondeurs entre 30 µm et 76 µm , avec une
différence maximale aux environs de 50 µm.
Figure 3.13: Évolution des distances Kulaback-Leibler moyennes tout au long de la profondeur. Les distances
montrent une différence significative pour les profondeurs entre 30 µm et 76 µm , avec une différence maximale
aux environs de 50 µm.
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Figure 3.14: Images de patients sains (patient #1, #2, #3, #4, #5, #6) et lentigo (patient #31, #33, #37,
#38, #40, #44) à la profondeur DEJ (54 µm). On peut observer des images plus texturées en présence de
lentigo.
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3.3.3 Importance statistique avec T-Test
Le test paramétrique décrit dans l’Annexe A a été appliqué aux paramètres γ, β, ρ, E et V à chaque
profondeur pour évaluer la significativité des résultats. Les Figures 3.15, 3.16 montrent les p-values
et les facteurs de Bayes associés au test de Student à deux échantillons effectué respectivement avec
γ, β, ρ, E et V à différentes profondeurs.
Figure 3.15: P-value (en échelle logarithmique −log ) et facteur de Bayes (BF) du T test pour γ, β
and ρ. Le score faible montre que γ n’est pas discriminant entre les images saines et lentigo. Des
scores forts peuvent être observés pour des profondeurs comprises entre 30 µm et 76 µm et les scores
les plus élevés sont obtenus pour des profondeurs autour de 50 µm pour les paramètres β et ρ . Cela
confirme que β et ρ sont de bonnes fonctions discriminantes qui peuvent être utilisées pour séparer
les images saines et lentigo à ces profondeurs.
La p-value a été représentée en échelle logarithmique (− log) pour une meilleure lisibilité. La Figure
3.15 montre des valeurs faibles pour γ à la fois pour la p-value et le facteur de Bayes confirmant que
γ ne peut pas discriminer les images saines et lentigo. D’autre part, cette Figure montre des scores
élevés pour les deux indicateurs et pour une large gamme de profondeurs pour les paramètres β et ρ.
Le Tableau 3.2 présente des profondeurs qui donnent des valeurs de Tβ et Tρ supérieures au
seuil TPFA = 2.02 , confirmant ainsi l’hypothèse selon laquelle les paramètres β and ρ peuvent être
utilisés pour discriminer les patients sains et lentigo. Ce tableau présente également les profondeurs
qui fournissent des p-value inférieures à la probabilité de fausse alarme PFA = 0.05 et leur facteur
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Figure 3.16: P-value (en échelle logarithmique −log ) et facteur de Bayes (BF) du T test pour E et
V. Des scores forts peuvent être observés pour des profondeurs comprises entre 30 µm et 76 µm et
les scores les plus élevés sont obtenus pour des profondeurs autour de 50 µm pour les paramètres E
et V.
β ρ
min max min max
Tscores >2.02
profondeurs 13.5 86 40 94
Tscores 2.6 2.46 2.33 2.27
p-value 0.0106 0.018 0.0273 0.0302
BF 26.5 18 14.03 12.64
Tscores les plus significatif
profondeurs 38.25 60.75 42.75 65.25
Tscores 7.90 6.11 2.8 3.8
p_value 5.6.10−5 5.31.10−4 0.0101 0.0067
BF 1177 862 40 151
Maximal Tscores
profondeurs 49.5 54
Tscores 8.54 4.21
p-value 2.78.10−5 0.0018
BF 1060 236
Tableau 3.2: Profondeurs où T (β)et T (ρ) > T0.05 = 2.02; les valeurs correspondantes de p-value et
du facteur de Bayes (BF ) sont mentionnées. La première ligne donne les intervalles de profondeur
(profondeur minimale à la profondeur maximale) où les scores T sont significatifs. La deuxième ligne
montre les profondeurs donnant les scores T les plus élevés (score maximal ∓ 10% ). La troisième
ligne montre les profondeurs correspondant au score maximal T. Les P-values et les facteurs de Bayes
correspondant à chaque profondeur sont présentés ci-dessous.
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de Bayes correspondant. Selon nos règles de décision, les résultats sont très significatifs pour des
profondeurs comprises entre 40 µm et 60 µm, avec le score le plus élevé à 49.5 µm pour β et 54 µm
pour ρ. Ces résultats sont en accord avec les différences quantitatives indiquées dans la Figure 3.11.
Ces résultats confirment que β et ρ donnent une bonne statistique de test pour discriminer une
peau lentigo d’une peau saine, en particulier à des profondeurs aux environs de 50 µm. Comme
mentionné dans l’introduction, les lentigos se caractérisent principalement en imagerie MCR par la
désorganisation de la jonction dermo-épidermique (DEJ).
Cela explique pourquoi le paramètre β est très discriminant à des profondeurs proches de 50 µm,
ce qui correspond à la profondeur moyenne qui représente le DEJ (l’intervalle vrai de DEJ a été annoté
par les dermatologues et est délimité par les deux lignes bleues ) comme indiqué sur la Figure 3.17.
Ce résultat est compatible avec les pratiques cliniques pour analyser le DEJ, confirmant la validité
de notre approche.
Figure 3.17: Profondeurs caractéristiques estimées entre 40um et 60um selon le T-test (lignes vertes
et rouges) et les vrais profondeurs DEJ annotées par les dermatologues (lignes bleues) associées aux
45 patients.
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3.3.4 Classification d’images sains et avec lentigo
La Section 3.3.3 a fourni une estimation pour les profondeurs caractérisant les patients sains de ceux
atteints de lentigo. Sur la base de ces profondeurs, nous avons considéré un algorithme de classifi-
cation basé sur la méthode des machines à vecteurs supports (méthode SVM pour “support vector
machine”) pour confirmer leur validité. Les paramètres ΓGD associés à ces profondeurs caractéris-
tiques (40 µm à 60 µm) ont ensuite été utilisés pour classer les patients dans 2 classes appelées
“lentigo” et “sain”. La méthode leave-one-out déjà présentée dans la Section 2.3.5 a été utilisée afin de
calculer les différentes probabilités d’erreurs. La matrice de confusion moyenne obtenues et indiquée
dans le tableau 3.3 nous permet d’évaluer la performance de classification pour ces profondeurs car-
actéristiques. Les résultats montrent que la classification des tissus sains et ceux avec lésion a une
accuracy égale à 84.4 % pour β et égale à 82.2 % pour ρ, nous recommandons donc d’utiliser le
paramètre β pour cette classification. La Figure 3.18 montre des exemples d’images MCR classées
en utilisant la méthodologie proposée. Pour évaluer l’importance de nos résultats, notre algorithme
a ensuite été comparé à la méthode présentée dans [Koller et al., 2011]. Cette méthode consiste à
extraire à partir de chaque image MCR un ensemble de 39 paramètres (d’autres détails techniques
sont disponibles dans [Wiltgen et al., 2008]) et à leur appliquer une procédure de classification basée
sur un arbre de classification et de régression (CART). Il faut noter que l’algorithme CART a été testé
sur les images MCR réelles en utilisant une procédure de leave one out. Comme le montre le tableau
3.4, l’accuracy obtenue avec l’algorithme CART est de 80 %, c’est-à-dire légèrement inférieure à celle
obtenue avec la méthode proposée et conduit à un nombre de patients mal classés plus élevé (deux
patients additionnel sur les 45 considérés). En outre, la méthode proposée fournit les paramètres
ΓGD qui peuvent être utilisés pour la caractérisation des images MCR, ce qui n’est pas possible avec
l’algorithme CART.
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β ρ
Matrice de confusion Lˆ Hˆ
Sensibilité
Spécificité
Lˆ Hˆ
Sensibilité
Spécificité
Lentigo 22 5 81.4 % 21 6 77.7 %
Sain 2 16 88.8 % 2 16 88.8 %
Précision 91.6 % 76.1 % 87.5 % 72.7 %
Accuracy 84.4 % 82.2 %
Tableau 3.3: Matrices de confusion du classifieur SVM basé sur β and ρ (pour les profondeurs carac-
téristiques (40 µm à 60 µm)). On remarque la bonne précision pour les deux paramètres en particulier
pour β.
Tableau 3.4: Performance de la classification sur des données réelles (45 patients) utilisant la méthode
CART (pour les profondeurs caractéristiques (40 µm à 60 µm)).
Matrice de confusion L̂ Ĥ
Sensibilité
Spécificité
Lentigo 21 6 77.7 %
Sain 3 15 83.3 %
Précision 87.5 % 71.4 %
Accuracy 80 %
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Figure 3.18: Examples d’images MCR des patients sains et lentigo classées à l’aide du classifieur SVM.
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3.4 Conclusions
Dans ce chapitre, nous avons étudié le potentiel d’utilisation des propriétés statistiques des intensités
de pixels associées aux images de microscopie confocale à réflectance pour classifier les patients sains
des patients atteints de lentigo. La méthode proposée consiste à calculer les paramètres de localisation,
d’échelle et de forme d’une distribution gamma généralisée pour les images MCR. Il a été montré que le
lentigo se caractérise principalement à la profondeur DEJ. Les paramètres obtenus à cette profondeur
ont ensuite été utilisés pour l’apprentissage d’un classifieur SVM. Le classifieur proposé a été testé sur
une base de données de 2250 images réelles associées à 45 patients. Les résultats obtenus ont montré
que le paramètre d’échelle β est bien adapté à la caractérisation et à la classification des tissus sains
et des lésions.
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Chapitre 4
Approche bayésienne non supervisée pour
la reconstruction et la classification
conjointe d’images de microscopie
confocale à réflectance cutanées
Sommaire
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.2 Formulation du problème . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.2.1 Modèle d’observation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.3 Modèle bayésien hiérarchique . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.3.1 Vraisemblance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.3.2 Distribution a priori du signal d’intérêt . . . . . . . . . . . . . . . . . . . . . 90
4.3.3 Distribution a priori des variances du bruit . . . . . . . . . . . . . . . . . . . 90
4.3.4 Distribution a priori du vecteur d’étiquette z . . . . . . . . . . . . . . . . . . 91
4.3.5 Lois a priori des hyperparamètres . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.3.6 Distribution conjointe a posteriori . . . . . . . . . . . . . . . . . . . . . . . . 91
4.4 Algorithme de Metropolis-within-Gibbs . . . . . . . . . . . . . . . . . . . . 92
4.4.1 Inférence bayésienne et estimation des paramètres . . . . . . . . . . . . . . . 93
4.4.2 Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.5 Résultats de simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.5.1 Données synthétiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.5.2 Données réelles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.1 Introduction
Nous proposons dans ce chapitre une méthode bayésienne permettant de reconstruire les réflectivités
réelles des images MCR tout en les classant dans deux catégories associées aux patients sains et atteint
de lentigo.
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La première contribution de ce chapitre est un modèle bayésien hiérarchique qui permet de classer
un ensemble d’images MCR en classes saines et atteintes de lentigo. Chaque image est supposée
être corrompue par un bruit speckle multiplicatif avec une distribution gamma. Une distribution
gaussienne tronquée est ensuite associée à chaque image pour la classification, contraignant ces images
à être positives. Des distributions a priori sont finalement affectées aux moyennes et variances de
ces distributions gaussiennes tronquées, aux variances de bruit et aux étiquettes de l’image. La loi
conjointe a posteriori du modèle proposé est finalement déterminée et sera utilisée pour la classification
des images confocales et l’estimation de leurs paramètres. La deuxième contribution de ce chapitre est
un algorithme d’estimation associé au modèle bayésien hiérarchique proposé. Comme les estimateurs
bayésiens de la moyenne a posteriori (estimateur MMSE) et du maximum a posteriori (MAP) de ce
modèle ne peuvent être facilement calculés à partir de la loi conjointe a posteriori, nous étudions
un échantillonneur hybride de Gibbs permettant d’échantillonner la loi a posteriori d’intérêt (voir
[Chib and Greenberg, 1995, Gilks et al., 1995] pour plus de détails). Le modèle bayésien proposé et
l’algorithme d’estimation sont validés en utilisant des images MCR synthétiques et réelles résultant
d’une étude clinique contenant des patients sains et atteints de lentigo. Les résultats obtenus sont
très prometteurs et montrent le potentiel de la stratégie de classification et de débruitage proposée.
Le chapitre est structuré comme suit. Le problème de classification étudié dans ce travail est introduit
dans la Section G.1. Le modèle hiérarchique bayésien proposé et son algorithme d’estimation sont
présentés dans les Sections 4.3 et 4.4. La Section 4.5.1 valide la technique proposée à l’aide de données
simulées avec des niveaux de bruit différents. La Section 4.5.2 indique les résultats obtenus à l’aide
de données réelles tirées d’une étude clinique. Les conclusions et les travaux futurs sont finalement
présentés dans la Section 4.6.
4.2 Formulation du problème
4.2.1 Modèle d’observation
Considérons L images non bruitées, contenant N pixels, rassemblées dans une matrice S = [s1, · · · , sl] ∈
RN×L, où sl, l ∈ {1, · · · , L} désigne l’image qui correspond au lie`me patient. Désignons par Y =
[y1, . . . ,yl] ∈ RN×L les images bruitées correspondantes. En utilisant ces notations, le modèle
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d’observation est donné par :
yl = sl  bl, avec bl ∼ G(ρl, θl) (4.1)
où yl et sl sont des vecteurs (N ×1) représentant les lie`me images observées et non bruitées, bl est un
vecteur (N × 1) représentant le bruit multiplicatif de la loi gamma avec un paramètre de forme ρl et
un paramètre d’échelle θl, et où  désigne le produit terme à terme. Afin de garantir que le modèle
proposé (G.1) soit identifiable, la moyenne du bruit gamma est supposée égale à 1, ce qui conduit à :
E(bl) = 1 ⇒ ρl = 1
θl
. (4.2)
Le problème traité dans ce chapitre est de classer ces images yl, l ∈ {1, · · · , L} en deux classes
représentant les patients sains et ceux atteints de lentigo. Ce problème est mal posé et nécessite
l’introduction d’information a priori pour le régulariser. La Section suivante présente un modèle
bayésien hiérarchique qui est utilisé pour régulariser le problème et effectuer cette classification.
4.3 Modèle bayésien hiérarchique
Cette Section présente un modèle bayésien hiérarchique qui peut être utilisé pour estimer les N × L
images de S, les L×1 vecteurs (z,θ) contenant les étiquettes associées aux classes des éléments de S
ainsi que les variances de bruit associées aux L images observées à partir de la matrice Y . Ce modèle
est défini par la vraisemblance, et par les paramètres et hyperparamètres a priori définis ci-dessous.
4.3.1 Vraisemblance
Le bruit speckle multiplicatif bl est connu pour avoir une distribution gamma. Ainsi, le modèle
d’observation (G.1) conduit à
ynl|snl, θl ∼ G
(
1
θl
, snl θl
)
(4.3)
où ∼ signifie “ est distribué selon‘”, G est la distribution gamma dont la densité de probabilité (pdf)
est définie par
f(ynl | snl, θl) ∝
(ynl)
1
θl
−1
exp
(
− ynlsnl θl
)
Γ
(
1
θl
)
(snl θl)
1
θl
IR+(ynl) (4.4)
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avec IR+(ynl) la fonction indicatrice sur R+, ∝ signifie “proportionnel à” et Γ représente la fonction
gamma. En supposant l’indépendance entre les signaux observés, la vraisemblance des L images
observées peut s’écrire
f(Y |S,θ) ∝
N∏
n=1
L∏
l=1
f(ynl|snl, θl).
où L et N représentent le nombre de patient et de pixels, respectivement.
4.3.2 Distribution a priori du signal d’intérêt
Afin d’assurer la positivité des images débruitées, une distribution gaussienne tronquée est affectée à
sl pour l ∈ {1, · · · , L}
sl | zl = k, µk, σ2k ∼ NR+(µk, σ2k) (4.5)
où NS représente la distribution normale tronquée sur S, k prenant les deux valeurs 1 et 2 selon
la classe du patient, et (µk, σ2k) sont les moyennes et variances des deux distributions gaussiennes
tronquées.
On n’oubliera pas de mentionner que d’autres distributions a-priori peuvent être supposées sur S.
Par exemple, une loi a priori conjuguée (inverse gamma) a été étudiée pour le paramètre sl (plus de
détails sur ce modèle et ses résultats peuvent être trouvés dans l’annexe F). Néanmoins, les résultat
obtenus dans ce cas ne sont pas aussi performant que le modèle décrit par 4.5.
4.3.3 Distribution a priori des variances du bruit
Une loi conjuguée inverse gamma non informative (dénommée IG) est généralement choisie comme
densité a priori pour le paramètre d’échelle θl [Fink, 1997]
θl | a, b ∼ IG(a, b) (4.6)
où a and b sont les hyperparamètres fixés, qui sont ajustés pour tenir compte de l’absence d’information
sur θl, i.e., les moyenne et variance de θl sont fixées à 1 et 100 afin d’avoir une loi non informative.
En supposant l’indépendance entre les éléments de θ, on obtient la loi f(θ | a, b) comme le produit
des densités conditionnelles f(θi | a, b).
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4.3.4 Distribution a priori du vecteur d’étiquette z
Le vecteur de paramètre z = (z1, ..., zL)T est un vecteur d’étiquettes qui associe chaque image à une
peau saine ou lentigo. A cause de l’absence d’information a priori concernant ce paramètre, une loi a
priori uniforme lui a été affectée comme suit :
P (zl = k) =
1
2
,∀l = 1, ..., L. (4.7)
Les étiquettes associées à différents patients étant supposées indépendantes a priori, i.e., la loi con-
jointe a priori de z notée par f(z) est le produit des probabilités définies en (4.7).
4.3.5 Lois a priori des hyperparamètres
Afin de compléter la description du modèle hiérarchique bayésien proposé et d’estimer directement
les hyperparamètres à partir des données, on propose de définir des lois a priori pour les différents
hyperparamètres. On a ainsi sélectionné une loi a priori gaussienne pour la moyenne µk et une loi
a priori conjuguée inverse gamma pour la variance σ2k (voir [Dobigeon et al., 2008, Fink, 1997] pour
motivations)
µk | µ0, σ0 ∼ N (µ0, σ20) (4.8)
σ2k | α0, β0 ∼ IG(α0, β0) (4.9)
où µ0, σ20, α0, β0 sont fixés afin d’obtenir des lois non informatives, i.e., µ0 = 100, σ20 = 105 alors
que les moyennes et variances de σ2k sont fixées à 1 et 1000. Les densités de probabilité conjointes
f(µ | µ0, σ0) et f(σ2 | α0, β0) sont finalement obtenues comme le produit de leurs densités marginales
en supposant l’indépendance des a priori entre les composantes de ces deux vecteurs.
4.3.6 Distribution conjointe a posteriori
Le modèle bayésien proposé est illustré par le graphe orienté acyclique (DAG) représenté en Figure.
4.1. Ce dernier met en évidence la relation entre les observations Y , les paramètres S,θ, z, et les
hyperparamètres µk, σ2k. En supposant l’indépendance des a priori entre les différentes composantes
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Y
θS
baσkµkz
µ0 σ0 α0 β0
Figure 4.1: DAG pour les lois a priori des paramètres et hyperparamètres. Les hyperparamètres fixés
par l’utilisateur apparaissent dans des boîtes (ligne continue).
du vecteur de paramètre X =
(
S,θ, z, µk, σ
2
k
)
, la distribution conjointe a posteriori de ce modèle
bayésien peut être calculée en utilisant la structure hiérarchique suivante
f(X | Y ) ∝ f(Y | S,θ)f(S,θ, z,µ,σ2) (4.10)
avec
f(S,θ, z,µ,σ2) = f(S | z,µ,σ2)f(θ | a, b) f(µ | µ0, σ0)f(σ2 | α0, β0)f(z). (4.11)
La complexité du modèle bayésien proposé est illustré dans le DAG de la Figure. 4.1 et sa
distribution a posteriori résultante (4.10) rendent difficile le calcul explicite des estimateurs bayésiens
(MAP ou MMSE) des paramètres du modèle. La Section suivante étudie une méthode MCMC qui sert
à échantillonner la loi a posteriori (4.10) et à construire des estimateurs des paramètres intervenant
dans le modèle bayésien proposé en utilisant les échantillons générés.
4.4 Algorithme de Metropolis-within-Gibbs
Cette Section étudiée un échantillonneur de Gibbs hybride qui génère des échantillons asymptotique-
ment distribués suivant la loi cible (4.10). L’échantillonneur de Gibbs décrit dans Algo. 1, génère
itérativement des échantillons distribués selon les lois conditionnelles de la loi conjointe définie dans
(4.10). Ces lois conditionnelles sont détaillées dans le reste de cette Section. A cause de la com-
plexité de ces lois conditionnelles, nous considérons un algorithme de Metropolis-Hastings à marche
aléatoire (RWMH) [Chib and Greenberg, 1995, Gilks et al., 1995] dans l’échantillonneur de Gibbs et
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qui va consister à générer des échantillons distribués selon la loi conditionnelle complexe de chaque
paramètre d’intérêt. Ceci est réalisé en utilisant les lois conditionnelles fj(.), pour j ∈ {1, ..., J}, et
leurs lois de proposition associées gj(.).
La boucle principale de l’algorithme RWMH se compose de trois parties, après l’initialisation des
paramètres X(0)j , pour j ∈ {1, ..., J}, :
1. Générer un candidat Xcandj à partir de la loi de proposition gj
(
X
(cand)
j |X(i−1)j
)
. La distribu-
tion gj(.) est la distribution gaussienne tronquée NR+
(
X
(i−1)
j , 
2
j
)
pour les paramètres S,θ,σ2,
(voir [Robert, 1995]), et la distribution gaussienne N
(
X
(i−1)
 , 
2

)
pour µ.
2. Calculer la probabilité d’acceptation en utilisant la fonction d’acceptation α
(
X
(cand)
j |X(i−1)j
)
basée sur la loi de proposition et la densité marginale pour chaque paramètre
α
(
X
(cand)
j |X(i−1)j
)
= min
{
fj

X
(cand)
j

fj

X
(i−1)
j
 gj

X
(i−1)
j |X(cand)j

gj

X
(cand)
j |X(i−1)j
 , 1
}
3. Accepter le candidat avec la probabilité α
(
X
(cand)
j |X(i−1)j
)
.
Afin de maximiser l’efficacité de l’algorithme, les variances 2j des lois de proposition ont été
ajustées de telle sorte que le taux d’acceptation soit compris entre 0,3 et 0,6 comme suggéré dans
[Chib and Greenberg, 1995] et [Roberts et al., 2001].
Les densités conditionnelles des paramètres d’intérêt sont obtenues en multipliant la vraisemblance
avec les différentes lois a priori et en enlevant le terme multiplicatif qui ne dépend pas de la variable
d’intérêt. L’algorithme met à jour itérativement chaque paramètre en utilisant sa loi conditionnelle
qui est détaillée dans l’Annexe E.
4.4.1 Inférence bayésienne et estimation des paramètres
Les principales étapes de l’échantillonneur de Metropolis-dans-Gibbs proposé sont résumées dans
l’algorithme Algo. 1. Cet algorithme fournit un ensemble de vecteurs X =
(
S,θ, z, µk, σ
2
k
)
notée
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Algorithm 1 algorithme de Metropolis-within-Gibbs
1: Entrées: Nbi,NMC,S,θ, z,µ,σ2
2: Initialisation
3: Initialiser S(0),θ(0), z(0),µ(0),σ2(0)
4: for i=1 to NMC do
5: mise à jour des paramètres
6: Échantillonner S(i) | Y ,θ, z,µ,σ2 selon (E.1) en utilisant l’algorithme RWMH avec la loi de
proposition gaussienne tronquée
7: Échantillonner θ(i) | Y ,S, a, b selon (E.2) en utilisant l’algorithme RWMH avec la loi de propo-
sition gaussienne tronquée
8: Échantillonner µ(i) | S,σ2, µ0, σ20 selon (E.3) en utilisant l’algorithme RWMH avec la loi de
proposition gaussienne
9: Échantillonner σ2(i) | S,µ, α0, β0 selon (E.4) en utilisant l’algorithme RWMH avec la loi de
proposition gaussienne tronquée
10: Échantillonner z(i) | S,µ,σ2 à partir de la pdf (E.5)
11: end for
12: Sorties : S(i),θ(i), z(i),µ(i),σ2(i) for i = 1, ...,NMC.
X
(i)
j qui seront utilisés pour calculer les estimateurs MMSE des divers paramètres S,θ, µk, σ
2
k comme
suit
X̂
MMSE
j '
1
NMC −Nbi
NMC∑
i=Nbi+1
X̂
(i)
j (4.12)
où Nbi et NMC représentent respectivement le nombre d’itérations de la période de chauffe et le nombre
total d’itérations de Monte Carlo. Finalement, l’estimateur maximum a-posteriori (MAP) suivant est
considéré pour l’étiquette z
zˆMAPl '

1 if
[
zˆ
(i)
l = 1
]NMC
i=Nbi+1
≥
[
zˆ
(i)
l = 2
]NMC
i=Nbi+1
2 otherwise
(4.13)
où [x = 1]ji and [x = 2]
j
i représente le nombre d’échantillons satisfaisant les conditions x = 1 et x = 2
dans l’intervalle [i, j].
4.4.2 Convergence
L’exécution de plusieurs chaînes en parallèle avec différentes initialisations permet d’avoir diverses
mesures de convergence pour les méthodes MCMC [Robert and Cellier, 1998]. Le critère populaire
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permettant de déterminer des variances inter et intra chaines a montré des propriétés intéressantes
pour l’analyse de la convergence des méthodes MCMC. Ce critère a été initialement étudié par Gelman
et Rubin dans [Gelman and Rubin, 1992] et a ensuite été utilisé dans de nombreuses études [Robert
and Cellier, 1998, p. 33], [Godsill and Rayner, 1998] et [Djurić and Chun, 2002]. L’idée principale
est de construire M chaines de longueur Nr + Nbi en parallèle, initialisées différemment, pour chaque
ensemble de données et d’évaluer la dispersion des estimations obtenues pour les différentes chaines.
La variance inter-chaine B et la variance intra-chaine W pour les M chaines de Markov sont définies
par :
B =
Nr
M − 1
M∑
m=1
(
k¯m − k¯
)2 (4.14)
W =
1
M
M∑
m=1
1
Nr
Nr∑
t=1
(
k(t)m − k¯m
)2
(4.15)
avec
k¯m =
1
Nr
Nr∑
t=1
k(t)m , k¯ =
1
M
M∑
m=1
k¯m, Nr = NMC −Nbi. (4.16)
où k est le paramètre d’intérêt et k(t)m son estimé à la tie`me exécution pour la mie`me chaine. La
convergence de l’algorithme a été évaluée grâce au critère appelé potential scale reduction factor ρˆ
défini par [Gelman et al., 1995, p. 332]
√
ρˆ =
√
1
W
(
Nr − 1
Nr
W +
1
Nr
B
)
. (4.17)
4.5 Résultats de simulation
4.5.1 Données synthétiques
L’algorithme proposé a été testé sur des données synthétiques afin de valider son efficacité. Différentes
expériences ont été réalisées et ce pour trois valeurs du rapport signal/bruit SNR ∈ {0 dB, 10 dB, 20 dB},
ce qui permet d’apprécier la performance de l’algorithme pour différents niveaux de bruit. Cette Sec-
tion considère L = 100 images synthétiques. Chaque image contient N = 2000 pixels et a été générée
d’après (4.3). Ces images ont été séparées en classes saines et lentigo contenant 50 images. Les
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images non bruitées des deux classes ont été respectivement générées à l’aide de lois gaussiennes
tronquées NR+(µ1, σ21) et NR+(µ2, σ22), avec µ1 = 17, µ2 = 20, σ21 = 2, σ22 = 4. La convergence de
l’échantillonneur de l’algorithme est surveillée en calculant le potential scale reduction factor introduit
en (4.17) pour un paramètre d’intérêt. Plusieurs choix du paramètre k peuvent être considérés pour
la méthode proposée. La convergence de l’échantillonneur Metropolis-within-Gibbs à été surveillée ici
en calculant le psrf à l’aide du paramètre
√
ρˆ de la variance du bruit θ (voir [Dobigeon et al., 2008,
Godsill and Rayner, 1998] pour un choix similaire). Le potential scale reduction factor du paramètre
θ est calculé pour M = 10 chaines de Markov est égal à 1.01. Cette valeur de
√
ρˆ confirme la bonne
convergence de l’échantillonneur (une recommandation pour l’évaluation de la convergence est une
valeur de
√
ρˆ ≤ 1.2 [Gelman et al., 1995, p. 332] ). Les Figures 4.2, 4.3, 4.4 and 4.5 montrent
l’évolution des chaines de Markov pour les différents paramètres µˆ1, µˆ2, σˆ1, σˆ2, θˆ estimés respective-
ment pour des données synthétiques avec SNRY = [0 dB, 10 dB, 20 dB] et des données réelles à partir
des images MCR.
Algo. 1 a été exécuté pour NMC = 100000 itérations et les différents paramètres du modèle ont
été estimés d’après (4.12) et (4.13) en utilisant une période de chauffe de longueur Nbi = 99900. La
performance de l’algorithme a été évaluée en calculant les erreurs quadratiques moyennes (MSEs) des
différents paramètres et les rapports signal à bruit (SNRs) définis par:
MSEj =‖ Xˆj −Xj ‖2 (4.18)
SNRj = 20 log10
(
||Xj ||
||Xj − X̂j ||
)
. (4.19)
Des résultats quantitatifs sont présentés dans le tableau 4.1 pour les trois expériences. Ce tableau
montre les bon résultats de classification et d’estimation des paramètres pour différents niveaux de
bruit. Ces résultats mettent en évidence l’efficacité de la stratégie proposée pour le débruitage et la
classification des images obtenues à partir du modèle (4.3).
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(a)
(b)
Figure 4.2: Evolution de la convergence des chaines de Markov pour les différents paramètres
µˆ1, µˆ2, σˆ1, σˆ2, θˆ estimés pour des données synthétiques avec SNRY = 0 dB.
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(a)
(b)
Figure 4.3: Evolution de la convergence des chaines de Markov pour les différents paramètres
µˆ1, µˆ2, σˆ1, σˆ2, θˆ estimés pour des données synthétiques avec SNRY = 10 dB.
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(a)
(b)
Figure 4.4: Evolution de la convergence des chaines de Markov pour les différents paramètres
µˆ1, µˆ2, σˆ1, σˆ2, θˆ estimés pour des données synthétiques avec SNRY = 20 dB.
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(a)
(b)
Figure 4.5: Evolution de la convergence des chaines de Markov pour les différents paramètres
µˆ1, µˆ2, σˆ1, σˆ2, θˆ estimés pour des images MCR réelles.
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Tableau 4.1: Performance de l’algorithme proposé pour le débruitage et la classification des données
synthétiques bruitées pour trois valeurs du signal/bruit SNRY = [0 dB, 10 dB, 20 dB].
SNRY = 0 dB SNRY = 10 dB SNRY = 20 dB
MSE2 SNR (dB) MSE2 SNR (dB) MSE2 SNR (dB)
µ1 0.56 30.12 1.54.10−4 62.72 2.63.10−5 70.4
µ2 0.95 21.42 1.89.10−5 73.24 6.64.10−5 67.79
σ21 2.91 1.01 0.015 18.07 0.011 25.7
σ22 7.14 2.57 4.58 5.42 0.006 22.07
θ 1.14.10−3 20.44 4.74.10−5 26.56 5.68.10−7 30.44
S 5.48 16.53 2.88 20.81 0.7093 26.87
Accuracy 91% 100% 100%
Accuracy (CART) 83% 100% 100%
4.5.2 Données réelles
Cette Section est consacrée à la validation de l’algorithme de débruitage et de classification lorsqu’il
est appliqué à des images MCR réelles déjà définies dans la Section 2.3.1, mais cette fois-ci en util-
isant seulement comme profondeur caractéristique celle qui permet de distinguer avec une différence
maximale les images des patients sains de ceux atteints de lentigo. D’après les résultats des chapitres
2 et 3, cette dernière a été fixée à 54 µm. Compte tenu de la grande taille de ces images 1000× 1000
pixels, nous avons préféré sélectionner et appliquer notre algorithme à des parcelles de 250×250 pixels
pour chaque image afin de réduire le coût de calcul. Les résultats obtenus ont ensuite été utilisés pour
calculer la matrice de confusion et les quatre indicateurs (sensibilité, spécificité, précision, accuracy)
présentés dans les tableaux 4.2 et 4.3. Ces tableaux nous permettent d’évaluer les performances de
classification de la stratégie proposée. Le paramètre “accuracy” de la méthode proposée est égale à
97.7%, ce qui correspond à une seule erreur pour le patient #8 atteint de lentigo. Figure. 4.6 montre
que la texture de cette image mal classée n’est pas très déstructurée comme pour les autres patients
atteints de lentigo et est visuellement similaire à la texture des patients en bonne santé. Figure. 4.7
montre des exemples d’images bruitées MCR et leurs réflectivités réelles estimées, illustrant la partie
débruitage de l’algorithme proposé. On peut observer que les images estimées ont des intensités peu
élevées par rapport aux images bruitées, ce qui est dû à la présence du bruit multiplicatif.
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Tableau 4.2: Performance de la classification sur des données réelles (45 patients) en utilisant la
méthode proposée (pour la profondeur caractéristique 54 µm).
Matrice de confusion L̂ Ĥ
Sensibilité
Specificité
Lentigo 26 1 96.2 %
Sain 0 18 100 %
Précision 100 % 94.7 %
Accuracy 97.7 %
Tableau 4.3: Performance de la classification sur des données réelles (45 patients) en utilisant la
méthode CART (pour la profondeur caractéristique 54 µm).
Matrice de Confusion L̂ Ĥ
Sensibilité
Specificité
Lentigo 24 3 88.8 %
Sain 5 13 72.2 %
Précision 82.7 % 81.2 %
Accuracy 82.2 %
Afin d’évaluer l’importance de nos résultats, notre algorithme a été comparé à la méthode CART
déjà présentée dans la Section 3.3.4. Comme montré dans le Tableau 4.3, le paramètre “accuracy”
obtenu avec l’algorithme CART est égal à 82.2% , i.e., il est légèrement inférieur à celui obtenu avec
la méthode proposée. De plus, le modèle bayésien proposé peut être utilisé pour la caractérisation
des images MCR grâce à ses paramètres estimés.
4.6 Conclusions
Dans ce chapitre nous avons présenté une nouvelle stratégie bayésienne ainsi qu’un algorithme MCMC
pour la classification d’images RCM pour des patients sains ou atteints de lentigo. Un modèle bayésien,
basé sur l’hypothèse que chaque image est perturbée par un bruit multiplicatif de loi gamma, et
utilisant diverses lois a priori a été introduit. Un échantillonneur de Gibbs hybride a ensuite été
utilisé pour échantillonner la loi a posteriori de ce modèle bayésien et pour construire des estimateurs
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Figure 4.6: Images (à la profondeur 54 µm) du patient #8 qui est mal classé en comparaison au
patient sain et patient atteint de lentigo (bien classés). On peut observer plus de similitude entre ce
patient et le patient sain qu’avec celui atteint lentigo.
Figure 4.7: Exemples d’images bruitées (à la profondeur 54 µm) et leurs vrais reflectivités estimées.
de ses paramètres. Les résultats de la simulation obtenues à l’aide de données synthétiques et réelles
ont permis d’apprécier la bonne performance du classifieur proposé.
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Chapitre 5
Conclusions et Perspectives
Cette thèse s’est intéressée à l’analyse et la modélisation statistique des images de microscopie con-
focale à réflectance (MCR) en dermatologie. Nous avons commencé par décrire dans le premier
chapitre quelques propriétés de la peau humaine. Nous avons ensuite exposé sa composition, ses
différentes fonctions principales, et les types de pigmentation: mélanique ou hyperpigmentation. Les
hyperpigmentations cutanées sont nombreuses et d’origine variée, entraînant une gène esthétique plus
ou moins importante et étant parfois mal supportée par les patients. Nous avons ensuite présenté
plusieurs techniques d’imagerie médicale ainsi que leur principe de fonctionnement. Nous nous sommes
principalement intéressés dans cette thèse à la microscopie confocale à réflectance (MCR) qui est une
technique d’imagerie non invasive permettant une visualisation in vivo de l’épiderme jusqu’au derme
papillaire en temps réel. Le but final est de distinguer les patients sains de ceux atteints de lentigo
qui est une hyperpigmentation cutanée.
Nous nous sommes intéressés dans le deuxième chapitre à l’analyse des images MCR pour carac-
tériser la profondeur à laquelle on peut distinguer une peau saine de celle atteinte de lentigo. Chaque
patient (sain ou lentigo) est représenté par une suite d’images MCR (appelée image stack dans ce
manuscrit) qui sont associées aux différentes profondeurs. La caractérisation des textures de ces im-
ages a été faite à travers l’utilisation de la décomposition en ondelettes de Daubechies 4 pour chaque
profondeur et pour tous les patients (lentigo et sains). Un premier travail a consisté à vérifier que
la loi des coefficients d’ondelettes d’une image MCR était une loi gaussienne généralisée comme cela
a été proposé dans la littérature pour d’autres types d’images. Les paramètres de cette loi ont été
ensuite estimés par une méthode du maximum de vraisemblance. Un test paramétrique de Student
a ensuite été conçu pour évaluer la signification statistique des différences observées entre les images
des patients sains et lentigo. Le test d’hypothèses proposé a été effectué sur une base de données de
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2250 images réelles associées à 45 patients. On a ainsi montré qu’il y avait un bon ajustement de
la loi gaussienne généralisée pour les coefficients d’ondelettes des images MCR, et que l’entropie, la
variance et le paramètre α ne permettent pas la discrimination d’images des patients sains et lentigo
pour toutes les profondeurs, les bandes et les échelles. Par contre, la pseudo-distance de Kulback-
Leibler ainsi que le paramètre β permettent la discrimination d’images des patients sains et lentigo
pour toutes les bandes à des échelles de 1 à 3 et pour des profondeurs comprises entre 31 µm and
76 µm. Les profondeurs aux environs de 50 µm donnent la plus grande discrimination. Les résultats
ont également montré qu’il n’y avait pas de direction préférée, et donc qu’il vaut mieux utiliser le
vecteur conjoint HVD avec les premières échelles pertinentes pour avoir une bonne performance de
caractérisation. Il est intéressant de noter que cette étude a révélé que le paramètre β caractérise le
lentigo à des profondeurs aux environs de 50 µm ce qui correspondant à l’emplacement de la jonc-
tion dermo-épidermique. Ce résultat est en accord avec le fait clinique que le lentigo désorganise
significativement cette couche de la peau.
Le troisième chapitre a porté sur la modélisation statistique des intensités des images MCR.
Nous avons montré tout d’abord que la loi gamma généralisée est bien adaptée pour décrire les pro-
priétés statistiques des intensités des images des patients sains et atteints de lentigo. Pour estimer les
paramètres de cette loi, nous avons proposé un estimateur qui s’avère être plus rapide et plus perfor-
mant (pour un faible nombre d’échantillons) que ceux disponibles dans la littérature. Cet estimateur
utilise la méthode du maximum de vraisemblance combinée avec une descente de gradient naturel.
Ce dernier permet d’avoir une convergence plus rapide en pondérant le gradient par l’inverse de la
matrice de Fisher des paramètres. Il a été montré que le lentigo se caractérise principalement à la pro-
fondeur DEJ. Les paramètres obtenus à cette profondeur ont ensuite été utilisés pour l’apprentissage
d’un classifieur SVM. Le classifieur proposé a été testé sur une base de données de 2250 images réelles
associées à 45 patients. Les résultats obtenus ont montré que le paramètre d’échelle β est bien adapté
à la caractérisation et à la classification des tissus sains et des lésions. Notre algorithme a ensuite été
comparé à la méthode présentée dans [Koller et al., 2011]. Cette méthode consiste à extraire à partir
de chaque image MCR un ensemble de 39 paramètres et à leur appliquer une procédure de classi-
fication basée sur un arbre de classification et de régression (CART). Il faut noter que l’algorithme
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CART a été testé sur les images MCR réelles en utilisant une procédure de leave one out. L’accuracy
obtenue avec l’algorithme CART (en utilisant les profondeurs caractéristiques (40 µm à 60 µm)) est
de 80 %, c’est-à-dire légèrement inférieure à celle obtenue avec la méthode proposée et conduit à un
nombre de patients mal classés plus élevé (deux patients additionnel sur les 45 considérés). En outre,
les paramètres ΓGD estimés peuvent être utilisés pour la caractérisation des images MCR, ce qui
n’est pas possible avec l’algorithme CART.
Le quatrième chapitre présente un modèle bayésien hiérarchique totalement non-supervisé per-
mettant une restauration des images MCR et une classification entre patients sains et atteints de
lentigo. L’approche bayésienne proposée tient compte de la loi du bruit multiplicatif (speckle) affec-
tant les mesures et introduit des lois a-priori adaptées aux paramètres inconnus du modèle, afin de
régulariser le problème d’estimation. Nous avons ensuite proposé des méthodes de Monte Carlo par
Chaines de Markov afin d’estimer conjointement les différents paramètres du modèle, incluant la vraie
réflectivité de l’image, un vecteur de label permettant de classifier chaque pixel de l’image dans la
classe “sain” ou “lentigo” et les paramètres de la loi du bruit. Plus précisément, un échantillonneur de
Metropolis-within-Gibbs est utilisé pour générer des échantillons distribués asymptotiquement suiv-
ant la loi a-posteriori d’intérêt. Ces échantillons sont ensuite utilisés pour construire des estimateurs
bayésiens, comme l’estimateur du maximum a posteriori (MAP) ou l’estimateur du minimum mean
square error (MMSE) des paramètres inconnus du modèle. L’algorithme résultant est validé sur des
données synthétiques et réelles en l’appliquant cette fois-ci seulement pour la profondeur caractéris-
tique (54 µm) qui permet de distinguer avec une différence maximale les images des patients sains de
ceux atteints de lentigo (cf chapitres précédents).. L’algorithme a été comparé à la méthode CART.
Le paramètre “accuracy” obtenu avec l’algorithme CART (en utilisant seulement la profondeur 54 µm)
est de 82.2%. Il est légèrement inférieur à celui obtenu avec la méthode proposée. De plus, le modèle
bayésien proposé peut être utilisé pour la caractérisation des images MCR grâce à ses paramètres
estimés.
5.1 Perspectives
Le travail présenté dans cette thèse ouvre plusieurs perspectives.
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Concernant la première partie de la thèse (chapitre 2 et 3), une première piste serait de prendre
en compte différents types de peau ainsi que d’autres lésions cutanées pigmentées qui entraînent la
destruction de la jonction dermo-épidermique comme le mélanome par exemple. Il serait également
intéressant de combiner les paramètres discriminants associés à la gaussienne généralisée (associée
aux coefficients d’ondelettes des images de la peau) avec les paramètres discriminants associés à
la gamma généralisée (domaine de l’image) pour segmenter les zones avec lentigo sur les images
blocs. La taille d’une image bloc étant de 8×8 mm, elle représente un champ large (16000×16000
pixel) où on peut faire la distinction entre la zone saine de la zone avec lentigo puisque celui-ci a
généralement un diamètre inférieur à 5 mm. Un travail futur consisterait à décomposer cette image
bloc en plusieurs imagettes et d’utiliser les paramètres des deux lois gaussienne généralisée et gamma
généralisée estimées pour chaque imagette afin de segmenter les zones avec lentigo de ceux saines. Un
exemple d’image bloc et de la zone à segmenter est présenté dans la Figure 5.1
Concernant la deuxième partie de la thèse (chapitre 4), une première piste consisterait à améliorer
la partie débruitage du modèle bayésien proposé. En effet on pourrait introduire la corrélation spatiale
comme information a priori sur les images estimées sans bruit pour améliorer leur qualité, par exemple
à l’aide d"un champs de Markov de loi gamma (gamma Markov random field). Une deuxième piste
serait d’améliorer le temps de calculs de la partie classification de notre modèle bayésien. L’idée est de
développer un nouveau modèle bayésien non-paramétrique pour classifier les images MCR. Ce dernier
exploitera uniquement les paramètres de la loi gamma ajustée à ces images et non pas les intensités
des pixels utilisées dans notre modèle bayésien proposé. Ce modèle va permettre aussi l’estimation
du nombre de classes et de détecter éventuellement s’il y a des données aberrantes. L’approche
bayésienne proposée dans cette piste sera basée sur la supposition que les paramètres de la loi gamma
sont distribuées suivant un modèle de mélange de plusieurs lois gaussiennes bivariées. Un mélange de
processus de Dirichlet (Dirichlet process mixture model, DPMM) peut alors être utilisé pour estimer
les paramètres des différentes gaussiennes ainsi que leur nombre. Plus précisément, un échantillonneur
de Gibbs pourrait être utilisé pour générer des échantillons distribués asymptotiquement suivant la loi
a-posteriori des différents paramètres. Ces échantillons peuvent ensuite être utilisés pour estimer les
différents paramètres inconnus du modèle de mélange, via les estimateurs bayésiens MAP et MMSE.
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Figure 5.1: Exemples d’images blocs ainsi que les zones à segmenter
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Nous avons déjà commencer à travailler sur ce modèle. Un résumé du modèle ainsi que quelques
premiers résultats obtenus sont présentés dans l’annexe G.
Annexes
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Annexe A
T-test et facteur de Bayes
Nous considérons un corpus d’images constitué de n1 patients sains et de n2 patients avec lentigo, tel
que annoté par un expert. Soit θH =
{
θ1H , . . . ,θ
n1
H
}
, désignant l’ensemble des paramètres estimés
pour les patients sains et θS =
{
θ1S , . . . ,θ
n2
S
}
, pour les patients lentigo à une profondeur donnée.
L’estimateur du maximum de vraisemblance (EMV) est connu pour être asymptotiquement gaussien
et asymptotiquement efficace [Hurlin, 2013, Scholz, 1985], et on suppose que ces paramètres sont
indépendants et suivent des distributions normales.
Un test T à deux échantillons [Cressie and Whitford, 1986, Rakotomalala, 2013, Wendorf, 2004] peut
alors être appliqué pour comparer les moyennes µH and µS .
H0 : µH = µS , (A.1)
H1 : µH 6= µS . (A.2)
Les variances σ2H et σ
2
S (des lois GGD sous les 2 hypothèses)étant inconnues et inégales, nous pro-
posons d’appliquer le test comme suit: Désignons par θ¯H et θ¯S les moyennes empiriques de θH et θS
et par s2H et s
2
S les estimateurs non biaisés des variances pour les patients sains et lentigo.
La statistique du T-test associées à (A.1) et (A.2) est donc :
T =
θ¯H − θ¯S√
s2H
n1
+
s2S
n2
. (A.3)
qui est distribuée selon une distribution de Student T avec ν degrés de liberté sous l’hypothèse H0 ,
où ν est défini comme
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ν =
[
s2H
n1
+
s2S
n2
]2
s4H
n21(n1−1)
+
s4S
n22(n2−1)
. (A.4)
L’hypothèse H0 est rejetée si |Tν | > TPFA. Dans ce travail, nous avons choisi une probabilité de
fausse alarme PFA = 0.05 ce qui correspond à un seuil de TPFA = 2.02 pour n1 = 18 et n2 = 27.
Pour évaluer la signification statistique, la p-value de chaque test a également été calculée et les règles
de décision suivantes ont été appliquées
• Quand p value > 0.10 → la différence observée “ n’est pas significative ”
• Quand p value ∈ [0.05, 0.10] → la différence observée est “ légèrement significative”
• Quand p value ∈ [0.01, 0.05[ → la différence observée est “ significative”
• Quand p value < 0.01 → la différence observée est “ hautement significative”
Remarque : compte tenu du débat récent sur la p-value et la reproductibilité des résultats scien-
tifiques, une méthode a été développée dans [Johnson, 2013] pour établir une correspondance entre les
tests de signification classiques, tels que celui conçu ici, et les tests Bayésiens. Cette méthode permet
de rapporter la taille des tests d’hypothèses classiques avec des seuils dans les tests Bayésiens. Suite
à ce travail et en supposant des variances égales, nous avons calculé le facteur de Bayes (BF ) donné
par:
BF =
 ν + T
ν +
(
T −√(να∗))2

(n1+n2)/2
(A.5)
où l’hypothèse H0 est rejetée quand BF >
√
να∗ with α∗ = α2/(n1+n2−1)− 1 et α = [(T 2PFA/ν) +
1](n1+n2)/2. Ce facteur BF a fourni la même preuve que les p-values considérées comme cela apparaîtra
dans la partie expérimentale.
Annexe B
Matrice de Fisher - Gausssienne
Généralisée
Distribution Gaussienne Généralisée Une gaussienne généralisée est une fonction Gα,β (x)
dépendant de deux paramètres α > 0 et β > 0:
Gα,β (x) =
β
2 α Γ
(
1
β
)e− |x|α β α > 0 β > 0
Quand β = 2, on retrouve l’´equation d’une gaussienne, quand β = 1, celle d’une distribution de
Laplace. β est le paramètre qui régit la forme, plus ou moins pointue, de la gaussienne généralisée,
c’est paramètre de forme. α, lui, régit l’étalement de la courbe : c’est le paramètre d’échelle.
Rappel [Abramowitz and Stegun, 1970]
y = αx ⇒ y′ = dydx = log (α)× αx
Γ (n+ 1) = n! pour n entier Γ
(
1
2
)
=
√
pi
Γ (z + 1) = z Γ (z)
Γ (z) =
∫∞
0 e
−t tz−1dt =⇒ Γ′ (z) = dΓ(z)dz =
∫∞
0 e
−t d
dz
(
tz−1
)
dt =
∫∞
0 e
−t ln (t) tz−1dt
Γ
′′
(z) =
∫∞
0 e
−t ln (t) ddz
(
tz−1
)
dt =
∫∞
0 e
−t ln (t)2 tz−1dt
Γ
′
(z) =
∫∞
0 e
−t ln (t) tz−1dt , Γ′′ (z) =
∫∞
0 e
−t ln (t)2 tz−1dt
la première dérivée d ln(Γ(z))dz =
Γ
′
(z)
Γ(z) = ψ (z) est appelée fonction digamma(z)
La dérivée seconde d
2 ln(Γ(z))
dz2
= ψ
′
(z) est appelée fonction trigamma(z)
Formule de récurrence
ψ (1 + z) = ψ (z) + 1z
ψ(n) (1 + z) = ψ(n) (z) + (−1)n n! z−n−1
ex: ψ′ (1 + z) = ψ′ (z)− z−2
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Matrice de fisher d’une distribution GGD(α, β) :
G (α, β) =
β
2 α Γ
(
1
β
)e− |x|α β α > 0 β > 0
log (G (α, β)) = log (β)− log (2 α)− log
(
Γ
(
1
β
))
−
( |x|
α
)β
(B.1)
Calcul des dérivées
dérivée par rapport à α
∂ log (G)
∂α
= − 2
2α
− β
( |x|
α
)β−1(
−|x|
α2
)
= − 1
α
+ β
|x|β
αβ+1
dérivée par rapport à α2
∂2 log (G)
∂α2
=
1
α2
+ β |x|β
(− (β + 1)αβ
α2(β+1)
)
=
1
α2
− β (β + 1) |x|β 1
αβ+2
∂2 log (G)
∂α2
=
1
α2
− β (β + 1)
∣∣xβ∣∣
αβ+2
dérivée par rapport à β
∂ log (G)
∂β
=
1
β
−
(
− 1
β2
) Γ′ ( 1β)
Γ
(
1
β
) − log( |x|
α
) ( |x|
α
)β
∂ log (G)
∂β
=
1
β
+
1
β2
digamma
(
1
β
)
−
( |x|
α
)β
log
( |x|
α
)
=
1
β
+
1
β2
ψ
(
1
β
)
−
( |x|
α
)β
log
( |x|
α
)
dérivée par rapport à β2
∂2 log (G)
∂β2
= − 1
β2
+
(
−2β
β4
)
ψ
(
1
β
)
+
1
β2
(
− 1
β2
)
trigamma
(
1
β
)
−
( |x|
α
)β
log
( |x|
α
)
log
( |x|
α
)
∂2 log (G)
∂β2
= − 1
β2
− 2
β3
ψ
(
1
β
)
− 1
β4
ψ
′
(
1
β
)
−
( |x|
α
)β [
log
( |x|
α
)]2
dérivée par rapport à α, β
∂
∂α
(
∂ log (G)
∂β
)
= −
(
− |x|
α2
|x|
α
)( |x|
α
)β
− log
( |x|
α
)
β
( |x|
α
)β−1(
−|x|
α2
)
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∂
∂α
(
∂ log (G)
∂β
)
=
|x|β
αβ+1
+ β log
( |x|
α
) |x|β
αβ+1
=
|x|β
αβ+1
(
1 + β log
( |x|
α
))
∂
∂α
(
∂ log (G)
∂β
)
=
∂2 log (G)
∂α ∂β
=
∂2 log (G)
∂β ∂α
=
|x|β
αβ+1
(
1 + β log
( |x|
α
))
Matrice de Fisher
Fisher matrix = −
E (∂2 log(G)∂α2 ) E (∂2 log(G)∂α ∂β )
E
(
∂2 log(G)
∂β ∂α
)
E
(
∂2 log(G)
∂β2
)

−E
(
∂2 log (G)
∂α2
)
= −E
(
1
α2
− β (β + 1)
∣∣xβ∣∣
αβ+2
)
= E
(
− 1
α2
+ β (β + 1)
∣∣xβ∣∣
αβ+2
)
−E
(
∂2 log (G)
∂α2
)
=
∫ +∞
−∞
(
− 1
α2
+ β (β + 1)
∣∣xβ∣∣
αβ+2
)
G (α, β) dx
−E
(
∂2 log (G)
∂α2
)
=
∫ +∞
−∞
− 1
α2
G (α, β) dx+
∫ +∞
−∞
β (β + 1)
∣∣xβ∣∣
αβ+2
G (α, β) dx
−E
(
∂2 log (G)
∂α2
)
= − 1
α2
+
∫ +∞
−∞
β (β + 1)
∣∣xβ∣∣
αβ+2
β
2 α Γ
(
1
β
)e− |x|α β dx
−E
(
∂2 log (G)
∂α2
)
= − 1
α2
+
(β + 1)
α2
=
β
α2
−E
(
∂2 log (G)
∂α2
)
=
β
α2
−E
(
∂2 log (G)
∂α ∂β
)
= −E
(
∂2 log (G)
∂β ∂α
)
= E
[
− |x|
β
αβ+1
(
1 + β log
( |x|
α
))]
−E
(
∂2 log (G)
∂α ∂β
)
=
∫ +∞
−∞
[
− |x|
β
αβ+1
(
1 + β log
( |x|
α
))]
G (α, β) dx
−E
(
∂2 log (G)
∂α ∂β
)
=
∫ +∞
−∞
[
− |x|
β
αβ+1
(
1 + β log
( |x|
α
))]
β
2 α Γ
(
1
β
)e− |x|α β dx
−E
(
∂2 log (G)
∂α ∂β
)
= − 1
α
Γ
(
1 + 1β
)
Γ
(
1
β
) − 1
α
Γ
′
(
1 + 1β
)
Γ
(
1
β
) = − 1
α
Γ
(
1 + 1β
)
Γ
(
1
β
)
1 + Γ′
(
1 + 1β
)
Γ
(
1 + 1β
)

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−E
(
∂2 log (G)
∂α ∂β
)
= − 1
α β
[
1 + digamma
(
1 +
1
β
)]
= − 1
α β
[
1 + ψ
(
1 +
1
β
)]
Ψ (1 + z) = ψ (z) +
1
z
−E
(
∂2 log (G)
∂α ∂β
)
= − 1
α β
[
1 + ψ
(
1
β
)
+ β
]
−E
(
∂2 log (G)
∂β2
)
= −E
(
− 1
β2
− 2
β3
ψ
(
1
β
)
− 1
β4
ψ
′
(
1
β
)
−
( |x|
α
)β [
log
( |x|
α
)]2)
−E
(
∂2 log (G)
∂β2
)
= E
(
1
β2
+
2
β3
ψ
(
1
β
)
+
1
β4
ψ
′
(
1
β
)
+
( |x|
α
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log
( |x|
α
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−E
(
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∂β2
)
=
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−∞
(
1
β2
+
2
β3
ψ
(
1
β
)
+
1
β4
ψ
′
(
1
β
)
+
( |x|
α
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log
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α
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G (α, β) dx
−E
(
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∂β2
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=
1
β2
+
2
β3
ψ
(
1
β
)
+
1
β4
ψ
′
(
1
β
)
+
∫ +∞
−∞
( |x|
α
)β [
log
( |x|
α
)]2
G (α, β) dx
−E
(
∂2 log (G)
∂β2
)
=
1
β2
+
2
β2
[
1 +
1
β
]
ψ
(
1
β
)
+
1
β3
[
1 +
1
β
]
ψ
′
(
1
β
)
+
1
β3
[
ψ
(
1
β
)]2
Fisher matrix = −
E (∂2 log(G)∂α2 ) E (∂2 log(G)∂α ∂β )
E
(
∂2 log(G)
∂β ∂α
)
E
(
∂2 log(G)
∂β2
)
 =
=
 βα2 − 1α β [1 + ψ ( 1β)+ β]
− 1α β
[
1 + ψ
(
1
β
)
+ β
]
1
β2
+ 2
β2
[
1 + 1β
]
ψ
(
1
β
)
+ 1
β3
[
1 + 1β
]
ψ
′
(
1
β
)
+ 1
β3
[
ψ
(
1
β
)]2

Annexe C
Matrice de Fisher - Gamma Généralisée
Distribution gamma généralisée
gγ,β,ρ (x) =

β−ρ
Γ(ρ) (x− γ)ρ−1 e
−(x−γ)
β si x > γ ρ > 0
0 sinon
Calcul du logarithme de la densité de probabilité Log − likelihood (G = ∏ g(γ, β, ρ) représente
le produit des gamma généralisée)
Log − likelihood = log(G) = log
(∏N
i=1
[
β−ρ
Γ(ρ) (xi − γ)ρ−1 e
−(xi−γ)
β
])
log (G) = −Nρ log(β)−N log(Γ(ρ)) + (ρ− 1)
N∑
i=1
log(xi − γ)−
N∑
i=1
(xi − γ)
β
Calcul des dérivées
dérivée par rapport à γ
∂ log (G)
∂γ
= −
N∑
i=1
(ρ− 1)
(xi − γ) +
N
β
dérivée par rapport à γ2
∂2 log (G)
∂γ2
= −
N∑
i=1
(ρ− 1)
(xi − γ)2
dérivée par rapport à β
∂ log (G)
∂β
= −Nρ
β
+
N∑
i=1
(xi − γ)
β2
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dérivée par rapport à β2
∂2 log (G)
∂β2
=
Nρ
β2
− 2
N∑
i=1
(xi − γ)
β3
dérivée par rapport à ρ
∂ log (G)
∂ρ
= −N log (β)−N Γ
′
(ρ)
Γ (ρ)
+
N∑
i=1
log (xi − γ)
∂ log (G)
∂ρ
= −N log (β)−N digamma (ρ)+
N∑
i=1
log (xi − γ) = −N log (β)−N ψ (ρ)+
N∑
i=1
log (xi − γ)
dérivée par rapport à ρ2
∂2 log (G)
∂ρ2
= −N ψ′ (ρ) = −N trigamma (ρ)
dérivée par rapport à γ, β
∂
∂γ
(
∂ log (G)
∂β
)
=
∂
∂β
(
∂ log (G)
∂γ
)
=
∂2 log (G)
∂γ ∂β
=
∂2 log (G)
∂β ∂γ
= −N
β2
dérivée par rapport à γ, ρ
∂
∂γ
(
∂ log (G)
∂ρ
)
=
∂
∂ρ
(
∂ log (G)
∂γ
)
=
∂2 log (G)
∂γ ∂ρ
=
∂2 log (G)
∂ρ ∂γ
= −
N∑
i=1
1
(xi − γ)
dérivée par rapport à β, ρ
∂
∂β
(
∂ log (G)
∂ρ
)
=
∂
∂ρ
(
∂ log (G)
∂β
)
=
∂2 log (G)
∂β ∂ρ
=
∂2 log (G)
∂ρ ∂β
= −N
β
Matrice de Fisher
Matrice de Fisher = −

E(∂
2 log(G)
∂γ2
) E(∂
2 log(G)
∂γ∂β ) E(
∂2 log(G)
∂γ∂ρ )
E(∂
2 log(G)
∂β∂γ ) E(
∂2 log(G)
∂β2
) E(∂
2 log(G)
∂β∂ρ )
E(∂
2 log(G)
∂ρ∂γ ) E(
∂2 log(G)
∂ρ∂β ) E(
∂2 log(G)
∂ρ2
)

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Calcul des différents termes de la Matrice de Fisher
−E
(
∂2 log (G)
∂γ2
)
= −E
(
−
N∑
i=1
(ρ− 1)
(xi − γ)2
)
= E
(
N∑
i=1
(ρ− 1)
(xi − γ)2
)
−E
(
∂2 log (G)
∂γ2
)
=
∫ +∞
γ
(
N∑
i=1
(ρ− 1)
(xi − γ)2
)
gγ,β,ρ (xi) dxi
−E
(
∂2 log (G)
∂γ2
)
= (ρ− 1)
∫ +∞
γ
(
N∑
i=1
1
(xi − γ)2
)
β−ρ
Γ(ρ)
(xi − γ)ρ−1 e
−(xi−γ)
β dxi
−E
(
∂2 log (G)
∂γ2
)
=
N
β2 (ρ− 2)
−E
(
∂2 log (G)
∂γ ∂β
)
= −E
(
∂2 log (G)
∂β ∂γ
)
= −E
[
−N
β2
]
= E
[
N
β2
]
=
N
β2
−E
(
∂2 log (G)
∂γ ∂ρ
)
= −E
(
∂2 log (G)
∂ρ ∂γ
)
= −E
[
−
N∑
i=1
1
(xi − γ)
]
= E
[
N∑
i=1
1
(xi − γ)
]
−E
(
∂2 log (G)
∂γ ∂ρ
)
=
∫ +∞
γ
(
N∑
i=1
1
(xi − γ)
)
gγ,β,ρ (xi) dxi
−E
(
∂2 log (G)
∂γ ∂ρ
)
=
∫ +∞
γ
(
N∑
i=1
1
(xi − γ)
)
β−ρ
Γ(ρ)
(xi − γ)ρ−1 e
−(xi−γ)
β dxi
−E
(
∂2 log (G)
∂γ ∂ρ
)
=
N
β
Γ (ρ− 1)
Γ (ρ)
=
N
β
Γ (ρ− 1)
(ρ− 1) Γ (ρ− 1) =
N
β (ρ− 1)
−E
(
∂2 log (G)
∂β2
)
= −E
(
Nρ
β2
− 2
N∑
i=1
(xi − γ)
β3
)
= E
(
−Nρ
β2
+ 2
N∑
i=1
(xi − γ)
β3
)
−E
(
∂2 log (G)
∂β2
)
=
∫ +∞
γ
(
−Nρ
β2
+ 2
N∑
i=1
(xi − γ)
β3
)
gγ,β,ρ (xi) dxi
−E
(
∂2 log (G)
∂β2
)
= −Nρ
β2
+
2
β3
∫ +∞
γ
N∑
i=1
(xi − γ) gγ,β,ρ (xi) dxi
122 Annexe C - Matrice de Fisher - Gamma Généralisée
−E
(
∂2 log (G)
∂β2
)
= −Nρ
β2
+
2
β2
N
Γ (ρ+ 1)
Γ (ρ)
= −Nρ
β2
+
2N
β2
ρ Γ (ρ)
Γ (ρ)
= −Nρ
β2
+
2Nρ
β2
=
Nρ
β2
−E
(
∂2 log (G)
∂β ∂ρ
)
= −E
(
∂2 log (G)
∂ρ ∂β
)
= −E
[
−N
β
]
= E
[
N
β
]
=
N
β
−E
(
∂2 log (G)
∂ρ2
)
= −E
(
−N ψ′ (ρ)
)
= E
(
N ψ
′
(ρ)
)
= N ψ
′
(ρ) = N trigamma (ρ)
On obtient finalement (en écrivant digamma (z) comme ψ (z) et trigamma (z) comme ψ′ (z) )
Matrice de F isher = N

1
β2(ρ−2)
1
β2
1
β(ρ−1)
1
β2
ρ
β2
1
β
1
β(ρ−1)
1
β ψ
′
(ρ)

Annexe D
Divergence de Kullback-Leibler, entropie,
variance
Distribution Gamma Généralisée
gγ,β,ρ (x) =

β−ρ
Γ(ρ) (x− γ)ρ−1 e
−(x−γ)
β si x > γ ρ > 0
0 sinon
D.1 Kullback Liebler
KL =
∫ +∞
−∞
p (x) ln
(
p (x)
q (x)
)
dx
KL =
∫ +∞
−∞
β−ρ11
Γ(ρ1)
(x− γ1)ρ1−1 e
−(x−γ1)
β1 ln
 β
−ρ1
1
Γ(ρ1)
(x− γ1)ρ1−1 e
−(x−γ1)
β1
β
−ρ2
2
Γ(ρ2)
(x− γ2)ρ2−1 e
−(x−γ2)
β2
 dx
KL =
∫ +∞
−∞
β−ρ11
Γ(ρ1)
(x− γ1)ρ1−1 e
−(x−γ1)
β1 ln
(
βρ22 Γ(ρ2)
βρ11 Γ(ρ1)
(x− γ1)ρ1−1
(x− γ2)ρ2−1 e
−(x−γ1)
β1 e
(x−γ2)
β2
)
dx
KL = ln
(
βρ22 Γ(ρ2)
βρ11 Γ(ρ1)
)
+ (ρ1 − 1) [ln (β1) + ψ (ρ1)] + ρ1
(
β1
β2
− 1
)
+
(
γ1 − γ2
β2
)
− (ρ2 − 1) ln (β1) − (ρ2 − 1)
Γ(ρ1)
∫ +∞
0
tρ1−1 e−t ln
(
t+
γ1 − γ2
β1
)
dt
Remarque: si γ1 = γ2
KL = ln
(
βρ22 Γ(ρ2)
βρ11 Γ(ρ1)
)
+(ρ1 − 1) [ln (β1) + ψ (ρ1)] +ρ1
(
β1
β2
− 1
)
− (ρ2 − 1) ln (β1) − (ρ2 − 1) Γ
′
(ρ1)
Γ(ρ1)
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KL = ln
(
βρ22 Γ(ρ2)
βρ11 Γ(ρ1)
)
+ (ρ1 − 1) [ln (β1) + ψ (ρ1)] + ρ1
(
β1
β2
− 1
)
− (ρ2 − 1) [ln (β1) + ψ (ρ1)]
KL = ln
(
Γ(ρ2) β
ρ2
2
Γ(ρ1) β
ρ1
1
)
+ (ρ1 − ρ2) [ln (β1) + ψ (ρ1)] + ρ1
(
β1
β2
− 1
)
(D.1)
D.2 Variance
Variance = E
(
X2
)− E (X)2
E
(
X2
)
=
∫ +∞
γ
x2
β−ρ
Γ(ρ)
(x− γ)ρ−1 e
−(x−γ)
β dx
E
(
X2
)
= β2ρ (ρ+ 1) + γ2 + 2βγρ
E (X) =
∫ +∞
γ
x
β−ρ
Γ(ρ)
(x− γ)ρ−1 e
−(x−γ)
β dx
E (X) = βρ+ γ
Variance = E
(
X2
)− E (X)2 = β2ρ (ρ+ 1) + γ2 + 2βγρ − [βρ+ γ]2 = β2ρ
Variance = β2ρ (D.2)
D.3 Entropie
Entropie = −
∫ +∞
−∞
p (x) ln [p (x)] dx
Entropie = −
∫ +∞
γ
β−ρ
Γ(ρ)
(x− γ)ρ−1 e
−(x−γ)
β ln
[
β−ρ
Γ(ρ)
(x− γ)ρ−1 e
−(x−γ)
β
]
dx
Entropie = −
∫ +∞
γ
β−ρ
Γ(ρ)
(x− γ)ρ−1 e
−(x−γ)
β
[
ln
(
β−ρ
Γ(ρ)
)
+ (ρ− 1) ln (x− γ)− (x− γ)
β
]
dx
Entropie = ln (β Γ (ρ)) + (1− ρ) ψ (ρ) + ρ (D.3)
Annexe E
Échantillonnage des paramètres
Les densités conditionnelles des paramètres d’intérêt sont obtenues en multipliant la vraisemblance
avec les différents a priori et en enlevant le terme multiplicatif qui ne dépend pas de la variable
d’intérêt. On obtient les résultats détaillés dans les paragraphes suivants:
E.1 Echantillonnage du paramètre snl
On obtient la loi conditionnelle suivante
f
(
snl | zl = k, ynl, θl, σ2k, µk
) ∝ 1
(snl)
1/θ
exp
(
− ynl
snl θl
)
× exp
[
− 1
2 σ2k
(snl − µk)2
]
IR+(snl) (E.1)
En utilisant la loi de proposition (gaussienne tronquée positive [Chaari et al., 2015]) suivante
g
(
x | stnl
) ∝ 1√2 pi 2 exp
[
− (x−stnl)2
2 22
]
1− Φ
(−stnl
2
) , où Φ est la fonction de répartition d’une loi normale
On obtient la régle d’acceptation/rejet suivante
st+1nl =

s∗nl with prob min
{
f(s∗nl)
f(stnl)
g(stnl|s∗nl)
g(s∗nl|stnl)
, 1
}
stnl else
avec
f(s∗nl)
f(stnl)
g(stnl | s∗nl)
g(s∗nl | stnl)
=
(
s∗nl
stnl
)−ρl 1− Φ
(−stnl
2
)
1− Φ
(−s∗nl
2
)
×
exp
[−2 ynl σ2k − s∗nl θl (s∗nl − µk)2
2 σ2k s
∗
nl θl
+
2 ynl σ
2
k + s
t
nl θl (s
t
nl − µk)2
2 σ2k s
t
nl θl
]
.
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E.2 Echantillonnage du paramètre θl
On obtient la loi conditionnelle suivante
f (θl | ynl, snl, a, b) ∝ 1
θ
N/θl+a+1
l
N∏
n=1
(
ynl
snl
) 1
θl × exp
[
− 1
θl
(
N∑
n=1
ynl
snl
− b
)]
[Γ (1/θl)]
−N (E.2)
En utilisant la loi de proposition (gaussienne tronquée positive [Chaari et al., 2015]) suivante
g
(
x | θtl
) ∝ 1√2 pi 1 exp
[
− (x−θtl )2
2 21
]
1− Φ
(−θtl
1
) , où Φ est la fonction de répartition d’une loi normale
On obtient la régle d’acceptation/rejet suivante
θt+1l =

θ∗l with prob min
{
f(θ∗l )
f(θtl )
g(θtl |θ∗l )
g(θ∗l |θtl )
, 1
}
θtl else
avec
f(θ∗l )
f(θtl )
g(θtl | θ∗l )
g(θ∗l | θtl )
=
θ∗l

− N
θ∗
l
−a−1

θtl

−N
θt
l
−a−1

Γ
(
1
θtl
)
Γ
(
1
θ∗l
)
N exp
−
(∑N
n=1
ynl
snl
)
− b
θ∗l
+
(∑N
n=1
ynl
snl
)
+ b
θtl

×
(∏N
n=1
1
snl
) 1
θ∗
l
(∏N
n=1 ynl
) 1
θ∗
l
−1
(∏N
n=1
1
snl
) 1
θt
l
(∏N
n=1 ynl
) 1
θt
l
−1
 1− Φ
(−θtl
1
)
1− Φ
(−θ∗l
1
)
 .
E.3 Echantillonnage du paramètre µk
On obtient la loi conditionnelle suivante
f
(
µk | snl, σ2k, µ0, σ0
) ∝ exp
[
−PNn=1PLkl=1 (snl−µk)2
2 σ2k
− (µk−µ0)2
2 σ20
]
(
1− Φ
(
−µkσk
))NLk (E.3)
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En utilisant la loi de proposition (gaussienne [Chaari et al., 2016]) suivante
g
(
x | µtk
) ∝ 1√
2 pi 3
exp
[
−(x− µ
t
k)
2
2 23
]
.
On obtient la régle d’acceptation/rejet suivante
µt+1k =

µ∗k with prob min
{
f(µ∗k)
f(µtk)
g(µtk|µ∗k)
g(µ∗k|µtk)
, 1
}
µtk else
avec
f(µ∗k)
f(µtk)
g(µtk | µ∗k)
g(µ∗k | µtk)
=
1− Φ
(
−µtkσk
)
1− Φ
(
−µ∗kσk
)
NLk exp[−∑Nn=1∑Lkl=1 (snl − µ∗k)2
2 σ2k
− (µ
∗
k − µ0)2
2 σ20
]
× exp
[∑N
n=1
∑Lk
l=1 (snl − µtk)2
2 σ2k
+
(µtk − µ0)2
2 σ20
]
.
E.4 Echantillonnage du paramètre σ2k
On obtient la loi conditionnelle suivante
f
(
σ2k | snl, µk, α0, β0
) ∝
(
1
σ2k
)NLk
2
+α0+1
exp
[
−PNn=1PLkl=1 (snl−µk)2
2 σ2k
− β0
σ2k
]
(
1− Φ
(
−µkσk
))NLk (E.4)
En utilisant la loi de proposition (gaussienne tronquée positive [Chaari et al., 2015]) suivante
g
(
x | (σ2k)t
) ∝ 1√2 pi 4 exp
[
− (x−(σ2k)t)2
2 24
]
1− Φ
(−(σ2k)t
4
) .
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On obtient la régle d’acceptation/rejet suivante
(σ2k)
t+1 =

σ2∗k with prob min
{
f(σ2∗k )
f((σ2k)
t)
g((σ2k)
t|σ2∗k )
g(σ2∗k |(σ2k)t)
, 1
}
(σ2k)
t else
avec
f(σ2∗k )
f((σ2k)
t)
g((σ2k)
t | σ2∗k )
g(σ2∗k | (σ2k)t)
=
 1− Φ
(
−µk
σtk
)
1− Φ
(
− µk√
σ2∗k
)

NLk 1− Φ
(−(σ2k)t
3
)
1− Φ
(−σ2∗k
3
)
× exp[∑Nn=1∑Lkl=1 (snl − µk)2
2 (σ2k)
t
+
β0
(σ2k)
t
]
×
(
(σ2k)
t
σ2∗k
)NLk
2
+α0+1
exp
[
−∑Nn=1∑Lkl=1 (snl − µk)2
2 xt
− β0
σ2∗k
]
.
E.5 Echantillonnage du paramètre zl
On a
P
(
zl = k | snl, σ2k, µk
) ∝ 1(√2 pi σk)N exp
[
−∑Nn=1 (snl−µk)22 σ2k ][
1− Φ
(
−µk
σk
)]N (E.5)
On doit d’abord calculer les proportions associées à chaque valeur de k en utilisant E.5, et leurs
associer des intervalles dont la longueur est proportionnelle à ces valeurs dans l’intervalle [0,1].
On génère après une variable uniforme comme suit
u ∼ U[0, 1]
Et enfin on met à jour zl par la valeur de k associée à l’intervalle sélectionné par u.
Annexe F
Échantillonnage des paramètres du
modèle inverse gamma
F.1 Formulation du problème
F.1.1 Modèle d’observation
Considérons L images non bruitées, contenant N pixels, rassemblées dans une matrice S = [s1, · · · , sl] ∈
RN×L, où sl, l ∈ {1, · · · , L} désigne l’image qui correspond au lie`me patient. Désignons par Y =
[y1, . . . ,yl] ∈ RN×L les images bruitées correspondantes.
En utilisant ces notations, le modèle d’observation est donné par :
yl = sl  bl, avec bl ∼ G(ρl, θl) (F.1)
où yl et sl sont des vecteurs (N ×1) représentant les lie`me images observées et non bruitées, bl est un
vecteur (N × 1) représentant le bruit multiplicatif de la loi gamma avec un paramètre de forme ρl et
un paramètre d’échelle θl, et où  désigne le produit terme à terme. Afin de garantir que le modèle
proposé (F.1) soit identifiable, la moyenne du bruit gamma est supposée égale à 1, ce qui conduit à :
E(bl) = 1 ⇒ ρl = 1
θl
. (F.2)
Le problème traité dans ce chapitre est de classer ces images yl, l ∈ {1, · · · , L} en deux classes
représentant les patients sains et ceux atteints de lentigo. La Section suivante présente un modèle
bayésien hiérarchique qui est utilisé pour cette classification.
F.2 Modèle Bayésien Hiérarchique
Cette Section présente un modèle bayésien hiérarchique qui peut être utilisé pour estimer les N × L
images de S, les L×1 vecteurs (z,θ) contenant les étiquettes associées aux classes des éléments de S
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ainsi que les variances de bruit associées aux L images observées à partir de la matrice Y . Ce modèle
est défini par la vraisemblance, et par les paramètres et hyperparamètres a priori définis ci-dessous.
F.2.1 Vraisemblance
Le bruit speckle multiplicatif bl est connu pour avoir une distribution gamma. Ainsi, le modèle
d’observation (F.1) conduit à
ynl|snl, θl ∼ G
(
1
θl
, snl θl
)
(F.3)
où ∼ signifie “ est distribué selon‘”, G est la distribution gamma dont la densité de probabilité (pdf)
est définie par
f(ynl | snl, θl) ∝
(ynl)
1
θl
−1
exp
(
− ynlsnl θl
)
Γ
(
1
θl
)
(snl θl)
1
θl
IR+(ynl) (F.4)
avec IR+(ynl) la fonction indicatrice sur R+, ∝ signifie “proportionnel à” et Γ représente la fonction
gamma. En supposant l’indépendance entre les signaux observés, la vraisemblance des L images
observées peut s’écrire
f(Y |S,θ) ∝
N∏
n=1
L∏
l=1
f(ynl|snl, θl).
L = nombre de patient, N = nombre de pixels.
F.2.2 Distribution a priori du signal d’intérêt
Afin d’assurer la positivité des images débruitées, une loi conjuguée inverse gamma est affectée à sl
pour l ∈ {1, · · · , L}
sl | zl = k, αk, βk ∼ IG(αk, βk) (F.5)
où (αk, βk) sont les paramètres de forme et d’échelle des deux distributions inverse gamma, k prenant
les deux valeurs 1 et 2 selon la classe du patient.
F.2.3 Distribution a priori des variances du bruit
Une loi conjuguée inverse gamma non informative (dénommé IG) est généralement choisie comme
densité a priori pour le paramètre d’échelle θl [Fink, 1997]
θl | a, b ∼ IG(a, b) (F.6)
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où a and b sont les hyperparamètres fixés, qui sont adjustés pour tenir compte de l’absence d’information
sur θl, i.e., les moyenne et variance de θl sont fixées à 1 et 100 afin d’avoir une loi non informative.
La loi conjointe a priori pour le vecteur des variances de bruit f(θ | a, b) est finalement obtenue à
partir du produit des densités marginales f(θi | a, b).
F.2.4 Distribution a priori du vecteur d’étiquette z
Le vecteur de paramètre z = (z1, ..., zL)T est un vecteur d’étiquettes qui associe chaque image à une
peau saine ou lentigo. A cause de l’absence d’information a priori concernant ce paramètre, une loi a
priori uniforme lui est affectée et est définie par :
P (zl = k) =
1
2
,∀l = 1, ..., L. (F.7)
Les étiquettes associées à différents patients étant supposées indépendantes a priori, i.e., la loi con-
jointe a priori de z notée par f(z) est le produit des probabilités définies en (F.7).
F.2.5 Lois a priori des hyperparamètres
Afin de compléter la description du modèle hiérarchique bayésien proposé et d’estimer directement les
hyperparamètres à partir des données, on propose de définir une loi a priori pour l’hyperparamètre
βk. On a ainsi sélectionné une loi a priori conjuguée gamma pour le paramètre d’échelle βk (voir
[Fink, 1997] pour motivations)
βk | e, v ∼ G(e, v) (F.8)
où e et v sont fixés afin d’obtenir des lois non informatives, i.e., les moyennes et variances de βk sont
fixées à 1 et 1000. La densité de probabilité conjointe f(β | e, v) est finalement obtenue comme le
produit de leur densité marginale en supposant l’indépendance des a priori entre les composante de
ces vecteur.
F.2.6 Distribution conjointe a posteriori
Le modèle Bayésien proposé est illustré par le graphe orienté acyclique (DAG) représenté en Fig-
ure. F.1, et qui met en évidence la relation entre les observations Y , les paramètres θ, z, et les
hyperparamètres α, βk.
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Figure F.1: DAG pour les lois a priori des paramètres et hyperparamètres. Les hyperparamètres fixés
par l’utilisateur apparaissent dans des boîtes (ligne continue).
En supposant l’indépendance des a priori entre les différentes composantes du vecteur de paramètre
X = (θ, z, α, βk), la distribution conjointe a posteriori de ce modèle Bayésien peut être calculée en
utilisant la structure hiérarchique suivante
f(X | Y ) ∝ f(Y | S,θ)f(S,θ, z,α,β) (F.9)
avec
f(S,θ, z, ,α,β) = f(S | z, ,α,β)f(θ | a, b)f(β | e, v)f(z). (F.10)
Distribution conjointe a posteriori marginalisée
La distribution conjointe a posteriori peut être marginalisée par rapport à S comme suit:
f(θ, z, α, β | y) ∝
∫
f(y | θ, S)f(s | z, α, β)dS f(θ | a, b)f(α | c, d, t)f(β | e, v)f(z)
∝ f(y | θ, z, α, β) f(θ | a, b) f(α | c, d, t) f(β | e, v) f(z) (F.11)
où
ynl | θl, zl = k, α, βk ∼
L∏
l=1
N∏
n=1
 (ynl) 1θl−1(
βk +
ynl
θl
)αk+ 1θl (βk)
αk
(θl)
1
θl
Γ
(
αk +
1
θl
)
Γ
(
1
θl
)
Γ(αk)

La complexité du modèle bayésien proposé est illustré dans le DAG de la Figure. F.1 et sa
distribution a posteriori résultante (F.11) rendent difficile le calcul explicite des estimateurs Bayésiens
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(MAP ou MMSE) des paramètres du modèle. La Section suivante étudie une méthode MCMC qui sert
à échantillonner la loi a posteriori (F.11) et à construire des estimateurs des paramètres intervenant
dans le modèle bayésien proposé en utilisant les échantillons générés.
F.3 Algorithme de Metropolis-within-Gibbs
Cette Section étudiée un échantillonneur de Gibbs hybride qui génère des échantillons asymptotique-
ment distribués suivant la loi cible (F.11). L’échantillonneur de Gibbs décrit dans Algo. 2, génère
itérativement des échantillons distribués selon les lois conditionnelles de la loi conjointe définie dans
(F.11). Ces lois conditionnelles sont détaillées dans le reste de cette Section. A cause de la com-
plexité de ces lois conditionnelles, nous considérons un algorithme de Metropolis-Hastings à marche
aléatoire (RWMH) [Chib and Greenberg, 1995, Gilks et al., 1995] dans l’échantillonneur de Gibbs et
qui va consister à générer des échantillons distribués selon la loi conditionnelle complexe de chaque
paramètre d’intérêt. Ceci est atteint en utilisant les lois conditionnelles fj(.), pour j ∈ {1, ..., J}, et
leurs lois de proposition associées gj(.). La première étape est d’initialiser la valeur de l’échantillon
pour chaque paramètre X(0)j , pour j ∈ {1, ..., J}.
La boucle principale de l’algorithme RWMH se compose de trois parties:
1. Générer un candidat Xcandj à partir de la loi de proposition gj
(
X
(cand)
j |X(i−1)j
)
. La distri-
bution gj(.) est la distribution gaussienne tronquée [Robert, 1995] NR+
(
X
(i−1)
j , 
2
j
)
pour les
paramètres θ,β,
2. Calculer la probabilité d’acceptation en utilisant la fonction d’acceptation α
(
X
(cand)
j |X(i−1)j
)
basée sur la loi de proposition et la densité marginale pour chaque paramètre
α
(
X
(cand)
j |X(i−1)j
)
= min
{
fj

X
(cand)
j

fj

X
(i−1)
j
 gj

X
(i−1)
j |X(cand)j

gj

X
(cand)
j |X(i−1)j
 , 1
}
3. Accepter le candidat avec la probabilité α
(
X
(cand)
j |X(i−1)j
)
.
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Afin de maximiser l’efficacité de l’algorithme, les variances 2j des lois de proposition ont été
ajustées de telle sorte que le taux d’acceptation soit compris entre 0,3 et 0,6 comme suggéré dans
[Chib and Greenberg, 1995] et [Roberts et al., 2001].
Algorithm 2 algorithme de Metropolis-within-Gibbs
1: Entrées: Nbi,NMC,θ, z,α,β
2: Initialisation
3: Initialiser θ(0), z(0),α(0),β(0)
4: for i=1 to NMC do
5: mise à jour des paramètres
6: Echantillonner θ(i) | Y , a, b,α,β selon (F.12) en utilisant l’algorithme RWMH avec la loi de
proposition gaussienne tronquée
7: Echantillonner β(i) | Y ,θ,α, e, v selon (F.13) en utilisant l’algorithme RWMH avec la loi de
proposition gaussienne tronquée
8: Echantillonner z(i) | Y ,θ,α,β à partir de la pdf (F.14)
9: end for
10: Résultat: θ(i), z(i),β(i) for i = 1, ...,NMC.
Les densités conditionnelles des paramètres d’intérêt sont obtenues en multipliant la vraisemblance
avec les différentes lois a priori et en enlevant le terme multiplicatif qui ne dépend pas de la variable
d’intérêt. Les résultats obtenus sont détaillés dans les paragraphes suivants:
F.4 Echantillonnage du paramètre θl
On obtient la loi conditionnelle suivante
f (θl | ynl, a, b, α, βk) ∝
(
N∏
n=1
ynl
) 1
θl
−1 Γ
(
αk +
1
θl
)
Γ
(
1
θl
)
N θ−
N
θl
−a−1
l exp
(
b
θl
)
[∏N
n=1
(
βk +
ynl
θl
)]αk+ 1θl (F.12)
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F.5 Echantillonnage du paramètre βk
On obtient la loi conditionnelle suivante
f (βk | ynl, θl, α, e, v) ∼
β
α (N Lk) −e−1
k exp
(
−βkv
)
∏Lk
l=1
∏N
n=1
[(
βk +
ynl
θl
)]α+ 1θl (F.13)
F.6 Echantillonnage du paramètre zl
On a
P (zl = k | ynl, θl, α, βk) ∝ 1
K
∏N
n=1 (ynl)
1
θl
−1[∏N
n=1
(
βk +
ynl
θl
)]α+ 1
θl
(βk)
N α
(θl)
N
θl
 Γ
(
α+ 1θl
)
Γ
(
1
θl
)
Γ(α)
N (F.14)
On doit d’abord calculer les proportions associées à chaque valeur de k en utilisant F.14, et leurs
associer des intervalles dont la longueur est proportionnelle à ces valeurs dans l’intervalle [0,1].
On génère après une variable uniforme comme suit
u ∼ U[0, 1]
Et enfin on met à jour zl par la valeur de k associée à l’intervalle sélectionné par u.
F.7 Résultats de simulation
F.7.1 Données synthétiques
L’algorithme proposé a été testé sur des données synthétiques afin de valider son efficacité. Différentes
expériences ont été réalisées et ce pour trois valeurs du rapport signal/bruit SNR ∈ {0 dB, 10 dB, 20 dB},
ce qui permet d’apprécier la performance de l’algorithme pour différents niveaux de bruit. Cette Sec-
tion considère L = 100 images synthétiques. Chaque image contient N = 2000 pixels et a été générée
d’après (F.3). Ces images ont été séparées en classes saines et lentigo contenant 50 images. Les
images non bruitées des deux classes ont été respectivement générées à l’aide de lois inverse gamma
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IG(α1, β1) et IG(α2, β2), avec comme moyenne et variance égale à µ1 = 17, µ2 = 20, σ21 = 2, σ22 = 4.
La convergence de l’échantillonneur de l’algorithme est surveillée en calculant le potential scale reduc-
tion factor introduit en 4.17 pour un paramètre d’intérêt. Plusieurs choix du paramètre k peuvent
être considérés pour la méthode proposée. La convergence de l’échantillonneur Metropolis-within-
Gibbs à été surveillée ici en calculant le psrf à l’aide du paramètre
√
ρˆ de la variance du bruit θ (voir
[Dobigeon et al., 2008, Godsill and Rayner, 1998] pour un choix similaire). Le potential scale reduction
factor du paramètre θ est calculé pour M = 10 chaines de Markov est égal à 1.07. Cette valeur de
√
ρˆ confirme la bonne convergence de l’échantillonneur ( une recommandation pour l’évaluation de
la convergence est une valeur de
√
ρˆ ≤ 1.2 [Gelman et al., 1995, p. 332] ). Les Figures F.2, F.3, F.4
and F.5 montrent l’évolution des chaines de Markov pour les différents paramètres βˆ1, βˆ2, θˆ estimés
respectivement pour des données synthétiques avec SNRY = [0 dB, 10 dB, 20 dB] et des données
réelles à partir des images MCR.
Figure F.2: Evolution de la convergence des chaines de Markov pour les différents paramètres βˆ1, βˆ2, θˆ
estimés pour des données synthétiques avec SNRY = 0 dB.
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Figure F.3: Evolution de la convergence des chaines de Markov pour les différents paramètres βˆ1, βˆ2, θˆ
estimés pour des données synthétiques avec SNRY = 10 dB.
Figure F.4: Evolution de la convergence des chaines de Markov pour les différents paramètres βˆ1, βˆ2, θˆ
estimés pour des données synthétiques avec SNRY = 20 dB.
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Figure F.5: Evolution de la convergence des chaines de Markov pour les différents paramètres βˆ1, βˆ2, θˆ
estimés pour des images MCR réelles.
Algo. 1 a été exécuté pour NMC = 100000 itérations et les différents paramètres du modèle ont
été estimés d’après (4.12) et (4.13) en utilisant une période de chauffe de longueur Nbi = 99900. La
performance de l’algorithme a été évaluée en calculant les rapports signal à bruit(SNRs) des différents
paramètres définis par:
SNRj = 20 log10
(
||Xj ||
||Xj − X̂j ||
)
. (F.15)
Des résultats quantitatifs sont présentés dans le tableau F.1 pour les trois expériences. Ce tableau
montre les bon résultats de classification et d’estimation des paramètres pour différents niveaux de
bruit.
F.7.2 Données réelles
Cette Section est consacrée à la validation de l’algorithme de débruitage et de classification lorsqu’il
est appliqué à des images MCR réelles déjà définies dans 2.3.1, mais cette fois-ci en utilisant comme
profondeur caractéristique (qui se trouve être égale à 54 µm a partir des résultats obtenus dans les
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Tableau F.1: Performance de l’algorithme proposé pour le débruitage et la classification des données
synthétiques bruitées pour trois valeurs du signal/bruit SNRY = [0 dB, 10 dB, 20 dB].
SNRY = 0 dB SNRY = 10 dB SNRY = 20 dB
SNR (dB) SNR (dB) SNR (dB)
β1 18.0219 28.3990 28.4679
β2 28.5427 41.8416 51.4867
θ 23.3134 25.1243 30.1780
Accuarcy 88% 100% 100 %
Accuarcy (CART) 83% 100% 100%
Tableau F.2: Performance de la classification sur des données réelles (45 patients) en utilisant la
méthode proposée dans cette annexe.
Matrice de confusion L̂ Ĥ
Sensibilité
Specificité
Lentigo 24 3 88.8 %
Sain 3 15 83.3 %
Précision 88.8 % 83.3 %
Accuracy 86.6 %
chapitres 2 et 3) celle qui permet de distinguer avec une différence maximale les images des patients
sains de ceux atteints de lentigo. Compte tenu de la grande taille de ces images 1000 × 1000 pixels,
nous avons préféré sélectionner et appliquer notre algorithme à des parcelles de 250× 250 pixels pour
chaque image afin de réduire le coût de calcul. Les résultats obtenus ont ensuite été utilisés pour
calculer la matrice de confusion et les quatre indicateurs (sensibilité, spécificité, précision, accuracy)
présentés dans les tableaux F.2 et F.3. Ces tableaux nous permettent d’évaluer les performances
de classification de la stratégie proposée. Le paramètre “accuracy” de la méthode proposée ici est
égale à 86.6%. Cette algorithme a été comparé à la méthode CART déjà présentée dans 3.3.4 et à
notre méthode proposé dans le chapitre 4. Comme cela est mentionné dans les Tableaux F.3,F.4, le
paramètre “accuracy” obtenu avec l’algorithme CART est égal à 82.2% , i.e., il est légèrement inférieur
à celui obtenu avec la méthode qui est proposée dans cette annexe, par contre l’accuracy obtenu avec
notre méthode proposée dans 4 est largement supérieur à celui obtenu avec la méthode utilisée ici.
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Tableau F.3: Performance de la classification sur des données réelles (45 patients) en utilisant la
méthode CART.
Matrice de Confusion L̂ Ĥ
Sensibilité
Specificité
Lentigo 24 3 88.8 %
Sain 5 13 72.2 %
Précision 82.7 % 81.2 %
Accuracy 82.2 %
Tableau F.4: Performance de la classification sur des données réelles (45 patients) en utilisant la
méthode proposée dans le chapitre 4.
Matrice de confusion L̂ Ĥ
Sensibilité
Specificité
Lentigo 26 1 96.2 %
Sain 0 18 100 %
Précision 100 % 94.7 %
Accuracy 97.7 %
Annexe G
Approche bayésienne non paramétrique
G.1 Formulation du problème
G.1.1 Modèle d’observation
Considerons L images bruitées, contenant N pixels, regroupées dans la matrice Y = [y1, . . . ,yl] ∈
RN×L , où yl, l ∈ {1, · · · , L} représente l’image associée au lième patient. En utilisant ces notations,
le modèle d’observation est donné par:
yl ∼ G(βl, ρl) (G.1)
où yl est un vecteur (N×1) représentant la lième image observée distribuée suivant une loi gamma de
paramètre de forme βl et un facteur d’échelle ρl. Le problème posé dans cette partie est de classer ces
images yl, l ∈ {1, · · · , L} en deux classes représentant les patients sains et ceux atteints de lentigo. La
prochaine section introduit le modèle bayésien hiérarchique qui sera utilisé pour cette classification.
G.2 Application du modèle de mélange de processus de Dirichlet
(DPMM)
Dans cette partie nous allons appliquer le modèle de mélange de processus de Dirichlet (DPMM) pour
le problème de classification. Nous utilisons le processus de Dirichlet afin de modéliser le problème
et faire la classification par la suite. Le processus de Dirichlet nous permet de ne pas fixer le nombre
de composantes du mélange mais plutôt de donner un a-priori sur le nombre allant de 1 à l’infini.
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G.2.1 Classification en utilisant DPMM
Nous supposons que le vecteur de paramètres xl = (βl, ρl)T , l ∈ {1, · · · , L} est distribué selon un
modèle de mélange de gaussiennes bivariées donné par l’équation (G.2)
p(xl|pii, µi,Σi) =
M∑
i=1
piiF (x|µi,Σi) (G.2)
où M est le nombre de gaussiennes, pii, i = 1, ....,M sont les poids du mélange, et F (xl|µi,Σi), i =
1, ....,M représentent les densités gaussiennes de moyennes µi et de covariance Σi, comme suit:
F (xl|µi,Σi) = 1
(2pi) |Σi|
1
2
exp
{
−1
2
(xl − µi)
′
Σ−1i (xl − µi)
}
(G.3)
où |.| représente l’opérateur déterminant. Nous supposons que la matrice de covariance Σi = 1/σ× I
est diagonale et isotropique, par conséquent ce que nous ignorons est le facteur scalaire σ. Les poids du
mélange satisfont la contrainte
∑M
1 pii = 1. Le modèle complet du mélange gaussien est paramétrisé
par les vecteurs moyens, les matrices de covariance et les poids du mélange comme ceci:
θ = {pii, µi,Σi} , i = 1, · · · ,M
G.2.2 Prior pour le vecteur d’étiquette label z
Le vecteur d’étiquette z = (z1, ..., zL) associe chaque image à une peau saine ou atteinte de lentigo.
Nous proposons d’utiliser le processus du restaurant chinois (CRP) comme a priori de ce paramètre:
P (zn+1 = k|z1, z2, . . . , zn) = α
α+ n
δ(K + 1) +
K∑
k=1
nk
α+ n
δ(k) (G.4)
où
P (zn+1 = k|z1, z2, . . . , zn) =

nk
α+n if k ≤ K
(i.e, k est la classe occupée précédemment)
α
α+n otherwise
(i.e, k est la classe suivante inoccupée)

où nk représente le nombre de patients attribué à la classe k.
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G.2.3 Distribution a priori des paramètres moyennes et variances
La vraisemblance F (x|µi,Σi) étant gaussienne, nous choisissons une distribution Normal-Gamma
comme a priori conjuguée G0(θ) pour les moyennes et variances.
Étant donné les hyperparamètres λ,β,τ > 0 et ν, la loi a-priori conjuguée G0(., .) est définie par
G0(µ, σ|λ, β, τ, ν) =

σλ−1 exp(−σ
β
)
Γ(λ) βα (
στ
2pi )
1/2 exp(−στ2 (µ− ν)2) où σ > 0
0 sinon
 . (G.5)
Plus précisément, la loi marginale de a-priori du paramètre de précision σ suit une loi gamma
f(σ|λ, β) =

σλ−1 exp(−σ
β
)
Γ(λ) βα où σ > 0
0 sinon

et la loi marginale de l’a-priori du paramètre de la moyenne µ possède une distribution de Student-t
multivariée avec 2λ degrés de liberté, location ν et précision λ β τ :
f(µ|λ, β, τ, ν) =
√
βτ
2pi
Γ(2λ+12 )
Γ(λ)
(1 +
τβ
2
(µ− ν)2)− 2λ+12
Nous pouvons donc définir notre modèle comme suit:
xi|µi, σi ∼ N(µi, σiI2)
µi, σi|G ∼ G(µ, σ)
G ∼ DP (α G0(µ, σ))
G0 ∼ NG(µ, σ|λ, β, τ, ν)
où DP (α G0(µ, σ)) est le processus de Dirichlet avec la base G0 et la dispersion α, et G est une
distribution aléatoire tirée du processus de Dirichlet.
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Echantillonneur de Gibbs
Il y a deux techniques essentielles dans la littérature qui permettent de générer des échantillons dis-
tribués selon une loi a posteriori: l’algorithme de Metropolis-Hastings et l’échantillonneur de Gibbs.
Nous suggérons d’utiliser l’échantillonneur de Gibbs afin de générer une suite θ(i) distribuée selon
la loi a posteriori f(θ|x). Pour cela, nous devons échantillonner les paramètres θk selon leurs lois
conditionnelles comme présenté dans l’algorithme 3
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Algorithm 3 Echantillonnage de Gibbs pour le modèle de mélange de processus de Dirichlet
Etant donné α(t−1),
{
θ
(t−1)
k
}K
k=1
et
{
z
(t−1)
i
}n
i=1
de l’itération précédente, échantillonner un nouvel
ensemble de
{
θ
(t)
k
}K
k=1
et
{
z
(t)
i
}n
i=1
comme suit:
1. Poser z = z(t−1), α = α(t−1)
2. Pour i = 1, ...., n
a) Enlever la donnée xi du cluster zi vu que nous allons échantillonner un nouveau zi pour xi.
b) Si xi est la seule donnée dans son cluster courant, ce cluster deviendra vide après l’étape
(2.a). Ce cluster est donc enlevé, avec son paramètre, et K est diminué de 1.
c) Réarranger les indices des clusters de telle manière que 1, ...,K soient actives (i.e ,pas vides)
d) Tirer un nouvel échantillon pour zi des probabilités suivantes:
p(zi = k, k ≤ K) ∝ nk,−i
n+ α− 1F (xi|θ
(t−1)
k ) nk,−i =
∑
j 6=i
δ(zi − k)
p(zi = K + 1) ∝ α
n+ α− 1
∫
F (xi|θ)G0(θ)dθ
e) Si zi = K + 1, nous obtenons un nouveau cluster. Indexer ce cluster comme K + 1, échan-
tillonner un nouveau paramètre du cluster φi de H(φi|xi) défini comme:
H(φ|xi) = F (xi|φi)×G0(φi)∫
F (xi|φ)×G0(φ) dφ
l’assigner à θK+1 et augmenter K de 1.
3. Pour k = 1, ....,K
Echantillonner le paramètre de cluster θk de la loi a posteriori suivante :
θ
(t)
k ∝ G0(θk|x) Likelihood (x(t)k |θ(t−1)k )
4. Poser z(t) = z
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G.3 Résultats
G.3.1 Test pour différents mélanges de gaussiennes
Cette section évalue les performances de l’algorithme proposé sur des données synthétiques. L’algorithme
3 a été testé sur les données qui ont été générés selon le modèle suivant :
p(xi|pi, θ) =
M∑
i=1
pii F (x|µi,Σi)
Afin d’évaluer l’algorithme proposé, différentes expérimentations ont été réalisées en utilisant L =
200 points synthétiques et trois mélanges de gaussiennes bidimensionnelles.
L’algorithme 3 a été appliqué en utilisant des valeurs fixes pour les hyperparamètres λ = 5 , β =
0.9 , τ = 0.05 , ν = 0 et le paramètre de concentration α = 10−5. Les Figures G.1-G.3 montrent les
résultats obtenus en variant le nombre du mélange de 3 à 5 gaussiennes avec différentes probabilités
p=[0.3 0.2 0.5] pour 3 gaussiennes, p=[0.4 0.1 0.3 0.2] pour 4 gaussiennes et p=[0.4 0.1 0.3 0.05 0.15]
pour 5 gaussiennes.
Figure G.1: (gauche) distribution a posteriori du nombre estimé des gaussiennes , (droite) le vrai
mélange et son estimé.
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Figure G.2: (gauche) distribution a posteriori du nombre estimé des gaussiennes , (droite) le vrai
mélange et son estimé.
Figure G.3: (gauche) distribution a posteriori du nombre estimé des gaussiennes , (droite) le vrai
mélange et son estimé.
148 Annexe G - Approche bayésienne non paramétrique
Moyennes(µi) précision(σ) Poids du mélange(pii)
MSE2 (µ) SAD (µ) MSE2 (σ) SAD (σ) GMSE2 RMSE
Mélange de 3 1 0.0018 0.1095 0.0024 0 1.0e-04*0.25 0.0041
gaussiennes 2 0.0155 0.01 0.0025 0 0
bidimensionnelles 3 0.0025 0.0212 0.0013 0 1.0e-04*0.25
1 0.0001 0.0008 0.0006 0 0 0
Mélange de 4 2 0.0689 0.0605 0.0001 0 0
gaussiennes 3 0.0021 0.0086 0.0015 0 0
bidimensionnelles 4 0.0007 0.0245 0.0003 0 0
1 0.00001 0.0001 0.0006 0 0.0576 0.1364
Mélange de 5 2 0.0464 0.0462 0.0001 0 0.0036
gaussiennes 3 0.0027 0.0635 0.0001 0 0.0196
bidimensionnelles 4 0.0182 0.0103 0.0008 0 0.0121
5 0.0074 0.0070 0.0016 0 0.0001
Tableau G.1: Performance de l’algorithme proposé pour la classification en utilisant différents nombres
de gaussiennes dans le mélange
La Table 1 représente l’erreur quadratique moyenne (MSE2), l’erreur quadratique moyenne globale
(GMSE), la racine de l’erreur quadratique moyenne (RMSE) et la distance angulaire spectrale (SAD)
calculé entre les vrais paramètres et les paramètres correspondants estimés.
MSE2 (µ) = ‖µˆi − µi‖2 i = 1, . . . ,M ; MSE2 (σ) = ‖σˆi − σi‖2 i = 1, . . . ,M
SAD (µ) = arccos
( 〈µˆi , µi〉
‖µi‖ ‖µˆi‖
)
; SAD (σ) = arccos
( 〈σˆi , σi〉
‖σi‖ ‖σˆi‖
)
GMSE2(pi) = (pii − pii)2 ; RMSE(pi) =
√
(1/M) ∗ ‖pˆi − pi‖2,
où pi est le vecteur de probabilités du mélange.
G.3.2 Données réelles
Cette section concerne la validation de l’algorithme proposé sur des images MCR réelles. Figure G.4
presente les résultats obtenus avec notre algorithme pour la classification des images MCR réelles.
Ces résultats sont par la suite utilisés pour calculer la matrice de confusion et quatre indicateurs
(sensitivité, spécificité, précision, accuracy) représentés dans la Table G.2. Cette table nous permet
d’évaluer la performance de classification de la stratégie proposée. L’accuracy de la méthode proposée
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est égale à 97.7%, ce qui correspond à une seule erreur pour le patient lentigo #8. Pour évaluer
l’importance de nos résultats, notre algorithme a été comparé à la méthode CART présentée dans
[Koller et al., 2011]. Cette méthode consiste à extraire pour chaque image MCR un ensemble de 39
paramètres d’analyse (de plus amples détails techniques sont disponibles dans [Wiltgen et al., 2008])
et d’appliquer à ces caractéristiques une procédure de classification basée sur la classification et l’arbre
de régression (CART). On note que l’algorithme CART a été testé sur des images MCR réelles en
utilisant la procédure leave one out. Comme indiqué dans la Table G.3, l’accuracy obtenue avec
l’algorithme CART est égale à 82.2% ce qui montre la supériorité des performances de l’algorithme
proposé.
Figure G.4: (gauche) distribution a posteriori du nombre estimé des gaussiennes , (droite) le vrai
mélange et son estimé.
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Tableau G.2: Performance de classification sur des données réelles (45 patients) en utilisant la méthode
proposée (pour la profondeur caractéristique 54 µm).
Matrice de confusion L̂ Ĥ
Sensitivité
Spécificité
Lentigo 26 1 96.2 %
Sain 0 18 100 %
Précision 100 % 94.7 %
Accuracy 97.7 %
Tableau G.3: Performance de classification sur des données réelles (45 patients) en utilisant la méthode
CART (pour la profondeur caractéristique 54 µm).
Matrice de confusion L̂ Ĥ
Sensitivité
Spécificité
Lentigo 24 3 88.8 %
Sain 5 13 72.2 %
Précision 82.7 % 81.2 %
Accuracy 82.2 %
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