Attention modifies neural tuning for low-level features, but it is unclear how attention influences tuning for complex stimuli. We investigated this question in humans using fMRI and face stimuli. Participants were shown six faces (F1-F6) along a morph continuum, and selectivity was quantified by constructing tuning curves for individual voxels. Face-selective voxels exhibited greater responses to their preferred face than to nonpreferred faces, particularly in posterior face areas. Anterior face areas instead displayed tuning for face categories: voxels in these areas preferred either the first (F1-F3) or second (F4 -F6) half of the morph continuum. Next, we examined the effects of attention on voxel tuning by having subjects direct attention to one of the superimposed images of F1 and F6. We found that attention selectively enhanced responses in voxels preferring the attended face. Together, our results demonstrate that single voxels carry information about individual faces and that the nature of this information varies across cortical face areas. Additionally, we found that attention selectively enhances these representations. Our findings suggest that attention may act via a unitary principle of selective enhancement of responses to both simple and complex stimuli across multiple stages of the visual hierarchy.
Introduction
Attention powerfully modifies the way we see the world, allowing us to filter vast amounts of information and to preferentially process those components that are most relevant to our current behavioral goals. However, despite the complexity of natural visual scenes, most studies examining modulation of neural representations by attention have focused on simple stimuli with low-level features. In these studies, sustained top-down attention selectively modifies representations in early visual areas by enhancing responses to stimuli at attended locations or containing attended features (see, for example, Gandhi et al., 1999; McAdams and Maunsell, 1999; Treue and Maunsell, 1999; Serences et al., 2009) . In contrast, less is known about the effects of attention on representations of more complex stimuli that are represented in higher visual areas. While attention can influence the processing of complex categories such as faces and scenes by enhancing responses across entire category-selective areas of cortex (Corbetta et al., 1991; Wojciulik et al., 1998; Gazzaley et al., 2005) , the mechanism by which attention modulates the tuning of responses to individual stimuli within these categories is unknown. Faces are extremely prevalent and salient stimuli in our environment. Individual neurons (Gross et al., 1972 ) (for review, see Gross, 2011) and entire brain regions (Kanwisher et al., 1997; McCarthy et al., 1997) exhibit specialized responses to faces compared with other stimuli. These regions comprise a distributed network (Fairhall and Ishai, 2007; Moeller et al., 2008; Zhang et al., 2009 ) that includes the occipital face area (OFA), the fusiform face area (FFA), the face-selective portion of the superior temporal sulcus (fSTS), and more anterior parts of the inferior temporal lobe (Haxby et al., 2000) . Both face features (Freiwald et al., 2009 ) and sets of face morphs (Leopold et al., 2006) are represented in a continuous fashion by neurons within these areas, perhaps within the context of an orderly face space (Valentine, 1991) . Thus, because of their systematic representations and their high salience, face stimuli are ideal for examining whether the effects of attention on complex feature tuning mirror the effects that have previously been reported for low-level feature representations.
However, due to the relatively coarse spatial resolution of functional MRI (fMRI), in which the smallest volumes of measurement (voxels) are typically several cubic millimeters and contain thousands of neurons with different stimulus preferences, it has proven difficult to detect signals that are selective for individual faces. Nevertheless, recent evidence from both fMRI adaptation (fMR-A) paradigms (Loffler et al., 2005; Rotshtein et al., 2005; Gilaie-Dotan and Malach, 2007) and multivoxel pattern classifiers (MVPA) (Kriegeskorte et al., 2007; Natu et al., 2010; Nestor et al., 2011) suggests that it may be possible to detect tuning for individual faces within face-selective regions. Here, we adapted a method recently developed by Serences et al. (2009) for constructing feature tuning curves for single voxels and demonstrate that single voxels carry information about individual faces. In addition, we found that directing attention to one of a pair of superimposed faces selectively enhanced responses in voxels representing the attended face.
Materials and Methods

Participants
Ten healthy participants (7 female, mean age ϭ 25, age range 19 -32) each completed two separate 2 h scanner sessions that were each accompanied by a 1 h practice session within the preceding week. Informed consent was obtained from subjects in accordance with procedures approved by the Committee for the Protection of Human Subjects at the University of California, Berkeley.
Behavioral tasks
Face localizer task. In each fMRI session, participants completed a face localizer run of 336 s either once or twice. This task consisted of sequential 16 s blocks of faces, scenes, and fixation. During face and scene blocks, participants performed a 1-back task, pressing a response button whenever an image was identical to the previous image. Faces and scenes were presented at a rate of one per second.
Face mapping task (Experiment 1). In each fMRI session, participants completed a 5 min face mapping run five or six times. A block consisted of either continuous presentation of a central fixation cross or repeated presentation of a single face, during which participants counted the number of contrast decrements in the face that occurred during the block. Each run consisted of 21 12 s blocks [3 blocks for each of seven conditions (6 face morphs and fixation), Fig. 1 A] . In each block (except fixation), a single face was flashed on the screen for 10 s at a rate of 2 Hz (300 ms on, 200 ms off), followed by a 2 s response period during which the fixation cross was red. Fixation blocks consisted of 12 s of a white fixation cross. Block order was pseudo-randomized, with the constraint that the same condition was never repeated in two successive blocks. Participants were instructed to count the number of times that the contrast of the entire face was reduced for the duration of a single 300 ms presentation (0 -3 contrast decrements possible per block, 25% probability of a given number of contrast decrements for each block). The amount of contrast decrement in the face was adjusted across runs to maintain ϳ75% correct trials (chance performance ϭ 25%).
Stimuli consisted of grayscale images of an old male face (F1), a young female face (F6), and four morphs along a continuum between F1 and F6 (F2-F5; Fig. 1 A) . Images were obtained from the Center for Vital Longevity's face database (Minear and Park, 2004) and were morphed using Abrasoft's FantaMorph4 software after selecting a number of common image points in F1 and F6. The two faces on either end of the morph continuum were chosen to span a large range of facial features, including both gender and age. Intermediate faces were evenly spaced along the morph continuum (e.g., F2 was 80% F1 and 20% F6). After morphing, all faces were matched for average luminance and contrast (SD of the luminance) across the entire face and placed on a grayscale background, leaving in ears and hair. Face images were 12 degrees of visual angle along the longer vertical axis (forehead to chin).
Face attention task (Experiment 2).
In each session, participants completed 6 -7 runs of the 5 min attention task in addition to the face mapping task (Experiment 1) described above. Participants viewed a superimposed image of F1 and F6, with each face tilted 45 degrees in opposite directions, and were instructed to attend to just one of the two faces and to detect brief morphs in that face (Fig. 1 B) . Each run consisted of 24 12 s blocks, with 8 blocks in each of three conditions: attend F1, attend F6, or fixation. In attend F1 and attend F6 conditions, blocks began with a cue consisting of a red or green oriented bar indicating the identity of the face that was to be attended. The color associated with a particular face attention condition (e.g., green for attend F1) was consistent for a given subject but counterbalanced across subjects. The orientation of the cue indicated the orientation of the face to be attended. The cue remained on the screen for 500 ms, followed by the onset of a flashing composite image of F1 and F6 in the center of the screen (Fig. 1 B) . Face orientations were counterbalanced and pseudorandomly assigned across blocks in a scan. The composite face flashed at a rate of 2 Hz (300 ms on, 200 ms off) for 10 s. The fixation cross (red or green) remained on the screen throughout the block. Each block ended with a response period (1500 ms) during which the fixation cross was black.
The participants' task was to count the number of morphs in the attended face toward a third face (0 -3 morphs per block, number of morphs randomly chosen and occurring at random times within the trial after the first flash). Morphs, when present, were displayed continuously for an entire flash (300 ms). The percentage morph to the third face was titrated for each subject and each attention condition (attend F1 or attend F6) to maintain ϳ75% correct trials (chance performance ϭ 25%). The third face (i.e., 100% morph) was never shown to the subjects in any condition. The unattended face also morphed with the same probability as the attended face, but participants were instructed to ignore these changes. Block order was pseudorandom.
MRI procedures
MRI data acquisition. T2*-weighted echo planar images (EPI) were collected on a whole-body 3 Tesla Siemens MAGNETOM Trio MR scanner using a 32-channel radiofrequency head coil. Each localizer run consisted of 168 volumes (TR ϭ 2 s, TE ϭ 25 ms, FA ϭ 70 deg, voxel size ϭ 3 ϫ 3 ϫ 3.3 mm, with 34 slices ϳ12°from axial, no GRAPPA acceleration). Each face mapping run (Experiment 1) was 132 volumes (TR ϭ 2 s, TE ϭ 20 ms, FA ϭ 70 deg, voxel size ϭ 2.22 ϫ 2.22 ϫ 2.3 mm, with 46 slices ϳ12°r elative to axial, GRAPPA factor ϭ 4). Participants attended to either F1 or F6 and detected brief morphs in the attended face toward a third face while ignoring morphs in the unattended face. The face to be attended was cued by the color (red or green) of the fixation cross. For illustrative purposes, the fixation crosses and contrast decrement displayed here are larger than those actually presented to participants, and fixation crosses are shown here in black.
Each face attention run (Experiment 2) consisted of 150 volumes with the same acquisition parameters as the mapping runs. Due to scanner malfunction, face mapping runs were acquired with the localizer run parameters in three sessions, and face attention runs were acquired with the localizer run parameters in two sessions and with slightly altered parameters (matching typical face attention runs but with voxel size ϭ 2.22 ϫ 2.22 ϫ 3.3 mm, 34 slices) in one session. The acquisition volume covered approximately the whole brain, although it was positioned to cover all of anterior temporal cortex at the expense of some regions in the parietal cortex. Localizer runs had larger voxels to obtain a higher signalto-noise ratio, whereas face mapping and attention runs had smaller voxel sizes to more densely sample the face regions for voxel tuning analyses. Structural images were acquired using a high-resolution MP-RAGE T1-weighted sequence.
MRI data analysis. Image preprocessing was conducted in AFNI [http://afni.nimh.nih.gov/afni/ (Cox, 1996) ] and consisted of the removal of nonbrain voxels from the EPI volumes, despiking, motion correction (within and between runs of the same type), and rigid-body alignment to the structural image. In addition, spatial smoothing (4 mm FWHM) was applied to localizer runs.
General linear models (GLM) were computed for each type of run (localizer, face mapping, and face attention) to estimate response amplitude for each condition. All GLMs included head motion and detrending (third-degree polynomial) regressors. The GLM for the localizer task contained separate regressors for face and scene blocks. For the face mapping task (Experiment 1), separate GLMs were computed for each run (to generate independent ␤ estimates for tuning analyses), and each GLM included regressors for each of the six face conditions and fixation, a response period regressor, and a single parametric "adaptation regressor."
The motivation for including the adaptation regressor was to mitigate possible effects of face adaptation on our estimates of response amplitude. For example, because F1 and F6 are on the ends of the face morph continuum and therefore less likely than F2-F5 to be preceded by a stimulus nearby in face space, they would, on average, be the least adapted of the face stimuli. To account for this, we included a parametric regressor in our GLM estimation of the response weights that was scaled according to the relative distance, in face space, between the current block and the previous block. Thus, if the current block was very similar to the previous block in face space (e.g., the current block was F1 and the previous block was F2), this regressor would be assigned a value of 1, indicating the high potential contribution of face adaptation. If, instead, the current block was very different from the previous block in face space (e.g., the current block was F1 and the previous block was F6), this regressor would be assigned a value of 0.2, corresponding to the potentially small contribution of adaptation. A value of zero was assigned when the current block was preceded by a fixation block. All results were largely the same whether or not this regressor was included.
For the face attention task (Experiment 2), a single GLM was computed for all runs, with separate regressors for each of the three conditions (attend F1, attend F6, and fixation) and for the response period. In two sessions, the response period was not in a separate volume from the stimulus block and was therefore not included as a separate regressor.
Region of interest selection. For each session, face areas were defined based on a contrast of faces versus scenes from the face localizer task ( p Ͻ 0.001, uncorrected; this somewhat liberal threshold was used since a second voxel selection step was included in computing tuning curves). Voxels in temporal and occipital cortex that responded significantly more to faces than to scenes were included in a single "all face areas" region for primary analyses. This region included clusters of voxels within the OFA, FFA, and fSTS, as well as several small clusters or single voxels, mainly in the anterior temporal lobe, that were combined and labeled as anterior temporal areas (fAT; Fig. 2 ). Collectively, these areas correspond to regions classically identified as part of the face processing network (Haxby et al., 2001) .
Voxel tuning curve procedure. We adapted a method described by Serences et al. (2009) to classify the face preference and construct face tuning curves for individual voxels. For each face-selective (preferring faces to scenes) voxel identified with the face localizer, separate ␤ values were extracted for each of the six faces in the morph continuum for each face mapping run, using the contrast of each face condition (F1 through F6 blocks) versus fixation. These ␤ values were normalized within each voxel by subtracting the voxel's mean response across all six face conditions. This was done to remove differences across voxels in their overall responsiveness, thereby facilitating measurement of differences in the pattern of responses to different faces within a voxel. We then used all but one face mapping run to classify each voxel as preferring one of the six face morphs, based on the face that elicited the highest average ␤ value across these classification runs. The left-out run that was not used in classification of the preferred face for each voxel was then used to measure responses to each of the six face types, creating a tuning curve for each voxel. This leave-one-out procedure was repeated with all possible combinations of classification and analysis runs for cross-validation.
A further selection step was applied during this procedure: only those voxels that had the same preferred face in more than half of the classification runs were considered to be "reliable" voxels and included in further analysis (on average, 22 voxels per session for all face areas combined). Due to the small size of the face-selective anterior temporal area, this reliability criterion was relaxed to a threshold of Ͼ20% agreement in preferred face across classification runs, thereby resulting in similar numbers of reliable voxels for posterior and anterior face areas.
Tuning curves were averaged across all voxels with the same face preference (F1 through F6) and across all runs of the cross-validation procedure. Because the number of reliable voxels varied widely across individual sessions, group analyses were weighted by the number of voxels that each session contributed to the analysis using the procedure described by Bland and Kerry (1998) . In addition, to examine whether some areas had tuning that was more categorical in nature rather than specific for individual faces along the morph continuum, the same procedure described above for classifying voxels based on individual face preference was used to classify voxels as preferring either the first half (F1-F3, the "male" half) or the second half (F4 -F6, the "female" half) of the face morph continuum. For the categorical classification, ␤ values were averaged across the three conditions within each half of the face continuum (i.e., averaged responses to either F1 through F3 or F4 through F6) for each voxel.
Statistical analyses of tuning curves. To assess how reliably our tuning curve procedure classified the preferred face type for individual voxels, weighted ␤ values from each session were entered into a repeatedmeasures ANOVA with two factors: voxel type (F1-F6) and condition (preferred vs all nonpreferred face types, e.g., for F1 voxels, F1 condition responses vs the average of F2-F6 condition responses). This and all Figure 2 . Identification of face areas. Face-selective regions in temporal and occipital cortex were defined in each session using a localizer (faces Ͼ scenes; displayed in warm colors). An example from one subject is shown here.
other ANOVAs were conducted using the ezANOVA package of R (R Development Core Team, 2011). The p values for the main effect of condition in the ANOVA are the results of one-tailed tests, reflecting the a priori directional hypothesis that preferred conditions should elicit higher responses than nonpreferred conditions. These results were further examined with post hoc one-tailed t tests comparing responses of preferred to nonpreferred conditions for each of the classified voxel types. These same methods and statistical procedures were also applied to secondary analyses examining the tuning separately in posterior and anterior face areas and in motor cortex and early visual cortex control regions for tuning to all six individual faces as well as for tuning to face categories (F1-F3 vs F4 -F6).
The weighted ␤ values from each session were also used to calculate the intraclass correlation coefficient (ICC) between the two fMRI sessions from the same participant. A separate ICC value was computed for each of the six voxel types, and these ICC values were averaged. Mean ICC values were Ϫ0.07, indicating a low correspondence at the individual voxel level between fMRI sessions for the same subject. We therefore analyzed all data separately for each session (N ϭ 20). It is unsurprising that ICC values would be low, since face preference was determined separately for each voxel, and the exact population of neurons in a voxel is likely to be strongly affected by the specific head position and slice prescription in each session.
In addition, to probe whether tuning curves changed systematically along the morph continuum, we conducted a session-specific linear regression analysis on the difference between F1 and F6 tuning curves (F1 minus F6). These correlation (r) values were normalized by Fisher transformation, and a one-tailed paired t test was then used to test for significant differences from zero (reflecting the a priori hypothesis that a negative relationship should exist; i.e., the difference between F1 and F6 responses should be more positive when F1 is presented and more negative when F6 is presented). Note that here, unlike in the tuning curve analysis, the values were not weighted by the number of reliable voxels in each session, as multiple voxel types were combined for this analysis.
Additional analyses quantified variability in the number of voxels representing different faces. The percentages of reliable voxels classified as preferring each face were entered into a one-factor repeated-measures ANOVA. Here, unlike the other ANOVAs, more than two groups were compared, so statistical results were corrected for sphericity using the Huyn-Feldt method in the ezANOVA package of R (R Development Core Team, 2011) .
Analysis of attentional modulation. Beta values from the face attention task were computed for each reliable voxel and examined according to each voxel's preferred face type (defined by the classification procedure on the independent face mapping data set from Experiment 1, but using all mapping runs, rather than one run left out). The differences in ␤ values between attend-F1 (compared with fixation) and attend-F6 (compared with fixation) contrasts were then calculated for each of the six voxel types. We tested for a U-shaped response pattern with two-tailed paired t tests that compared responses in voxels preferring one end of the morph continuum to responses in voxels preferring intermediate faces (F1 vs F2-F5 and F6 vs F2-F5) .
To directly compare the two attention conditions, ␤ values from the attend F6 condition were subtracted from those from the attend F1 condition after subtracting the average response to each condition (the attend F6 condition elicited overall higher responses, perhaps contributing to the slightly higher morph detection rate observed in this condition). We tested for attentional modulation of responses with paired two-tailed t tests on the normalized ␤ values within each voxel type. These p values were corrected for multiple comparisons using the false discovery rate (FDR) procedure, implemented in the p.adjust program of R. An analogous procedure was used to analyze attention affects in voxels classified categorically (F1-F3 vs F4 -F6).
Control analyses. To determine whether voxel-based face tuning curves were only present in face-selective (i.e., preferring faces to scenes) regions, we conducted tuning curve and attentional modulation analyses in a control area comprised of bilateral motor cortical regions. This area was selected from the FSL Harvard Oxford Probability atlas [thresholded at 25% probability (Desikan et al., 2006)] and reverse normalized into each individual subject's native space. The control region was then masked to remove nonbrain voxels (leaving an average of 7218 voxels, SEM ϭ 457; Table 1 ). All analyses described above (including selection of reliable voxels, classification, tuning, and attention analyses) were then conducted for this control region. This constitutes a strong test of possible bias in our procedures and of the specificity of our findings to visual regions, since using a large area with many voxels increases the probability of finding some voxels with face tuning.
We also conducted a second control analysis using an area centered over the calcarine sulcus and covering early visual cortex. This region was selected from the FSL Harvard Oxford Probability atlas [intracalcarine, thresholded at 25% probability (Desikan et al., 2006) ]. In addition, because this region did not extend to the occipital pole (and might, therefore, have excluded foveal visual field representations within the stimulus), we manually drew an extension for this region to the occipital pole. We then reverse normalized this region into each individual subject's native space and masked it to remove any nonbrain voxels (leaving an average of 2022 voxels per session, SEM ϭ 154; Table 1 ). Note that this region is similar in size to the combined posterior and anterior faceselective area used for our main experimental analyses. As before, all previously described analyses were conducted for this early visual control region, constituting a strong test of the specificity of our findings to higher-level visual regions.
Results
Subjects participated in two experiments within the same fMRI session (Fig. 1) , and each fMRI session was analyzed separately (see Materials and Methods). The aim of Experiment 1 was to generate voxel-based tuning curves for a set of six morphed faces (F1-F6), and the aim of Experiment 2 was to measure the effects of feature-based attention to one of the previously presented faces (F1 or F6) on these voxel-based tuning curves.
Identification of face selective regions
In each session, clusters of voxels in temporal and occipital cortex that responded more to faces than scenes during the localizer task were selected for further analysis (Table 1) . These clusters included regions classically identified as part of a face processing network (Haxby et al., 2000) , including the FFA, OFA, fSTS, and regions in the anterior temporal lobe (fAT; see Fig. 2 for an example from one participant and Table 1 for the size and number of face areas that were identified across sessions).
Experiment 1: face tuning Behavior
In Experiment 1, blocks of a single face morph (F1, F2, F3, F4, F5 , or F6) or fixation were presented to participants while they counted the number of contrast decrements within each face morph block (Fig. 1) . This encouraged them to maintain spatial attention on the face without attending to specific facial identities or features. The amount of contrast decrement was adjusted for each run to maintain accuracy at ϳ75% correct across runs The number of sessions for which each face-selective region could be identified and the mean size of each region are listed. Regions examined included posterior face areas (OFA, FFA, and fSTS), anterior face areas (small clusters in the anterior temporal lobe, fAT), and two control sites (motor cortex and early visual cortex). In most cases, regions were bilateral.
(chance performance ϭ 25%). Mean accuracy on the task was 73.4% (SD ϭ 6.6%), and the mean contrast decrement required to maintain this accuracy was 0.122 (SD ϭ 0.04).
Voxel-based tuning across all face-selective areas
We constructed voxel-based tuning curves (Fig. 3 ) of responses to each face morph in the continuum by using a cross-validation procedure described by Serences et al.
(see Materials and Methods). This method classifies the preferences of individual voxels directly from the amplitude of the hemodynamic responses to presentation of face stimuli and is distinct from methods that classify voxels based on their attenuation to repetition, as in fMR-A, or on the weights they contribute to a model, as in MVPA studies. Critically, this technique allows us to determine response profiles of single voxels (rather than across a population, as with MVPA) that can then be compared across experimental conditions. We assessed the reliability of our voxel-based tuning curves using a twofactor random effects ANOVA, with factors of voxel type (F1-F6) and condition (preferred or nonpreferred; e.g., for a voxel classified as F1, the preferred condition was responses in the F1 condition, and the nonpreferred condition was the average of responses in the F2-F6 conditions). As a group, tuning curves demonstrated selectivity for the preferred face compared with nonpreferred faces (F (1,19) ϭ 4.20, one-tailed p ϭ 0.027). There was no significant main effect of voxel type or interaction between voxel type and condition. Post hoc t tests revealed that four of the six tuning curves had significant selectivity for the preferred face (voxels preferring F1: p ϭ 0.024; F4: p ϭ 0.041; F5: p ϭ 0.031; F6: p ϭ 0.012; Fig. 3A ).
Tuning in posterior versus anterior face areas
Next, tuning curves were examined separately for voxels in more posterior (FFA, OFA, fSTS) (Fig. 3B ) and anterior (fAT) (Fig. 3C) face areas. As a group, tuning curves in posterior areas demonstrated significant selectivity for the preferred face (F (1,17) ϭ 3.87, one-tailed p ϭ 0.033). In anterior areas, tuning curves demonstrated only marginally significant selectivity for the preferred face (F (1,15) ϭ 2.86, one-tailed p ϭ 0.056). Post hoc t tests showed that in posterior areas, three of six tuning curves showed significant selectivity (F1: p ϭ 0.042, F4: p ϭ 0.030; F6: p ϭ 0.003), while only one tuning curve showed significant selectivity in the ante- . A, Voxel-based tuning curves are shown for all reliable face-selective voxels in occipital and temporal cortex. Tuning curves for voxels preferring each face morph (F1-F6) are displayed in separate subplots across the six face conditions (error bars ϭ SEM across fMRI sessions for this and all subsequent figures). The bar graphs to the right of each tuning curve plot the response to the preferred face compared with the average response to nonpreferred faces for that voxel type (e.g., for F1 voxels, the response to the F1 condition vs the mean response to F2-F6 conditions). Data are also displayed for voxels in only posterior (B) and anterior (C) face areas. *p Ͻ 0.05; **p Ͻ 0.01; ϳ p Ͻ 0.10.
rior areas (F6: p ϭ 0.010; marginally significant in F5: p ϭ 0.060). There was no significant main effect of voxel type or interaction between condition and voxel type in either set of areas.
Additional tuning analyses
To further assess whether tuning differed systematically across the morph continuum, we computed the difference between the F1 and F6 within-voxel tuning curves (F1 minus F6) and conducted a linear regression analysis on data from each session. If tuning curves change smoothly along the morph continuum, there should be a systematic progression from stronger responses in F1 voxels for faces similar to F1 to stronger responses in F6 voxels for faces similar to F6, resulting in a negative slope in the difference between the F1 and F6 tuning curves. In posterior areas, this negative linear relationship between the location of the presented face within the morph continuum and the F1/F6 response difference across sessions was observed (r ϭ Ϫ0.22, p ϭ 0.035), but this was not the case for anterior areas (r ϭ Ϫ0.03; Fig. 4 A) . This indicates that in posterior areas, response amplitude varied systematically as a function of the six morphed faces, with higher responses in F1 voxels for faces closer to F1 within the face continuum and higher responses in F6 voxels for faces closer to F6. It is possible that in some brain areas, faces are represented in a more categorical fashion (e.g., F1 through F3 vs F4 through F6) rather than being represented as individual exemplars of faces along a morph continuum. This sort of division might allow for representations based on different categories within this set of face morphs, such as male versus female or old versus young. We therefore used the same cross-validation procedure to recompute the voxel tuning curves for only two classes of voxels: male voxels (preferring F1 through F3 more than F4 through F6) and female voxels (preferring F4 through F6 more than F1 through F3; note that use of the terms male and female here is somewhat arbitrary since the two halves differed along multiple categorical dimensions). This binary classification revealed significant tuning in anterior (F (1,15) ϭ 5.77, one-tailed p ϭ 0.0149) but not in posterior (F (1,17) ϭ 1.10) face areas (Fig. 4 B) . Post hoc t tests demonstrated that in anterior areas, both male and female voxels showed significantly higher responses to their preferred face class relative to their nonpreferred face class (first half: p ϭ 0.040; second half: p ϭ 0.012). This indicates that, although anterior face areas only show marginally significant tuning to individual face morphs, they exhibit significant tuning when comparing responses to the two halves of the face continuum. That is, while posterior areas primarily show tuning for individual faces along the entire morph continuum, anterior areas mainly show tuning for face categories within this continuum.
Experiment 2: face attention
In addition to the face mapping task, participants completed a feature-based attention task in the same session (Fig. 1 B) . This allowed for analysis of the effects of attention on voxel-based tuning for faces. Participants viewed superimposed images of F1 and F6 and were instructed to attend to just one of the two faces in each block and to count the number of morphs in the attended face toward a third face.
Behavior
The amount of morph toward the third face in each block was modified on each run for each attention condition to maintain morph detection performance at ϳ75% correct across runs (chance performance ϭ 25%). Mean accuracy was 71.3% (SD ϭ 5.5%) for attending to F1 and 74.8% (SD ϭ 6.4%) for attending to F6. On average, a 34.7% (SD ϭ 7.4%) morph for F1 and 35.0% (SD ϭ 10.4%) morph for F6 were required to maintain this performance level.
Attention effects across all face areas
We used the voxel classifications from Experiment 1 to measure attentional modulation of reliable face-selective voxels to a composite display consisting of only the two faces at either end of the face morph continuum (F1 and F6), superimposed and tilted 45 degrees in opposite directions. Therefore, if the voxel classification procedure from Experiment 1 was accurate, responses to the composite display (relative to fixation) should be elevated in voxels preferring F1 and F6, compared with voxels preferring intermediate faces. Indeed, responses to the composite F1/F6 image during the attention task exhibited a U-shaped profile across voxel types in both attend-F1 and attend-F6 conditions, with highest responses in voxels classified as preferring F1 and F6 in Experiment 1, and lower responses in F2-F5 voxels ( Fig. 5A ; F1 vs F2-F5: t (19) ϭ 2.84, p ϭ 0.011; F6 vs F2-F5: t (19) ϭ 3.84, p ϭ 0.001). Therefore, classification of voxels from Experiment 1 correctly predicted which voxels would exhibit the highest response in an independent data set from Experiment 2. This corroborates the findings from Experiment 1, providing further evidence that our voxel classification procedure correctly identified voxel preferences for individual faces. This concordance of the face mapping and attention data is notable, since it occurred despite differences between the two experiments in task, size of stimulus (in degrees of visual angle), and stimulus configuration.
To assess the effects of feature-based attention on responses to the pair of superimposed faces, we examined the difference between conditions (attend F1 minus attend F6, following subtraction of the average response to both attention conditions in Experiment 2, across all voxels that were classified as reliable in Experiment 1). Attending to F1, relative to attending to F6, selectively enhanced responses in F1 voxels ( Fig. 5A; t (19 
Attention effects in posterior versus anterior face areas
Posterior areas showed a similar pattern of attention effects to those seen for all face areas combined. Responses were U-shaped across voxel types, again suggesting that classification based on face mapping data correctly identified the six classes of voxels ( Fig. 5B; F1 (Fig. 5B) .
In anterior face areas, the response profile was not U-shaped ( Fig. 5C ; F1 vs F2-F5: t (15) ϭ Ϫ0.351, F6 vs F2-F5: t (15) ϭ Ϫ0.429), and there were no significant differences between attention conditions ( Fig. 5C ; F1: t (15) ϭ Ϫ0.67; F6: t (15) ϭ 0.11, all p[FDR]Ͼ0.17). In addition, anterior face areas exhibited no significant attention effects even when responses were categorically grouped by voxels preferring each face class (F1 through F3 and F4 through F6) rather than by voxels preferring individual face morphs (F1 through F3: t (15) ϭ Ϫ1.75, F4 through F6: t (15) ϭ 1.68). Note that numerically, these values in anterior face areas are in the opposite direction from that expected if attention to a feature enhanced responses in neurons selective for that feature.
Experiments 1 and 2: control area tuning and attention
To assess whether there was any bias in our methods for constructing voxel-based tuning for faces or for measuring attentional modulation of this tuning, we conducted all analyses on an anatomically defined bilateral motor cortical region. Despite the large size of this region, which should increase the probability of finding a small subset of voxels with tuning, voxel tuning across the six faces was poor (Fig.  6 A) . The main effect of condition (preferred vs nonpreferred) was not significant (F (1,19) ϭ 0.448), and there was no detectable main effect of voxel type or interaction between voxel type and condition. Only one of the six tuning curves showed significantly higher responses for preferred, compared with nonpreferred, faces in post hoc t tests (F1: t (19) ϭ 3.0, p ϭ 0.004). Furthermore, there was no significant attentional modulation in any voxel type (Fig. 6 B, bottom; F1: t (19) ϭ 0.47, F6: t (19) ϭ 2.19, note that the F6 value in motor cortex is in the opposite direction from that expected if attention to a feature enhanced responses in neurons selective for that feature).
In addition, we conducted a separate control analysis in an anatomically defined early visual cortex region to assess the specificity of our results to higher-level visual regions. We observed strong voxel tuning to the six faces in Experiment 1 in this region (Fig. 6C) , and the main effect of condition was highly significant (F (1,19) ϭ 27.52, one-tailed p ϭ 0.00002). In addition, four of the six individual tuning curves had significantly higher responses to preferred, compared with nonpreferred, faces, based on post hoc t tests (voxels preferring F1: p ϭ 0.0001; F2: p ϭ 0.006; F5: p ϭ 0.019; F6: p ϭ 0.012; F3: p ϭ 0.052). However, the U-shaped response profile was not present in Experiment 2 (Fig. 6D, top, F1 vs F2-F5: t (19) ϭ 4 .73, p ϭ 0.0001; but F6 vs F2-F5: t (19) ϭ 0.32), suggesting limited invariance to the dif- ferences in stimulus properties between Experiments 1 and 2, including contrast and orientation of the faces. Furthermore, there was no significant attentional modulation in any voxel type (Fig. 6D , bottom, F1: t (19) ϭ Ϫ1.23, F6: t (19) ϭ 0.28).
Discussion
We used a method previously used to construct voxel-based tuning curves for low-level features (Serences et al., 2009 ) to identify individual voxels that were selective for faces along a morph continuum (F1-F6). Different cortical areas showed distinct patterns of tuning: posterior face areas (FFA, OFA, fSTS) were primarily selective for individual face morphs, while more anterior face areas mainly exhibited categorical tuning for faces (F1-F3 vs F4 -F6, e.g., male vs female halves). Data from a separate task in which subjects attended one of a pair of superimposed faces (F1 and F6) validated these tuning results, showing that F1 and F6 voxels exhibited significantly larger responses to a stimulus containing both faces, compared with voxels preferring intermediate face types. Critically, directing attention to a particular face selectively enhanced responses in voxels previously defined as preferring that face. Our results demonstrate that fMRI can be used to classify individual face preferences in single voxels and provide direct evidence that the basic principles of selectivity of attentional effects that have previously been described for lower level features apply equally well to attentional modification of the representations of complex stimuli.
Relationship to previous studies of neural face representations
Our findings complement previous studies that examined neural selectivity for faces across different spatial scales. Single neuron responses can be selective for face stimuli (for review, see Gross, 2011) , face feature dimensions and feature combinations (Freiwald et al., 2009) , face morph vectors (Leopold et al., 2006) , and even individual identities (Quiroga et al., 2005) . The selectivity for individual face stimuli that we observed may depend on a combination of signals that are tuned for multiple distinct elements (individual faces, face features, and face morphs).
In addition, fMR-A has been used to show that responses in face-selective areas are sensitive to differences between individual faces (Winston et al., 2004; Pourtois et al., 2005; Cohen Kadosh et al., 2010) , face parts (Harris and Aguirre, 2008; Andrews et al., 2010) , and face morphs (Loffler et al., 2005; Rotshtein et al., 2005; Gilaie-Dotan and Malach, 2007) . However, fMR-A measures may not accurately reflect neuronal selectivity [due to a number of factors, including possible feedback/feedforward influences (Kriegeskorte et al., 2007; Bartels et al., 2008; Mur et al., 2010) and a lack of correspondence between neuronal response selectivity and neuronal adaptation selectivity (Sawamura et al., 2006) ]. In contrast, our study used a method that is not susceptible to these issues and directly demonstrates voxel-level selectivity for individual faces.
It has also been suggested that multivoxel pattern classification methods can be used to reveal a distributed representation of high-level features (Haxby et al., 2001) . These methods have recently identified fMRI responses differentiating individual faces (Kriegeskorte et al., 2007; Natu et al., 2010; Nestor et al., 2011) . Our results similarly demonstrate that voxels from multiple areas contain signals that are selective for individual faces. However, we found that only a small proportion of voxels within these areas were both reliably selective for the presented face morphs and modified by attention. This may not be surprising, as the signals that drive classification presumably result from small differences in the relative proportions of neurons tuned to different faces within each voxel, and we only tested a small number of faces in our study. Our results extend previous MVPA studies by demonstrating that single voxels are tuned for facial identity.
As noted above, our results agree with previous electrophysiological and fMRI studies investigating neural tuning for faces. However, since we only tested a small set of individual face stimuli, it is difficult to determine the extent to which the tuning properties described here generalize to a larger set of stimuli. Future studies with larger stimulus sets can add to these findings by more precisely determining the stimulus parameters to which individual voxels are tuned.
Tuning curve properties in different face areas
Our results demonstrate that face areas vary in the relative levels of continuous featural codes versus categorical codes used to represent face stimuli. Specifically, posterior face areas showed selectivity for individual face morphs. Furthermore, the difference in tuning between F1 and F6 voxels indicated a significant monotonic relationship, suggesting that tuning varied systematically along the morph continuum. In contrast, anterior face areas showed selectivity for face categories (i.e., F1 through F3 vs F4 through F6, corresponding to male vs female halves of the continuum).
Our results support existing models of differences in representations across face areas. Specifically, anterior temporal face areas have been proposed to connect physical face information with more semantic, biographical detail, with posterior regions (OFA, FFA, and fSTS) being more involved in the processing of face features, face individuation, and gaze and expression information, respectively (Haxby et al., 2000) . Neurophysiological studies also suggest differences in face coding along the posterioranterior axis of the temporal lobe, with neurons coding for face features in more posterior regions (Freiwald et al., 2009 ) and for face morph vectors in more anterior regions (Leopold et al., 2006) . Work in patients with prosopagnosia is also consistent with this distinction: patients with damage to posterior temporal or occipital cortex may be impaired in perceiving facial identity based on visual information, whereas patients with damage to the anterior temporal lobe are more likely to be unable to recognize an individual regardless of the source of information (Damasio et al., 1990) .
One potential interpretation of our findings is that posterior areas show selectivity for individual faces, whereas selectivity in anterior face areas is related to broad classes of faces (e.g., male vs female, old vs young). However, previous psychophysical studies ( Beale and Keil, 1995) and fMRI data from some face-selective regions (Rotshtein et al., 2005) suggest that individual face morphs along a continuum are not necessarily each represented as distinct identities, but rather as a set of two identities with a categorical boundary at some point along the morph continuum. Therefore, our findings in posterior areas could also be interpreted as these regions showing sensitivity to face features (rather than identities) that differed between individual morphs, whereas our findings in anterior areas may reflect sensitivity to distinct facial identities. This interpretation of our findings adds support to past literature by providing population-tuning evidence for a more feature-based code (selectivity for individual morphs) in posterior cortex and a more categorical code (selectivity for halves of the morph continuum) in anterior cortex. Although it is beyond the scope of this paper, future work could examine whether this category/exemplar distinction is represented as a continuous gradient along the anterior-posterior axis of the inferior temporal lobe or if there is a sharp boundary in this region that demarcates distinct coding mechanisms in different face areas.
Feature-based attention modulates voxel-level face representations
We have found that attention can selectively modify responses in voxels tuned for individual exemplars within a category. Previous studies have suggested that feature-based attention increases responses of neurons to attended features in lower-level visual regions such as V4 (Motter, 1994; McAdams and Maunsell, 2000) and MT (Treue and Martínez Trujillo, 1999; Martinez-Trujillo and Treue, 2004) . Our finding that attention selectively enhances responses in voxels representing the attended face is consistent with an increase in population gain. However, it has also been suggested that attention can shift and/or reduce the size of receptive fields of individual visual cortical neurons (Connor et al., 1996; Womelsdorf et al., 2006; David et al., 2008) and sharpen the tuning of populations of neurons [through feature-similarity gain in individual neurons (Martinez-Trujillo and Treue, 2004) ]. The strongly selective nature of the attentional enhancement that we observed is also consistent with modifications in population tuning of responses. We found that attention amplified responses only in voxels selective for the attended face (or sometimes in voxels preferring the face adjacent to the attended face along the morph continuum: F5 when attending to F6). This selectivity of attention effects occurred despite broad individual tuning curves in different voxel types.
In contrast to the extensive work on attentional modulation of tuning for low-level features, considerably less is known about attention's effects on tuning for complex stimuli. Previous stud-ies have demonstrated that attending to items within a category can enhance signals across entire category-selective brain areas (Corbetta et al., 1991; Wojciulik et al., 1998; Gazzaley et al., 2005) , shift MVPA signals toward the attended category (Reddy et al., 2009; Chen et al., 2012) , and cause sharper and larger release from adaptation with fMR-A in these areas (Murray and Wojciulik, 2004) . By showing that attention can operate selectively on individual exemplars within a complex category, we establish a connection between the effects of attention on complex objects and on low-level visual representations (Tootell et al., 1998; Brefczynski and DeYoe, 1999; Somers et al., 1999; Serences et al., 2009; Saproo and Serences, 2010) , thereby providing evidence that the effects of attention on feature representations are precisely tuned across the visual hierarchy.
Attentional modulation of different face selective visual areas
We observed feature-based attentional modulation across all face areas when they were grouped together and in posterior but not anterior areas when examined separately. This dissociation may be because the attention task we used emphasized subtle shifts in facial features (small morphs toward a face not on the morph continuum). We found that posterior visual areas were sensitive to small changes in stimulus properties (i.e., differences between individual faces along the morph continuum), whereas anterior areas responded to larger categorical changes. Therefore, attention may have selectively acted on those brain areas that were most relevant for performing the task. Another possibility is that the smaller number of face-selective voxels within the anterior temporal lobe (Table 1 ) resulted in decreased reliability of population responses of this area, thereby limiting our ability to detect attentional modulation. This interpretation is supported by the absence of a U-shaped profile of responses in the face attention experiment (Fig. 5C ).
Specificity of tuning and attention effects to face-selective areas
To determine whether our results were unbiased and selective to face-selective areas of cortex, we performed a control set of analyses in bilateral motor and early visual cortical regions. Despite the large size of the motor cortex region, which could have favored detection of a subset of voxels with appropriate tuning properties, we found no evidence that voxels responded selectively to individual faces within this region. Furthermore, we found no evidence for attentional modulation of responses in the motor cortex control region. These results show that our method for identifying voxels tuned for individual faces is unbiased and that the tuning and attentional modulation we report are specific to visual areas.
In addition, we used an early visual cortex control region to further investigate the specificity of our findings to higher-level visual cortex. In this region, we found strong evidence for selective tuning to individual faces in Experiment 1, an expected result given that our stimuli differ from one another in a number of low-level features. In fact, there is evidence from previous studies for very selective tuning to natural images in early visual cortex (Kay et al., 2008) . However, the lack of a U-shaped response profile in Experiment 2 suggests that this tuning is not invariant to small changes in the stimulus configuration (e.g., rotating the faces 45 degrees, changing their contrast). This is precisely what one would expect in an area with small receptive fields tuned to low-level features. Finally, and most importantly, the attention effects we observe in higher-level face-areas were absent in the early visual control area, suggesting that the attention effects are not based on low-level features in the stimulus. Rather, attention effects were observed in areas that are specifically tuned to faces.
