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Abstract
We propose an efficient numerical strategy for solving non-linear diffusion
problems defined in a porous medium with highly oscillatory characteris-
tics. This scheme is based on the classical homogenization theory and uses
a locally mass-conservative formulation at different scales. In addition, we
discuss some properties of the proposed non-linear solvers and use an error
indicator to perform a local mesh refinement. The main idea is to compute
the effective parameters in such a way that the computational complexity
is reduced but preserving the accuracy. We illustrate the behaviour of the
homogenization scheme and of the non-linear solvers by performing two nu-
merical tests. We consider both a quasi-periodic example and a problem
involving strong heterogeneities in a non-periodic medium.
Keywords: Flow in porous media, homogenization, mesh refinement,
non-linear solvers, MFEM.
1. Introduction
Non-linear parabolic problems are encountered as mathematical models
for several real life applications. Examples in this sense are partially sat-
urated flow in porous media, non-steady filtration, and reaction-diffusion
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systems. Realistic applications often involve heterogeneous media, which
translate into highly oscillatory coefficients and non-linearities.
Letting Ωε be a bounded, possibly perforated domain in Rd (d = 2, 3)
with Lipschitz boundary ∂Ωε and T > 0 be a maximal time. We consider
the non-linear diffusion equation
∂tb
ε(x, pε(x, t))− div (Kε(x)∇pε(x, t)) = f ε(x, t), in Ωε × (0,T] , (1)
with suitable initial and boundary conditions. In this setting, ε is a positive
small parameter and denotes the scale separation between the micro-scale
(e.g. the scale of pores in a porous medium) and the macro-scale (e.g. the
Darcy scale, the scale of simulation in case of heterogeneous media). With
the superscript 0 < ε  1 we indicate that the quantities involve highly
oscillatory features and the medium is considered highly heterogeneous. In-
spired by unsaturated fluid flow in a porous medium (1) can, for example,
represent the non-dimensional Richards equation after applying the Kirch-
hoff transformation, without taking into account gravity effects (see [1]). In
this case, the primary unknown pε(x, t) is the transformation of the fluid
pressure. For simplicity pε(x, t) will be called pressure in what follows. The
given data include the source f ε, the absolute permeability matrix Kε and
the volumetric fluid saturation bε, which is a given function of pε.
The key issue in developing numerical methods capturing the interaction
between scales is to avoid the high computational cost. The use of classical
schemes over fine-scale meshes has often unreachable requirements. To cap-
ture the oscillations in the medium the required mesh size is smaller than ε.
In this sense, standard numerical methods will either fail or become ineffi-
cient.
There are numerous numerical simulation techniques for processes that in-
volve two or more scales in space and time. During the last years, approaches
like the multi-scale finite-volume (MSFV), the algebraic dynamic multilevel
(ADM), the heterogeneous multi-scale (HMM) and the multi-scale finite ele-
ment (MsFEM) methods are becoming more and more relevant. Concretely,
the MSFV and ADM methods proposed in [2, 3] aim to solve problems
involving different scales by incorporating the fine-scale variation into the
coarse-scale operators. The multi-scale finite volume method (MSFV) in [3]
includes a dynamic local grid refinement method to provide accurate and
efficient simulations employing fine grids only where needed. We highlight
that the MSFV and ADM use a section of the fine-scale feature to construct
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the macro-scale solution without estimations of the macro-scale parameters.
A preliminary study in parallel of the two approaches based on ADM and on
numerical homogenization is contained in [4].
On the other hand, the HMM (see [5, 6]) relies on coupled macro and
micro-scale solvers using homogenization (see [7]). This method takes ad-
vantage of the scale separation and is based on the numerical approximation
of the macro-scale data. In [6, 8, 9] ideas on how to manage different scales
in an efficient computational way are developed, using the standard finite
element method (FEM). Further, the numerical computations using finite
difference and discontinuous Galerkin method also demonstrate the poten-
tial of this framework in [5, 10].
Improved multi-scale methods to simulate non-linear single-phase and
multi-phase flow has been proposed in [11, 12, 13, 14]. An Enhanced Ve-
locity Mixed element method is proposed in [13] to deal with non-matching,
multi-block grids and couple micro and macro-scale domains. In the same
line of research, [12] give a computational strategy for the multi-scale dynam-
ics over non-matching grids using mesh refinement and enriched multi-scale
basis functions. In [11], the homogenization theory is combined with domain
decomposition to obtain locally effective parameters and solve macro-scale
problems. Further, the multi-scale finite element (MsFEM) method pre-
sented in [15, 16, 17] constructs a low dimensional multi-scale mixed finite
element space. This change of the discrete spaces allows the formal deriva-
tion of a-posteriori estimates to control the micro-scale error and its influence
on the macro-scale.
In this paper, we develop a locally mass-conservative scheme that com-
putes the homogenized permeability field of (1) over coarse meshes. In con-
trast with the papers mentioned before, we use an error indicator on the
macro-scale solvers to localize the error and subsequently refine or coarsen
the mesh accordingly. We propose a combination of techniques supported
in the theoretical framework of the homogenization (see [7]) for non-linear
parabolic equations. Our strategy relies on the solution of micro-scale cell
problems to calculate averaged parameters that are used in a macroscopic
solver. The computation of the effective parameters can be parallelized and it
is cheap to perform. Moreover, the error induced by the calculation of the ef-
fective parameters can be dismissed when one applies a sufficiently accurate
micro-scale solver. It is important to remark that, although periodicity is
assumed in the classical homogenization theory, the upscaling technique de-
veloped here can be applied to problems in non-periodic media and we show,
3
in the numerical examples, that the effective parameters still represents the
macro-scale behaviour.
We apply the backward Euler (BE) method for the time discretization
and the mixed finite element method (MFEM) for the spatial discretization.
In order to solve the fully discrete formulation of (1), non-linear solvers
are required. We discuss the applicability of classical iterative solvers like
Newton or Picard (see [18, 19]) and we detail the formulation of a robust fixed
point method called L-scheme proposed in [20]. This linearization procedure
has the advantage of being unconditionally convergent. More exactly, the
convergence of the L-scheme is neither affected by the initial guess nor by
the mesh size. Nevertheless, the convergence rate of the L-scheme is only
linear and therefore slower compared to the Newton scheme (see [21]). We
mention the paper [20] for an approach combining the L and the Newton
schemes in an optimized way. There, the L-scheme is applied to provide a
suitable initial point for the Newton scheme. We use this strategy to improve
the convergence of the scheme up to the quadratic convergence. We also refer
to [22] for a modified L-scheme featuring improved convergence (compared to
the L-scheme) and scalability properties (compared to Newton and Picard).
For time-dependent problems the idea of adaptive meshes is very useful
to localize the changes in the solution between different time steps. On
the other hand, reaching finer meshes becomes computationally expensive
because it requires extra calculations of the macro-scale parameters. The
finer the mesh for the upscaled model, the higher the computational effort as
the effective parameters need to be computed in more points, thus more cell
problems need to be solved. For this reason, we present an error indicator
that specifies when the numerical solution and the effective parameters should
be re-computed. With this strategy we aim to control the convergence rate
of the numerical scheme and to avoid unnecessary computations of the local
problems.
The paper is organized as follows. In Section 2 the details of the model,
the geometry and the discrete formulation are given and the necessary as-
sumptions are stated. Section 3 gives a brief summary of the standard proce-
dure of the homogenization for a parabolic case in a periodic porous media.
In Section 4 the mesh refinement and the coarsening strategy is stated and
in Section 5 the linearization scheme is described. We discuss the numeri-
cal tests in Section 6, where the quasi-periodic and non-periodic cases are
considered.
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2. The model formulation and the spatial discretization
To construct a robust and locally conservative scheme we consider the
mixed formulation of (1). Letting uε(x, t) be the Darcy velocity, the un-
knowns (pε,uε) satisfy
∂tb
ε(x, pε(x, t)) + div (uε(x, t)) = f ε(x, t), in ΩεT,
uε(x, t) = −Kε(x)∇pε(x, t), in ΩεT,
pε(x, t) = 0, on ∂ΩεT,
pε(x, 0) = pI , in Ω
ε,
(2)
Here ΩεT := Ω
ε× (0,T] and ∂ΩεT := ∂Ωε× (0,T]. As mentioned before, by
using the superscript ε > 0 we emphasize on the fact that rapidly oscillating
characteristics are involved. For example, the domain either involves charac-
teristics changing within ε-sized regions, or it may include perforations.
We refer to [23] for the existence and uniqueness of a weak solution of (1)
under the following assumptions:
(A1) The function bε(x, ·) is non-decreasing, bε(·, 0) = 0 and Ho¨lder contin-
uous. There exists α ∈ (0, 1] and Lb > 0 such that
|bε(x, p1)− bε(x, p2)| ≤ Lb|p1 − p2|α,
for all x ∈ Ωε and p1, p2 ∈ R.
(A2) The permeability function Kε : Ωε → Rd×d is symmetric for all x ∈ Ωε
and continuous. There exist β, λ > 0 such that
β‖ψ‖2 ≤ ψT Kε(x)ψ ≤ λ‖ψ‖2 for all ψ ∈ Rd and x ∈ Ωε.
(A3) The initial data pI and the source term f
ε are essentially bounded
uniformly w.r.t ε.
In [24] the equivalence between the mixed and conformal weak formulations
is proved in both continuous and semi-discrete cases.
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2.1. The non-linear fully discrete problem
To define the discrete problem we let Thε be a triangular partition of the
domain Ωε with elements T of diameter hεT and hε := maxT ∈Thε h
ε
T such that
hε  ε.
Further, 0 = t0 ≤ t1 ≤ t1 ≤ · · · ≤ tN = T, N ∈ N is a partition of the
time interval [0,T] with constant step size ∆t = ti+1 − ti, i ≥ 0. For the
discretization of the flux uε we consider the lowest-order Raviart-Thomas
space Vhε := RT0(Thε) and for the pressure p we use the discrete subspace
of piecewise constant functions Whε (see [25])
Whε :=
{
q ∈ L2(Ωε) | q is constant on each element T ∈ Thε
}
,
Vhε :=
{
v ∈ H(div,Ωε) |v|T = a + bx for all T ∈ Thε , a ∈ Rd, b ∈ R
}
,
with L2(Ωε) being the space of the square-integrable functions with the usual
norm and H(div,Ωε) :=
{
v ∈ [L2(Ωε)]d | div(v) ∈ L2(Ωε)}. We let 〈·, ·〉 rep-
resent the inner product on L2(Ωε).
Problem PMεn. Let n ≥ 1. Given ((pε)n−1hε , (uε)n−1hε ) ∈ Whε × Vhε , find
(pε)nhε ∈ Whε and (uε)nhε ∈ Vhε such that for any q ∈ Whε and v ∈ Vhε there
holds〈
bε (·, (pε)nhε)− bε
(·, (pε)n−1hε ) , q〉+ ∆t 〈div ((uε)nhε) , q〉 = ∆t 〈f ε, q〉 ,〈
[Kε]−1 (uε)nhε ,v
〉− 〈(pε)nhε , div (v)〉 = 0.
We denote by (pε)0hε the L
2-projection of the initial condition pI over the
mesh Thε . For simplicity, we omit writing the x argument in b
ε(x, pε), which
becomes now bε(pε).
For details about the existence and uniqueness of the solution to problem
PMεn we refer to [24]. Note that the problem PM
ε
n is non-linear, therefore
a non-linear solver is needed. This is detailed in Section 5.
3. The two-scale approach
We start the presentation for the case of a periodic medium. Building
on this, we extend these ideas for non-periodic situations. The concept of
coupling the scales trough the calculation of effective parameters is used,
among others, in [6, 9, 11]. Here we follow the ideas therein and enhance the
strategy with adaptive mesh refinement and robust non-linear solvers.
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We assume that the domain Ωε can be written as the finite union of
micro-scale regions, namely Y , where the parameters change rapidly. In
other words, the parameters and non-linearities take different values inside
of Y (see Figure 1). In the extreme case, the micro-scale Y can be viewed
as a perforated region with a pore space and a solid grain (see e.g [7]).
Here we give the ideas for non-perforated domains but this can be adapted
straightforwardly to perforated ones.
At the micro-scale Y and the macro-scale Ωε we assume characteristic
lengths ` and L respectively. The factor ε := `
L
denotes the scale separation
between the two scales. To identify the variations at the micro-scale we define
a fast variable y := x
ε
. To each macro-scale point x ∈ Ωε corresponds one
micro-scale cell Y that captures the fast changes in the parameters.
In the non-dimensional setting, the local cells are Y := [0, 1]d and we let
~i ∈ Zd and Ωε = ∪
{
ε(~i+ Y ) |~i ∈ Iε
}
for some set of vector indices Iε.
Figure 1: Two-scale structure. Zoom in to the pore structure in R2 where typical length
sizes are indicated.
To formulate the homogenized problem, we make the following assump-
tions:
(B1) There exists a function b : Ωε × Rd × R → R such that bε(x, pε) :=
b(x, x
ε
, pε) and b(x, ·, pε) is Y -periodic.
(B2) There exists a function K : Ωε×Rd → Rd×d such that Kε(x) := K(x, x
ε
)
where K(x,y) is symmetric and continuous for all (x,y) ∈ Ωε×Y and
K(x, ·) is Y -periodic.
3.1. The homogenization approach
A direct numerical approximation of the problem PMεn requires the usage
of an extremely fine mesh to capture all the changes in the characteristics
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of the medium. We consider a homogenization-based approach and compute
an effective model involving only the essential variations of the permeability
matrix. Alternative approaches, like the harmonic average of the permeabil-
ity, are broadly used in [26, 27]. Nevertheless, those ideas are rather suited
for particular cases, e.g layered media (see [27]).
We restrict the presentation to the minimum needed for explaining the
approach. We make use of the homogenization ansatz and refer to [7, 28] for
a detailed presentation of the method.
First, we assume that pε can be formally expanded as
pε(x, t) = p(x, t) + εp1(x,y, t) + ε
2p2(x,y, t) + ... , (3)
where y = x
ε
stands for the fast variable, x is the slow variable and each
function pi : Ω
ε × Y × (0, T ]→ R is Y -periodic w.r.t y. The function p(x, t)
does not depend on y and is in fact the macro-scale approximation of the
pressure pε(x, t).
Additionally, the two-scale gradient and divergence operators become
∇ = ∇x + 1
ε
∇y and div = divx + 1
ε
divy. (4)
Using (3) and (4) in (2) and applying the Taylor expansion of b(·, ·, p) we
obtain
∂tb−
(
divx +
1
ε
divy
)(
K
(
∇x + 1
ε
∇y
)(
p+ εp1 + ε
2p2
))
+O (ε) = f.
To determine p1 as a function of p, for the terms of order O(ε−1) we can
write p1(x,y, t) = pˆ1(x, t) +
∑d
j=1
∂p(x,t)
∂xj
ωj(x,y) where the function pˆ1 is an
arbitrary function of x, and ωj are the Y -periodic solutions of the following
mixed micro-cell problems
divyξ
j = divy (K(x, ·) ej) , in Y,
ξj = −K(x, ·)∇yωj, in Y.
(5)
Here {ej}dj=1 is the canonical basis of Rd. To guarantee the uniqueness of
the solution we assume that ωj has the average 0 over the micro cells, that
is,
∫
Y
ωj(x,y)dy = 0 for all x ∈ Ωε.
To simplify the notation, we use Ω instead of Ωε for the macro-scale do-
main and ∂Ω for its outer boundary. Following from the homogenization, Ω
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does not contain any oscillatory behaviour. Recalling the periodic boundary
conditions and averaging over Y one obtains the homogenized mixed formu-
lation.
Letting u(x, t) denote the upscaled Darcy velocity, the upscaled unknowns
(p,u) satisfy
∂tb
?(x, p(x, t)) + div (u(x, t)) = f ?(x, t), in ΩT
u(x, t) = −K?(x)∇p(x, t), in ΩT,
p(x, t) = 0, on ∂ΩT,
p(x, 0) = pI , in Ω.
(6)
Here ΩT := Ω × (0,T] and ∂ΩT := ∂Ω × (0,T]. The effective permeability
K? : Ω→ Rd×d has the elements
K?i,j(x) =
∫
Y
(
K(x,y)
(
ej +∇yωj(x,y)
)) · ei dy, (i, j = 1, . . . , d). (7)
The upscaled saturation and source terms are
b?(x, p) :=
∫
Y
b(x,y, p) dy and f ?(x, t) :=
∫
Y
f(x,y, t) dy.
The difference between the solution of (2) and the solution of (6) is sub-
tle. In the original problem, the main characteristics are present at all scales
in a strongly coupled manner. The homogenized model instead involves only
essential variations at the macro-scale. However, to determine the value of
the permeability tensor at a macro point x ∈ Ω, one has to solve d micro-cell
problems (5) associated with that macro point. Note that these problems re-
flect the rapidly oscillating characteristics and are decoupled from the macro-
scale variations. From a computational point of view, the importance of this
decoupling becomes obvious. Instead of solving the full problem on a very
fine mesh, one solves a collection of simpler problems. In general, analytic
solutions are not available to compute the homogenized parameters. Then
K?, b? and f ? must usually be computed numerically and can therefore only
be obtained at discrete points of the domain Ω.
If the original permeability Kε satisfies (A2) and (B2) then the effective
tensor in (7) is also symmetric and positive definite. Nevertheless, the numer-
ical approximation to the effective tensor can contain non-zero non-diagonal
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components or different diagonal components. To quantify the anisotropic
deviation of K? we compute the following quantities
τ1 =
(∫
Ω
||K?D(x)−K?(x)||22dx∫
Ω
||K?D(x)||22dx
) 1
2
and τ2 =
(∫
Ω
|K?1,1(x)−K?2,2(x)|2dx∫
Ω
K?1,1(x)
2
2
+
K?2,2(x)
2
2
dx
) 1
2
where K?D is the diagonal matrix that contains the diagonal elements of K
?.
The non-linear discrete problem associated with the homogenized formula-
tion (6) is defined in the following sections.
3.2. The non-linear fully discrete homogenized problem
Let TH be a coarse, triangular partition of the domain Ω with coarse
elements T of diameter HT and H := maxT ∈TH HT . For the discretization of the
flux u we consider the lowest-order Raviart-Thomas space VH := RT0(TH)
and for the pressure p we use the discrete subspace of piecewise constant
functions WH (see [25]).
Problem PHn. For a given p
n−1
H ∈ WH and n ≥ 1, find pnH ∈ WH and
unH ∈ VH such that for any qH ∈ WH and vH ∈ VH there holds〈
b? (·, pnH)− b?
(·, pn−1H ) , qH〉+ ∆t 〈div (unH) , qH〉 = ∆t 〈f ?, qH〉 ,〈
[K?]−1 unH ,vH
〉− 〈pnH , div (vH)〉 = 0.
Again p0H is the L
2-projection of the initial pI over the coarse mesh TH . For
simplicity, we omit writing the x argument in b?(x, p), which becomes now
b?(p).
3.3. The micro-cell problems and the micro-scale discretization
As mentioned before, the effective parameters must be computed at each
integration point on the coarse triangulation TH . The effective tensor K
?
depends on the solution of the micro cell problems (5). To solve (5) we use
the same MFEM scheme as for (6).
To approximate the solution of (5) we use a triangular decomposition
Th of the micro-scale domain Y with micro-scale mesh size h. For the dis-
cretization of the micro-scale unknowns we consider the lowest-order Raviart-
Thomas space Vh := RT0(Th) and the discrete subspace of piecewise constant
functions Wh. At each integration point x ∈ T with T ∈ TH , the discrete
micro-cell problem is
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Problem Phj. Find (ω
j
h, ξ
j
h) ∈ Wh × Vh satisfying〈
divξjh, qh
〉
= 〈∇ · (K(x, ·)ej) , qh〉〈
[K(x, ·)]−1 ξjh,vh
〉− 〈ωjh, div (vh)〉 = 0,
ωjh is Y − periodic,
for all qh ∈ Wh, vh ∈ Vh and j = 1, . . . , d.
After solving the problems Phj, we use (7) to compute the discrete ef-
fective permeability and solve the discrete problem PHn. The cell problems
Phj are linear problems that only need to be solved initially, or when the
mesh changes. The numerical cost of solving the micro-scale problems is
minor compared to the one of solving the original problem.
3.4. Non-periodic case
Until now the two-scale approach has been referenced by assuming peri-
odicity of the permeability Kε. Nevertheless, we claim that the same strategy
can be applied for non-periodic structures. When the permeability field Kε
is non-periodic, the periodic boundary conditions in the problems Phj are
artificially imposed. However, the problems Phj are well defined and will
yield to one upscaled tensor K?. In other words, when one solves the micro-
cell problems the resulting effective permeability field can systematically be
considered an upscaled quantity obtained from the original data. The main
issue is whether this upscaled permeability reflects the effective behaviour
at the macro-scale. Hence, we combine the numerical homogenization with
mesh adaptivity to capture the local variability. In the numerical examples
we show that the adaptive numerical homogenization applied to the non-
periodic cases produce profitable results.
4. The two-scale discretization
In practical cases, one does not necessarily have any structure in the oscil-
lations of the data. Nevertheless the computation of macro-scale parameters
remains a suitable idea. We propose to solve the micro-cell problems Phj and
compute the macro-scale parameters over a coarse mesh defined beforehand.
This procedure consists in two steps:
• The macro-scale partition: Define a macro-scale division of the domain
Ω with elements Qk, (k = 1, 2, . . . ,M), where M is the total number
of coarse cells.
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• The micro-scale domains : Solve the micro-cell problems Phj over each
coarse element Qk. Note that Qk determines a micro-scale domain and
there we define a micro-scale mesh size h.
Subsequently one can mesh the macro-scale domain and solve the homoge-
nized problem PHn. In Figure 2 we show the configuration of the macro and
micro-scale partition and the procedure described previously.
Figure 2: Sketch of the macro-scale partition and the correspondent micro-scale discretiza-
tion in a domain Ω ⊂ R2. Different intensities represent different values of the permeability.
4.1. The error indicator
We propose a three-step strategy to adapt the macro-scale mesh to the
evolution of the numerical solution of the homogenized problem. Our strat-
egy is based on the idea of error control based on averaging technique intro-
duced in [29, 30]. The indicator of error uses a smoother approximation to
the discrete solution unH . We define an average operator Az
AunH(z) = Az(u
n
H) :=
1
|wz|
∫
wz
unH dx
where wz := int (∪{K ∈ THn : K ∩ T 6= ∅, z ∈ T }) is the patch correspond-
ing to the point z ∈ Ω.
4.2. The macro-scale mesh refinement
Our approach consists of the sequence: Solve - select the cells/triangles -
refine/coarse the mesh. The mesh refining generates a sequence of triangular
meshes (one mesh per time step).
(S1) Solve: The starting point is an initial coarse mesh TH0 and the approx-
imation of the pressure and velocity (p0H ,u
0
H) that satisfy the discrete
problem PHn in the first time step.
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(S2) Select the cells/triangles : Let the solution (pnH ,u
n
H) over THn be given.
Calculate the error indicator (ηnT ) := ‖unH−AunH‖L2(T ) for all T ∈ THn .
The elements marked to be refined are T ∈ THn such that (see [31])
ηnT ≥ Θr
(
max
K∈THn
ηnK
)
with Θr ∈ (0, 1).
On the other hand, we select a set of triangles to be coarsened, i.e
T ∈ THn such that
ηnT ≤ Θc
(
min
K∈THn
ηnK
)
with Θc ≥ 1.
(S3) Adapt the mesh: The last step of the adaptive procedure consists of
including new elements, deleting the elements to be coarsened and re-
meshing. Our strategy avoids nonconforming meshes. We refine each
selected cell into four new cells to compute four new effective perme-
abilities, and the reverse process when coarsening is necessary. Inside
of the new finer cells we re-mesh with the necessary triangles.
The outline of the steps (S1) to (S3) is presented in Figures 3 and 4 for
the 2D case. In Figure 3 we sketch the situation when only refinement is
encountered and in Figure 4 we sketch the coarsening process. We will only
consider 2D numerical examples, but in 3D the mesh refinement can be done
as described in [32]. In Figures 3 and 4 we highlight that at every time step
it is necessary to ensure that in the new mesh each element corresponds only
to one permeability value. That restriction forces us to refine/coarsen also
neighbouring elements.
Figure 3: Outline of the mesh refinement in R2. (Left to right) Initial effective permeability.
Initial triangulation and selected triangles to refine. Refinement of the permeability field.
Refinement of the triangular mesh.
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Figure 4: Outline of the mesh coarsening in R2. (Left to right) Refined effective perme-
ability. Refined triangulation and selected triangles to coarsen. Coarsened permeability
field. Coarsened triangulation.
With this strategy we allow to have more than one level of refinement,
although the homogenization theory presented here is restricted to only two
levels. Moreover, the thresholds for the refinement can be chosen depending
on the problem and higher values of Θr and Θc lead to coarser meshes and
less error control. We remark that the error indicator can easily be changed
and the adaptive upscaling strategy does not have to be modified.
5. The linearization scheme and the final algorithm
A popular strategy to solve non-linear problems is the Newton method
(see [18]). The reason to use the Newton method is the quadratic conver-
gence, but we remark that quadratic convergence only arises under certain
restrictions. Specifically, the initial guess for the iterations must to be close
enough to the expected solution for the scheme to converge. For evolution
equations, this means that the time step should be small enough and this
usually leads to impractical values. For that reason, we use the L-scheme
which is a fixed point iteration scheme. Although it is only linearly conver-
gent, the convergence is guaranteed regardless of the initial guess and it does
not involve any derivatives (see [20, 33, 34]).
Let L ≥ maxp∈R {∂pb?(·, p)} be fixed and assume pn−1H given. With i ∈ N,
i ≥ 1 being the iteration index, the next iteration in the L-scheme is the
solution of the following linear problem.
Problem PHin. Find p
n,(i)
H ∈ WH and un,(i)H ∈ VH such that for any qH ∈ WH
and vH ∈ VH there holds〈
L
(
p
n,(i)
H − pn,(i−1)H
)
+ b?
(
·, pn,(i−1)H
)
, qH
〉
+∆t
〈
div
(
u
n,(i)
H
)
, qH
〉
= ∆t 〈f ?, qH〉+
〈
b?(·, pn−1H ), qH
〉
,〈
u
n,(i)
H ,vH
〉
−
〈
K? p
n,(i)
H , div (vH)
〉
= 0.
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The natural choice for the initial iteration p
n,(0)
H is p
n−1
H . In the non-linear
solver the iterations take place until one reaches a prescribed threshold for
the L2-norm of the residual ∂p
n,(i)
H := p
n,(i)
H − pn,(i−1)H .
The use of an upper bound of ∂pb
?(·, p) affects the convergence rate. For
the L-scheme the convergence rate is α = L−m
L+C∆t
for some C > 0 and m < L
(see [33]). This can lead to non-optimal convergence, for example when
L is very large. For this reason in Section 6 we choose a smaller value
L = 1
2
maxp∈R {∂pb?(·, p)} which still gives convergence (see [20]).
Finally, we combine the non-linear solver, the mesh adaptivity and the
homogenization ideas in a simple algorithm.
Algorithm 1 Adaptive numerical homogenization
Result: Pressure pHN and velocity uHN over a refined mesh THN
Choose an initial coarse-mesh TH0 and compute the coarse effective perme-
ability K?.
for time step tn do
Estimate the error of the solution uHn−1
Refine/coarsen the mesh THn−1
if new/deleted elements then
Re-compute the effective parameter K?
end
while ‖∂pn,(i)H ‖ > tol do
Compute the solutions p
n,(i)
Hn
and u
n,(i)
Hn
over the new mesh THn
end
end
6. Numerical results
We present two numerical examples in R2 to illustrate the behaviour of
the proposed adaptive homogenization procedure. We first verify our nu-
merical homogenization approach using a manufactured periodic and quasi-
periodic media and subsequently use a non-periodic test case. Note that all
parameters specified in the following examples are non-dimensional and the
pressures are also shifted to lie between 0 and 1.
15
6.1. The periodic and quasi-periodic cases
Consider the macro-scale domain Ω = [0, 1]× [0, 1
2
] with initial condition
p0 = 0 and no-flux boundary conditions. The isotropic periodic permeability
field is defined by
Kε(x) =
(
10x21x2 +
1
2 + 1.8 cos(2pi x1
ε
) cos(2pi x2
ε
)
)
I2×2
A source and a sink are placed in the upper-right and the lower-left corners,
having fixed pressures of 1 and 0, respectively. The volumetric concentration
is bε(x, p) = R · (pε)3. Here R is a non-dimensional constant that let us
simulate a fast diffusion process. For the time discretization we take T = 1
with ∆t = 0.02.
To solve the problem PMεn with the necessary resolution to capture the
oscillations over Ω the mesh size is restricted to be hε  ε. We use hε =
5 × 10−3 to compute the fine-scale solutions (phε ,uhε) when ε = 18 , 116 and
1
32
. The reference solutions are computed using the same MFEM, backward
Euler scheme and the L-scheme with L = 1.5R
2
≥ max(3R·(p
ε)2)
2
.
ε H Relative error (eH)
1/8 0.1768 0.1938
1/8 0.0884 0.1287
1/8 0.0442 0.0856
1/16 0.1768 0.1797
1/16 0.0884 0.1138
1/16 0.0442 0.0724
1/32 0.1768 0.1690
1/32 0.0884 0.1030
1/32 0.0442 0.0621
Table 1: History of convergence of the error for three values of ε and three coarse meshes.
Table 1 shows the history of convergence of the error for different values of
ε and three coarse meshes TH without refinement and H  h. The relative
L2-error eH in Table 1 is eH = ‖Πhε (pH)−ph‖L2(Thε )/‖ph‖L2(Thε ) where Πhε(pH) is
the projection of the coarse-scale solution in the fine mesh Thε . With this
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result we show how the homogenized solution tends to the solution of the
original problem when H → 0 and also when ε→ 0.
Nevertheless, we use a modified permeability field to indicate that any
assumption of periodicity is essential. We include in the same domain Ω
a high permeability region Ω1 and a low permeability region Ω2 where the
scalar permeability is 10−2 and 10−7 respectively.
Ω1 := [0.21, 0.41]×[0.11, 0.41] and Ω2 :=
{
x ∈ Ωε | ‖x− [0.75, 0.26]‖2 ≤ 0.12
}
.
In Figure 5 the normalized (quasi-periodic) permeability field is shown for
two values of the scale parameter ε. In this case the boundary conditions, the
volumetric concentration, the source term and the time discretization remain
the same as before. Figure 6 shows four levels of the first component of the
Figure 5: Fine scale permeability field (Kε1,1) (left) ε =
1
8 and (right) ε =
1
16 (Log10 scale).
effective permeability tensor (K?1,1) with ε =
1
16
starting with a coarse grid of
16× 8 cells. Referring to the different levels of the effective permeabilities, it
is important to remark that the coarse-scale permeabilities are computed in
zones that not always match with the initial resolution or periodicity. Here
one can notice the influence of neighbouring macro-cells in the numerical
solution of the micro problems Phj. This effect is evident at the boundary
of the low permeability zone Ω2. To point out this behaviour in the Figure 6
we highlight with a dashed lines the original location of the low and high
permeability areas.
The anisotropic deviation of the effective permeability tensor corresponds
to 9.65 · 10−5 ≤ τ1 ≤ 3.18 · 10−4 and 3.57 · 10−5 ≤ τ2 ≤ 8.06 · 10−4 . With
this we conclude that the non-diagonal components of K? can be neglected
and we use the diagonal effective tensor K?D in PH
i
n. Moreover, due to the
similarity between K?1,1 and K
?
2,2 in Figures 6 and 7 we only show the first
component (K?1,1) of the effective parameter.
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Figure 6: Coarse-scale permeability distribution (K?1,1) (Log10 scale) starting with a coarse
grid of 16 × 8 cells. The red lines indicates the original location of the low permeability
zone (Kε = 10−7I2×2) and high permeability zone (Kε = 10−2I2×2).
Furthermore, after the adaptivity process we obtain a refined version of
the permeability field and Figure 7 shows the result of the refined permeabil-
ity at t = 1.
Figure 7: Refined permeability field (K?1,1) at t = 1 (Log10 scale).
The numerical solution of the linear upscaled problem PHin is showed
in Figure 8. The upscaled solution is computed using the mesh refinement
described in Section 4 using Θr = 0.5 and Θc = 1. The relative L
2-error of
the upscaled pressure pHN (at the last time step) is calculated as follows
E2T =
∫ T
0
‖pHN − phε‖2Ωdt∫ T
0
‖phε‖2Ωdt
= 0.0507 (8)
18
Here, the L2-error of the upscaled pressure pHN is E
2
T = 1.6% using only
14.7% of the degrees of freedom used to compute a fine scale solution with
mesh size hε  ε = 1
16
.
Figure 8: Adaptive homogenization at t = 16∆t (top), 32∆t (middle), 50∆t (bottom).
Pressure pHn (left) and magnitude of the velocity field ‖uHn‖2 (right) over meshes with
2.367, 5.950 and 9.659 coarse elements.
Concerning the behaviour of the non-linear solver, our test case is an
example where the convergence of the Newton method highly depends on
the initial guess. However the convergence of the L-scheme is not optimal;
i.e., even though the L-scheme converges we do not want to lose the quadratic
convergence of the Newton method. To compute the solution in Figure 8,
the L-scheme reaches the threshold ‖∂(pn,(i)H )‖2 < 10−10 after an average of
70 iterations. In order to improve the linear solver we use a mixed strategy
(see [20]). The target is to construct an initial solution that suits a non-
problematic starting point for the Newton method. In this case we used the
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L-scheme until ‖∂(pn,(i)H )‖2 < 10−2 and then the classical Newton method
until one reaches ‖∂(pn,(i)H )‖2 < 10−10 (see Figure 9).
Figure 9: Convergence of the residual in the non-linear solver. Results for four different
times steps using the L-scheme with L = 1.5R2 and the Newton method afterwards.
6.2. The non-periodic case
Here we consider a highly heterogeneous and non-periodic medium. We
utilize the data of the SPE Comparative Solution Projects [35]. This provides
a vehicle for independent comparison of methods and a recognized suite of
test datasets for specific problems. Our isotropic permeability field Kε is
defined by the top field of SPE10th data set (see Figure 10).
Figure 10: Fine scale permeability distribution (Kε1,1) for SPE10th-TopLayer (Log10 scale).
The macro-scale domain is a two-dimensional rectangle (see Figure 10).
External boundaries are impermeable; i.e., we take no-flux boundary condi-
tions. The domain is initialized with pressure p0 = 0. A source and a sink are
placed in the lower-left and the upper-right corners, having fixed pressures
of 1 and 0, respectively.
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Moreover, the volumetric concentration is bε(x, (pε)) = R · (pε)3. Here
R is defined as in section 6.1. For the time discretization we take T = 1
with ∆t = 0.02 and the parameter for the non-lineal solver is L = 1.5R
2
≥
max(3R·(pε)2)
2
. The criteria for the dynamic mesh refinement, described in
Section 4, are Θr = 0.2 and Θc = 10.
To solve the problem (2) with the resolution of Figure 10 we construct
a grid with 26.400 elements in a homogeneous triangular mesh Thε . In Fig-
ure 11 we show the reference solution (phε ,uhε) at the last time step. Using a
Figure 11: Fine scale pressure pεh (left) and (right) magnitude of the velocity field ‖uεh‖2.
coarse grid of 55×15 squares we compute the first effective permeability field.
This coarse grid corresponds to a macro-scale mesh with 1.650 triangular el-
ements. In Figure 12 we show the first component (K?1,1) of the coarse-scale
permeability field. The anisotropic deviation encountered in this effective
permeability K? corresponds to τ1 = 2.5 · 10−4 and τ2 = 1.7 · 10−3. For this
reason, the non-diagonal components of K? are neglected and in Figures 12
and 14 we display only the first component (K?1,1) of the effective tensor .
Figure 12: Coarse-scale permeability distribution (K?1,1) (Log10 scale).
In Figure 13 we show the difference between the effective permeabilities
computed with homogenization and using the harmonic average. The dif-
ference between these strategies is higher in zones with high permeability
and one can point out that the harmonic average always underestimates the
permeability. This is problematic because the high permeability regions are
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regions where one should increase the accuracy of the effective parameter in
order to have better numerical solutions. When we compute the numerical
solution of the problem PHin using the harmonic average of the permeability
the relative L2−error of the pressure is 7% higher than the error when using
the effective permeability (7).
Figure 13: Difference between the coarse-scale effective permeabilities using homogeniza-
tion vs harmonic average.
Using the adaptivity process we obtain a refined version of the perme-
ability field. Figure 14 shows the result of the permeability field after the
mesh adaptivity process.
Figure 14: Refined permeability field (K?1,1) at t = 1 (Log10 scale).
Figure 15 shows the numerical solution of the upscaled problem PHin
using the mesh adaptive re-meshing described in section 4. At the end of
the adaptivity process, the relative L2-error of the upscaled pressure pH is
E2T = 5.07% using only the 14.5% of degrees of freedom used to computed
the reference solution phε .
Finally, in Figure 16 we show the convergence of the norm of the residual
∂(p
n,(i)
H ) when one uses a combination of the L-scheme and Newton method.
Here we use a mixed strategy (see [20]) to construct an initial solution that
suits a non-problematic starting point for the Newton method. In this case
we use the L-scheme until ‖∂(pn,(i)H )‖2 < 10−2 and then the classical Newton
method until one reaches ‖∂(pn,(i)H )‖2 < 10−10 and as we see in Figure 16 the
quadratic convergence of the Newton method is recovered.
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Figure 15: Adaptive homogenization at t = 16∆t (top), 32∆t (middle), 50∆t (bottom).
Pressure pHn (left) and (right) magnitude of the velocity field ‖uHn‖2 over meshes with
2.710, 3.152 and 3.783 coarse elements.
Figure 16: Convergence of the residual in the non-linear solver. Results for five different
times steps using the L-scheme with L = 1.5R2 and the Newton method afterwards.
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7. Conclusions
We have presented a numerical scheme based on homogenization to solve
a non-linear parabolic equation with highly oscillatory characteristics. The
discrete non-linear system is obtained by a backward Euler and lowest order
Raviart-Thomas mixed finite element discretization. Our approach proposes
a local mesh adaptivity that leads to the computation of the effective param-
eters locally through decoupled cell problems. The mesh adaptivity is based
on the idea that the upscaled parameters are updated only when it is neces-
sary. Moreover, to illustrate the performance we have presented two general
examples. We constructed a periodic case to show the history of convergence
of the error when the scale separation tends to zero. In the non-periodic
case we used a benchmark from the SPE10th project and we showed that
the homogenization can be used in more general non-periodic cases.
In addition, we combined the standard Newton method and the L-scheme
to improve the behaviour of the non-linear solvers. We presented a combina-
tion of techniques that led to a very efficient numerical scheme. It is relevant
to mention that besides the theory mentioned in this paper the applicabil-
ity of this strategy is vast. Extensions of our adaptive algorithm including
more complex micro-scale models are applicable. Those include from reactive
transport up to moving interfaces affecting the structure of the micro-scale.
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