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Chapter 1
Introduction
Introduction of the digital technologies led to a significant increase in the available data
in medical domain. However, analysis of this data is a challenging task. This thesis
discusses one of these challenges, the inference of causal statements from observed data,
applied to the analysis of the data about two frequent diseases ADHD and ASD. In
the introduction we provide a background about the existing algorithms that can infer
causal statements and discuss the limitations these algorithms. In the second part of the
introduction we talk about the two main diseases considered in this thesis: ADHD and
ASD. At the end of the chapter we guide the reader through the outline of the thesis.
1.1 Challenges in analysis of medical data
In recent years, the introduction of digital technologies has resulted in an enor-
mous increase of gathered data in the medical domain. This data includes pa-
tient (and familial) history, treatment plans, patient surveys, and results of clin-
ical studies, being a source of valuable information. Proper analysis of this data
can potentially improve the treatment of patients, find unknown risk factors of
diseases, or detect comorbid disorders if the causal relationships are understood.
To infer valid conclusions from observed patterns in the data, advanced machine
learning techniques should be used.
The main problem when working with observational data is uncertainty
about the interpretation of inferred correlations. As often said in statistics:
“Correlation does not imply causation”. A simple example that can support
this statement is a dependency between lung cancer and yellow teeth. The per-
centage of people with yellow teeth among people with lung cancer is higher
than in the general population, which makes these two events correlated. How-
ever, neither yellow teeth cause lung cancer, nor lung cancer causes yellow teeth.
1
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Figure 1.1: Model that explains correlation between yellow teeth and lung cancer
by a common cause, smoking.
The correlation observed between these variables is determined by a common
cause, in particular, smoking that makes teeth yellow and increases the risk of
cancer. Thus, there can be no direct causal relationship between these variables
(Figure 1.1).
The explanation in Figure 1.1 of the correlation between yellow teeth and
lung cancer by a common cause smoking is quite obvious. In many cases, how-
ever, it is much more difficult to understand the nature of the observed correla-
tion between two variables. For example, some studies have shown a correlation
between drinking wine and lower risk of heart disease. A conclusion that was
made by many wine producers is that wine drinking can improve health (Fig-
ure 1.2a). There are, however, other possible causal models that may explain this
correlation. A lower level of drinking wine between people with a heart disease
can be a consequence of a doctor’s prescription to follow a healthy life style to
reduce the chance of disease complication (Figure 1.2b). Another explanation
can be again a common cause (Figure 1.2c). For example, wealthy people can
afford themselves a glass of good red wine every evening but they can also af-
ford better health care and more vacations than the general population which
can lead to a lower rate of heart disease. In this case it is hard to say which
model is correct solely based on background knowledge, however, causal dis-
covery allows one to derive a causal model in such cases as will be shown in
Chapter 4.
Another challenge when analyzing medical data is the data quality. Medical
data is often incomplete: some patients may not have information regarding
one or more relevant variables. Due to different hospital policies, the same
2
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Figure 1.2: Examples of possible causal models that offer an explanation for the
correlation between wine drinking and a lower rate of heart disease.
disease can be treated and/or diagnosed differently, which makes comparisons
non-trivial since there is often not a single field in the data that is complete for
all patients. Additionally, missing data can often result from the drop outs of
participants during clinical studies. Work with that type of missing data can be
very complex since these drop outs do not necessarily have a random pattern
and can be caused for example by the low efficiency of the treatment. As a
result, conclusions drawn from that type of data can be biased which needs to
be accounted for in any causal model.
Furthermore, most of the algorithms that are designed to work with missing
data rely on particular assumptions that do not always hold in reality. Thus,
the choice of algorithm and interpretation of the results should be done very
carefully. For instance, many algorithms rely on the assumption that data is
continuous and has a Gaussian distribution. This assumption often does not
hold for real-world data. Most often data is a mixture of discrete and contin-
uous variables. For example, in medical data, age and symptom counts are
continuous, while variables like gender and diagnostic status are discrete. A
simple ad-hoc solution for this problem is to discretize the data. This may lead,
however, to loss of information and incorrect results of analysis. Moreover, a
Gaussian distribution is a very strong assumption that is not always applicable.
To analyze non-Gaussian data non-parametric models can be used.
This thesis describes approaches to tackle the problems of medical data anal-
ysis discussed above. In particular, it focuses on the causal discovery approach
that under particular conditions can infer causal relationships between variables
from observed data (Pearl, 2000). One part of this work extends existing state
of the art algorithms for causal discovery to be able to analyze complex data
sets and answer advanced questions about causal relationships. Another part of
this thesis demonstrates an application of these methods to real-world medical
data in order to study the factors that drive particular brain disorders (attention
3
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Figure 1.3: Example demonstrating the difference between feature selection
methods. (a) The real world dependencies where “Cancer” is a variable of in-
terest (b) Predictors selected by regression analysis to predict “Cancer” marked
in yellow (c) Predictors selected by causal analysis to predict “Cancer” marked
in yellow.
deficit/hyperactivity disorder (ADHD) and autism spectrum disorder (ASD)).
The rest of this chapter is structured as follows. Section 2 compares causal
discovery with other methods for medical data analysis. Section 3 provides
background information about casual discovery. Section 4 describes an intro-
duction about ADHD and ASD and challenges in medical research of these
disorders. Section 5 provides a summary of the thesis.
1.2 Causal discovery vs other methods
This thesis considers causal discovery as the main method for analysis of med-
ical data. To explain the motivation of choosing this method, a comparison of
causal discovery and other popular methods in the medical domain is provided
below.
Common methods for the analysis of medical data, besides causal discovery,
are correlation analysis, regression analysis, and structural equation modeling
(SEM). These techniques have some similarities but are designed to answer dif-
ferent research questions. To demonstrate the main difference between the three
methods, we turn to the lung cancer example in Figure 1.3. This figure shows
interactions between different variables (genes, smoking, anxiety, and results of
an X-ray) that are associated with the presence of lung cancer.
The goal of correlation analysis is to find associations between variables. It
suggests that when the value of one variable changes the value of another vari-
able will likely change as well. The limitation of correlation analysis is the lack
of a causal interpretation of these associations, since this association does not
necessarily mean a direct causal effect of one variable on another. Variables
4
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can be correlated even though the effect of one variable on another is mediated
through one or more variables (for example the effect of anxiety on the results
of an X-ray in Figure 1.3). Correlation can also be caused by a common cause
between variables as mentioned earlier. As a result, in a system where many
variables have common causes and/or there are long indirect associations be-
tween variables, almost all variables in the data set sampled from this system
can be correlated with the variables of interest, while only few actually cause
these variables directly. Returning to the model in Figure 1.3, depending on the
strength of the association, all variables except for bronchitis will be correlated
with the variable lung cancer.
The goal of regression is to find a model that predicts the outcome variable.
This model estimates the statistical significance of each predictor as well as its
size effect. Based on these parameters, the most relevant predictors can be se-
lected. The advantage of the regression analysis in comparison to correlation is
that it will select only the most relevant variables to predict the outcome value
including only the variables that belong to the so-called Markov blanket. In
some cases it can reduce the number of selected variables significantly in com-
parison to correlation analysis. The limitation of regression is again a lack of
causal interpretation of these predictors, since a predictor is not necessarily a
direct cause of the outcome variable. Thus, a predictor is a variable that can
explain the outcome, but is not necessarily a factor/cause of the outcome.
Figure 1.3 (b) demonstrates that predictor variables selected by the regression
analysis are not necessarily a direct cause of the variable of interest. Applying
regression to this problem gives a set of predictors that include the direct causes
of the outcome (smoking, genes), the effects of the outcome (X-ray), and other
causes of the effects (bronchitis), see Figure 1.3 (b). All these variables help to
determine cancer. Smoking and genes are direct causes of cancer, and X-ray is
an indicator of the symptoms, which makes these variables valuable for the di-
agnosis. Interestingly, although bronchitis is not directly associated with cancer
it is included in the regression model. It happens because bronchitis can be a
cause of bad X-ray results, thus information about its presence/absence should
be included. Anxiety is not selected by regression, since it is not associated with
cancer directly and does not provide any new information for the diagnosis,
when information about smoking is available. This example demonstrates that
not all predictors selected by the regression analysis are direct causes of the out-
come variable. In studies where the main goal is to find the factors that can be
manipulated to improve the value of the outcome, the lack of causal interpreta-
tion of selected predictors can be a serious issue.
Causal discovery (Aliferis et al., 2010; Pearl, 2000) in contrast to correlation
and regression predicts the consequences of an action or intervention (Guyon
5
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et al., 2008; Liu and Motoda, 1998). Causal discovery provides the most probable
causal model that generated the data. Based on this model, one can either select
all the variables that help to predict the outcome, or only the variables that
cause the outcome variable directly (factors). Applying causal discovery to select
factors in the example in Figure 1.3, we reconstruct the causal model (Figure
1.3 (c)) and select the direct causes (smoking, genes) of the outcome (cancer).
Causal discovery is also closely related to Structural Equation Modeling
(SEM). Typically, SEMs are used in a confirmatory setting, where a limited
amount of specific structures are selected manually based on prior knowledge or
assumptions and compared against each other by scoring them on the available
data. Causal discovery methods are used in a more exploratory setting, where
the structure of SEM is learnt automatically from data. These methods assume
that there is some SEM underlying the data and then aim to reason about its
structure. Under particular conditions, parts of the structure can be derived
from conditional (in)dependencies. A key advantage of causal discovery over
fitting different SEM structures to the data is that causal discovery automati-
cally incorporates latent variables and implicitly considers all possible models
instead of just a few and does not require any prior hypothesis. In this thesis
the main focus is on exploratory analysis, rather than confirmatory.
Causal discovery can solve the limitation of standard statistical techniques
when the main goal of the study is to learn the factors causing the disorder.
Moreover, it allows studying interactions between different domains of the dis-
order, by proving a probabilistic graph as an output. The graph visualizes the
relations between all variables in one model, which is easy to interpret, and
allows one to discriminate between direct and indirect relationships between
variables. Because of these advantages, causal discovery is now often used in
the analysis of biomedical data (Chen et al., 2007; Maathuis et al., 2010; Schmid-
berger et al., 2011).
1.3 Introduction to causal discovery
The main idea of causal discovery is based on the principle of conditional in-
dependence (Pearl, 2000) Saying that two variables A and B are conditionally
independent given C, means that if we know C, learning B would not change
our belief in A. A common way to model causal relationships between variables
is using Bayesian networks, where a Bayesian network is a pair (G,Θ) where
G = (X,E) is a Directed Acyclic Graph (DAG) with a set of nodes X representing
domain variables and a set of arcs E; θXi ⊂ Θ is a set of parameters representing
the conditional probability of variable Xi ⊂ X given its parents Pai in a graph
G. In that case an edge A → B between variables represents a direct causal link
6
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from A to B. This means that A influences the values of B, but not the other way
around. Each node can be a parent and/or a child (descendent) of another node.
If A→ B then A is a parent of B and B is a child of A. When building a Bayesian
network to describe a particular probability distribution we rely on the Markov
condition, which states that any node in a Bayesian network is conditionally
independent of its non-descendents, given its parents.
To illustrate different conditional (in)dependencies we return to Figure 1.3.
Let’s consider correlation that is caused by an indirect effect of one variable
on another. For instance, anxiety and cancer are dependent: people with anxi-
ety will have cancer more often because these people smoke more often, which
causes cancer. Thus, it is possible to predict the risk of cancer based on the pres-
ence of anxiety. If it is known, however, that a person is smoking, information
about his/her anxiety becomes irrelevant to predict the risk of cancer, since it
can be predicted directly from the smoking status. Conditional independencies
between variables allow distinguishing between direct and indirect association.
Another interesting case is conditional dependence. In Figure 1.3 bronchitis
and lung cancer are two independent events that both can give an effect on X-ray
results. If it is known, however, that a person does not have bronchitis, but has
bad X-ray results, a belief that this person has lung cancer increases. This is an
example of how two variables (bronchitis and lung cancer) become condition-
ally dependent given variable X-ray, since both bronchitis, and lung cancer are
possible explanations of X-ray results. This pattern is called a V-structure and it
allows learning the direction of the effect between variables. Thus, by inferring
conditional (in)dependencies under some reasonable assumptions (Spirtes et al.,
2000) it is possible to infer causal models from data.
There is a variety of methods that can be used to learn the structure of a
causal network. A broad description of methods can be found in Daly et al.
(2011). In general, the main two approaches are: constraint-based and score-
based. The constraint-based approach works with statistical independence tests.
A score-based approach uses a scoring metric to measure the data goodness
of fit given a particular graph structure and accounts for the complexity of the
network.
To illustrate the mechanisms of causal discovery we describe one of the most
popular algorithms in the field, PC algorithm (Spirtes et al., 2000). This is a
constraint-based algorithm. The main idea of PC is to detect conditional in-
dependencies in the data, based on that build a skeleton of the graph and
then orient the edges of the graph. In the first step algorithm starts with a
fully connected graph and then tests conditional independencies for all pairs of
Xi,Xj ⊂ X increasing the conditional set of variables Z (starting from an empty
set). If Xi,Xj are independent given Z, then the edges between them is removed.
7
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Figure 1.4: Example demonstrating different steps of PC algorithm. (a) Start
with a fully connected graph (b) Infer the skeleton based on conditional inde-
pendencies (c) Orient the edges based on conditional independencies.
On the second step, the algorithm orients the edges based on the observed con-
ditional independencies. For example if Xi,Xj were independent, but became
dependent, when conditioned on variable Y connected to both Xi,Xj, then we
observe a V-structure, and we can orient the edges between these variables as
shown on Figure 1.4.
It is not always possible to infer the exact structure of the DAG, since it is
possible that two different DAGs can entail the same conditional independen-
cies. In that case these two DAGs are called equivalent to one another. All DAGs
that are equivalent to a graph G form an equivalence class of a graph G, where
all members are indistinguishable in terms of implied independencies. To repre-
sent the members of this equivalence class, a different type of structure is used,
known as a partially directed acyclic graph (PDAG). Causal discovery usually
relies on the following three main assumptions (Spirtes et al., 2000):
• Causal Markov Condition: each variable is independent of its non-
descendant conditioned on all its direct causes.
• Faithfulness assumption: there are no independencies between variables
that are not implied by the Causal Markov Condition.
• Causal sufficiency assumption: there are no common confounders of the
observed variables in G that are not members of the set.
The first assumption states that the Markov condition holds. The second as-
sumption that the conditional independencies observed in the graph are equiv-
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alent to independencies in its probability distribution. The last assumption sug-
gests that there are no latent variables that can cause dependency between vari-
ables in the set. This is a very strong assumption since in practice there are often
variables that are not measured in the medical data sets. For example, not all
genes can be measured that can potentially cause the association between symp-
toms, or not all common environmental factors are known that can influence the
behavior of the patients.
If the causal sufficiency assumption is not applicable then a so-called maxi-
mal ancestral graph (MAG) can be used to represent the dependencies between
only the observed variables. In contrast to DAGs, MAGs can also contain bi-
directed X ↔ Y arcs (indicating that there is a common confounder) and undi-
rected arcs X◦−◦Y. The equivalence class for MAGs is a partial ancestral graph
(PAG).
1.4 BCCD
In this thesis we work with one of the state-of-the-art algorithms in causal dis-
covery, Bayesian Constraint-based Causal Discovery (BCCD). Claassen and Hes-
kes Claassen and Heskes (2012a) showed that BCCD outperforms reference al-
gorithms in the field and it provides an indication of the reliability of the causal
links that makes it easier to interpret the results and compare alternative mod-
els. We here describe the basic idea of the method. The main two steps of BCCD
are the following:
Step 1. Start with a fully connected graph and perform adjacency search, esti-
mating the reliability of causal relations, for example X → Y. If a causal
relation declares a variable conditionally independent with a reliability
higher than a predefined threshold, delete an edge from the graph be-
tween these variables.
Step 2. Rank all causal relations in decreasing order of reliability and orient
edges in the graph starting from the most reliable relations. If there is a
conflict, pick the causal relation that has a higher reliability.
Based on the score of the causal relations, we can rank these relations and
avoid propagating unreliable decisions giving preference to more confident
ones. This can solve the drawback of a standard constraint-based method that
can end up with an unreliable result. Moreover, using a Bayesian score we get
a reliability measure of the final output, which makes it easier to interpret the
results and compare with other alternative models. The BCCD algorithm does
9
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not rely on the causal sufficiency assumption, thus it can detect latent variables
in the model.
The first step of the algorithm requires estimating the reliability of a causal
relations L : ‘X→ Y ′ given a data set D, which is done using a Bayesian score:
p(L : ‘X→ Y ′|D) =
∑
M∈M(L) p(D|M)p(M)∑
M∈M p(D|M)p(M)
, (1.1)
where p(D|M) denotes the probability of data D given structure M, p(M) rep-
resents the prior distribution over structures and M(L) is the set of structures
containing the relation L. This reliability measure (1) gives a conservative esti-
mate of the probability of a causal relation. Claassen and Heskes approximate
the probability p(D|M) by p(D|G), the marginal likelihood of the data given
graph G that has a closed form solution for discrete variables, known as the
Bayesian Dirichlet (BD) metric Heckerman et al. (1995). There is also a closed-
form solution when all variables have a Gaussian distribution, called the BGe
metric Heckerman et al. (1995).
1.5 ADHD and ASD
In this work we apply causal discovery in particular to neuropsychiatric disor-
ders as part of the European EU FP7 Translational Adolescent and Childhood
Therapeutic Interventions in Compulsive Syndromes (TACTICS) project. The
main disorder discussed in this thesis is attention deficit-hyperactivity disorder
(ADHD). Different data sets were analyzed to understand the etiology of this
disorder and interaction of different symptoms. ADHD is highly comorbid with
autism spectrum disorder (ASD), thus one part of the research described in this
thesis investigates the factors that lead to the comorbidity of these disorders. An
introduction to ADHD and ASD is provided below.
1.5.1 ADHD
ADHD is a frequent and highly heritable neuropsychiatric disorder, affecting
5-6% of children (APA , 2000). Symptoms persist into adulthood in up to 60% of
the childhood cases. ADHD is characterized by two types of symptoms: hyper-
activity/impulsivity and inattention, which can occur separately or combined.
In pediatric populations, ADHD is about 2-3 times more common in boys than
girls (Boyle et al., 2011), but gender balance is rather equal in adult populations.
Several studies report that ADHD patients tend to have lower intelligence quo-
tients (IQ) compared to healthy controls but whether this is circumstantial or
not is unclear.
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Three neurocognitive domains that show deficits in ADHD are executive
dysfunction, temporal integration, and reward/motivation problems. This the-
sis mainly considers the last domain, difficulties in processing rewards. ADHD
patients tend to choose small immediate rewards instead of larger delayed re-
wards, more frequently than healthy controls (Luman et al., 2005). The evidence
for altered reward processing is also present on the neural level. Fronto-striatal
pathways, including the orbitofrontal cortex, medial prefrontal cortex and the
ventral striatum (VS), play a crucial role in reward processing with dopamin-
ergic innervation of these regions being involved in reward expectancy and re-
ceipt. Adolescents with ADHD typically exhibit altered neural (fMRI BOLD)
responses to reward in some of these regions, including ventrostriatal and or-
bitofrontal regions (von Rhein et al., 2015).
The genetics of ADHD is complex and several candidate genes have been as-
sociated with ADHD in meta-analyses, among which the genes forming part
of dopaminergic transmission, in particular the dopamine transporter gene
SLC6A3/DAT1. Genetic variation of the DAT1 gene may affect the function-
ing of the dopamine transporter caused by individual variation in regulating
levels of dopamine (by altering dopamine reuptake efficiency). Another candi-
date gene is nitric oxide synthase NOS1, an enzyme involved in the production
of the retrograde transmitter nitric oxide which is also associated with other
impulsivity disorders. Multiple other candidate genes exist including those in-
volved in noradrenergic, serotonergic, cholinergic transmission, in addition to
those affecting brain structure on an ultrastructure level (Caylak, 2012).
Many studies have been performed that identify candidate genes, possible
cognitive problems, and brain areas with altered performance. Building a link
between all these factors and effects, however, is a complicated task. Franke et al.
(2009) proposed a complete endophenotype model to describe the relationships
between genes, brain functioning, behavior, and disease symptoms. In this thesis
causal discovery is applied to infer the endophenotype model from the observed
data sets to determine causal relationships between symptoms and possible risk
factors of ADHD.
1.5.2 ASD
Autism spectrum disorder (ASD) is a general term for a set of complex brain dis-
orders characterized by difficulties with social interaction, verbal and non-verbal
communication, cognitive rigidity, and repetitive behavior. Similar to ADHD, it
is a highly heritable disorder that manifests early in life and causes severe im-
pairment in cognitive and emotional functioning such that the individual can
have difficulty in integrating in daily life. Different studies show that ADHD
11
Chapter 1. Introduction
and ASD are comorbid disorders, in particular, 22–83% of children with ASD
have symptoms that satisfy the criteria for ADHD (Matson et al., 2013; Ronald
et al., 2008), and vice versa, 30–65% of children with ADHD have clinically sig-
nificant symptoms of ASD (Clark et al., 1999; Ronald et al., 2008).
As well as ADHD, ASD is more prevalent in boys than girls. The exact
proportion varies according to the cohort studied: ASD is two to three times
more common among boys than girls in childhood population cohorts (Kim
et al., 2011), while in the clinical population the difference is even higher (four
to five times) (Fombonne, 2009). The first signs of ASD usually arise at an early
age (usually before three) and are marked by reduced social interaction and eye
contact. ASD occurs in 0.9-1.1% of the general population (Baron-Cohen et al.,
2009; Blumberg et al., 2013).
Similar to ADHD, ASD is a highly heritable disorder, with classic autism
showing a heritability of more than 90% (Freitag, 2007). The genetics of ASD is
complex with a number of different factors interacting. However, recent papers
have suggested that the heritability is explained by chromosome rearrangement,
gene disorders, monogenic mutations, copy number variance, and other mul-
tifactorial genetic problems (Berg and Geschwind, 2012; Devlin and Scherer,
2012).
Recent studies have suggested that ADHD and ASD have shared genetic
factors, estimating the overlap to be between 50-72% (Lichtenstein et al., 2010).
On the other hand, family studies also suggest a presence of specific genetic
risk factors for ADHD and ASD, since genetic overlap does not entirely explain
the presence of these diseases. Besides genetic factors, environmental factors
can increase the risk of both disorders and be coded by epigenetic markers.
Some studies have suggested that early environmental factors including certain
pre/perinatal insults can be a common factor for ADHD and ASD, for example,
advanced parental age, low birth weight, maternal smoking, and stress during
pregnancy (D’Onofrio et al., 2014; Gardener et al., 2009, 2011; Mill and Petronis,
2008).
Although many studies have been performed to unravel the mechanisms
underlying the comorbidity of ADHD and ASD, the exact causes of their co-
occurrence are still poorly understood. Complicating factors including disorder
heterogeneity, etiological complexity, involving numerous genetic and environ-
mental factors makes it difficult to develop an overall model that explains the
interactions between all factors and symptoms. In this work an attempt was
made to build a model that explains these interactions using a causal discovery
algorithm to a large sample of observational data.
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1.6 Outline of the thesis
This thesis contains two main parts. The research in the first part is mainly
focused on extending causal discovery algorithms to handle complex data sets.
The second part of the thesis focuses on the application of the causal discovery
methods to the analysis of ADHD and ASD.
Chapter 2 considers two challenges in causal discovery that occur very often
when working with medical data: a mixture of discrete and continuous vari-
ables and a substantial amount of missing values. Currently there are no meth-
ods available that can handle both challenges at the same time. In this chapter
a new method is presented that can handle these challenges based on the as-
sumption that data is missing at random and that continuous variables obey a
non-paranormal distribution. The validity of this approach is demonstrated on
simulated data as well as on two real-world data sets from a monetary incentive
delay task and a reversal learning task aiming to improve an understanding of
the etiology of ADHD. This work has been recently published (Sokolova et al.,
2014, 2015a, 2016c).
In Chapter 3 an extension to constraint-based methods for causal discovery is
discussed. These methods typically work through forward chaining: given some
causal statements, others can be inferred by applying relatively straightforward
causal logic such as transitivity and acyclicity. Starting from the premise that
the reliabilities for base causal statements can be estimated, a new approach to
estimate the reliability of novel statements is proposed. Since reliabilities for
base statements are clearly dependent, if only because inferred from the same
data, exact computation is infeasible. However, by utilizing ideas from the area
of imprecise probability theory, one can compute bounds on the reliabilities of
inferred statements. Specifically, in this chapter Fréchet inequalities are used to
estimate these bounds. Moreover, two different variants of a bound estimate
algorithm are considered: greedy and delayed. In simulation experiments, the
delayed variant, at the expense of more book-keeping and computation time,
does provide slightly tighter intervals. The work of this method is also validated
on a real-world data set about ADHD which was recently published (Sokolova
et al., 2016b).
In Chapter 4 the pathway between ADHD and one of its candidate genes
DAT1, encoding the dopamine transporter is discussed. In an attempt to clarify
its functional relevance to ADHD, the brain activity during the reward antici-
pation phase of the Monetary Incentive Delay (MID) task in a functional MRI
paradigm was assessed. The MID task activates the ventral striatum (a region
key to reward processing), where DAT1 is most highly expressed. A previous
analysis based on standard statistical techniques did not show any significant
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dependencies between a variant in the DAT1 gene and brain activation (Hoog-
man et al., 2013). In this study causal modeling was used for data analysis. The
Bayesian Constraint-based Causal Discovery (BCCD) algorithm (Claassen and
Heskes, 2012a) is able to find direct and indirect dependencies between vari-
ables, determines the strength of the dependencies, and provides a graphical
visualization to interpret the results. Through BCCD one gets an opportunity to
consider several variables together and to infer causal relations between them.
Application of the BCCD algorithm confirmed that there is no evidence of a di-
rect link between DAT1 genetic variability and brain activation, but suggested
an indirect link mediated through inattention symptoms and diagnostic status
of ADHD. This finding of an indirect link of DAT1 with striatal activity during
reward anticipation might explain existing discrepancies in the current litera-
ture. Further experiments should confirm this hypothesis. This work has also
been published (Sokolova et al., 2015b).
In Chapter 5 the basis for the strong correlation between two symptom do-
mains of ADHD, inattention and hyperactivity/impulsivity are investigated.
Both dimensions show high internal consistency and moderate to strong cor-
relations with each other. It is not clear, however, what drives this strong corre-
lation. The aim of this chapter was to address this issue. Causal discovery was
applied on three independent data sets of scores of the two ADHD dimensions
in NeuroIMAGE, and IMpACT, assessed by different raters and instruments,
and further used information on gender or a genetic risk haplotype. In all data
sets strong statistical evidence was found for the same pattern: the clear de-
pendence between hyperactivity/impulsivity symptom level and an established
genetic factor (either gender or risk haplotype) vanishes when one conditions
upon inattention symptom level. Under reasonable assumptions, e.g., that phe-
notypes do not cause genotypes, a causal model that is consistent with this pat-
tern contains a causal path from inattention to hyperactivity/impulsivity. The
robust dependency cancellation observed in three different data sets suggests
that inattention is a driving factor for hyperactivity/impulsivity. This causal
hypothesis can be further validated in intervention studies. The model suggests
that interventions that affect inattention will also have an effect on the level of
hyperactivity/impulsivity. On the other hand, interventions that affect hyperac-
tivity/impulsivity would not change the level of inattention. This causal model
may explain earlier findings on heritable factors causing ADHD reported in the
study of twins with learning difficulties such that inattention could be viewed
as the key moderator. This work has been published (Sokolova et al., 2016a).
In Chapter 6 we study the comorbidity of ASD and ADHD using causal dis-
covery. A large phenotypic data set was used, to infer a structural equation
model using a causal discovery algorithm. Three distinct pathways between
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ASD and ADHD were identified: (1) from impulsivity to difficulties with un-
derstanding social information, (2) from hyperactivity to stereotypic, repetitive
behavior, (3) a pairwise pathway between inattention, difficulties with under-
standing social information, and verbal IQ. These findings may inform future
studies on understanding the pathophysiological mechanisms behind the over-
lap between ASD and ADHD. This work has also been published (Sokolova
et al., 2017).
Overall the thesis used the following data sets: NeuroIMAGE (Chapter 2,5)
Reversal task study (Chapter 2), Impact study (Chapter 3, 4, 5), ADHD 200
(Chapter 5), IMAGE (Chapter 6), and BOA (Chapter 6).
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Chapter 2
Handling hybrid and missing data
in constraint-based causal discovery
to study the etiology of ADHD
Causal discovery is an increasingly important method for data analysis in the field of
medical research. In this chapter we consider two challenges in causal discovery that
occur very often when working with medical data: a mixture of discrete and continu-
ous variables and a substantial amount of missing values. In this chapter we develop
a new method that can handle these challenges based on the assumption that data is
missing at random and that continuous variables obey a non-paranormal distribution.
We demonstrate the validity of our approach for causal discovery on simulated data as
well as on two real-world data sets from a monetary incentive delay task and a rever-
sal learning task. Our results help in the understanding of the etiology of attention
deficit-hyperactivity disorder (ADHD).
2.1 Introduction
In recent years, the use of causal discovery in the field of medical research has
become increasingly popular. Causal discovery analyses all variables together
and suggests causal dependencies between variables, providing better insight
This chapter is based on Sokolova et al. (2014), “Causal Discovery from Databases with Dis-
crete and Continuous Variables”, published in Proceedings of The Seventh European Workshop on
Probabilistic Graphical Models; Sokolova et al. (2015a) “Causal discovery from medical data: dealing
with missing values and a mixture of discrete and continuous data” published in Proceedings of the
15th Conference on Artificial Intelligence in Medicine; and Sokolova et al. (2016c) “Handling hybrid
and missing data in constraint-based causal discovery to study the etiology of ADHD” Published in
International Journal of Data Science and Analytics.
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into the data. This approach has several advantages in comparison to standard
statistical techniques. First, causal discovery provides an opportunity to learn
causes and effects from the observed data, without performing experiments that
can be costly and time consuming. Second, it detects whether the dependency
between variables is direct or mediated through other variables. Third, it can
visualize the results in the form of a graph that makes the results easier to
interpret.
Even though there are a variety of algorithms that can learn the structure of
the causal network for medical data, there are still many challenges in this field
of research. In this chapter we discuss two of them. The first challenge is dealing
with data that contains a mixture of discrete and continuous variables. Medical
data often contains both discrete and continuous variables, where continuous
variables are not necessarily normally distributed. The second challenge is deal-
ing with incomplete data. In practice some tests are performed only for part of
the patients, the quality of some data is poor, participants drop out, etc.
Although there are methods that can handle mixed variables or missing val-
ues separately, to the best of our knowledge there is no algorithm that can han-
dle both challenges simultaneously for directected graphical models. However,
there are such methods for undirected graphical models. In (Liu et al., 2012;
Abegaz and Wit, 2014; Wang et al., 2009a) the authors propose different meth-
ods to estimate the correlation matrix for data with missing values and mixture
variables, and based on this correlation matrix learn the structure of the undi-
rected graphical model.
Algorithms that search for a structure of directed and undirected graphical
models have a lot in common. They both try to find the optimal structure that
provides the lowest complexity and the best goodness of fit. The main differ-
ence is that one model gives as output a directed graph and another gives an
undirected graph. In this chapter we propose to transfer the ideas of structure
learning for undirected graphical models to causal discovery.
We propose a method that can handle missing values and mixture vari-
ables based on the ideas for undirected graphical models presented in (Wang
et al., 2009a; Abegaz and Wit, 2014). This method relies on two main assump-
tions. The first assumption is that the part of the data with continuous vari-
ables obeys a so-called non-paranormal distribution. For univariate monotone
functions f1, ..., fd and a positive-definite correlation matrix Σ0 ∈ Rd×d we say
that a d-dimensional random variable X = (X1, ...,Xd)T has a non-paranormal
distribution X v NPNd(f,Σ0), if f(X) = (f1(X1), ..., fd(Xd)) v Nd(0,Σ0). We fur-
ther assume functions f1, ...., fd to be strictly monotone enabling computational
tractability of the nonparanormal. A non-paranormal distribution implies that
observed variables have monotonic relationships. This comes from the fact that a
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Gaussian distribution implies linear, hence monotonic relationships between the
surrogate variables fi(Xi). Moreover, the monotonic relationship from surrogate
Gaussian variables fi(Xi) to observed variables Xi does not change their ratings.
That implies monotonic relationships between observed variables as well. For
most real-world medical data this is a reasonable assumption, since medical data
usually has a relatively small sample size and non-monotonic dependencies, if
present, are difficult to detect. The second assumption is that data is missing at
random (MAR). This is also a reasonable assumption for many medical studies
where the missing data often occur due to the fact that some experiments fin-
ish faster than others. As a result, information about symptoms, age, gender is
usually present for all patients at the beginning of the study, while information
about genes or brain functioning takes years to be collected and then may be
missing for some subjects.
We propose a three-step algorithm to tackle the problems of missing data and
non-paranormal distribution on each step: 1. Transform initial data into a Gaus-
sian distribution by transforming the data first to the empirical distribution and
then to Gaussian normal scores. This step deals with a mixture of discrete and
continuous variables with non-paranormal distribution. 2. Use the expectation
maximization (EM) algorithm to estimate the correlation matrix for this data.
This step deals with missing values. 3. Apply a causal discovery algorithm to
learn the causal structure from the correlation matrix. In this chapter we use the
Bayesian Constraint-based Causal Discovery (BCCD) algorithm (Claassen and
Heskes, 2012a) which is a state-of-the-art algorithm for causal discovery. This
step outputs the causal graph and provides a reliability measure for each edge
in the graph.
In the first part of the algorithm we use a copula transformation to estimate
the correlation between variables. It is used to solve the problem with non-
Gaussian data. This approach has been shown to work well for variables with
non-paranormal distributions (Wang et al., 2009a; Harris and Drton, 2013). In
our case we apply the same approach for a mixture of discrete and continuous
variables and model the distribution of both discrete and continuous variables
using a Gaussian copula to obtain an approximation of the correlation matrix.
This leads to a slight underestimation of some correlations (Hoff, 2007). In case
the focus of the research is the causal directed acyclic graph (DAG) from the
observed variables, conditional independencies involving discrete variables do
not exactly correspond to conditional independencies between their surrogate
Gaussian variables. In this chapter, we focus on independencies in the surrogate
variables, and assume that our data comes from a causal DAG in the latent
space. Following Abegaz and Wit (Abegaz and Wit, 2014) i.e., it might not
be necessary to use complex methods to model discrete variables, since this
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would not result in a significant increase in accuracy. Further in the simulation
study, we demonstrate that using this approximation our algorithm manages to
accurately estimate the causal structure.
We compare the first two steps of the proposed algorithm with alternative
methods. For the first step instead of transforming data to a Gaussian we trans-
form it to ranks. For the second step instead of EM we use pairwise corre-
lation, list-wise deletion, and mean imputation. Although these methods rely
on a stronger assumption than EM that data is missing completely at random
(MCAR), we choose them as a common alternative to EM. We show that EM with
Gaussian transformation performs better than the alternative methods, when the
amount of missing data is significant. We also show that the strength of the de-
pendencies in the data influence the method that should be used to estimate
the correlation matrix for causal discovery. Thus, even though the methods that
are considered in this chapter to estimate correlation matrices have similar per-
formance for the undirected graphical model, our analysis suggests that these
methods have a different effect on the accuracy of a causal discovery algorithm.
To test the validity of our conclusions that EM with a Gaussain transformation
performs better than alternatives for directed graphical models, we repeat the
same experiments with the PC algorithm instead of BCCD.
As a prototypical example we apply the proposed algorithm to two data sets
about attention deficit hyperactivity disorder (ADHD). ADHD is a frequent and
highly heritable neuropsychiatric disorder, affecting 5-6% of children (Polanczyk
et al., 2007). Symptoms persist into adulthood in up to 50% of the childhood
cases (Faraone et al., 2006). ADHD is characterized by two types of symptoms:
hyperactivity/impulsivity and inattention, which can occur separately or com-
bined. Given the large number of patients and long term impact of the disorder
on patients and health care system, ADHD is a serious financial burden to soci-
ety.
Both ADHD data sets used in this chapter have all features of a typical med-
ical data set since they describe causal relationships between various possible
factors of the disease such as genes, age, gender, and different types of symp-
toms and behavioral characteristics. These data sets have several possible fac-
tors, which can influence symptoms and interact with each other. The first data
set describing a monetary incentive delay task has a moderate sample size of 409
subjects and approximately 10% of missing data. The second data set describing
a reversal task has a sample size of 271 subjects and 0.3% of missing data. Both
data sets have a mixture of discrete and continuous variables.
These data sets are part of the NeuroIMAGE project (see
www.neuroimage.nl), whose goal is to learn cognitive, neural (MRI, MRS), and
genetic underpinnings of ADHD. The first data set (von Rhein et al., 2014)
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investigates the role of the genetic factors on the ADHD symptoms, and brain
functioning measured during the reward related task. The second data set
studies how problems with learning from reinforcement are associated with
ADHD symptoms using a probabilistic reversal learning task (PRL). Based on
this data, we build two causal models that provide deeper understanding of the
altered reward processing and reversal learning in adolescents with ADHD than
standard statistical tests. These models can help to understand the mechanisms
that drive ADHD and make treatment more effective.
The rest of the chapter is organized as follows. Section 2.2 describes back-
ground information about causal discovery and graphical models. Section 2.3
describes algorithms for structure learning. Section 2.4 explains the proposed
method. Section 2.5 presents the results of the experiments on simulated data
and ADHD data. Section 2.6 provides our conclusion and future work.
2.2 Background
A Bayesian network is a pair (G,Θ) where G = (X,E) is a DAG with a set of
nodes X representing domain variables and a set of arcs E; θXi ⊂ Θ is a set
of parameters representing the conditional probability of variable Xi ⊂ X given
its parents Pai in a graph G. Using Bayesian networks we can model causal
relationships between variables. In that case an edge A → B between variables
represents a direct causal link from A to B. This means that A influences the
values of B, but not the other way around.
Saying that two variables A and B are conditionally independent given C,
means that if we know C, learning B would not change our belief in A. Two
DAGs are called equivalent to one another, if they entail the same conditional
(in)dependencies. All DAGs that are equivalent to a graph G form an equiva-
lence class of a graph G, where all members are indistinguishable in terms of
implied independencies. To represent the members of this equivalence class, a
different type of structure is used, known as a partially directed acyclic graph
(PDAG).
The three main assumptions that are often used when learning the structure
of causal networks are the following (Spirtes et al., 2000):
1. Causal Markov Condition: each variable is independent of its non-
descendant conditioned on all its direct causes.
2. Faithfulness assumption: there are no independencies between variables
that are not implied by the Causal Markov Condition.
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3. Causal sufficiency assumption: there are no common confounders of the
observed variables in G that are not members of the set.
In this chapter we do not rely on the causal sufficiency assumption, i.e.,
we do allow for latent variables. One can represent the structure of a Bayesian
network with latent variables using a so-called Maximal Ancestral Graph (MAG)
(Richardson and Spirtes, 2002) on only the observed variables. In contrast to
DAGs, MAGs can also contain bi-directed X↔ Y arcs (indicating that there is a
common confounder) and undirected arcs X−Y (meaning that there is a selection
bias affecting X and Y). The equivalence class for MAGs can be represented by
a partial ancestral graph (PAG) (Zhang, 2008). Edge directions are marked with
“ − ” and “>” if the direction is the same for all MAGs corresponding to the
PAG and with “◦” otherwise.
2.3 Related study and motivation
In this section we discuss existing methods for causal discovery. Since there are
no algorithms that can handle mixture variables and missing data simultane-
ously, we consider the methods that can handle at least one of the challenges.
Then we discuss how both challenges are solved for undirected graphical models
and in Section 2.4 propose how can we transfer these ideas to directed models.
2.3.1 Structure learning
Causal discovery requires structure learning for directed graphical models.
There are many methods that can be used to learn the structure of directed
graphical models. A broad description of methods can be found in (Daly et al.,
2011). In general, methods are divided into two approaches: constraint-based
and score-based. The constraint-based approach works with statistical indepen-
dence tests. First, this approach finds a skeleton of a graph by starting from
the complete graph and excludes edges between variables that are condition-
ally independent, given some other set of variables (possibly empty). Second,
the edges are oriented to arrive at an output graph. The constraint-based ap-
proach learns the equivalence class of DAGs and outputs a PDAG. Examples
of the constraint-based approach are the IC algorithm (Pearl and Verma, 1991),
PC-FCI (Spirtes et al., 2000), and TC (Pellet and Elisseeff, 2008). The score-based
approach uses a scoring metric. It measures the data goodness of fit given a par-
ticular graph structure and accounts for the complexity of the network. There
are many different scoring metrics, where the Bayesian score (Dawid, 1984) and
the BIC score (Schwarz, 1978) are among the most common. The goal is to find
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the graph that has the highest score. Unfortunately, this optimization problem is
NP-hard, so different heuristics are used in practice. These methods are divided
in local search methods, such as greedy search (Chickering et al., 1995), greedy
equivalence search (Chickering, 2002), and global search methods, such as simu-
lated annealing de Campos and Huete (2000) and genetic algorithms (Larrañaga
et al., 1996). An algorithm by (Lemeire et al., 2012) is an example of an algorithm
that does not rely on the faithfulness assumption.
An advantage of the constraint-based approach is that it does not have to rely
on the causal sufficiency assumption, which means that the algorithm can de-
tect common causes of the observed variables. A disadvantage of the constraint-
based approach is that it is sensitive to propagating mistakes in the resulting
graph. A standard approach makes use of independence tests, which results
for borderline independencies/dependencies sometimes can be incorrect. The
outcome of learning a network can be sensitive to such errors. In particular, one
such error can produce multiple errors in the resulting graph. A set of conser-
vative methods such as conservative PC (CPC) (Ramsey et al., 2006) and conser-
vative FCI (CFCI) (Spirtes et al., 2004) tackles the problem of lack of robustness,
outperforming standard constraint-based methods such as PC. An advantage of
the score-based approach is that it provides a measure of reliability of inferred
causal relations. This makes the interpretation of the results easier and prevents
incorrect categorical decisions. A main drawback of the approach is that it re-
lies on the causal sufficiency assumption and as a result cannot detect latent
confounders.
To deal with a mixture of discrete and continuous variables several meth-
ods have been proposed for constraint-based structure learning. Spirtes et al.
(2000) proposed to use conditional independence tests based on partial corre-
lation. Harris and Drton (2013) showed that substituting Pearson correlation
by Spearman correlation, the PC algorithm is able to infer a correct network
structure under the assumption that data obey a Gaussian copula distribution.
Margaritis (2004) developed a conditional independence test that does not rely
on the distribution of the variables, but the test still involves discretization of
the variables. Several methods have been proposed for score-based methods
that can work with a mixture of discrete and continuous variables. Geiger and
Heckerman (1994) proposed a closed-form solution for the Bayesian score of a
mixture of discrete and continuous variables, but this solution only works in
case a number of assumptions are met. These assumptions imply that the data
are drawn from a conditional Gaussian distribution and forbid structures in the
network with a continuous variable having a discrete variable as a child.
An alternative method is described in (de Santana et al., 2007) which uses a
multiple regression framework for scoring structures. However, the method is
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applicable only for time-series data. Bach and Jordan (2002) use Mercer kernels
to estimate the structure of causal models, but calculation of a Gramm matrix
requires significant computational costs (O(N3), whereN is the sample size) and
may be inefficient for data sets with large sample sizes. Monti and Cooper (1997)
use neural networks to represent the density function for a mixture of discrete
and continuous variables. Estimation of the neural network parameters requires
significant computational costs which makes this approach computationally ex-
pensive.
To deal with missing values several methods have been proposed to learn
the structure of the network in the presence of missing values. Friedman (1998)
proposed a Structural EM algorithm to estimate a Bayesian Network that has
been further developed by Bernardo et al. (2003). The disadvantage of the EM
algorithm is that it can get stuck in a local minimum. To prevent this, an evolu-
tionary algorithm in combination with MCMC was proposed in (Riggelsen and
Feelders, 2005). The limitation of these algorithms is that they usually rely on
the assumption that data is either discrete or continuous Gaussian. Thus, cur-
rent methods solve one of the problems at a time, either deal with missing value
or with mixture variables. In this Chapter we propose a method that can handle
both problems.
2.3.2 Undirected graphical models
In this section we present algorithm to find a structure for undirected graphical
models for the data with mixture variables and missing data that inspired the
solution for directed graphical models. Undirected graphical models build a
graph where nodes represent variables and edges describe conditional indepen-
dence relationships between the variables. The conditional independence rela-
tionships are estimated using the precision matrix (the inverse of a covariance
matrix). Assuming that the precision matrix is sparse, the sparseness constraint
is incorporated in the estimation of the precision matrix. That results in an op-
timization problem (Banerjee et al., 2008) to find the inverse correlation matrix
Θ = Σ−1 with the best combination of goodness of fit and sparsity:
max f(Θ) = log detΘ− tr(SΘ) − λ‖Θ‖1. (2.1)
Here tr denotes the matrix trace, det denotes determinant, ‖Θ‖1 denotes the L1
norm, S denotes the empirical covariance matrix, and λ > 0 is a regularization
parameter. In some sense, score-based structure learning algorithms for directed
graphical models solve a similar optimization problem, but produce a directed
graph as output.
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In recent years, considerable effort has been invested in estimating the struc-
ture of undirected graphical models for non-Gaussian data and data containing
missing values (Abegaz and Wit, 2014; Wang et al., 2009a). The precision matrix
can be estimated under the assumption that data obey a non-paranormal dis-
tribution. In that case, Pearson correlation, which relies on the assumption of
Gaussian data, is substituted by Spearman (Rho) rank correlation (ρ) (Liu et al.,
2012; Abegaz and Wit, 2014; Wang et al., 2009a). An adjustment to the final
Spearman’s rho correlation is applied in order to make it close to the Pearson
correlation matrix, when the data is indeed Gaussian (Kendall, 1948; Kruskal,
1958):
S = 2 sin(piρ/6). (2.2)
The precision matrix can still be estimated when there are missing values in the
data. One can use pairwise analysis and calculate pairwise correlation instead of
complete case correlation to estimate the matrix (Abegaz and Wit, 2014; Wang
et al., 2009a). As a result, one can keep as much data as possible. Another
advantage of the pairwise correlation is that it does not introduce any bias to the
results in contrast to imputation methods. However, there is no guarantee that
the correlation matrix will be positive definite when we use pairwise correlation
for data with missing values. In that case, a projection to the closest positive
definite correlation matrix can be made (Boyd and Xiao, 2005; Higham, 1988).
Alternatively, the expectation maximization (EM) algorithm can be used to
estimate the values of the correlation matrix Σ (Little and Rubin, 1987; Dempster
et al., 1977). The EM algorithm requires Gaussian data, so a copula transforma-
tion to Gaussian data can be used. The EM algorithm guarantees that the matrix
would be positive definite, so no further adjustments are required.
Using Spearman pairwise correlation or the EM algorithm in combination
with an optimization subroutine like Glasso or DoPing, showed to be one of
the best methods in the field of undirected graphical models to estimate the
structure of the graph with data obeying a non-paranormal distribution and
missing values (Wang et al., 2009a). In this chapter we transfer these ideas
to learn the structure of a causal graph and compare different methods using
simulated and real-world data.
2.4 Proposed method
In this section we propose a causal discovery algorithm that can deal with both a
mixture of discrete and continuous variables as well as missing data. In the first
two steps of this algorithm we estimate the correlation matrix, when the data has
mixture variables and missing data, based on the ideas described in Section 3. In
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the third step, we use this correlation matrix as an input into a causal discovery
algorithm to infer the causal structure. We use the BCCD algorithm for this
purpose, one of the state-of-the-art algorithms in causal discovery. Claassen
and Heskes (2012a) showed that BCCD outperforms reference algorithms in the
field, such as FCI and Conservative PC. Moreover, it provides an indication of
the reliability of the causal links that makes it easier to interpret the results
and compare alternative models. The advantage of the BCCD algorithm is that
it combines the strength of constraint-based and score-based approaches. We
rely on the assumption that data is missing at random and that continuous
variables obey a non-paranormal distribution. This is a valid assumption for
many medical data sets as has been discussed in Section 2.1.
We propose the following algorithm:
Step 1 Mixture of discrete and continuous variables
To deal with data sets that contain a mixture of discrete and continuous
variables we propose to use a Gaussian copula. For each variable Xi in the
data set we estimate the rescaled empirical distribution
Fˆi(x) =
1
n+ 1
n∑
j=1
I{Xi,j < x}, (2.3)
where I is an indicator function and then transform the data into Gaussian
normal scores
Xˆi = Φˆ
−1
i (Fˆ(Xi)). (2.4)
In this step missing values are ignored.
Step 2 Correlation matrix with missing data
The next step is to estimate the correlation between the variables in the
model. This correlation matrix will be used in the next steps, where we
will estimate the causal structure of the graph. New variables now have
a Gaussian distribution, so we can use Pearson correlation to estimate de-
pendencies between variables. Since our data has missing values, we pro-
pose to first use the EM algorithm to estimate the correlation matrix, since
this algorithm provides an unbiased estimate of parameters and their stan-
dard error (Dempster et al., 1977).
The EM algorithm searches for the Maximum Likelihood Estimate (MLE)
of the marginal likelihood by iteratively applying the following two steps:
1. E-step: Estimate the sufficient statistics;
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2. M-step: Re-estimate the covariance matrix using the sufficient statis-
tics from the previous step. Re-estimate missing values. The algo-
rithm iterates until convergence.
The output of EM is a covariance matrix that should be normalized to have
unit variance.
Step 3 Apply BCCD
The correlation matrix is used in the BCCD algorithm to estimate the
causal structure of the graph. We here describe only the basic idea of the
BCCD algorithm. A more detailed description can be found in (Claassen
and Heskes, 2012a). The BCCD algorithm contains two main steps:
Step 3.1 Start with a fully connected graph and perform adjacency search,
estimating the reliability of causal relations, for example X → Y. If a
causal relation declares that variables are conditionally independent with
a reliability higher than a predefined threshold, delete an edge from the
graph between these variables. To estimate the reliability of the causal
statement, we have to do the following substeps repeatedly:
(a) First we estimate the mutual information, using the correlation ma-
trix Σ that we get as an output from Step 2. We propose to use the
following formula:
I(Xi,XPai) = −
1
2
log
|Σi,Pai |
| ΣPai |
, (2.5)
where XPai are the parents of node i in DAG G, ΣPai is a correlation
matrix between the parents of variable Xi, and Σi,Pai is a correlation
matrix between variable Xi and its parents.
(b) Knowing the value of mutual information we can estimate the
Bayesian Information Criterion (BIC) for data D that can then be
used to compare scores of different DAGs (G). The BIC score is de-
composed into the sum of two components, the mutual information
I(Xi,XPai) estimated in the previous substep and Dim[G] the number
of parameters necessary to estimate the model.
BICscore(D|G) =M
n∑
i=1
I(Xi,XPai)−
logM
2
Dim[G] , (2.6)
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where n is the number of variables, andM is the sample size. The first
component measures the goodness of fit, and the second penalizes the
complexity of the model.
(c) To estimate the reliability measure, we need to estimate the marginal
likelihood p(D|G). We propose to use BIC, which approximates the
logarithm of the marginal likelihood:
logp(D|G) = BICscore+O(1). (2.7)
To get the probability p(D|G), we should calculate (2.7) for all possible
graphs for this subset of variables and then normalize it.
(d) Now we can estimate the reliability of the causal statement L, e.g.,
L : ‘X → Y’. It gives a conservative estimate of the probability of a
causal relation. We estimate the reliability measure using a Bayesian
score:
p(L|D) =
∑
M∈M(L) p(D|M)p(M)∑
M∈M p(D|M)p(M)
, (2.8)
where p(D|M) denotes the probability of data D given structure M,
p(M) represents the prior distribution over structures, and M(L) is
the set of structures containing the relation L. In this equation we
approximate the probability p(D|M) by p(D|G), which was calculated
in the previous substep. Equation (2.8) also requires to set the prior
distribution for p(M). Claassen and Heskes (2012a) propose to use a
uniform prior. More details can be found in (Claassen and Heskes,
2012a).
Step 3.2 Rank all causal relations in decreasing order of reliability and
orient edges in the graph starting from the most reliable relations. If there
is a conflict, pick the causal relation that has a higher reliability.
To estimate Equation (2.8) in Step 3.1, the algorithm requires calculating the
marginal likelihood over all possible graphs for each causal relation that we
infer. For speed and efficiency of the algorithm, the set of possible graphs is
limited to the graphs with at most five vertices, which gives a list of at most
29,281 DAGs per set of five variables (Claassen and Heskes, 2012a) to reduce the
computational complexity. In theory, limiting the number of vertices to five may
lead to a loss of information. In practice, however, the accuracy of the BCCD
algorithm is hardly affected and it still outperforms standard algorithms that
perform conditional independence tests for more than five variables (Claassen
and Heskes, 2012a).
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In our method we assume that each observed variable has a corresponding
latent, surrogate variable, with a monotonic relationship between the two. The
latent variable can thus be seen as a surrogate value, representing the exact
same concept as the corresponding observed variable. The method infers, and
then depicts in the output graph the causal structure between these surrogate
variables. This relates to our assumption of nonparanormal distribution.
Each step in the proposed algorithm has several possible alternative solu-
tions. Based on the papers about undirected graphical models (Wang et al.,
2009a; Abegaz and Wit, 2014), an alternative for Step 1 is to transform data to
ranks and use Spearman to deal with mixture variables. To deal with missing
variables in Step 2 we use either pairwise correlation, mean imputation, or list-
wise deletion to deal with missing values. In case of pairwise correlation there
are no guarantees that the correlation matrix will be positive definite and if not
it should be projected to the closest positive definite matrix. Calculating Spear-
man pairwise correlation we have two alternatives: to apply the transformation
proposed in Equation (2.2) or not to apply.
An alternative to Step 3 could be any score based causal discovery algorithm
that can use a correlation matrix as an input. In this chapter we focus on the
alternatives for Steps 1 and 2 and would like to learn which approach is the best
for directed graphical models. Thus, we do not try to find the best alternative
for Step 3, but rather check whether the best approach for Step 1 and 2 is the
same when we use a different causal discovery algorithm. In order to do so, we
compare our results with the PC algorithm.
2.5 Experimental results
2.5.1 Simulation study
To estimate the accuracy of the causal discovery for different alternatives of Steps
1 and 2 of the algorithm discussed in the previous section, we made a simula-
tion study. We chose the Waste Incinerator Network (Lauritzen and Lauritzen,
1992) which contains a mixture of discrete and continuous variables. The Waste
Incinerator Network describes the emission from a waste incinerator depending
on the filter efficiency, waste type, burning regime, and other factors. The net-
work contains nine variables that are connected by ten arcs as can be seen in
Figure 2.1.
fThe original version of the network contains continuous Gaussian variables.
To make these variables nonnormal (here we mean non-Normally distributed),
we applied a monotonic transformation (X3). We considered the Waste Inciner-
ator Network when the correlation between variables is extreme-high (the cor-
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Figure 2.1: Waste Incinerator Network represented as (a) DAG, and (b) PAG.
The node names are abbreviated as follows: Burning regime (B), Filter state
(F), Waste type (W), CO2 concentration (C), Filter efficiency (E), Metal in waste
(MW), Light penetrability (L), Dust emission (D), Metals emission (ME).
relation matrix is close to singular) and medium (the parameters that were used
are provided in supplementary material). We generated data with three levels
of missing data (0%, 5%, and 30%) and four sample sizes: 100, 250, 500, and
1000. We repeated our experiments 50 times. Performance was measured by the
PAG accuracy measure that evaluates how many edges were oriented correctly
in the output PAG compared with the ground-truth PAG (Figure 2.1(b)). We
also estimated the correctness of the skeleton by calculating precision and recall
metrics, where the former estimates the number of edges inferred correctly to
the total number of inferred edges and the latter estimates the number of edges
inferred correctly to the number of edges in the ground truth graph (Figure 2.1).
We investigate the effect of different approaches to estimate the correlation
matrix (described in Steps 1 and 2 in Section 4) on the accuracy of the causal
discovery algorithm. We consider the following alternatives:
1. Pearson correlation with EM. (EM)
2. Spearman correlation with mean imputation. (Spearman mean)
3. Spearman correlation with list-wise deletion. (Spearman list-wise)
4. Pairwise Spearman correlation. In this approach we do not make an adjust-
ment of the Spearman correlation based on (2.4). (Spearman not adjusted)
5. Pairwise Spearman correlation with adjustment. In this approach we do
make an adjustment of the Spearman correlation based on (2.4). (Spear-
man pairwise)
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If the obtained matrix is not positive definite, it is projected to the closest positive
definite matrix (Higham, 2002). We repeat these tests for two different causal
discovery algorithms: BCCD and PC.
When there is no missing data, Spearman mean, Spearman list-wise, and
Spearman pairwise provide the same results. Thus, we compare only three al-
ternatives: EM, Spearman, Spearman adjusted. Figure 2.2 represents the results
of BCCD for two cases: when the data has a medium correlation and high corre-
lation. For medium correlation, Spearman adjusted performs similarly with the
other two methods, but for high correlation it performs significantly worse than
Spearman not adjusted and EM. The factor that is causing this difference is the
ill-defined determinant of the correlation matrix which is close to zero when the
correlation is high. Adjustment of the correlation matrix using (2.4) increases
the correlations even more, which results in a non-positive definite correlation
matrix and loss of conditional independencies between variables compressed
in the correlation matrix. This results in many incorrect edges and a low PAG
accuracy. Thus, when the correlation between variables is high, adjusting the
Spearman correlation may lead to significantly worse results. Based on this con-
clusion we did not consider Spearman adjusted for tests with missing values,
since it already showed significantly worse performance compared to Spearman
not adjusted.
Figure 2.3 shows the results of BCCD when the data have a low (5%) and
high (30%) percentage of missing values. When percentage of missing values
is low (5%) the differences between EM, Spearman mean, Spearman list-wise,
and Spearman pairwise are not significant. When the percentage of missing
values is high (30%), EM performs significantly better than Spearman for both
medium and high correlation. One of the main factors that leads to this dif-
ference in performance between EM and pairwise correlation is a non positive
definite correlation matrix with a high number of missing values. The advan-
tage of the EM algorithm in that case is that it outputs a positive definite matrix.
Even though we projected the Spearman correlation matrix to a positive defi-
nite correlation matrix, simulation tests show that EM provides more accurate
results. When the percentage of missing values is high, mean imputation leads
to a decrease in variance which results in lower accuracy. As expected, Spear-
man list-wise performs worse than all other methods due to significant loss of
information when estimating the correlation when the amount of missing data
is high.
We repeated the same experiments with PC and obtained similar patterns,
see Figure 2.4. When 5% of the data is missing, no significant difference be-
tween the methods is observed. When 30% of the data is missing, EM gives
significantly better PAG accuracy. Although BCCD is a more advanced algo-
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Figure 2.2: The accuracy of the BCCD algorithm (PAG accuracy, precision, and
recall) for the Waste Incinerator Network for data with medium and high corre-
lation when there are no missing values.
rithm than PC it provides lower PAG accuracy in these experiments. It happens
because PC infers the directions based on the assumption that there are no un-
observed common causes and no selection bias, while BCCD does not rely on
these assumptions. Since waste incinerator network does not contain unob-
served common causes and selection, PC can infer the correct structure of the
network more easily than BCCD. For both BCCD and PC increasing the sample
size improves recall and PAG accuracy, while it does not help to improve the
precision. When sample size becomes large our method starts to detect more
spurious edges leading to a decrease in precision in the simulation studies. An
increase in the number of spurious edges with an increase in sample size is
a common problem in structure learning, since with a high sample size even
very small correlations between variables become significant. In this case we are
not talking about ’spurious’ correlations (which would be resolved with more
data), but about real but weak correlations that are often present in complex,
real-world systems, but that are overlooked (not detected) in small data sets.
We compare our results with the results obtained for undirected graphical
models in (Abegaz and Wit, 2014; Wang et al., 2009a). The two main results
for undirected graphical models are: 1) Spearman and EM both perform well,
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Figure 2.3: The accuracy of the BCCD algorithm (PAG accuracy, precision, and
recall) for the Waste Incinerator Network for data with medium and high corre-
lation at two levels of missing values: 5% missing, 30% missing.
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Figure 2.4: The accuracy of the PC algorithm (PAG accuracy, precision, and
recall) for the Waste Incinerator Network for data with medium and high corre-
lation at two levels of missing values: 5% missing, 30% missing.
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while EM performs slightly better. 2) Making the projection for the correlation
matrix to the closest positive definite matrix improves the results. The main
results that we obtained for directed graphical models are: 1) EM performs sig-
nificantly better than Spearman with projection for data with a high percentage
of missing values and a high correlation between variables. 2) Working with
directed graphical models one should be careful in applying the adjustment of
the Spearman correlation. This adjustment may destroy the positive definite-
ness property of the matrix even when there are no missing values in the data.
The difference in results between undirected and directed graphical models can
arise because undirected graphical models are typically inferred under sparse-
ness constraints. Optimizing the correlation matrix under sparseness constraints
decreases the number of spurious dependencies that might otherwise arise due
to an ill conditioned or even non-positive definite correlation matrix. We do not
have a similar type of regularization to estimate the mutual information in (2.5)
and (2.6), which then may explain the larger difference in performance between
EM, Spearman, and Spearman adjusted.
2.5.2 ADHD data
We have applied the BCCD algorithm with EM to two data sets representing
two different ADHD studies performed as a part of the NeuroIMAGE study.
MID tasks study
The first study (von Rhein et al., 2014) investigated the brain response during
reward anticipation and receipt with a monetary incentive delay (MID) task in
a large sample of adolescents and young adults with ADHD, their unaffected
siblings and healthy controls. All subjects participated in cognitive testing and
neuroimaging. The brain activation was measured in ventral striatum (VS) and
orbital-frontal cortex (OFC) brain areas during the reward anticipation and re-
ceipt (von Rhein et al., 2015). The data set contained 409 participants: 189
probands with ADHD, 104 unaffected siblings, and 116 age-matched controls.
Since the presence of the unaffected siblings can blur the effect of the genes,
we did not include them in our study and consider only ADHD patients and
healthy controls. Approximately 10% of data is missing for this study. The main
reason for the presence of missing values in this data set was that part of the
experiments was very time consuming and as a result not all the results were
available yet, leading to missing values in the data set. Thus, we may assume for
this data set that data is missing completely at random. Scatter plots did not re-
veal any non-monotonic dependencies, supporting our hypothesis of monotonic
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dependencies.
Using BCCD we wanted to infer the endophenotipic model (Franke et al.,
2009) that explains the relationships between genes, brain functioning, behav-
iors, and disease symptoms. To apply causal discovery to this data set, domain
experts selected 12 variables. These variables include general characteristics,
genetic factors, comorbid disorders, symptoms, and results of the MID task ex-
periments:
1. Gender (male/female)
2. Age
3. IQ
4. DAT1 risk gene (present/not present)
5. NOS1 risk gene (present/not present)
6. Inattention symptoms (score assessed by KSADS and CPRS-R:L)
7. Hyperactivity/impulsivity symptoms (score assessed by KSADS and
CPRS-R:L)
8. Aggression (presence/absence of Oppositional Defiant Disorder (ODD) or
Conduct disorder (CD))
9. Brain activation in OFC during receipt (Receipt OFC)
10. Brain activation in VS during receipt (Receipt VS)
11. Brain activation in OFC during anticipation (Anticipation OFC)
12. Reaction time difference (the difference in reaction time with and without
a reward)
The initial data set contained two different estimates of the ADHD symp-
toms: one estimated by parents and another one estimated by a psychiatrist.
Since these are highly correlated it makes no sense to include both. We decided
to keep the parent scores, because an initial analysis revealed slightly more vari-
ation and slightly stronger correlation with the other variables. These symptom
scores represent the quantiles in the population adjusted by age and gender. We
readjusted these scores to be able to see the explicit effect of gender.
Partially due to the small sample size, the BCCD algorithm inferred only
the skeleton of the network, but not the direction of the edges for the resulting
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network. However, including prior knowledge about the domain that no vari-
able in the network can cause gender, and the endophenotypic assumption from
(Franke et al., 2009) that symptoms are the consequence of problems with brain
functioning, BCCD inferred the direction of several edges.
The causal network learned from the data is presented in Figure 2.5. The
figure indicates network edges with an estimated link of 50% or above. The
resulting network structure provides an endophenotypic model that connects
genes, brain functioning, and symptoms together. The causal model suggests
association of genes with brain activation during the monetary incentive delay
task. This model confirms several causal pathways that were previously pre-
sented in other studies, and suggests new endophenotypic pathways.
Our causal model suggests that NOS1 is associated with brain activation in
OFC during reward receipt and DAT1 with brain activation during reward an-
ticipation. The effect of genes on brain functioning was also claimed in other
studies (Hoogman et al., 2011; Dreher et al., 2009). The model proposes that the
reaction time depends on the age of the subject and his/her level of inattention.
In (Hodgkins, 1963) a similar conclusion was drawn about the increase of reac-
tion time up to early adulthood. The level of inattention symptoms depends on
the gender of the subject. This statement is confirmed by different studies in the
field of ADHD (Bauermeister et al., 2007). The level of hyperactivity/impulsivity
depends on the level of inattention and on the problems with brain activation
in MID task in VS. The effect of inattention on hyperactivity/impulsivity was
also found in (Willcutt et al., 2000). The level of aggression is associated with
the level of IQ and inattention level.
Most studies focus on association between symptoms and reward anticipation
rather than between symptoms and reward receipt and several studies report a
link between these two variables (Plichta and Scheres, 2014; Scheres et al., 2007),
whereas others do not (Paloyelis et al., 2012). The causal model inferred in our
study suggests a causal path from reward receipt to hyperactivity/impulsivity
symptoms and no clear link between reward anticipation and symptoms. More-
over, the causal model provides computational evidence for new causal associ-
ation between genes, brain functioning, and symptoms, from NOS1 to hyper-
activity/impulsivity symptoms through brain functioning during receipt. The
model inferred in this study should be treated with care, but can suggest further
studies, zooming in on some of the pathways found through this analysis.
Reversal task study
The second study investigated the behavioral response during a probabilistic
reversal learning task (PRL). With the PRL one can learn whether participants
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Figure 2.5: The causal graph representing causal relationships between variables
for the MID task ADHD data set. The graph represents a PAG, where edge
directions are marked with “ − ” and “− >” for invariant edge directions and
with “−◦” for non-invariant edge directions. The reliability of an edge between
two variables is depicted with a percentage value near each edge.
are able to adapt to a changing situation, whether they are able to learn a (new)
rule, and possibly whether participants are sensitive to reward and punishment.
The participants of the reversal task study partially overlap with the participants
from the MID task study. However, since the MID task experiments were per-
formed several years before the reversal task study, in the reversal task study the
participants are older.
We applied BCCD to investigate the relationships between ADHD symptoms
and problems with reversal behavior. Based on the domain knowledge experts
selected nine variables that are associated with ADHD and may influence the
outcome of the reversal task:
1. Gender (male/female)
2. Age
3. IQ
4. Inattention symptoms (score assessed by KSADS and CPRS-R:L)
5. Hyperactivity/impulsivity symptoms (score assessed by KSADS and
CPRS-R:L)
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6. Win stay score (percentage of trials in which participants chose the same
stimulus after a win)
7. Lose shift score (percentage of trials in which participants chose the other
stimulus after a loss)
8. Preservative error score (the amount of errors made after reversal that were
related to picking the previous stimulus)
9. Medication status (naive/not naive)
To infer a more accurate causal network we included in the model the prior
knowledge that nothing can cause gender.
The causal network inferred by BCCD is presented in Figure 2.6. This net-
work suggests the effect of age on subject’s IQ and whether the medication was
prescribed or not. Moreover, age is associated with gender in this model, which
happens due to age/gender unbalance in the sample. In contrast to the causal
model in the MID task (Figure 2.5), this causal model does not find any link
between gender and symptoms. A possible explanation can be the observation
(Kooij et al., 2005) that gender unbalance vanishes when ADHD patients get
older and become adults. Since in the reversal task study subjects are approx-
imately 3.6 years older than in the MID task study, this might explain why in
reversal task study there is no effect of gender on symptoms.
Analysis of the causal links between symptoms PRL experiment outcomes
suggest that IQ and hyperactivity/impulsivity are associated with variables re-
lated to reversal learning. Subjects with a lower IQ and higher level of hyperac-
tivity/impulsivity have a higher percentage of lose-shift responses and a lower
percentage of win-stay responses, suggesting sensitivity for punishment but not
for reward in participants with more hyperactivity/impulsivity symptoms. Al-
though we did not find a direct association between symptoms and age, older
participants with ADHD tend to have less hyperactivity/impulsivity symptoms
than younger participants (Faraone et al., 2015), possibly relating age to perfor-
mance in the PRL. Probably a sample with higher age differences is needed to
be able to infer such a pattern from the data.
The association of IQ with both win-stay and lose-shift may be related to
the difficulty of the task in general. Participants with a lower IQ have more
problems with performing the task but are not specifically more sensitive to
punishment than reward. Additionally, with the PRL one can investigate how
well people can adapt to a changing rule, which may be difficult for subjects
with ADHD (Abouzari et al., 2015). Although this is the first study of causal
analysis with ADHD and PRL performance, it shows promising possibilities for
future research.
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Symptoms 
Reversal task 
General Factors 
>99% >99% 
99% 72% 
83% 
53% 
>99% 
89% 
96% 
96% 
>99% 
56% 
84% 
Figure 2.6: The causal graph representing causal relationships between variables
for the reversal task ADHD data set. The graph represents a PAG, where edge
directions are marked with “−” and “− >” for invariant edge directions and
with “−◦” for non-invariant edge directions. The reliability of an edge between
two variables is depicted with a percentage value near each edge.
2.6 Discussion and conclusions
The simulation study shows that the EM algorithm performs better than Spear-
man with pairwise correlation, mean imputation, and list-wise deletion for di-
rected graphical models when the percentage of missing values is high, while
providing similar results when the percentage is low. Comparing EM with pair-
wise Spearman these results can be explained by the fact that the correlation ma-
trix can become non-positive definite when calculating pairwise correlation with
missing values. This leads to an incorrect estimate of the determinant. Estima-
tion of the correlation matrix using the EM algorithm outputs a positive definite
matrix that results in a better accuracy of the algorithm. Thus the EM with Gaus-
sian transformation proposed in this chapter performs better than the Spearman
pairwise correlation method proposed in (Wang et al., 2009a) for causal discov-
ery. EM outperforms mean imputation due to a more sophisticated method to
impute missing values that does not reduce variance. Bad performance of list-
wise deletion when the percentage of missing values is high is logical, since the
main part of the data is not used when applying this method. A simulation
study using the PC algorithm instead of BCCD confirmed these results. Al-
though the EM algorithm is computationally more expensive than alternative
methods described in the chapter such as pairwise correlation, it should be cal-
culated only once. For a data set of 15 variables it does not take longer than a
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minute.
Where pairwise and list-wise deletion correlation estimation that rely on the
assumption that data is missing completely at random (MCAR), EM assumes
that data is “just" missing at random (MAR). This assumption applies more
often in practice and thus increases the range of data sets for which it can be
used.
The simulation study also shows that adjustment of the Spearman correlation
when the correlation is high can decrease the accuracy of the causal discovery
algorithm. The determinant of the correlation matrix is close to zero when the
correlation between variables is high. When applying the adjustment of the
correlation matrix, the correlation increases even more which can again result
in a non-positive defined matrix determinant. For medium correlation, Spear-
man adjusted and Spearman not adjusted show similar accuracy. Thus, we can
conclude that for estimating mutual information it is better not to adjust the
Spearman correlation.
Using the BCCD algorithm we inferred an endophenotypic model of ADHD
during the MID task. The resulting model explains the effect of genes on brain
functioning, the effect of brain functioning and general factors on disease symp-
toms, and an interaction between these symptoms. This model confirms previ-
ous findings in the literature and proposes new causal links between variables.
The model shows evidence for receipt and against anticipation endophenotypes
and highlights the need to extend genetic research on this less expected en-
dophenotype. In this sense this study suggests promising new pathways for
genetic research in ADHD that need to be confirmed by genetic imaging stud-
ies.
BCCD inferred a model explaining the interaction between symptoms and
problems with reversal learning measured during the PRL task. This model
suggests that the main factors that influenced the outcome of the experiments
were hyperactivity/impulsivity, IQ, and medication. These results provide a
new insight into the reversal learning problems and can improve its treatment.
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Chapter 3
Computing lower and upper bounds
on the probability of causal
statements
Causal discovery provides an opportunity to infer causal relationships from purely ob-
servational data and to predict the effect of interventions. Constraint-based methods for
causal discovery exploit conditional (in)dependencies to infer the direction of causal rela-
tionships as was explained in Chapter 2. They typically work through forward chaining:
given some causal statements, others can be inferred by applying relatively straightfor-
ward causal logic such as transitivity and acyclicity. Starting from the premise that we
can estimate reliabilities for base causal statements, in this chapter we propose a new
approach to estimate the reliability of novel statements inferred by forward chaining.
Since reliabilities for base statements are clearly dependent, if only because inferred from
the same data, exact computation is infeasible. However, lending ideas from the area
of imprecise probability theory, we can compute bounds on the reliabilities on inferred
statements. Specifically, we make use of the good old Fréchet inequalities and discuss
two different variants: greedy and delayed. In simulation experiments, we show that
the delayed variant, at the expense of more bookkeeping and computation time, does pro-
vide slightly tighter intervals. We illustrate our method on a real-world data set about
attention deficit/hyperactivity disorder.
This chapter is based on Sokolova et al. (2016b), “Computing lower and upper bounds on the
probability of causal statements”, published in Proceedings of the Eighth International Conference
on Probabilistic Graphical Models.
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3.1 Introduction
The use of causal discovery algorithms has become increasingly popular in re-
cent years. Causal discovery algorithms are able to predict the result of an
intervention under some reasonable assumptions, purely from observational
data. Causal relationships between variables are typically represented through
a causal directed acyclic graph (DAG), where a directed path from variable X to
Y represents a causal path from X to Y.
One of the most common approaches to learn a causal DAG from data is the
so-called constraint-based approach. This approach employs a statistical inde-
pendence test and typically consists of two steps. In the first step, the skeleton
of the graph is learned based on conditional independencies inferred from the
data. In the second step, edges of the graph are oriented. This orientation is
based on the presence of so-called V-structures (or colliders). A V-structure is
a triple (X, Y,Z), where Z is a common child of X and Y, variables X and Y
are independent, but they become dependent when we condition on variable Z.
Based on the V-structures, causal statements are inferred, which determine the
orientation of the edges. By combining causal statements, new statements can
be inferred to orient other edges in the graph. Examples of popular constraint-
based approaches are IC (Pearl and Verma, 1991) and PC/FCI (Spirtes et al.,
2000).
If a causal statement is estimated incorrectly, this mistake may propagate
through the whole graph, leading to many erroneous orientations. A poten-
tial remedy, suggested by, e.g., (Triantafilou et al., 2014; Claassen and Heskes,
2012b), is to keep track of the reliability of the inferred causal statements. Stan-
dard constraint-based methods consecutively apply hypothesis tests for condi-
tional independence that provide a p-value as output. In (Triantafilou et al.,
2014) authors propose to translate these p-values into probabilities, following
the generic approach of Sellke et al. (2001), and use these probabilities to esti-
mate the reliability of the skeleton. Claassen and Heskes (2012b) estimate the
reliability of conditional independence statements by computing Bayesian scores
on DAGs over subsets of variables, and combine these into reliabilities of both
edges and orientations.
In constraint-based methods causal statements are typically inferred using
forward chaining: consecutively combining earlier inferred statements. The
causal statements themselves are clearly dependent, since inferred from the
same data, which makes combination of their reliabilities highly nontrivial. In
this chapter we propose to apply ideas from the theory of imprecise probabili-
ties (Walley, 1991) or interval probabilities (Weichselberger, 2000) to keep track
of reliability intervals instead of point estimates. By probability intervals we
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assume an estimate of an interval in which future observations will fall. We
develop a new method that estimates these probability intervals using the so-
called Fréchet inequalities (Fréchet, 1935) and prove that a particular form of the
logical statement gives the best lower and upper bound using Fréchet inequal-
ities. Although in this chapter we focus on Bayesian Constraint-based Causal
Discovery (BCCD) (Claassen and Heskes, 2012b), in principle our method can
be applied to any constraint-based causal discovery algorithm that infers causal
statements. We also propose an approximation of our algorithm that provides
similar accuracy but requires lower computational complexity.
The rest of this chapter is organized as follows. In Section 3.2, we give the
background and derive our methods for computing reliability intervals. In Sec-
tion 3.3, we apply these methods to simulated and real-world data. In Section 3.4
we provide our conclusions and discuss future work.
3.2 A Method for Computing Causal Reliability Intervals
3.2.1 Constrained-Based Causal Discovery
In order to infer a skeleton and causal statements from data, we use the BCCD
algorithm (Claassen and Heskes, 2012b). BCCD is a state-of-the-art algorithm for
estimating causal relationships between variables that also provides a reliabil-
ity measure for inferred statements and can handle both potential confounding
(i.e., does not assume causal sufficiency) and selection bias. By selection bias
we mean a process of data selection that introduces dependencies between vari-
ables that are not representative of the population. Confounding refers to an
unobserved common cause between several variables. The output of BCCD is
a so-called partial ancestral graph (PAG) (Richardson and Spirtes, 2003) that is
used to represent DAGs with latent variables. In this chapter we provide a short
description of BCCD, a more detailed description can be found in (Claassen and
Heskes, 2012b) and in Chapter 2.
The BCCD algorithm consists of two main stages.
1. Inference of the skeleton and base causal statements. BCCD considers sub-
sets of maximum K variables. For each subset, it computes a Bayesian score
(Dawid, 1984) for every directed acyclic graph. Each directed acyclic graph im-
plies particular causal statements of the form
no collider: (Z⇒ X)∨ (Z⇒ Y)∨ (Z⇒ S)
no causal path: (Z⇒ X)∧ (Z⇒ S)
causal path: (Z⇒ X)∧ (Z⇒ S)
(3.1)
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where statement (Z⇒ S) indicates a selection bias S on variable Z. The first
line follows from a so-called minimal conditional independence: if conditioning
upon a variable Z breaks the conditional dependence between two variables X
and Y, Z must have a causal path to X, Y, or both (more details can be found
in (Claassen and Heskes, 2012b)). The second line follows from a minimal con-
ditional dependence: if adding Z to the conditioning set makes a variable X
dependent of another variable, say Y, there cannot be a causal path from Z to X
(nor from Z to Y) and there can be no selection bias (S) on Z. This corresponds
to the V-structure mentioned before. The first line is in a sense the negation of
the second line: it states that Z must be on a path between X and Y, but cannot
lead to a V-structure, so cannot be a collider on this path. BCCD infers the reli-
ability for each causal statement by combining the Bayesian scores for all DAGs
that match this statement. This reliability gives a conservative estimate of the
probability of a causal relation (Claassen and Heskes, 2012b). We interpret it as
an estimate for the probability that the causal statement is true.
2. Combination of causal statements. In the second stage, BCCD infers new
causal statements by combining causal statements and applying rules from stan-
dard causal logic:
irreflexive: (X⇒ X) ` false
acyclic: (X⇒ Y) ` (Y ⇒ X)
transitive: (X⇒ Y)∧ (Y ⇒ Z) ` (X⇒ Z)
(3.2)
The system of causal statements is closed, in the sense that all newly inferred
causal statements can also be written in the form (3.1), with special cases
(Z ⇒ X) ∨ (Z ⇒ S) (causal path or selection bias; first line, when Y equals
X) and (Z⇒ S) (no selection bias; second line, when X equals Z).
The output of the BCCD algorithm is a list of statements of the form
(X ⇒ Y), (Y ⇒ X), or (X ⇒ S). Given a skeleton, these statements can be
used to determine the directions of edges, e.g., a combination of two statements
(X ⇒ Y), (Y ⇒ X) suggests a causal effect of X on Y that is represented as X→ Y
in a PAG. Statements (X ⇒ Y), and (Y ⇒ X) indicate a selection bias between X
and Y and is represented with X − Y in a PAG. If a list of statements contains
(X ⇒ Y), (Y ⇒ X) then there is a latent confounding between two variables that
is represented as X ↔ Y in a PAG. Circle marks are used to mark edges which
directions cannot be fully determined, e.g., if only statement (X ⇒ Y) was in-
ferred, it is either a causal effect X → Y or a selection bias X − Y, which will be
represented as X− ◦Y in a PAG.
The parameter K, which determines the subsets of variables considered by
BCCD to infer causal statements, plays an important role in the BCCD algorithm.
The higher K, the more causal statements can be inferred directly, without the
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need to combine statements using causal logic. On the other hand the com-
plexity of the algorithm grows exponentially with K. For example the number
of possible causal models for which likelihoods should be estimated is 25 for
K = 3 and 29.281 for K = 5. The default value of K is five variables, a fine
compromise between complexity and accuracy. In this chapter, we will also con-
sider K = 3, to better demonstrate the effect of different strategies for combining
causal statements.
Example 1. As a running example, we will consider a so-called Y-structure (Mani
et al., 2012). This structure, sketched in Figure 3.2.1, consists of four variables, where
X1, X2, and X3 form a V-structure and X4 is a child of X3. Given enough data generated
from such a Y-structure, BCCD with K = 3 would infer the base causal statements.
ψ1 : (X3 ⇒ X1)∧ (X3 ⇒ S)
ψ2 : (X3 ⇒ X2)∧ (X3 ⇒ S)
ψ3 : (X3 ⇒ X1)∨ (X3 ⇒ X4)∨ (X3 ⇒ S)
ψ4 : (X3 ⇒ X2)∨ (X3 ⇒ X4)∨ (X3 ⇒ S)
ψ1 and ψ2 follow from the minimal conditional dependence between X1 and X2 given
X3, ψ3/ψ4 from the minimal conditional independencies between X1/X2 and X4 given
X3. Applying the causal rules (3.2), we can infer various new statements:
(ψ1 ∧ψ3) ` γ1 with γ1 : (X3 ⇒ X4)∧ (X3 ⇒ S)
(ψ2 ∧ψ4) ` γ1
(ψ1 ∧ψ3) ` γ2 with γ2 : (X4 ⇒ X1)∧ (X4 ⇒ S)
(ψ2 ∧ψ4) ` γ3 with γ3 : (X4 ⇒ X2)∧ (X4 ⇒ S)
The derivation of γ1 is relatively straightforward; γ2 and γ3 are most easily proven
by contradiction. Note further that two combinations here lead to the same statement.
Given these new statements γ1 through γ3, we can then also infer
γ1 ∧ γ2 ` θ1 with θ1 : (X4 ⇒ X3)∧ (X4 ⇒ S)
γ1 ∧ γ3 ` θ1
Figure 3.1 gives the logic tree for deriving the causal statement θ1. The question we
would like to answer is: given probabilities of the base causal statements ψ1 through ψ4,
what we can say about the probability of the inferred statement θ1? Note that in this
example, BCCD with K = 5 would already give θ1 as a base causal statement with a
corresponding reliability.
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a
X1 X2
X3
X4 b
ψ1 ψ3 ψ2 ψ4
∧ ∧ ∧ ∧
∨
γ2 γ1 γ3
∧ ∧
∨
θ1
Figure 3.1: (a) Example of a Y-structure. (b) Different levels of representing
the inference of the statement θ that encodes an arrow between variable X4 and
variable X3 in Figure (a).
3.2.2 Estimation of Probability Intervals
The native version of BCCD estimates reliabilities from inferred statements by
taking the product when statements are combined with an AND (as if the under-
lying statements are independent) and taking the maximum when statements
are combined with an OR (giving a conservative estimate). Empirically, this
appears to work fine in practice. Here, we propose to give up on estimating
reliabilities on inferred statements, but instead derive an algorithm to compute
reliability intervals making use of the well-known Fréchet inequalities (Fréchet,
1935).
As should be clear from Figure 3.1, newly inferred statements are de-
rived from a (potentially complicated) mixture of conjunctions (ANDs) and
disjunctions (ORs) of the base statements. Suppose we have the conjunction
ψconjunct a ψ1 ∧ψ2 ∧ . . .∧ψn, then the Fréchet inequalities give
max
(
0,
n∑
i=1
P(ψi) − (n− 1)
)
6 P(ψconjunct) 6 min
i
P(ψi) ,
with P(ψi) the probability of the causal statement ψi. Similarly, applying
Fréchet inequalities to a disjunction ψdisjunct a ψ1 ∨ψ2 ∨ . . .∨ψn gives
max
i
P(ψi) 6 P(ψdisjunct) 6 min
(
1,
n∑
i=1
P(ψi)
)
.
Using these inequalities, we can keep track of lower bounds and upper
bounds on the probability of inferred causal statements, indicated by
¯
P and P¯,
respectively. We will use shorthand notation I(ψ) = [
¯
P(ψ), P¯(ψ)] to refer to the
probability interval for causal statement ψ. We will use lower case Greek letters
ψ, γ, θ to refer to causal statements and upper case Greek letters Ψ, Γ , Θ for the
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corresponding formulae that have been used to derive the causal statements. We
will write both P¯(Φ) and P¯(φ), the interpretation of which should be clear from
the context.
Specifically, we have the following rules for combining intervals of two causal
statements:
¯
P(ψ1 ∧ψ2) = max (0, ¯
P(ψ1) + ¯
P(ψ2) − 1) ,
P¯(ψ1 ∧ψ2) = min
(
P¯(ψ1), P¯(ψ2)
)
,
¯
P(ψ1 ∨ψ2) = max ( ¯
P(ψ1), ¯
P(ψ2)) ,
P¯(ψ1 ∨ψ2) = min
(
1, P¯(ψ1) + P¯(ψ2)
) (3.3)
We now propose two different algorithms: greedy and delayed. When two
causal statements are combined to derive a new one, the greedy algorithm im-
mediately applies the rules (3.3) to compute a new interval for the newly inferred
statement. The delayed algorithm, on the other hand, delays the computation
of the intervals as much as possible. It keeps track of the propositional formula
that led to the causal statement of interest, attempts to simplify it, and only then
computes the interval. We can use each of these algorithms as subroutines in
the second part of the BCCD algorithm, explained in Section 3.2.1.
Example 2. We consider the logic tree of Figure 3.1. Suppose that the probabilities of
the base causal statements are P(ψ1) = 0.8, P(ψ2) = 0.85, P(ψ3) = 0.9, and P(ψ4) =
0.95. The greedy algorithm sequentially applies (3.3) to yield I(γ2) = [max(0,P(ψ1) +
P(ψ3) − 1), min(P(ψ1),P(ψ3))] = [max(0, 0.8 + 0.9 − 1), min(0.8, 0.9)] = [0.7, 0.8],
I(γ3) = [0.8, 0.85], I(γ1) = [0.8, 1], I(γ1 ∧ γ2) = [0.5, 0.8], I(γ1 ∧ γ3) = [0.6, 0.85],
and, finally, I(θ1) = [0.6, 1]. The delayed algorithm, on the other hand, first expresses
each of the inferred causal statements as a formula in terms of the base statements ψ1
through ψ4. For γ1 and θ1, we arrive at
θ1 a Θ1,γ1 a Γ1 with Θ1 ≡ Γ1 = (ψ1 ∧ψ3)∨ (ψ2 ∧ψ4) . (3.4)
Now applying the Fréchet inequalities, first on the conjunctions and then on the disjunc-
tion, we obtain I(θ1) = I(γ1) = [0.8, 1]: a tighter bound than for the greedy algorithm.
A causal statement combining more than two base causal statements can
have various equivalent formulae, each suggesting a different ordering in the
application of the Fréchet inequalities. In the above example, the formula (3.4)
happens to be in disjunctive normal form (DNF): a disjunction of clauses, each
of which is a conjunction of literals. Instead, we could also write it in conjunctive
normal form (CNF), as a conjunction of disjunctive terms:
Θ1 = (ψ1 ∨ψ2)∧ (ψ1 ∨ψ4)∧ (ψ3 ∨ψ2)∧ (ψ3 ∨ψ4) . (3.5)
Given this formula, we would first apply the Fréchet inequalities to the disjunc-
tive clauses and only then to their conjunction. This would give I(θ1) = [0.65, 1].
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Each formula is monotone, i.e., only contains positive statements. Note that
here we treat (Z ⇒ X) ∧ (Z ⇒ S) and (Z ⇒ X) ∨ (Z ⇒ S) as two separate
(positive) causal statements, where one follows from the other because of the
acyclicity condition. The minimal DNF and CNF representations corresponding
to a monotone formula are unique (Goldsmith et al., 2005). Given a formula
Γ , we now consider two ways of computing bounds: following the natural or-
dering corresponding to its minimal DNF representation ΓminDNF or according
to its minimal CNF representation ΓminCNF. In the Appendix, we show that,
when using Fréchet inequalities, the minimal DNF representation is better for
computing the lower bound, i.e.,
¯
P(ΓminDNF) > ¯P(Γ), whereas the minimal CNFrepresentation is better for computing the upper bound, i.e., P¯(ΓminCNF) 6 P¯(Γ).
This then suggests the following approach for the delayed algorithm. For
each statement, we keep track of its minimal DNF and CNF. Whenever we com-
bine two statements γ1 and γ2 with corresponding formulae Γ1 and Γ2 to derive
a novel statement θ1 using a conjunction, we combine the minimal CNFs of Γ1
and Γ2 into a CNF through Θ1 = (ΓminCNF,1 ∧ ΓminCNF,2), simplify that to its mini-
mal CNF, and convert this to a (minimal) DNF using Quine’s algorithm (Quine,
1955). When it so happens that the novel statement θ1 coincides with an earlier
derived statement θ2, we keep only one statement and replace Θ1 and Θ2 by
their disjunction (Θ1 ∨Θ2) simplified into its minimal DNF.
In practice, the total number of literals in the formulae may grow very fast.
Since translating between CNF and DNF can produce expressions of exponen-
tial size, the delayed algorithm is practically infeasible. In practice, we therefore
restrict the number of literals in the minimal DNF representation to a prespec-
ified maximum M. That is, if combining two causal statements γ1 and γ2 with
corresponding formulae Γ1 and Γ2 leads to a new formula ΘminDNF with in to-
tal more than M literals, we choose to ignore how γ1 and γ2 were derived and
switch to a greedy approximation at this level, cutting the tree and treating γ1
and γ2 as new base statements with their respective lower and upper bounds.
In the experiments described in the next section, we set M = 13.
3.3 Results
3.3.1 Simulated Data
Through a simulation study, we aim to investigate to what extent the type of al-
gorithm (greedy and delayed) affects the tightness of the bounds. Furthermore,
we will check whether any improvement in the bounds then also leads to an
improvement in the accuracy of the causal statements derived.
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We generated data with sample sizes 500, 1500, and 3000 from random
graphs with linear interactions between 6, 9, and 12 Gaussian random variables
and some other predefined properties (adapted from (Melancon et al., 2000)).
Each experiment is repeated 20 times. For the delayed algorithm, we set the
maximum number of literals in any formula to M = 13, to obtain a compromise
between accuracy and computational complexity. Higher values do not lead to
significantly different results, but considerably increase the computational costs.
We considered BCCD with two different values, K = 3 and K = 5 (the default),
for the parameter K that specifies the maximum number of variables used to
infer the base causal statements. Since with higher K, BCCD will already find
many causal statements without the need to explicitly combine statements us-
ing causal logic, we expect the difference between the greedy and the delayed
algorithm to be more distinct for the smaller value of K. As in native BCCD, we
process causal statements sequentially, going from the most to least reliable (in
terms of the lower bound reliability) and ignore any causal statements with a
(lower bound) reliability below 0.5.
We first focus on the lower bounds obtained by both variants for causal state-
ments involving only pairs of variables (and possibly selection bias), i.e., state-
ments of the form Z ⇒ X (with and without potential selection bias on Z) and
Z ⇒ X. We will refer to these as pairwise causal statements. Since for many
such pairwise causal statements the greedy and delayed variants give the ex-
act same lower bound, we only consider those cases where the lower bounds
are indeed different. Because both variants ignore any causal statements with
a lower bound reliability below 0.5, the greedy variant will typically end up
with less pairwise causal statements than the delayed variant. When comparing
the lower bound reliability for causal statements that are only inferred by the
delayed variant, we set the lower bound for the greedy algorithm to 0.5.
The plots on the top of Figure 3.2 give the mean difference between the
lower bounds inferred by both variants for different sample sizes, numbers of
variables, and K = 3 (green, solid) or K = 5 (blue, dashed), averaged over 20
experiments. The errorbars give the 95% confidence interval of the mean. With
K = 3, the delayed algorithm indeed improves the lower bound, in particular for
larger sample sizes where base causal statements tend to have a higher reliability
and more causal statements can be combined before the reliability drops below
the threshold of 0.5. The size of the graph does not appear to have a serious
effect. For K = 5, the improvement in the tightness of the lower bound is smaller:
most causal statements are directly derived as base causal statements.
Having access to the ground truth, we can compare the inferred causal struc-
tures, in PAG form, with the true underlying PAG. Here, for each output PAG,
we evaluate how many edges are correctly oriented by each of the algorithms.
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Figure 3.2: Results on simulated data. Top row: mean difference between the
lower bound reliabilities for pairwise causal statements computed using the de-
layed and the greedy variants as a function of sample size. Bottom row: differ-
ence in PAG accuracy (% of edge marks in PAG) for both variants as a function
of sample size. Results for graphs with 6, 9, and 12 variables (from left to right)
and K = 3 (green, solid) and K = 5 (blue, dashed). See the main text for further
explanation.
For example if the model predicted the edge direction as X1 → X2, while the
ground model was X1 ↔ X2, we count that arrow from X1 to X2 was predicted
correctly, but tail was predicted incorrectly and count one error in two causal
statements. The plots on the bottom of Figure 3.2 display the mean difference
between the PAG accuracy of the delayed and the greedy variant, over the same
20 experiments. Errorbars again give the standard error of the mean. It can be
seen that, for larger sample sizes, the better bounds indeed appear to lead to a
small improvement for the delayed over the greedy algorithm. In conclusion,
the more expensive delayed algorithm leads to better bounds. The greedy algo-
rithm is to be preferred when computational complexity is really an issue and
then the greedy algorithm still leads to acceptable bounds and PAG accuracies.
3.3.2 Real-World Data
To illustrate the estimate of the lower and upper bound by the delayed algorithm
(K = 5) on real-world data, we use the data described in (Hoogman et al., 2013,
2011) describing patients with attention deficit-hyperactivity disorder (ADHD).
The study included 164 participants, 87 patients, and 77 control subjects from
the Dutch chapter of the International Multicentre persistent ADHD Collabora-
Tion (IMpACT). The goal of the study was to investigate the connection between
52
3.3. Results
candidate gene DAT1, brain functioning, and behavior characteristics associated
with reward-related problems in ADHD. Two experiments were performed to
learn these relationships. In the first experiment brain activity during the reward
anticipation phase of the Monetary Incentive Delay (MID) task in a functional
MRI paradigm was assessed. The MID task activates the ventral striatum, where
DAT1 is most highly expressed. In the second experiment a delay discount task
(Dom et al., 2006) was performed that aims to evaluate reward-related impul-
sivity.
To apply causal discovery using the BCCD algorithm, we selected ten vari-
ables from this data set. The first seven variables (disease status, smoking behav-
ior, hyperactivity/impulsivity symptom score, attention-deficit symptoms score,
medication status, presence of the DAT1 risk haplotype, ventral-striatal brain ac-
tivation) were selected as part of the study that is described in detail in the next
chapter. The extra three variables that were added based on a delay discount
task are: reward-related impulsivity behavior; IQ level; education level. As prior
information we incorporated the assumption that the DAT1 risk haplotype can-
not be influenced by any other factor in the model, and that diagnosis is present
downstream of symptoms, i.e., that symptoms cannot be caused by diagnosis.
The resulting causal graph is presented in Figure 3.3. This figure includes
only edges with a reliability of a direct causal link higher than 50%. The edges
inferred in the graph are in line with several literature studies. The link be-
tween DAT1 risk haplotype and ADHD symptoms is also found in (Gizer et al.,
2009). The effect of the ADHD on brain functioning was shown in (Scheres
et al., 2007). The association between ADHD and smoking was described in
(Milberger et al., 1997). Correlation between ADHD and reward-related impul-
sivity was discussed in (Paloyelis et al., 2009). Thus, we can conclude that BCCD
has inferred a reliable skeleton from the data.
BCCD was also able to infer the directions of some edges in Figure 3.3. Here
we used a lower bound threshold of 30% to get a broader overview of possi-
ble edge directions. Combining causal statements, BCCD was able to infer the
lower and upper bounds for two arrows and two tails in the graph. Other edge
directions were directly inferred from the conditional independencies observed
in the data. The lower and upper bounds for the edge directions suggest that
there is strong evidence that ADHD status (patient/control) influences the med-
ication status (reliability tail [0.78,1.0], arrow [0.89,0.99]). On the other hand
there is vague evidence that the association between reward-related impulsivity
and IQ goes from former to latter (reliability tail [0.5,1.0]). We compared these
bounds with bounds obtained by the default BCCD algorithm that estimates
the probability of a causal statement by taking the product of probabilities in
case of a conjunction and maximum in case of a disjunction. Using the default
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Risk haplotype
–
0.98
0.99
Hyperactiviy/Impulsivity
–/0.99/0.99
–/0.99/0.87
Inattention
0.93/0.99/0.99
Brain activation
–/0.63/0.55
Patient/Control
[0.89,0.99]
0.99
[0.78,1.00]
0.63
0.61
0.63
0.82/0.76/0.82
Medication Smoking Reward related impulsivity
[0.50,1.00]
0.85
[0.33,0.82]
Education
–/0.99/–
IQ
Figure 3.3: The causal graph representing causal relationships between variables
for the ADHD data set. The graph represents a PAG, where edge directions are
marked with “−”and “>" for invariant edge directions and with “◦" for non-
invariant edge directions. The reliability of an edge and its direction are depicted
with a reliability score in the interval [0,1] near each edge, in the following
format: “the arrow or tail on the left/edge/arrow or tail on the right". In case
the annotation is vertical then top row is the reliability of the top arrow or tail
and bottom row is the reliability of the bottom arrow or tail. Edge directions
where the reliability of the arrow or tail is lower than 30% are marked with “-".
algorithm the probability of a tail between reward-related impulsivity and IQ
was 0.56 and the probability of an arrow was 0.46. Thus, both probabilities were
slightly higher than the lower bound obtained with the delayed algorithm. The
probability of an arrow and a tail between ADHD status (patient/control) and
the medication status obtained with the default BCCD algorithm coincided with
the lower bound obtained with the delayed algorithm.
3.4 Conclusion and Discussion
In this chapter we provided a method to estimate lower and upper bounds for
the reliability of a causal statement. Such bounds are valuable to convey the
uncertainties involved in causal discovery to practitioners. They help to provide
guidelines for setting up new (intervention) experiments to test causal hypothe-
ses inferred from observational data.
We demonstrated how our approach can be integrated in the BCCD algo-
rithm. However, any other constraint-based algorithm that infers causal state-
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ments can be used potentially. We showed that a full, “delayed" version of our
algorithm gives the best bound and PAG accuracies. However, it can be ex-
pensive for larger graphs, which is why we came up with a cheaper, “greedy"
variant. In this chapter we considered Fréchet inequalities to estimate the lower
and upper bounds of causal statements, but other approaches such as linear
programming can also be used to compute the bounds. For example, using SAT
solvers in some cases it is possible to provide more accurate lower and upper
bound estimates than using Fréchet inequalities, as shown in (Hailperin, 1965).
3.5 Appendix
First we recall some well-known concepts from Boolean logic. Literals are vari-
ables and negated variables. A conjunction of literals is a term, sometimes rep-
resented as a set of literals. A disjunction of literals is a clause. Every Boolean
function can be represented as a conjunction of clauses, referred to as conjunc-
tive normal form (CNF), as well as a disjunction of terms (DNF), referred to as
disjunctive normal form (DNF). A monotone Boolean function is one without any
negated variables. A term φ subsumes a term ψ iff φ ⊂ ψ.
Lemma 3.1 (Lower bound). Given any monotone formula Γ and its corresponding
(unique) minimal DNF representation ΓminDNF. When using Fréchet inequalities, the
minimal DNF representation gives the best possible lower bound, i.e.,
¯
P(ΓminDNF) >
¯
P(Γ).
Proof. The proof is by induction on the number n of operators (∨,∧) in Γ . The
base case n = 0 clearly holds. If n > 0 then Γ can be rewritten as a disjunction,
Γ = Γ1∨Γ2 or a conjunction, Γ = Γ1∧Γ2 of two formulae Γ1 and Γ2, with (n1,n2) <
n. We assume that the lemma holds for Γ1 and Γ2, and prove that it then also
holds for Γ . Let us first consider the disjunction, i.e., we suppose that Γ = Γ1∨Γ2.
Then, by definition of how we apply the Fréchet inequalities,
¯
P(Γ) =
¯
P(Γ1 ∨ Γ2) = max ( ¯
P(Γ1), ¯
P(Γ2)) 6 max ( ¯P(ΓminDNF,1), ¯P(ΓminDNF,2)) ,
where the last step follows from the induction assumption. Now,
¯
P(Γ) 6 max (
¯
P(ΓminDNF,1), ¯
P(ΓminDNF,2)) = ¯
P(ΓminDNF,1 ∨ ΓminDNF,2) = ¯
P(ΓminDNF) .
Since all formulae are monotone, ΓminDNF is unique and can be obtained by re-
moving terms from the disjunction of ΓminDNF,1 and ΓminDNF,2 such that it does not
contain any subsumed terms (Quine, 1955). Clearly, removing subsumed terms
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does not change the lower bound, which gives the last step in the disjunctive
part of the proof. For the conjunction, we have
¯
P(Γ) =
¯
P(Γ1 ∧ Γ2) = max (0, ¯
P(Γ1) + ¯
P(Γ2) − 1)
6 max (0,
¯
P(ΓminDNF,1) + ¯
P(ΓminDNF,2) − 1) ,
again with the first step by definition of how we compute a lower bound using
the Fréchet inequalities and the last step from the induction assumption. Now,
since for probability values (a,b) ∈ [0, 1], we have a+ b− 1 6 max(a,b), we get
¯
P(Γ) 6 max (0,
¯
P(ΓminDNF,1) + ¯
P(ΓminDNF,2) − 1)
6 max (
¯
P(ΓminDNF,1), ¯
P(ΓminDNF,2)) = ¯
P(ΓminDNF,1 ∨ ΓminDNF,2) = ¯
P(ΓminDNF) .
Lemma 3.2 (Upper bound). Given any monotone formula Γ and its corresponding
(unique) minimal CNF representation ΓminCNF. When using Fréchet inequalities, the
minimal CNF representation gives the best possible upper bound, i.e., P¯(ΓminCNF) 6
P¯(Γ).
Proof. We follow exactly the same reasoning as in the proof of Lemma 1, but
consider the upper bound instead of the lower bound and minCNF instead of
minDNF. For Γ = Γ1 ∧ Γ2 we now have
P¯(Γ) = P¯(Γ1 ∧ Γ2) = min
(
P¯(Γ1), P¯(Γ2)
)
> min
(
P¯(ΓminCNF,1), P¯(ΓminCNF,2)
)
,
and
P¯(Γ) > min
(
P¯(ΓminCNF,1), P¯(ΓminCNF,2)
)
= P¯(ΓminCNF,1 ∧ ΓminCNF,2) = P¯(ΓminCNF) .
For Γ = Γ1 ∨ Γ2 we have
P¯(Γ) = P¯(Γ1 ∨ Γ2) = min
(
1, P¯(Γ1) + P¯(Γ2)
)
> min
(
1, P¯(ΓminCNF,1) + P¯(ΓminCNF,2)
)
,
and
P¯(Γ) > min
(
1, P¯(ΓminCNF,1) + P¯(ΓminCNF,2)
)
> min
(
P¯(ΓminCNF,1), P¯(ΓminCNF,2)
)
= P¯(ΓminCNF,1 ∧ ΓminCNF,2) = P¯(ΓminCNF) .
•
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Chapter 4
Indirect link between DAT1 genetic
variants and striatal brain activation
during reward processing
In this chapter we focus on the application of the BCCD algorithm discussed in Chapters
2 and 3 to the real-world data about Attention-deficit/hyperactivity disorder (ADHD).
This disorder is highly heritable, however, little is known about the genetic mechanisms
that cause it. One of the candidate genes for ADHD is DAT1, encoding the dopamine
transporter. In an attempt to clarify its mode of action, brain activity was accessed
during the reward anticipation phase of the Monetary Incentive Delay (MID) task in
a functional MRI paradigm in 87 adult participants with ADHD and 77 controls (av-
erage age 36.5 years). The MID task activates the ventral striatum, where DAT1 is
most highly expressed. A previous analysis based on standard statistical techniques did
not show any significant dependencies between a variant in the DAT1 gene and brain
activation. In this chapter we used an alternative method for analyzing the data, causal
modeling using BCCD algorithm (see Chapter 2). The main advantages of BCCD in
comparison to other methods is it’s ability to find direct and indirect dependencies be-
tween variables, determine the strength of the dependencies, and provide a graphical
visualization to interpret the results. BCCD confirmed that there is no evidence of a
direct link between DAT1 genetic variability and brain activation, but suggested an
indirect link mediated through inattention symptoms and diagnostic status of ADHD.
Our finding of an indirect link of DAT1 with striatal activity during reward anticipa-
This chapter is based on Sokolova et al. (2015b), “Causal discovery in an adult ADHD data
set suggests indirect link between DAT1 genetic variants and striatal brain activation during re-
ward processing”, published in the American Journal of Medical Genetics Part B: Neuropsychiatric
Genetics.
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tion might explain existing discrepancies in the current literature. Further experiments
should confirm this hypothesis.
4.1 Introduction
Attention- deficit/hyperactivity disorder (ADHD) is an impairing and highly
heritable disorder affecting both children and adults. It is characterized by two
types of symptoms, hyperactivity/impulsivity and inattention, which can occur
separately or combined. Studies show that individuals with ADHD have altered
cognitive functioning in several domains, among which is reward processing.
For example, people with ADHD tend to choose small immediate rewards in-
stead of larger delayed rewards more frequently than healthy controls (Luman
et al., 2005). Also on the neural level, there is evidence for altered reward pro-
cessing. A key area in the brain involved in reward processing is the stria-
tum, and many studies using magnetic resonance imaging (MRI) have shown
hypoactivation in this part of the brain in individuals with ADHD. A recent
meta-analysis showed a significant, moderate effect size (Cohen’s d = 0.48–0.58)
of ventral–striatal (VS) hyporesponsiveness in individuals with ADHD (Plichta
and Scheres, 2014).
The neurotransmitter system thought to be most strongly involved in reward
processing in the brain is dopamine. Several dopamine-related genes have been
associated with ADHD (Franke et al., 2012), among which the gene encoding the
dopamine transporter, DAT1 (official name SLC6A3) (Franke et al., 2010; Gizer
et al., 2009). Genetic variation of the DAT1 gene may lead to interindividual
variation in the availability of dopamine transporters and, as a result, in the level
of dopamine available for signaling (Faraone et al., 2014; Shumay et al., 2011).
The 10-6 haplotype of two DAT1 variable number of tandem repeat (VNTR)
polymorphisms, one located in the 3’ untranslated region (UTR) and the other
in intron 8, has been shown to increase risk for ADHD in childhood (Asherson
et al., 2007; Brookes et al., 2006). A different haplotype of the same two VNTRs,
the 9-6 haplotype, was found associated with ADHD in adults (Franke et al.,
2008, 2010).
Several studies have been performed in an attempt to clarify whether - and if
so, how - DAT1 affects reward processing. The results of those studies have been
inconsistent. Three studies in healthy adults found lower reward-related striatal
activation during reward anticipation to be associated with homozygosity for the
10-repeat allele of the 3‘UTR VNTR compared to carriership of the 9-repeat allele
(Aarts et al., 2010; Dreher et al., 2009; Forbes et al., 2009), two other studies did
not find an effect of DAT1 genotype (Hahn et al., 2011; Nikolova et al., 2011). In
children with ADHD, one study found lower striatal activation to be associated
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with the homozygous 10-repeat compared to 9-repeat carriership (Durston et al.,
2008), whereas another study found the opposite (Bedard et al., 2010).
To help resolve inconsistencies between previous studies, Hoogman et al.
(2013) assessed brain activity in a sample of adults with ADHD and healthy
comparison subjects during a Monetary Incentive Delay (MID) task. This task
is known to activate the ventral striatum (Hermans et al., 2010; Knutson et al.,
2001), where DAT1 is most highly expressed. Analyzing 87 patients and 77 con-
trols, the standard statistical methods (F-test, t-test, X2 test) used in this analysis
(a) showed higher prevalence of the 9-6 DAT1 haplotype in patients compared
to the healthy control group (X2=10.04, p=0.002), (Hoogman et al., 2013), and
(b) confirmed previous findings that individuals with ADHD have lower task-
related striatal activation compared to healthy subjects (t(162) =-2.32, p=0.02).
The study, however, did not reveal a significant effect of the DAT1 haplotype on
striatal activation during reward anticipation (F(3,158) =0.24, p=0.63).
In the current study we used an alternative method to analyze the data
reported in Hoogman et al. (2013), involving causal modeling. Bayesian
Constraint-based Causal Discovery (BCCD) algorithm (Claassen and Heskes,
2012a) descrined in detail in Chapter 2 applied in this study learns a causal
model from the observed data. This method focuses on the exploratory anal-
ysis of the data, suggesting probable causal dependencies and providing novel
hypotheses for further testing. The causal modeling approach has several ad-
vantages over standard analysis techniques. First, it provides an opportunity to
learn the causes and effects from data. Second, it detects whether the depen-
dency between variables is direct or mediated through other variables. Third, it
can visualize the results in the form of a graph that makes the interpretation of
the results easier. The goal of this study was to make an exploratory analysis
of the data describing MID task using the BCCD algorithm to build a model
that can explain the inconsistencies between previous studies. Thus, no a pri-
ori hypotheses about the effect of gene on brain functioning were made at the
beginning of the study.
4.2 Materials and Methods
4.2.1 Participants
The study included 164 participants, 87 patients and 77 control subjects from
the Dutch chapter of the International Multicentre persistent ADHD Collabo-
raTion (IMpACT) (Franke et al., 2010). Patients and controls represented two
age-, gender-, and IQ-comparable groups. All subjects participated in cognitive
testing and neuroimaging. Twenty-seven of the patients who underwent the
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tests were medication-naive. The rest used medication and had to withdraw it
from 24 hours before the experiments. Patients were also asked to refrain from
smoking and drinking coffee before and during testing. Diagnostic work-up of
the patients and controls has been described elsewhere (Hoogman et al., 2013).
Shortly, patients were included if they met DSM-IV-TR criteria for ADHD in
childhood as well as adulthood. Participants were assessed using the Diagnostic
Interview for Adult ADHD (DIVA) (Kooij, 2010) to confirm clinical diagnosis.
In addition, a quantitative measure of clinical symptoms was obtained using
the ADHD-DSM-IV Self Rating scale (Kooij et al., 2005). Additional measures
included IQ (using 2 subtests of the Wechsler Adult Intelligence Scale-III), smok-
ing behavior (self-report), and medication status (self-report).
Exclusion criteria for participants were psychosis, addiction in the last 6
months, current major depression (assessed with SCID-I), full-scale IQ estimate
less than 70 (Wechsler Adult Intelligence Scale-III), neurological disorders, sen-
sorimotor handicaps, non-Caucasian ethnicity, and medication use other than
psychostimulants or atomoxetine. Additional exclusion criteria for comparison
subjects were a current or past neurological or psychiatric disorder according to
SCID-I.
4.2.2 Experiment description
In order to evaluate striatal activation in response to the reward stimulus, Hoog-
man et al. (2013) performed a set of experiments involving the MID task (Knut-
son et al., 2001). While performing the task, participants had to press a button
as soon as possible, when seeing a target on the screen. If doing so in time,
a reward could be earned. Prior to the target screen a reward cue screen was
shown, which indicated if the reward could be obtained or not. After each re-
sponse, the outcome was displayed. The order of the stimuli was as follows: cue
(reward or no reward cue) with a duration of 4 to 9 seconds, followed by a target
which was response active. After this a feedback screen was shown for 500 msec
followed by a blank screen for 500 msec, after which another cue was presented.
This sequence of stimuli was shown 22 to 25 times for reward cues and 22 to
25 times for no-reward cues. The response window was individually adjusted
in order to balance hits and misses. After a hit, 20 msec was subtracted from
the maximum response time and 10 msec was added after a miss. This proce-
dure resulted in comparable hit rates (35% for no-reward and 40% in the reward
condition). The participants could gain 1 Euro in the reward condition and no
money during the non-reward condition, if they responded between 270 and 500
ms after target onset. Whole brain imaging was performed with a 1.5 Tesla MR
scanner (Magnetom Avanto, Siemens Medical Systems, Erlangen, Germany) and
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a standard 8 channel head coil.
4.2.3 Data description
To apply causal discovery using the BCCD algorithm, we selected the following
seven variables measured during the study that may influence striatal activation:
• Disease status (binary: patient/control), describing whether a participant
was a patient or a control.
• Smoking behavior (binary: smoking/non-smoking), describing whether a
participant was a smoker or not. This variable was chosen, since smok-
ing influences the dopamine transmission in the brain and can therefore
influence the results of the fMRI experiments (Brody, 2006).
• Medication status (binary: naive/not naive), describing whether a patient
had ever used medication to treat his/her ADHD.
• Hyperactivity/impulsivity symptom score (discrete variable from 0 to 9),
describing the self-reported current presence of the DSM-IV hyperactiv-
ity/impulsivity symptoms.
• Attention-deficit symptoms score (discrete variable from 0 to 9), describing
the self-reported current presence of the DSM-IV inattention symptoms.
• Presence of the DAT1 haplotype (binary: present /absent), describing
whether a participant carried at least one copy of the 9-6 DAT1 haplotype
or not.
• Ventral-striatal brain activation during the MID task in the functional
(f)MRI experiment (continuous variable, detailed explanation below), de-
scribing the level of activation of the ventral striatum during reward antic-
ipation.
4.2.4 Brain data preprocessing
Data analysis of the fMRI images showed that in the contrast of brain activations
during rewarded and non-rewarded trials, some subjects showed no increased
brain activation in rewarded trials, whereas some had more than five brain re-
gions activated. In order to correct for baseline activation we added an extra
step to the normal processing pipeline of the fMRI data as described in Hoog-
man et al. (2013). For this, we picked a reference region, in which we did not
expect any influence of reward/non-reward cue. In our case, we chose white
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matter. Then we applied the standard procedure to find brain activation in the
ventral-striatal region of interest (ROI) and the white matter ROI. The first step
was to extract information about neural signals from the data obtained during
the fMRI experiments, which also contains random noise and nuisance compo-
nents. For this, a General Linear Model (GLM) was derived for the voxels that
corresponded to the ROIs (Lindquist, 2008). In a second step, the neural signal
was divided into two groups based on the reward and non-reward cues, in order
to find the difference in neural signal between the groups. Then the signal in
the ROIs was averaged for each subject, and the difference between groups was
computed. Before doing the latter, we compared the brain activation between
the striatal ROI and the reference ROI, using a Student’s t-test. The reference
region thus became a modified baseline for the neural signal. The result of the
Student’s t-test was used as a new estimate for the brain activation of interest.
The idea of the described technique is similar in spirit to a widely used method
for baseline correction of resting state MRI images using white matter (Grol
et al., 2007; Majdandzic et al., 2007; Verhagen, 2012).
Using the new brain activation measure we estimated the difference in stri-
atal activation between patients and controls. The new striatal activation mea-
sure with baseline correction better captured the dependencies between patients
and controls (t(162) = -2.69, p=0.008) than the standard measure (t(162)=-2.32,
p=0.02), probably because using a reference region for baseline adjustment re-
duced the noise in the data and improved the accuracy of estimating striatal
activation.
4.2.5 Causal Modeling
One way to represent causal models is through structural equation modeling
(SEM). This is a widely used statistical technique for testing and estimating
causal relationships in the field of medical research (Beran and Violato, 2010).
Commonly used practice in medical research is to define the structure of a SEM
manually (Neale and Schmitt, 2005). An alternative approach is to learn the
structure of the SEM automatically, using causal discovery algorithms (Pearl,
2000).
There are two main approaches to learn the structure of a SEM automat-
ically: score-based and constraint-based (Daly et al., 2011). An advantage of
the score-based approach is that it provides a measure of reliability of inferred
causal relations. This makes the interpretation of the results easier and prevents
incorrect categorical decisions (Heckerman et al., 1999). A major drawback of
the approach is that it relies on the causal sufficiency assumption which means
that the algorithm cannot detect common confounders of the observed variables.
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An advantage of the constraint-based approach is that it does not have to rely on
the causal sufficiency assumption, and, as a result, can detect common causes of
the observed variables (Spirtes et al., 2000). A disadvantage of this approach is
that its output is not always reliable. A standard approach makes use of inde-
pendence tests, making the results for borderline independencies/dependencies
incorrect sometimes (Spirtes et al., 2000). The outcome of learning a network
can be sensitive to such errors.
The method that we used to learn the structure of the SEM was developed
by (Claassen and Heskes, 2012a) and is called Bayesian Constraint-based Causal
Discovery (BCCD). This method aims to combine the strength of constraint-
based and score-based approaches. This method is able to detect common causes
of the observed variables similar to constraint-based approaches and provides
a reliability measure of the inferred relationship like the score-based approach.
This reliability measure gives a conservative estimate of the probability of a
causal relation.
A recently extended version of BCCD can handle data that contains a mixture
of discrete and continuous variables and does not require discretization that can
lead to loss of information as described in Chapter 2. BCCD works with directed
acyclic graphs that can contain latent variables. These graphs are called maximal
ancestral graphs (MAG). All MAGs that represent the same set of conditional
independencies form an equivalence class. The equivalence class for MAGs is
called a partial ancestral graph (PAG). Edge directions in a PAG are marked
with "-" and ">" if the direction is the same for all graphs belonging to the PAG
and with "◦ " otherwise. The BCCD algorithm produces PAGs as an output.
4.3 Results
Demographics of the study sample previously used in Hoogman et al. (2013)
are shown in Table 6.1. Patients and controls represented age-, gender-, and
IQ-comparable groups (p>0.22). We applied the BCCD algorithm to this data
set. As prior information we incorporated the assumption that DAT1 genotype
cannot be influenced by any other factor in the model, since chronologically
a gene is the first factor present in the lifespan, and that diagnosis is present
downstream of symptoms, i.e., that symptoms cannot be caused by diagnosis.
Running the BCCD algorithm provided three tables (Tables 4.2, 4.3 and 4.4).
Table 4.2 presents the reliability of the causal statement: “A causes B”, both
for direct and indirect causal effects. If there is an edge between A and B,
it has a tail from A to B and A causes B in the PAG. For example, variable
“Patient/Control” caused variable “Medication” with reliability 89%. Table 4.3
represents the reliability of the causal statement: “A does not cause B”, both for
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Table 4.1: Demographics of the study sample. Adapted from Hoogman et al.
(2013)
ADHD Healthy controls
Risk
haplotype
(n=25)
No risk
haplotype
(n=62)
Risk
haplotype
(n=7)
No risk
haplotype
(n=70)
M SD M SD M SD M SD
Age 37.3 12.8 35.2 10.1 41.43 12.5 37 11
IQ 11.6 2.6 11.2 2.3 12.6 2.5 11.7 2.4
Inattentive
symptoms 7.3 1.6 6 2.1 0.3 0.8 0.7 1.1
Hyperactive
/Impulsive
symptoms
5.8 2.3 5.5 2.2 0.7 1.1 0.8 1.2
N % N % N % N %
Male
subjects 6 24 30 48 3 43 28 40
Medication
-naive
subjects
7 28 19 31 – – – –
Table 4.2: The reliability estimate of the logical statement “A causes B”, where
A is represented in rows and B in columns. The estimate is provided for logical
statements with reliability of 50% or higher.
Factor A
Striatal
activation Smoking Hyperactivity Inattention
Patient/
Control Medication
DAT1
haplotype
Factor B
Striatal
activation - - - - - - -
Smoking - - - - - - -
Hyperactivity - - - - - - -
Inattention 55% 67% 86% - 93% 92% -
Patient/
Control 53% 67% - - - 90% -
Medication - - - - - - -
DAT1
haplotype - - - - - - -
direct and indirect causal effects. If there is an edge between A and B, it has an
arrow head from B to A. For example, the variable “Smoking” does not cause
variable “Patient/Control” with reliability 66%. The prior knowledge used in
the model, i.e. that DAT1 haplotype is not caused by other variables and that
diagnosis is present downstream of symptoms, is represented in Table 4.3 in
cells with a reliability of 100%.
Table 4.4 provides the reliability of the statement that a direct causal link
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Table 4.3: The reliability of the logical statement “A does not cause B”, where A
is represented in rows and B in columns. The estimate is provided for logical
statements with reliability of 50% or higher.
Factor A
Striatal
activation Smoking Hyperactivity Inattention
Patient/
Control Medication
DAT1
haplotype
Factor B
Striatal
activation - - 53% 53% 53% - 100%
Smoking - - 67% 67% 67% - 100%
Hyperactivity - - - - - - 100%
Inattention - - - - - - 100%
Patient/
Control - - 100% 100% - - 100%
Medication - - 90% 90% 90% - 100%
DAT1
haplotype - - - - - - -
Table 4.4: Reliability of direct links between two variables.
Factor A
Striatal
activation Smoking Hyperactivity Inattention
Patient/
Control Medication
DAT1
haplotype
Factor B
Striatal
activation - 16% 17% 24% 51% 26% 23%
Smoking - - 14% 29% 65% 15% 19%
Hyperactivity - - - >99% >99% 19% 15%
Inattention - - - - >99% 10% 96%
Patient/
Control - - - - - >99% 7%
Medication - - - - - - 8%
DAT1
haplotype - - - - - - -
exists between two variables. The difference between Tables 4.2 and 4.3 com-
pared to Table 4.4 is that Tables 4.2 and 4.3 give an estimate for the direction of
the causal effect, whereas Table 4.4 provides estimates for the presence of the
path between two variables. Moreover, Tables 4.2 and 4.3 show the reliability of
the direction of both direct and indirect causal paths, whereas Table 4.4 gives a
reliability estimate for a direct causal path between two variables only.
By combining Tables 4.2, 4.3 and 4.4 we constructed a causal network repre-
senting causal relationships between variables, which is presented in Figure 4.1.
For visualization purposes, this network only includes the edges with a relia-
bility of a direct causal link higher than 50%. The resulting network structure
matched some of our expectations: symptoms caused diagnosis, and the pres-
ence of an ADHD diagnosis influenced smoking behavior, prescription of med-
ical treatment, and level of striatal activation during the MID task. Moreover,
the graph showed a direct link between the DAT1 haplotype and inattention
symptoms, but not between the DAT1 haplotype and hyperactivity/impulsivity
symptoms. These findings are in line with the results obtained by Hoogman
et al. (2013).
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Figure 4.1: Output causal model representing causal relationships between vari-
ables in the MID task experiment, where edge directions are marked with ‘-’
and ‘ >’ for identifiable edge directions and with ’◦’ for non- identifiable edge
directions. Reliability estimates for the presence of an edge are depicted as per-
centage.
As apparent from the network in Figure 4.1, the causal path from the DAT1
risk haplotype to brain activation is indirect, and mediated through other vari-
ables. This causal path was not detected in the study of Hoogman et al. (2013).
Another causal path that had not been detected by the former study is the direct
path between inattention and hyperactivity/impulsivity. Assuming that there
is no common cause between the DAT1 haplotype and inattention symptoms,
we measured the strength of the causal effect using Cohen’s d and odds ra-
tio tests, depending on the variables of interest (Cohen, 1988; Nakagawa and
Cuthill, 2007).
The causal effect of the DAT1 risk haplotype on the inattention symptoms
has a large effect size (Cohen’s d 0.8, CI= [0.41, 1.20]). The link from inatten-
tion symptoms to patient/control status has a large odds ratio of 5.5 (CI= [2.87,
10.43]), while the link from patient/control status to striatal brain activation has
a medium effect size (Cohen’s d 0.4, CI= [0.11, 0.73]). As a results, the direct ef-
fect of the DAT1 risk haplotype on brain activation was small and non-significant
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(Cohen’s d 0.14, CI= [-0.24, 0.52]). If we leave out the variable patient/control,
then the individual link between the inattention and hyperactivity and brain ac-
tivation does not pass the threshold. We interpret the variable patient/control
as a summary variable that combines the influence of hyperactivity and inatten-
tion and possibly other endophenotypic variables on the other variables in the
model such as smoking, striatal activation and medication.
The causal path from diagnostic status to striatal activation appears to con-
tradict models assuming that altered brain functioning is a cause of ADHD in-
stead of it being a consequence, like the endophenotypic model proposed by
Franke et al. (2009). If we enforce such an assumption, i.e., if we add the con-
straint that there cannot be a causal path from diagnosis to striatal activation,
the causal path from the DAT1 haplotype to striatal activation disappears. In-
stead, in order to account for the observed correlation between diagnosis and
striatal activation, our analysis yields either a causal link from striatal activation
to diagnostic status, or a common cause (e.g., a comorbid disorder) that is as-
sociated with both ADHD and striatal activation. To estimate the probability of
the two alternative networks with and without endophenotypic assumption, we
calculated the Bayesian Information Criterion (Schwarz, 1978) and estimated the
posterior odd ratios. The model with the endophenotypic assumption scored a
factor of two worse (posterior odd ratio= 2.2) than the model without this as-
sumption described in the results. However, it should be mentioned that this
latter does not provide particularly strong evidence against the endophenotypic
assumption.
4.4 Discussion
In the current study we proposed an alternative method of data analysis for
functional MRI, and behavioral and genetic data. The standard methods for
such data analysis involve statistical tests that tell whether the difference in
means between two populations is statistically significant. These methods are
easy to use, but are restricted in the types of questions they can answer. They
are focused only on the presence of the dependency between observed variables
(the ones that are directly measured) and fail to determine the direction of this
dependency. Moreover, if the dependency between two observed variables is
mediated through a third observed variable, the standard methods would not
detect it, but only indicate that all three variables are correlated.
The method proposed in this chapter has several advantages over the stan-
dard statistical techniques. It allows deeper insights into the data by building
a complete model, instead of considering only pairwise dependencies, and by
distinguishing between direct and indirect causal effects. Here, we applied the
67
Chapter 4. Indirect link between DAT1 genetic variants and striatal brain
activation during reward processing
BCCD approach to an existing data set of adult patients with ADHD and healthy
controls, which had earlier been analyzed and published using standard meth-
ods of analysis (Hoogman et al., 2013).
In line with the earlier analysis results, our approach detected a direct link
between the presence of ADHD and the level of brain activation during the
MID test and a link between inattention and DAT1; neither the earlier nor the
new method provided evidence for a direct link between DAT1 variation and
brain activation during reward anticipation. The network built using the BCCD
algorithm revealed additional causal paths that had not been detected by the
earlier analysis. BCCD suggested that an indirect path exists between the DAT1
risk haplotype and striatal activation that is mediated through other variables,
such as inattention. That might be explained by the idea that the processing of
the reward or non-reward cues requires attention skills. The effect of the DAT1
risk haplotype on brain activation was small and did not reach formal statis-
tical significance, thus being hard to detect using standard bivariate statistical
techniques.
The existence of an indirect causal path from the DAT1 haplotype to striatal
activation might explain existing discrepancies between findings in the litera-
ture. Studies performed earlier (Aarts et al., 2010; Dreher et al., 2009; Forbes
et al., 2009) found an effect of the DAT1 haplotype on reward-related striatal
activation, whereas others (Hahn et al., 2011; Nikolova et al., 2011) did not find
this effect. The inferred indirect path shows that striatal activation depends
on both inattention and hyperactivity, whereas the DAT1 haplotype appears to
have a direct influence only on inattention. As a result, the effect of hyperac-
tivity/impulsivity symptoms may blur the effect of DAT1 through inattention
symptoms on striatal activation, which hence may appear statistically significant
in one cohort, but not in another.
Our analysis further suggests that there is no direct causal link from DAT1
to hyperactivity/impulsivity: the observed correlation between the DAT1 hap-
lotype and hyperactivity/impulsivity can be fully explained by the effect of
DAT1 on inattention and an effect of inattention on hyperactivity/impulsivity.
The latter is of interest in itself as well, as it might suggest that hyperactiv-
ity/impulsivity occurs downstream of inattention. This finding deserves further
study, as it could have implications for ADHD treatment – focusing on treating
inattention would then also reduce hyperactivity/impulsivity symptoms.
The model provided by our data challenges current ideas of brain imaging
measures as endophenotypes for ADHD. Our data favored a model with an in-
direct causal path from the DAT1 haplotype to striatal activation mediated by
symptoms and diagnosis, although, based on this first analysis, we do not claim
to have strong evidence against the endophenotypic assumption. It is likely that
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developmental brain alterations contribute to disease risk, and may be further
enhanced or modified by disease symptoms potentially reversing the direction
of the causal links. Recent findings by Cortese et al. (2013), for example, have
suggested that brain alterations (in this case white matter alterations) cannot be
linked to disease outcome in ADHD. Similarly, a recent treatment study suggests
that improvements at the cognitive level upon drug treatment of ADHD do not
correlate strongly with clinical improvement (Coghill et al., 2014). The general
sparseness of papers describing convincing correlations of neural or cognitive
findings with behavioral/clinical data suggests that such links are not readily
detectable. Additional research is clearly necessary to investigate the link be-
tween brain imaging phenotypes and disease.
The strength of this study is the application of a novel causal discovery
method for data analysis. This method considers all variables together, infers
both direct and indirect dependencies between variables, provides a reliabil-
ity measure for each edge in the network and is able to detect latent common
causes.
The limitation of our causal discovery method is that it is an exploratory
analysis – it provides new hypotheses that need to be tested using other meth-
ods and needs an independent replication. To verify this hypothesis experiments
or additional data is required. Another limitation is the exclusion criteria dur-
ing the selection of participants leading to the analysis of the data representing
a subsample of the ADHD population, rather than the data representing the
ADHD population seen in the daily practice. A potential limitation of our work
is the fact that we could not assess the effect of medication duration, which
could affect striatal activation (Schulz et al., 2012). In our analysis of the effects
of medication, we pooled different stimulants, and given the numbers, we could
not evaluate potential differential effects of medication. However, since we did
not observe any significant differences between subjects using medication and
those that were medication naïve, it is unlikely that the effects of such treatments
have biased our results.
In conclusion, application of the BCCD algorithm confirmed that there is no
statistical evidence for a direct link between DAT1 and ventral striatum activa-
tion during the MID task, but suggests that there is an indirect link mediated
through inattention symptoms and diagnostic status. This finding might explain
the inconsistency of results described in literature.
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Statistical evidence suggests that
inattention drives
hyperactivity/impulsivity in ADHD.
In this chapter we discuss the application of the causal modeling to different data sets
about ADHD in order to better understand the correlation between ADHD symptom
domains. Although numerous factor analytic studies consistently support a distinction
between two symptom domains of ADHD, inattention and hyperactivity/impulsivity, it
is not clear what drives strong correlation between them. To address this issue we used
causal modeling on three independent data sets containing information about symptom
scores and gender or a genetic risk haplotype. As a result we found strong statistical
evidence for the same pattern: the clear dependence between hyperactivity/impulsivity
symptom level and an established genetic factor (either gender or risk haplotype) van-
ishes when one conditions upon inattention symptom level. Relying on few reasonable
assumptions, e.g., that phenotypes do not cause genotypes, an inferred causal model con-
tains a causal path from inattention to hyperactivity/impulsivity. The robust dependency
cancellation observed in three different data sets suggests that inattention is a driving
factor for hyperactivity/impulsivity. This causal hypothesis can be further validated in
intervention studies. Our model suggests that interventions that affect inattention will
also have an effect on the level of hyperactivity/impulsivity. On the other hand, interven-
tions that affect hyperactivity/impulsivity would not change the level of inattention. This
causal model may explain earlier findings on heritable factors causing ADHD reported
in the study of twins with learning difficulties.
This chapter is based on Sokolova et al. (2016a), “Statistical evidence suggests that inatten-
tion drives hyperactivity/impulsivity in attention deficit-hyperactivity disorder”, published in PLoS
One.
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5.1 Introduction
5.1.1 Problem description
Attention-deficit/hyperactivity disorder (ADHD) is a common and highly her-
itable neurodevelopmental disorder that affects about 5-6% of children world-
wide (Polanczyk et al., 2007, 2014). ADHD persists into adulthood in about 30-
50% of the childhood cases, depending on definition of remission (Faraone et al.,
2006), and prevalence of ADHD in adults is estimated between 2.5-4.9% (Simon
et al., 2009). In pediatric populations, ADHD is about 2-3 times more common
in boys than girls (Bauermeister et al., 2007), but gender balance is rather equal
in adult populations (Kooij et al., 2005). The genetics of ADHD is complex (La-
hey et al., 2011) and several candidate genes have been associated with ADHD
in meta-analyses, among which the dopamine transporter gene SLC6A3/DAT1
(Gizer et al., 2009) and dopamine D4 receptor gene DRD4 (Lichter et al., 1993).
Genetic variation of the DAT1 gene may affect the functioning of the dopamine
transporter caused by individual variation in regulating levels of dopamine
(Shumay et al., 2011; Faraone et al., 2014). This alters baseline dopamine tone;
which is utilized therapeutically by drugs such as methylphenidate that block
the dopamine transporter involved in the recycling of dopamine into neurons.
The DAT1 gene has a differential risk haplotype (formed by a variable num-
ber of tandem repeat (VNTR) polymorphisms in the 3’ UTR and in intron 8)
associated with childhood ADHD (10R/6R) and adult ADHD (9R/6R) (Franke
et al., 2008, 2010). Similarly, polymorphism in the 7 repeat allele of the DRD4
gene (which is expressed on neuronal dendrites) confers reduced intracellular
cAMP signalling following binding of dopamine to dopamine D4 receptors. As
such, increased expression of these VNTR polymorphisms in DAT1 or DRD4
increases the degree of genetic risk associated with ADHD symptoms. Further-
more, both DAT1 knockout and DRD4 knockout transgenic mice demonstrate
face validity with documented increases in hyperactivity and impulsivity (Kooij
and Glennon, 2007) and reduced behavioral inhibition (Avale et al., 2004).
As evident from its name, ADHD is characterized by inappropriate and per-
vasive levels of inattention and/or hyperactivity and impulsivity. Exploratory
and confirmatory factor analyses of the core ADHD symptoms defined in the
DSM system and assessed by parents and teachers, as well as self-report rat-
ings in adolescents and adults consistently support a distinction between two
symptom dimensions: inattention and hyperactivity/impulsivity (see (Willcutt
et al., 2012) for a review). Inattention and hyperactivity/impulsivity both show
high internal consistency and are moderately to strongly correlated (correlation
coefficient between .63 and .75), indicating that they constitute separable but
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substantially correlated dimensions (Willcutt et al., 2012). Inattention is more
strongly related to internalizing problems of anxiety and depression and to aca-
demic underachievement. In contrast, hyperactivity/impulsivity is linked to
peer rejection and externalizing behavioral problems such as oppositional de-
fiant and antisocial behavior (Willcutt et al., 2012). The cause of the strong
correlation between the two symptom dimensions of ADHD inattention and hy-
peractivity/impulsivity is yet unclear. Are these two dimensions two sides of
the same coin, i.e., the consequence of a (possibly unknown) common cause,
or could it be that one dimension drives the other? This question is relevant
to the current literature: some studies assume a bi-factor model to explain the
correlation (Martel et al., 2010), others propose a driving effect of inattention on
hyperactivity based on the analysis of twin studies (Willcutt et al., 2000).
5.1.2 Causal discovery from observational data
The standard approach to establish causal relationships is through experimen-
tal manipulation or intervention. For example, in order to establish a causal
effect of inattention upon hyperactivity/impulsivity, one would need to apply
an intervention that only acts upon inattention and then measure its effect on
hyperactivity/impulsivity. When analyzing the results of these experiments the
Bradford Hill criteria for causation should be taken into account (Hill, 1965).
These criteria specify the conditions necessary to provide evidence of causal
relationships. Although in theory such an intervention, e.g., through a well-
designed therapy or some novel highly specific medication, could be attainable,
we are not aware of any such attempts or studies in the current literature.
That being the case, the emerging field of causal discovery from observa-
tional data may provide a powerful alternative (Pearl, 2000; Spirtes, 2010). In
apparent contradiction with the good old adagio “correlation does not imply
causation”, theoretical and experimental studies have shown that, under cer-
tain reasonable assumptions, it is possible to learn cause-effect relationships
from purely observational data. The key insight is that, where a single number
such as a mere correlation indeed cannot reveal anything about causal direction,
other, more subtle characteristics may contain important directional information.
Just considering pairs of variables, these can be found in higher-order moments
(Mooij et al., 2014). In higher-dimensional systems, the seminal work of Turing
award winner Judea Pearl (Pearl, 2000) and others revealed the close connec-
tion between causal relationships and conditional independencies. Since then,
causal discovery algorithms have successfully been applied in various domains,
and slowly find their way into the biomedical sciences (Schadt et al., 2005; Chen
et al., 2007; Maathuis et al., 2010; Schmidberger et al., 2011). To the best of our
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knowledge, the current study is the first to describe an application of causal
discovery for the analysis of observational clinical data.
Intuitively, two variables Z and Y are conditionally independent given X if,
once the value of variable X is known, the value of Z does not add any additional
information about Y. For example, in the context of children with ADHD, we
can call gender and hyperactivity/impulsivity conditionally independent given
inattention, if knowing whether a subject is a boy or a girl does not help to better
estimate the hyperactivity/impulsivity symptom score, once we already know
the child’s inattention symptom score. In this chapter we investigate whether
such conditional independencies can be derived from observational data.
Most causal discovery algorithms start by assuming that real-world events
are governed by specific, yet unknown causal mechanisms. Given a particular
causal model, one can in principle read off the conditional dependencies and
independencies one should then find in observational data. Reasoning back-
wards, given particular observed conditional dependencies and independencies
in observational data, one may be able to infer causal relations that any causal
model should have to be consistent with the observed statistical patterns.
It is exactly this kind of inverse reasoning that underlies so-called constraint-
based algorithms for causal discovery such as PC/Fast Causal Inference (Spirtes
et al., 2000) and Bayesian Constraint-based Causal Discovery (Claassen and Hes-
kes, 2012a). Specialized variants, such as Cooper’s local causal discovery algo-
rithm (LCD) (Cooper, 1997) and the Trigger algorithm (Chen et al., 2007), handle
the case of three variables and are particularly relevant for our purposes. The
statistical pattern in LCD takes a triplet of mutually dependent variables with
the additional prior knowledge that one of the variables (Z) cannot be caused
by the other two (X and Y). As we will show in more detail in the Supplemen-
tary material, any causal model that now implies a conditional independence
between the variables Y and Z conditioned upon X has a causal link from X to
Y. So, reasoning backward, if we observe such a conditional independence in
our observational data, we can interpret this as evidence for a causal link from
X to Y. A graph with a set of all possible causal models for three variables is
presented in the Supplementary material. This causal pattern was first derived
by Cooper in (Cooper, 1997), and later independently rediscovered in the con-
text of genome biology in (Chen et al., 2007). This method has been applied
in various papers in the biomedical research literature, such as (Karlson et al.,
2007; Xia et al., 2010).
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5.1.3 Related models and methodologies
LCD is closely related to other, arguably more standard approaches, such as
Structural Equation Modeling, mediation analysis and instrumental variable
analysis. Below we explain the similarities and differences between these meth-
ods.
Structural equation modeling
LCD, as most methods for causal discovery, is closely related to Structural Equa-
tion Modeling (SEM). Typically, SEMs are used in a confirmatory setting, where
a limited amount of specific structures are taken into consideration and com-
pared against each other by scoring them on the available data. Causal discov-
ery methods are used in a more exploratory setting. They assume that there is
some SEM underlying the data and then aim to reason about its structure. Un-
der particular conditions, parts of the structure can be derived from conditional
(in)dependencies (Spirtes, 2010). As explained in detail in the Appendix, LCD
does exactly this for the specific case of three observed and possibly many latent
variables. A key advantage of LCD over fitting different SEM structures to the
data is that LCD automatically incorporates latent variables and then implic-
itly considers all possible models instead of just a few. This makes it possible
for LCD to make generic statements about causal directions. PLS-SEM, for par-
tial least squares structural equation modeling, is a specific variant of structural
equation modeling (Monecke and Leisch, 2012; Hair Jr et al., 2016). Among
others, it more explicitly handles latent variables and hence may be considered
closer to the approach that we take in this chapter. However, also in PLS-SEM,
one starts by specifying the structure between the (latent and measured) vari-
ables, which makes it different from LCD, which aims to infer the (invariant
parts of the) structure from observational data. Thus, by using LCD we do not
have to preselect several possible models to test, as typically done with PLS-
SEM. As a result, LCD can potentially infer causal statements.
Mediation analysis
Mediation analysis starts from the assumption that the independent variable
Z (genetic factor) causes the dependent variable Y (impulsivity/hyperactivity)
and then aims to answer the question whether the effect of Z on Y can be (fully)
explained by the mediator X (inattention). The important difference with the
analysis underlying LCD is that LCD does not start from the assumption that
there is a causal relationship, but instead aims to derive one. Nevertheless, fol-
lowing the analysis detailed in the Supplementary material, it can be seen that
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we can only derive a causal statement if the data reveals a conditional indepen-
dence, which amounts to one variable mediating the correlation between the
other two.
Instrumental variable approaches
In so-called instrumental variable approaches (Angrist et al., 1996), the genetic
factor Z is called an instrument. It can be used to estimate the causal effect
of the variable X on the variable Y in the presence of latent confounders. A
valid instrument has to satisfy various criteria, among others that its effect on
the variable Y is fully mediated by the variable X (in more complex settings
possibly controlled for other variables). The main difference with LCD is that
instrumental variable analysis starts from the assumption that there is a causal
effect from X to Y and then tries to make use of the instrument Z to estimate
or bound its strength, whereas LCD uses the instrument Z to try and infer the
existence and direction of a cause-effect relationship between X and Y, without
attempting to estimate the causal strength of this relationship.
5.1.4 Goal
The goal of this study is to analyze whether such statistical patterns can be ob-
served in studies of ADHD populations, and if so, what causal relationships
these patterns then suggest. We will use symptom scores for inattention and
hyperactivity/impulsivity as substitutes for the actual level of inattentiveness
and hyperactivity/impulsivity. These then play the role of the variables X and
Y above. For the variable Z we will consider genetic variables such as gender
and the DAT1 risk haplotype. These three variables clearly satisfy the premises
of LCD: they are all mutually dependent (as shown in various other studies
and easily checked for the data sets analyzed in this chapter) and it seems com-
pletely reasonable to assume that manipulations of inattentiveness and hyper-
activity/impulsivity do not affect gender, nor the DAT1 risk haplotype.
5.2 Materials and Methods
5.2.1 Materials
To infer causal relationships between ADHD symptoms we used three data
sets, describing children, adolescents, and adults with ADHD. For each data
set we only consider three variables: inattention symptom scores, hyperactiv-
ity/impulsivity symptom scores, and a genetic variable (either gender or a risk
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haplotype). The main rationale for choosing these data sets is availability, as
explained in more detail in the discussion.
The first data set was collected for the NeuroIMAGE project (von Rhein
et al., 2014) (see www.neuroimage.nl) and considers adolescents. We will re-
fer to this data set as the NeuroIMAGE data set. This data set includes N=903
participants (413 adolescents with ADHD, 228 unaffected siblings of ADHD
probands, and 262 healthy control subjects) with a mean age of 16.7 years
(min=5.7 years, max=28.6 years). The presence of ADHD symptoms was as-
sessed by a semi-structured diagnostic interview Schedule for Affective Disor-
ders and Schizophrenia for School-Age Children - Present and Lifetime Version
(K-SADS-PL (Kaufman et al., 1997)) and Conners’ ADHD questionnaires from
multiple informants (parents and children) (Conners et al., 1998). An algorithm
was applied to create a combined symptom count from the interview and ques-
tionnaires (symptom range 0-18) (the algorithm is provided in (von Rhein et al.,
2014)). Participants were diagnosed with ADHD if they met the full DSM-IV cri-
teria for the disorder. For the current analyses, the sum of the symptom counts
on the two symptom dimensions inattention (0-9) and hyperactivity/impulsivity
(0-9) was used. In addition, we used the information on gender. In order not
to complicate our analysis with ways to account for the dependencies between
probands and their unaffected siblings, we ignore the siblings, leaving N=675
subjects in total. A more detailed description of the symptom assessment and
recruitment process can be found in (von Rhein et al., 2014).
The second data set was collected by Peking University and is publicly avail-
able as part of the ADHD-200 Sample and parts of this data were described in
several papers (Tian et al., 2008; Zhu et al., 2008; Cao et al., 2009; Wang et al.,
2009b), () and considers children. We will refer to this data set as the ADHD-200
data set. This data set includes N=245 participants (102 children with ADHD,
143 control subjects) with a mean age of 11.7 years (min=8.1 years, max=17.3
years). The data set contains information about subjects’ ADHD symptom
scores, disease status, gender, and IQ. Symptom scores were measured using
the ADHD Rating Scale (ADHD-RS) IV (DuPaul et al., 1998), for which scores
can range from 0 to 27 for each symptom domain. Also for this data set we will
restrict our analysis to the two symptom scores and gender. We could not use
the other data sets that are part of the ADHD-200 sample, because in those data
sets the ADHD symptom scores were corrected for the effect of gender. More
details about the ADHD-200 data sets are provided in (Cao et al., 2009).
The third data set was collected for the IMpACT project (Hoogman et al.,
2013) and considers adults. We will refer to this data set as the IMpACT
data set. This data set contains N=164 participants (87 adults with ADHD,
77 control subjects) with a mean age of 36.6 years (min=18.0 years, max=63.0
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years). Subjects were assessed using the Diagnostic Interview for Adult ADHD
(DIVA) (www.divacenter.eu). This interview focuses on the 18 DSM-IV symp-
toms of ADHD and uses concrete and realistic examples to thoroughly inves-
tigate whether the symptom is present now or was in childhood. In addition,
a quantitative measure of clinical symptoms was obtained using the ADHD-
DSM-IV Self Rating scale (Kooij et al., 2005), which has a range of scores from
0 to 9 for each symptom domain. To support the validity of the symptoms
estimate based on self-reports, extra information about ADHD symptoms and
impairment in childhood was obtained from parents and school reports, when-
ever possible. Patients were included in the study if they met the DSM-IV-TR
criteria for ADHD in childhood as well as adulthood. As gender was not as-
sociated with ADHD in the adult data, we used an alternative genetic variable:
the presence/absence of the DAT1 9/6 risk haplotype, a genetic polymorphism
associated with ADHD in adulthood (Hoogman et al., 2013). More detailed in-
formation about the data collection and symptom assessment can be found in
the original paper by Hoogman et al. (2013). For this type of analysis the use
of DAT1 instead of gender as a genetic variable does not influence the validity
of our results, since DAT1 also fulfills all the requirements of the LCD approach
(DAT1 is correlated with inattention and hyperactivity/impulsivity, neither inat-
tention nor hyperactivity can cause DAT1). This data set is described in more
details in Chapter 4.
5.3 Data analysis
The inference of causal relationships from observational data crucially depends
on the detectable absence and presence of conditional dependencies between
variables (Pearl, 2000). For random variables that follow a multivariate Gaussian
distribution, conditional independence corresponds to zero partial correlation.
The partial correlation between X and Y given controlling variable Z is defined
as the correlation between the residuals RX and RY resulting from the linear
regression of X with Z and of Y with Z, respectively. In other words, partial
correlation measures the degree of association between two random variables,
with the effect of the controlling random variable removed. By measuring partial
correlation it is possible to measure conditional independencies in the data.
Our symptom scores are not normally distributed and both gender and pres-
ence/absence of risk haplotype are binary variables. The standard approach of
estimating conditional independencies uses Pearson partial correlation that re-
lies on the assumption of Gaussian data. Since this assumption does not hold for
our data, Pearson partial correlation is not guaranteed to represent conditional
dependencies and independencies correctly for our data (Baba et al., 2004). We
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therefore replaced Pearson by Spearman rank partial correlation. Technically, a
standard test for zero partial correlation with Spearman correlation instead of
Pearson is valid for variables that obey a so-called non-paranormal distribution
(Harris and Drton, 2013): a multivariate Gaussian distribution on latent vari-
ables, each of which is related to the observed variables through a monotonic
transformation.
An alternative method to infer conditional independencies/dependencies
from non-normally distributed data is to discretize the data at the risk of los-
ing some statistical power and use the so-called Mantel-Haenszel test (Mantel
and Haenszel, 1959). The basic idea of this test is to turn observed counts into
expected counts under the assumption that there is a conditional independence
and then check whether there is a significant difference between the expected
and observed counts. For all three data sets we discretized the symptom scores
into a binary variable using a median split, which had its threshold at 4.5. The
observed counts were visualized in a cross table with a mosaic plot. A mo-
saic plot is an area-proportional hierarchical visualization of (typically observed)
counts, composed of tiles (corresponding to the cells) created by recursive verti-
cal and horizontal splits of a rectangle. The area of each tile is proportional to the
corresponding cell entry given the dimensions of previous splits (Hartigan and
Kleiner, 1981). Mosaic plots are excellent tools for visualizing conditional inde-
pendencies: if two variables are conditionally independent given a third, this
will show in the mosaic plot through straight lines as long as the conditioning
variable is not represented at the lowest level of the hierarchy.
5.4 Results
We obtained consistent results for all three data sets. We provide a detailed
description of the results for the ADHD adolescence data, including figures. A
summary of the results for all three data sets is presented in Table 5.1.
In Figure 5.1 the NeuroIMAGE data set is displayed. It can be clearly seen
that all three variables are significantly correlated (see Table 5.2 for correlations
and effect sizes). Spearman’s partial correlation between gender and hyperactiv-
ity/impulsivity symptom scores conditioned upon inattention symptom scores
is negligible (Spearman R = −0.0008, p = 0.9826). However, the Spearman
partial correlation between gender and inattention symptom scores conditioned
upon hyperactivity/impulsivity symptom is significantly different from zero
(Spearman R = 0.1235, p = 0.0013). Spearman’s rank partial correlation coef-
ficients are visualized in Figure 5.2.
The Mantel-Haenszel test for discretized data provided similar results. As
shown in the mosaic plots in Figure 5.3, there is a significant difference (Chi2 =
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Table 5.1: Outcome of the conditional independence tests for the three different
data sets. We check both whether inattention is conditionally independent of
Gender/DAT1 given hyperactivity/impulsivity (second column) and whether
hyperactivity/impulsivity is conditionally independent of Gender/DAT1 given
inattention (third column). R specifies the partial correlation (higher means
more strongly correlated); chi-squared the Mantel–Haenszel test statistic (higher
means larger deviation from independence). The p-values correspond to the null
hypothesis that the two variables are conditionally independent.
Type of test
Gender/DAT1 and
inattention symptom
scores conditioned upon
hyperactivity/impulsivity
Gender/DAT1 and
hyperactivity/impulsivity
symptom scores
conditioned upon inattention
NeuroIMAGE
Partial correlation test R=0.1235, p=0.0013 R=-0.0008, p=0.9826
Mantel-Haenszel test Chi-squared =11.37, p<0.001 Chi-squared =0.15, p=0.70
ADHD-200
Partial correlation test R=0.18, p=0.006 R=0.05, p=0.42
Mantel-Haenszel test Chi-squared =10.98, p=0.001 Chi-squared =0.47, p=0.49
IMpACT
Partial correlation test R=0.19, p=0.02 R=-0.01, p=0.91
Mantel-Haenszel test Chi-squared =11.21, p=0.001 Chi-squared =0.005, p=0.95
Figure 5.1: The NeuroIMAGE data set: Hyperactivity/impulsivity is plotted ver-
sus inattention symptoms for male and female. The bars indicate the histogram
of the distribution. For visualization purposes random noise has been added to
the discrete symptom scores.
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Table 5.2: Correlation between the three variables for three data sets and the
category of the effect size (in brackets). R represents Spearman rank corre-
lation, and p-values correspond to the null hypothesis that the two variables
are independent. Effect size estimates are based on the size of the correlation
observed between two variables, where small, medium, and large correlation
thresholds are respectively 0.10, 0.30, and 0.50 based on Cohen’s classification
(Cohen, 1992).
Gender/DAT1
and Inattention
Gender/DAT1
and Hyperactivity/Impulsivity
Inattention
and Hyperactivity/Impulsivity
NeuroIMAGE
R=0.187,
p<0.001 (small)
R=0.141,
p<0.001(small)
R=0.759,
p<0.001 (large)
ADHD-200
R=0.288,
p<0.001 (small)
R=0.215,
p=0.001 (small)
R=0.679,
p<0.001 (large)
IMpACT
R=0.307,
p=0.001 (medium)
R=0.224,
p=0.004 (small)
R=0.764,
p<0.001 (large)
Figure 5.2: Spearman’s partial correlation coefficients for the NeuroIMAGE
data set representing inattention symptoms (In), hyperactivity/impulsivity (HI)
symptoms, and gender (Gen). The bar colors represent the correlation value.
Every cell(i, j) in the table shows Spearman partial correlation between two vari-
ables Xi and Xj, conditioned on the remaining variables in the model. For exam-
ple, figure shows that HI is independent of Gen given In (white square), while
In depends on Gen given HI (pink square).
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11.37, p < 0.001) between the observed and expected scores of inattention for the
different genders, conditioned upon hyperactivity/impulsivity symptom level
(Figure 5.3a). No significant difference (chi-squared=0.15, p=0.70) is seen be-
tween the observed and expected scores of hyperactivity/impulsivity for differ-
ent gender, conditioned upon inattention symptoms (Figure 5.3b). This implies
that the triples in all three data sets satisfy the LCD-condition, i.e., where for a
triplet of mutually dependent variables (X, Y, Z) with the prior knowledge that
Z is not caused by X and Y we observe a conditional independency between Y
and Z conditioned upon X.
5.5 Discussion
The aim of this chapter was to apply a novel approach for causal discovery to
improve our understanding of the strong correlation between the two symptom
dimensions of ADHD. In three different and independent data sets, employing
different instruments and raters to measure ADHD symptoms, and using dif-
ferent genetic variables, we found robust statistical evidence for a conditional
independence of hyperactivity/impulsivity symptom level from a genetic vari-
able, conditioned upon inattention symptom level. Without conditioning, the
genetic variable (gender/risk haplotype) and hyperactivity/impulsivity were
clearly dependent. Causal inference provides an explanation for this depen-
dency cancellation: inattention causes hyperactivity/impulsivity.
5.5.1 Interpretation
The causal statement explaining the association between hyperactiv-
ity/impulsivity and inattention asks for a careful interpretation. Obviously,
inattention as well as hyperactivity/impulsivity could be caused by many fac-
tors, directly or indirectly through yet other factors. What the causal model
implies is that there is a significant causal path from inattention to hyperactiv-
ity/impulsivity, but not the other way around. Furthermore, there appears to
be no (unobserved) factor with a similarly relevant causal path to both inatten-
tion and hyperactivity/impulsivity, since in that case the genetic variable and
hyperactivity/impulsivity should be dependent conditioned upon inattention,
which contradicts with the observed conditional independence. Summarizing
the above, there are factors that influence inattention directly and influence in-
directly hyperactivity/impulsivity via inattention. On the other hand there are
also factors that influence hyperactivity/impulsivity directly, and have no ef-
fect on inattention. The variance of the hyperactivity/impulsivity explained by
the inattention ranges between 67-77% for the data sets described in this study,
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Figure 5.3: Mosaic plots of the observed counts for the NeuroIMAGE data set
under the assumptions that a) hyperactivity/impulsivity symptom level and
gender are conditionally independent given inattention symptom level; b) inat-
tention symptom level and gender are conditionally independent given hyper-
activity/impulsivity symptom level. The color of the cell represents the value of
Pearson residuals of the Mantel-Haenszel test. Two variables are independent
when the boxes proportions across categories are the same and there is a straight
line that goes through these areas. For example, hyperactivity/impulsivity is
independent of gender on Figure (a) when adjusted for the level of inattention,
since there is no significant difference in the proportion of males and females
for high and low level of hyperactivity. There is almost a straight line that di-
vides high and low level of hyperactivity/impulsivity for both high and low
level of inattention in Figure (a). Figure (b) shows that inattention depends on
gender adjusted for the level of hyperactivity/impulsivity. There is significant
difference in the proportion of females with high and low inattention when con-
trolling for the hyperactivity/impulsivity level to the proportion of males with
high and low inattention.
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Figure 5.4: Causal relationships implied by our data for inattention (In),
hyperactivity-impulsivity (HI), genetic variables (Gender or genotype), and be-
havioral estimates based on interview/questionnaire symptom scores.
based on the correlation between the two variables. The rest of the variance can
be explained by factors that influence hyperactivity/impulsivity directly, not via
inattention.
Note also that in this causal interpretation, we treat the outcome of
the interviews/questionnaires as proxy for “inattention” and “hyperactiv-
ity/impulsivity”. In fact, “inattention” and “hyperactivity/impulsivity” them-
selves are perhaps best viewed as hidden concepts, which can be represented
as latent variables that by themselves are linked to (causing) the respective
symptoms. That we find this causal link between inattention symptoms and
hyperactivity/impulsivity implies that there is likely to be a latent concept
(which we may call “inattention”) that is quite accurately captured by the
interview/questionnaire items related to inattention and which “causes” an-
other latent concept (which we may call “hyperactivity/impulsivity”) that is
quite accurately represented by items for hyperactivity/impulsivity in the in-
terviews/questionnaires, see Figure 5.4. Furthermore, when we say that one
variable “causes” another, we mean that if we manage to intervene on the first
variable, this will change (the probability distribution of) the second variable. A
similar subtle interpretation is implicit in many practical applications of causal
discovery.
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5.5.2 Related literature on ADHD
Early work on what we now know as ADHD in the 1940’s emphasized charac-
teristics as hyperactivity and impulsivity as part of the so-called Minimal Brain
Damage syndrome (Schwartz and Johnson, 1985). Later on, research failed to
establish a firm link between hyperactivity and brain damage. Most children
suffering brain damage did not develop hyperactivity, and fewer than 5% of hy-
peractive children appeared to suffer from brain damage (Rutter and Hersov,
1977). During the late 60’s and early 70’s, the focus shifted to problems in at-
tention regulation. Virginia Douglas and her colleagues at McGill University
in Canada were among the first to demonstrate the marked attention deficits
seen in these children. Douglas argued that the major deficit was the inabil-
ity to “stop, look, and listen” (Douglas 1972). After intense debate on what
the primary features of the disorder were, the American Psychiatric Association
published the DSM-III I 1980, and coined the disorder “Attention Deficit Disor-
der, with or without hyperactivity”. It was realized that the earlier diagnosis of
hyperactivity in children does not necessarily mean that these children do not
have inattention. It may well be that in small children, who have a more limited
attention span than adults, inattention is harder to diagnose than hyperactivity.
The results of Douglas’ research reflected the consensus that attention deficit,
not hyperactivity, was the key to the disorder. The findings in our current anal-
ysis support this consensus.
The proposed model has many characteristics in common with the bi-factor
model (Martel et al., 2010). The bi-factor model allows symptoms to be asso-
ciated with general factors that are common for both symptoms, and specific
factors for each symptom in particular. The model proposed in this chapter sug-
gests that there are general factors that influence inattention and consequently
hyperactivity, and specific factors that influence only hyperactivity. When given
a causal interpretation, the bi-factor model explains a correlation between symp-
toms by a common cause (general factor), while our proposed model explains
it by an effect from inattention to hyperactivity/impulsivity. Unfortunately, we
cannot directly compare our study with the study in (Martel et al., 2010), which
suggests that the bi-factor model outperforms other standard factor models of
ADHD, since such analysis (Martel et al., 2010) requires symptom scores for
each question, while in this study only aggregated scores per symptom were
available. Furthermore, there are many slightly different variants that one could
consider, each with various possible causal interpretations. In future work, we
aim to extend the analysis of (Martel et al., 2010) on data with symptom scores
for each question. Our current analysis strongly suggests to then explicitly in-
corporate gender or another genetic factor as an instrumental variable, since this
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may lead to larger differences between various models and could substantiate
the causal relationships found through our analysis and possibly reveal others.
Our causal model is in line with findings by Willcutt and coworkers (Will-
cutt et al., 2000) in a study of ADHD heritability in adolescent twin pairs. They
showed that inattention is heritable for all levels of hyperactivity/impulsivity,
whereas hyperactivity/impulsivity is heritable only when the level of inatten-
tion symptoms is high. This made the authors suggest that the etiology of hyper-
activity/impulsivity is different in subjects who show a high level of inattention
from that in subjects with low inattention. Such a hypothesis is perfectly con-
sistent with our causal model: there are heritable factors that cause inattention
and affect hyperactivity/impulsivity downstream of that, whereas those factors
that lead to high hyperactivity/impulsivity do not necessarily lead to higher
inattention. It has been found that hyperactivity/impulsivity symptoms remit
more likely than inattention symptoms (Biederman et al., 2000). An obvious ex-
planation, consistent with our model, is that those factors that directly affect hy-
peractivity become less prominent in adulthood, whereas the factors that affect
hyperactivity through inattentions remain more or less constant. Longitudinal
data are required to study such phenomena in more detail.
Considering clinical management of patients, the existence of a causal path
from inattention to hyperactivity/impulsivity suggests that interventions (for
example medication treatment) that decrease inattention are also likely to have
a beneficial effect on the level of hyperactivity/impulsivity. On the other hand,
interventions that affect hyperactivity/impulsivity cannot be expected to also
have a positive effect on the level of inattention symptoms. This would further
be consistent with reports that methylphenidate treatment of ADHD primar-
ily targets attentional mechanisms by blocking the dopamine transporter in the
striatum and the resulting increase in synaptic dopamine (Volkow et al., 2002).
5.5.3 Assumptions
As any statistical analysis, causal inference relies on several assumptions. Some
of these assumptions are more fundamental, such as the assumption that we
can use statistical tests to uncover the probabilistic (in)dependence relationships
among the measured variables, and the assumption that reality can be prop-
erly modeled by acyclic Bayesian networks. These assumptions are discussed
in detail in (Cooper, 1997). Note that we explicitly do not (have to) assume
so-called causal sufficiency and hence do allow for the presence of latent con-
founders. These latent confounders could be clinical comorbidities or environ-
mental mediators such as epigenetic mechanisms. Moreover, the fact that the
observed conditional independencies were found in three independent data sets
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representing three different age groups and considering two different control
variables, appear to rule out that these results are an artifact of a selection bias.
The selection of the appropriate data sets for the analysis was based on pre-
vious findings in our research and the availability of the data. In Chapter 4 we
describe a causal analysis of data from the IMpACT study on a larger number of
variables. Here we noticed, among other things, the causal link between inatten-
tion and hyperactivity/impulsivity. The analysis in this chapter reveals that this
causal link can also be found by restricting the analysis on the IMpACT data set
to just three variables. To confirm this finding we considered the NeuroIMAGE
and the ADHD-200 data sets. We did not have any other data sets available for
the analysis that would satisfy the requirements mentioned in the introduction.
In this chapter the ADHD case-control sample was used instead of a random
sample which raises the question whether a biased sampling plan will impact
the empirical associations. To answer this question we checked how the re-
sults of the conditional independence tests change if we decrease the number
of ADHD cases in the sample, keeping the number of controls the same. The
tests showed that if the number of ADHD cases is very small (less than 10), the
correlation between the gender and symptoms becomes insignificant, due to low
variation in symptoms and small sample size. Consequently, a conditional in-
dependence test between inattention and gender, conditioned on hyperactivity
also becomes insignificant. When we increase the number of ADHD cases the
variation in symptoms in the sample increases as well as the sample size, making
the correlation between gender and symptoms more pronounced. Consequently,
the dependency between inattention and gender, conditioned on hyperactivity
becomes significant. However, the dependency between hyperactivity and gen-
der, conditioned on inattention does not depend on the number of ADHD cases
and is always insignificant. This analysis implies that considering a random
sample instead of an ADHD case-control sample, we obtain the same sets of
conditional independencies provided that the sample size is large enough. We
also repeated our analysis on the siblings from the NeuroImage data set, where
we found evidence for the same pattern (not reported here, because statistically
less significant than the other, larger data sets).
In this chapter we considered the division of ADHD into two symptom
dimensions, namely inattention and hyperactivity/impulsivity. Other studies
used a set of items that was much larger than the core ADHD symptoms and
included items on mood, oppositional behavior and cognitive problems. These
studies described a three-dimensional model splitting hyperactivity/impulsivity
into separate dimensions of hyperactivity and impulsivity (Christiansen et al.,
2011). Future studies may extend our current work into examining causal rela-
tionships between inattention, hyperactivity and impulsivity.
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5.6 Conclusion
In this chapter we discuss the robust cancellation of dependency between hyper-
activity/impulsivity and a genetic factor conditioned upon inattention observed
in three different data sets. It is difficult to quantify one’s confidence in a state-
ment such as “inattention causes hyperactivity/impulsivity”, if only because it
strongly depends on the typical assumptions underlying causal inference. Some
of these assumptions have been debated (see e.g., the discussion in (Glymour
et al., 1999; Robins and Wasserman, 1999)), and some may claim that alternative
approaches are more fruitful (e.g., causal inference as a missing-data problem
as proposed by (Rubin, 1974); see however (Pearl, 2000)). It is clearly beyond
the scope of this chapter to resolve such issues. We do argue that, when one
is willing to apply these methods for causal inference (see e.g., (Karlson et al.,
2007; Xia et al., 2010) for similar approaches within the biomedical domain),
they suggest a logical explanation for the robust cancellation of dependencies in
three different studies, which follows Ockham’s principle of parsimony to select
the hypothesis with fewest assumptions. We further have discussed how such a
causal model can be put in the historical context of the disease and may explain
other findings such as those in (Willcutt et al., 2000) showing different etiology
of the hyperactivity/impulsivity for subjects that have a high level of inatten-
tion from subjects with a low level of inattention . Last but not least, our causal
model yields testable hypotheses, which may be validated in future intervention
studies.
5.7 Appendix
5.7.1 Derivation of the LCD pattern
To explain the type of reasoning and underlying assumptions in more detail,
we will spell out the LCD pattern (Cooper 1997) for the three variables that
we are interested in: inattentiveness (‘In’), hyperactivity/impulsivity (‘HI’), and
a genetic factor (‘Gen’), which can be either gender or a risk haplotype such
as DAT1. We follow essentially the same reasoning as in (Cooper, 1997). An
alternative proof can be found in (Chen et al., 2007).
Table 5.3 displays eight models, represented as so-called complete partial an-
cestral graph CPAGs (Zhang, 2008). This is an exhaustive representation of all
possible models that fulfill conditions of LCD: 1. Inattention and hyperactiv-
ity/impulsivity are correlated with genetic factor; 2. Neither inattention, nor
hyperactivity/impulsivity cause genetic factor. We only consider models that
have at least two edges, since with less than two edges at least one of the vari-
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ables will be independent of the other two, clearly violating the fact that all
three variables are mutually dependent. Each CPAG, short for ‘complete partial
ancestral graph’, by itself represents a whole class of possible causal models,
not only over the observed variables but also over unknown latent variables. In
these graphs, “X → Y” means that there must be a causal path from X to Y in
the underlying causal model, “X ↔ Y” that there is no causal path from X to Y
or from Y to X, so there must be a latent common cause affecting both X and
Y. Circle marks are wild cards, that is, “X◦ → Y” means either “X → Y” or
“X↔ Y”, and “X◦−◦Y” any of “X→ Y”, “X← Y”, and “X↔ Y” (note that here,
in technical terms, we do allow for the possibility of latent variables, i.e., do not
assume so-called causal sufficiency, but do assume that there is no selection bias
and there cannot be any cycles; we will get back to these assumptions in the
discussion). In our case, the assumption that no other observed variable in the
model (neither inattention, nor hyperactivity/impulsivity) causes ‘Gen’ implies
that when there is an edge between ‘Gen’ and, for example, ‘In’, it always comes
with an arrowhead at ‘In’ and typically a circle mark at ‘Gen’. This implements
our assumption that ‘In’ cannot cause ‘Gen’, without excluding the possibility
that there is a latent common cause affecting the two (a circle mark at ‘Gen’).
For example there can be a latent gene that causes both ‘In’ and ‘Gen’.
Reasoning forward, each CPAG now implies a set of (conditional) dependen-
cies and independencies. They can be derived using a general property called
m-separation (Richardson and Spirtes, 2002), here with just three variables ar-
guably also through common sense. The implied (conditional) dependencies for
each possible combination of variables are shown in the columns on the right,
next to each of the CPAGs. Here, for example, “In ← HI | Gen” means that
‘In’ is independent of ‘HI’ when conditioned upon ‘Gen’. Graph (a) implies
no (conditional) independencies at all. Graphs (b1) through (d2) are potentially
more interesting: they all at least suggest one (conditional) independence. Let-
ters refer to the models with the same set of edges, while numbers distinguish
different edge directions in Table 5.3. For example, although model (b1) and
(b2) represents two similar models with the same skeleton (an edge between
‘Gen’ and ‘HI’ and ‘Gen’ and ‘In’), and the same set of conditional independen-
cies, they declare possibly different edge directions. Three causal models are
possible a) causal effect from ‘Gen’ to ‘In’ and ‘HI’ (possible for both rows in
Table 5.3 b1 and b2); b) causal effect from ‘Gen’ to ‘In’ and a common cause be-
tween ‘Gen’ and ‘HI’ (Table b1); c) causal effect from ‘Gen’ to ‘HI’ and a common
cause between ‘Gen’ and ‘In’ (Table b2).
Now, if we observe a particular pattern of dependencies and independencies
in the data, we can reason backward to tell which graph(s) can explain these. If
indeed all variables are mutually dependent, graphs (b3), (c2), and (d2) drop out
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Table 5.3: Set of all possible models, represented as so-called CPAGs (3) that
have at least two edges. Next to each graph a set of pairwise independecies and
conditional independencies is represented. X ⊥⊥ Y means that X is independent
of Y; X ⊥⊥ Y | Z means that X is independent of Y conditioned on Z.
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Gen 
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Gen 
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In HI
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In HI
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because they imply marginal independence between ‘In’ and ‘HI’. If all variables
are mutually dependent, but we still have a conditional independence, graph
(a) drops out, and only one of (b1), (b2), (c1), or (d1) applies, depending on
which conditional independence holds true. If we find that ‘In’ and ‘HI’ are
conditionally independent given ‘Gen’, we can conclude that ‘Gen’ must cause
either ‘In’ or ‘HI’, but cannot tell which one. However, when one of the other
two conditional independencies holds true, we have either (c1) or (d1), and in
both cases we can infer a causal statement.
If according to the data ‘HI’ is independent of ‘Gen’ conditioned upon ‘In’
(model c1 in Table 5.3), LCD concludes that there must be a causal path from ‘In’
to ‘HI’ in any underlying causal model that can explain this particular pattern
of (conditional) dependencies and independencies. This is exactly the pattern of
conditional independencies/dependencies that was found in the three data sets
discussed in the chapter.
91

Chapter 6
A causal and mediation analysis of
the comorbidity between ADHD and
ASD
Autism spectrum disorder (ASD) and attention-deficit/hyperactivity disorder (ADHD)
are often comorbid. In this chapter we explore the relationships between ASD and
ADHD symptoms by applying causal modeling. We used a large phenotypic data set
of 417 children with ASD and/or ADHD, 562 affected and unaffected siblings, and 414
controls, to infer a structural equation model using a causal discovery algorithm from
Chapter 2. Three distinct pathways between ASD and ADHD were identified: (1) from
impulsivity to difficulties with understanding social information, (2) from hyperactivity
to stereotypic, repetitive behavior, (3) a pairwise pathway between inattention, difficul-
ties with understanding social information, and verbal IQ. These findings may inform
future studies on understanding the pathophysiological mechanisms behind the overlap
between ASD and ADHD.
6.1 Introduction
Autism spectrum disorders (ASD) and attention-deficit/hyperactivity disorder
(ADHD) are regarded as distinct disorders in the Diagnostic and Statistical Man-
ual of Mental Disorders (DSM-5). ASD symptoms include impairments in in-
teraction, communication and restricted, stereotyped, and repetitive behavior,
whereas ADHD is characterized by symptoms of inattention and hyperactiv-
This chapter is based on Sokolova et al. (2017), “A causal and mediation analysis of the co-
morbidity between attention deficit hyperactivity disorder (ADHD) and autism spectrum disorder
(ASD)”, published in the Journal of Autism and Developmental Disorders.
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ity/impulsivity (Association, 2013). In previous versions of the DSM, ASD was
an exclusion criterion to be diagnosed as having ADHD. As a result, these dis-
orders were studied separately from each other for many years. However, re-
cent research recognizes considerable clinical, genetic, and neuropsychological
overlap between ASD and ADHD (Rommelse et al., 2011, 2010) and within the
DSM-5, ADHD can now be diagnosed in conjunction with ASD. Various studies
showed that 22–83% of children with ASD have symptoms that satisfy the DSM-
IV criteria for ADHD (Ronald et al., 2008; Matson et al., 2013), and vice versa,
30–65% of children with ADHD have clinically significant symptoms of ASD
(Clark et al., 1999; Ronald et al., 2008). In clinical practice, it is sometimes diffi-
cult to differentiate between ASD and ADHD, partly due to the entanglement of
symptom descriptions of both disorders (Luteijn et al., 2000). This might explain
why a substantial proportion of children have been alternatively given a diag-
nosis of one or the other disorder throughout development (Fein et al., 2005).
A strong body of twin-, family-, and linkage studies have consistently shown
that ASD and ADHD share a portion of their heritable etiology (Lichtenstein
et al., 2010). About 50-72% of the contributing genetic factors overlap between
ASD and ADHD (Lichtenstein et al., 2010; Rommelse et al., 2010). Furthermore,
similar deficits in executive function, social cognition, and motor speed have
been linked to both ASD and ADHD (see for an extensive review, (Rommelse
et al., 2011)). Relationships between ASD and ADHD appear to be stronger dur-
ing certain developmental periods than others, with rather strong ASD/ADHD
constellations during adolescence and weaker correlations in early childhood
and at adult age. This might be due to that optimal social adaptation and EF
skills matter most in adolescence (Hartman et al., 2016).
The main goal of this chapter is to investigate what is now needed to resolve
this issue of symptom entanglement and alternating diagnoses. Some stud-
ies have tried to examine to which degree different symptom domains cluster
together, and to which extent these domains are caused by the same genetic
and environmental influence (Polderman et al., 2013; Ronald et al., 2014; Taylor
et al., 2015). It has been proposed that the association between ASD and ADHD
traits is primarily due to shared attention-related problems (inattention and at-
tentional switching capacity), suggesting that biological pathways involving at-
tentional control may be a key factor in unraveling the genetic causes of these
disorders (Polderman et al., 2013). However, it is controversial to assume that
attentional switching deficits belong solely to ASD and not ADHD. Impulsiv-
ity and inattention are often present in individuals with symptoms of ASD and
these symptoms have a strong phenotypic and genetic overlap with non-social
autistic traits, such as repetitive behavior (Ronald et al., 2014). In contrast, an-
other study showed that genetic overlap was strongest between communication
94
6.1. Introduction
difficulties typical of ASD and ADHD, while repetitive behavior and social dif-
ficulties showed only moderate genetic overlap (Taylor et al., 2015). Thus, these
studies provide different explanations of comorbidity between ADHD and ASD.
These studies did not assess whether or not the observed links between spe-
cific ASD and ADHD traits were due to direct associations or indirect associa-
tions. That is, whether or not traits are correlated due to the causal effect of one
variable on another or an unobserved common cause for both traits (direct paths)
or due to an indirect association mediated via another trait (indirect paths). For
example, the finding that social problems were only moderately correlated with
hyperactivity, yet strongly correlated with inattention (Ronald et al., 2014), may
suggest that the former correlation is explained by an indirect path from social
problems to hyperactivity mediated via inattention. Being able to differenti-
ate between direct and indirect paths may greatly improve our understanding
of the co-occurrence of ASD and ADHD. In clinical practice it is often unclear
what amplifies what, i.e., whether the ADHD related impulsivity is causing the
social problems, or reversely, whether the repetitive behaviors are mistaken for
hyperactivity. Answering these questions of direction and causation may have
significant clinical implications, as it may inform therapeutic interventions.
Standard research methods such as correlation analysis or clustering do not
provide the possibility to infer directionality from cross-sectional data. In the
current study, the aim is to build a causal model describing the direction of the
associations between specific behavioral symptoms of ASD, ADHD, and general
factors via a structural equation model (SEM), using the Bayesian Constraint-
based Causal Discovery (BCCD) algorithm (Claassen and Heskes, 2012a). This
is an exploratory approach that learns the structure of a SEM from the observed
data instead of the more commonly published confirmatory approach that tests a
priori defined hypothetical networks. The idea of exploratory structure learning
algorithms (Pearl, 2000) is based on the connection between conditional indepen-
dencies and causal relationships. Thus, by finding conditional independencies
in cross-sectional data, it is possible in particular cases to infer parts of the struc-
ture of a SEM and make (preliminary) predictions about causation. BCCD infers
the skeleton of the SEM that describes direct associations as well as the direction
of effects from data (a detailed description is provided in the Appendix). While
the skeleton can be accurately inferred from a relatively small sample size, the
accurate inference of causal directions requires larger sample sizes (Claassen
and Heskes, 2012a) and the presence of particular patterns to be able to infer
the directions. As a second step, standard mediation analysis is applied to test
direct or indirect relationships obtained through causal modeling.
In sum, our aim is to explore the relationships between specific ASD and
ADHD symptoms by applying causal modeling to a large set of observed data
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(n=1393) including children with ADHD and/or ASD, their siblings and control
children. Some generic factors are included in our analysis that are known to
be associated with ASD and ADHD, namely age, gender, and IQ (Gardener
et al., 2009; Mill and Petronis, 2008). The current approach primarily determines
whether the association between variables is direct, rather than determining
the direction of this association, but inferred directions are also included as
preliminary hypotheses that should be further tested in independent samples.
6.2 Materials and Methods
6.2.1 Participants
Participants from two large-scale family-genetic studies, the Biological Origins
of Autism (BOA, data collected between 2008-2012) study and the Dutch part of
the International Multicenter ADHD Genetics (IMAGE data collected between
2004-2008) study (van Steijn et al., 2012), were included in the current study.
Inclusion criteria for all participants were at least two biological siblings (in
case of families: at least one child with a clinical diagnosis of ASD or ADHD),
offspring age between 4 and 20 years, European Caucasian descent, offspring IQ
> 70, and no diagnosis of epilepsy, brain disorders, or known genetic disorders,
such as Down-syndrome or Fragile-X-syndrome.
All participants were carefully phenotyped for ASD and ADHD using vali-
dated and standardized questionnaires and diagnostic interviews. Briefly, both
the children already clinically diagnosed with ASD and/or ADHD, their sib-
lings, and the control children were screened for the presence of ASD and
ADHD symptoms using the parent-reported Social Communication Question-
naire (SCQ)(Rutter et al., 2003) and the parent-, and teacher–reported Conners
Rating Scales-Revised (CPRS; CTRS), respectively (Conners, 1996). Raw scores of
> 10 on the parent-rated SCQ Total score, > 15 on the teacher-rated SCQ Total
score, and T-scores > 63 on the Conners’ DSM-IV Inattention, Hyperactivity-
Impulsivity, or Combined scales were considered as clinical. A lower cutoff for
the parent reported SCQ to avoid false negatives in their undiagnosed offspring
(Corsello et al., 2007). All children scoring above cut-off on any of the screening
questionnaires underwent full clinical ASD and ADHD assessment, including
the Autism Diagnostic Interview-Revised (ADI-R) structured interview for ASD
(Le Couteur et al., 2003) and the Parental Account of Childhood Symptoms
ADHD subversion (PACS) for ADHD (Taylor, 1986). Control children were re-
quired to obtain non-clinical scores (i.e., a raw score < 10 on the SCQ and T-score
< 63 on both parent and teacher reported CRS-R DSM-IV scales) in order to be
accepted in this study.
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The total sample contained 1393 participants, including 586 patients (317
ADHD only, 130 ASD only, and 139 combined ASD+ADHD), 393 unaffected
siblings, and 414 controls. Demographics of the study sample are shown in
Table 6.1. A more detailed description of participant selection can be found in
(van Steijn et al., 2012; Oerlemans et al., 2014).
6.2.2 Measures
To apply causal discovery using the BCCD algorithm, the following variables
were selected.
• Age of the participant
• Gender
• Current ADHD symptoms assessed with the parent and teacher reported
CRS-R scales
• Inattention symptoms (CRS DSM-IV inattention subscale)
• Hyperactivity symptoms (hyperactivity items of the CRS DSM-IV hyper-
activity/impulsivity subscale)
• Impulsivity symptoms (impulsivity items of the CRS DSM-IV impulsivity
subscale)
• Current ASD symptoms assessed with four subscales of the parent-
reported Child Social Behavior Questionnaire (CSBQ) (Hartman et al.,
2015). A full list of CSBQ items is provided in Appendix. For clarity
we provide a few examples items for each symptom type of CSBQ.
• Reduced contact and social interests (Has little or no need for contact with
others, makes little eye contact, etc.)
• Difficulties in understanding social information, referred to as social in-
eptness further in the text (Takes things literally, e.g., does not understand
certain expressions, Does not fully understand what is being said, i.e.,
tends to miss the point, etc.)
• Fear of/and resistance to changes (Remains clammed up in new situations
or if change occurs, panics in new situations or if change occurs, etc.)
• Stereotyped, repetitive behavior (Constantly feels objects, smells objects,
etc.)
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• Intelligence as measured using the Wechsler Intelligence Scale for Children
(WISC-III) or the Wechsler Adult Intelligence Scale (WAIS-III), depending
on child’s age (Wechsler, 2002, 2000)
• Verbal IQ, prorated by subtests Similarities and Vocabulary
• Performance IQ, prorated by the subtests Block Design and Picture Com-
pletion
In this study we considered the raw data ADHD symptoms for our analyses
instead of the T-scale score, since T-scale scores are adjusted for the effect of gen-
der and age. BCCD can model the effect of age and gender into account, and so
we avoided unwanted ‘double correction’. Moreover, we separated impulsivity
and hyperactivity subscales based on item scores, instead of using the ‘standard’
DSM hyperactivity/impulsivity subscale to examine the effect of each specific
trait. For ADHD symptoms, scores assessed by parents and teachers were pro-
vided. To increase the reliability of the symptom assessment, for each subject we
averaged the symptom scores from parent and teacher. The main two reasons
for that are: (1) ADHD is diagnosed when several symptoms are prevalent in
at least two or more settings, thus many clinicians find that parent and teacher
ratings are helpful in the diagnostic process; (2) parent- and teacher ratings are
highly correlated (R=0.64, p<0.0001), which makes it difficult to compare them
independently. Unfortunately, it was not possible to obtain information about
ASD symptoms from a second observer, thus ASD symptoms were assessed
only based on parents report.
The CSBQ contains items refer directly to the DSM-IV criteria for autistic
disorder, but also represent less severe variations of these criteria as well as
ASD-associated problem such as executive function problems and disruptive
behavior in social settings (Hartman et al., 2012). We opted for the CSBQ instead
of the SCQ to assess ASD symptoms, because we were specifically interested in
current behavior, whereas the SCQ mainly refers to behavior at age 4-5 years.
Multiple studies have shown that the CSBQ has good psychometric properties
with regard to test-retest and interrater reliability, internal consistence of the
scales (all reliability indices > .75), and good criterion validity both for high-
functioning children and for children with mild to moderate mental retardation
(Hartman et al., 2006; de Bildt et al., 2009; Noordhof et al., 2015; Jaspers et al.,
2013; Greaves-Lord et al., 2013). For ASD symptoms only parent scores were
provided, so it was not possible to combine them with teacher scores. The
reason that only parent-reported ASD symptoms were included in the study
is that there is no teacher version of the CSBQ available. The selected WISC-
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III/WAIS-III subtests are known to correlate between 0.90 and 0.95 with the
full-scale IQ (Groth-Marnat, 1997).
6.2.3 Data analyses
In the first step of the analysis a causal discovery algorithm was used to learn
the structure of a SEM, and to formulate hypotheses about direct and indirect re-
lations between variables. Appendix describes the link between SEM and causal
discovery, provides a description of existing algorithms for causal discovery as
well as our motivation for using Bayesian Constraint-based Causal Discovery
(BCCD) (Claassen and Heskes, 2012a). A detailed description of BCCD is also
provided in Chapter 2. This algorithm infers statements representing causal rela-
tionships and estimates the reliability of these statements. The method outputs
information about potential interactions between observed variables and does
so in two ways: through the skeleton and through orientation. The skeleton de-
scribes mediation: two variables are connected if the association between them
is not mediated by any other observed variable. Tails and arrows provide infor-
mation about the direction of the association. The results are visualized through
a causal graph by considering statements with reliability higher than 50%. Our
method can incorporate prior knowledge about the domain. Here the assump-
tion that gender and participant’s age cannot be caused by any other observed
variables in the model was implemented, since chronologically the former are
present in the lifespan earlier than the latter.
In the second step of the analysis standard mediation analysis was applied to
explicitly check some of the hypotheses generated by our causal analysis. Medi-
ation analysis distinguishes between independent variable, dependent variable,
and potential mediators (Baron and Kenny, 1986). To test whether the effect of
the independent variable is indirect, a regression model was built that aimed
to predict the dependent variable from the independent variable and potential
mediators. If the regression coefficient was statistically significant for the poten-
tial mediators, but not for the independent variable, a conclusion can be made
that there was not enough evidence to reject the hypothesis that the effect of the
independent variable is indirect.
Note here that the same data is used twice: to generate hypotheses and to
test them. Consequently, the reported p-values of the mediation test should
be treated with care. These p-values only indicated the significance as if the
specific hypothesis had been coined prior to observing any data. Also note that
the data set contains siblings from the same family. To test whether there is an
effect of familiality on the resulting causal model, a sensitivity analysis using a
subsample of singletons was performed, including only one subject per family.
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Due to the reduction of the sample size the reliability of the causal links tends
to drop. However, if the model is stable, the main links will be preserved in the
new model.
6.3 Results
Running the BCCD algorithm we inferred reliability estimates of the causal rela-
tions between variables (Appendix Tables 6.2, 6.3, 6.4) and built a graph summa-
rizing these relationships presented in Figure 6.1. In this graph an edge between
two variables suggests that no other variable in the model can make these vari-
ables independent, which we call here a direct relationship. This can be either
an effect of one variable on another (“A → B”), unobserved common cause
(“A↔ B”) or a selection bias (“A− B”). If the direction of an edge between two
variables is uncertain it has a circle mark “◦”.
The general structure of the network matches other studies in the literature:
gender influences symptom counts with males having higher scores than fe-
males (Cantwell, 1996; Ramtekkar et al., 2010); age influences hyperactivity level
with older subjects having lower level of hyperactivity than younger subjects
(Biederman et al., 2000); ADHD symptoms are associated with ASD symptoms
(Ronald et al., 2008) and both are associated with IQ (with children having ASD,
ADHD, or both having lower IQs in general than children without the disor-
der)(Vaida et al., 2013). Moreover, both ASD and ADHD symptoms are strongly
interconnected, resulting in a separate cluster (also called a clique: a complete
subgraph, in which all variables are pairwise interconnected) of ADHD and
ASD symptoms. The same holds for IQ.
The inferred network suggests that the ASD traits ‘social ineptness’ and
‘stereotyped, repetitive behaviors’ are directly and differentially associated with
ADHD symptoms. Social ineptness is associated with inattention and impulsiv-
ity, while stereotyped, repetitive behavior is associated with hyperactivity (but
not impulsivity). Our network also shows that verbal IQ is a linking factor be-
tween ADHD and ASD, since there is a link from verbal IQ to both ADHD and
ASD symptom traits. To get a better understanding of these observed direct
associations, we zoom in on each link. The direction of these causal links con-
tains circle marks, indicating uncertainty in the causal directions. For example,
a link ‘◦−’ between impulsivity and social ineptness and between hyperactivity
and repetitive behavior is either a causal link or a selection bias. A link ‘◦ →’
between inattention and social ineptness is either a causal link or an unobserved
common cause.
Based on the inferred model, there is a direct association of the social inept-
ness with inattention and impulsivity. Both links have a very strong reliability
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Figure 6.1: Causal model representing causal relationships between variables
in our combined ADHD and ASD data set. Edge directions represent either a
causal effect (“A → B”), an unobserved common cause “A ↔ B” or a selection
bias “A − B”. Non-identifiable edge directions are marked with a circle mark
“◦”. Notation “A − ◦B” is either a causal effect “A → B”, or a selection bias
“A − B”; “A◦ → B” is either a causal effect “A → B”, or a common cause
“A ↔ B”; “A ◦ − ◦ B” is either a causal effect “A → B” or “A ← B”, a selection
bias “A − B” or a common cause “A ↔ B”. No edge between variables means
that these variables are conditionally independent given the other variables in
the network. Reliability estimates for the presence of an edge are depicted as
percentages. Direct links between ASD, ADHD, and IQ are marked in red.
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Social ineptness 
Impulsivity 
Hyperactivity 
SocialIneptness= 1.4+ 0.01 Hyperactivity + 0.21 Inattention + 0.51 Impulsivity 
p-value<0.001 
 p-value=0.79 
Inattention 
p-value<0.001 
Figure 6.2: Regression model for mediation analysis that predicts dependent
variable (in grey) social ineptness using inattention and impulsivity as a medi-
ator and hyperactivity as independent predictor. The regression model is pre-
sented at the top of the figure, the significance of the regression coefficient is
shown next to the edge.
for a direct link (>99%), providing strong evidence of a direct association. Me-
diation analysis confirmed that there was no direct link between hyperactivity
and social ineptness (β = 0.01, p = 0.79) (Figure 6.2). We provide the first figure
of the regression analysis as an example in the main text, other figures of this
type of analysis can be found in the Appendix.
Another direct association between ASD and ADHD traits can be seen be-
tween hyperactivity and stereotyped, repetitive behaviors (reliability for direct
link >99%). No direct causal links are found between repetitive behavior and
inattention or impulsivity (Figure 6.1). Mediation analysis confirmed that there
are no direct paths between inattention and repetitive behavior (β = 0.03,
p = 0.11), and impulsivity and repetitive behavior (β = 0.01, p = 0.86), but
an indirect one mediated through social ineptness, which may explain the cor-
relations observed between these variables (Appendix Figure 6.3).
Our analyses also indicated that inattention and social ineptness are asso-
ciated via verbal IQ due to direct links between inattention and IQ (reliability
for direct link >79%), and between social ineptness and IQ (reliability for di-
rect link >99%). Taking into account the link between inattention and social
ineptness mentioned before, all three variables are pairwise connected, which
can be a sign of an unobserved common cause for these variables. Mediation
analysis showed that verbal IQ is only indirectly associated with impulsivity
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(β = 0.09, p = 0.74) and hyperactivity (β = −0.25, p = 0.16) and that this is
mediated through inattention (Appendix Figure 6.4). Mediation analysis also
revealed that there is no direct link between verbal IQ and repetitive behavior
(β = −0.27, p = 0.12), reduced contact (β = 0.02, p = 0.87), and fear of change
(β = 0.04, p = 0.89), but that these effects are mediated through social ineptness
and hyperactivity (Appendix Figure 6.5).
Our model makes preliminary predictions about the directions of the causal
links between ASD and ADHD traits. According to the model, hyperactiv-
ity may have a causative effect on repetitive behavior, with reliability of the
link direction >91%. The direction of this link is inferred from 1) the assump-
tion that hyperactivity does not cause age, and 2) the dependency between age
and stereotypic behavior became insignificant when controlling for hyperactiv-
ity (R = −0.01, p = 0.86). Moreover, our model indicates that impulsivity may
have a causative effect on social ineptness (and not visa-versa) with reliability
>85%. This direction is inferred from 1) the assumption that impulsivity does
not cause age, and 2) the dependency between age and social ineptness became
insignificant when controlling for impulsivity (R = 0.01, p = 0.79).
6.4 Discussion
In the current study we applied exploratory causal modeling to investigate the
co-occurrence of ADHD and ASD by incorporating their core symptom domains
into a single integral model. Since ASD and ADHD symptom domains are all
significantly pairwise correlated, raw correlation-based methods would not pro-
vide any insight into the direct and indirect association between these symptom
domains. The causal method applied in this chapter builds a more complete
model, distinguishes between direct and indirect associations, and allows us to
make preliminary predictions about causation. These predictions were corrobo-
rated by mediation analysis. The results suggest at least three separate pathways
between ADHD and ASD: a) a pathway from impulsivity to social ineptness, and
b) a pathway from hyperactivity to stereotyped behavior c) a cluster of inatten-
tion, social ineptness and verbal IQ, with a possible common cause.
Our findings suggest that there are multiple distinct pathways and causes
for the co-occurrence between ASD and ADHD. The strongest link was found
between social communication difficulties, inattention and impulsivity. This cor-
roborates previous reports based on both cross-sectional (Polderman et al., 2014)
and longitudinal data (St Pourcain et al., 2014) that part of the association be-
tween ASD and ADHD may be due to shared attention-related problems. This
is also in accordance with the outcome of reviews by our group (Visser et al.,
2016) as well as others (Jones et al., 2014) that attentional problems at a very
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early age may precede the onset of clinical manifestations of ASD, ADHD, or
both disorders. These attentional problems may include, for example, problems
in attentional shifting and disengaging impairments (Jones et al., 2014; Visser
et al., 2016). As a novel finding, our model putatively suggests that impulsivity
has a causative effect on social ineptness. Such a causal link from impulsivity to
social ineptness would make intuitive sense. To interact effectively with others,
an individual must be able to control impulsive behaviors. Impulsive symptoms
may lead a person to miss social cues, for example, because they act prematurely
or interrupt the other person (Leitner, 2014), which in turn may result in social
difficulties. The relevance of impulsivity is reflected in cognitive studies that
describe deficits in executive functioning in young children with ADHD and/or
ASD, as measured in tests of response inhibition and interference control.
Our model does not make (preliminary) predictions on the causal direction
between inattention and social ineptness. It does put inattention and social
ineptness in one cluster with verbal IQ, which can be an indication of an un-
observed common cause between these variables, for example a shared genetic
factor. Verbal IQ refers to the capacity to use language in order to express one-
self, comprehend stories, and understand other people, but also to self-directed
speech that supports self-control. Previous studies have reported on language
problems in both ASD and ADHD (Geurts and Embrechts, 2008; Geurts et al.,
2004; Leonard et al., 2011). Children with ASD often have a delayed devel-
opment of spoken language, fail in normal back-and forth conversations, and
use language in a stereotypic and repetitive manner. The diagnostic criteria
for ADHD also include behaviors suggesting social-communication dysfunc-
tion, such as talking excessively, interrupting others, and not listening to what
is being said (Association, 2013). These communication deficiencies may con-
tribute to social interaction problems that are typical for individuals with ASD
and ADHD. A number of studies have reported on chromosomal regions that
may harbor quantitative trait loci (QTLs) for language and communication prob-
lems in ASD, including chromosome 7q (Alarcon et al., 2002), which was also
identified in a study looking for potential pleiotropic loci for ASD and ADHD
(Nijmeijer et al., 2010). Nijmeijer et al. (2010) also found suggestive linkage
on chromosome 15q for the SCQ communication subscale in their sample of
ADHD families. Furthermore, relatively poor verbal comprehension is more
often found in children with ASD (Charman et al., 2011; Rundblad and Annaz,
2010). Further study is needed to increase our knowledge on possible pleiotropic
(genetic) risk factors that underlie the complex associations between inattention,
social ineptness, and verbal competence.
A second pathway identified was between hyperactivity and repetitive be-
havior. In most studies, impulsivity and hyperactivity are regarded as one com-
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bined feature, but our results suggest that these symptoms may be differentially
associated with ASD symptoms. Some studies have previously reported on
the link between repetitive behaviors and hyperactivity (Polderman et al., 2014;
Gabriels et al., 2005; Ronald et al., 2014; Polderman et al., 2013). It has been ar-
gued that repetitive behavior and ADHD are due to a lack of inhibitory control,
but contrasting findings have also been reported (Rommelse et al., 2011). Our
model putatively suggests that individuals who are hyperactive and therefore
less able to inhibit motor behaviors may, as a result, engage also more often
in various motor behaviors that are classified as stereotypic, such as flapping
arms/hand when excited or making odd and fast movements with fingers or
hands (all items from the CSBQ ‘stereotypic behavior’ subscale). However, Pol-
derman et al. (2014) proposed that the association may be conversely explained
by repetitive behaviors interfering with the ability to switch attention from one
task to another. Furthermore, inhibitory control is also associated with impul-
sivity, which was only indirectly related to repetitive behaviors according to our
model. Further research on the direction of the link between hyperactivity and
repetitive behavior is therefore needed.
Our putative predictions about the causal directions in the two pathways
between ADHD and ASD (from ADHD inattention/impulsivity to ASD social
ineptness, and from ADHD hyperactivity to ASD stereotyped, repetitive be-
havior) suggest that interventions that decrease inattention/impulsivity related
difficulties are also likely to have a beneficial effect on social functioning, but not
the other way around; interventions that affect social functioning cannot be ex-
pected to also have a positive effect on the level of inattention/impulsivity. The
same logic is applicable for the effect of hyperactivity on repetitive behavior.
These findings are consistent with results from longitudinal study by St Pour-
cain et al. (2011). They showed that children with high probability for persistent
hyperactive-inattentive symptoms had a high probability for persistent social
communication deficits, but not vice versa (St Pourcain et al., 2011). Our results
may also fit well with the gradient overarching disorder theory, which proposes
that ADHD is a less severe subtype within the ASD spectrum (van der Meer
et al., 2012). As a consequence, individuals with (more severe forms of) ADHD
are also highly likely to have increased (sub)clinical levels of ASD symptoms.
It is important to note however, that our findings are based on just one (albeit
rather large) sample, which needs to be replicated in other, independent sam-
ples, ideally in a longitudinal design.
Several strengths and limitations should be taken into account when assess-
ing the results of the current study. The main strength of this study is the appli-
cation of a novel causal discovery method for data analysis. This method consid-
ers all variables together, infers both direct and indirect dependencies between
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variables, provides a reliability measure for each edge in the network, and is
able to detect latent common causes. This method does not require longitudinal
or interventional data and can infer causal statements based on cross-sectional
data (Pearl, 2000). Another strength is the use of a large, carefully phenotyped
sample of affected and unaffected siblings and control children, allowing us to
study the full spectrum of ASD and ADHD symptoms.
A limitation of our causal discovery method is that it is an exploratory anal-
ysis – it provides new hypotheses that need to be tested using other methods
and requires independent replication through experiments or additional data.
Another limitation of our study is that the conclusions mainly apply to individ-
uals with average IQ, as we excluded participants with an IQ below 70. This is
not representative of the ASD population at large that includes a considerable
proportion of individuals with ASD with an intellectual disability. Furthermore,
we excluded individuals with known epilepsy, brain disorders, or genetic syn-
dromes, and who were not of European Caucasian descent. Thus, caution is
warranted when interpreting our results. In addition, including data of genet-
ically related individuals may cause interpretation problems, due to the possi-
bility of unobserved latent associations between variables that were not taken
into account. We tackled this problem by running a sensitivity analysis using a
subsample of singletons - including only one subject per family - to evaluate the
impact of familiarity. We obtained a highly similar network structure with only
a few missing edges due to reduced statistical power as a consequence of the
reduction of the sample size by half, indicating the robustness of our approach
and our findings (Figure 6.6 in Appendex).
In conclusion, our results indicate that the often reported co-occurrence of
ASD and ADHD might be explained by three distinct pathways: a) between
inattention/impulsivity and social ineptness, and b) between hyperactivity and
stereotypic, repetitive behaviors c) through verbal IQ. These findings may inform
future studies on understanding the (pathophysiological) mechanisms behind
the overlap between ASD and ADHD.
6.5 Appendix
6.5.1 Causal modeling
One of the most popular and intuitive ways to represent causal models in the so-
cial sciences is through structural equation modeling (SEM) (Beran and Violato,
2010). One way of working with SEMs is to provide several hypothetical net-
works based on some prior knowledge and then compare these networks based
on a particular metric (for example the AIC or BIC score). This is a confirmatory
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analysis that is used to test a particular hypothesis, which is often applied in,
for example, twin studies. Another approach is to try and learn the structure of
SEM from the observed data. The basic idea of structure learning algorithms is
described in Turing award winner Judea Pearl’s work (Pearl, 2000) that shows a
connection between conditional independencies and causal relationships. Thus,
by learning conditional independencies in cross-section data, it is possible in
particular cases to learn the structure of a SEM and to make predictions about
causation. Causal modeling is primarily an exploratory approach aiming to find
novel causal paths that were not known in advance. In this chapter we consider
the second approach, since our goal is to explore links between ADHD and ASD
traits rather than to confirm known links.
The two main approaches to learn the structure of a SEM from data are the
so-called score-based and constraint-based approaches (Daly et al., 2011; Pearl,
2000). The score-based approach provides a measure of reliability of the in-
ferred causal network which makes the interpretation of the results easier and
prevents incorrect categorical decisions (Heckerman et al., 1999). However, this
approach often relies on the assumption that there are no common confounders
of the observed variables. The constraint-based approach does not have to rely
on the assumption that there are no common confounders, and, as a result, can
sometimes detect the presence of confounders between observed variables from
the data (Spirtes et al., 2000). A drawback of this approach is lack of robust-
ness in some cases. Typical implementations makes use of independence tests,
making the results for borderline independencies/dependencies incorrect some-
times (Spirtes et al., 2000). As a result, the outcome of learning a network can be
sensitive to such errors. In this study we applied a state-of-the-art algorithm for
structure learning called Bayesian Constraint-based Causal Discovery (BCCD)
(Claassen and Heskes, 2012a) to infer the causal structure from the data. BCCD
combines the strength of constraint-based and score-based approaches, which
allows it to outperform the best algorithms in the field (Claassen and Heskes,
2012a)(Claassen, Heskes, 2012). This algorithm is able to detect common causes
of the observed variables similar to constraint-based approaches and provides
a reliability measure of the inferred relationship like the score-based approach.
This reliability measure gives a conservative estimate of the probability of a
causal relation. A recently extended version of BCCD can handle data that con-
tains a mixture of discrete and continuous variables and missing values and does
not require discretization or imputation that can lead to loss of information or
biased results as described in Chapter 2.
BCCD can handle directed acyclic graphs that contain latent variables. These
graphs are called maximal ancestral graphs (MAG). All MAGs that represent the
same set of conditional independencies form an equivalence class. The equiv-
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alence class for MAGs is called a partial ancestral graph (PAG). The BCCD al-
gorithm produces PAGs as an output. An edge between two variables in PAG
suggests that there is a direct causal relationship between them. This can be ei-
ther an effect of one variable on another (“A→ B”), unobserved common cause
“A↔ B” or a selection bias “A−B”. If a direction of an edge between two vari-
ables is non-identifiable it is marked with a circle mark “◦”. No edge between
variables means that these variables are conditionally independent given other
variables in the network. For example, if A and B are correlated but there is
no edge between them in the PAG, that implies that there is either an indirect
causal path from one variable to another through some other variables in this
PAG, a common cause between these variables, or a selection bias.
6.5.2 Results BCCD
Running the BCCD algorithm provided three tables (Appendix Tables 6.2, 6.3,
and 6.4). Table 6.2 provides the reliability of the statement that a direct link exists
between two variables. Table 6.3 presents the reliability of the causal statement:
“A causes B”, both for direct and indirect causal effects. If Table 6.3 says that
“A causes B” and there is an edge between A and B, this edge has a tail from
A to B and A causes B in the PAG. For example, the variable “Gender” caused
variable “Inattention” with reliability 51%. Table 6.4 represents the reliability of
the causal statement: “A does not cause B”, both for direct and indirect causal
effects. If Table 6.4 says that “A does not cause B” and there is an edge between
A and B, this edge has an arrow head from B to A. For example, the variable
“PIQ” does not cause variable “VIQ” with reliability 53%. The prior knowledge
used in the model, e.g. that gender is not caused by other variables and, is
represented in Table 6.4 in cells with a reliability of 100/
The difference between Tables 6.3 and 6.4 compared to Table 6.2 is that Ta-
bles 6.3 and 6.4 give an estimate for the direction of the causal effect, whereas
Table 6.2 provides estimates for the presence of the edge between two variables.
Moreover, Tables 6.3 and 6.4 show the reliability of the direction of both direct
and indirect causal paths, whereas Table 6.2 gives a reliability estimate for a
direct causal path between two variables only.
6.5.3 Mediation analysis
We applied mediation analysis to investigate whether there is a direct link be-
tween hyperactivity trait of ADHD and social ineptness trait of ASD. We built
a regression model where social ineptness trait is a dependent variable, inatten-
tion and impulsivity are possible mediators and hyperactivity is an independent
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Table 6.2: Reliability of direct links between two variables.
Age Gender Reduced contact Social ineptness Repetitive behavior
Fear of
changes Verbal IQ Performance IQ Inattention Hyperactivity Impulsivity
Age - 0 0.9 0.08 0.04 0.03 0.54 0.04 0.03 0.71 0.14
Gender - - 0.9 0.06 0.28 0.03 0.08 0.11 1 0.25 0.43
Reduced contact - - - 1 1 1 0.04 0.04 0.31 0.04 0.04
Social
ineptness - - - - 1 1 1 0.05 1 0.25 1
Repetitive behavior - - - - - 1 0.08 0.05 0.05 1 0.44
Fear of
changes - - - - - - 0.04 0.18 0.07 0.06 0.1
Verbal IQ - - - - - - - 1 0.79 0.07 0.04
Performance
IQ - - - - - - - - 0.05 0.04 0.04
Inattention - - - - - - - - - 1 1
Hyperactivity - - - - - - - - - - 1
Impulsivity - - - - - - - - - - -
Table 6.3: The reliability estimate of the logical statement “A causes B”, where
A is represented in rows and B in columns. The estimate is provided for logical
statements with reliability of 50% or higher.
Age Gender
Reduced
contact Social ineptness Repetitive behavior
Fear
of changes Verbal IQ Performance IQ Inattention Hyperactivity Impulsivity
Age - - 0.59 0.63 - - 0.83 0.68 - 0.63 -
Gender - - 0.69 0.69 - 0.77 - - 0.77 0.66 -
Reduced contact - - - - - 0.99 - - - - -
Social
ineptness - - - - - - - - - - -
Repetitive behavior - - - - 0.82 - - - - - 0.8
Fear of
changes - - - - - - - - - - -
Verbal IQ - - - - - - - - - - -
Performance
IQ - - - - - - - - - - -
Inattention - - - - - - - - - - -
Hyperactivity - - - - 0.91 - 0.78 - - - 0.81
Impulsivity - - - 0.85 - - - - - - -
Table 6.4: The reliability of the logical statement “A does not cause B”, where A
is represented in rows and B in columns. The estimate is provided for logical
statements with reliability of 50% or higher. Cells with a reliability of 100%
represent the prior knowledge used in the model, e.g. that gender is not caused
by other variables.
Age Gender
Reduced
contact Social ineptness Repetitive behavior
Fear
of changes Verbal IQ Performance IQ Inattention Hyperactivity Impulsivity
Age - 1 - - 0.77 0.77 - - 0.76 - -
Gender 1 - - - - - - 0.87 - - -
Reduced contact 1 1 0.98 0.98 0.98 - - 0.97 - 0.97 0.95
Social
ineptness 1 1 - 0.96 - - - - 0.96 - -
Repetitive behavior 1 1 - - - - - - - - -
Fear of
changes 1 1 0.99 0.84 0.98 0.99 - - - - -
Verbal IQ 1 1 0.89 0.88 0.83 0.88 0.89 - 0.82 0.86 0.8
Performance
IQ 1 1 0.74 0.73 0.59 0.73 0.74 0.74 - 0.71 0.66
Inattention 1 1 0.93 - - - - 0.88 0.93 - -
Hyperactivity 1 1 0.88 - - - - - 0.96 0.96 -
Impulsivity 1 1 0.86 - 0.8 - - - - - 0.86
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Figure 6.3: Regression model for mediation analysis that predicts dependent
variable (in grey) repetitive behavior using, social ineptness, and hyperactivity
as a mediator and inattention (a) or impulsivity (b) as independent predictor.
The regression model is presented at the top of the figure, the significance of the
regression coefficient is shown next to the edge.
variables. Regression analysis showed that hyperactivity is not a significant pre-
dictor of social ineptness (β = 0.01, p = 0.79). Thus, we can conclude that there
is no direct link between hyperactivity and social ineptness.
Using mediation analysis we tested whether there is an evidence of no direct
link between inattention and repetitive behavior as well as between impulsivity
and repetitive behavior. We built a regression model where repetitive behavior
is a dependent variable, social ineptness, and hyperactivity are possible medi-
ators, and inattention (Figure 6.3) or impulsivity (Figure S1b) are independent
variables. Analysis showed that the regression coefficients are not significant
between inattention and repetitive behavior (β = 0.03, p = 0.11), and between
impulsivity and repetitive behavior (beta = 0.01, p = 0.86).
We investigated whether the direct and indirect associations between verbal
IQ with ADHD and ASD symptoms described above can be explained with me-
diation analysis. First we explored whether verbal IQ is associated directly only
with one ADHD trait (inattention). To check this hypothesis, we built a regres-
sion model, where verbal IQ is a dependent variable, inattention is a possible
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Figure 6.4: Regression model for mediation analysis that predicts dependent
variable (in grey) verbal IQ using inattention as a mediator and hyperactivity (a)
or impulsivity (b) as independent predictor. The regression model is presented
at the top of the figure, the significance of the regression coefficient is shown
next to the edge.
mediator, and hyperactivity (Figure 6.4a), and impulsivity (Figure 6.4b) are inde-
pendent variables. Our analysis showed that neither hyperactivity (β = −0.25,
p = 0.16) nor for impulsivity (β = 0.09, p = 0.74) are significant predictor for
verbal IQ when inattention trait is present in the regression model. This confirms
that the association between verbal IQ and impulsivity as well as hyperactivity
is not direct and mediated through inattention.
Then we investigated whether verbal IQ is not directly associated with repet-
itive behavior, reduced contact and fear of changes trait of ASD as was shown
by BCCD. We built a regression model where verbal IQ is a dependent vari-
able, social ineptness and hyperactivity(only for model with repetitive behavior)
are possible mediators, and repetitive behavior (Figure 6.5a), reduced contact
(Figure 6.5b), and fear of changes (Figure 6.5c) are an independent variable. Me-
diation analysis showed that the regression coefficients of repetitive behavior
(β = −0.27, p = 0.12), reduced contact (β = 0.02, p = 0.87) and fear of changes
(β = 0.04, p = 0.89) are not significant in such a model, suggesting that there is
no direct effect between these variables and verbal IQ and, but this effect is me-
diated via the other traits. This confirms our previous findings with the BCCD
algorithm.
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Figure 6.5: Regression model for mediation analysis that predicts dependent
variable (in grey) verbal IQ using social ineptness (and hyperactivity in (a)) as a
mediator and repetitive behavior (a), reduced contact (b), or fear of changes (c)
as independent predictor. The regression model is presented at the top of the
figure, the significance of the regression coefficient is shown next to the edge.
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Figure 6.6: Output causal model representing causal relationships between vari-
ables in the ADHD ASD data set when reduced to one subject per family. Edge
directions are marked with ‘-’ and ‘>’ for identifiable edge directions and with
‘◦’ for non-identifiable edge directions. Reliability estimates for the presence of
an edge are depicted as percentage. Direct links between ASD, ADHD and IQ
are marked in red.
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Conclusions
The main questions that we wanted to answer in this thesis were: a) how to
make causal discovery algorithms more general so that they could be applied in
a larger spectrum of problems; b) can we explain interactions of different factors
with ADHD with the help of causal discovery.
To tackle the first question we extended existing causal discovery algorithms
to be able to handle both discrete and continuous variables and missing data.
The proposed method is suitable for a broad range of real-world data sets, since
it only requires data to have non-paranormal distribution and missing values
missing at random. The limitation of the method is a restriction to monotonic
dependencies between variables, and small number of variables due to a compu-
tational complexity. Working only with small data sets (10-25 variables) restricts
the set of possible applications of the method. Although smaller causal models
are easier to interpret, the current trends in data science requires the algorithms
to be able to handle data sets with thousands of variables and millions of rows.
As a future work, we would like to extend this method to work with large data
sets and more complex dependencies.
In Chapter 3 we targeted another challenge that arises when applying causal
modeling, the estimation of the reliability of this model. Although in our study
our approach was integrated in the BCCD algorithm, in principle it can be ap-
plied to any constraint-based causal discovery algorithm that infers causal state-
ments. Thus, as a next step we would like to integrate this method in other
constraint-based algorithms and evaluate the improvement of the model relia-
bility estimate. The proposed method uses Fréchet inequalities to estimate the
lower and upper bounds of causal statements, however, other approaches such
as linear programming can also be used to compute the bounds. As future
work, we would like to use SAT solvers to provide a more accurate estimate of
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the lower and upper bound than using Fréchet inequalities.
To answer the second question of our study we applied causal modeling to
seven different data sets about ADHD. The results of this modeling provide new
insights into the association of genetic factors with ADHD symptoms, behavior
problems, and comorbid disorders. Although most patients with ADHD have
a combined type where both inattention and hyperactive/impulsive symptoms
are present, our study showed that these two symptom domains interact differ-
ently with ADHD risk factors and behavior problems. Causal modeling showed
an importance of inattention as a leading symptom within the disorder. To con-
firm the conclusions of the inferred models, experiments should be performed.
As a next step in the study of ADHD we would like to extend the number
of comorbid disorders and possible genetic factors in one model to provide a
global causal model of ADHD. Moreover, we would like to explain the evolu-
tion of ADHD with aging of the patient, using causal modeling. That will help
to understand how the treatment should be adjusted based on patient’s age.
The results of the causal modeling suggest that although ADHD symptom
domains are highly correlated the interactions with the possible risk factors,
comorbid disorders, and behavior status is different. Strong correlation between
symptom domains can lead to the problem that correlation analysis will show
that all domains are associated with a variable of interest; however, in reality
the direct interaction is present only with one symptom domain as we have
shown in Chapters 2-6. This shows the importance of causal modeling to infer
the causal relationship between variables and reduce significantly the number
of potential hypothesis to test on practice.
To demonstrate the difference between BCCD and more standard causal dis-
covery approaches, we applied the PC algorithm to the data set discussed in
Chapter 4. To estimate the reliability of the presence of an edge in the model,
we bootstrapped the data 150 times and rerun the algorithm. As a result, we in-
ferred a model shown in Figure 7.1. We show only the edges with the reliability
higher than 50%. This model has links between DAT1 haplotype and inattention,
between symptoms and patient/control variable, and between patient/control
and medication. However, this model does not have links from patient/control
to striatal activation and medication (see Figure 4.1). This suggests that the
BCCD algorithm is more sensitive that the standard PC algorithm. Moreover,the
standard PC algorithm does not provide the reliability of edge directions.
In recent years the application of advanced statistical models to analyze med-
ical data and the etiology of ADHD increased significantly. That provides an
opportunity to compare the results obtained in this thesis with other studies in
the same topic. In paper (Pingault et al., 2015) the authors examined the ge-
netic and environmental influences of ADHD symptoms using a latent growth
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Figure 7.1: Output causal model from the PC algorithm representing causal rela-
tionships between variables in the MID task experiment, where edge directions
are marked with ‘-’ and ‘ >’ for identifiable edge directions and with ’◦’ for non-
identifiable edge directions. Reliability estimates for the presence of an edge are
depicted as percentage.
curve model. The results of the study suggested significant difference in the
genetic effect on inattention domain vs. hyperactivity/impulsivity domain. In
particular, study showed large dominant and additive genetic effects for inat-
tention symptoms and only additive genetic effects for hyperactive/impulsive
symptoms. These results are in line with the causal model for the interaction of
inattention and hyperactivity/impulsivity and causal factors obtained in Chap-
ter 4.
In another paper (de Zeeuw et al., 2017) the authors try to answer ques-
tions of causal relationships between ADHD and low educational achievement,
having a similar line of argumentation as the one described in Chapter 4. How-
ever, this paper provides an alternative approach to detect causal relationships
in comparison to Chapter 4. The limitation of this method is that it requires
longitudinal data from a twin study. The results of the study confirmed the ini-
tial hypothesis of direct effect of ADHD on the level of education achievement.
Moreover, the results were also supported by the analysis of the effect of the
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medication on educational achievement. These findings explain strong associa-
tion between IQ level and ADHD measured in all causal models in this study,
and suggest that this effect goes from ADHD to IQ. This agrees with the effect
of ADHD on IQ found in the causal models in Chapter 2 and 3.
In the study (Knouse et al., 2013) the authors employed SEM to examine the
effect of the disorder on the personality traits. This study suggested a different
association between ADHD symptom trait and personality traits in particular
inattention was positively associated with neuroticism and negatively associ-
ated with conscientiousness. On the other hand, hyperactivity and impulsivity
showed differential relationships to extraversion and agreeableness. Moreover,
hyperactivity was positively associated with conscientiousness. The SEM in-
ferred in (Knouse et al., 2013) can be used to extend the models provided in
this thesis to describe the causal relationships between different variables within
ADHD.
The emergence of these studies shows that the application of causal modeling
to data can improve the understanding of the etiology of ADHD and accelerate
research in this area.
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Summary
This thesis is focusing on the application of causal discovery in the medical do-
main. The first goal of this thesis was to extend the existing algorithms in the
causal discovery domain in order to relax unrealistic assumptions that current
methods rely on. In Chapter 2 we relaxed two main assumptions: data either
obeys a Gaussian distribution or is discrete, and data has no missing values. In
the medical domain these assumptions often do not hold, since data can have
both discrete and continuous data, where continuous data is not necessary Gaus-
sian. We developed a method that can infer the structure of a causal graph when
the data set contains both discrete and continuous variables and also has miss-
ing values. We proposed several approaches to solve this problem and based
on a simulation study concluded that the approach that uses the expectation
maximization algorithm leads to the best performance. The advantage of this
method is also that it assumes that data is missing at random, while alternative
approaches assume that the data is missing completely at random, which is a
much stronger assumption.
In Chapter 3 we continued extending existing causal discovery algorithms
and considered the problem of estimating the reliability of causal statements.
The reliability of the causal statement can be easily estimated for base state-
ments that are inferred based on conditional (in)dependencies. However, these
statements represent only a part of the causal statements that are used to infer
causal relationships between variables. The other part is estimated by apply-
ing relatively straightforward causal logic such as transitivity and acyclicity to
base statements. In Chapter 3 we proposed a new approach to estimate the re-
liability of novel statements inferred by forward chaining. In order to do that,
we applied Fréchet inequalities and logic of predicates. The main challenge of
this approach is computational infeasibility of calculations for large graphs. To
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overcome this problem, we proposed two versions of the algorithm that provide
different accuracies of the final reliability estimate: a greedy and a delayed ver-
sion. Simulation studies showed that the delayed variant, at the expense of more
bookkeeping and computation time, does provide slightly tighter intervals.
The second goal of the thesis was the application of the developed methods
to real world data sets describing ADHD. With the help of causal discovery our
aim was to provide a better understanding of the etiology of ADHD, to develop
a large model that can include different potential risk factors, and understand
the interactions of ADHD with other disorders that often co-occur with ADHD,
such as aggression and ASD. In Chapters 2 and 3 we inferred three models that
describe ADHD, some of the risk factors (gender, genes, age, etc.), behavioral
information, and measurements of activations in particular brain regions. These
results provide new insight into the reversal learning problem and can improve
its treatment. Moreover, the causal model suggests promising new pathways for
genetic research in ADHD that need to be confirmed by genetic imaging studies.
In Chapter 4-6 the focus is on answering questions about the etiology of
ADHD using causal modeling as a tool. In Chapter 4 we used the algorithm
from Chapter 2 to determine whether there is a direct or indirect link between
a candidate gene for ADHD and brain activation during a monetary incentive
delay task. The causal model inferred from the data showed that there is no di-
rect link between these two variables; however, there is an indirect path between
them. This finding might explain existing discrepancies in the current literature,
but to make solid conclusions further experiments should be performed.
In Chapter 5 we applied causal modeling to answer the question whether
inattention drives hyperactivity/impulsivity or hyperactivity/impulsivity
drives inattention in ADHD. Based on the results of the causal modeling the
most probable model explaining the conditional independencies observed in
the data is the model where inattention causes hyperactivity/impulsivity. We
discuss our results providing a historical context and relate our results with
other studies that showed different etiology of the hyperactivity/impulsivity
for subjects that have a high level of inattention from subjects with a low level
of inattention. The hypothesis proposed in this chapter can be further validated
experimentally.
In Chapter 6 we studied the interactions between ADHD and its comorbid
disorder ASD. The causal modeling builds a more complete model than stan-
dard statistical techniques, distinguishes between direct and indirect associa-
tions, and allows us to make preliminary predictions about causation. Applying
causal modeling to a large phenotypic data set suggested three distinct pathways
between the disorders where the strongest link was found between social com-
munication difficulties, inattention, and impulsivity. These findings may help
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future studies on understanding the (pathophysiological) mechanisms behind
the overlap between ASD and ADHD.
In conclusion, this thesis provides a great tool to infer causal relationships
from observational data and provides several examples of its application to real
world medical data. Based on the inferred models new hypothesis for experi-
mental studies are proposed that can help scientists to understand the mecha-
nisms of ADHD.
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Chapter 9
Samenvatting
Dit proefschrift richt zich op het leren van causale modellen op basis van medis-
che data. Het eerste doel van dit proefschrift was het aanpassen van bestaande
causale methoden zodat deze minder strikte aannamen hoeven te maken. In
hoofdstuk 2 verzwakten we twee aannames: data volgt een normale of discrete
verdeling, en data heeft geen ontbrekende waarden. In het medische domein zijn
deze aannamen vaak niet waar, aangezien data zowel discrete als continue data
kan bevatten, waarbij continue data niet noodzakelijk normaal verdeeld is. We
ontwikkelden een methode die de structuur van een causaal model kan afleiden
wanneer de dataset zowel discrete als continue variabelen bevat en er mogelijke
waarden ontbreken. We hebben verschillende benaderingen voorgesteld om dit
probleem op te lossen en op basis van een simulatie studie is geconcludeerd
dat de aanpak die het expectation maximization algoritme gebruikt, tot de beste
prestatie leidt. Het voordeel van deze methode is ook dat men ervan uitgaat
dat data willekeurig ontbreekt (missing at random, MAR), terwijl alternatieve
benaderingen ervan uitgaan dat de data volledig willekeurig ontbreekt (missing
completely at random MCAR), wat een veel sterkere aanname is.
In Hoofdstuk 3 breiden we bestaande causale algoritmen uit en beschouwden
we het probleem van het schatten van de betrouwbaarheid van causale relaties.
De betrouwbaarheid van een causale relatie die afgeleid is van voorwaardeli-
jke afhankelijkheden kan gemakkelijk worden geschat. Dit noemen we de ba-
sis causale uitspraken. Deze uitspraken vertegenwoordigen echter slechts een
deel van de causale uitspraken die gebruikt worden om causale relaties tussen
variabelen af te leiden. Voor de andere causale uitspraken wordt de betrouw-
baarheid geschat door relatief eenvoudige causale logica toe te passen, zoals
transitiviteit en acycliciteit van basis uitspraken. In hoofdstuk 3 stelden we een
nieuwe aanpak voor om de betrouwbaarheid van nieuwe afgeleide uitspraken
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te berekenen. Om dit te doen pasten we Fréchet ongelijkheden en predikaatlog-
ica toe. De belangrijkste uitdaging van deze aanpak is de complexiteit van de
vele berekeningen voor grote modellen. Om dit probleem te verhelpen, stelden
we twee versies van het algoritme voor die de betrouwbaarheid van causale
uitspraken met verschillende nauwkeurigheden kunenn bepalen: een gulzige
en een vertraagde versie. Simulatiestudies toonden aan dat de vertraagde vari-
ant, ten koste van meer boekhoud- en rekentijd, iets nauwkeurigere intervallen
berekent.
Het tweede doel van het proefschrift was het toepassen van de ontwikkelde
methoden op echte datasets die ADHD beschrijven. Met behulp van causale
modellen streefden we ernaar om beter inzicht te krijgen in de etiologie van
ADHD. Daarvoor wilden we een groot model ontwikkelen dat verschillende
mogelijke risicofactoren en de interacties van ADHD met andere aandoenin-
gen die vaak voorkomen bij ADHD, zoals agressie en ASD kan beschrijven.
In hoofdstukken 2 en 3 ontwikkelden we drie modellen die ADHD, een aan-
tal risicofactoren (geslacht, genen, leeftijd, enz.), gedragsinformatie en metingen
van activaties in specifieke hersengebieden bevatten. Deze resultaten geven een
nieuw inzicht in het omgekeerde leerprobleem en kunnen gebruikt worden om
de behandeling van ADHH te verbeteren. Bovendien stelt het causaal model
veelbelovende nieuwe trajecten van genetisch onderzoek in ADHD voor, die
met behulp van genetische studies kunnen worden bevestigd.
In hoofdstuk 4-6 ligt de nadruk op het beantwoorden van vragen over de
etiologie van ADHD met behulp van causale modellering als hulpmiddel. In
hoofdstuk 4 gebruikten we het algoritme uit hoofdstuk 2 om te bepalen of er een
directe of indirecte verbinding bestaat tussen een kandidaatgen voor ADHD en
hersenactivering tijdens een monetaire stimulansvertraging. Het causaal model
dat uit de data is afgeleid, laat zien dat er geen directe verbinding bestaat tussen
deze twee variabelen, maar wel dat er een indirect pad bestaat. Deze bevinding
zou de bestaande discrepanties in de huidige literatuur kunnen verklaren, maar
om solide conclusies te maken, moeten er experimenten worden uitgevoerd.
In hoofdstuk 5 pasten we causale modellering toe om de vraag te beantwo-
orden of innatentie hyperactiviteit / impulsiviteit aandrijft of hyperactiviteit /
impulsiviteit innatentie aandrijft in ADHD. Op basis van de resultaten van de
causale modellering is het meest waarschijnlijke model waarin de voorwaardeli-
jke onafhankelijkheden in de data worden waargenomen, het model waarbij
inattentie hyperactiviteit / impulsiviteit veroorzaakt. We bespreken onze re-
sultaten in een historische context en vergelijken onze resultaten met andere
studies die verschillende etiologie van de hyperactiviteit / impulsiviteit toonden
voor onderwerpen die een hoog niveau van innatentie hebben van onderwerpen
met een laag niveau van innatentie. De hypothese die in dit hoofdstuk wordt
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voorgesteld, kan experimenteel worden gevalideerd.
In hoofdstuk 6 hebben we de interacties tussen ADHD en zijn comorbid dis-
orde ASD bestudeerd. De causale modellering geeft een model dat naukeuriger
is dan standaard statistische technieken, onderscheidt directe en indirecte as-
sociaties en stelt ons in staat om voorspellingen te doen over causale verban-
den. Toepassing van causale modellering op een grote fenotypische dataset
stelde drie verschillende verbindingen tussen de aandoeningen voor. De sterk-
ste verbinding werd gevonden tussen sociale communicatieproblemen, innaten-
tie en impulsiviteit. Deze bevindingen kunnen toekomstige studies helpen bij
het begrijpen van de (pathofysiologische) mechanismen achter de overlap tussen
ASD en ADHD.
Ten slotte biedt dit proefschrift een goed instrument om causale relaties uit
observaties af te leiden en geeft een aantal voorbeelden van de toepassing er-
van op medische data. Op basis van de afgeleide modellen worden nieuwe
hypothesen voor experimentele studies voorgesteld die de wetenschappers kun-
nen helpen om de mechanismen van ADHD beter te begrijpen.
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