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Abstract
The millimeter-wave (mmWave) frequencies have attracted considerable attention for fifth generation
(5G) cellular communication as they offer orders of magnitude greater bandwidth than current cellular
systems. However, the medium access control (MAC) layer may need to be significantly redesigned to
support the highly directional transmissions, ultra-low latencies and high peak rates expected in mmWave
communication. To address these challenges, we present a novel mmWave MAC layer frame structure
with a number of enhancements including flexible, highly granular transmission times, dynamic control
signal locations, extended messaging and ability to efficiently multiplex directional control signals.
Analytic formulae are derived for the utilization and control overhead as a function of control periodicity,
number of users, traffic statistics, signal-to-noise ratio and antenna gains. Importantly, the analysis can
incorporate various front-end MIMO capability assumptions – a critical feature of mmWave. Under
realistic system and traffic assumptions, the analysis reveals that the proposed flexible frame structure
design offers significant benefits over designs with fixed frame structures similar to current 4G long-term
evolution (LTE). It is also shown that fully digital beamforming architectures offer significantly lower
overhead compared to analog and hybrid beamforming under equivalent power budgets.
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I. INTRODUCTION
The millimeter wave (mmWave) bands, roughly corresponding to frequencies above 10 GHz,
have attracted considerable attention for next-generation cellular wireless systems [1]–[5].
These frequency bands offer orders of magnitude more spectrum than the congested bands in
conventional ultra high frequency (UHF) and microwave frequencies below 3 GHz. In addition,
advances in complementary metal-oxide semiconductor radio frequency (CMOS-RF) circuits and
the small wavelengths of mmWave frequencies enable large numbers of electrically steerable
antenna elements to be placed in a picocellular access point or mobile terminal providing
further gains via adaptive beamforming and spatial multiplexing. Preliminary capacity estimates
demonstrate that this combination of massive bandwidth with large numbers of spatial degrees
of freedom can enable orders of magnitude increases in capacity over current cellular systems
[6], [7].
However, the use of the mmWave bands for cellular is relatively new. While mmWave systems
have been successfully used for satellite communications, cellular backhaul and wireless local
area networks (LANs), these applications consist generally of point-to-point links with limited
mobility [8]–[12]. Cellular systems require additional mechanisms to support handover, track
channel conditions, and coordinate interference and traffic between users, both within each cell
and between neighboring cells.
In this work, we focus on one particularly important aspect of this design problem – namely the
medium access control (MAC) layer frame structure. By the frame structure we mean the time-
frequency placement of all the relevant MAC-layer channels, including the data, assignments,
acknowledgements (ACKs), and other control information to enable efficient use of the spectrum
resources by the cell. While several groups have presented prototype designs [13]–[17], as we will
see below, alternate design choices can obtain dramatically improved overhead and utilization.
A. Design Requirements and Challenges
The challenges in designing an efficient mmWave MAC-layer frame structure derive from the
expectation that 5G cellular systems will support extremely high peak data rates with very low
latency [5], [18]. Moreover, the radio infrastructure will be used by an increasing number of
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3cellular users along with a high volume of machine-to-machine type communications [19]. In
this work, we will consider the frame design under several different goals and constraints:
• Ultra low-latency: One of the most challenging goals is the desire to obtain round-trip
(base station (BS) to user equipment (UE) and back) airlink latencies of approximately
1 ms. Applications related to healthcare, logistics, automotive and mission-critical control
will require this stringent bound on the latency [19], [20]. Moreover, as detailed in [21], real-
time cyber physical experiences have similar latency requirements. This ultra low latency
target is at least an order of magnitude faster than the minimum latency currently offered by
3GPP LTE (10 ms, see [22]). Of course, the actual latency of the system will also depend
on hardware processing capabilities which are not within the scope of this study. However,
for our purpose, we will consider a frame structure that can offer frequent opportunities for
transmission of data and control to meet these targets.
• Multiple users: While 802.11 systems already offer sub-millisecond latencies, achieving
similar low latency in a multi-user cellular system is significantly more challenging. Cellular
systems depend on careful scheduling between multiple users and cells to efficiently use
the airlink and achieve high levels of spatial reuse. This scheduling demands significant
control messaging. As we will see below, this control overhead grows with the number of
users and one of the main objectives of this paper is to find efficient ways to accommodate
multiple users and keep the ability to efficiently and rapidly allocate airlink resources.
• Short bursty traffic: One of the main attractions of mmWave frequencies is the ability to
support multi-Gbps throughputs. Cellular communication systems will need to efficiently
support these high data rates for both full buffer traffic and short bursty transmissions. Short
transmission bursts may be needed for radio resource control (RRC) layer messages, TCP
ACKs, and applications that occasionally send short pieces of information. Based on our
analysis, we are the first to note that the frame structure design has significant impact on
the utilization of the airlink in the presence of these short transmissions. Additionally, in
this work we show that frame design not only depends on latency and overhead metrics,
but also on the nature of the data traffic.
• Beamforming architecture constraints: Due to the wide bandwidths and large number of
antenna elements in the mmWave range, it may not be possible from a power consumption
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4perspective for the mobile receiver to obtain high rate digital samples from all antenna
elements [23]. Most designs have thus considered using either analog or hybrid beamforming
(at RF or IF) prior to the A/D conversion [24], [25], or low-resolution fully digital front-
end [26] – see a summary in [27]. The analog or hybrid beamforming architectures can
in effect “look” in only one or a small number of directions at a time, thereby placing
severe restrictions on control channel multiplexing. Conversely, low resolution fully digital
architectures provide an energy-efficient way to multiplex simultaneously a large number
of streams, but at the price of some signal quality degradation due to quantization errors.
B. Proposed System Design
To address these challenges, we propose a novel frame structure design that incorporates
several key changes relative to current LTE systems:
• Flexible TTI duration: The current LTE system uses a fixed transmission time interval (TTI)
of one subframe (1 ms). We show that this fixed TTI duration is extremely inefficient when
accommodating small packets and we propose a novel flexible TTI structure, inspired by
the design proposed in [28].
• Directional control signaling: As discussed above, the mmWave front-end architecture may
limit the UE and/or BS ability to transmit and receive in multiple directions at a time. We
propose and evaluate several alternatives to multiplex control channels such as grants and
channel quality indicator (CQI) reports, under these constraints. Moreover, this work is the
first to provide designs that can exploit low-resolution fully digital front-ends.
• Extended control messages: One major contribution of this work is the use of extended
messages for the uplink (UL) and downlink (DL) grants as well as scheduling requests and
capability reports. This is key for the use of dynamic TTI and flexible control signaling
necessary for low-latency communication. We show that these extended messages offer
much faster scheduling with minimal increase in overall control overhead.
• Dynamic HARQ placement: In current LTE systems, the hybrid automatic repeat request
(HARQ) ACK is transmitted at a fixed time (3 subframes) after the data transmission. We
are the first to propose that for mmWave systems, due to highly variable packet sizes,
decoding capabilities, and latency requirements, the HARQ ACK timing should instead be
scheduled dynamically.
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5Similar to the LTE DL, we assume an orthogonal frequency division multiple access (OFDMA)
waveform. OFDMA has the benefit of simple equalization and the ability to support orthogonal
allocations in frequency and time. Whether OFDMA is the optimal choice for mmWave cellular
remains to be determined. However, our analysis abstracts out the details of the particular
waveform, and thus the concepts in our investigation can be applied to other systems as well.
C. Design Evaluation
We present a novel framework to evaluate two key performance criteria for the design options:
(i) control overhead and (ii) resource utilization for small packets. The methodology is based on
statistical distribution of signal to noise ratio (SNR) and packet sizes and can thus be applied
under a wide range of deployment and traffic assumptions. Our analysis also elucidates the effect
of different multi-input multi-output (MIMO) antenna architectures on MAC layer design. In
particular, we demonstrate the value of using low-resolution fully digital architectures. The model
is then used to assess various design options under realistic assumptions for next-generation
cellular evolution. We demonstrate that the proposed design can enable millisecond latencies
with low control overhead while accommodating large numbers of UEs in connected state.
D. Organization
Section II outlines the beamforming architectures available for mmWave MIMO antenna
systems. In Section III we discuss the possible frame structure design alternatives and propose
a design for the control and data channels. A framework for the theoretical analysis of the
MIMO architecture, frame structure and UL and DL channel design is presented in Section IV.
The results along with the realistic system assumptions are presented in Section V. Section VI
concludes the paper. Auxiliary technical details and accompanying discussions are given in the
Appendix.
The conference version of this paper will appear in [29]. This paper includes a more thor-
ough and detailed design, particularly for all the control signaling. In addition, all the analytic
derivations and details on the evaluation methodology presented here were not included in the
conference version.
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Fig. 1: Receiver architecture with (a) analog beamforming, (b) digital beamforming, and (c) hybrid beamforming.
II. MIMO ARCHITECTURE MODELS
A. Transceiver Architectures
Before describing the channel structure, we need to consider the different beamforming (BF)
capabilities available at the base station. As we will see, the MIMO processing assumptions will
have a significant impact on the control overhead and latency.
In beamforming at conventional UHF and microwave frequencies, there is typically a separate
RF chain and A/D conversion path for each antenna element. This architecture enables the most
flexibility in that signals from the different antenna elements can be combined digitally as shown
in Fig. 1b. In the sequel, we will refer to this model as a fully digital architecture.
Unfortunately, in the mmWave range, due to the large number of antenna elements and wide
bandwidths, it may not be possible from a power consumption perspective for the BS receiver
to obtain high rate digital samples from all antenna elements [23]. Most proposed designs thus
perform beamforming (at RF or IF) prior to the A/D conversion [24], [25], [30]–[32]. This model
saves power by using only one A/D or D/A but the flexibility is reduced since the node can
beamform in one direction at a time. This model, shown in Fig. 1a, is called analog beamforming.
A hybrid between the digital and analog BF, shown in Fig. 1c, is to have K A/D or D/A
conversion paths. Each of the K paths corresponds to a link between the BS and the UE called
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7a stream. This is called hybrid beamforming and was first proposed in [24]. In hybrid BF, the
base station can beamform and combine to K users at a time with the full antenna gain. In the
special case when K = 1, we obtain analog BF and when K = Nant, the number of antenna
elements, we get the capability of fully digital BF.
B. Beamforming Gains
To model the effect of directionality, let GBS and GUE denote the maximum directional gain
achievable at the BS or UE when the beamforming is aligned along the BS-UE link. Due to
reciprocity, we assume the same gain is achievable in both transmit (TX) and receive (RX)
directions. The exact directional gain will depend on the number of antenna elements, multi-
path angular scattering and channel estimation accuracy, and may vary along different links.
However, to simplify the analysis, we assume that the maximum gains are constant across all
links and given by
GBS = N
ant
BS , GUE = N
ant
UE , (1)
where NantBS and N
ant
UE are the number of antenna elements available at the BS and UE. The model
in (1) holds exactly when the channel has a single angular path with no angular dispersion [33].
Studies of experimental data in [6] show that even in non line of sight (NLOS) channels with
extensive scattering and long-term beamforming we can generally obtain a gain that is within
2 dB of this theoretical value, so we will make this assumption in the paper.
For fully digital BF, we will assume that the maximum gains can be obtained simultaneously
for an arbitrary number of UEs since the BS can combine signals digitally. In contrast, for analog
BF, it can only obtain the maximum directional gains for one user at a time. For hybrid BF with
K streams, it can obtain the maximum gain1 for K users at a time. Note that, for hybrid BF, we
have assumed that all antenna elements are available to all streams via splitters or combiners.
With analog and hybrid BF, it may be necessary for the BS to transmit to or receive from a
number of users exceeding the number of digital streams. In this case, the BS will not be able
to obtain the full directional gain and must set the antenna pattern in a wide angle to transmit
the signals to or receive them from all the UEs. We will let GomniBS denote the BS-side gain in
1At the BS, both the signal power and the noise power are split into K parts, keeping the SNR constant. [34]
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8this scenario. A conservative lower bound on this gain is given by
GomniBS = K, (2)
where K is the number of digital streams (K = 1 for analog BF). In practice, the omni-directional
gain may be larger if, for example, the UEs are clustered angularly. Also, [34] has considered
the problem of optimizing the K streams to receive from multiple UEs with known spatial
patterns. This may increase the gain further. However, in the analysis, we will conservatively
always assume an omni-directional gain only as in (2).
C. Low Resolution Fully Digital BF
One possible solution to the high power consumption of fully digital architectures is to still
have a full A/D conversion path for each antenna element, but to use very few bits per element
– say 2 to 3 bits per I/Q dimension. Since the power consumption of an A/D or D/A generally
scales exponentially in the number of bits (i.e., linearly in the number of levels), using very low
quantization resolutions can theoretically compensate for the large numbers of parallel A/D and
D/A paths. This low resolution digital architecture has been considered in [26], [35], [36].
To model the effect of low quantization resolution, we will use an additive quantization noise
model [37], as used in [38]. As described in [39], we can model the effect of quantization as a
reduction in the SNR. Specifically, if a channel is received with an SNR of γ per antenna, the
SNR after quantization can be modeled as
γ′ =
γ
1 + αγ
, (3)
where 1/α is an upper bound for the SNR, that depends on the quantizer design.
III. FRAME AND CHANNEL STRUCTURE
Having described the MIMO architectures, in this section we discuss in details the new flexible
frame structure proposed in this work. The proposed UL and DL timelines are discussed to
show how the control and the data channels need to be implemented to ensure low latency while
properly utilizing radio resources. Additionally, we discuss the novel use of semi-static control
signals and control signal multiplexing in the context of mmWave cellular systems.
August 23, 2016 DRAFT
9A. Flexible Frame Structure
In current LTE systems – see, for example, [40] – time is divided into regular intervals called
subframes of 1 ms, with a fixed number of OFDM symbols per interval. Each subframe is in
turn divided into a control and a data portion. The control portion is used for signaling various
control messages such as grants, ACKs, etc. UL and DL transmissions occupy the entire data
portion of the subframe and hence the subframe duration is called the transmission time interval
(TTI). In TDD LTE systems, the subframes are semi-statically assigned as UL or DL.
Fixed TTI has been considered for mmWave cellular systems in [1]. However, fixed TTI may
lead to highly underutilized subframes when transmitting very small MAC packet data units
(PDUs). In the current LTE standard, this problem does not arise since small MAC PDUs can
be allocated a very small portion of the bandwidth (as small as one resource block), with the
remainder of the bandwidth being assigned to other UEs. However, for a mmWave base station
that can only direct its beam to one user at a time, such FDMA scheduling is not possible,
and thus the entire bandwidth must be allocated for the entire subframe2. The potential resource
wastage is particularly dramatic for very wide bandwidth systems, as envisioned in the mmWave
context. We will characterize this wastage precisely in Section IV-B.
In addition, the semi-static assignments of UL and DL subframes can lead to poor utilization
of the airlink when the traffic is asymmetric (i.e., much higher in one direction). In standard
LTE TDD systems, UL and DL directions cannot be assigned differently in neighboring cells
since the DL transmissions would overwhelm the uplink ones. However, mmWave links can be
directionally isolated, and it is therefore useful to enable so-called dynamic TDD scheduling
where the UL and DL directions can be assigned dynamically [5], [41]. Thus we consider an
alternate flexible frame structure, somewhat similar to that proposed in [28] but offering much
greater flexibility for control signaling and scheduling. Similar to LTE, we assume there is a
larger frame period (possibly several milliseconds) to reference periodic channels, but unlike [28]
there are no fixed subframes within the frame. Instead, control and data can be transmitted in
any OFDM symbol in either the UL or the DL direction. TX-RX switching will be supported by
guard periods. Uplink symbol times are aligned at the BS. Similar to LTE, this can be performed
by having the BS cell perform continuous feedback timing control so that the UEs can advance
2While FDMA scheduling would still be possible if the users are angularly close, this cannot be guaranteed in general.
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Fig. 2: Scheduling timeline for TDMA based mmWave systems with variable (i.e., dynamically scheduled) TTIs.
W represents the total bandwidth of the system. The center frequency is represented as fc.
their TX timing relative to their RX timing to ensure that signals are properly aligned at the BS.
B. Scheduling Timeline
We illustrate the UL and DL scheduling using this flexible structure.
DL Scheduling Timeline: The DL scheduling timeline is illustrated in Fig. 2a. Each UE in
connected mode is assigned dedicated uplink control resources similar to the Physical Uplink
Control Channel (PUCCH) in LTE. These resources can be used to periodically transmit DL
CQI reports where the mobile periodically reports the SNR and other channel characteristics for
rate adaptation. For a TDD system, the UL control channel can also be used for estimation of
the DL beamforming. Note that the CQI reports will be continuously transmitted for all UEs in
connected mode, even when they are not scheduled to transmit data.
Now, suppose that DL radio link control (RLC) data arrives at the BS cell. Since there are
no fixed subframe boundaries, the data can be scheduled at the next unassigned OFDM symbol,
thereby enabling very low latency. The assignment, called a DL grant, will be transmitted in
one of a fixed set of frequency locations in the OFDM symbol and indicates the identity of
the destination UE, the modulation and coding scheme (MCS) and other information to decode
the data. The UE scans each OFDM symbol for the presence of this DL grant. The data is
transmitted along with DL grant. This enables the data and DL grant to obtain the full directional
beamforming gain.
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In the case that the BS supports analog beamforming with a single digital stream, it can
only transmit to one UE at a time. Thus, the DL transmission (DL grant + data) must occupy
the entire bandwidth. Hence, for short MAC PDUs, it may be necessary to transmit for a very
short TTI to avoid wasting the transmission time. We thus propose that the TTI duration is
flexible and signaled within the DL grant using some additional information bits. Similar to
LTE, we will assume that the system supports multi-process HARQ. The DL grant, hence, will
also convey the HARQ process number, new data indicator and redundancy version. In case of
retransmissions, the UE will know which prior transmissions to combine the current transmission
with. In addition, since the packet sizes and UE decoding capability may vary considerably in
the mmWave space, we propose that the location of the UL ACK to be used by the UE is also
signaled with the DL grant. Similar to the data, the UL ACK can be located in any unassigned
OFDM symbol. A UE that has decoded the DL data successfully will transmit an UL ACK; the
absence of an ACK indicates a negative ACK due either to missing the DL grant or failing to
decode the DL data.
UL scheduling timeline: The UL scheduling timeline is shown in Fig. 2b. After a packet
arrives at a UE, we assume that the UE sends a scheduling request (SR) to the BS, using the
fixed UL control slots, to indicate that it has data to transmit. Each UE must be allocated periodic
resources to transmit the SR. Since we have access to a large number of degrees of freedom
in the mmWave context, we will consider multibit SRs, resembling the LTE buffer status report
(BSR). The multibit SR can enable a more fine grained report on the precise buffer levels at
the UE and bypasses the additional overhead associated with using the one bit SR. The use of
multibit SRs is especially important in the flexible TTI design as the amount of data the user
requires to transmit determines the length of the transmission opportunity granted.
After decoding the SRs, the BS makes a scheduling decision that allocates OFDM symbols
to the UEs in the UL direction. The UL grant can be transmitted in any OFDM symbol and
shall contain the MCS, UL power control information and the time location of the UL TTI and
the DL ACK. A UE that decodes the UL grant will then transmit the data in the TTI. The time
allocated for the UL grant, UL data and DL ACK can be dynamically adjusted depending on
the MAC PDU size as well as the UE processing capability for preparing the transmission and
BS processing capability for decoding the data.
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C. Semi-static Control Signals
Many of the control signals such as scheduling requests and CQI reports need to be allocated
to dedicated resources whose time locations would be fixed over relatively long periods (e.g.,
reallocation requires a higher level RRC reconfiguration). The dynamic UL and DL data trans-
missions would thus need to be allocated “around” these semi-statically fixed transmissions. One
simple mechanism would be to assign UL and DL grants in sets of discontinuous time intervals,
thereby allowing data TTIs to “skip” over any pre-assigned control signals. We will account for
this extra signaling overhead in Section IV-C.
D. Control Signal Multiplexing
As discussed in Section II, a BS that has analog BF with only a single digital stream, can trans-
mit or receive in one direction at a time. On the other hand, BS cells with hybrid or low-resolution
fully digital beamforming may transmit or receive in multiple directions simultaneously. When
communication in multiple simultaneous directions is possible, control channels for different
UEs can be multiplexed together in the same OFDM symbol at different frequencies. We will
see in our analysis below that, since the control messages are short, this frequency division
multiplexing (FDMA) enables significantly lower overheads.
IV. DESIGN ANALYSIS
In this section we develop a general framework for evaluating two key performance metrics
for the frame structure design: overhead and utilization. We develop a general methodology that
can incorporate different assumptions on the statistical distributions of SNRs and traffic patterns.
Importantly, the evaluation will enable us to quantify the benefits of fully digital transceivers.
We will also be able to compare the proposed flexible TTI structure to what we will call a
fixed TTI system where the TTIs occur at fixed boundaries with fixed durations. We detail the
evaluation model in Subsection IV-A. This is followed by the derivation of the utilization factor
in Subsection IV-B. In Subsection IV-C we derive analytical expressions for the overhead of the
control messages.
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A. Evaluation Model
SNR Distribution: We consider a single cell with NUE UEs in connected state. We assume
that the omni-directional DL and UL SNRs for the i-th UE are given by
γDLi =
PBS
LiN0Wtot
, γULi =
PUE
LiN0Wtot
(4)
where PBS and PUE are the transmit powers of the BS and the UE; Li is the path loss between
the BS and the UE; N0 is the thermal noise power spectral density (including the noise figure)
and Wtot is the channel bandwidth. The path loss values Li are modeled as independent random
variables with some distribution that depends on the path loss model and cell radius. In our
evaluation section, we will use the mmWave statistical path loss model proposed in [6], but
the framework can be applied to arbitrary distributions. Importantly, the SNRs in (4) are omni-
directional SNRs in that they do not include the directional gain. Depending on the directionality
of the transmissions, we will apply the gains as described in Section V-A. Additionally, losses
due to synchronization errors, beam alignment errors, etc., can be easily incorporated in (4).
Rounding: We will assume that all the channels must be an integer number of OFDM
symbols. Hence, in many of our calculations, we will need to round up to the smallest number
of integer symbols. Given an OFDM symbol period Tsym, let
Q(T ) = Tsymd(T/Tsym)e, (5)
which is the value of time T rounded up to the nearest integer multiple of Tsym.
B. Utilization
Following our discussions in Section III, we consider analog beamforming based designs for
the physical layer data channels. In order to quantify the interplay between the frame structure
design choice and the traffic statistics, we define the utilization factor η as the ratio between
the minimum time required to transmit a particular PDU and the total time allocated for the
corresponding transmission. Specifically, we analyze the difference between the fixed and the
flexible TTI based designs in terms of η. We first analyze traffic with TCP ACKs, followed by
a more general exposition based on the statistical nature of the data traffic.
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Utilization with TCP ACKs: We consider a simple model with N users, each having one
full buffer TCP flow. A full buffer flow implies that at every transmission opportunity, the radio
resources available for data transmission are completely used. Let us assume that we have N
such flows in the DL, though the direction of the flow does not affect the analysis. For each of
these N flows, the network expects TCP acknowledgements, which will be transmitted in the
UL. TCP ACKs, unlike the data, have a small size. For example a 1500 byte TCP data can be
acknowledged by a 74 byte ACK. Hence, the ACK will not need the maximum possible radio
resource available and in fact, the ACKs can be treated as bursty data.
The number of TCP segments (SN) that are transmitted in one time slot for the full buffer
transmission is given as
SN =
TTTI,max ρDLWtot
Ldata
, (6)
where Ldata is the length of each segment in bits, ρDL is the spectral efficiency for DL trans-
mission and Wtot is the total bandwidth available for the transmission.
In the reverse direction, each of these SN segments will be acknowledged by one TCP ACK
packet of length Lack which includes all packet overhead. Thus there are at most SNLack bits of
data to be transmitted on the UL (we will have less data if ACKs are combined). The minimum
time required to transmit the acknowledgements is
Tminack =
SNLack
ρULWtot
, (7)
where ρUL is the UL spectral efficiency. The computation of the spectral efficiency is presented
in the Appendix.
We define TTTI,max as a design specific constant which is the maximum TTI for a particular
mmWave system. For the fixed TTI based design, all allocations made are for a duration of
TTTI,max, regardless of the size of the data to be transmitted. Thus the utilization factor (ηfix) for
the full buffer TCP flow is given by
ηfix =
TTTI,max + T
min
ack
2TTTI,max
. (8)
A flexible TTI based system, on the other hand, will allocate a transmission time of TTTI,max
in the DL but on the UL will allocate an integer number of symbols based on the packet size.
Thus the total time allocated for the transmission of a TCP ACKs is Q
(
Tminack
)
. The utilization
August 23, 2016 DRAFT
15
factor for flexible TTI based design is,
ηflex =
TTTI,max + T
min
ack
TTTI,max +Q
(
Tminack
) . (9)
Small packets: As an alternate small packet model, we assume that the number of packets
to be transmitted over the physical channel is a random variable that depends on the packet
generation rate. The size of each of the packets transmitted during this period is modeled as a
random variable b with a known distribution. The minimum time required to transmit b bits of
data in the ith time slot is
Tmini =
b
ρWtot
, (10)
where ρ is the spectral efficiency of the link and Wtot is the transmission bandwidth.
Following the analysis for the full buffer model, we can write the time allocated to the bursty
flows for both schemes as
Ti =
 TTTI,max : Fixed
Q(Tmini ) : Flexible
(11)
Unlike the analysis of the first traffic model, it must be noted that the Ti’s are random variables,
as they are a function of b and ρ. For the fixed TTI based design the expected value of the
utilization factor calculated over a large time duration is given by3
ηfix =
1
Wtot
E
[
1
ρ
]
E[b]
TTTI,max
. (12)
where we note that the length of the MAC PDU is independent of the current spectral efficiency
(ρ) of the channel. The calculation of ρ is shown in the Appendix.
On the other hand, the steady state utilization factor for the flexible scheme can be found
using renewal theory as,
ηflex = lim
N→∞
1
N
N∑
i=1
(
bi
ρiWtot
)
1
N
N∑
i=1
Q( bi
ρiWtot
)
=
E[b]E[1/ρ]
WtotE[Q( bρWtot )]
. (13)
3 We consider that packets arriving in a given time interval are served before packets arrive in the next time interval, i.e.,
there is no accumulation of packets.
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C. Overhead
Based on the discussion on beamfroming architectures in Section II and control signal multi-
plexing in Section III-D, in this section we analyze the overhead cost of the PHY layer control
channel. Detailed analyses for each PHY control message are given as follows.
Scheduling request: Assume that there must be a dedicated opportunity for each UE to
transmit a scheduling request (SR) at least once every Tper,SR seconds. The value of Tper,SR is
one component of the UL delay. Let bSR be the number of bits in the SR and γb be the minimum
Eb/N0 for the channel, where Eb represents the energy per bit. When the BS has analog BF,
there are two options to receive the SR. First, it can receive the SRs in a TDMA manner, in
which case it gets the full directional gain on both the BS and the UE side. Hence we can write
bSREb ≤ Ptx,ULTper,SR,
or, bSR
(
Eb
N0
)
≤
(
Ptx,UL
N0Wtot
)
WtotTper,SR,
where Ptx,UL is the UL transmit power and
(
Ptx,UL
N0Wtot
)
is the UL SNR γUL.
As the transmit time should be an integer multiple of the symbol length, the time to receive
the SR for each UE will be at least
TSR = Q
(
bSRγb,SR
GBSGUEWtotγULmin
)
, (14)
where Q(·) is the operator in (5). In (14), we have assumed that the time slot width for the UE
is dimensioned for the worst-case UE and hence we have used the minimum UL SNR, γULmin.
When the number of UEs equals NUE , the total overhead using TDMA for the SR is:
αSR,TDMA =
NUETSR
Tper,SR
=
NUE
Tper,SR
Q
(
bSRγb,SR
GBSGUEWtotγULmin
)
.
An alternate option is for the UEs to transmit the SRs simultaneously on different frequency
resources, and have the BS receive the SRs omni-directionally. Assuming that the number of
degrees of freedom is sufficient (which is likely since the bandwith is large), the overhead using
this FDMA scheme is
αSR,FDMA =
1
Tper,SR
Q
(
bSRγb,SR
GomniBS GUEWtotγ
UL
min
)
, (15)
where the BS uses the omni-directional gain. Finally, for digital BF, the BS can receive all the
SR signals simultaneously while obtaining the directional gain, so the overhead fraction is
αSR,Dig =
1
Tper,SR
Q
(
bSRγb,SR
GBSGUEWtotγULmin
)
. (16)
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Fig. 3: (a) UL grant placing for analog beamforming. (b) UL grant placing for digital/hybrid beamforming. (c) DL
grant multiplexed with DL data for both digital and analog architectures.
The number of bits bSR will depend on the quantization resolution for the buffer status. More
bits will be required in the variable TTI mode so that the BS can schedule the correct TTI
size. Once the UE is scheduled, it can transmit a full buffer status report inband as in LTE.
Additionally, in either option, we will need further bits for a CRC to prevent false alarms that
would result in UL allocation wastage. We will describe this in Section V.
UL CQI and other control: In LTE, in order to enable the BS to perform rate adaptation
in the downlink, each UE continuously transmits channel quality indicator (CQI) reports on a
dedicated uplink control channel. The dedicated UL control channel is also used for transmitting
indications of the channel spatial rank for MIMO. The overhead for this channel can be computed
identically to the SR report above. The resulting expressions will depend on Tper,CQI, the
periodicity of the CQI reports, bCQI , the number of bits per report, and γb,CQI, the Eb/N0
for the channel.
UL grants: The overhead taken by the UL grants depends critically on the MIMO architec-
ture. If the BS has only analog BF, it can transmit in only one direction at a time, and therefore
cannot transmit a UL grant to one UE and data to another UE simultaneously. Thus, the UL
grant must be transmitted by itself across the entire bandwidth as shown in Fig. 3a. If we let
bg be the number of bits in the grant, and γb,g be the minimum Eb/N0, the minimum time per
grant will be
TULG,ana = Q
(
bgγb,g
GBSGUEWtotγDLi
)
. (17)
Now, say that a fraction pUL of the TTIs is allocated for the UL and 1− pUL for the DL. Since
there is one UL grant for every TTI allocated to the UL, the overhead for the UL grants with
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analog BF will be
αULG,ana =
pUL
E [TTTI]
E
[
Q
(
bgγb,g
GBSGUEWtotγDLi
)]
, (18)
where the expectation in E[TTTI] is taken over the TTI sizes, and the expectation in E[Q(·)] is
taken over the variability in the DL SNR. Note that in the fixed TTI case TTTI is a fixed value.
When the BS has hybrid BF with K > 1 streams or digital BF, the BS can transmit the UL
grant in a fraction of the bandwidth while transmitting DL data to other UEs in the remainder
of the bandwidth as shown in Fig. 3b. To evaluate the overhead in this case, suppose that
the UL grant is sent for Tg seconds over a bandwidth of Wg. If the DL power is allocated
uniformly across the total bandwdith Wtot, then the grant will be received at UE i with an SNR
of γDLi . Hence, the minimum transmission time for the grant with digital or multi-stream hybrid
beamforming will be
TULG,dig = Q
(
bgγb,g
GBSGUEγDLi Wg
)
,
and the overhead will be
αULG,dig =
WgpUL
WtotE [TTTI]
E
[
Q
(
bgγb,g
GBSGUEWgγDLi
)]
. (19)
Now, in principle, Wg can be adjusted so that there is no rounding error in the Q(·) function,
i.e., Q(x) = x. In this case, (19) simplifies to
αULG,dig =
pULbgγb,g
GBSGUEWtotE [TTTI]
E
[
1
γDLi
]
, (20)
which is the same expression as in the analog case (18), but without the quantization. In fact,
we remark that the additional overhead incurred by the analog beamforming architecture is due
to the difference between TULG,ana and its quantized value.
DL grants: Since the DL grant and corresponding DL data are transmitted to the same
UE, they can be multiplexed together as shown in Fig. 3c. This multiplexed transmission can be
performed for all the beamforming architectures. Thus following the analysis provided for the
UL grant, we can express the overhead due to the DL grant as
αDLG =
(1− pUL)bgγb,g
GBSGUEWtotE [TTTI]
E
[
1
γDLi
]
. (21)
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DL and UL ACKs: The DL ACK is sent by the BS in response to UL data received from the
UE. Its time-frequency allocation has the same constraints as the UL grant. Applying a similar
derivation we obtain that with analog beamforming the DL ACK overhead is given by
αDLACK,ana =
pUL
E [TTTI]
E
[
Q
(
bACKγb,ACK
GBSGUEWtotγDLi
)]
, (22)
where bACK is the number of bits per ACK and γb,ACK is its Eb/N0 requirement. Note that the
number of bits may be greater than one due to separate ACKs in different spatial streams as in
3GPP or in the case when subunits within the MAC PDU are ACK-ed individually. Similarly
for the case of hybrid beamforming (K streams) or fully digital beamforming, the overhead is
αDLACK,dig =
pULbACKγb,ACK
GBSGUEWtotE [TTTI]
E
[
1
γDLi
]
. (23)
The DL ACK is sent by the UE in response to DL data and has similar time-frequency options
as the UL ACK, but different overhead. In the analog BF case, it must be sent by itself and the
overhead is
αULACK,ana =
1− pUL
E [TTTI]
E
[
Q
(
bACKγb,ACK
GBSGUEWtotγ
UL
i
)]
. (24)
In hybrid BF with multiple digital streams or in digital BF, the UL ACK can be multiplexed with
UL data from other UEs. In this case, the UE can transmit all its power on the ACK, and the
ACK will only be bandwidth limited. Thus, the allocation will only be limited by the spectral
efficiency of the UL ACK. Suppose that the UL ACK is transmitted at a spectral efficiency
ρACK. Then, the UL ACK will require bACK/ρACK degrees of freedom to transmit. In a period
of TTTI seconds and bandwidth Wtot, there are a total of TTTIWtot degrees of freedom. So, the
UL ACK overhead with multi-stream hybrid BF or digital BF is given by
αULACK,dig =
(1− pUL)bACK
ρACKE [TTTI]Wtot
, (25)
which will be negligible in the bandwidths of interest for mmWave systems.
V. EVALUATION FOR REALISTIC DESIGN SCENARIOS
Following our analysis for utilization and control overhead, in this section we evaluate the beam
forming and frame design options. We begin with a discussion on the selection of realistic system
parameters in Subsection V-A. This is followed by a detailed analysis of the frame structure and
beamforming choices based on the utilization and overhead parameters in Subsection V-B. Finally
we provide a concise summary of our findings in Subsection V-C
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Parameter Description
Value used
Units
Fixed Flexible
γb,M SNR per bit (Eb/N0) for a given control message M 6 dB
GBS Directional beamforming gain for the base station 18 dB
GOmniBS Max beamforming gain for the BS assuming N
ant
BS = 64. 0 dB
GUE Max beamforming gain for the user equipment. Assume NantUE = 16. 12 dB
TTTI Transmission time interval 125 µs
Tsym Duration of one OFDM symbol 4.16 µs
Tper,SR Period in which all UEs can transmit a SR at least once 500 µs
Wtot Total system bandwidth 1000 MHz
ρACK Spectral efficiency for ACK transmission 18 bps/Hz
pUL Fraction of uplink packets 0.5
bSR Size of a scheduling request 18 26
42
bits
bg Size of a UL/DL grant 80 100 bits
bACK Size of a HARQ acknowledgement 5 bits
TABLE I: Parameters used for the system evaluation.
A. System Assumptions
a) System Parameters: We leverage the above utilization and control overhead analysis to
evaluate the different frame structure and signaling options under realistic design scenarios. The
parameters are detailed in Table I. Following the capacity analysis in [6], we assume NantBS = 64
antennas at the BS and NantUE = 16 at the UE – reasonable dimensional arrays for mmWave
systems. The number of users connected to the BS is given by NUE and is varied.
b) SNR Distribution: The transmit powers in the DL and UL directions are taken to be 30
dBm and 20 dBm respectively. The noise figures are 7 dB and 4 dB in DL and UL, respectively,
consistent with the capacity analysis in [6]. We used a path loss model in [6] derived from actual
measurements at 28 GHz in New York City [2]. The distributions of the SNRs γDLi and γ
UL
i
are then generated from this model under the assumption that the mobiles are uniformly located
in the cell radius of 100 m from the base station. The resulting distribution is shown in Fig. 4
along with the 5% and median lines. For the UL the 5% and the median SNRs are −39 dB and
−16 dB respectively. For the DL, the respective values are −32 dB and −9 dB. The 5% values
are used as the target SNRs for the minimum SNRs γDLmin and γ
UL
min.
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Fig. 4: Distribution of DL and UL SNR without beamforming gains for users distributed uniformly in a cell of
radius 100 m using the path loss model in [6].
c) OFDM Symbol Period: The OFDM symbol period is critical in determining the overhead
for transmitting small control and data messages – a key aspect of the frame structure design.
Very short OFDM symbols allow time to be divided into small intervals enabling small data
packets to be transmitted with minimal padding. On the other hand, each OFDM symbol contains
a cyclic prefix (CP) whose size is determined by the channel delay spread and synchronization
errors. Reducing the OFDM symbol period increases the percentage overhead incurred due to
the CP. In this work, we use the OFDM parameters proposed in [13]. The authors propose an
OFDM symbol duration is 3.70 µs with a CP duration of 0.463 µs for small cells (< 1 Km in
radius), giving a total symbol period of 4.16 µs. This CP duration is sufficient for delay spreads
as measured in [42], [43]. The work in [13] also uses a fixed TTI with 30 OFDM symbols
corresponding to TTTI of 125 µs. We use this value as the fixed TTI.
The values of the other parameters in Table I are justified in the Appendix.
B. Evaluation Results
1) Control Overhead: Following the analysis in Section IV-C, we compare the overheads
due to the physical layer control signals for analog, hybrid and fully digital beamforming
architectures. As an example, the overhead due to the various control signals when a BS serves
8 users is listed in Table II. We note that for analog beamforming the overhead is around 12%
while with a K = 2 hybrid architecture the overhead dips to 3%. We notice for both these cases
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Control Message
Message
Type
Overhead
Analog Hybrid (K=2) Digital
TDMA FDMA
Scheduling Request
Trigger 0.0667 0.0750 0.0333 0.0083
Short 0.0667 0.1083 0.0333 0.0083
Long 0.0667 0.1667 0.0333 0.0083
Uplink Grant 0.0167 N.A 0.000177 0.000184
Downlink Grant 0.000177 N.A 0.000177 0.000177
HARQ ACK
DL 0.0167 N.A 0.000009 0.000009
UL 0.0167 N.A 0.00016 0.00016
Total 0.1170 0.0339 0.0089
TABLE II: Control message overheads for the various design alternatives with NUE= 8.
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Fig. 5: Control Overhead versus the number of users for analog, hybrid (K = 2) and digital BF architectures.
that the SR dominates the overhead. For the low power fully digital architecture it is less than
1%. Thus, as discussed in Section III-D, the overhead is considerably reduced when hybrid or
fully digital beamforming is used.
Fig. 5 plots the overhead as a function of the number of users served by the BS. The linear
increase of the overhead with the number of users is attributed to the increase in UL SRs. In Fig.
5 the switch to FDMA based transmission for SRs accounts for the plateau reached by the curves
for analog and hybrid beamforming. Thus we can say that when the number of users is high,
analog or hybrid beamforming based systems should employ FDMA for UL SR transmission. We
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Fig. 6: Utilization vs. maximum TTI with symbol length 4.16 µs for fixed and flexible TTI based frame design
with (a) full buffer data, (b) large packets (0.5 MB to 5 MB) arriving at a rate 1 per second (c) packets between
100 B and 2 MB arriving at a rate of 5 per second. (NUE = 32).
note that for analog beamforming based architectures, even for a smaller number of connected
users, the overhead is considerably higher than for digital or hybrid architectures. Moreover,
for fully digital architecture, the overhead is constant even when the number of connected users
grows. It should be noted here that this gain in overhead comes at the price of increased hardware
complexity and power consumption for the hybrid and the fully digital architectures. In order to
limit the power consumption we use low resolution ADCs for the fully digital scheme, which
account for the adjustment in effective SNR as given by (3).
2) Utilization: Next we compare the utilization of allocated radio resources for the fixed and
variable TTI designs based on the analysis in Section IV-B.
Utilization with TCP ACKs: Fig. 6a captures the effect of the maximum TTI (TTTI,max)
on the utilization for the full buffer TCP model. In this figure the x-axis shows the number of
symbols in TTTI,max. We note that, for a given symbol duration, the number of symbols times the
symbol duration equals TTTI,max. We see that the fixed TTI scheme gives a constant utilization
of around 53% regardless of the TTI size, implying a dramatic wastage in bandwidth. This loss
occurs since although the TCP ACK packets are much smaller that the TCP data packets, in the
fixed TTI mode, both are transmitted over the same TTI. Hence most the resources allocated
for the TCP ACKs are essentially wasted. In contrast, with the flexible TTI scheme, increasing
TTTI,max enables more TCP data packets to be transmitted per TTI on the forward link, which
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results in more ACKs in the reverse link. But as ACKs are much smaller than the data, these can
be transmitted over a few symbols. Thus for the flexible TTI scheme, the utilization is comparable
with the fixed design when TTTI,max is small but rapidly improves as TTTI,max increases.
The relevance of the result lies in the fact that one might argue that using a small value of
TTTI,max for the fixed TTI design will ensure very little loss in the utilization. On the contrary,
we see that even when a frame is designed with as low as 4 symbols per slot, the resource
utilization offered by the flexible scheme is considerably greater. Although one may claim that
such a result is qualitatively to be expected, an exact quantification of the gain achieved by using
the flexible TTI based frame has never been reported in the literature so far.
As a second test for utilization, based on (12) and (13), we compute the resource utilization
in the case when the MAC PDUs have large size but arrive at a slow rate. The number of
PDUs available for a user in each time interval is modeled as a Poisson random variable with
mean 1 packet/s. The sizes of the PDUs (in bytes) are truncated log-normal random variables,
between 0.5 MB to 5 MB, with mean PDU size of 2 MB and standard deviation 0.722 MB.
Each delivered packet is acknowledged with an ACK by the receiver. Fig. 6b plots the utilization
versus TTTI,max for NUE = 32. For the flexible TTI based scheme the trend is similar to the TCP
full buffer case. Conversely, with increasing TTTI,max the utilization for the fixed TTI scheme
degrades, as for larger values of TTTI,max, even large data packets drawn from this distribution
will not be able to fully utilize the allocated resources.
We next analyzed the utilization with small packet sizes and high average arrival rate. We
used the model in [44] with an arrival rate of 5 packets/s, where the packet sizes are truncated
log-normal random variables with mean PDU size 10710 B and standard deviation 25032 B.
The packet sizes generated are between 100 B and 2 MB. Fig. 6c shows the variation of the
utilization with TTTI,max for this scenario. We observe that for fixed TTI based design the
utilization decreases rapidly from 20% to 1% as TTTI,max increases. For flexible TTI based
design, the utilization remains somewhat constant around 22%. This is because in this case,
most of the time only one symbol is allocated for data transmission in both directions, and thus
a constant amount of allocated radio resource is being utilized on average.
Thus we see that a variable TTI-based design offers significantly improved utilization in com-
parison to a fixed TTI design in networks where data packets are short and bursty. Aggregating
packets over multiple arrivals for the same UE may mitigate this problem and allow us to use the
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Fig. 7: The effect of RRC packets on the data rate of the users for fixed and flexible TTI based designs (NUE = 8).
fixed design. However, aggregating small packets to saturate an entire subframe might require a
wait time longer than what is acceptable by most applications.
Utilization with small control messages: Another important source of small MAC PDUs
arises for RRC control messages. RRC messages will be used for a variety of control signaling
including interference coordination, measurement reports, resource allocation, etc. 5G mmWave
systems will likely need a greater rate of control signaling to handle the more rapid fluctuations
in the channel. To analyze this situation, we consider the case when the BS is serving NUE = 8
users. Each UE is transmitting full buffer traffic in the UL or the DL. At the same time, the
BS sends small control messages to each UE at a fixed rate. Similar to current RRC messages
[45], we assume that each control message is 2000 bits long. The variable in this experiment
is the rate at which the RRC messages are transmitted. To show the effect of the RRC control
messages, in Fig. 7 we plot the data rate achieved be each user versus the rate of RRC control
messages. It can be seen that for the fixed TTI based scheme the data rate falls rapidly with
the increase in the rate of RRC messages. However, for the flexible TTI scheme, the data rate
decreases very slowly (if at all).
This experiment also gives some insight on the effect that short machine type communications
(MTC) [19] will have on networks. MTCs are characterized by short data packets (in the order
of 100 bytes) with high priority. A key goal for 5G systems is to incorporate a large number
of MTC devices. From our experiment we can infer that if the fixed TTI based design is used,
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the data rates of human-to-human links will degrade considerably in the presence of MTC. On
the other hand, systems using a flexible TTI frame can transmit machine type packets with a
negligible effect on user experience.
C. Summary of the key findings
Our analysis demonstrates several appealing features of the proposed design:
• Support of low-latency communication: In the proposed design, the dominant delay is the
periodicity of the SR. Specifically, before transmitting in the UL, the UE may have to wait
for a SR opportunity. Our design has set this to 500 µs. Since all other transmissions can
occur within a single OFDM symbol of 4 µs, it is possible for this design to enable sub-
one millisecond round-trip time. However, the specific time will need further analysis as it
depends on the processing and scheduling times at the mobile and base station.
• Support of small packets: We have shown that the utilization of the link with a fixed TTI is
very poor in the presence of small packets. Such small packets can occur in TCP ACKs as
well as control signaling. In contrast, the proposed flexible design is able to support short
packets with minimal overhead loss.
• Further benefits with digital beamforming: Most current mmWave designs have assumed
analog beamforming where the BS can “look” in only one direction at time. This limits the
multiplexing capabilities significantly. We show that a low-resolution fully digital design
can multiplex users, obtaining significantly better overhead, while using comparable power.
VI. CONCLUSIONS AND FUTURE WORK
Suitable frame structures for mmWave cellular systems will need to support very low latencies
and large numbers of users per cell while relying on highly directional transmissions. We have
proposed a novel frame structure that departs in several key ways from current 4G LTE as well
as recently proposed 5G mmWave system design. Most importantly, in the proposed system, the
data and control channels can be scheduled dynamically in highly granular locations thereby
enabling very low latency and the ability to accommodate mixtures of short and large MAC
PDUs. Different multiplexing schemes are described depending on the front-end constraints of
the MIMO transceiver, which determines the level of possible multiplexing. We have presented
an analytic framework to evaluate the system under various statistical models for the traffic,
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SNRs, and control periodicity. This model was then applied to realistic system parameters to
assess the feasibility of the design in practical scenarios.
Nevertheless, further analysis is warranted. Our design has abstracted out much of the control
signaling, link-layer aspects and processing capabilities. These will need to be designed and
evaluated. The latency analysis in particular will depend on the hardware processing capabilities
and the detailed traffic model. Also, our model has assumed connectivity between a UE and
BS. It is widely-believed that mmWave systems will use relays and also schedule traffic from
multiple cells. The current MAC-layer design has not incorporated either of these aspects, which
remain as interesting areas for future investigation.
APPENDIX
SIMULATION PARAMETER SELECTION DETAILS
In this section we delineate the logic behind the selection of the system parameters used for
the simulations and the results. Moreover, we also illustrate some of the considerations that
should be made in selecting these values for a practical system.
a) Antenna pattern: We assume a set of two dimensional antenna arrays at both the BS
and the UE. On the BS side, the array is comprised of 8× 8 elements and on the UE side we
have 4 × 4 elements. The spacing of the elements is set at λ/2, where λ is the wavelength.
These antenna patterns were considered in [6] and shown to offer excellent system capacity for
small cell urban deployments. In addition, a 4 × 4 array operating in the 28 GHz band, for
instance, will have a size of roughly 1.5 cm× 1.5 cm. The maximum gain that can be achieved
by beamforming with an Nt element antenna array, as pointed out in [6], is given in dB as
10 log10Nt. Thus for the 8 × 8 elements array at the base station the maximum beamforming
gain is 10 log10 64 = 18 dB. For the UE the maximum beamforming gain is 12 dB.
b) Spectral Efficiency: The spectral efficiency, ρ, for a given channel is given in [6] as,
ρ = min
{
α log2
(
1 + 100.1(SNR−∆)
)
, ρmax
}
, (26)
where α is the bandwidth utilization factor, ∆ is the loss factor (in dB) and ρmax is the maximum
spectral efficiency. From [6], we get the values ∆ = 3 dB and ρmax = 4.8 bps/Hz. The value of
α is taken as 0.83, the same as that of LTE as reported in [46].
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The spectral efficiency for UL ACK (ρACK) is the minimum spectral efficiency required to
transmit 100 ACKs over one symbol. Thus, ρACK =
(
100bACK
TsymWtot
)
≈ 1
8
is considered for the
calculation of control overhead.
c) Control Message Size: The LTE scheduling request is a trigger that notifies the BS that
the user has data to transmit, and carries no further information. For the design with fixed TTI
we will use the same scheme for the SR, and to prevent errors and mis-detection a 16-bit CRC
is used with the SR. Thus, the size of a SR becomes 18 bits, with 2 bits set as priority bits.
In order to provide the scheduler with a more complete information about the UE buffer for
the flexible TTI based design we propose that the SR should resemble the buffer status report
(BSR) [47]. In our analysis we consider the 8-bit short BSR and the 24-bit full BSR. This with
the CRC and the priority accounts for the SR to be either 26 or 42 bits long.
For simplicity, we consider the downlink and the uplink grant to be of the same size. In our
analysis we assume that the grants will be 80 bits long for the fixed TTI case and 100 bits long
for the flexible TTI based design. The values assumed are nearly double of those used in LTE as
we are using higher order MIMO antennas and also have a much wider bandwidth. Moreover,
some additional bits are required for the flexible TTI based design to specify the symbols (within
a frame or a subframe) which are used for each of the transmissions. The size specified includes
an attached 16-bit CRC like that of LTE downlink control information (DCI).
Considering maximum spectral efficiency (ρmax), for transmission over a 1 GHz bandwidth
(Wtot) for a slot of period (T ) of 125 µs, the maximum number of bits that can be transmitted
is equal to the number of available degrees of freedom ρmaxWtotT = 600, 000. This implies that
a maximum of 600,000 bits can be transmitted over this time slot. This accounts for 50 TCP
packets, each 1500 bytes long. Hence, sending one HARQ acknowledgement every ten such
data units will need the transmission of 5 one-bit ACKs.
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