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Demand Response (DR) is a Smart Grid technology aiming to provide demand regulation for dynamic
pricing and ancillary services to the grid. Thermostatically controlled loads (TCLs) are among those with
the highest potential for DR. Some of the challenges in modelling TCLs is the various factors that affect
their duty cycle, mainly human behaviour and external conditions, as well as heterogeneity of TCLs (load
parameters). These add an element of stochasticity, with detrimental impact on the aggregated level.
Most models developed so far use Wiener processes to represent this behaviour, which in aggregated
models, such as those based on Coupled Fokker-Planck Equations (CFPE), have a negligible effect as
“white noise”. One of the main challenges is modelling the effect of external factors on the state of TCLs'
aggregated population and their impact in heterogeneity during operation. Here we show the impor-
tance of those factors as well as their detrimental effect in heterogeneity using cold loads as a case study.
A bottom up detailed model has been developed starting from thermal modelling to include these
factors, real world data was used as input for realistic results. Based on those we found that the duty cycle
of some TCLs in the population can change signiﬁcantly and thus the state of the TCLs' population as a
whole. Subsequently, the accuracy of aggregation models assuming relative homogeneity and based on
small stochasticity (i.e. Wiener process with typical variance 0.01) is questionable. We anticipate similar
realistic models to be used for real world applications and aggregation methods based on them, espe-
cially for cold loads and similar TCLs, where external factors and heterogeneity in time are signiﬁcant. DR
control frameworks for TCLs should also be designed with that behaviour in mind and the developed
bottom up model can be used to evaluate their accuracy.
© 2018 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
As more intermittent renewable and distributed energy comes
onto the grid, old generation resources are retired and costly new
plant expenditures are avoided. Transmission congestion in
Medium Voltage and LowVoltage becomes a larger problem 1], and
therefore new Demand Response (DR) programs are emerging.
Economic optimization under dynamic pricing, as well as provision
of ancillary services and regulation through DR has been in the
spotlight of Smart Grid research [2,3]. Balancing demand and
supply has predominantly been achieved by supply regulation, but
in some cases by demand regulation too. Theoretically any regu-
lation measure from the “supply side” has an equivalentas), Aristides.Kiprakis@ed.ac.
pson).
r Ltd. This is an open access articlecountermeasure from the “demand side”. In practice, generation
units have different characteristics than loads, and DR consequently
has to be engaged as such, thus examine DR's suitability for ancil-
lary services and form regulations speciﬁcally for DR. It is impera-
tive to note that DR comes from aggregation of large populations of
loads with different characteristics. It would be challenging to track
the state of each one in real time, but estimating the state of the
population probabilistically is possible and can be accurate [4].
Moreover, based on the type of loads aggregated, there are different
characteristics of the population; accordingly, constraints and
potential for ancillary services of each population. The problem of
aggregation and scalability is one of the major challenges DR faces,
whose potential solution could be clustering, a topic discussed in
this paper and will be examined more in depth in future work. DR
programs (mainly from industrial units) provide ancillary services
[6] or regulation [7] and can replace wholly or partial conventional
units; commercial and residential DR services are under develop-
ment and have relatively low enrolment to date [5]. Basic types ofunder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Nomenclature
q Temperature (C)
qa Ambient temperature (C)
qset Set temperature (C)
qg Temperature gain in ON state (C)
d temperature deadband
R Thermal Resistance (C/kW)
P Power Rate (Watts)
m 1 for ON state, 0 for OFF/idle state
W Wiener process
l Time step
C Thermal capacitance kWh/C
R Thermal resistance C/kW
c Cooling rate
r Heating rate
ton Time in ON state (minutes)
tidle Time in OFF/idle state (minutes)
T Cycle period (ton þ tidle)
D Duty cycle (ton/T)
N Number of TCLs
Q Heat ﬂux
u 1 for external interaction (0 otherwise)
l Heat transfer coefﬁcient (W/(m2K))
A. Kleidaras et al. / Energy 145 (2018) 754e769 755DR services can be seen in Fig. 1.
Not only can DR substitute conventional units for ancillary ser-
vices, but they also bring several advantages including lower cost,
no CO2 emissions, instantaneous response [6], ability to reduce load
peaks [8] and synergetic potential with Renewable Energy Sources
(RES) intermittence [9]. Additionally, unique characteristics of DR
can change the way balancing services work today. DR comes from
loads, which are ubiquitous throughout the grid, giving the unique
ability of spatial actions. Large distributed populations also have
inherently higher reliability than conventionally units, in case an
individual conventional unit becomes unavailable there is a great
impact in overall availability. In addition, contingencies can be
countered through DR, through grid relief, whilst a generation unit
cannot provide such service. Modern approaches include “third
party” aggregators, such as the OpenADR, originally developed at
Lawrence Berkeley National Laboratory (LBNL), Berkley, CA [10].
The OpenADR Alliance formed in 2010, is an example of successful
aggregated DR implementation with over 130 member companies
(as of May 2016). Unfortunately, though, current implementations
are unsophisticated regarding the impact to consumers. As the
community has stated, with new AMI being deployed access to DR
is inexpensive and what separates us from realising the full
potential of DR is development of proper load models and their
control strategies [11]. This paper focuses on examining the
importance of external factors and creating a realistic model using
cold loads as a case study.
A lot of effort has been focused on TCLs, due to the fact that they
consume a large portion of the total electrical energy, in some
buildings 40%e50% [7,12], while cold loads contribute 25%e36% of
domestic consumption in UK [13]. TCLs are the most ubiquitous
type of load, and especially in the case of cold loads they are
plugged in 24/7, with the highest availability time wise [13]. On the
other hand, when electric loads are used for space heating and
cooling (i.e. air conditioners), they are usually one of the main
sources of peaks in demand. Prediction of load dynamics is essen-
tial for DR optimization, both non-dispatchable and dispatchable,
hence for power systems cost and reliability. For load forecasting
purposes and energy efﬁciency, regression methods [14,15], can
successfully be applied. Yet, prove inadequate for precise control ofFig. 1. Basic Demand Side Management services.TCLs and similar loads (refrigeration, electric space and/or water
heating, air conditioners, heat pumps, electric vehicles etc.), which
is essential for ancillary services such as provision of secondary
frequency control or short term operating reserve [2]. DR actions
alter demand out of its “ordinary” state, thus rendering past load
measurements at best marginally useful, even more so in the case
of dispatchable DR for emergencies (i.e. reserve, frequency control)
[16]. Additionally, load behaviour and rebound effects at recovery
time are not captured by forecasting models [16]. The model
developed in this work is applicable to all TCLs, the focus is on DR
for ancillary services, though it might also be used alongside
regression models for faulty operation detection or energy efﬁ-
ciency. We choose cold loads for simulations and case studies as
one of the most suitable type of TCLs.
Older DR concepts predeﬁne aggregated load trajectory by
suggesting load interruption [7,17], which causes consumer
discomfort and risks withdrawal from participation in DR. Even
those who do, such as fuzzy logic-based approaches for ancillary
services [18] or peak load shaving and operating cost reduction
[19], do not take into account the realistic limits of TCLs due to
thermal characteristics. In addition, rebound effects were not taken
into consideration.
Therefore, more sophisticated models have been favoured for
TCLs, where thermal models are used extensively. Totu et al. [20]
use a stochastic hybrid system for individual loads and a system of
CFPE to describe the aggregated population, in order to develop a
control algorithm for the aggregated population. The same indi-
vidual modelling is used by Callaway [21], who focuses on ﬁnding
the exact solution of the CFPE for homogeneous TCLs. In Ref. [22],
Koch et al. a different modelling approach is considered, through
stored thermal energy, and concludes in similar ﬁrst order sto-
chastic equations. This TCL model (or variations of it) has been used
by the majority, whilst the main effort has been on obtaining more
accurate aggregation methods or on control theory, such as Per-
fumo's et al. model-based control [23], or in Callaway's aggregation
through CFPE [6,24], or Mathieu's et al. Markov Chain aggregation
and control method [9] to name a few. A comparison of the main
methods in summarized in Ref. [25]. It is important to note, that the
above mention TCL model originates from Mortensen and Hagg-
erty's work [26]; in general models described by Stochastic Partial
Deferential Equations (S-PDE). The purpose of it was to study the
“cold load pick up” phenomenon, for speciﬁc moments of the day,
thus “static” conditions at those given moments. In Malhame and
Chong‘s work [27], it was proved that it is possible to construct a
system of CFPE (equation (5) and (6)) to describe the aggregated
behaviour of TCL populations for speciﬁc point in time, based on a
few assumptions. Basic assumptions are: a) the load groups are
homogeneous, b) there is no signiﬁcant change in ambient
A. Kleidaras et al. / Energy 145 (2018) 754e769756temperature in short periods and c) the above S-PDE does indeed
represent the population and its behaviour accurately. More
recently, Callaway went a step ahead [21], giving an exact solution
to the CFPE, which provides the eigenvalues governing transient
deviations from the steady state temperature distribution. Addi-
tionally, showing that small heterogeneity (described as “relative
homogeneity” in this paper) within the population does actually
improve the behaviour of the linear TCL model and associated
control strategies, but for high heterogeneity renders the model
inadequate. Those assumptions and points were the motivation for
this paper. The main equation (1) has 3 basic parts; the (simpliﬁed)
time varying solution of the differential equation that governs heat
transfer mechanics (Newton's law of cooling), a discrete state
varying parameter denoting the switch on/off state of TCLs and a
stochastic part, commonly a Wiener process (Gaussian with mean
0, variance s typically around 0.01Cs1/2 or similar distributions).
qi;tðnþ1Þ ¼ gi$qi;tðnÞ þ ð1 giÞ
h
qa;i mi;tðnÞ$Ri$Pi
i
þWi;tðnÞ; (1)
mi;tðnþ1Þ ¼
8>>><
>>>:
0; qi;tðnÞ < qset;i 
di
2
¼ qmin;i
1; qi;tðnÞ > qset;i þ
di
2
¼ qmax;i
mi;tn; otherwise
(2)
Ptotalðnþ1Þ ¼
XN
1
1
hi
Pimi;tðnþ1Þ (3)
gi ¼ el=CR; l ¼ tnþ1  tn (4)
Annotation: q temperature (C), m switch state {0,1} [21], W
Wiener process (Gaussian distribution with variance hs2), P power
rate (Watts), C thermal capacitance (kWh/C) and R thermal resis-
tance (C/kW), qs set-point temperature, d width of temperature
deadband, qmin minimum (switch OFF) temperature, qmax maximum
(switch ON) temperature, h efﬁciency coefﬁcient, l time step.
The main equations of Malhame and Chong [27], as used by
Callaway [21], can be written in continuous time for cooling/cold
loads as:
vf1
vt
¼ v
vt

1
CR
ðqðtÞ  qaÞ þ PC

f1

þ s
2
2
v2
vq2
f1; (5)
vf0
vt
¼ v
vt

1
CR
ðqðtÞ  qaÞ

f0

þ s
2
2
v2
vq2
f0; (6)
Where f0ðq; tÞ and f1ðq; tÞ are the probability densities of loads in
the off and on state respectively. At this point there are some
important notes, the above are true for a homogenous (or almost
homogeneous) population, qa is constant (or almost constant) and
s takes small values (i.e. 0.1 C [16,21]) whilst being critical in
determining the reaction of the population as stated byMalhame&
Chong [27]. This Wiener process is mainly used to model “random”
factors (i.e. cold loads temperature change, door opening etc.)
affecting the operation of TCLs, with mean value 0 and small vari-
ance. The argument here is whether a Wiener process is adequate
for such modelling and if the above equations, as well as the
following (equation (7) and (8)), hold true otherwise.
c≡
1
CR
ðqðtÞ  qaÞ þ PC ð
C=hÞ (7)r≡ 1
CR
ðqðtÞ  qaÞðC=hÞ (8)
Equations (7) and (8) express the cooling (c) and heating rates
(r) respectively, Malhame & Chong [27] approximated the sta-
tionary solution of the CFPE assuming that the above rates are
independent of temperature. Callaway [21] instead solved the CFPE
eigenvalue problem to ﬁnd the exact solution. An important
observation at this point is that the rates are practically linearly
dependent on the temperature difference, also steady ambient (qa)
temperature in time is assumed.
One of the key contributions of this paper is increased insight in
the importance of human behaviour in the operation of TCLs and
subsequently aggregated behaviour of TCLs' population. Moreover,
a new model is developed for that purpose which describes an
individual TCL realistically. Our results suggest that clustering TCLs
based on appliance parameters (R, C, P) will not result in homo-
geneous or relatively homogeneous populations, an essential
assumption for most aggregation models and the developed con-
trol algorithms. Different clustering approaches and/or aggregation
models need to be developed. The detailed bottom up MC model
developed has high heterogeneity inherently, including the human
factor, thus suitable for realistic DR simulations and to access the
performance of aggregation models and control algorithms before
real world experimental studies.
Section 2 reviews existing load models in literature and differ-
ences with real world data, Section 3 details our model and the
human factor, Section 4 details Monte Carlo aggregation for
heterogeneous populations (case study of cold loads), Section 5
presents our simulation results, and Section 6 concludes.2. Real world data and TCL loads' population analysis
The original model, is suitable for “cold load pick-up”, which is
basically the response (demand) of TCLs after brown outs and/or
black outs. The demand at that period may be assumed as the
demand likely to occur in a similar givenmoment (date, day period,
weather conditions), with a small “noise” factor for stochasticity.
Even though this model is suitable to represent a “snap shot” of
TCLs' population for a given moment (with knowledge of similar
conditions, based on historic data), it doesn't reﬂect the dynamic
nature of TCLs' population throughout the day, as well as the main
driving factors behind this behaviour. As seen in some of these
studies, the aggregated proﬁle has signiﬁcant differences with
actual demand proﬁles. The best showcase being the cold loads,
which are plugged in 24 h a day, where their aggregated demand is
displayed as an almost straight line with a small ﬂuctuation (noise).
In reality, throughout the day, cold loads' aggregated demand is not
almost linear, but rather seems to follow the trend of the rest
demand, lower overnight and higher during the day, showing peaks
around the same time as the total demand, in both residential and
commercial cases. El-Ferik & Malhame [16] proposed an identiﬁ-
cation algorithm to calculate and update the parameters of the
model, thus the model is able to copewith real world changes, with
sampling intervals 15.198min. or less. Assumptions of relatively
steady ambient temperature (qa), small s (practically no signiﬁcant
external disturbance) and homogeneity are required for this model.
In Fig. 2 the daily mean cold load from real world measurements
is shown [28,29]. There are signiﬁcant deviations in daily cold
loads, yet the majority of the test cases used in the literature do not
take that into account; e.g. in the Markov Chain aggregation used in
Ref. [9], or the CFPE aggregation methods [21], which would nor-
mally change their statistic properties dynamically. The changes in
consumption can be attributed to various factors [30], mainly
Fig. 2. Average measured daily demand of domestic cold loads, EU and UK, data
sources: Smart-A [28], DECC [29].
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temperature is the most important factor for cold loads [30], their
contribution to the average domestic load is at least 36% in summer
and 25% inwinter, but there are big variations between households
[13]. As observed in Fig. 2, early morning hours show a signiﬁcant
increase in mean fridge consumption, which can be attributed to
human interaction (door opening) and heating when residents
wake up.
The important note here is that only part of the population
causes this increase, thus in reality that part has on average a higher
increase than the mean displayed. It also varies between
individuals. This is a good indication of the cold loads' population
dynamics and how even identical appliances (homogeneous
population characteristics) will behave differently due to external
factors in time (heterogeneous population in operation, duty cycle).
This is mainly due to human behaviour and the effect of human
interaction on cold loads power consumption was studied in
Refs. [30,31], where all concluded to it been the most important
factor in energy consumption. The overall deviation in domestic
demand (and behaviour) was studied in Ref. [32], which was based
on a detailed model of domestic demand using real data from Time
of Use Survey (TUS) [33], in order to keep human behaviour as
realistic as possible. Fig. 3 shows two clusters (classiﬁcation based)
where there is an obvious difference in demand during working
hours, as expected. This shows the clear difference in behaviour and
human presence in households, as seen around working hours
(9am e 7pm) there is distinct difference in demand around
150e200W. The lowest demand for the second cluster (employed
occupant) is attribute mainly to passive consumption of cold loads,
with minimal to no interaction, whilst the ﬁrst cluster shows
human presence; interaction with appliances and most likelyFig. 3. Difference between 2 groups of domestic users [32].different household temperature (heating). As such cold loads'
operation of even identical appliances (parameters R, C, P of
Malhame and Chong‘s model [27]) between these groups differ due
to different ambient temperature and human interaction.
The aggregated power in (3) is not completely accurate, since it
assumes that units on idle state consume no power. In reality most
TCLs have a small consumption during idle state. Power demand is
written more accurately as:
PtotalðtÞ ¼
XN
1
PiðtÞ ¼
XN
1
miðtÞ$Pon;i þ ½1miðtÞ$Pidle;i (9)
For a large enough number of loads N (Kolmogorov's law):
m ¼ 1=N
XN
1
miðtÞ/EðmðtÞÞ (10)
However, this can be assumed for homogenous or almost
homogenous populations only. An operational characteristic of
TCLs is the duty cycle (D), deﬁned as the runtime ratio that a unit is
on (ton) within the period (T) of a cycle (D¼ ton/T). Even though each
TCL is either fully on or fully off, the probability to be on in random
moment is equal to its duty cycle. The phase of the cycling of a TCL
relative to another TCL is random, so for a large population the
aggregate of all the individuals' demand tends to be independent of
time. Given no external interactions or changes, the quasi-
equilibrium condition is called the natural diversity of a cycling
load. Thus based on these assumptions,
EðmðtÞÞ ¼ 1=N
XN
1
Di ¼ D (11)
Equation (9) can be written as:
PtotalðtÞ ¼
XN
1
PiðtÞ ¼ N
 
D$
1
N
XN
1
Pon;i þ

1 D$1
N
XN
1
Pidle;i
!
¼ N

D$Pon þ
	
1 D
$Pidle
(12)
where D and p are the mean duty cycle and mean power rating
respectively. The second part of (9) is the passive consumption of
TCLs. In a populationwhere duty cycle changes in time, pidle;i can be
perceived as a constant base load and by introducing (13), (9) or
(12) become (14)
Pi ¼ Pon;i  Pidle;i (13)
PtotalðtÞ ¼
XN
1
PiðtÞ ¼ N$DðtÞ$P þ Pidle (14)
where Pidle the sum of Pidle;i: That base consumption is not affected
byDR and thus can be disregarded in DRmodels as long as Pi is used
instead of Pon;i.
Lastly a similar approach can be taken for a dynamic heteroge-
neous population. The ﬁrst step is to create clusters of TCLs in time.
Assume a number Z of clusters CjðtÞ; whose population (zj) and
representative means are a function of time (15), then total con-
sumption is approximated by (16), the larger the Z and the smaller
the time steps the more accurate, but we also want to keep small
number of clusters for computation efﬁciency but also larger
population ðmjÞ; thus higher statistical accuracy.
Fig. 4. Average temperature proﬁle per house type, February 2010, 292 dwellings [39].
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PðtÞ ¼
XZ
1
h
zj$DjðtÞ$PjðtÞ
i
þ Pidle; (16)
As we can see, the population's demand is approximately line-
arly dependent on the duty cycle. Upon synchronization (e.g. a DR
signal or power outage) this is no longer the case, synchronization
causes units to operate simultaneously in phase and natural
diversity will be re-established slowly in time due to heterogeneity
and random factors or through corrective actions [21]. This syn-
chronization causes the rebound effect and its magnitude is based
on the number of synchronized units.
2.1. Non-linear consumption factors
The aim of this paper is to study the cause of the aggregated
behaviour of TCLs and its effect on aggregated demand. Using main
driving factors, create pragmatic models, which can be used to
simulate real world scenarios of DSM and DR applications. A real-
istic model was created to incorporate the most important
dynamics while also focusing on simplicity when possible, then
validated against real world data from DECC [28] and Smart-A [29].
It was based on thorough and extensive research in experimental
data of TCLs' model parameters [5,21], mainly on cold loads as a
case study [8,20,34,35], thermal properties [30,31], human behav-
iour [30,31], and simulations. Additionally, on Laguerre's et al.
thorough research which focuses on cold loads [36e38]. The model
was created such that it may be used for either cold/cooling loads or
heating loads. The governing Stochastic PDE (Partial Differential
Equations) used can be applied to all normal thermal loads, with
only the input changing. Cold loads were used for the base case
study, being the best example but also the most common among
TCLs, with the highest demand and potential for DR.
Important TCLs consumption factors and human in the loop:
a) Ambient temperature, a function of human behaviour and
weather
b) Appliance characteristics and operation
c) Human behaviour, preferences and socio-economic factors2.1.1. Ambient temperature
Thermal loads used by the industrial, commercial and residen-
tial sector make use of heat transfer mechanisms; advection, con-
duction, convection and radiation. For relatively small temperature
changes, such as in the case of TCLs (domestic and commercial),
Newton's law of cooling applies. Therefore, heat transfer and
consecutively the thermal load is practically linearly dependent on
the temperature difference,
dðqðtÞÞ
dt
¼ l$½qðtÞ  qaðtÞ þmðtÞ$Qg (17)
wherem(t) deﬁnes the operational state of a TCL (1 for ON state and
0 for OFF/idle), l constant (Newton's heat transfer coefﬁcient), Qg is
the heat/cooling transferred during operation (ON state). As
expected TCLs' energy consumption depends mainly on the
ambient temperature and any change affects them directly, as seen
in (7) & (8), cooling and heating rates are linearly dependent of Dq
(qset-qa). Refrigeration demand duringwinter is about 2/3 of the one
in summer, while there is also a deviation between daytime and
nigh time [28,34]. Previous work on TCL modelling and simulations
has assumed steady or relatively steady ambient temperaturearound a set value (i.e. [20e27]). In Ref. [39] variations of 10 C in all
house types during heating periods were found, which highlights
the signiﬁcance of qa in heterogeneity and deviation of heating
practices. Zehir et al. [8], used real data to study cold loads' demand
side management, where room temperature was also monitored,
showing changes of 3 C in a few minutes. Mean temperature
during the day can be seen in Fig. 4, based on measurements over
nine months for a UK city-wide survey of over 500 homes [39].
These are used as a reference of maximum, minimum and average
temperature in the model developed. As discussed previously
periods where there are ambient temperature changes for a part of
the population are of signiﬁcance to the accuracy of the load
models.
An important note here is how equations (7)e(10) and (17) are
linked. The thermal load or rather loss of it, is expressed by (17),
which deﬁnes the cooling and heating duration (also rates in a
population) and is linearly dependent of DT. Cooling and heating
rates are also directly linked to duty cycle (D¼ c/r þ c) [40].
Equation (18) is a natural outcome, sincewhen the thermal demand
changes power rating doesn't, what does is duty cycle, propor-
tionally to the change of the thermal load. This is rather useful since
it applies to aggregated populations too, thus knowledge of D(t)
(ton, tidle) through P(t) can be used to estimate the state of a TCL, or
withmultiple reading across thewhole population, a principle used
in Ref. [16]. In Masjuki et al.’s measurements [30], energy con-
sumption increased from 0.56 kWh/day to 1.12 kWh/day when the
ambient temperature was raised from 16 C to 31 C, a 100% overall
increase or equivalently around 37.3Wh/day for a 1 C increase in
temperature. Hasanuzzaman et al. [31] has reported an increase in
consumption from 1.2 kWh/day to 1.7 kWh/day, when ambient
temperature was raised from 18 C to 30 C, 41.66% increase or
46Wh/day per 1 C. Therefore, for changes in short periods, such
effects on state (D(t)) should be modelled.
dðDqðtÞÞ
Dqðt0Þ
z
dðDðtÞÞ
Dðt0Þ
z
dðPðtÞÞ
Pðt0Þ
(18)
2.1.2. TCL characteristics and operation
During the operation of a TCL around the set-point value qset,
there are qmin and qmax values which are the switching (ON/OFF)
points. Excluding external interference, thermal losses are deﬁned
by the thermal characteristics of the appliance, namely thermal
capacitance C, resistance R, efﬁciency h and also the difference of
ambient qa and set-point temperature qset (Dq as discussed above).
Consequently, set-point temperature is of equal importance to
ambient temperature. Set point actuation control algorithms are
Fig. 5. Probability distribution of door-openings per day [29].
A. Kleidaras et al. / Energy 145 (2018) 754e769 759based on the above fact (thermal loadf Dq) [6,21,23]. The effect, as
expected, is essential the same as ambient qa changes [30].
2.1.3. Human behaviour, preferences and socio-economic factors
Human behaviour, preferences and socio-economic factors vary
across consumers and TCL end function. They are multi-variable
dependent and stochastic, posing the biggest challenge to model,
especially because they introduce heterogeneity in operation even
among identical appliances, thus making a homogeneous popula-
tion behave heterogeneously in time, directly affecting the accuracy
of models and control actions. Yet for large populations, statistical
approaches are ﬁt for such tasks, especially given the fact humans
are “creatures of habit”, thus proper examination can lead to
appropriate clustering and control frameworks. Each of these fac-
tors affect each load type differently and thus the examination
breaks down per load type: space heating & cooling, water heating,
cold loads.
Space heating/cooling loads operation is essentially a combi-
nation of weather and human behaviour. Human behaviour is
rather complicated, being a function of three connecting variables;
time, comfort zones (conditions, preferences) and socio-economic
factors. For instance, a household of employed individuals, work-
ing ofﬁce hours 9e5, is statistically less likely to use heating/cooling
during ofﬁce hours (individuals not present) on a given working
day [32], Fig. 3 shows the difference in demand. Once a household
is active (individuals present), heating/cooling might be used; it
depends primarily on current conditions and individuals' prefer-
ence of “comfort zones” but also socio-economic factors. De Cian
et al. [41] examined the interaction between income, temperature
and energy demand, where an income interaction model was
created, examining the income/temperature elasticity of electricity
demand. Additionally, in Kane T. et al.'s [39] work (real world
measurements), the rebound effect was greater than expected,
which is attributed to the above socio-economic behaviour. Thus
geographical clustering for thermal loads, such as in Ref. [23] where
relative homogeneity is assumed (air conditioners) and similar
operation characteristics (qa) is inadequate, especially for TCLs such
as colds loads. Water heating is similar, but less reliant on weather
conditions or comfort zones, rather based on preferences and
habits instead.
Themajor electric TCLs consumers, cold loads, have one external
affecting factor, human behaviour. It can be broken down to door
opening and loading the compartments. Experimental tests, using
ISO standards [30], with door opening of 12 s at a 90 angle, report
an increase in consumption from 0.85 kWh/day to 1.42 kWh/day,
for 75 such events, 7.6Wh (or 0.894%) increase per event. In prac-
tise, during door opening the insulation (and therefore overall heat
transfer coefﬁcient) change drastically, warm air mixes with cool
air inside, heat transfer occurs through convection. A note at this
point is that such events are dependent on Dq; it is the same Dq
during normal operation and during the event, with the change of
overall heat transfer coefﬁcient (h), thus the proportional increase
(0.894%) can be assumed relatively constant given not high devia-
tion of conditions. This can be expressed as:
_Qnormal ¼ hnormalAðDqÞ; _Qevent ¼ heventAðDqÞ; thus
_Qevent
_Qnormal
¼ hevent
hnormal
zconst
(19)
Experimental studies on refrigeration have actually showed that
new load can have the greatest impact in consumption, especially
in short term [30,31,37]. Zehir et al. [8] mention that these effects
need to be considered during simulations, yet they are hard tomodel. In Masjuki et al.’s measurements [30], energy consumption
increased from 0.96 kWh/day to almost 2.3 kWh/day with 18 kg of
water added (room temperature), though not linearly. Until about
9 kg the increasewas linear, rate of about 37.5Wh/kg, an increase of
3.9% per kg. Hasanuzzaman et al. [31] has reported an increase in
consumption from 1.2 kWh/day to 1.9 kWh/day, with 12 kg of water
added (room temperature), about 58.3Wh/kg, increase of 4.83% per
kg. Taking these ﬁndings into account, as well as the fact that those
are not randomly distributed during the day (Fig. 5), it is obvious
that a Wiener process (mean 0) with small variance (s) doesn't
properly model such effects or their impact in consumption and the
TCLs populations' dynamic nature in time.
Moreover, (7), (8) do not include any of the above (qa, human
interaction), since ambient temperature is assumed almost con-
stant and the Wiener process isn't included due to having 0 mean
and practically insigniﬁcant deviation. CFPE should have included
this dynamic behaviour (heterogeneity) in time, thus some error is
expected.2.2. Population size and stochasticity
When dealing with stochastic approaches, population size is
detrimental for statistical accuracy. Especially for realistic studies
with heterogeneous populations, the number should be large
enough to be able tomodel real world dynamics and have statistical
validity. At the same time, we want to have the smallest possible
acceptable size for computational efﬁciency. Relatively small pop-
ulation sizes might be also more appropriate to model and study
commercial units, which have considerably higher demand than
domestic loads but are also relatively limited in numbers (i.e. su-
permarkets refrigerators). In such a case bottom upmodels (such as
Monte Carlo) are appropriate, others such as CFPE, Euler-Maruyama
approximation etc. yield statistical errors, since the distribution of
the population is Binomial.
At this point we will examine the model's population size. For
highly heterogeneous populations, subject to external factors, it is
hard to deﬁne a minimum acceptable population size. Yet, for the
case of homogeneous, free of external factors TCL population,
minimum population size can be calculated simply and efﬁciently
through conﬁdence intervals (CI). As previously mentioned, esti-
mating available power in time is directly linked to estimation of
the state of the population in that given time. It is thus essential to
have a metric of the state in time, as well as a metric of its validity.
The parameter that describes the state of an individual TCL (on/off
probability) is its duty cycle D2 (0,1). Based on above assumptions
(homogeneous population, no external factors), this falls under a
Bernoulli process, thus the Conﬁdence Interval is directly linked to
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The probability of each value x of a Binomial distributed random
variable X is deﬁned through its probability mass function:
X$Binðn;pÞ4PrðX ¼ kjn;DÞ ¼ f ðk;n;DÞ ¼

n
D

Dkð1 DÞnk
(20)
Expectedvalue:EðXÞ ¼ D$N ¼ m; variance:VarðXÞ ¼ N$VarðX1Þ ¼
N$Dð1 DÞ
The above also holds true for heterogeneous populations when
clustered in M relatively homogeneous clusters, where D is
replaced byDi; i2 (1, M). Taking into consideration the operational
heterogeneity (D function of time for each individual), then clusters
cannot be deﬁned in a classic way, but rather dynamically in time
blocks. In which case D(t) can be written for time blocks b¼ f(t), as
D(b) and the above becomes:
PriðX ¼ kÞ ¼ fiðk;NiðbÞ;DiðbÞÞ
¼

NiðbÞ
DiðbÞ

DiðbÞkð1 DiðbÞÞNiðbÞk (20b)
The larger the population the closer to the expected value in a
random moment, thus “random/uniform” distribution can be
assumed with a small enough error. Conﬁdence Intervals can be
used as a metric; adjusted Wald, Wilson-Score, and exact Clopper-
Pearson methods were considered. For large populations (n¼>
1000) and .1< p< .9, any of those 3 methods give practically the
same results. For smaller populations the exact method is
preferable.
The above values of duty cycle were selected since in reality cold
loads' duty cycle ﬂuctuates usually within this region. We can see
that for populations (clusters) around 1,000, stochasticity is sig-
niﬁcant and their expected state wouldn't be as statistically accu-
rate. The ﬂuctuation introduced in the model due to being a
binomial distribution will affect the accuracy of assessing the
impact of the factors described above. For a population size of
100,000 it is well within limits and preferable, yet computationally
slow. A model with size of 10,000 has acceptable accuracy to study
TCLs' dynamics, whilst remaining computationally efﬁcient. In a
heterogeneous population, the above values are expected to change
slightly. This can also serve as a metric for clusters' size (minimum
requirements for statistical accuracy).3. Realistic TCL modelling and human factor
3.1. Physically-based model of a single TCL
A TCL can be described by _qðtÞ ¼ l$½qðtÞ  qaðtÞ þmðtÞ$qg
þ uðtÞ$qe
(21)
Note that (21) is different to the classic one, as qa(t) is not con-
stant, and u(t), qe represent interactions due to human behaviour,
which in theory can be either positive or negative, most commonly
in practise though, for cold loads positive, for water heating nega-
tive (use of water), for space heating either and space cooling
positive. There is a deﬁnite difference between m(t) and u(t) since
u(t) is stochastic.3.1.1. TCL DE solutions (heating loads and cooling loads
respectively)
qðtÞ ¼ uðtÞ$qe$ð1=lÞ þmðtÞ$ð1=lÞ$qH þ elt$
 Z
l$elt$qaðtÞdt

(22a)
mðtÞ ¼
8>>><
>>>:
1; qðtÞ< qset  d2 ¼ q
0; qðtÞ> qset þ d2 ¼ qþ
mðtÞ; otherwise
(22b)
qðtÞ ¼ uðtÞ$qe$ð1=lÞ þmðtÞ$ð  1=lÞ$qC
þ elt$
 Z
l$elt$qaðtÞdt

(22c)
mðtÞ ¼
8>>><
>>>:
0; qðtÞ< qset  d2 ¼ q
1; qðtÞ> qset þ d2 ¼ qþ
mðtÞ; otherwise
(22d)
We introduce the parameter qg ¼ ð1=lÞqH and qg ¼ ð1=lÞqC for
heating and cooling accordingly, to simplify the above equations. qg
can be perceived as the temperature gain (or loss for cooling), to
which the system tends to during the on state (and would even-
tually approach for a prolong ton’[ton). At that point
dðqðtÞÞ
dt  0/qðt0onÞyqg þ qa: Similarly, qe ¼ ð1=lÞqe.
Equations (22a), (22c) can be written as:
qðtÞ ¼ uðtÞ$qe þmðtÞ$qg þ elt$
 Z
l$elt$qaðtÞdt

(23)
3.1.2. Discrete solution
Solving (21) for discrete time steps (n to t) and using the same
notations as above for qg ; we get:
qðtÞ ¼ qðnÞe½lðntÞ þ uðtÞqe þmðtÞqg1 e½lðntÞ
þ elt
Zt
n
l$elt$qaðtÞdt (24)
mðnþ1Þ ¼
8>>><
>>>:
0; qðtÞ < qset 
d
2
¼ q
1; qðtÞ > qset þ
d
2
¼ qþ
mðnÞ; otherwise
(25)
3.1.3. At this point we will examine a ﬁt for qaðtÞ as a function of
time
For space heating/cooling (heat pumps, air conditioners, electric
space heating, gas heating), ambient temperature is perceived as
the outdoors, which has relatively small variations from hour to
hour and very small on a minute basis (the simulation time step). In
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tors and the best ﬁt between small time steps is polynomial of small
order or linear. For cold loads and water heaters, ambient tem-
perature is indoors, which can have more sudden changes, such as
early morning or when returning home and heat is turned on. The
temperature increase in this case, based on experimental data
seems to also follow polynomial or linear (Fig. 4 [39]). Wewill solve
(23) and (24), difference is minimal thus linear is preferred for
simplicity, if there is any case where Dqa is signiﬁcant (maybe in an
industrial environment), the exponential one is a better ﬁt though
probably still of small importance. A note here is that the model is
developed for a simulation time step of 1min, with temperature
readings every 1 h, qa(t) is thus ﬁt to 1min steps through these.3.1.4. Ambient temperature ﬁt, qaðtÞ ¼ at þ b; continuous and
discrete time solutions
The solution of the integral in (23), assuming linear ﬁt, is:
½at þ b ða=lÞ$elt þ C (26)
Using (26), (23) is solved:
qðtÞ¼
h
1elt
i
uðtÞ$qeþmðtÞ$qgþqað0Þða=lÞ
þq0$eltþat
(27a)
or
qðtÞ ¼
h
1 elt
i
uðtÞ$qe þmðtÞ$qg þ qað0Þ  ða=lÞ
þ q0$elt
þ qaðtÞ  qað0Þ
(27b)
Discrete solution of (24) for t¼ n þ 1 is (time step
l ¼ tnþ1  tn ¼ 1):
qðnþ 1Þ ¼
h
1 el
i
uðnÞ$qe þmðnÞ$qg  ða=lÞ
þ elqðnÞ
þ qaðnþ 1Þ  elqaðnÞ
(28a)
Adopting the notation g ¼ expðlÞ and replacing
qaðnþ 1Þ ¼ aðnþ 1Þ þ b ¼ qaðnÞ þ a:
qðnþ1Þ¼ ½1g½uðnÞ$qeþmðnÞ$qHþqaðnÞða=lÞþgqðnÞþa
(28b)
Equation (28b) can be rewritten as (28c) by replacing
½1g½uðnÞ$qewith HðnÞ to simplify the effect of human interaction
and keep the term separate. Comparing the above (both discrete
and continuous) with the steady qa case (1), we can observe the
dynamics of a non-constant qa (linear approximation).
qðnþ 1Þ ¼ ½1 gmðnÞ$qg þ qaðnÞþ g$qðnÞ
þ a½l 1þ g=l þ HðnÞ (28c)
The term ½l 1þ el=l deﬁnes the importance of a; which is
the rate of change of the ambient temperature. This rate also
depends on the time step, for larger time steps of qa (i.e. 10min
instead of 1min), a has a value 10 times higher. HðnÞ deﬁnes the
effect of human behaviour, which as examined earlier has a
considerable effect in cold loads consumption. It can bemodelled to
include aWiener process though notmandatory whenMonte Carlo
simulation is used, since Monte Carlo introduces stochasticity. In
this case a Wiener Process was deemed unnecessary since Monte
Carlo introduced higher stochasticity and it would only be extra
computational cost.The model, similarly to (1), is composed of two interconnected
subsystems, a linear part characterized by a stochastic continuous
state q(t), whose evolution depends on u(t) and a nonlinear part
u(t) which changes states deterministically based on q(t). This
vector process ½qðtÞ mðtÞT is a hybrid-state Markov process.3.1.5. Constant qaðtÞ ¼ qa ¼ const, continuous and discrete time
solutions
Practically these solutions are special cases of the above for
qaðtÞ ¼ qa ¼ cons:
qðtÞ ¼
h
1 elt
i
uðtÞ$qe þmðtÞ$qg þ qa
þ q0$elt (29a)
qðnþ 1Þ ¼ ½1 gmðnÞ$qg þ qaþ g$qðnÞ þ HðnÞ (29b)
These can be used for simplicity when qa is relatively constant or
can be assumed as such based on the application.3.2. Equivalent thermal models for multi-compartment TCLs
Fridge-freezers are the most common cold loads in households
(about 69.7% ownership in 2014), whilst also being the cold load
with the largest average consumption per unit [28] and are found in
commercial buildings too. ISO 8187, ISO 8561, and ISO 7371 are the
relevant standards for testing the energy consumption of house-
hold refrigeratorefreezers having two or more compartments. At
least one compartment (the fresh food storage compartment) is
suitable for storing unfrozen food, and at least one compartment
(the food freezer compartment) is suitable for freezing fresh food
and for the storage of frozen food at 18 C or lower [30,34]. They
may be equipped with one or two compressors. In the case of one
compressor, the operating cycle is controlled by both the
refrigerator's and freezer's air temperature, while commonly a
damper or fan is used to assist heat transfer from the refrigerator to
the freezer. In the case of two compressors, each operating cycle is
independent. The temperature in each compartment is better
regulated but the price is higher, thus less common.
Deterministic equations governing temperature and operation
state in each compartment are given by equation (30) for the case of
one compressor and by equation (31) for the case of two
compressors:
_qf ðtÞ ¼ lf $
h
qf ðtÞ  qaðtÞ
i
 lfr$
h
qf ðtÞ  qrðtÞ
i
 uðtÞ$qC
(30a)
_qrðtÞ ¼ lr$½qrðtÞ  qaðtÞ þ lfr$
h
qf ðtÞ  qrðtÞ
i
(30b)
Adding (30a) and (30b):
_qf ðtÞ þ _qrðtÞ ¼ lf $
h
qf ðtÞ  qaðtÞ
i
 lr$½qrðtÞ  qaðtÞ  uðtÞ$qC
(30c)
Similarly, for the case of two compressors:
_qf ðtÞ ¼ lf $
h
qf ðtÞ  qaðtÞ
i
 lfr$
h
qf ðtÞ  qrðtÞ
i
 uf ðtÞ$qCf
(31a)
_qrðtÞ ¼ lr$½qrðtÞ  qaðtÞ þ lfr$
h
qf ðtÞ  qrðtÞ
i
 urðtÞ$qCr
(31b)
Table 1
Conﬁdence Intervals (0.95 & 0.98) for 1/3 duty cycle.
D¼ 0.333 (p) CI 95% CI 98%
Population size Low High MoE (%) Low High MoE (%)
1000 (exact) 303.8 363.2 8.77% 298.6 368.8 10.39%
10,000 (adj. wald) 3241 3426 2.76% 3224 3444 3.30%
100,000 (any) 33041 33630 0.87% 32988 33677 1.03%
Table 2
Conﬁdence Intervals (0.95 & 0.98) for 1/2 duty cycle.
D¼ 0.50 (p) CI 95% CI 98%
Population size Low High MoE (%) Low High MoE (%)
1000 (exact) 468.5 531.5 6.30% 462.8 537.2 7.44%
10,000 (adj. wald) 4902 5098 1.96% 4884 5116 2.32%
100,000 (any) 49690 50310 0.62% 49635 50365 0.73%
Table 3
wf and wr values.
Freezer compartment (wf) Refrigerator (wr)
0.33 0.67 [24]
0.27 0.73 [30]
0.36 0.64 [31]
0.35 0.65 [36]
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h
qf ðtÞ  qaðtÞ
i
 lr$½qrðtÞ  qaðtÞ


uf ðtÞ$qCf þ urðtÞ$qCr

(31c)
Similar equations have been used by Keep et al. [24], (32)& (33),
case of one compressor only, where they were discretized using
Euler's method and simulated for a time step of 1min, smaller time
step simulations had no signiﬁcant changes.
_qf ðtÞ ¼
1
massf $cf
h
qof þ ðqc þ qaÞ  phs
i
(32)
_qrðtÞ ¼ 1massr$cr
h
qof  ðqc þ qaÞ
i
(33)
The main problem with modelling those as in [24], is the fact
that they consist of 2 compartments with different set point tem-
peratures and temperature dead-bands and as consequently
different thermal dynamics (Dqcompartment-room). Therefore, the
effects of qa change or human interaction are different. In both cases
the operating cycles are determined by the compound dynamics of
the system, and an equivalent (one compartment) simpliﬁedmodel
of the system needs to be developed for computational purposes, to
avoid slow simulation but also enable the use of a model as
designed above. This becomes clear by looking (30), (31) or (32),
(33), which after adding the stochastic elements of cold loads
would be much harder to compute.
Note that in the case of two compressors on/idle states might
differ, which means that the power consumption of the two differs
in time. Yet, for an aggregated model of thousands of units, the
percentage of units on is still directly linked to the duty (ή oper-
ating) cycle, consequently control of aggregated loads has statisti-
cally the same result.
The total thermal load losses of a refrigerator-freezer in static
state (minimal to zero disturbance from external factors) is the sum
of the freezer's and refrigerator's load, can be calculated as:
_Qtot ¼

_Qf þ _Qfr

þ

_Qr  _Qfr

(34)
where _Qf heat transfer from room to freezer, _Qfr heat transfer
from refrigerator to freezer and _Qr heat transfer from room to
refrigerator. The heat transfer can be approximated as
_Q ¼ hAðDqÞ; where h is the heat transfer coefﬁcient and A the
surface respectively. The above equation can be written as:
_Qtot ¼ hfroomAfroom

 Dqfroom

þ hrroomArroomð  DqrroomÞ
(35)
The equivalent single compartment model can be described by
heqroomAeqroomðDqeqroomÞ; where
Aeqroom ¼ Afroom þ Arroom and heqroom
¼ wf $hfroom þwr$hrroom (36)
The objective now is to ﬁnd the qeq. Where w weight factors of
compartment capacity to total capacity.
wfr þwref ¼ 1 (37)
The two compartments share two dimensions, meaning that
capacities are proportional to A; thus:heqroomDqeqroom ¼ wfrhfrroom

Dqfrroom

þwref hrefroom

Dqrefroom

(38)
Heat transfer coefﬁcients are the sum of the internal cabinet
coefﬁcient (hfr, href) and the appliance's outside surface coefﬁcient
with the room (hroom). Studies have shown a difference less than 9%
between freezer's and refrigerator's heat transfer coefﬁcients
(convective plus radiative), by adding the surface's coefﬁcient the
sums' difference is less than 4% (3.7%) [31]. The heat transfer
coefﬁcients can be set as:
hfroom ¼ ð1 eÞhrroom or hrroom ¼ ð1þ f Þhfroom (39)
For simplicity hfroom;hrroom will be written as hf, hr for the
following equations.
Using (36), (38) & (39) on (35) gives:
qeq ¼

qf $wf þ qr$wr  e$wf $qf
.
1 e$wf

(40a)
qeq ¼

qf $wf þ qr$wr þ f $wr$qr
.
ð1þ f $wrÞ (40b)
It is important to note that the aim of this equivalent model is to
simulate the effects of external factors on energy consumption and
the non-linear aggregated demand of cold loads. Typical values are
given in Table 3, for different types of fridges. Approximations are
used for simplicity and computational efﬁciency; in reality thermal
laws have a different effect. As we can see in Fig. 6, the heat transfer
is essentially always from the room to the freezer, directly or
indirectly (through refrigerator), thus for normal operation the
thermal behaviour is practically closer to the freezer's thermal
properties. Yet human interaction with the refrigerator, i.e. door
opening, extra load etc., will have an effect (heat transfer) closer to
the refrigerator's thermal properties.
An examination of the above can be donewith the experimental
measurements in [31]. Using (18), in this case duty cycle change
Table 4
Comparison of relative Power increase to relative Temperature increase.
Speciﬁcations [31] Operation
Power rating 165W Ambient 18 C 1.2 kWh/day
Freezer weight factor (wf) 0.282 Ambient 30 C 1.7 kWh/day
Refrigerator weight factor (wf) 0.718 d(P) (%) 41.66%
Freezer (qmin, qmac) qset (-21.5, 12) 16.75 Dqeq at 18 C 20.043
Refrigerator (qmin, qmac) qset (1.5, 5.5) 3.5 Dqeq at 30 C 32.043
Equivalent thermal model qeqmin 6.573 d(Dqeq) (%) 55.53%
Equivalent thermal model qeqmax 0.643 d(Dqr) (%) 82.75%
Equivalent thermal model qeqset 3.608 d(Dqf) (%) 34.53%
Table 5
Cold load data (experimental).
ton tidle cycle q- qþ qa Duty cycle P (W) Ref
250 750 1000 3.5 C 7 C 20 C 0.25 R[36,38]
300 650 950 2 C 5 C 20* 0.316 R[20]
700-1400 1100-1100 1800-2500 4.5 C 7.5 C 21 0.389e0.56 R[8]
300 600 900 4 C 8 C 20*(a) 0.33 M[37]
340 660 1000 0 7 33 C 0.34 197 M[35]
22 15
120 360 480 3.5 6.5 20* 0.25 M[34]
22 11
28’* 65’* 93’* 1.5 5.5 18 C 0.30** 165 M[31]
21.5 12
32’* 64’* 96’* 2.1 4.3 25 C 0.33** 175 M[24]
19.1 16.9
300 600 900 4 C 8.2 C 20 C 0.33 120e160 M[36]
31 15
2 compressors (b) 27 17 F[36]
*data inferred or assumed based on similar experiments and loads **calculated from consumption and power rating.
a Laguerre's experimental data in [37], but not referring exact ambient temperature as in [36,38]. Similar conditions are expected since it's the
same climate and environment as the others.
b Freezer with separate compressor running its own cycle [36].
Table 6
Cold load l, qg (calculations).
Cold load type Ownership (%) l (20%) qg (20%) at qa D
Refrigerator [36,38] 24.48% 3.179 103 58.815 20 C 0.250
Refrigerator [20] 2.805 103 52.172 20* 0.316
Refrigerator [8] 1.458 103 38.541 21 0.389
Refrigerator [37] 4.795 103 41.856 20*(1) 0.333
Freezer [36] 30.46% 3.987 103 125.701 20 C 0.333
Fridge (equiv.) [35] 45.06% 2.909 103 107.401 33 C 0.340
Fridge (equiv.) [34] 7.102 103 87.323 20*(UK) 0.250
Fridge (equiv.) [31] 4.249 103 71.512 18 C 0.301
Fridge (equiv.) [24] 1.202 103 85.819 25 C 0.333
Fridge (equiv.) [36] 5.812 103 71.123 20 C 0.333
Fig. 6. Thermal model of a common fridge with 2 compartments (on the left) & the
equivalent thermal model to be used for aggregation and DR (on the right).
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dðDðtÞÞ
Dðt0Þ z
dðPðtÞÞ
Pðt0Þ ¼ 0:4166, a
difference less than 0.2%. Table 4 shows the relative consumption
(P) and temperature (q) increase.4. Aggregation methodology and heterogeneity
Even though the simulations of CFP partial differential equations
are much faster than the Monte Carlo ones and the accuracy
satisfactory (under conditions), Monte Carlo is a bottom-up
detailed model, better suitable in assessing the above developed
model, where not all CFPE's conditions are met. Additionally, the
aggregation process for CFP partial differential equations is more
difﬁcult and the complexity is higher, while also losing accuracy in
heterogeneous models. The major advantage of Monte Carlo-based
techniques is ﬂexibility, as well as the highest possible accuracy in
this case of highly heterogeneous populations with human
behaviour, but also effective with smaller population sizes.
A note here is that defrost heater power and cycles are ignored
for simplicity. Defrost heaters are typically on for less than 5% of the
time [8,24], yet their demand during this time is usually consider-
ably higher than that of the cold load's operation (480W [8]). They
A. Kleidaras et al. / Energy 145 (2018) 754e769764operate a few times per day, with daily consumption around
0.35 kWh [8] and are more suited as deferrable loads (non-dis-
patchable DR) rather than as ﬂexible (dispatchable DR, though they
can be used as both. They don't follow the models described in this
paper, whose focus is a realistic model to represent the dynamics of
TCLs (mainly cold loads as a test case) for dispatchable DR. The
aggregated model ﬂowchart is illustrated in Fig. 7.4.1. Step 1: calculation of basic TCLs' parameters using
experimental data
In [20] and [25], parameters such as appliance's thermal
conductance, thermal mass, power consumption, coefﬁcient of
performance were used to determine the values l, qg (Qg) of (14).
Those are constant, dependent on appliances' characteristics and
independent of ambient temperature and human interaction.
Hence simply knowing l, qg is enough to build (14), an accurate
representation of a TCL's physical model, a principle used in [16]
where an algorithm was developed to identify them through
readings of duty cycle (D).
Using values from Table 5, l, qg can be calculated. During a
deterministic cycle (without external effects) and constant (qa)
ambient temperature, a TCLs idle cycle is described by
qðtÞ ¼

1 elt

qa þ q0$elt (41)
For t¼ tidle: qðtidleÞ ¼ ð1 eltidle Þqa þ q0$eltidle : Case of cooling
cycle, qðtidleÞ ¼ qþ; q0 ¼ q; substituting on (41) and solving for l
gives:
l ¼  1
tidle
ln½ðqþ  qaÞ=q  qaÞ (42)
Similarly; qg ¼
h
q  qþ$el$ton
.
1 el$ton
i
 qa (43)
The values of [8] have signiﬁcant variations compared to the
rest; as stated by the authors, data was taken from a G class topInput
Initial parameters
Human behaviour
(PMF)
Heating probability
(PMF)
Outdoor
temperature
Model Flo
Step 1
Step 2
Step 3
Simple
TCL?
Yes
No
Initial parameters
Fig. 7. Model ﬂmounted refrigerator, and was chosen as a good example for a low
efﬁcient refrigerator with high energy demand (relatively older
model). According to Residential Energy Consumption Survey
2009, in USA, this was one of the most common (more than 60%
percent) refrigerators in households, thus chosen by the authors for
their study on 2009, also mentioning that customers mostly use the
same appliance for more than 5 years up to 14 years. Newer models
(post 2009) though are more efﬁcient and more similar to those
used in [20]. Similarly, for fridges (refrigerator-freezer) some of the
above have signiﬁcantly different conditions than what commonly
observed in UK (i.e. 33 C room temperature) or missing data. For
the case of UK speciﬁcally, values from [20,31,36,38] are more
suitable for a realistic model.
These are used via Monte Carlo to construct heterogeneous
populations of TCLs (3 basic types of cold loads in this case) with
randomized variance in parameters qg, l, qa, and initial conditions q
(t), u(t); u(t) based on on/off probability which is equal to the duty
cycle D of each. The population's mixture, as a percentage of each
cold load type, is based on UK ownership statistics [28]. Speciﬁcally,
for UK ownership of cold loads per household is about 107%
(expressed to overall population), which means that 7% have an
extra unit.4.2. Step 2. Human interaction
The effect of human interaction as discussed in section 2 is
relative to Dq similarly to ambient thus better expressed in (%). We
need to link that to the term H(b) of (20b), which varies for each
type of load. To the best of the authors knowledge this is the ﬁrst
realistic human interaction modelling based on experimental data,
such as measured effects of door openings or increased consump-
tion per kg of extra load, combined with real data of frequency of
human interaction. The exact procedure, in more detail can be seen
in Fig. 8. Effectively, human interaction increases ton or reduces tidle.
Using the fact that increase in consumption is linked to increase in
duty cycle dðDðtÞÞDðt0Þ z
dðPðtÞÞ
Pðt0Þ (18), we can express an increase in con-
sumption by x (%) as an equal increase in duty cycle: D0 ¼ Dð1þ xÞ:Process Output
MC (UK ownership
statistics)
MC (ambient)
Simulation results and
analysis
wchart
Equivalent
Human behaviour
effect (per event)
MC (human
interaction)
MC (heating)
owchart.
Input
Initial parameters
Effect per event (%)
Process Output
MC (human
interaction)
Human interaction
(PMF)
Step 2: Human interaction
Step 1
Step 2
Step 3
Hb per load type
(per event)
Events per day
(Gaussian)
MC (events,
minute resolution)
Fig. 8. Human interaction modelling in detail (Step 2 of above ﬂowchart).
Fig. 9. Human interaction events: distribution between 0am and 1am for 10,000
households. A single event equals to “door remained open for 12 s at an angle of 90”
[30].
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D0 ¼ t
0
on
t0on þ tidle
¼ tonð1þ εÞ
tonð1þ εÞ þ tidle
¼ tonð1þ xÞ
ton þ tidle
(44)
D0 ¼ ton
ton þ t0idle
¼ ton
ton þ tidleð1 zÞ
¼ tonð1þ xÞ
ton þ tidle
(45)
The solutions to the above are:
ε ¼ x ton þ tidle
tidle  x$ton
(46)
z ¼ x ton þ tidle
tidleð1þ xÞ
(47)
We need to express H(b) as a function of those, assuming an
event during tidle, it can be described by:
qðtÞ ¼
h
1 elt
i
uðtÞ$qe þmðtÞ$qg þ qa
þ q0$elt (48)
Using ½1 elt ½uðtÞ$qe ¼ HðtÞ; (48) is written as:
qðtÞ ¼ ð1 eltÞqa þ q0$elt þ HðtÞ
For t¼ tidle: qðtidleÞ ¼ ð1 eltidle Þqa þ q0$eltidle þ H; assuming H
represents the accumulated effect during that time. In the case of a
cooling cycle, qðtidleÞ ¼ qþ; q0 ¼ q:
H ¼ ðqþ  qaÞ
"
1

qþ  qa
q  qa
z#
(49)
similarly during ton:H ¼ 	q  qa  qg


1

q  qa  qg
qþ  qa  qg

ε

(50)
Using the above and experimental data described in Section 2
[30,31], human behaviour effect per event for each cold load type
is calculated, separately for door opening and new load. Then using
the frequency of door-openings per day, as described in [29] (see
Fig. 5 in Section 2) an hourly PMF (probability mass function) is
created, and a Gaussian distribution for events per day with
expected mean 40e60 events and new load per day [30]. Those are
used to create a Monte Carlo model with minute resolution for
events per household throughout the day (Figs. 9e11). Events are
based to reﬂect experimental ones, such as in [30], “door remained
open for 12 s at an angle of 90”, but since one such event mightdiffer in reality (i.e. longer duration than 12 s), non-integer values
were used (i.e. reﬂect the extra effect of an event with longer
duration). Monte Carlo events are linked to the term Hb through
(36), (37), (39) & (40) to express the effect in cold loads' state,
consequently cycles and consumption.
4.3. Step 3. Ambient (room) temperature
Temperature ﬂuctuations as discussed in Section 2 affect the
state of TCLs directly, especially rather fast changes, such as those
occurring in earlymorning and evening afterwork. Kane T. et al. [39]
examined the variation of indoor temperatures and heating prac-
tices in UK dwellings, variation of up to 10 C were reported, we use
UK heating practise (probability of human behaviour essentially, as
developed in model [39]), reported “preferred” comfort zones and
outdoors temperature to create a realistic MC model. The heating
PMF is used to create a Monte Carlo model of possible heating on
action, which is then compared to probable indoor temperature
(based on outdoor temperature) and thus hourly temperature is
deﬁned per dwelling. In reality, based on knowledge of weather
conditions and historic data (population's behaviour to these con-
ditions) the temperature can be probabilistically estimated. The
resulting MC model is then converted to minute resolution. It could
also be used in hourly resolution, with the term of (28c) a converted
to hourly changes (in this case would be 60 times higher). Tem-
perature changes in dwellings due to use of heating can occur in
shorter periods than an hour [8], but for this model more “mild”
Fig. 10. Human interaction events: distribution between 6pm and 7pm for 10,000
households. A single event equals to “door remained open for 12 s at an angle of 90”
[30].
Fig. 11. Cumulative distribution of human interaction events. Comparison of different
hours. As expected, 6ame7am has the minimum interaction, whilst 6pme7pm has the
highest.
Fig. 12. Mean house temperature simulated (MCMC) for 10,000 units and UK data
(Fig. 4 [39]).
Fig. 13. TCLs' population state without external factors.
Fig. 14. TCLs' population state without external factors.
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population. Simulated average household temperature and reported
average temperature ([39]) can be seen in Fig. 12, as expected they
are very close. Assuming that this report is a good representation of
UK's heating practises overall, the cold load demand is also expected
relatively close to the actual report in [28].
5. Simulation results
One important aspect of a model described by (28c) is that it can
focus on the state of the TCLs speciﬁcally without the powerdemand of each. Thus, it can give a clear picture of TCLs' state and
how they respond to different commands as well as other factors.
Demand can be added through (9) to determine the total power
demand of the TCLs' population.
The model can be used as classic models (Malhame and Chong),
by assuming qa constant and minimal external factors (Wiener
process with mean 0 and small variance s). In which case the
heterogeneity of the population due to technical parameters can be
studied and the effects of stochasticity. Figs. 13 and 14 show the
difference between population sizes of 10,000 and 20,000. As
expected the stochastic behaviour reduces as the population size
increases, the values (ﬂuctuation) are close but higher than those in
Tables 1 and 2, due to heterogeneity. Populations of smaller size
will have signiﬁcant elements of stochasticity (i.e. 1000) and thus
are not proposed for DR studies of TCLs. Unless the study is spe-
ciﬁcally aimed for small populations, then one of the most impor-
tant elements to be studied is stochasticity and control actions need
to take it into account. Increasing the population size from 10,000
to 20,000 has a small improvement, in this study a population of
10,000 was deemed satisfactory for examining effects of human
interaction and ambient temperature. Assumptions of almost uni-
form distribution (around 1% ﬂuctuation or less) for probabilistic
models in large heterogeneous populations, require population
sizes at the order of 100,000.
Detailed bottom up models, like this one has the highest ﬁdelity
study these behaviour characteristics. Arguably, one of the other
important uses of this model is the realistic representation of TCLs
under different conditions during the day and their dynamic
behaviour in time. Especially when considering the human factor.
Fig. 15 displays simulation results for varying ambient (room)
temperature and human behaviour, as described in steps 2 and 3. It
is also compared to experimental data from DECC and Smart-A as
seen in Fig. 16 (converted to hourly means and experimental data
scaled for comparison purposes). The difference with the “state of
Fig. 15. . Realistic cold load demand simulation with external factors and human in the loop.
Fig. 16. Comparison of simulated model and experimental data.
Fig. 17. Comparison of “state of the art” model and experimental data.
Fig. 18. Switch off at t¼ 300’ (and partial synchronization of TCLs).
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Other important characteristics and phenomena that can be
studied in detail with this model are the behaviour in external
commands during different conditions (periods of the day),
rebound effects and oscillation damping after those, due to partial
synchronization (Figs. 18 and 19). The exact response of a DR
actions (or other forms of interruptions such as brownouts), as
shown below, are directly affected by TCLs aggregated state at that
given period. Additionally, as these cause part of the TCL population
to synchronize, rebound effects occur, which are detrimental for DR
actions. They can be signiﬁcant for dispatchable and non-
dispatchable DR. For instance, when a certain amount of power is
required for frequency control, TCLs can provide it by reducing
demand output equal to that required amount, but after some time
when the rebound effect is introduced an almost equal extra
amount of energy is required, which if not countered properly by
additional control actions could practically recreate the original
problem [20].
It is thus essential for control actions to take such effects into
consideration and try to minimize/counter them or at least post-
pone them, as well as consider the natural damping occurring due
to heterogeneity [21]. It is crucial to note that, in non-intrusive
actions (thermal limits are maintained), the overall thermal load
remains essentially the same. Consecutively, the electrical demand
is also the same, but allocated in time, unless the control framework
is designed otherwise.
One of the starting arguments of this paper and motivation for
this work was whether small heterogeneity can be assumed for
TCLs, such as cold loads, and the accuracy of models based on such
assumption. Fig. 20 shows the variation of duty cycles during the
day for 4 TCLs with relatively similar starting duty cycle (and thus
operation), yet there is signiﬁcant change during the day. This is
true for the majority of the population, and the original point, that
even in a (relatively) homogeneous population there will be sig-
niﬁcant heterogeneity in operation in time holds true, as well as
that Wiener process with small variance is probably inadequate for
representing it. This model can be used for detailed DR studies of
TCLS, rebound effects, efﬁciency of control algorithms being a
bottom up MC realistic model. Moreover, it is realistic point of
reference to check the feasibility of models with less computational
requirements (such as CFPE models) and their accuracy, which will
be used in aggregators [21]. It is also important to note that
response to control actions varies during the day (i.e. night-
morning hours have relatively shorter cycles than evening), based
on the state of the TCLs' population, also a factor in identifying the
Fig. 19. Comparison of switch off actions at different conditions (moments). The higher the current demand the higher the rebound effect and its oscillations.
Fig. 20. Duty cycles of 4 randomly selected individuals during the day.
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6. Conclusions and future work
TCLs modelling was examined, and a detailed bottom-up real-
istic model was developed for DR studies, including human inter-
action modelling and its effect. Controlling large amounts of loads
is inevitably only possible through probabilistic models, but also
accurate enough. One of the keys issues for TCLs' applications is the
high heterogeneity and the dynamic behaviour in time. Future
work will focus on exploring solutions to this problem, potentially
clustering frameworks as well as the impact of DR. Other important
topics are computationally efﬁcient aggregation models, control
frameworks and data requirements for those.
This paper focuses on data from experimental studies to deter-
mine the most important factors in TCLs' dynamic behaviour. Based
on those and the developedmodel, simulations were carried out for
the case of colds loads. The initial hypothesis of high heterogeneity
in operation even among relatively homogeneous loads was shown
to hold true, thus the accuracy of various existing aggregation
models is questionable.
Important points and outcomes can be summarized in 6 points
(with DR signiﬁcance order). First, showing the dynamic nature of
TCLs and how their duty cycle (operation) changes during the day
signiﬁcantly, thus the problematic nature of using aggregation
models such as CFPE by assumptions of relative heterogeneous
groups. This is due to external factors, essentially human behaviour,
which were modelled and simulated using real world data to
highlight their actual effects in TCLs' consumption, subsequently
also in TCLs' population state and thus DR. Additionally a simpliﬁed
equivalent thermal model of multi-compartment cold loads wasdeveloped, which converts the actual second order thermal model
to a ﬁrst order one, thus useable for the S-PDEmodels developed so
far for DR without loss of realistic TCLs characteristics. The bottom
up approach used, can be computationally demanding due to its
detail, yet that detail allows for high ﬂexibility and the highest
possible accuracy to study DR actions, rebound effects, test the
performance of control algorithms. Additionally, it can be used to
evaluate the accuracy of more computationally efﬁcient aggrega-
tion models and simulate smaller populations taking into consid-
eration the magnitude of stochasticity in such cases. Lastly, due to
the main equations including external factors, minimum and
maximum limits of “normal” operation can be deduced, as such
abnormal (faulty) TCL consumption can be tracked, something
useful mainly for commercial loads. So far this has mainly been
done through regression models, but it can be used in conjunction
to improve accuracy or to estimate accurately consumption under
different operational conditions for energy efﬁcient.
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