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I. INTRODUCTION
We investigate empirically the impact of competition on firm productivity. We use firm observations compiled by the World Bank Enterprise Survey database. The database provides variables that have been identified in the recent empirical literature as determinants of productivity at the firm level. This allows us to isolate the effects of competition on our measures of firm-level productivity. We find a positive and robust causal relationship between our proxies for competition at the firm level and our measures of firm productivity. We also find that firm productivity growth is higher in countries with more substantial product-market reforms. Countries that reformed during the period had a more pronounced increased in competition, thus providing a channel by which productivity is affected by reform.
Over the last twenty years, many countries at different stages of development have undertaken significant regulatory reforms of their product markets. However, product market regulations still vary substantially across countries. For example, according to the World Bank's "Doing Business" database, the costs associated with a business start-up in 2003 amounted to 0.7 percent of GDP per capita in the United States compared to 16.8 percent in Italy and 1316.4 percent in Angola. What is the impact of changes in regulation on competition, productivity, and growth?
According to conventional wisdom, product market regulations affect the market structure of an economy. Reforms that lead to more effective regulations, e.g. a reduction in entry costs, are expected to spur competition between firms within and across sectors. An increase in competition is expected to reallocate resources from lower to higher productivity firms. 1 The literature on endogenous growth, however, offers contrasting views on competition and productivity. The standard model of endogenous technological change (Romer (1986) and Aghion and Howitt (1992) ) that an increase in product market competition between intermediate producers will reduce expected future profits from innovations and hence the rate of technical change ("rent dissipation effect"). In addition, more intense competition will lower the expected durability of new innovations ("creative destruction") and hence the incentive to innovate. Aghion et al. (2001) , however, argue that an extension of the basic framework could allow for a positive relationship between market competition and growth. They consider an oligopolistic intermediate sector where innovation enables a firm to break away from intense competition for a certain period of time. The incentive to innovate in order to escape competition is stronger, the closer a firm is to the technological frontier. 2 It follows, in their model, that an increase in competition involves an innovation-tradeoff: it reduces monopoly rents, but enhances the incentive to innovate in order to escape competition. 3 Thus, a positive relationship between product market competition and growth, is not an implication of all theoretical work.
Empirical research into the link between competition-enhancing reforms and productivity (and growth) has been relatively scant, with the exception of reforms related to trade liberalization (Schi-1 See Bergoeing, Loayza, and Repetto (2004) and Poschke (2009) . 2 That is, high-productivity firms face strong competition for innovations with other high-tech firms while lowproductivity firms simply adopt low-cost vintage technologies.
3 Aghion et al. (2005) extend this framework to an "escape entry effect," whereby the threat of potential entrants augments the incumbents' incentives to innovate. antarelli, 2005) . One reason appears to be the lack of adequate data. The existing empirical evidence typically examines the effects of changes in product-market regulation on growth at the aggregate level. Several cross-country studies look at the effect of regulation on growth through channels such as changes in mark-ups, entry, exit, or turnover rates. However, the results are ambiguous. Loayza, Oviedo, and Serven (2002) identify a positive effect of product market deregulations on productivity growth through increases in the turnover rate among firms, and Barseghyan (2008) estimates that an increase in entry costs by eighty percent of income per capita would reduce total factor productivity by 22 percent. On the other hand, empirical research on the effects of product market (de-) regulations on the effects on innovation and R&D typically find a negative relationship. 4 The recent use of micro data allows for more detailed empirical analysis with larger sample sizes that help reduce the problem of unobserved (endogenous) institutional heterogeneity in the observations. However, firm-or industry-level studies are typically limited by the lack of appropriate disaggregate measures of product-market regulation and competition. As a result, most of these types of studies are conducted for developed countries. They generally find (small) positive effects of product market competition on productivity growth; for example, Nickell (1996) , using data on U.K. companies, finds that competition, measured by increased numbers of competitors or by lower levels of rents, is associated with higher total factor productivity growth. 5 Among studies using developing country data, Srivastava (1996) and Ramaswamy (1999) find large positive effects of product market deregulations in India on firm-level productivity growth. Kaplan, Piedra, and Seira (2007) find a positive impact of entry deregulations on business start-ups in Mexico. 6 There are several possible explanations for the ambiguous empirical findings. First, they might stem from the difficulty in measuring product market regulations. Second, deregulations of product, labor, or financial markets often take place simultaneously and are complementary to one another. For example, a substantial reduction in entry costs might not be effective if small firms have no access to finance. Measuring the direct effects of an increase in competition stemming from entry deregulation, per se) on firm productivity requires the inclusion of appropriate variables to control for a firm's access to capital and labor inputs. Third, regulatory instrumental variables are only available at the industry or country level. However, it is plausible to argue that industry-level measures of product market regulations are endogenous with respect to the (expected future) performance of a given industry. For example, policymakers might aim to promote entry into sectors with prospects of high productivity growth. Fourth, the ambiguous results might simply reflect a non-linear relationship between competition and growth.
The contribution of our research is many-fold. The use of firm-level measures on competition together with an exogenous variation of product market reforms across countries observed in our sample allows us to draw some conclusions on causality while avoiding aggregate measurement errors or the endogeneity of regulatory instrumental variables at the industry level. Moreover, the detailed information on institutional, financial, and labor market frictions at the firm-level from the World Bank Enterprise Survey makes it possible to isolate the direct effect of competition on productivity. Importantly, as the Survey provides information on employees' educational levels for each firm, we are able to improve upon previous measures of firm productivity. 7 Finally, our sample of emerging-market countries is of particular interest since (i) productivity improvements were the main source of economic growth among this group of countries from 1999-2005 and (ii) a wave of product market deregulations occurred in a number, but not all, of these countries. Hence, we are able to test if potential growth effects from deregulations are larger for countries with a higher initial degree of regulatory frictions. And given that the changes in the degree of product market regulation appear to have been mainly determined by political factors, we can analyze the causal relationship between competition and firm productivity.
The rest of the paper is organized as follows. In Section II, we describe the data and the empirical methodology. Section III measures the empirical relationship between competition and growth, while Section IV examines causality. The last section concludes.
II. DATA AND EMPIRICAL METHODOLOGY A. Productivity
We measure firm productivity in four different ways. 8 First, we measure firm-level total factor productivity (TFP) as a residual from an augmented Cobb-Douglas production function. We use the methodology of Olley and Pakes (1996) to estimate input elasticities rather than setting input elasticities equal to factor shares, which would require the assumption of perfect competition. This needs to be weighted against the assumption that input elasticities are the same across sectors. 9 Second, we measure TFP as an index relative to the industry median following Caves, Christensen, and Diewert (1982) . This measure differs from the first measure in that (i) it is a relative measure; and (ii) we use the observed indexed firm factor shares as input elasticities by assuming constant returns to scale. Third, we measure firm labor productivity. In our natural experiment, reported in Subsection B of Section IV, we use the growth rate of total factor productivity.
In order to estimate firm-level productivity we need information on output, capital and labor inputs at the firm level. We use firm data for 27 countries in 2004.
For each country i, we estimate input elasticities (in logs) as
where y ji denotes firm j's value added in country i, k ji and h ji are physical and human capital inputs of firm j, η s is a vector of industry specific effects, 10 θ i = (θ ik , θ ih ) is a vector of average input elasticities in country i, and ε ji represents the error term.
7 Maudos, Pastora, and Serrano (1999) document how the inclusion of human capital has a significant effect on the accuracy of TFP measurement.
8 See Van Biesebroeck (2003) for a detailed comparison of different methods of estimating productivity. 9 An alternative is to estimate input elasticities per industry. However, the number of observations per sector per country is not enough to yield trustworthy estimates. The exceptions are the manufacturing sector and the wholesale sector. We report results for the manufacturing sector in Table 9 . 10 The industry specific effects are based on one digit NACE codes. (Hall and Jones, 1999) .
We estimate (1) in logs to obtain average country input elasticities θ k and θ h from the firm-level data. The estimation of (1) involves a well-known endogeneity problem as a firm's demand for human capital is expected to depend on its contemporaneous productivity level which is captured in the error term. To get around this problem, we employ the two-step procedure of Olley and Pakes (1996) to extract consistent estimates of the average input elasticities in our sample. 14 A detailed description of this procedure is given in Appendix B. Table 1 presents the estimated elasticities for physical and human capital using the Olley-Pakes as well as the conventional OLS procedure. If the Olley-Pakes procedure successfully corrects for biases, one would expect to find a decrease in the coefficients on human capital and an increase in the physical capital coefficients relative to the OLS results (Olley and Pakes, 1996) . Table 1 shows that the human capital coefficients move in the predicted direction in 18 out of 19 cases, while the magnitude of the capital coefficient increases in 15 out of 19 cases. Thus, the Olley-Pakes correction appears to be working quite well.
Our second measure of productivity is based on Caves, Christensen, and Diewert (1982) . The methodology employs firm-level factor shares of human capital an intermediate inputs (measured by firm-and industry-level factor shares) to compute input elasticities. We compute the factor share of the physical capital stock by assuming constant returns to scale. TFP is measured as an index using the industry-level median as a reference point. In (2), we measure output as sales and explicitly include intermediates inputs on the right hand side. 15 The output and input measures, 11 Olley and Pakes (1996) also use value added. Nickell (1996) 
where a tilde (·) denotes the industry level median of the variable, sh x jsi = (sh x jsi + sh x si )/2, x = (h, m), sh jsi is the firm j-level factor share, and sh is is the industry s-level average factor share within each country. 16 Our third measure, labor productivity, is provided as a benchmark. Labor productivity is measured as a ratio of firm sales to human capital. Figure 1 graphs the distributions of the three productivity measures. All three distributions are skewed to the right but there are differences across our measurements of productivity in dispersion and range. There appears to be a lot of heterogeneity in productivity at the firm level. Table 2 shows the correlation coefficients between the three different measures. The correlation coefficients are positive and relatively high but not uniform. 17 Thus, we choose to report results for all three methodologies. Finally, the growth in total factor productivity from 2001 to 2004 is measured as a Solow residual. The methodology is described in Appendix C.
B. Competition
The World Bank Enterprise Survey provides detailed information on the degree of product market competition at the firm level including markups (ln-markup) and cost competition (compcost). Mark-ups are measured as sales over operating costs. Cost competition is a discrete variable with values from 1 (of low importance) to 4 (of high importance) representing the firm's response to the Survey question: "How important is pressure from domestic competitors on key decisions about your business with respect to reducing the production costs of existing products or services?" [emphasis added]. A value of 1 indicates The Survey also includes information on corporate control variables which capture firm-level differences as well as differences between countries or industries. In particular, we account for the following firm-specific characteristics: a firm's age (age), the firm's size (size), 18 and four dummy variables that are equal to 1 if the firm's headquarters are located in a foreign country (foreign); if the firm exports (exports); if the firm was established through privatization of a stateowned enterprise (privatized); and if a new technology was introduced that substantially changed production (new techno). 19
16 Table 10 provides the input elasticities per industry per country using this procedure. 17 Van Biesebroeck (2003) reports correlation coefficients with a range of −.02 and 0.99 for his different measures of productivity. See Table 4 of Van Biesebroeck (2003) . 18 Firms are categorized as "small" if they have fewer than 50 full-time employees, "medium" if they have in between 50 and 249 full-time employees, and "large" if they have 250 or more full-time employees.
19 See Melitz (2003) , Helpman, Melitz, and Yeaple (2004) , Calderón and Servén (2005) , and Beck and Levine (1999) for arguments on the use of some of these variables as controls.
To account for competition in input markets, we include the percentage of investments that are financed from retained earnings (ret-earn); a dummy variable (stock) which is one if the company is listed in a stock market and zero otherwise; and the extent of hiring restrictions faced by the firm (hire), measured as the manager's reckoning of the percentage by which s/he would increase the firm's regular work force in the absence of restrictions. 20 The institutional variables include an audit variable, the number of power outages per year (powoutages); and "affordable jurisdiction" (juris), a qualitative variable that varies from 1 to 6, where one is "never affordable" and six is always affordable. Finally, as we want to identify domestic competition, we include a qualitative variable reflecting external competition from imports. This variable can take values from 1 to 6, where 1 indicates a low degree of competition from imports and 6 a high degree of import competition (comp-import). Table 3 reports the descriptive statistics for these firm-specific control variables in 2001 and in 2004. From these statistics we can infer a high degree of dispersion in firm productivity, as was observed in the histograms. The TFP index displays the least variability and labor productivity the most. Our measures of competition exhibit less dispersion.
C. Reforms
We use the Economic Freedom of the World Index from the Fraser Institute to identify the countries that had major changes in their product market regulations. The indicators are based on a mixture of factual and subjective information. The Fraser database provides an annual index on the "ease of starting a new business" for 1995 and on an annual basis from 2000 until 2004. This index is based on the methodology of the World Bank's Doing Business data and measures the amount of time and money it takes to start a new limited-liability business. 21 The index varies from 1 to 10, in decreasing order of entry costs. Table 4 reports the differences in entry costs across the countries with available data. 22 We use this index to classify countries into reformers and non-reformers during 2001-2004. Table 4 displays the grouping of countries according to the Economic Freedom of the World index from the Fraser Institute. This database is the only one with information on product market regulations, in particular entry regulations, in European and Central Asian countries for our period of study. The information is available for sixteen countries. We classify a country as a re- 20 The Survey also provides a measure for firing restrictions. This variable was not significant in any of the estimation specifications. 21 In particular, the index is based on three different variables: (i) the number of days necessary to comply with regulations, (ii) money costs of the fees paid to regulatory authorities measured as a share of per-capita income and (iii) minimum capital requirements measured as a share of per capita income. These three ratings are averaged to obtain the final index. 22 The Fraser database provides also a composite index of business regulations consisting of the ease of starting a business, administrative conditions for entry, price controls, time with government bureaucracy and irregular payments. We focus on the former index as it was the one that varied the most during our period of study but also because (i) it is a more objective measure, since it is based on directly observable information on official number of procedures and fees; (ii) it varies substantially across countries and over time relative to the other indices for the period of interest and (iii) the methodology complies with the measure of the "costs of starting a business" from the World Bank Doing Business database. Table 4 . 23 Overall, the group averages were pretty similar in 2004 and 2001 (5.8 and 5.6) reflecting fairly similar index levels.
We also considered other changes in regulation that might have taken place during the same period. Table 5 reports regulatory indices and changes for international trade, financial, and labor markets from the Fraser database for all countries except for Georgia and Macedonia for which the data was not available. Importantly, these indices do not reveal important changes in regulation (other than entry costs) and the changes that are observed do not differ between the reformer and the non-reformer group of countries. Still, we control for these complementary contemporaneous reforms in the region in our natural experiment exercise. Finally, Table 5 shows the median TFP growth for all countries. Note that the period average median TFP growth for the reformer countries is about double the corresponding growth for non-reformer countries. In Subsection B of Section IV, we formally test for the difference in TFP growth between reformer and non-reformer countries.
III. EMPIRICAL RELATION BETWEEN TFP AND COMPETITION
In this section we examine the relationship between firm productivity and competition. The previous section described three measures of (log) productivity y jit (lnTFP-OP, lnTFP-Caves, and ln-laborprod) and two measures of competition C jit (lnmarkup and comp-cost) that we will use in our estimation. Our procedure is to estimate the empirical model described by equation (3) below to determine how much of the variation in firm-level productivity is associated with variations in competition. The model includes a vector of firm-specific control variables (X ji ). In particular, we control for differences across firms in their access to finance, international markets, infrastructure services, legal institutions, and labor markets. We include country (µ i ) and industry (η s ) fixed effects to account for unobservable heterogeneity among industries and countries in the pooled data:
N is the number of firms in country i and β c and β x are the parameters to be estimated. When the dependent variable is TFP, the observations are from 2004 only, for labor productivity, both 2001 and 2004 observations are used and a time dummy is included in the estimation. ε i j represents the error term.
Our objective is to identify the sign of the β c coefficient. When competition is measured using markups, our hypothesis is that an increase in markups (which is indicative of a decrease in competition) will be associated with a decrease in productivity and therefore β c will be negativley signed. When competition is measured in terms of perceived pressure to reduce costs from domestic competitors, then we expect an increase in this pressure to increase productivity, that is we expect a positive sign for β c .
The first row of Table 6 shows that markups are negatively correlated with all three productivity measures after controlling for the other firm-level productivity determinants. The corresponding coefficients are significant at the 5 percent level in all three cases. Firms that have 20 percent higher markups, have, on average, 1.2 percent lower corporate TFP levels based on Olley and Pakes (1996) or Caves, Christensen, and Diewert (1982) and 8 percent lower labor productivity.
As the distributions of the measured productivity variables exhibit substantial dispersion (see Figure 1 ), we would like to explore how the β c coefficient may differ for firms with different productivities. Additionally, because of skewness in the distributions, the OLS estimators of Table 6 may have substantially higher variance than non-linear estimators such as the least absolute deviation (LAD) estimator. 24 The six graphs in Figure 2 correspond to the six models for which OLS estimators are presented in Table 6 . The graphs present the OLS estimators as well as 18 different quantile estimators in increments of 5 percent up to the 95 percent quantile. For example, the dashed line in the top left-hand graph represents the OLS coefficient on log markups when the dependent variable is lnTFP-OP (−.062). The dotted lines display the 95 percent confidence intervals of the OLS coefficient. The solid line connects the 18 quantile regressions. The corresponding LAD estimate of −.038 corresponds to the median. The shaded areas delimit the 95 percent confidence intervals for the 18 different quantile regressions. Note that in 5 of the 6 regressions the LAD estimator has the same sign and is of a similar magnitude to the OLS estimator. The only exception is the model corresponding to column 2 of Table 6 . The variation of competition from cost pressures produces a negligible negative response in our TFP-OP measure.
Figure 2 also suggests a systematic non-linearity in the competition-productivity nexus. For the most productive firms, depicted in the higher quantiles, the quantile coefficients reflect a larger impact from competition via markups. This type of non-linearity is consistent with the theoretical approach of Aghion et al. (2001) : the incentive to innovate in order to escape competition is stronger, the closer a firm is to the technological frontier.
The results differ when we use cost competition. 25 Although Table 6 shows a positive sign for the OLS estimator β c , only the estimator for labor productivity is significant. 26 The quantile regressions depicted on the right hand side in Figure 2 show that the correlation differs between high and low productivity firms. For example, the cost competition coefficient is positive and significant if TFP-OP does not exceed the 40 percent quantile but it is not significant at conventional levels thereafter. This type of non-linearity is not consistent with the one between TFP and markups. We note, however, that the cost competition indicator varies only from 1 to 4, hence it might not be appropriate for examining the detailed non-linear pattern of correlation with productivity. Moreover, the other productivity indicators do not confirm this effect for low-productivity firms. The relationship between labor productivity and cost competition appears to be humpshaped while the one between cost competition and TFP based on Caves, Christensen, and Diewert (1982) does not seem to follow any specific pattern.
Finally, we note that the effects of the additional corporate indicators on all three productivity measures are broadly consistent with the theoretical predictions and the empirical findings in the literature. This is true, in particular, for the TFP measure based on Olley and Pakes (1996) . The first column of Table 6 shows that exporting and foreign firms are more productive which is consistent with the findings of Melitz (2003) and Helpman, Melitz, and Yeaple (2004) . Firms that apply international audit standards, (which implies a better access to finance) are found to be more productive; a positive link between financial development and firm productivity is also found by Hallward-Driemeier, Wallsten, and Xu (2003) and Christopoulos and Tsionas (2004) , among others. Finally, larger and younger firms are associated with higher TFP, which is consistent with Bartelsman and Doms (2000) and Van Biesebroeck (2005) . The TFP indicator based on Caves, Christensen, and Diewert (1982) , in contrast, is not significantly correlated at the 5 percent level with the foreign ownership, exporting, or auditing status of firms. However, firms that face stronger hiring restrictions are found to have a higher TFP index, which confirms the findings of Scarpetta et al. (2002) .
Overall, the findings point to a positive correlation between competition as measured by markups and productivity in our sample of 27 Eastern European and Central Asian emerging economies. These findings are corroborated for two of the three productivity variables when we employ the subjective indicator of cost competition. Moreover, we find that the average OLS coefficients conceal a systematic non-linear pattern in the markup-productivity nexus, which implies that the positive correlation between competition and productivity is increasing in the productivity level of a firm.
IV. DIRECTION OF CAUSALITY A. Instrumental Variable Approach
In this section we address causality. The information from the Survey allows us to apply an instrumental variables approach using internal as well as external instrumental variables. As a subset of firms participated in the Survey in both periods, we can use changes in markups between 2001 and 2004 and lagged values of the qualitative competition indicators as internal instrumental variables. In particular, we use as a qualitative indicator, the response to the question: "How important is pressure from domestic competitors on key decisions about your business with respect to developing new products or services and markets?" We also use the following external instrumental variables: (i) the country-level index on the costs of starting a business from the Fraser database which is outlined in Table 4 , and (ii) a qualitative indicator namely, the response (on a 0 to 4 scale) to the question: "How problematic are anti-competitive practices of other producers for the operation and growth of your business?"
The usefulness of the first external variable as an instrument relies on the fact that it is an aggregate index measuring competition from entry that varies at the country-level (and is not affected by firm-level variations in productivity). The second external variable reflects a manager's assessment of anti-competitive practices by other producers. We assume that this subjective assessment better approximates a firm's exposure to competition in an industry than the use of anticompetitive practices in general. Specifically, we assume that anti-competitive practices by other producers do not affect a firm's own productivity level apart from their indirect effect on competition and the control variables. The results for the IV regression are reported in the second column. They reveal a positive causal impact of cost competition on TFP based on Olley and Pakes (1996) . The corresponding coefficient is significant at the 5 percent level. The third and fourth columns of Table 7 report results including lagged values for markups and competition in technologies (internal IVs). Both instruments are significantly correlated with cost-competition. The null hypothesis that all three instrumental variables are jointly equal to zero (Wald-test) is rejected at the 1 percent level. The estimation results, based on the 284 firms for which there was available data in both periods, confirm a causal effect of cost-competition on the Olley-Pakes TFP variable. 28 Columns five to eight of Table 7 report the same IV estimations for the TFP index based on Caves, Christensen, and Diewert (1982) . However, the results are ambiguous for this measure of TFP. The internal IV regression finds a positive causal effect from competition to firm-level TFP while the external IV regression finds a negative effect. Finally, the last four columns report the IV estimations for labor productivity. The results show a positive causal impact of competition on labor productivity in both cases. Finally, the Hansen test statistics suggests that we can not reject the validity of the instruments in all of the cases where we find a positive causal impact from competition on productivity. In summary, the results of this section show a causal relation between competition and the Olley and Pakes (1996) TFP measure of productivity as well as with labor productivity; the results for the TFP index based on Caves, Christensen, and Diewert (1982) are ambiguous.
B. Natural Experiment
The previous sections described our findings on the relationship and causality between competition and productivity. We have found that firms operating in a more competitive environment exhibit higher measured productivity. In this section we investigate if changes in competition motivate changes in productivity. More precisely, we ask if an increase in competitive pressure increases firm productivity. Productivity growth has been identified as the main source of growth among Eastern European and Central Asian emerging economies during the early 2000s. We argue that the increase in competitive pressure due to entry deregulation is behind the productivity increase.
We take advantage of the fact that several Eastern European and Central Asian economies underwent a wave of product market deregulations in the beginning of the decade. The timing of reforms differed even among very similar economies. For example, the Slovak Republic implemented major product market reforms in 2002/2003 whereas the Czech Republic reformed a few years later. These changes were politically motivated by the potential (future) accession to or cooperation with the European Union. Since the deregulation was not endogenously determined by the countries' productivity performance, we can consider the reform as an exogenous shock to competition. Thus we have a "natural experiment" in which to examine causality from the observed change in competition, brought about by entry reform, on productivity growth. Importantly for our exercise, there were also several of these economies that did not deregulate during this period-the non-reformer countries. That is, we have a control group, with similar characteristics to the sample of reforming countries, against which we can observe the impact of reform on productivity. The existence of this control group allows us to perform a difference-in-difference estimation, described below. 29 It is often argued that the individual impact of deregulations of product, labor, financial, or traded goods markets on real activities are hard to distinguish because several of these reforms tend to be implemented simultaneously. In Section II ( Table 5) , we argued that regulatory changes affecting the business climate were relatively minor in most of our sample countries for the period of interest apart from the deregulation of entry to product markets. Table 5 shows the average levels of trade and labor regulation indices are almost identical in both groups, while the access to credit is, on average, better in the non-reformer group for both periods.
We estimate the following difference-in-difference equation to measure the difference in the changes in firm productivity levels between reformer and non-reformer countries:
where j = 1, 2, . . . , N, i = 1, 2, . . . , 16, t = 2001, 2004, ∆y is TFP growth, R ji = 1 if firm j operates in a reformer country and 0 otherwise, X ji is a vector of firm-level control variables, and F i is a vector of reform control variables. We measure TFP growth using firm-level factor shares of human and physical capital and firm sales as our measure of output. We make an adjustment following the methodology by Kim (2000) to correct for bias in TFP growth arising from the presence of imperfect competition and nonconstant returns to scale. Appendix C describes in more detail the computation of TFP growth and the Kim (2000) correction. Table 8 presents the estimation results. The estimate for β 1 is between .19 percent and .25 percent. That is, TFP growth in reformer countries is higher than TFP growth in the non-reformer economies. 30 These results are robust to the inclusion of regulation differences, industry and firm controls. 31 All corresponding coefficients are significantly different from zero at the 1 percent level. These results are non-trivial. The average growth in TFP for all countries in our sample between 2001 and 2004 was 1.64 percent (the median was 2 percent). Thus, an interpretation of our results is that for a reformer country, productivity growth would be between one seventh and one ninth higher than for a non-reformer on average. That is, between 12 and 15 percent of productivity growth is explained by competition spurred by reforms (or between 10 and 13 percent if relative to median).
So far our conjecture is that productivity growth has increased in the reformer countries because competitive pressure increased following entry deregulation. To be complete, we need to investigate if the change in competition is reflected in our measures of competition. The strategy is the same as in the exercise for productivity growth. That is, after controlling for time differences (time dummy, d04 = 1 if year 2004, 0 otherwise) and the overall differences in levels of competition in reformer versus non-reformers (dre f orm), we estimate the difference-in-difference coefficient for the interacting term dre f orm04. This variable takes the value 1 if the country is in the reformer group and the year is 2004, and zero otherwise. Our expectation is for this coefficient to be negative when the dependant variable is ln-markup and positive if the variable to be explained is cost − comp. That is, lower markups (or higher comp-cost) indicate that competition on average is higher on reformer countries relative to non-reformer countries during 2001-2004.
The last two columns of Table 8 present the coefficients for the three variables just described. The coefficient of the interaction term between the reformer and the time dummy, the differencein-difference effect, shows that the increase in the level of competition was more pronounced in the reformer countries relative to the non-reformers in between 2001 and 2004. The coefficient is -.097 and significant at the 5 percent level for the competition measure based on markups.
Overall, we observe higher TFP growth as well as a stronger increase in the degree of competition among firms in reformer countries. Given the exogenous, politically-motivated nature of the product market reforms, the significant impact of entry deregulations on firm-level TFP growth in the reformer relative to the non-reformer economies points to a causal effect of product market reforms on firm productivity growth in the Eastern European and Central Asian countries. The fact that both groups of countries (reformer and non-reformer) are relatively homogenous 30 If one wants to argue that the reforms are endogenous with respect to a country's productivity performance one would suppose that the reformer countries a priori exhibited a higher TFP level. In contrast, the reformer dummy (dre f orm) in Table 8 indicates that the average TFP level was lower in these countries. 31 The alternative regulatory variables are not available for Macedonia and Georgia, thus the sample drops to 14 countries when including F it . with respect to the levels and evolutions of trade, financial, and labor market regulations in our sample confirms this conclusion. These findings corroborate the results of the IV estimations in Section III.
V. CONCLUSION
Our study used firm-level data for a group of countries in Eastern Europe and Central Asia during a period in which a good number of these countries underwent a simultaneous wave of reforms with the common objective of acceding to the European Union. The data allows for different measures of firm competition and firm productivity and includes firm-level variables that have been noted in the literature to explain firm productivity. We find a positive causal relationship from competition to productivity. Firms that have 20 percent higher markups, have, on average, 1.2 percent lower TFP levels and 8 percent lower labor productivity.
Because not all countries in this region reformed their product markets to the same extent and many of the reform changes were politically motivated, we have a natural experiment in that we can compare changes in competition between the reformers and the non-reformers. We find that countries that reformed during the period experienced a more pronounced increase in competition. The contribution to productivity growth due to competition spurred by these reforms is around 12-15 percent. The estimation is based on the following log production function in 2004: y jsi = θ k i k jsi + θ h i h jsi + η s + ε jsi , where y is measured by value added. The averages excluding Georgia and Macedonia in the reformer group, first three columns are 70.75, 6.00 and 3.66 respectively Estimation period: 2004. Heteroscedasticity robust s.e. t-statistics in parenthesis. ***,**,* significant at 1%, 5%, 10%.
The correlation between anti-comp04 and aggr. entry04 is .073. 
APPENDIX A. SURVEY OVERVIEW
The World Bank's Enterprise Surveys cover information on balance sheet information as well as manager's assessments on major obstacles to enterprise growth of firms in 71 countries. The questionnaires are country specific and changed over time. However, all questionnaires contain core questions that are asked in all countries, for all industries, and in all time periods to generate internationally comparable data. Moreover, the sampling methodology is the same in all countries. Thus, the Enterprise Surveys are designed to provide panel data sets with minimal measurement errors. In addition to certain firm characteristics, balance sheet data, the standardized instruments capture information on the following obstacles to firm growth: infrastructure services, access to international markets, degree of competition and innovation, corruption, crime, businessgovernment relations, finance, the quality of the workforce. The standardized instruments are available for multiple time periods for a subset of 39 countries. That is, the same core questions are asked in 3 years intervals in these countries. The majority of these countries (27) are from Europe and Central Asia, followed by seven Latin America, three African, and two South Asian countries. Thus, the database allows for the application of panel techniques as well comparisons across countries or time.
The sampling of the Surveys is supposed to generate a representative sample of the whole economy. It considers the following industries (ISIC codes): all manufacturing sectors (group D), construction (group F), services (groups G and H), and transport, storage, and communications (group I). The selection of industries is kept similar across regions to facilitate cross-country comparisons. The Survey generates large enough sample sizes for the manufacturing industry, the retail industry, and a group of the rest of industries. In particular, the sample size ensures a minimum precision of 7.5% for the 90% confidence interval about estimates of (i) the population proportion and (ii) the mean of log sales of these industries. A second level of stratification is firm size defined as small (5-19 employees), medium (20-99 employees), and large (100 or more employees). The targeted firms are establishments with at least five full-time employees. 32 The restriction in firm size is supposed to limit the surveys to the formal economy. An establishment is defined as a single physical business location and may be part of a firm. However, establishments are required to make their own financial decisions, have its own managerial oversight, and have books separated from the parent firm. Moreover, targeted establishments are located in major metropolitan areas of a country. Overall, the standardized sample covers an average of 434 establishments for each country and time period. The minimal coverage of 170 establishments is reported in Albania in 2002 while the maximum of 4234 is reported in India in 2006.
The questionnaire is designed to be administered in face-to-face interviews with managing directors, accountants, or other relevant staff. The interviewers as well as all other stuff involved in the survey are thoroughly trained, whereas the World Bank experts supervise the training. The interviewers have to pass an exam in the end of the training in order to qualify for the work. The World Bank assures the strict confidentiality of the survey information. Neither the name of the respondent nor the name of the firm is used in any document based on the survey. The high degree of confidentiality is necessary to avoid biased declarations of respondents. Moreover, the World Bank cares for a wide publicity of the launch of the survey, e.g. via newspaper advertise-ments, and contacts local agencies to gain the support of the local business communities. This creates a value of potential reform recommendations resulting from the survey and thereby improves a firm's incentives to respond to the questionnaire. In addition, pilot surveys and field experience suggest that the completion of the core Enterprise Survey lasts approximately 45 minutes. This limitation in the length also contributes to the quality of the responses. Finally, any missing data or inconsistencies are are checked by the interviewer and a field supervisor immediately after the interview and after the filing of the data.
The resulting data sets exclusively contain firms that are willing to participate. If randomly selected firms decide not to respond they are replaced by willing participants in order to ensure a sufficient sample size. However, non-respondence might compromise the random nature of the sample if the rationales for it vary systematically with the respondents assessments of the obstacles to firm growth. Thus, the Enterprise Survey provides a field-work report that lists the reasons for non-responds, including the refusals to responds, in each country, industry, and class of firm size (see above).
APPENDIX B. ESTIMATION OF PRODUCTION FUNCTIONS UNDER SIMULTANEITY
The literature on the estimation of production functions from firm-level data points out that the estimation of (1) by OLS may suffer from a simultaneity problem. This problem arises if there is a contemporaneous correlation between the demand for inputs k jt , h jt and the realization of the unobservable technology shock contained in ε jt . In such a case, estimatesθ k andθ h would be biased. There are several approaches to correct for simultaneity between (k jt , h jt ) and ε jt and all of them put additional restrictions on the data. For instance, Olley and Pakes (1996) propose a method, which uses changes in firm's investment decision as a proxy for the productivity shock. However, only firms with non-missing data for 2002 and 2003 on output, capital, labor, and investment can be used for estimation. Depending on the country, this additional requirement can lead to a substantial elimination of firms from our sample. Following the same idea, Levinsohn and Petrin (2003) suggest the use of intermediate inputs instead of the investment variable as a proxy. 33 Finally, as described in Blundell and Bond (2000) , the simultaneity problem in estimation of production function can also be bypassed by a GMM system estimator, though it requires a long time-series of cross-sections and is therefore not attractive for our analysis.
Aware of these simultaneity problems mentioned above and following Olley and Pakes (1996) , we consistently estimate (1). The method is based on a two-step procedure and requires following assumptions: (i) labor is the only input which contemporaneously responds to a technology shock, (ii) capital stock is predetermined and hence uncorrelated with a contemporary technology shock, (iii) changes in corporate investment decisions depend on the contemporaneous technology shock and the capital stock of a firm, (iv) investments are monotonically increasing in the technology shock for a given value of and capital. Under these assumptions, the technology 33 They motivate their choice by weaker data requirements and argue that an adjustment in intermediate inputs is likely to have better properties as an instrument for a technology shock than an adjustment in investment.
