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In this paper, we study Ricci-ﬂat (α,β)-metrics which are deﬁned by a Riemann metric α
and a 1-form β on a C∞ manifold M . We prove that an (α,β)-metric of Randers type is
Ricci-ﬂat Douglas metric if and only if it is a Berwald metric and α is Ricci-ﬂat. Further, we
characterize completely Ricci-ﬂat Douglas (α,β)-metrics of non-Randers type on M when
the dimension dimM  3.
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1. Introduction
In [6], we study Einstein (α,β)-metrics and ﬁnd that most of the Einstein (α,β)-metrics are Ricci-ﬂat, Ric = 0, where
Ric denotes the Ricci curvature of the metrics. Hence it is a natural and important problem to characterize Ricci-ﬂat (α,β)-
metrics. However, it is not an easy problem in general. Thus we will ﬁrst consider such metrics with vanishing Douglas
curvature, which are called Douglas metrics.
Let F be a Finsler metric on an n-dimensional manifold M . The geodesics of F are characterized by
d2xi
dt2
+ 2Gi
(
x,
dx
dt
)
= 0,
where
Gi = 1
4
gil
{[
F 2
]
xk yl y
k − [F 2]xl}, (1)
which are called the geodesic coeﬃcients of F .
A Finsler metric F is a Douglas metric if and only if the geodesic coeﬃcients of F can be expressed as the following
form:
Gi = 1
2
Γ ijk(x)y
j yk + P (x, y)yi,
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A Finsler metric is called the Berwald metric if the geodesic coeﬃcients of F are quadratic in y, Gi = 12Γ ijk(x)y j yk . Equiva-
lently, a Finsler metric F is a Berwald metric if and only if there exists a Riemann metric α such that F and α have same
geodesic coeﬃcients, Gi = Giα . Then we have the following relationship:
{Riemann metrics} ⊂ {Berwald metrics} ⊂ {Douglas metrics}.
Hence Douglas metrics form a rich class of Finsler metrics which also include locally projectively ﬂat Finsler metrics.
(α,β)-metrics form an important class of Finsler metrics which can be expressed in the form
F = αφ
(
β
α
)
,
where α =
√
aij(x)yi y j is a Riemann metric and β = bi(x)yi is a 1-form with ‖β‖α < bo on a manifold. It has been proved
that F = αφ(β/α) is a positive deﬁnite Finsler metric if and only if φ = φ(s) is a positive C∞ function on (−bo,bo) satisfying
the following condition [1,4,7]:
φ(s) − sφ′(s) + (ρ2 − s2)φ′′(s) > 0, |s| ρ < bo. (2)
Randers metric F = α + β is just the (α,β)-metric with φ = 1 + s. More generally, if φ = √1+ ks2 + εs, the (α,β)-metric
F = √α2 + kβ2 + εβ is said to be an (α,β)-metric of Randers type, where k and ε are constants. Firstly, we have the
following:
Theorem 1.1. Let F be an (α,β)-metric in the form F =√α2 + kβ2 + εβ on an n-dimensional manifold M with n 2, where k and
ε = 0 are constants. Then F is a Ricci-ﬂat Douglas metric if and only if β is parallel with respect to α and the Riemann metric α is
Ricci-ﬂat. In this case, F is a Berwald metric.
In [6], the authors and Z. Shen have obtained the formulas of the Riemann curvature and Ricci curvature of (α,β)-
metrics. We also gave the locally equivalent equations that assert an (α,β)-metric to be an Einstein metric. On the other
hand, the authors in [8] have obtained the equations that characterize Douglas (α,β)-metrics which are not Randers type.
Based on these equations, we can obtain the following classiﬁcation theorem.
Theorem 1.2. Let F = αφ(s), s = β/α, be an (α,β)-metric on a manifold M of dimension n 3. Suppose that (a) F is not of Randers
type, (b) β is not parallel with respect to α and (c) φ(s) is analytic near the origin. Then F is a Ricci-ﬂat Douglas metric if and only if
the following hold:
(i) the φ = φ(s) with φ(0) = 1 is given by
φ =
√
1+ ks2 + εs + ε
2s2
4
√
1+ ks2 , (3)
where k and ε = 0 are constants.
(ii) The Ricci curvature of α is given by
Ric = −1
2
τ 2α2
{
(n − 1)[8(1+ kb2)(k + ε2)+ 2ε2(1+ b2ε2)]
+ b2[(1+ kb2)(2k − ε2)(4k + 3ε2)+ 2kε2(1+ b2ε2)]}
− n − 2
2
τ 2β2
[(
1+ kb2)(2k − ε2)(4k + 3ε2)+ 2kε2(1+ b2ε2)], (4)
where b := ‖βx‖α and τ = τ (x) is a scalar function on M satisfying
∂τ
∂xi
= −ε2τ 2bi, i = 1,2, . . . . (5)
(iii) The β satisﬁes
bi; j = 2τ
{[
1+
(
k + 1
2
ε2
)
b2
]
aij +
[
k
(
k − 1
4
ε2
)
b2 +
(
k − 3
4
ε2
)]
bib j
}
, (6)
where “;” denotes the horizontal covariant derivative with respect to α.
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α˜ :=
√
α2 + kβ2, β˜ := 1
2
εβ.
Then F = αφ(β/α), φ = √1+ ks2 + εs + ε2s2
4
√
1+ks2 , is just in the following form
F = (α˜ + β˜)
2
α˜
.
When β is parallel with respect to α, by Proposition 3.3 in [6], F is a Ricci-ﬂat Douglas metric if and only if F is Berwald
metric and the Riemann metric α is Ricci-ﬂat.
Example 1.4. Consider Berwald’s metric [9]
F = (
√
|y|2 − (|x|2|y|2 − 〈x, y〉2) + 〈x, y〉)2
(1− |x|2)2
√
|y|2 − (|x|2|y|2 − 〈x, y〉2)
on Bn(1) ⊂ Rn . Put
α =
√
|y|2 − (|x|2|y|2 − 〈x, y〉2)
(1− |x|2)2 , β =
〈x, y〉
(1− |x|2)2 .
Then F = (α+β)2α . In this case, φ = 1+2s+ s2 (i.e. k = 0 and ε = 2). F is projectively ﬂat metric with vanishing ﬂag curvature,
which implies that F is Ricci-ﬂat Douglas metric. By a direct computation, we have
bi; j = 2τ
[(
1+ 2b2)aij − 3bib j],
where
b2 = |x|2, τ = 1− |x|
2
2
.
Further,
Ric = 4τ 2{[(n − 1)(5+ 4b2)− 6b2]α2 + 6(n − 2)β2}.
Obviously, we have
∂τ
∂xi
= −4τ 2bi .
Thus φ, α and β satisfy (3), (4) and (6) with k = 0 and ε = 2.
2. Preliminaries
Let F be a Finsler metric on an n-dimensional manifold M and Gi be the geodesic coeﬃcients of F . For any x ∈ M and
y ∈ TxM\{0}, the Riemann curvature Ry = Rik(x, y) ∂∂xi ⊗ dxk is deﬁned by
Rik(x, y) := 2∂G
i
∂xk
− ∂
2Gi
∂xm∂ yk
ym + 2Gm ∂
2Gi
∂ ym∂ yk
− ∂G
i
∂ ym
∂Gm
∂ yk
. (7)
The Ricci curvature Ric(x, y) is the trace of the Riemann curvature deﬁned by
Ric(x, y) := Rmm(x, y). (8)
Obviously, the Ricci curvature is a positive homogeneous function of degree two in y. The Ricci tensor can be deﬁned by
Rici j :=
(
1
2
Ric
)
yi y j
.
Then Ric(x, y) = Rici j yi y j . A Finsler metric F is called an Einstein metric if there is a scalar function λ = λ(x) on M such
that F satisﬁes
Ric = (n − 1)λF 2. (9)
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if F satisﬁes (9) with λ = 0.
For an (α,β)-metric F = αφ(s), s = β/α, on M , let
ri j := 12 (bi; j + b j;i), si j :=
1
2
(bi; j − b j;i).
Further, let
ri j := aimrmj, si j := aimsmj,
r j := bmrmj = biri j, s j := bmsmj = bisi j,
r := ri jbib j = b jr j,
qij := rimsm j, ti j := simsm j,
q j := biqi j = rmsm j, t j := biti j = smsm j,
where (aij) := (aij)−1. We will denote ri0 := ri j y j , si0 := si j y j and r00 := ri j yi y j , r0 := ri yi, etc. Then the geodesic coeﬃ-
cients of F are given by [1,7]:
Gi = αGi + αQ si0 + Θ{r00 − 2Q αs0}li + Ψ {r00 − 2Q αs0}bi, (10)
where αGi is the geodesic coeﬃcients of α and
Q := φ
′
φ − sφ′ ,
Θ := φφ
′ − s(φφ′′ + φ′φ′)
2φ[(φ − sφ′) + (B − s2)φ′′] ,
Ψ := φ
′′
2[(φ − sφ′) + (B − s2)φ′′] .
Here li := yiα , bi := aijb j and B := b2.
Let Ric and Ric be the Ricci curvatures of F and α respectively. Then we have the following
Lemma 2.1. (See [3,10].) Let F = α + β be a Randers metric on a manifold M. Then the Ricci curvature of F is given by
Ric = Ric+ (2αsm0;m − 2t00 − α2tmm)
+ (n − 1)
[
2α
F
(q00 − αt0) + 3
4F 2
(r00 − 2αs0)2 − 1
2F
(r00;0 − 2αs0;0)
]
. (11)
For general (α,β)-metrics, we have obtained the Ricci curvature formula in [6] as follows.
Lemma 2.2. (See [6].) For an (α,β)-metric F = αφ(s), s = β/α, the Ricci curvature of F is related to the Ricci curvature Ric of α by
Ric = Ric+ RTmm , (12)
where
RTmm =
r002
α2
[
(n − 1)c1 + c2
]+ 1
α
{
r00s0
[
(n − 1)c3 + c4
]+ r00r0[(n − 1)c5 + c6]
+ r00;0
[
(n − 1)c7 + c8
]}+ {s02[(n − 1)c9 + c10]+ (rr00 − r02)c11
+ r0s0
[
(n − 1)c12 + c13
]+ (r00rmm − r0mrm0 + r00;mbm − r0m;0bm)c14
+ r0msm0
[
(n − 1)c15 + c16
]+ s0;0[(n − 1)c17 + c18]+ s0msm0c19}
+ α{rs0c20 + smsm0[(n − 1)c21 + c22]+ (3smrm0 − 2s0rmm + 2rmsm0
− 2s0;mbm + sm;0bm
)
c23 + sm0;mc24
}+ α2{smsmc25 + simsmic26}
and
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(
B − s2)− 2sΨΘ + Θ2 − Θs,
c2 =
(
2ΨΨss − Ψ 2s
)(
B − s2)2 − (6sΨΨs + Ψss)(B − s2)+ 2sΨs,
c3 = −4(2Q ΨΘs + Q sΨΘ)
(
B − s2)+ 2(Q sΘ + 2QΘs) + 4QΘ(sΨ − Θ) − 2ΘB ,
c4 =
[−4Ψ (2Q Ψss + Q sΨs + Q ssΨ ) + 4Q Ψ 2s ](B − s2)2
+ [−4Ψ 2(Q − sQ s) + 2(2Q ssΨ + Q sΨs + 2Q Ψss) − 2ΨsB + 20sQ ΨΨs](B − s2)
+ 2Ψ (Q − sQ s) − 4Ψs − Q ss − 10sQ Ψs,
c5 = 4ΨΘ − 2ΘB ,
c6 = 2(2ΨΨs − ΨsB)
(
B − s2)− 2Ψs,
c7 = −Θ,
c8 = −Ψs
(
B − s2),
c9 = 8Q Ψ (QΘs + Q sΘ)
(
B − s2)+ 4Q 2(Θ2 − Θs)+ 4Q (ΘB − Q s),
c10 =
[
4Ψ 2
(
2Q Q ss − Q 2s
)+ 8Q Ψ (Q Ψss + Q sΨs) − 4Q 2Ψ 2s ](B − s2)2
+ {−16sQ Ψ (Q Ψs + Q sΨ ) − 4Ψ (2Q Q ss − Q 2s )− 4Q (Q Ψss + Q sΨs)
+ 4(Q ΨsB + Q sΨB)
}(
B − s2)− 4s2Q 2Ψ 2 + 4(2+ 3sQ )(Q Ψs + Q sΨ )
− 8Q 2Ψ + 2Q Q ss − Q 2s + 4sQ ΨB ,
c11 = 4Ψ 2 + 4ΨB ,
c12 = 4Q (−2ΨΘ + ΘB),
c13 =
[
8Ψ (Q sΨ − Q Ψs) + 4(Q ΨsB + Q sΨB)
](
B − s2)+ 8sQ Ψ 2 + 4Q Ψs − 4(1− sQ )ΨB ,
c14 = 2Ψ,
c15 = 4QΘ,
c16 = −4(Q sΨ − Q Ψs)
(
B − s2)+ 2Q s − 2(1+ 2sQ )Ψ,
c17 = 2QΘ,
c18 = 2(Q sΨ + Q Ψs)
(
B − s2)− Q s + 2sQ Ψ,
c19 = −2Q 2 + 2(1+ sQ )Q s,
c20 = −8Q
(
Ψ 2 + ΨB
)
,
c21 = −4Q 2Θ,
c22 = −4Q 2Ψs
(
B − s2)+ 2Q Ψ,
c23 = 2Q Ψ,
c24 = 2Q ,
c25 = −4Q 2Ψ,
c26 = −Q 2.
3. The proof of Theorem 1.1
S. Bácsó and M. Matsumoto have proved that a Randers metric F = α + β is a Douglas metric if and only if the 1-form
β is closed [2]. Besides, in order to prove Theorem 1.1, we need the following lemmas.
Lemma 3.1. (See [3].) Let F = α + β be a Randers metric on a manifold M of dimension n  2. Then F is an Einstein metric with
Einstein scalar λ(x) if and only if there exists a constant c such that α and β satisfy the following equations
Ric = (n − 1){(λ − 3c2)α2 + (λ + c2)β2 − s0;0 − s20}+ 2t00 + α2tmm, (13)
r00 = −2s0β + 2c
(
α2 − β2). (14)
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and only if β is parallel with respect to α and α is Ricci-ﬂat. In this case, F is a Berwald metric.
Proof. The suﬃciency is obvious. We only need to prove the necessity. We always assume that the 1-form β = 0. Because
F = α + β is a Douglas metric, β is closed,
si j = 0. (15)
By the assumption, F is Ricci-ﬂat, Ric = 0. By Lemma 3.1, (13) and (14) hold for λ = 0 and the constant c. Hence, we
can get
Ric = (n − 1){−3c2α2 + c2β2}, (16)
r00 = 2c
(
α2 − β2). (17)
From (17), we have
r00;0 = −4cβr00 = −8c2β
(
α2 − β2). (18)
By (11), we obtain the following
Ric+ (n − 1)
{
3
4F 2
r200 −
1
2F
r00;0
}
= 0. (19)
Plugging (16), (17) and (18) into (19) gives
−2c2αβ = 0,
which implies that c = 0. Then, from (17), we have
ri j = 0. (20)
(15) and (20) tell us that β is parallel with respect to α. Further, from (16), we know that Ric = 0, that is, the Riemann
metric α is Ricci-ﬂat. 
Now, we are in the position to prove Theorem 1.1.
Let
α˜ :=
√
α2 + kβ2, β˜ := εβ. (21)
Then F = α˜ + β˜ is a Randers metric constructed by the Riemann metric α˜ =
√
a˜i j yi y j and 1-form β˜ = b˜i yi. Hence, by
Lemma 3.2, it is a Ricci-ﬂat Douglas metric if and only if β˜ is parallel with respect to α˜ and α˜ is Ricci-ﬂat.
From (21), we have
a˜i j := aij + kbib j, b˜i := εbi . (22)
Put (aij) := (aij)−1 and (a˜i j) := (a˜i j)−1, then
a˜i j := aij − k
1+ kb2 b
ib j
and
b˜ := ‖β˜‖α˜ =
√
a˜i j b˜i b˜ j = b|ε|
√
1
1+ kb2 < 1.
For all x ∈ M , let Γ ijk = Γ ijk(x) and Γ˜ ijk = Γ˜ ijk(x) be the Christoffel symbols of α and α˜, respectively. Then we have
b˜i| j = ∂b˜i
∂x j
− b˜mΓ˜ mij
= ε ∂bi
∂x j
− εbm
{
1
2
a˜ml
[
∂a˜ jl
∂xi
+ ∂a˜li
∂x j
− ∂a˜i j
∂xl
]}
= εbi; j + ε2
kb2
1+ kb2 b
l
[
∂a jl
∂xi
+ ∂ali
∂x j
− ∂aij
∂xl
]
− ε k
2
bl
[
∂b j
i
bl + ∂bli b j +
∂bi
j
bl + ∂blj bi −
∂bi
l
bj − ∂b j
l
bi
]
,2 1+ kb ∂x ∂x ∂x ∂x ∂x ∂x
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∂aij
∂xl
= aimΓ mjl + amjΓ mil
and
∂b j
∂xi
= b j;i + bmΓ mij ,
it is easy to get
b˜i| j = εbi; j − kε1+ kb2
(
ri jb
2 + sib j + bis j
)
. (23)
Conversely, it is easy to show that
bi; j = 1
ε
b˜i| j + k
ε3 − kεb˜2
(
r˜i j b˜
2 + s˜i b˜ j + b˜i s˜ j
)
, (24)
where r˜i j := 12 (b˜i| j + b˜ j|i), s˜i j := 12 (b˜i| j − b˜ j|i) and s˜ j := bi s˜i j .
(23) and (24) tell us that β˜ is parallel with respect to α˜ if and only if β is parallel with respect to α. Further, (11) shows
that α˜ is Ricci-ﬂat if and only if F if is Ricci-ﬂat, which is equivalent to α being Ricci-ﬂat by (12). This completes the proof
of Theorem 1.1.
4. The proof of Theorem 1.2
In this section, we will consider Ricci-ﬂat Douglas (α,β)-metrics which are not of Randers type.
Lemma 4.1. (See [8].) Let F = αφ(s), s = β/α, be an (α,β)-metric on an open subset U ⊂ Rn(n  3). Suppose that the 1-form β is
not parallel with respect to the Riemannian metric α and F is not of Randers type. Then F is a Douglas metric on U if and only if the
function φ = φ(s) with φ(0) = 1 satisﬁes following ODE:
{
1+ (k1 + k2s2)s2 + k3s2}φ′′(s) = (k1 + k2s2){φ(s) − sφ′(s)} (25)
and β satisﬁes
bi; j = 2τ
{(
1+ k1b2
)
aij +
(
k2b
2 + k3
)
bib j
}
, (26)
where τ = τ (x) is a scalar function on U and k1 , k2 and k3 are constants with (k2,k3) = (0,0).
Further, we can get a corollary of this lemma.
Corollary 4.2. If k2 = k1k3 , then the solution of ODE (25) is φ(s) =
√
1+ k1s2 + εs. In this case, (α,β)-metric F =
√
α2 + kβ2 + εβ
is of Randers type.
Proof. Plugging k2 = k1k3 into (25) yields
(
1+ k1s2
)
φ′′(s) = k1
{
φ(s) − sφ′(s)},
which can be directly solved by Maple program to get φ(s) =
√
1+ k1s2 + εs with φ(0) = 1. 
Take an orthonormal basis on TxM with respect to α at any ﬁxed point x such that
α =
√∑(
yi
)2
, β = by1.
To simplify the computation, we take the following coordinate transformation ψ : (s,uA) → (yi):
y1 = s√
b2 − s2 α¯, y
A = uA,
where α¯ =
√∑n
A=2(uA)2. Here, our index conventions are as follows:
1 i, j,k, . . . n, 2 A, B,C, . . . n.
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α = b√
b2 − s2 α¯, β =
bs√
b2 − s2 α¯.
Thus
F = αφ(β/α) = bφ(s)√
b2 − s2 α¯.
We have
r1 = br11, rA = br1A,
s1 = 0, sA = bs1A .
Let
r¯10 :=
n∑
A=2
r1A y
A, s¯10 :=
n∑
A=2
s1A y
A, r¯00 :=
n∑
A,B=2
rAB y
A yB ,
r¯0 :=
n∑
A=2
rA y
A, s¯0 :=
n∑
A=2
sA y
A, s¯0i :=
n∑
A=2
sAi y
A,
r¯i0 :=
n∑
A=2
ri A y
A, s¯i0 :=
n∑
A=2
si A y
A, r¯0i :=
n∑
A=2
rAi y
A,
and so on.
For Riemann metric α, the Ricci tensor Rici j = Rici j(x) are scalar functions on the manifold. For simplicity, we write
Gij := Rici j . We have [6]
Ric = s
2G11
b2 − s2 α¯
2 + 2G¯10 s√
b2 − s2 α¯ + G¯00, (27)
where
G¯10 :=
n∑
A=2
G1A y
A, G¯00 :=
n∑
A,B=2
GAB y
A yB .
By Proposition 4.2 in [6] which gives the local equivalent equations of Einstein (α,β)-metrics, we have the following
Lemma 4.3. Let F = αφ(s), s = β/α, be an (α,β)-metric on an n-dimensional manifold M. Suppose β is closed. Then F is Ricci-ﬂat,
Ric = 0, if and only if F locally satisﬁes the following equations
Ξ4α¯
4 + Ξ2α¯2 + Ξ0 = 0, (28)
Ξ32α¯
2 + Ξ10 = 0, (29)
where
Ξ4 = r211
[
(n − 1)c1 + c2
]
s4 + {br211[(n − 1)c5 + c6]+ r11;1[(n − 1)c7 + c8]}bs3
+ {(rmmr11 − r1mrm1)c14 + G11}b2s2,
Ξ2 =
(
b2 − s2){2(2r¯210 + r11r¯00)[(n − 1)c1 + c2]s2
+ {b(2r¯210 + r11r¯00)[(n − 1)c5 + c6]+ (r¯00;1 + 2r¯10;0)[(n − 1)c7 + c8]}bs
+ {b2(r11r¯00 − r¯210)c11 + [rmmr¯00 − r¯0mr¯m0 + b(r¯00;1 − r¯10;0)]c14 + G¯00}b2},
Ξ0 =
(
b2 − s2)2[(n − 1)c1 + c2]r¯200,
Ξ32 = 4r11r¯10
[
(n − 1)c1 + c2
]
s3 + {3br11r¯10[(n − 1)c5 + c6]+ (r¯11;0 + 2r¯10;1)[(n − 1)c7 + c8]}bs2
+ b2s{[2(rmmr¯10 − r1mr¯m0)+ b(r¯10;1 − r¯11;0)]c14 + G¯10},
Ξ10 =
(
b2 − s2){r¯00{4r¯10[(n − 1)c1 + c2]s + b2r¯10[(n − 1)c5 + c6]}+ br¯00;0[(n − 1)c7 + c8]}.
Here ci , i = 1,2,5,6,7,8,11,14 are given in (12).
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(−b0, b0) and is analytic near the origin, we may assume that
φ(s) = 1+
∞∑
i=1
pis
i, (30)
where pi (i = 1,2, . . .) are constants.
Plugging (30) into (25) yields
p2 = 1
2
k1,
p4 = 1
12
(k2 − k1k3) − 1
8
k1
2,
(2m + 3)(2m + 4)p2m+4 + (2m + 1)
[
(2m + 3)k1 + (2m + 2)k3
]
p2m+2 + (2m + 1)(2m − 1)k2p2m = 0 (31)
and
p2m+1 = 0,
where m = 1,2, . . . .
Indeed, we need φ(s), φ′(s), φ′′(s), φ′′′(s) and φ(4)(s) to calculate ci (i = 1,2, . . . ,26) in Ricci curvature formula of
(α,β)-metrics. By (25), we have
φ′′(s) = k1 + k2s
2
1+ (k1 + k2s2)s2 + k3s2
[
φ(s) − sφ′(s)] (32)
and
φ′′′(s) = 2(k2 − k1k3) − 3(k1 + k2s
2)2
[1+ (k1 + k2s2)s2 + k3s2]2
[
φ(s) − sφ′(s)],
φ(4)(s) = [φ(s) − sφ′(s)]{2(k2 − k1k3) − 3k21 + (12k31 + 17k21k3
− 26k1k2 + 6k1k23 − 6k2k3
)
s2 + (36k21k2 + 22k1k2k3 − 31k22)s4
+ (36k1k22 − 3k22k3)s6 + 12k32s8}/[1+ (k1 + k2s2)s2 + k3s2]3.
Let
A1 := φ − sφ′ > 0, A2 := φ − sφ′ +
(
b2 − s2)φ′′ > 0.
Plugging (32) into A2 gives
A2 = 1+ (k1 + k2s
2)b2 + k3s2
1+ (k1 + k2s2)s2 + k3s2
{
φ(s) − sφ′(s)}. (33)
Taking s = 0 in (33) gets
1+ k1b2 > 0. (34)
By (26), β is closed, i.e. si j = 0. Then
ri j = bi; j = 2τ
{(
1+ k1b2
)
aij +
(
k2b
2 + k3
)
bib j
}
. (35)
Hence τ = 0 by the assumption that β is not parallel with respect to α.
Let τi := ∂τ∂xi , τ0 := τi yi and τ¯0 := τA yA . By (35), we have
ri j;k = 2τk
[(
1+ k1b2
)
aij +
(
k2b
2 + k3
)
bib j
]
(36)
+ 2τ [2rk(k1aij + k2bib j) + (rikb j + r jkbi)(k2b2 + k3)].
Further,
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[(
1+ k1b2
)+ (k2b2 + k3)b2],
r¯10 = 0,
r¯00 = 2τ
(
1+ k1b2
)
α¯2,
rmm = 2τ
[(
1+ k1b2
)
n + (k2b2 + k3)b2],
r1mr
m
1 = r211 = 4τ 2
[(
1+ k1b2
)+ (k2b2 + k3)b2]2,
r1mr¯
m
0 = 0,
r¯0mr¯
m
0 = 4τ 2
(
1+ k1b2
)2
α¯2,
r11;1 =
[
2τ1 + 8τ 2b
(
k1 + k3 + 2k2b2
)][(
1+ k1b2
)+ (k2b2 + k3)b2],
r¯00;1 = 2
{
τ1
(
1+ k1b2
)+ 4τ 2bk1[(1+ k1b2)+ (k2b2 + k3)b2]}α¯2,
r¯10;0 = 4τ 2b
(
1+ k1b2
)(
k2b
2 + k3
)
α¯2,
r¯10;1 = 0,
r¯11;0 = 2τ¯0
[(
1+ k1b2
)+ (k2b2 + k3)b2],
r¯00;0 = 2τ¯0
(
1+ k1b2
)
α¯2. (37)
Since β is closed and F is Ricci-ﬂat, by Lemma 4.3, (28) and (29) hold. Plugging (32) into ci (i = 1,2,5,6,7,8,11,14),
and then, plugging them and (35), (37) into (28)× φ2
b2α¯2
, we get
3(n − 1)τ 2α¯2[1+ (k1 + k2s2)s2 + k3s2]2φ′2
− (n − 1)bsα¯2[1+ k3s2 + (k1 + k2s2)s2][τ1 + 2bτ 2(k1 + 2k3
+ 3k2s2
)]
φφ′ + {bα¯2{[(n − 1)(k1 + k2s2)s2 + 2k1(b2 − s2)]τ1
+ {(n − 1)[4k2s2(1+ k3s2)+ (k1 + k2s2)(4+ 4k1b2 − k1s2
+ 3k2s4
)]+ 4(b2 − s2)[k1(k1 + k2b2)+ (k2 − k1k3)]}bτ}
+ s2α¯2G11 +
(
b2 − s2)G¯00}φ2 = 0. (38)
Similarly, plugging (32), (35) and (37) into (29)× φ
b2α¯2
yields
−(n − 1)bτ¯0
[
1+ k3s2 +
(
k1 + k2s2
)
s2
]
φ′
+ {bsτ¯0[(n − 1)(k1 + k2s2)− 2(k1 + k2b2)]+ 2sG¯10}φ = 0. (39)
On the other hand, by (31), we have
φ = 1+ p1s + p2s2 + p4s4 + p6s6 + p8s8 + p10s10 + · · · ,
φ′ = p1 + 2p2s + 4p4s3 + 6p6s5 + 8p8s7 + 10p10s9 + · · · , (40)
where
p2 = 1
2
k1,
p4 = −1
8
k1
2 + 1
12
(k2 − k1k3),
p6 = 1
16
k1
3 −
(
11
120
k1 + 1
30
k3
)
(k2 − k1k3),
p8 = − 5
128
k1
4 − 1
672
(
15k2 − 61k21 − 47k1k3 − 12k23
)
(k2 − k1k3),
p10 = 7
256
k1
5 + 1
8640
(
443k1k2 + 232k2k3 − 759k31 − 484k1k23 − 911k21k3 − 96k33
)
(k2 − k1k3).
Plugging (40) into (38) and by Maple program, we can get
E0 + E1s + E2s2 + E3s3 + E4s4 + E5s5 + E6s6 + · · · = 0, (41)
where Ei (i = 0,1,2, . . .) are independent of s. Hence Ei ≡ 0 (i = 0,1,2, . . .).
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H0 + H1s + H2s2 + H3s3 + H4s4 + H5s5 + H6s6 + · · · = 0, (42)
where Hi (i = 0,1,2, . . .) are independent of s. Hence Hi ≡ 0 (i = 0,1,2, . . .). By use of Maple program, we can obtain
H1 = 2G¯10 − 2bτ¯0
(
k1 + k2b2
)
,
H3 = k1G¯10 − bτ¯0
[
k1
(
k1 + k2b2
)− 2
3
(n − 1)(k2 − k1k3)
]
. (43)
By Corollary 4.2 and the assumption, k2 = k1k3. Solving equations H1 = 0 and H3 = 0, we get
τ¯0 = 0 (44)
and
G¯10 = 0. (45)
From (41) and by use of Maple program, we can get
E0 = b2
{
G¯00 +
{
τ 2
{
(n − 1)[4k1(1+ k1b2)+ 3p21]
+ 4b2[k1(k1 + k2b2)+ (k2 − k1k3)]}+ 2bk1τ1}α¯2}. (46)
Hence, from E0 = 0, we get
G¯00 = −α¯2
{
τ 2
{
(n − 1)[4k1(1+ k1b2)+ 3p21]
+ 4b2[k1(k1 + k2b2)+ (k2 − k1k3)]}+ 2bk1τ1}. (47)
Plugging (47) into E1 yields
E1 = −(n − 1)bp1α¯2
[
τ1 − 2bτ 2
(
2k1 − 2k3 − 3p21
)]= 0. (48)
We assert that p1 = 0. Or else, by (41) and by use of Maple program, we can get
E2 = α¯2
{
G11 + 4(n − 1)τ 2
[(
1+ k1b2
)(
k1 + k2b2
)+ b2(k2 − k1k3)]}= 0.
Then we have
G11 = −4(n − 1)τ 2
[(
1+ k1b2
)(
k1 + k2b2
)+ b2(k2 − k1k3)]. (49)
By (41) and (47), (49) and p1 = 0, we can get
E4 = 2
3
(n − 1)bα¯2(k2 − k1k3)
[
τ1 − 4bτ 2(k1 − k3)
]
and
E6 = 2
15
(n − 1)bα¯2(k2 − k1k3)
{
(k1 − k3)τ1 − 2bτ 2
[
2(k1 − k3)2 − 5(k2 − k1k3)
]}
.
Solving E4 = 0 and E6 = 0 yield k2 = k1k3, which is a contradiction.
Hence, by (48), we get
τ1 = 2bτ 2
(
2k1 − 2k3 − 3p21
)
. (50)
By (41) and (47) and (50), we can get
E2 = α¯2
{
G11 + (n − 1)τ 2
{
3b2p41 +
[
3
(
1+ k3b2
)− 3(k1 − k3)b2]p21
+ 4(1+ k1b2)(k1 + k2b2)+ 4b2(k2 − k1k3)}}= 0. (51)
Then
G11 = −(n − 1)τ 2
{
3b2p41 +
[
3
(
1+ k3b2
)− 3(k1 − k3)b2]p21
+ 4(1+ k1b2)(k1 + k2b2)+ 4b2(k2 − k1k3)}. (52)
By (41) and (47), (50) and (52), we can obtain
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[−3p41 + 3(k1 − k3)p21 − 2(k2 − k1k3)]= 0,
which gives
k2 = k1k3 + 3
2
p21
(
k1 − k3 − p21
)
. (53)
By (41), (53) and E4 = 0 and by (47), (50) and (52), we obtain the following
3
4
(n − 1)b2p21τ 2α¯2
(
k1 − k3 − p21
)(
4k1 − 4k3 − 5p21
)= 0. (54)
We assert that k1−k3− p21 = 0. Or else, we have k2 = k1k3 by (53). This is impossible. Hence we have 4k1−4k3−5p21 = 0
by (54), that is,
p21 =
4
5
(k1 − k3). (55)
Then we get by (53)
k2 = 1
25
(2k1 + 3k3)(3k1 + 2k3). (56)
Plugging (56) into (25) yields
[
5+ (2k1 + 3k3)s2
][
5+ (3k1 + 2k3)s2
]
φ′′(s) (57)
− [25k1 + (3k1 + 2k3)(2k1 + 3k3)s2](φ(s) − sφ′(s))= 0.
Solving (57) by use of Maple program, we can get
φ(s) = C2
[√
5+ (3k1 + 2k3)s2 + (k1 − k3)s
2√
5+ (3k1 + 2k3)s2
]
+ C1s. (58)
Since φ(0) = 1 and φ′(0) = p1, we have
C1 = p1, C2 = 1√
5
.
Plug k3 = k1 − 54 p21 into (58) and let
ε := p1, k := k1 − 1
2
p21.
We get
φ =
√
1+ ks2 + εs + ε
2s2
4
√
1+ ks2 ,
which is just (3). Further, plugging
k1 = k + 1
2
ε2, k2 = k
(
k − 1
4
ε2
)
, k3 = k − 3
4
ε2 (59)
into (26) gets (6). From (44) and (50), we get
τ1 = −ε2τ 2b (60)
and
τA = 0, A = 2,3, . . . , (61)
which give (5).
Plugging (59) into (47) and (49), we obtain
G¯00 = −1
2
τ 2α¯2
{
(n − 1)[8(1+ kb2)(k + ε2)+ 2ε2(1+ b2ε2)]
+ b2[(1+ kb2)(2k − ε2)(4k + 3ε2)+ 2kε2(1+ b2ε2)]} (62)
and
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2
(n − 1)τ 2(1+ kb2)[8k(1+ kb2)+ ε2(10+ 2kb2 − b2ε2)]. (63)
By (45), (62) and (63), we can determine Gij completely. Then Ric = Gij yi y j implies that (4) holds.
The proof of the suﬃciency is easy. Obviously, (3) and (6) are equivalent to (25) and (26) respectively with k1, k2 and
k3 given by (59). Hence F is a Douglas metric.
Plugging (59), (60) and (61) into (37) and by (62), (63) and (3), we can prove that (28) and (29) hold. Hence F is
Ricci-ﬂat by Lemma 4.3. This completes the proof of Theorem 1.2.
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