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Abstract
This dissertation computationally and analytically investigates ways to model solar cells
when the lateral motion of charge carriers and light are relevant. We focus on back-contact
perovskite solar cells as an example system, and assess the experimental technique of
scanning photocurrent microscopy as a means to investigate them.
Solar cells are three-dimensional objects frequently modelled as being one-dimensional.
However, for laterally variable designs of solar cell or if the cell is only illuminated at one
point, one-dimensional modelling is insufficient. In the first study, some conditions for
reducing the complexity of multi-dimensional drift-diffusion simulations are investigated
for a back-contact perovskite solar cell. This frequently occurs if the system length is many
times the height and when less than half the charges that are generated recombine, although
there is deviation from these rules near the edges of electrodes. Analytic expressions for
the relationship in both the low extraction velocity and high extraction velocity regimes are
demonstrated, and the conditions where these approximations break down are investigated.
These findings are then applied a point-excited film with an extended electrode, a problem
encountered during scanning photocurrent microscopy. It is demonstrated that we expect the
current recorded in this case to decay exponentially with the distance between the excitation
point and the electrode, with a decay constant that can be related to device parameters. The
characteristic equilibration time for the system to reach this current, which we show can
be extracted from the phase delay in a lock-in amplifier measurement, is demonstrated to
increase linearly with distance. Between this gradient and the exponent, information about
the diffusion and recombination mechanics can be extracted from a wide variety of systems.
Photon recycling is the process in solar cells whereby photogenerated carriers recombine
to generate light that is absorbed again within the solar cell. In the second section, we
apply the findings of the first section to show that experimental results published elsewhere
are best explained by photon recycling in methylammonium lead iodide perovskite back-
contact solar cells. However we do not have an established theoretical model for long-ranged
lateral optical transport in these solar cells. Three models are developed: a bimolecular
model for unscattered, coherent transport; a photon diffusion model for frequently scattered,
noncoherent light; and a monomolecular, assisted-diffusion model. The modal nature of
coherent optical transport is considered and modifications to previous one-dimensional
theories are made. The nature of the photon diffusion model is discussed, as are theoretical
shortcomings of this and the assisted-diffusion model. All three models are then solved
numerically and compared to experimental results. The low-scattering photon diffusion
models correspond well to the experiment.
The third investigation involves the performance of different architectures of back-contact
perovskite solar cells. These cells potentially offer increased current due to less shadowing
by front electrodes. We compare them to each other and to traditional vertical structures. It
is found that, in terms of internal transport, the back-contact solar cells give less efficient
performance than the vertical design. The best of the back-contact cells investigated is a flat
interdigitated design. The increase in efficiency from optical factors would have to exceed
10% for the overall efficiency of back-contact cells to be higher than vertical devices.
We develop a model of photon recycling appropriate for short-ranged, bulk 2D transport
and demonstrate that in our perovskite systems under uniform illumination, it produces little
change in predicted power conversion efficiency (although a small change in short-circuit
voltage) when compared with the standard drift-diffusion equations with the second-order
recombination constant adjusted.
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Chapter 1
Introduction
The world grows warmer, suffocates
As reddened light re-radiates.
Instead of burying drill-heads in the ground
Let’s use the profusion of sun that abounds.
Here, to stimulate great solar sales
We’ll simulate grates on solar cells
A solar cell changes light into an excitement:
A travelling electron and hole where you’d expect one
This e and this h will diffuse and displace
(If they feel an E-field), until one of two fates
Be collected at electrodes or entwine, recombine
As they bleed out in heat or unite into light.
The first case is worse than a waste,
But scintillating is exciting
Absorbed again, you’re photon recycling.
This PhD will model all three in 2D.
The next chapter gives background theory
Introduces perovskites, our substance of query
Derives our equations of drift and diffusion
Outlines computational means of solution
Then thermodynamics of photon recycling
Are briefly outlined, we hope it’s enlightening.
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In chapter three, we take the 3D cells
And make 1D expressions that compress it quite well
And show that even with point illumination
The behaviour is modelled by a simple equation.
Furthermore, chapter four adds in spreading light
We develop three models to match perovskites’
Long-range behaviour, find we must factor in
Photon diffusion with low scattering.
In chapter five, we’ve applied this to back-contact cells
But find that the vertical work just as well.
We check how recycling makes charge rearrange
But uniform illumined cells show little change.
Chapter six has conclusions and work still to do
And then we will end with an appendix or two
Of extra maths that you don’t have to read
So that’s our structure, now let’s proceed.
Or, in prose
In the face of growing problems from climate change, humanity seeks energy sources
other than burning fossil fuels. The most prominent source of available energy is sunlight,
underpinning the web of life on Earth’s surface. Fossil fuels, biofuels and wind power are all
indirect means of harnessing this. Photovoltaic solar cells can directly convert sunlight into
electricity, without moving parts or negative environmental effects during operation, and can
in principle deliver many times more energy than humans currently use. However, while solar
power use is increasing exponentially, continuous technological and structural development
of cell design is needed to financially motivate further investment as supply management
and storage costs increase. This development requires the cooperation of materials scientists,
engineers, physicists and interdisciplinary researchers to develop both the raw materials for
solar cells, the interfaces between materials and the optimal architectures that these materials
fit into.
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This thesis bridges the gap between the pure modelling community, where detailed
simulations of specific cell designs are considered, and the experimental community, where
results are often considered in the context of greatly simplified, one-dimensional models
of device behaviour. Real solar cells are not laterally uniform and may require both lateral
and vertical modelling of the two charge carriers, mobile electrons and holes. There may
also be effects resulting from ‘photon recycling’, whereby light absorbed in one place is
re-emitted and absorbed elsewhere in the solar cell. Ironically, this is a close analogue of the
greenhouse gas effect, the primary driver of climate change. We will consider how this effect
can influence measurements and device performance.
In the next chapter, we will go through the background theory and introduce perovskites,
a promising materials group for solar cells applications. These are a highly active area of
research, where optimisation of cell design has yet to occur. Since this is a computational
study, we will also outline here the computational frameworks used to investigate devices.
In chapter 3 we study how and when 1D expressions can be used to accurately model
solar cell performance under both uniform illumination and point illumination. We will
explain how to extract device parameters from point illumination measurements.
In chapter 4, we will investigate ways to incorporate optical transport in the point
illumination model developed earlier. Several different models will be developed and
compared with experimental results.
In chapter 5 we will look at different cell architectures for perovskite back-contact solar
cells and compare them to vertical devices. A model for including photon recycling in a 2D
drift-diffusion framework will also be developed.
Finally, we will write up our conclusions and further work. There are also two appendices
with additional mathematical discussion of how to judge when models fit and how to relate
results to experimental outputs.
3

Chapter 2
Background theory
2.1 Solar cell basics
Solar cells output power when light shines on them. There are many physical systems
that do this, but the most commercially successful to date has been silicon solar cells, so we
will outline the basic physics and measurement procedures with regard to them.
Silicon solar cells absorb light, which excites an electron out of the mostly-full valence
band, into the mostly-empty conduction band. We can generally treat the place left behind
in the valence band as a positively charged particle that moves when other electrons fill the
space in, called a hole. The cell consists of at least two sections with different levels of
impurities, or dopants. These result in different energy levels for the bands that encourages
electrons to flow into one portion of the cell and holes into another. This results in a potential
difference across the cell, and when electrodes are attached to the system, a current can flow
through the external circuit [114].
Solar cell operation is characterised by the parameters Voc – the voltage at open-circuit
(J = 0), Jsc – the current density at short-circuit (V = 0), and FF, the fill factor. These values
are illustrated in figure 2.1. Multiplying all three values together (or equivalently, multiplying
J and V at the maximum power point) gives the total power output per unit area, which is
most usefully expressed as a fraction of the total intensity of incident light. This is called
the power conversion efficiency (PCE). Generally speaking, these values are quoted for a
cell illuminated with a characteristic spectrum and intensity of sunlight passing through 1.5
typical atmospheres (air mass 1.5, AM1.5), based on measurements by NREL and considered
an average value for the irradiance hitting the surface of the USA [116, 132]. The intensity
of this spectrum is is often referred to as ‘one sun’.
Solar cells do not absorb all incident light, and primarily absorb light with energy higher
than their bandgap. Above-bandgap radiation will generate ‘hot’ carriers with high amounts
5
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Fig. 2.1 Example voltage-current density plot, illustrating the closed-circuit current density
(Jsc), open-circuit voltage (Voc) and fill factor (FF, ratio of the maximum power output to
VocJsc). The data is from an organic solar cell made of P3HT and PCBM, under 1 sun
illumination but is purely illustrative.
of kinetic energy, however the carriers will soon cool to the band edge and so the voltage
that can be extracted is usually limited to this value. Maximising the total power output
gives us the Shockley-Queisser limit of efficiency for a solar cell, which balances the total
incoming energy with the internal losses and required black-body radiation [145]. This
limit of just over 30% can be overcome if the absorption onset is not tied to the maximum
energy extracted, as happens in multi-junction cells (where different layers of the junction
can extract energy from different wavelengths) or due to mechanisms like multiple exciton
generation [119]. The limit will also be affected by the precise illuminating spectrum.
To test solar cells, we want a reliable and constant source of ‘sunlight’. The device
used for testing solar cells, the solar simulator, has a characteristic emission spectrum but
variable intensity. To investigate a cell with the same internal excitation as under standardised
sunlight, we must calculate the spectral mismatch.
The response function of the cell to incident light of different wavelengths is investigated
under zero applied bias. This is referred to as the external quantum efficiency (EQE),
‘external’ because we normalise by the incident light not the absorbed light and ‘quantum’
6
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Fig. 2.2 Diagram of a perovskite crystal structure, taken from [59].
because we are interested in the number of electrons out, not the power they carry. We can
then calculate the difference between the response to the spectrum the device is actually
exposed to and the ideal AM1.5 spectrum. We then modify the intensity of light from the
solar simulator so that it creates the same concentration of carriers inside the device as we
would get under the AM1.5 spectrum, and measure the JV curve as in figure 2.1.
2.2 Perovskite solar cells
Perovskites are the class of crystal structure found in calcium titanate, found in com-
pounds with the formula ABX3, where X is an anion and A and B are cations of different
sizes (A being larger than B) [59]. There are several slight crystallographic variants [69], but
an image of the traditional cubic form can be found in figure 2.2.
The ions can be either all inorganic or mixed organic-inorganic, usually with A being
organic. The crystal structure is often solution-processable. Some members of this crystal
structure, particularly organic-lead halide cells, have been shown to work as a new variety of
highly-efficient thin solar cells that have gained tremendous interest since 2013 [147, 128],
following their rapid improvements in efficiency from 13% up to over 20% [117], which is
unparalleled for a solution-processable material. Initially they were suggested as a sensitiser
placed in small quantities on a titanium dioxide frame in dye-sensitised solar cells [81] with
7
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impressive 8% efficient dye-sensitised cells published in 2009 [82]. However Lee et al. found
they were more efficient when the conductive TiO2 was replaced with nonconductive alumina
and recognised the perovskites themselves were transporting carriers over long distances
[89]. This paved the way for even more efficient bulk-perovskite solar cell. They are now
investigated as the bulk material by a large and growing field of researchers, although many
efficient designs still feature a mesoporous framework to assist in carrier transport and as a
physical scaffold for device manufacture [147, 31].
For solar cell applications, the main perovskites of interest are lead-iodides, with either
methylammonium, formamidinium or both types of organic A ions [94], although there is
also recent interest in all-inorganic perovskites using caesium as the A ion [175]. Methylam-
monium (MA) gives rise to bandgaps of around 1.55 eV, whereas formamidynium (FA) gives
rise to bandgaps around 1.45 eV [141], closer to the maximum efficiency bandgap around
1.3-1.4 eV given by the Shockley-Queisser limit [134]. FAPbI is less thermodynamically
stable, though, and harder to make, since it has a non-perovskite yellow δ -phase formed
under much the same conditions as the perovskite. Ensuring a pure perovskite phase in the
FAPbI is most easily mediated by including some MAPbI [68], or infilling the FAPbI into an
existing MAPbI framework [174].
One of the advantages of perovskites is that the crystal structure is able to incorporate
many elemental variations, and incorporating various dopants may improve device stability or
performance [152]. We require the radii of the different elements involved to give a tolerance
factor t of around one, where
t =
rA + rx√
2(rB + rx)
. (2.1)
If this significantly varies from one, alternative structures become energetically favourable,
such as the hexagonal phase at t > 1, or the orthorhombic phase for t < 1 [69]. However, for
instance, bromide and iodide are both stable in methylammonium-lead structures at room
temperature, as are mixtures of the two. Research has also highlighted the applicability of
these mixed perovskites for LEDs, where, by substituting in different amounts of bromide
instead of the iodide, the bandgap can be tuned, both in the optical [156] and infrared regions
[85].
Another attractive feature of perovskites is their mobilities, which can exceed 100 cm2/s
[150, 37] for single-crystal samples, very high for a solution-processed material although not
high for inorganics [28]. This is in large part because single-crystals have fewer trap states
than polycrystaline samples, by around 2-3 orders of magnitude. The differences between
electron and hole mobilities are small, with these measurements indicating that electrons
have smaller mobilities. There is significant disagreement on this later part for multicrystal
films [53], and many different processing techniques values orders of magnitude apart [63],
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although the electron and hole diffusion constants are within an order of magnitude of each
other within a given manufacturing and measuring system.
Methylammonium perovskites also have low degrees of recombination from defects,
which create either no trap states or only shallow ones [77, 170]. This is due to having
a bandgap between different sets electron orbitals, rather than a gap between bonding
and antibonding orbitals. Density functional theory calculations for MAPbI show that the
unoccupied orbitals are based on Pb p-orbitals, whereas the occupied orbitals are derived
from I p-orbitals. Intrinsic defects with low formation energy tend to result in the insertion
of energy levels between and around the normal bonding and antibonding energy levels. In
the case of most semiconductors, such as gallium arsenide, this means deep traps within
the bandgap [173], however in MAPbI these will be near the band edge, and therefore
will not efficiently mediate recombination. Escape from these traps may be thermally
mediated, however they could be responsible for variation in the mobilities measured. It
is also experimentally found that the system is very tolerant to many types of extrinsic
defects, which can occur at levels of several parts per million without significantly affecting
performance [79, 125], and indeed allowing for doping of the system. This defect tolerance is
particularly useful as solution-processing techniques typically produce high defect densities,
which are limiting factors for organic solar cell performance.
Perovskites also have low rates of bimolecular recombination, due to a subtle offset
in the k-space position of the valence and conduction band energy extrema. The optical
absorption onset is still quite sharp, as excitation can occur at the nearby direct bandgap,
but carriers are swiftly thermalised to states separated by an indirect bandgap with a lower
probability of recombining [50, 7]. This k-space split results from a phenomenon called
the Rashba effect, where spin degeneracy is broken by strong spin-orbit coupling (from the
heavy elements) and the asymmetry of the crystal under inversion. This shifts the energy
minimum of the conduction band in momentum space [172], causing a small momentum gap
between the electron and hole energy minima. Recombination between these states therefore
requires a phonon to conserve momentum, so happens at a reduced rate. This is implicitly
helpful for the performance metrics of the perovskites, however does also mean that the
absorption is not as strong as it should be, necessitating a thicker layer, and also requiring us
to have lower nonradiative recombination. As will be discussed in section 2.5, the ratio of
radiative recombination to incoming light gives us a photoluminescence quantum efficiency
or PLQE, which is a performance metric indicating a higher output voltage. Research to
passivate nonradiative recombination is therefore essential to improve efficiency [34], and
structural alterations to the cell which improve outcoupling of luminescence is also important
to consider [130].
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Historically, perovskites have suffered from large degrees of hysteresis and time-dependent
variation in their current-voltage curve, which both punishes long-term performance and com-
plicates device characterisation [148]. There are several rival explanations of why this occurs.
Firstly, it is known that perovskites have defect sites that are mobile at room temperature
[43], which can move to counteract the internal electric field [118]. A second suggestion is
trap filling [143, 88], and by filling in the traps, Shao et al. were able to remove all hysteresis
from their system. However van Reenen et al. [159] claim that both ion migration and traps
are needed to find the experienced hysteresis. While the controversy over the source of
hysteresis is unsolved, the practical importance of it is limited now that we have established
procedures that both reduce the hysteresis and improve solar cell performances.
An ongoing unfortunate aspect of perovskite solar cells is that the most efficient ones still
contain soluble lead. There has been some success in replacing the lead with tin, however
this results in breakdown products like SnI2, which can have similar toxic effects to the lead
[8], and efficiencies and stabilities remain unimpressive. There have been many attempts at
‘double perovskites’, where two unit cells are combined with one fewer B group than might
be expected, resulting in the formula A3B2X9, for instance Cs3Sb2I9 [74]. This opens wide
a large armory of elements, allowing us to construct all-inorganic cells with neither tin nor
lead. Others have focused on the defect-tolerant aspect of perovskites and searched for other
materials with similar bandstructures, irrespective of their crystal structures [16]. However,
so far none of the cells found in this way have produced comparable efficiencies to lead
halides [54].
Another problem is that perovskite cells typically have short lifetimes [90], often losing a
significant proportion of their efficiency after a month. This is caused by the sensitivity of
the cell to moisture and a tendency to thermally degrade at moderate temperatures, as well as
reacting with electrodes or with the sealants in the same way as many solar cells. This all
degrades the crystal quality and therefore creates traps and recombination pathways. There
are a range of solutions being investigated, such as better encapsulation to prevent outgassing
or incoming water, or replacing the electrodes with substances less liable to react with the
perovskite, to improve this [5]. There have also been attempts to modify the active layer. The
use of formamidinium helps this, provided it is not in the yellow δ phase [174]. There are
other routes such as doping with caesium, which has little effect on the optical properties of
the layer but improves the stability of the devices [169].
In spite of all these challenges, there are already attempts at commericalisation of
perovskite solar cells, for various applications where the lead content and lifetime are not
limiting factors. Primarily the applications are for perovskite-silicon tandem cells, which
takes advantage of the slight increase in efficiency at low processing cost, adding a perovskite
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layer to an already cheaply-manufactured silicon solar cell. This is considered the easy entry
to the market, given the existing lead in photonic management, engineering and chemistry
that silicon cells enjoy [142].
2.3 Drift-diffusion models
2.3.1 Fundamental derivation
In this work we will make extensive use of the drift-diffusion equations, sometimes
referred to as the Shockley equations, so it is worth outlining their derivation in full. There
are two main ways to derive these equations, and we will briefly explore both. We will
assume an isotropic medium for simplicity in both cases.
The first derivation, found in [136], involves combining the continuity equation for both
carriers with the Poisson equation and the separate expressions for drift and diffusion current.
With Jn(p) the current due to electrons (holes), the continuity equations for the two carriers
are
q
dn
dt
= ∇Jn +q(G−R) (2.2)
q
d p
dt
=−∇Jp +q(G−R), (2.3)
where G and R are the generation and recombination rates of carriers and q is the magnitude
of the electron charge. These rates can in principle differ for the two carrier types but
are identical in any process that conserves charge; charge injection is possible but will be
considered as a boundary condition. One might, however, add charge trapping/detrapping to
either species, which would appear in these terms.
Fick’s law of diffusion [120] gives the flux rate, Jψ , of a substance at concentration ψ
due to diffusion as Jψ =−Dψ∇ψ , for Dψ the diffusion constant. The current flux will then
be the product of this and the carrier charge. The definition of mobility, µ = |vd |E for the drift
velocity vd and electric field E, gives us the drift current. Collectively these give
Jn = qDn∇n+qµnnE (2.4)
Jp =−qDp∇p+qµp pE . (2.5)
Finally we add to this the Poisson equation to determine the electric field from the carrier
concentrations:
ε∇ ·E = q(p−n+Nd) , (2.6)
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where ε is the (homogeneous) permittivity of the medium and Nd the concentration of any
dopants, impurities or trapped carriers, weighted by their relative charges.
While simple, this derivation gives no particular insight into the possible failures of the
model. The conservation laws hold precisely, and Poisson’s equation is a good approximation
in our system, however equations 2.4-2.5 have more circumstantial validity. Therefore a more
complete derivation from Boltzmann transport theory will also be illustrated. The Boltzmann
equation, derived from the Liouville theorem in classical statistical physics, governs the
evolution of the distribution function, f (r,k), the density of carriers in phase-space (the
k vector relates to momentum as p = h¯k) [162]. Within a relaxation-time approximation
[161], where f is close to the equilibrium value f0, the equation for each carrier is (in one
dimension)
v
∂ f
∂x
+
qsE(x)
h¯
∂ f
∂k
=− f − f0
τm
, (2.7)
where v is the velocity, qs =±q with the negative sign for electrons and positive for holes,
and τm the relaxation time. In this formulation, we define a current density contribution as
J(x) = qs
∫
v(k) f (k,x)
dk
π
,
therefore using an expression for f from equation 2.7,
J(x) = qs
∫ ∞
−∞
dk
π
v(k)
(
f0− τmv(k)∂ f∂x −
qsτmE(x)
h¯
∂ f
∂k
)
. (2.8)
f0 is symmetric in v, so we can eliminate the first term, and as we have assumed τm is
constant, we can move the partial derivative in the second term. This gives us
J(x) =−qsτm ∂∂x
∫ ∞
−∞
dk
π
v2(k) f − q
2
sτmE(x)
h¯
∫ f (x,∞)
f (x,−∞)
d f
π
v. (2.9)
If we may assume parabolic bands, so that v = h¯k/m, this simplifies. The first integral is the
concentration-weighted mean squared velocity of the system. In thermal equilibrium, this is
kBT/m for each dimension. We define the concentration as φ =
∫ dk
π f (k,x). The second may
be integrated by parts – the distribution function must rapidly tend to zero for large k so the
constant term is zero. The v integral may then be viewed as an integral over k, producing
J(x) =−qsτm ∂∂x
(
ψ(x)
kBT
m
)
+
q2sτmE(x)
h¯
h¯ψ(x)
m
. (2.10)
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Identifying µ = qτm/m from Drude theory for ballistic carrier transport [6], and using the
Einstein relation D = kBTµ/q (assuming T is constant), we find
J(x) =−qs∂ψ(x)∂x D+µqE(x)ψ(x). (2.11)
This result is identical to those in equations 2.4-2.5, however we are aware of the limits
on its validity: the relaxation-time approximation, the parabolic band approximation, Drude
theory, the Einstein relation, a global temperature and the near-equilibrium nature of the
velocity distribution. Other than Drude theory and the parabolic band approximation, these
assumptions are usually good for small electric fields and low excitations. Drude theory is
questionable for systems where electrons and holes are strongly localised, such as organic
semiconductors, and these systems may also have nonparabolic bands, or interplay between
band states and trap states. In many cases, the validity of the approximations can be improved
if nonconstant diffusion constants and mobilities (varying with electric field or carrier density)
are introduced [161].
2.3.2 Reformulation
Quasi-Fermi levels
The drift-diffusion equations may be reformulated in terms of several different sets of
variables. Combining equations 2.2, 2.3, 2.4, 2.5, and 2.6, and using E =−∇φ we have the
‘natural variable formulation’ in terms of n, p, φ . These are the coupled equations
∂n
∂ t
= ∇ · (Dn∇n+µnn∇φ)+G−R (2.12)
∂ p
∂ t
= ∇ · (Dp∇p−µp p∇φ)+G−R (2.13)
∇ · (ε∇φ) =−q(p−n+Nd). (2.14)
We may formulate the carrier concentrations in terms of quasi-Fermi levels. Quasi-Fermi
levels describe carrier populations that have reached thermal equilibrium with themselves, but
electrons and holes have not reached thermal equilibrium with each other and have separate
Fermi levels. Under continuous excitation, the steady state retains this non-equilibrium, so
this is usually the scenario of interest. If the system is non-degenerate, we may use a simple
expression for the carrier concentrations in terms of the local quasi-Fermi potentials, φn
and φp for electrons and holes respectively. With the local energy level of the conduction
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(valence) band as Ec(v), and their effective densities of states as Nc(v) we have
n = Nc exp
(
Ec−qφn
kBT
)
, Nc = 2
(
mckBT
2π h¯2
)3/2
, (2.15)
p = Nv exp
(
qφp−Ev
kBT
)
, Nv = 2
(
mvkBT
2π h¯2
)3/2
, (2.16)
for mc(v) the effective mass of the carriers in that band. Their product, in equilibrium when
φN = φp, is
np = n2i = NcNve
−Eg/kBT , (2.17)
This is the law of mass action [6], and defines the intrinsic carrier concentration ni [114].
In the limit of no doping, in thermal equilibrium charge neutrality requires n = p = ni. If
we are not in the thermal equilibrium but are nondegenerate enough for Boltzmann statistics
for both carrier types, we have instead
n = ni exp
(
q
φ −φn
kBT
)
, (2.18)
p = ni exp
(
q
φp−φ
kBT
)
, (2.19)
provided we set the absolute level of φ to be 0 when the system is in equilibrium with no
net charge. This is required for the Fermi level to be in the middle of the bandgap so the
system has no net charge. If the system is doped, an offset is required. This relation enables
the quasi-Fermi level formulation of the drift-diffusion equations. The convenience of this
formulation is that, if we make the assumption that the Einstein relationship is valid, we can
write
Jn = qDn∇n+qµnnE = q
(
Dnqn
kBT
(∇φ −∇φn)−µnn∇φ
)
=−qµnn∇φn (2.20)
Jp =−qDp∇p+qµp pE = q
(
−Dpqp
kBT
(−∇φ +∇φp)−µp p∇φ
)
=−qµp p∇φp (2.21)
Slotboom variables
The relationships in equations 2.20-2.21 are concise, but not as convenient as might be
imagined, as n and p are no longer the primary variables of this set of equations (although
they are readily calculable in terms of the quasi-Fermi levels). So, although these equations
are a workable and often favoured as the means to solve the drift diffusion equations in
steady-state [161], there is another formulation that is slightly more mathematically elegant,
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known as the Slotboom variables [29, 112]. This is governed by the variables ρn, ρp, defined
by
n = ρneϕ (2.22)
p = ρpe−ϕ , (2.23)
where we have rescaled the electric potential using ϕ ≡ φ/VT , for VT ≡ kBT/q, the thermal
voltage. Unlike equations 2.18 and 2.19, equations 2.23 and 2.23 are valid for lightly-doped
systems too, although extension to degenerate conditions is more challenging. We can then
express the currents as
Jn =−qDneφ∇ρn (2.24)
Jp = qDpe−φ∇ρp. (2.25)
In the time-independent case, we can then set the equations up as a matrix
−∇ ·
 Dneϕ∇ρnDpe−ϕ∇ρp
ε∇ϕ
=
 G−RG−R
q2(p−n+Nd)/kBT
 , (2.26)
where the left hand side contains all the flux terms in terms of the Slotboom variables, and
the right-hand side all the source terms (which require the carrier concentrations).
The physical dimensions of the problem are rescaled by a lengthscale λ , so ∇→ ∇λ , and
G,R,ρ → G,R,ρλ 3 . This gives us
−∇
 Dneϕ∇ρnDpe−ϕ∇ρp
ε∇ϕ
=
 (G−R)λ 2(G−R)λ 2
q2(p−n+Nd)/kBTλ
 . (2.27)
The time-dependent form of these equations is not as convenient, as the full solution
requires the extra terms
∂n
∂ t
= eϕ
(
∂ρn
∂ t
+ρn
∂ϕ
∂ t
)
,
∂ p
∂ t
= e−ϕ
(
∂ρp
∂ t
−ρp∂ϕ∂ t
)
(2.28)
added to the left of the first two lines of both equations 2.27 and 2.26.
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2.3.3 Recombination
Shockley-Read-Hall
There are several potential sources of recombination in solar cells. In most systems,
recombination at low excitation levels arises primarily from defect or trap states [114]. This
is called ‘Shockley-Read-Hall recombination’, as it was proposed roughly simultaneously
by Shockley and Read [146] and Hall [61]. It is often simply referred to as ‘monomolecular
recombination’, as it is first-order in minority carrier concentration when one carrier type
predominates. In general systems, the net rate of recombination is
RSRH =
np−n2i
τp(p+ pt)+ τn(n+nt)
, (2.29)
where nt (pt) is the density of electrons (holes) in filled traps and τn (τp) is the time for
electrons (holes) to be captured by trap states. Note that although nt only explicitly occurs
in the denominator, τn increases with trap density, so more traps will make recombination
more common. We can explicitly write nt as the product of the density of traps and a capture
cross-section, tn = ntBn. Note also that equation 2.29 still conserves charge, as one electron
and one hole are absorbed, and is not strictly monomolecular (i.e. first-order in any carrier
concentration) when the carrier densities are roughly equal. Monomolecularity emerges
when, say, τp ∼ τn and p≫ n⩾ ni, so we can approximate equation 2.29 to RSRH = n./τn.
It also emerges if n = p≫ ni, pt , nt , when RSRH = n/(τn + τp).
SRH recombination can be either luminescent or non-luminescent [124], but is typically
non-luminescent. The degree of SRH is always dependent on the material parameter and so
is regarded as an ‘avoidable’ form of recombination [114].
Surface and grain boundary recombination
Surfaces and grain boundaries represent regions where there are likely to be a large
concentration of trap states, due to broken bonds and higher concentrations of impurities.
Because the traps are concentrated in a small space, it is more useful to consider the density
per unit area than per unit length [114]. We can define the surface recombination velocities,
Sn,p, by multiplying the density of traps per unit area, Nt with the capture cross-section, Bn
as before. The recombination times, τn,p are equal to the product of the thickness of the layer
(∆x) and Sn,p. The recombination per unit area is therefore
RSur f∆x =
np−n2i
(p+ pt)/Sn +(n+nt)/Sp
. (2.30)
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In the limit of electrons being scarce and holes plentiful, RSur f∆x = Sn(n−n0). The result
for holes being rare is similar.
Band-to-band recombination and van Roosbroeck-Shockley relations
Band-to-band recombination involves the recombination of an electron and hole without
an intermediate stage, and therefore is bimolecular in the low-doping case. Balancing
with band-to-band generation in equilibrium, we have the net rate of recombination as
Rbb = B(np− n2i ) for B the bimolecular recombination constant [161]. In direct-bandgap
semiconductors, this process is optically generated, otherwise it may also involve phonon
absorption or emission.
These transitions are the inverse of the optical generation of carriers. This has two
consequences: we expect light to be generated by this type of recombination, and we can in
principle calculate thermodynamically the expected B coefficient. In practice, there may be
recombination that has a similar carrier-dependence rate (∼ np) but not arising from optical
transitions, therefore the B coefficient measured from recombination may be higher than the
optical emission B coefficient.
The van Roosbroeck-Shockley relation relates the generation of carriers by the black-body
spectrum to the recombination rate, which must generate the same distribution of carriers
[160]. In thermal equilibrium, using the Boltzmann approximation for the distribution of
light (without the +1 term in the denominator when E ≫ kBT )
Bn2i =
∫ ∞
0
8πn2s
c2
αν2dν
exp(hν/kBT )
, (2.31)
for α and ns the absorption coefficient and refractive index of the medium, both functions
of wavelength and material condition, and ν the frequency of light. In practice, this is a
difficult relation to apply due to the strong dependency on ni, which is usually only known
approximately, and the B coefficient is much more easily measured spectroscopically, as
discussed below. Because of this fundamental link between B and α , this recombination is
usually regarded as ‘unavoidable’ – primarily dependent on the fundamental material, not on
impurities or fabrication methods. Our desire for complete absorption of the solar spectrum
means we either need to have a large B or a very thick film, as in the case of silicon solar cells,
where an indirect bandgap results in suppression of the absorption and emission [114]. This
suppression is due to the requirement that a phonon is created or destroyed in the absorption
process to conserve momentum. As the recombination converts the energy into light which
can be re-absorbed (see section 2.5), not all of this recombination is necessarily wasteful.
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The same van Roosbroeck-Shockley relation without the integral also relates the absorp-
tion and emission spectrum, meaning that we expect the emission of light to be proportional
to the absorption. This is called the Kubo-Martin-Schwinger or Kennard-Stepanov relation,
[14, 67] and is often presented as
PL(ν)dν ∝ α(ν)ν2dν exp(−hν/kBT ) . (2.32)
An important caveat must be made for using formulae 2.31 and 2.32. While these
thermodynamic relations hold for the correct, state-dependent definition of α , for the more
usual and more useful definition of α these relations only hold for excitations of states in
complete thermal equilibrium simultaneously linked only to each other. The more useful
definition of α is the absorption cross-section for an empty upper band and a full lower band,
whereas the equations given relate instantaneous absorption and emission coefficients for a
fixed carrier distribution [14].
Auger recombination and impact ionisation
Auger recombination occurs when two similar carriers collide and one is excited while the
other recombines with a carrier of the opposite type. The excited carrier will soon thermalise,
so the energy transfer is not useful. Impact ionisation is the inverse process, whereby a carrier
is excited by two carriers colliding [161]
Auger recombination is mostly relevant when carrier concentrations are very high, due to
requiring three carriers. It can also be relevant if we have little other recombination, such as
in indirect bandgap materials with very low impurity levels, like in very pure silicon [114].
As it does not involve an optical transition, Auger recombination is not suppressed by indirect
bandgaps. It occurs at a net rate of
Ra =Cn
(
pn2−n20 p0
)
+Cp
(
p2n−n0 p20
)
, (2.33)
where Cn,Cp are constants of the material.
Impact ionisation, as a net generation process, only requires two carriers, however
requires a large amount of excess energy. It is strongly dependent on having large electric
fields present in the material, and so will not be relevant to the systems investigated in this
study [161].
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2.3.4 Boundary conditions
As with most differential equations, the solutions of the drift-diffusion equations require
boundary conditions to be specified. Solar cells in particular will not generate energy unless
there is either a spatial inhomogeneity in the system or different boundary conditions at the
two different electrodes. Usually boundary conditions of interest are either semiconductor-
insulator, semiconductor-semiconductor or semiconductor-metal.
Semiconductor-insulator junctions
At a junction between a semiconductor and an insulator too thick to tunnel through,
our boundary conditions are limits on the current perpendicular to this edge, as they have
nowhere to go. There can be trap states at the boundary, where recombination must be
matched by incident current. We therefore specify −jn · nˆ = jp · nˆ = qRSur f (n, p)∆x, where nˆ
is the vector orthogonal to the insulator surface. If the insulator also represents the end of the
system of interest, we must also set the perpendicular component of the electric field to zero
to isolate our system from the surroundings. This condition arises from the overall electrical
neutrality of our system [163]. Since this means any current has to be diffusive, all these
boundary conditions are Neumann boundary conditions on the natural variables, boundary
conditions that fix the derivatives of components perpendicular to a boundary interface.
In the quasi-Fermi level formulation, these can be written in the form ∇φ · nˆ = 0, n∇φn ·
nˆ = p∇φp · nˆ = RSur f (n, p)∆x. This would be considered ‘generalised Neumman conditions’,
as there are prefactors to our derivative terms. Similarly in Slotboom format, we append
e±ϕ∇ρn(p) · nˆ = RSur f (n, p)∆x to the condition on the potential.
Semiconductor-conductor junctions
At metal-semiconductor junctions, the potential is externally fixed. Typically, these
junctions are at the electrodes. Band-bending is required to match the nonexcited Fermi
levels of the materials, which creates an energy barrier for one carrier type but not the other,
known as a Schottky barrier. An example is depicted in figure 2.3, although we must usually
consider the impact of both electrodes simultaneously.
In the quasi-Fermi and Slotboom formulations as described above, making the system
electrically neutral requires setting the average of the two electrode potentials to zero. The
built-in potential, Vbi, is the potential difference over the system that exists when no external
voltage is imposed across the system, when the system is in equilibrium. In our work it
is brought about by differences between the work function (the energy difference between
Fermi level and vacuum) of the different electrodes or electron/hole blocking layers, although
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Fig. 2.3 Energy diagram of a Schottky barrier, a metal-semiconductor interface. The work
functions of the metal and semiconductor are φm and φs, respectively. χ is the electron
affinity of the semiconductor. The electron affinity of the semiconductor does not depend on
the applied field, but the work function does. This results in a fixed barrier height of φBn for
electrons coming from the metal side but a variable barrier of Vbi for electrons coming from
the semiconductor. Holes, by contrast, have no energy barrier either way. Figure modified
from [154], and assumes all band-bending occurs at one electrode, as in figure 2.4b and d.
20
2.3 Drift-diffusion models
inhomogeneity of the band gap, density of states or electron affinity of the semiconductor can
also give effective or actual built-in fields [114]. In an ideal case, Vbi is simply the difference
between the electron affinities of the electrodes, however in practice, energy-level pinning at
the interface may reduce this. Vbi corresponds to a bending of the energy bands, as shown in
figure 2.4, but not to a change in Fermi level, hence it does not give any current unless there
are non-equilibrium levels of carriers. The applied voltage difference bends both the energy
bands and the Fermi levels.
In equilibrium, the Fermi energies of all the layers must be equal. If the work function
(defined to be positive) of a semiconductor is smaller than the metal next to it, electrons are
removed from the semiconductor (and/or holes injected) to establish an electrostatic potential
of Vbi that equalises the layers, as shown in figure 2.3. It imposes an energy barrier to carrier
extraction and injection for electrons, but not for holes. However, if a potential is applied
across the barrier, the Fermi level of the semiconductor is moved and the effective Vbi is
changed. Raising the semiconductor Fermi level allows carriers to leave the semiconductor
more easily, exponentially increasing the current out. However lowering the Fermi level does
not reduce the energy barrier of the metal, hence the injection current is less adjustable. This
results in rectification of the electron current; in addition, the electron current is expected to
be very low except at high voltages, due to the energy barrier. Holes, however, have no energy
barrier either way, although typically will have low concentration due to the distance between
the Fermi energy and the valence band, hence we have a low electrically generated hole
current [154]. However, when the system is photoexcited, this consideration is irrelevant and
holes are easily conducted out of the system but electrons are mostly trapped. The boundary
condition in either case is ‘Ohmic’ – the hole concentration at the interface is pinned to the
level expected by the Fermi distribution [114]. Alternatively, the current may be given by a
(large) extraction velocity, vr,p, times the difference between the carrier concentration at the
interface and the thermal equilibrium value [30], |Jp|= qvr,p(p|inter f ace− p0). The electron
current may either be set to zero [129] or, for more precise calculations, set equal to the
interface recombination (as for the insulator) plus the dark current from any voltage dropped
over the Schottky barrier. If we have no interface recombination, then this can be given by a
similar expression to the hole condition, with a smaller recombination velocity for selective
contacts: |Jp|= qvr,n(n|inter f ace−n0).
If the Fermi level of the semiconductor is larger than that of the metal (i.e. further from
vacuum energy, the opposite to the case depicted in figure 2.3), we have the opposite direction
of band bending, as seen in figure 2.4b and d, and all the above statements have electron
and hole interchanged. In practical devices, we often use a highly-doped semiconducting
blocking layer between the metal electrode and the active layer. This allows finer-scale
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Fig. 2.4 Examples of band-bending and built-in voltage for different perovskite solar cells.
The different cell configurations are: (a,b): PEDOT:PSS as the electron-blocking layer,
PCBM as a hole-blocking layer. Light enters from the left, and these cells are referred to
as ‘traditional’, as holes are extracted from the front; (c,d): Spiro-OMeTAD as the electron-
blocking layer, Ti2 as the hole-blocking layer. These are referred to as ‘inverted’ devices, as
holes are extracted from the rear. It is generally argued that good perovskite cells are intrinsic
(i), having a low carrier density unless illuminated, however some are p-doped (p), which
marks the difference between (a,c), p-i-n cells, and (b,d), p-p-n. In intrinsic devices, there
is a uniform field across the device, whereas in p-type devices all the voltage is dropped in
a ‘depletion region’ of width Wd next to the hole-blocking layer, where the concentration
of holes is much lower than expected. J f and Jb represent front and back contact minority
carrier extraction that will decrease the overall extracted current. t0 is the thickness of the
cell. Diagram reproduced from [151], with alteration.
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control of the energy levels involved and fewer interface trap states. It also results in the
same band-bending as the Schottky junction, but some of the bending now occurs in the
blocking layer, as unlike the metal, its resistivity is appreciable. This means we can impose a
larger barrier to the blocked material without the Fermi level getting too close to the band
edge at any point [114], and also allows us to prevent there being any energy states for the
blocked carrier to tunnel into. The boundary conditions to impose will largely be the same.
2.4 Numerical solution techniques
So far, we have stated what the equations to be solved are, but not thought about the
method of solving them. While there are simplified cases and where analytic solutions
are available, e.g. the Hovel model [98, 151, 99], for the most part these coupled partial-
differential equations (PDEs) are not analytically solvable. There are two main computational
approaches to numerically solving these PDEs: finite difference (FD) and finite element (FE).
In both cases, the domain of the solution must be finite, and is broken down into subsections or
subdomains. In one dimension, each of these are just lengths, but in higher dimensions there
is more freedom to choose the nature of the subdomains, with some choosing squares/cubes
and others choosing triangles/tetrahedrons.
2.4.1 Finite element analysis
FE analysis involves approximating the solution to the PDE on each subdomain using a
set of polynomial basis functions. The boundary conditions on each section must be upheld
by the basis functions – where subdomains contact other subdomains, the solution must be
continuous, otherwise it must match the external boundary conditions. The solution to the
PDE can then be specified as a linear combination of the basis functions on each element, and
the relationships between the basis functions from all boundary conditions and the PDE can
be assembled into a single matrix equation. This equation is then solved [153]. This approach
can easily include complex boundary conditions, including both unusual (but polygonal)
shapes and boundary conditions related to derivatives, which are directly incoroporated into
the solution [23].
There are many other technical details to FE code, and writing an FE analysis program is
not within the scope of this PhD. However, a ready-made FE MATLAB toolkit was used to
solve several sets of 2D PDEs. This toolkit solves up to second-order (in time and space)
coupled PDEs, with a number of dimensions Ndim =2 or 3. It requires that the equations can
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be written in the form
m
∂ 2u
∂ t2
+ s
∂u
∂ t
−∇ · (c⊗∇u) = f, (2.34)
where m, s, f can be any vector function of the local components of the solution vector,
u. All these are ‘component vectors’ with length equal to the number of components of
the solution, Ncomp = 3 in our case, (n, p and ϕ), not the number of dimensions – they
are all scalar-valued functions in physical space. c is a 4-dimensional tensor function, and
c⊗∇u represents a tensor operation that takes the matrix ∇u, of size (Ndim×Ncomp), and
returns another matrix of the same size, linearly dependent on its values. c can therefore
be thought of as an Ncomp×Ncomp matrix of Ndim×Ndim matrices [104]. In our 2D cases,
there is no need for mixed derivatives, so no off-diagonal terms in the 2×2 matrices and
the on-diagonal terms are identical within each matrix of these component matrices. In the
Slotboom formulation, those on-diagonal values will be Dneϕ , Dpe−ϕ and ε , as can be seen
in equation 2.26.
A relevant feature of this toolkit is that nonlinear equations need not be computationally
challenging for it, however it is not well-formulated to damp out instabilities, which often
result from the coupled equations we are using, particularly when high potential differences
exist. Another feature that affects its applicability is how the meshing tends to give long-range
isotropy but does not allow for different dimensions to be resolved with different degrees of
detail.
The subdomains in our 2D system are given by a Delaunay triangulation [104]. This is
a triangular tiling whose points are nodes with the defining property that no node is inside
the circumcircle of any other triangle. The circumcircle of a triangle is the circle that passes
through all three points. The circular symmetry of this arrangement, along with mathematical
errors that arise for very acute angled triangles here, means that the generation program has a
preference for triangles that are close to being equilateral, as can be seen in figure 2.5. The
values of the solution are calculated at the nodes of the triangle, but the f value that gives
the right-hand side of equation 2.34 (in our case, G−R) is calculated at the centers of each
triangle, with the solution values here interpolated from the value at the three corners. This
interpolation can result in problems if the solution changes rapidly across one triangle. The
triangulation itself gives overall isotropy (unlike in systems with rectangular subdomains
where there are preferred directions), however it also means it is not possible to have coarser
graining in one direction than in another to mitigate this problem when the solution changes
more rapidly in one direction than the other.
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Fig. 2.5 An example of a rectangle that has been Delaunay triangulated by MATLAB.
2.4.2 Finite difference analysis
Finite difference analysis also involves representing the PDE on a grid but discretises the
differential operators, so that the derivatives can be expressed in terms of nodal values of
the variables. In this approach, using a rectangular or cuboid grid is easier than any irregular
shape. This is not isotropic and imposes some directionality on the global problem but does
make it easy to represent different dimensions with different degrees of finesse, by using
different grid lengths δx, δy, etc.. We then express the derivatives using values on either side,
for instance,
∂ f
∂x
∣∣∣
x+δx/2
≈ f (x+δx)− f (x)
δx
. (2.35)
Other expressions for the derivative are possible, including higher-order corrections [91].
It is possible to evaluate the gradient on-point, using the two nodal points adjacent to the
desired node, i.e.
∂ f
∂x
∣∣∣
x
≈ f (x+δx)− f (x−δx)
2δx
, (2.36)
however this effective doubling of the value of δx is unncecessary for us, as we are usually
interested in second order differential equations. Although the first-order derivatives are
evaluated at the midpoints between cells, the second-order derivatives will be evaluated at
the cell midpoints. In some cases, the whole system of equations can be written as a single
matrix equation, in which case the time-independent solution can then be found by matrix
division [161]. For time-dependent cases, the time-derivative is calculated and the solution is
integrated forwards in time using a ready-made MATLAB script that chooses the timesteps
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according to the ‘stiffness’ of the problem – how strongly nonlinear it is, and how errors
will propagate. In our case, high degrees of stiffness results from the feedback between
electric field and carrier concentration. This time integration method can also be used to
solve time-independent problems, by integrating forwards an arbitrarily long time until the
system reaches equilibrium. In many cases, these codes are much easier to write than FE
code, and several have been made in the course of this PhD.
2.4.3 Scharfetter-Gummel discretisation
One problem with both approaches above is that a function must be calculated using
interpolated values of the carrier concentrations. The most obvious assumption is that the
concentration changes linearly between nodal values. However, if voltages change rapidly
between cells, this can lead to instabilities. Qualitatively, this occurs when a subdomain with
low carrier concentration has a large drift outflux into a subdomain with a high concentration.
As only their average concentration is used, the outflux is not limited by the carrier concentra-
tion at the point of origin. Quantitatively, an instability may arise when the voltage difference
between cells approaches 2kBT/q. The linear carrier concentration interpolation, however, is
only valid in the zero-field or uniform carrier density limits, and a better interpolant is desired.
A simple solution to this was proposed by Scharfetter and Gummel [138], who discretise the
drift-diffusion equations in a different form. Their approximation was derived by assuming
that both current and electric field (and consequently, mobilities) are constant between nodes,
though discontinuous at the nodes. We can then solve equation (2.4) for Jn(p)(M), the value
between nodes N and N +1. In terms of the nodal values of n(p), we then find
Jn(M) = qE(M)µn(M)
(
n(N +1)
1− exp(−E(M)∆x/VT ) +
n(N)
1− exp(E(M)∆x/VT )
)
(2.37)
Jp(M) = qE(M)µp(M)
(
p(N)
1− exp(−E(M)∆x/VT ) +
p(N +1)
1− exp(E(M)∆x/VT )
)
. (2.38)
Although formally undefined when E = 0, equation 2.37 tends to the correct limit of
Jn = qDn (n(N +1)−n(N))/∆x after application of the Einstein relation. To give explicit
solutions in this case, we may rewrite equations 2.37-2.38 using the Bernoulli function [33],
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B(z):
B(z)≡

z
ez−1 for z ̸= 0
1 for z = 0.
(2.39)
⇒ Jn(M) = qD(M)nN+1B(ϕN+1−ϕN)−nNB(ϕN −ϕN+1)∆x (2.40)
Jp(M) =−qD(M) pN+1B (ϕN −ϕN+1)− pNB (ϕN+1−ϕN)∆x . (2.41)
Physically, this implies an exponential change in carrier density between nodes, and is a
type of solving approach known as ‘upwinding’ because in the limit of large drift, the flux
becomes primarily dependent on the carrier concentration in the upwind direction. While
this approach is reliable when applied to grids in one, two or three dimensions, triangles that
includes obtuse angles will result in spikes in the solution, and so applying this approach to
triangular grids is complex [12].
2.5 Photon Recycling
Photon recycling occurs when optically generated charges recombine to generate another
photon which is then also absorbed [39, 10]. We will investigate modelling this effect in
microscopic detail elsewhere, but it is worth firstly outlining the physics of how this benefits
the cell as a whole.
Thermodynamically, we may derive the counterintuitive conclusion that higher photolu-
minescence efficiency from the solar cell results in a higher efficiency. Qualitatively, this is
because a cell’s non-radiative recombination is not fundamentally necessary, but radiative
recombination is thermodynamically unavoidable, so a lack of radiation arising from QE
< 1 is a sign of unnecessary energy loss. We start by relating the outgoing light of an
excited system with a potential difference of qV between energy levels to its radiation. This
equation arises from the Planck distribution, modified because the entropy gained/lost by
absorbing/emitting a photon to excite between levels with a different potential difference is
hν−qV
T rather than
hν
T . This gives us
Iout(ν)dν =
8πn2sν2
c2
(
exp
(
hν−qV
kbTc
)
−1
)αdν (2.42)
as shown by Ross [133], for Tc = temperature of cell. We may safely make the Boltzmann
approximation (neglect the −1) in this equation, as the wavelengths of interest are much
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greater than the energy separation. The definition of η , the external photoluminescence
quantum efficiency (PLQE), is∫
dν dΩoutTout Iout = η
∫
dν dΩinTinIin, (2.43)
for Tin the transmission coefficient for incoming light and Tout that for outgoing light. This
equation can be combined with equation 2.42 to obtain
exp
(
qV
kbTc
)∫ 8πn2sν2
c2
αdν
exp
(
hν
kbTc
) ∫ ToutdΩin = η ∫ Iindν ∫ TindΩout . (2.44)
The angular and intensity integrals are separate here. It may be demonstrated that the ratio
of the angular integrals is the same as the ratio of étendues [126] of incoming and outgoing
light. The étendue of light is defined by dε = n2s cosθ dΩdA for dA an elemental area and θ
the angle between the light and the normal to the surface. This is a quantity akin to entropy
for an optical system [19]. After making this substitution and rearranging equation 2.44, this
leaves us with
exp
(
qV
kbTc
)
= η
∫
Iindν∫ 8πn2sν2
c2 exp
(
hν
kbTc
)αdν
εin
εout
(2.45)
⇒V = kbTc
q
log
(
η
Qin
Qout
εin
εout
)
, (2.46)
for εin(out) = étendue of incoming (outgoing) light, Qin the total light that would be absorbed
by the cell, if the solid angle of the sun was 4π , and Qout the light emitted by the cell in
thermal equilibrium. A solar cell with optimised carrier extraction therefore has a maximum
driving potential of
Voc =V =
kBTc
q
log
(
ηQinεin
Qoutεout
)
⇒Voc =VocMax + kBTcq log(η). (2.47)
We should emphasise that log(η) is a nonpositive quantity as η ≤ 1.
The advantage of recycling can then be expressed in terms of an increased PLQE: a
photon given many recycling events has several attempts to find the escape cone, resulting in
a higher η , whereas other means of increasing access to the escape cone (e.g. reducing the
refractive index difference) typically would also widen the etendue of the cell. Comparing a
recycling system to a system where all emitted light is lost, we find that the resulting change
in Voc is given by ∆Voc =−kBTcq log(pe), for pe the probability that light escapes [78]
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It is worth noting that photon recycling is not an additional process to add to these
device-level calculations, but is already included in the measured values of η . Indeed, if we
express it as the escaping fraction of radiant recombination (internally Rrad , of which the
photon recycled component pr is recovered and the remainder, pe, escapes), we find that
η =
peRrad
(Rnrad + peRrad)
=
(1− pr)QE
1− prQE , (2.48)
for Rnrad the nonradiative recombination and QE the internal quantum efficiency. This means
that increasing the photon recycling probability of radiant light reduces the external efficiency
and therefore Voc. However this is a measure of light trapping inside the solar cell for a
given QE. We instead wish to increase QE, which will increase the total amount of photon
recycling that occurs because there are more photons to recycle. Light trapping will increase
the current output (since it results in higher internal carrier densities) but has detrimental
effects on the Voc, whereas increasing the probability of light escape by, say, texturing the
front surface of the cell [168], tends to be associated with higher internal light transport
distances. In principle, reducing the angle of emission of photons to equal the angle of
excitation produces significant overall efficiency benefits, however in practice, even small
amounts of nonradiative recombination significantly reduce this benefit [102].
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Chapter 3
Reduced Dimensionality in
Drift-Diffusion Models of Back-Contact
Solar Cells and Scanning Photocurrent
Microscopy
3.1 Introduction
In thin-film solar cells, one type of carrier is typically extracted from the front surface
through a transparent conducting electrode and the other through the back layer, via a reflec-
tive metal electrode. However, as transparent materials are always limited in conductivity,
other cell designs are also used. One group of designs features both types of electrodes on
the back side of the device: back contact solar cells [158]. The front of the solar cell can then
be freely designed for optimum optical properties and the rear for electrical properties [176],
[62]. Alternatively, the front transparent conductive layer can be replaced with a grid of
opaque metal – provided the diffusion length of charges in the material is large and hence the
grid can be coarse, the area overshadowed by the electrodes need not be large, and conduction
to the high-conductivity grid can happen through the bulk [109], [52]. However these designs
significantly complicate the modeling of carrier motion in cell operation; for unpatterned
cells, a simple one-dimensional model of behavior perpendicular to the plane of the cell is
sufficient, but with electrodes placed in patterns, lateral carrier motion must also be investi-
gated. Typically the problems are appropriate for drift-diffusion modeling, a semi-classical
macroscopic transport model based on the continuity equations and Poisson’s equation [71].
Drift-diffusion models in two and sometimes three dimensions [27, 48, 155, 20, 105] are
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well-known in papers devoted to modeling, but for computational ease or to give analytical
solutions, it is generally preferred that the simulation be set up to require as few dimensions
as possible. In this report, we will investigate conditions for reducing the dimensionality of
the models. We will use device parameters in keeping with dopant-free methylammonium
halide perovskite performance for example purposes. Perovskites were chosen as an example
system of great interest due to achieving high power conversion efficiencies in a short space
of time [117], however we do not attempt to model the specifics of these devices here.
We will first investigate uniform illumination, in which case the model is approximately
two-dimensional, and find the conditions under which we may model this in one, lateral
dimension. Having established this, we will then investigate how this applies to a scanning
photocurrent microscope setup (also known as optical beam-induced current, or OBIC).
In this system, a small laser spot excites a region of semiconductor and the current that
reaches electrodes is monitored [57]. Here we see lateral transport of carriers under point
illumination, but the symmetry-breaking effect of the localized illumination means the full
solution is three-dimensional. We will show that in many experimental cases, this will give
rise to a current that decays exponentially with distance from the patterned electrodes, and
that this current is reached with a characteristic time-delay linear in distance.
Point illumination experiments on planar systems are used to investigate carrier dynamics
in the active layer of solar cells or transistors, for instance carrier diffusion and recombination,
in a wide variety of materials and systems [110, 123, 72, 135, 111, 157, 95]. There are also
experimentally different setups that give rise to mathematically similar problems, such as
electron beam-induced current measurements of solar cells [44]. These techniques are
often used to study nanowires, where the analysis needs only one dimension [57]. In
the planar systems considered here, the problem to be solved is more complex, yet in
experimental papers on three-dimensional materials such as these, only one-dimensional,
simplified versions of the drift-diffusion equations are solved. As shown numerically for a
two-dimensional system by [57], we may then extract the diffusion length of carriers from this
measurement - it is given by the lengthscale of the exponential decay of the current. This is in
keeping with the monoexponential decays often encountered experimentally [110, 157, 95],
however the conditions under which the approximation holds have not been investigated.
Here, we will demonstrate the similarity of numerical and analytic solutions and therefore
the applicability of the analytic solutions to a range of problems. We will also investigate
what physical parameters can be extracted from these analytic solutions in different cases.
We will further show that the delay between signal and measurement gives another avenue to
investigate carrier behaviour and explain how these measurements can be combined.
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3.2 Investigating the appropriateness of one-dimensional
models for lateral diffusion
For many back-contact electrode systems, the electrodes are hundreds of microns in one
lateral dimension but only microns in the other, and around a tenth of a micron in height.
Under uniform illumination, there will be no variation over the largest dimension, except
near the edges of the cell. We can therefore model only the cross-section of the device, as
shown in Figure 3.1a. However the smaller dimensions must be treated more carefully, so we
will set up a two-dimensional model and investigate when it can be contracted to one, lateral
dimension.
The two-dimensional drift-diffusion simulations are loosely based on perovskite quasi-
interdigitated solar cells as found in [70]. The geometry of the structure is either step-shaped,
with one electrode raised, as in [70] and Figure 3.1b, or flat, with both electrodes level on
the bottom, as in Figure 3.1c. In the step case, the anode runs along the entirety of the base
but the cathode only runs along 90% of the raised step, to present a ‘lip’ of the insulator.
The cathode is raised by 150 nm, out of a total height of 350 nm. The flat structure has
electrodes along 90% of each half and an insulating patch in-between. The horizontal edges
of the simulation are the middles of the electrodes – with uniform illumination, these will
be symmetry lines of the system. At the insulating boundaries and the symmetry lines, zero
perpendicular electric field and zero electron/hole current conditions are imposed. Within the
active area, carriers are generated a rate that exponentially decays from the surface. They
travel and recombine according to the steady state drift-diffusion equations as described
in the supplementary material. Under the conditions used, recombination will primarily
be Shockley-Read-Hall (SRH). The simulations do not include ions or dopants, and are
performed with no effective applied field. The materials parameters can be found in table 3.1.
We assume that in two or three dimensions, the current flux into an electrode is propor-
tional to the local concentration of one carrier type at the interface: J = qvsninter f ace, for q
the carrier charge. It is assumed that blocking layers mean that each electrode selectively
accepts only one carrier type. If surface recombination is included, it may be considered
in the same way, with a smaller vs for the majority carrier type. This physical extraction
velocity vs may tend to infinity and zero in the Ohmic and blocking cases respectively.
To vertically contract this and make a 1D system, the relationship between the electron
or hole current into the electrode and the average carrier density above should be simple; to
avoid detailed modeling, it should preferably be linear. Since with no carriers we have no
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Fig. 3.1 Reducing back-contact solar cells to two dimensional objects. The lower images
are different geometries for two-dimensional cross-sections of three-dimensional structures
like (a), with (b) simply projected, leaving a step-shaped active layer, and (c) an alternative
design with the anode/electron-blocking layer level with the cathode/hole-blocking layer. The
symmetry lines represent the midpoints of the electrodes, about which there is reflective sym-
metry. Simulations conducted using the default parameters explained in the supplementary
materials, designed to be realistic for perovskite systems.
current, the linear trend has zero offset:
J = qv1Dn, (3.1)
for n the vertically averaged carrier density and v1D the effective extraction velocity. We
therefore run the simulation with many values of vs and plot the dependence of current
extracted against the vertically averaged carrier concentration at that x-position for each
simulation, and search for a linear trend.
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Symbol Description Value Source
h Height 350 nm Input
L Pitch length 2 µm Input
εr Static dielectric constant 100 [93]
T Temperature 293 K Input
D Electron and hole diffusion constant 1.5 cm2/s [37, 144]
τ1 Trap fill time 0.1 µs [144]
nt Trap density 1×108 cm−3 Small number
k2 Bimolecular decay rate 1×10−10 cm3/s [123]
vs Extraction velocity 1 × 107 cm/s Large number
α Absorption coefficient 1 × 10−7 m−1 [123]
Ii Incident radiation at absorbed wavelengths 1.7×10−21 m−2/s [116]
Table 3.1 The values used in all simulations unless otherwise specified, based around good
methylammonium lead halide perovskite device performance.
Figure 3.2a shows the relationship between the current density flowing into a short stretch
of an electrode and the vertically averaged electron concentration above it, for data taken
from anodes below a step. We see that in systems with wider electrodes this zero-offset linear
trend from equation 3.1 is usually shown to be a good assumption, although non-linearity is
visible at either ends of the trend.
At the low-concentration end, this is due to a population of carriers held away from the
electrodes. This arises due to attraction between the carriers, one type of which is blocked
from the electrode below. The high concentrations of blocked carriers give rise to voltage
extrema above the centerpoints of the electrodes that keep the accepted carriers away from
the electrode (these can be seen in Figure 3.3a). This effect is therefore not seen in Figure
3.2b, where the lengthscale and carrier concentrations are too small for the total voltage
difference over the system to be large compared to the thermal voltage, VT = kBT/e. We
can show that these effects can be ascribed to electric field effects by removing them. By
setting the charge of both electrons and holes to zero, we obtain a slight variation in the
current-concentration graphs, plotted in Figure 3.3b and d. The limited differences indicates
that charge has a relatively minor effect on the system but the lack of nonlinearity at the
low-current density end suggests charges effects are responsible for slight pooling of charge
there. Since this occurs at low carrier concentration, the net effects of this nonlinearity on
the system are small. We see that at the high concentration end, there are still irregularities
without an electric field due to factors affecting diffusion and recombination, although they
are smaller than with the field effects.
In the high extraction velocity limit, there is a slight decrease in current extracted below
the step of the electrode, as many of the electrons are initially generated above the step and
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Fig. 3.2 (a, b): Relationship between current extracted and vertically averaged electron
concentration for a variety of extraction velocities, for the lower electrode for (a) 30 µm
simulation pitch length (b) a 2 µm pitch length. Inset magnifies the distribution in the 100
cm/s simulation. Arrow in (a) shows physical direction, from the midpoint of the anode to
the part nearest the cathode. (c): relationship between extraction velocity at the electrode and
effective one-dimensionally averaged extraction velocity (e.g. gradient of lines in (a)) for
flat electrodes of different lengths. (d): Coefficient of determination, R2, for the linear fits to
density-concentration data as in (a) and (b). (All images): Both carrier types have a diffusion
constant of 1.5 cm2/s and distributions are from a step-electrode system, as in Figure 3.1b.
therefore have slightly further to travel to reach the electrode compared to those generated
above it. However, when charge extraction is slower, charges mill around for longer so
recombination is more important and the precise location of generation less important. In
the low extraction velocity limit we see a strong increase in current from a small increase in
concentration, arising near the step. This is because there are fewer holes here, and therefore
proportionally less recombination. Charges therefore are more likely to diffuse out of the
system, either vertically or horizontally. With much smaller systems, there is little variation
in either the collected current or the vertically averaged carrier density, as seen in Figure 3.2b.
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Fig. 3.3 (a): Example voltage distribution, in units of thermal voltage. (b-d): Relationship
between current extracted and vertically averaged electron concentration in a 30 µm system,
as in Figure 2a of the main document, here comparing the simulation run (b): normally
and (d): with all electric field effects turned off. Arrows show physical direction, from the
midpoint of the anode to the part nearest the cathode. (c): Legend for (b) and (d).
This is because the lateral diffusion and vertical diffusion are comparable to each other and
to the carrier diffusion length, allowing homogenisation.
3.2.1 Expressions for the effective velocity
The trend lines of graphs like these give us the value of the effective extraction velocity,
v1D, from equation 3.1. Figure 3.2c shows how this varies with the actual extraction velocity.
We see that in the slow-extraction limit, the effective extraction velocity equals the extraction
velocity at the electrode. This is because the carrier concentration becomes fairly uniform,
so ninter f ace ≈ n and v1D ≈ vs. In the high extraction velocity limit, the concentration at the
electrode tends to 0 and the effective velocity tends to a diffusion-dominated value.
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However we also need to consider the accuracy of the fit itself. To explore this systemati-
cally, we investigate what proportion of the variance of the data can be ascribed to the linear
fit and what proportion needs a more complicated model. The R2 value of a fit measures
what fraction of the variability that fit explains. We see in Figure 3.2d that systems smaller
than about 0.35 µm (the system height) have a poorer fit and a lower R2 value, as do those
with a lower extraction speed. The physical explanation for the latter is that it increases the
impact of recombination on the system. Recombination competes with charge extraction in
non-trivial ways, as it depends on the concentration of countercharges. We find that R2 values
are always greater than 0.95 for systems with more than half of the charge extracted, provided
the system is at least three times wider than it is high. However, as shown in appendix 1
(chapter 7), if we are concerned with the proportional error in the fit rather than the R2 value
and explanatory power of the model, problems also emerge for long systems - in this case,
large relative errors occur with a pitch length over 15 µm. This is mainly because in larger
systems there are more charges near the edge of the electrodes, magnifying the effects of any
nonlinearity.
The form of the effective extraction velocity can also be estimated. We require the current
at the interface to equal the effective current out from the bulk: jn = v1Dn¯ = vsns. The carriers
arrive at the interface largely by diffusion, and we can approximate this as jn = (n¯−ns)vd for
some diffusion speed vd . Equating these and eliminating the carrier concentrations, we find
the effective velocity is the harmonic mean of the extraction velocity and the diffusion speed:
v1D =
vsvd
vs + vd
. (3.2)
We see in Figure 3.2c that equation 3.2 fits well, with R2 values consistently above 0.99
if vd is fitted to the system. We expect the value of this diffusion speed to change upon
changing the diffusion constant, so to investigate this we plot the behaviour of the system
when one carrier (holes in this case) has its diffusion constant changed. Results are plotted
in Figure 3.4a, for high extraction velocity (vs=1000 000 cm/s), where we expect v1D = vs.
Figure 3.4b then plots the effective velocity as a function of diffusion constant for many such
experiments with different electrode lengths. We see the relationship is fairly linear at first,
although falls off, particularly for larger systems.
This trend may be compared with one-dimensional expectations. In the low extraction
velocity regime, we expect the relationship v1D = vs, and can see the relationship holds well
in Figure 3.2c for vs≪vd . In the high extraction velocity regime, with no recombination,
no electric fields and with a simple exponential Lambert-Beer law generation function, we
expect D∇2n =−Aexp(αz), for α the absorption constant, A the density of photons absorbed
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Fig. 3.4 (a): The relationship between mean hole concentration and hole current density
when the diffusion constant of the holes is varied but that of electrons left constant at 1.5
cm2/s, for a 30 µm system. There are no other differences between electrons and holes in
this system. Data from simulations in flat systems with a surface extraction velocity of 10
000 cm/s. (b): how the effective velocity depends on the diffusion constant in simulations of
different lateral width. Simulations as in (a).
at the bottom of the device and z the vertical height, with maximum h. We have the boundary
conditions n(0) = 0, due to fast recombination at the interface, and ∂n/∂x(h) = 0 since
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there is no extraction at the surface. This has solution
n(z) =
A
Dα
(
1− exp(αz)
α
+ zexp(αh)
)
⇒ vd = D∇n|x=0n =
D(exp(αh)−1)h
h
α − e
αh
α2 +
1
α2 +
h2
2 e
αh
.
(3.3)
This has a limit of 3D/h as α→ 0 (i.e. under vertically uniform illumination), and is 2.3D/h
for the values in our simulation.
As can be seen in Figure 3.4b, at high extraction speeds and low diffusion constants
this matches with detailed, two-dimensional simulations including electric fields and re-
combination, particularly for smaller systems, but begins to break down in larger systems
when electron and hole diffusion constants are very different. For wider systems (i.e. width
approaching 100 times the height), the carrier buildup is substantial, resulting in electro-
static potentials that are comparable to the thermal voltage. There are also higher levels of
recombination so we expect to see the failure of equation 3.3. However for systems narrower
than this but wider than the system height, the analytic expressions obtained by combining
equations (3.2) and (3.3) provide a good description of the system.
To show where and why these analytic expressions fail, we investigate the effects of
varying both the diffusion constant of the holes and the electrons, whereas previously
electrons always have a diffusion constant of 1.5 cm2/s. In Figure 3.5a and b we see that
the nonlinearity in the long system becomes significant around the Dn = Dp point, where
the analytic hole and electron extraction velocities are equal, and is minor for holes in all
simulation lengths before that. In Figure 3.5c, we see that the electrons are usually unaffected
by changing the diffusion constant of the holes, except again in the case of very wide systems,
where a more complex model is needed for unequal diffusion constants. The electrons in
the 30 µm system deviate from the analytic electron trend below the crossover point, which
shows that it is the imbalance of the two diffusion constants that creates the problem, not that
one is too high. In combination with the other two graphs, we see that in larger systems, both
carriers have their effective extraction velocity limited by the smaller of the two diffusion
constants.
3.2.2 Recombination
In order to one-dimensionalise the system, we also need to be able to calculate the actual
recombination from the vertically averaged n and p values. In the limit of one carrier type
being very scarce (say, n), the SRH recombination equation reduces to R = n/τ1, in which
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Fig. 3.5 (a, b): Relationship between effective extraction velocity and the diffusion constants
of the holes, as in Figure 3b, here with two different values of electron diffusion constant (a):
Dn = 0.76 cm2/s, (b): Dn = 2 cm2/s. The horizontal light blue lines indicate the analytically
expected extraction velocity of the electrons in the same system, showing the crossover.
(c): Relationship between the effective extraction velocity of the electrons and the diffusion
constant of the holes, for an electron diffusion constant of Dn = 1.5 cm2/s, as in Figure
3b. The horizontal light blue line is now the analytic expectation for the electron behaviour
plotted, the green illustrates the crossover. (All images): Data from simulations in flat
systems with a surface extraction velocity of 10 000 cm/s.
case using the vertically averaged value of n will work exactly. The situation is nontrivial
if both species are common enough that there is a significant component of bimolecular
recombination, or if both species have similar concentrations, so that the SRH recombination
is limited by both species. In these cases, the applicability of the one-dimensionalised model
depends on how the density of carriers changes thoughout the film.
Figure 3.6a shows the relationship between electron concentration and recombination
when vertically averaged over the anode of a flat system, in the limit of fast charge extraction.
We see that in systems with wide pitch distances, recombination matches the simple limit,
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Fig. 3.6 (a): Relationship between the vertically averaged minority carrier (electron) con-
centration and the vertically average recombination in a flat system with extraction velocity
10 000 000 cm/s at both electrodes and no surface recombination. The data is taken over
the electron-accepting anode. This is compared to the simplest, electron-only model. (b):
Relationship between the one-dimensional monomolecular recombination that would be
expected, given both the vertically averaged electron and hole concentrations, and the total
recombination calculated in the full two-dimensional model. Data taken from the same simu-
lations as in (a), but across the whole simulation. (c,d): The same as (b), but with extraction
velocity 50 cm/s at both electrodes. (d) includes both monomolecular and bimolecular terms
in the one-dimensional recombination calculation.
n/τ1. This is not the case in smaller systems, where there is clear deviation from this line,
which is due to both carrier types having similar concentrations. This means we cannot
prove that averaged values of carrier concentrations will give us the correct amount of
recombination. However, in Figure 3.6b we compare the actual averaged recombination with
the recombination calculated from averaged values, including data from across the device.
We see that the recombination is satisfactorily described by the full, one-dimensionalised
relationship for all electrode widths. This is because bimolecular recombination is minor
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in all cases, and the absolute variation in carrier concentration over the height of the cell is
small for the minority carrier.
In the limit of slow charge extraction, charge accumulates and bimolecular recombination
becomes relevant. Figure 3.6c shows that the monomolecular-only model fails to describe the
system. In this case, the accuracy of the one-dimensionalisation is highly conditional on the
precise nature of carrier distributions, however we see in Figure 3.6d that it is still typically
very accurate, if less accurate than the case with only monomolecular recombination in Figure
3.6b. This is because in this limit, we see very little variation in carrier concentration with
height. If bimolecular recombination is dominant at low particle concentrations, modeling it
may be more problematic.
For situations like ours, recombination may therefore be easily and accurately modelled
using only averaged n and p values. Generation is not dependent on carrier concentration, so
while it may need a two-dimensional calculation to establish what value should be used, it is
not problematic to use a one-dimensional value for it in calculations. This means that if the
electrode extraction current is amenable to one-dimensionalisation, so is the whole system.
3.3 Application to scanning photocurrent microscopy
In scanning photocurrent microscopy, we scan a narrowly focused laser beam over the
sample, as illustrated in Figure 3.7a. We may either scan between electrodes, on top of one
electrode, or beyond the active area, next to sets of electrodes. We now apply the analysis
above to reduce the dimensionality this problem. Under uniform illumination, an infinite
back-contact solar cell usually has reflective symmetry about the center of each electrode,
however this is broken by localised illumination, necessitating more complex models. The
illumination itself has rotational symmetry, but the electrodes occur in laterally symmetric
strips; the combination gives us only one line of reflective symmetry through the centre of
the illumination.
Experiments usually involve illuminating a film either away from the electrodes (case
one, as in [95, 123]), or are on top of one extended electrode (case two, as in [73, 110]) in
which case we will soon extract all of one carrier type and measure only the spread and
surface recombination of the remaining carrier. The two cases are illustrated in Figure 3.7a.
In both case one and two, we will see that the general coupled drift-diffusion equations can be
simplified into one equation in two dimensions. We begin with the standard three-dimensional
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Fig. 3.7 (a): Diagram of point-illumination of back-contact system with two electrodes. In
case one, illumination is between electrodes. In case two, one electrode is extended over the
whole surface. (b): Top-down view of (a), with one electrode neglected and lengths labelled.
Simulated area is shaded darker brown. (c): Numerical solution to the point-excitation
problem in 2 dimensions. The solution has a 0-concentration condition imposed at x = 70
and zero-flux, reflective boundary conditions at other borders. Excitation is at the origin,
where concentration is normalised to one. Arrows indicate current flow. (d): Analytical,
Bessel function solution to the point-excitation problem in two dimensions, with no boundary
conditions imposed at any border. Note that it matches the y = 0 reflective boundary by
symmetry. Excitation is at the origin. Integration to find current performed along the dotted
line, representing the electrode. Scale is as in (c), values are normalised to one at half a
micron away from the origin and saturated within. (c,d): White arrows indicate direction and
magnitude of carrier diffusion.
steady state drift-diffusion equations:
−∇ ·
Dn∇n+µnnEDp∇p−µp pE
−εE
=
 G−RG−R
q(p−n)
 , (3.4)
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[11] where Dn (p) are the electron (hole) diffusion constants, E is the electric field, G is the
generation function and R is recombination. By applying the findings from earlier in the
paper, we may two-dimensionalise these three-dimensional equations. The vertical boundary
conditions may be replaced by an extraction term subtracted from the right hand side of the
first two lines, representing either the effects of electrodes or surface recombination.
In the second case, illuminating over an extended electrode, we have only one carrier in
most of the film and may neglect the other. There may be some recombination before all
of one carrier is extracted, meaning that the effective generation function for the remaining
carriers is smaller than the actual generation function, however there are no other effects at
distances larger than both the beam width and film thickness. In this case we can approximate
the carrier generation function to a point source with modified magnitude. We find that
the image charge from the electrode cancels out the in-plane space-charge effects of the
remaining carrier. The perpendicular electric field may influence the effective extraction
velocity but does not influence the horizontal behaviour of the system, therefore for our case
of no perpendicular electric field, we can neglect the effects of charge in two dimensions.
This also means that we also need only keep track of one carrier type. As established
previously, in most cases we may approximate extraction of carriers from the bottom electrode
(or surface recombination there, which appears identical) by an effective bulk extraction, and
if recombination is monomolecular, away from the generation region we have the following
steady-state equation:
D∇2n− vn = 0 (3.5)
for D the remaining carrier diffusion constant and v the effective surface extraction (or surface
recombination) velocity divided by the film height.
A similar situation arises if we have strong enough doping and weak enough illumination
that the optically generated carriers are much rarer than the majority dopants, such as in the
scanning photocurrent experiments on a transistor performed by Ubrig et al. [157]. Here,
the concentration of the majority carrier is largely unchanged by illumination, and only the
minority carriers need be tracked.
If we return to case one, a film with no electrode underneath, we may derive a similar
equation. In systems like this, both electrons and holes are mobile but have different diffusion
constants. Here, we must consider the phenomenon of ambipolar diffusion, where the
electrons and holes diffuse together, which occurs when there is no selective extraction or
injection of one carrier [113, 140]. The electrostatic attraction between the electrons and
holes ensures that the faster species is pulled back and the slower is pulled forwards. This
attractive effect will force the distributions of the carriers to be (almost) identical, with a
diffusion constant somewhere in between that of electrons and holes. Since their populations
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behave the same, in our undoped case, n = p, the electric fields are screened and there is no
long-range net electric field generated by the charges [140]. This means that the last line of
equation (3.4) is not needed, and the first two lines are identical.
The value of the ambipolar diffusion constant is (from [113])
Da =
2DnDp(n+ p)
Dnn+Dp p
, (3.6)
however if excitation levels are higher than doping levels (as might be expected for per-
ovskites) then ambipolarity means n = p and so Da = 2DnDn/(Dn +Dp). Assuming we
have only monomolecular recombination, which may include both a bulk and an interface
component, we can make this the v term in equation (3.5). The overall behaviour in these
two cases can be modelled in the same way.
If our situation is circularly symmetric, equation 3.5 becomes
D
r
∂r (r∂rn)− vn = 0 (3.7)
⇒ r2∂ 2r n+ r∂rn−
v
D
r2n = 0 (3.8)
If we define the inverse of the diffusion length as a ≡√v/D, then we recognise this
equation as the zeroth-order modified Bessel’s equation with solution
n(r) = AK0 (ar)+BI0 (ar) , (3.9)
an arbitrary sum of the zeroth-order I and K modified Bessel functions. No I0 term is allowed
on an infinite plane since it will diverge at large distances. The divergence of K0 at 0 is
permissible since we assumed a point generation function, an approximation that is only valid
outside the real generation width. A mathematical complication emerges because charges are
usually collected by a linear electrode, so we need to integrate this n along a line to compare
this fit to measured currents. Also, the electrode absorbs carriers, and may therefore perturb
the carrier density, breaking the circular symmetry of the solution. There are two ways
to approximate this interaction: either the electrode extraction rate is fast and no carriers
are present for x > x0, or it is slow and does not significantly perturb the carrier level. If
the extraction is fast, we should impose a boundary condition which breaks the cylindrical
symmetry of the Bessel function solution, whereas we can ignore it for slow extraction.
However by comparing the normalised Bessel function solution with the numerical
solution (as seen individually in Figures 3.7c and d, and compared numerically in Figure
3.8a), we observe that the 0 carrier condition makes little difference to the solution except
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close to the electrode and therefore the numerical value of J(r) in the bulk can be estimated
accurately from the analytical solution. The symmetry plane at the x-axis corresponds
to a true 0-derivative (Neumann) boundary condition, which the Bessel function solution
respects. We impose similar conditions on the numerical model at the arbitrarily placed
upper and left limits (labelled as ‘insulators’ in Figure 3.7c), however these are far from the
excitation and only locally affect results, as seen in Figure 3.8a. The impact of the n = 0
(Dirichlet) boundary condition on the right is also local, and the Bessel function solution is
accurate a short distance away. Furthermore, we see in Figure 3.8b that, in terms of the net
current into the electrode, the impact of this difference is negligible. In the case of moderate
recombination (v=1 µs−1 so a = 0.026 µm−1), the curves are hard to distinguish, with minor
differences in the limit of small surface recombination (v = 0.1 µs−1 so a = 0.082 µm−1),
such as might arise in a 300 nm high film with a recombination velocity of 3 cm/s).
Due to the similarity of the results from the two solutions and the tractability of the
analytic, boundaryless approximation, we will derive analytic expressions for the current
in both the fast and slow extraction cases. In the fast extraction case, the total current can
be found by simply taking the line integral of the current density along the electrode. In
the slow-extraction regime, the current extracted is proportional to the unperturbed carrier
density over the electrode. These two models result in different relationships between current
and concentration but it will be shown that after being normalised, they produce identical
current trends.
In the slow-extraction limit, we are interested in the integral of the carrier distribution
over a line, (see geometry labels in Figure 3.7b) with elemental length dl1 =
√
dr2 +(rdθ)2.
As we are constrained to r cosθ = x,
dl1 =
√
dr2 +
(
xdr√
r2− x2
)2
=
rdr√
r2− x2 . (3.10)
We can then calculate the current,
I1∝
∫ ∞
x
K0 (ar)
rdr√
r2− x2 .
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Fig. 3.8 (a): Ratio of the numerical solution to the point excitation problem and the analytic,
Bessel function solution. The numerical solution has a 0-concentration condition imposed
at x = 70 and a zero-flux, reflective boundary conditions at other borders. The analytical
solution has no boundary conditions imposed, but matches the y = 0 reflective boundary
by symmetry. Excitation is at the origin. (b): Graph of the total currents going into
the electrodes in the numerical and Bessel function solutions as the excitation point is
moved away from the electrode. Results are for a=0.026 µm−1, corresponding to bulk
monomolecular recombination in our simulation, or a = 0.082 µ m−1, corresponding to a
very low surface recombination velocity or very tall film (3 cm/s for a 300 nm film). The
simulation is conducted in a 100 µm wide, 120 µm long box.
This is integrably singular at r = x. Substituting u = ax, y = r/x, then w =
√
y2−1, we
obtain
I1∝
∫ ∞
1
K0 (uy)xy
dy√
y2−1 (3.11)
= x
∫ ∞
0
K0
(
u
√
w2 +1
)
dw. (3.12)
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From page 685 of [56] we may compare this with known integral
∫ ∞
0
Kν
(
m
√
x2 + z2
) x2µ+1y√
(x2 + z2)ν
dx (3.13)
=
2µΓ(µ+1)
mµ+1zν−µ−1
Kν−µ−1 (mz) . (3.14)
Takingν = 0,z = 1,µ =−12 , we find
I1 ∝
2−0.5Γ(0.5)
u0.51−0.5
K− 12 (u) .
Since Γ(0.5) =
√
π and K− 12 (b) = K12 (b) =
√
π
2be
−b (from pages 255 and 444 of [1]),
I1 ∝ x
πe−u
2u
=
π
2a
e−ax. (3.15)
The end result is we expect to see an exponential decay with length a−1, the diffusion
length.
Turning to the fast extraction model, we instead use an estimate of the total current from
the current contributions we will demonstrate that we obtain the same current decay pattern,
in agreement with numerical integration observed by [57]. However this result may also be
proven analytically. As shown in Figure 3.8, the total current as calculated in this way is
largely unchanged whether we use the Bessel function solution or the numerical solution.
The current is integrated over only the component of the line element orthogonal to the
direction of the current, dl2 = r dθ , and J ∝−dndr = −dK0(ar)dr = aK1 (ar) , so this estimate of
the current I2∝
∫ ∞
x K1 (ar)
(
xdr√
r2−x2
)
. Substituting for t =
( r
x
)2 and u = ax, we obtain
I2 ∝
∫ ∞
1
K1
(
u
√
t
)( dt
2
√
t
√
t−1
)
. (3.16)
This may be compared with the known integral∫ ∞
1
Kν
(
a
√
x
) dx√
x
√
x−1 =
(
Kν/2
(a
2
))2
, (3.17)
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from page 683 of [56]. With ν = 1, using K1
2
(b) =
√
π
2be
−b as above, we find
I2 ∝
1
2
(√
π
2α
e−
a
2
)2
=
π
4a
e−ax, (3.18)
and so, comparing with equation (3.15), we see that we obtain an exponential decay with the
same exponent.
The prefactor is different in I1 and I2 (the extraction velocity in the first case and the
diffusion constant divided by the diffusion length in the second) however as this is ignored in
the normalised result we have a convenient and robust method of analysing the ratio v/D,
irrespective of the physical origin of v. Separating these values may often be accomplished
in these models by considering the time delay between excitation and receiving the current.
These results means that in many cylindrically excited situations, we can establish the
effective one-dimensional extraction velocity and then current behaviour can be determined
analytically. In combination with the findings in the first section, it may be possible to
model this extraction using entirely analytical expressions with a high degree of accuracy.
Another practical result of this is that, when interpreting current measurements from scanning
photocurrent spectroscopy on thin films, we expect the current decay to be monoexponential
outside a small radius where generation or second order recombination terms are relevant,
and for this result to be independent of the extraction velocity of the electrodes. Interestingly,
this solution is identical to the solution of the one-dimensional boundary-free reading of
equation (3.5):
D
d2n
dx2
− vn = 0 (3.19)
⇒ n(x) ∝ exp(−ax) (3.20)
⇒ I1D = qDdndx ∝ exp(−ax) . (3.21)
3.4 Time-dependence of current onset
The above provides us with a solid way of establishing a combined measurement of D and
v, but does not disentangle them. However as well as the equilibrium current measurement,
scanning current microscopy can investigate the time delay between excitation and current
onset, which provides more information about the system. In order to understand how to
interpret this delay, we will explore the time-dependent counterpart of equation 3.5.
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In the non-steady state case, following the same assumptions, the carrier concentration is
governed by the equation
∂n
∂ t
= G−R+D∇2n . (3.22)
We note that without the generation (G) or recombination/carrier extraction (R) terms
and ignoring boundary conditions, this is the diffusion equation in 2D [131], with solution
n0(r, t) = A/(4πDt) exp(−r2/(4Dt)) .
This describes a decaying pattern propagating to reach a position r with characteristic
timescale τ = r2/4D. We can then introduce the R = vn term and can write the new solution
as proportional to the old, so that n = n0(r, t)χR(t)
⇒ ∂n0χR
∂ t
=−vn0χR +χRDn∇2n0 (3.23)
= n0
∂χR
∂ t
+χR
∂n0
∂ t
. (3.24)
We cancel the last terms on the end of each line, from the definition of n0 and so find that
χR(r) ∝ exp(−vt). This is then the effective Green’s function for the source term, G, so if
G = G0δ (r) after being turned on at time 0 then
n =
∫ t
0
dt ′
G0
4πDt ′
exp
(−r2
4Dt ′
− vt ′
)
. (3.25)
We note that the linearity of this model means that in a steady state, the effects of reducing
G will have the same time-dependence as increasing it. This means that if we continuously
excite the system, then stop exciting it, the equilibration time for the excitation onset and
cessation are identical. However there are two problems with implementing the solution via
integration this way: firstly, the integral in 3.25 is not analytically solvable nor well-behaved
numerically; secondly it does not take account of boundary conditions. So, while this can give
us some insight into the initial behaviour of the problem, a more useful expression may be
obtained by numerical calculation. The solution of equation 3.22 is computed in MATLAB,
with a zero-concentration boundary condition imposed at x = 0 and zero derivative boundary
conditions at all other boundaries (x = −100 µm, y = 0 or 100 µm). The current density
going into the electrode is integrated over the electrode, as in the fast extraction case above.
Figure 3.9a shows the time taken for the current to reach 50% of the equilibrium value as a
function of distance from the source, and is roughly linear. We also plot the time taken for
currents to reach a small value, corresponding to extracting 2% of the charges excited per
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unit time. We see that the time for the measured current to reach this value is approximately
quadratic, as expected for a diffusing travelling wave to reach a particular position. However,
at this time the current itself is rather low, so these values are difficult to measure. The larger
fractions, such as the 50% as plotted, is easier to measure but still will suffer from noise in
the data. The measure of time most easily and accurately experimentally accessible is the
mean time lag that will be detected by a lock-in amplifier, teq.
We assume that the optical excitation is chopped with a square-wave form. The lock-in
amplifier takes a signal proportional to the resulting measured current, modulates it with a
function at the chopping frequency and time-averages the response by passing it through
a low-pass filter. By also calculating the results with a delayed modulating signal, we
obtain both the absolute magnitude of the signal response (as used above), and also a phase
delay [92]. This phase delay corresponds to a characteristic equilibration time, teq. The
precise nature of this relation will depend on the modulating function, as discussed in an
appendix (chapter 8). Provided the modulation period 2TP is far longer than any characteristic
equilibration time, then for any arbitrary time T such that TP ≫ T ≫ teq, the value of teq can
be calculated, where we define
teq(x) = T −
∫ T
0 I(x, t)dt
I(x,T )
, (3.26)
for I the total current measured at the electrode (we will use the value of I2 to calculate this
numerically). A derivation of this relation and how it can be calculated from the phase delay
is given in the appendix, chapter 8.
If the boundary conditions are irrelevant, given the linearity of the problem in G, there
are only two relevant constants, D and v. This means we can nondimensionalise (x, t) to
(r
√
v/D,vt). The boundary conditions are still imposed in terms of absolute distance rather
than nondimensionalised distance but the effects of this should be minor when the excitation
is away from them. We therefore expect to see the dimensionless equilibration time to
be a function vteq = g(x
√
v/D). Figure 3.9 shows that plotting teq, as calculated from the
numerical solutions, against x gives a linear relationship, suggesting teq = A(x
√
1/Dv)+B
for some A and B. To establish what these are, teq(x) is calculated for a variety of D and v
and the relationship is plotted in figure 3.9b. We find that the end result is well-fitted by a
linear relationship with gradient 0.428±0.013.
Conveniently, only the intercept of the linear fit is affected by the common offset errors in
x (due to misaligning with the electrode edge) or teq (from lag in the measurement apparatus)
and the intercept is not needed to extract performance metrics. The gradient of the distance-
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Fig. 3.9 (a): Comparison of the time taken for the current output to reach 50% of the final
value, a fixed value equal to 0.2% of the total rate of carrier generation, or teq, as a function
of the distance between excitation point and electrode in the single-variable simulation.
Data is from a simulation with D = 1.5 cm2/s, v = 1 µs−1 (b): The spatial gradient of the
equilibration time, dteq/dx, is plotted as a function of 1
√
Dv for a variety of D and v. As
shown in (a), the gradient of teq is constant for a given set of parameters.
time plot is expected to be 0.43/
√
Dv. Between this and the exponential current-time decay
proportional to
√
v/D, it is easy to determine both D and v separately.
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3.5 Conclusions
In situations featuring large degrees of lateral diffusion, reduced-dimensional modelling
or simple analytical expressions will suffice to describe the behaviour of back-contact solar
cells or optically excited thin films with laterally displaced electrodes if certain conditions are
met. The main conditions are that the system length is long compared to the system width and
that fewer than half of the generated charges recombine. In this case it is usually appropriate
to neglect the vertical distribution, with an extraction term replacing the vertical surface
boundary conditions. If the electrodes extract carriers slowly, this extraction velocity divided
by the height is the extraction term. In the fast extraction situation, a more complicated
expression for the effective extraction velocity is needed, and it is invalid for very large
systems with unequal diffusion constants. Calculating monomolecular recombination levels
from one-dimensional and two-dimensional carrier concentrations produces almost identical
results in the situations studied here.
This dimension reduction treatment may be implemented on lateral problems exhibiting
either one degree of translational symmetry, or on a mixed translational-rotational symmetry
problem such as the point illumination of a system with an extended electrode. In the later
case, several different commonly-encountered photocurrent microscopy measurements will
result in the current recorded exponentially decaying with distance. The exponent factor is
the square root of an extraction or recombination rate divided by a diffusion constant,
√
v/D.
The time taken for this equilibrium current to be reached will increase linearly with distance,
with the gradient being 0.43/
√
Dv. Between these two measurements, v and D can therefore
be extracted. In photocurrent microscopy measurements, the current equilibrium time can be
calculated from the phase delay with a lock-in amplifier. Depending on the placement of the
electrodes, the diffusion constant may be that of the electrons, that of the holes, or one in
between. If the excitation takes place over one selective electrode, the diffusion constant and
extraction rate correspond to the carrier type not extracted. If the excitation takes place in a
bulk film, the diffusion constant corresponds to the ambipolar diffusion, a combination of the
two diffusion constants, and the decay rate is the recombination rate.
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Chapter 4
Modelling the effects of photon recycling
on lateral carrier transport in
back-contact solar cells
4.1 Introduction
Photon recycling is when a solar cell absorbs a photon to generate free charges, then
the free charges recombine to generate another photon which the solar cell also absorbs
[39, 10]. This effect is responsible for the high efficiency of gallium arsenide (GaAs) solar
cells [164, 106], which are currently the most efficient single-junction solar cells, with power
conversion rates of 28.8% under standard conditions [168]. Under some circumstances,
idealised GaAs cells could exhibit efficiencies approaching 40% [102]. The advantage
of recapturing electron-hole pairs that have recombined is intuitive, and results in lower
effective recombination rates than might be expected, however there are effects beyond
simply changing the apparent material parameters. These are, firstly, to increase the external
photoluminescence (PL) by giving light more chances to be emitted in the escape cone
[106, 149], and secondly to redistribute electrons and holes throughout the solar cell.
The first of these factors will be important to consider in the context of the optics and
thermodynamics of the whole system, however the second will manifest itself directly in
measurements of diffusion within the system. There are several different models of the
impact of light-based transport on the effective diffusion of carriers in solar cells, with
different regimes of applicability.
The first model, due to Dumke [39], posits only one carrier of interest radiatively re-
combining with a reservoir of countercharges with a monomolecular rate constant. By
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considering a Taylor expansion of a one-dimensional carrier density change, he calculates a
light flux that results in a contribution to the effective particle diffusion constant:
Doptic =
1
3τR
∫ P(E)
(α(E))2
dE, (4.1)
for τR the radiative recombination rate, P(E) the normalised emission spectrum, the energy,
E and α the absorption coefficient at that energy, to be capped at the reciprocal of the sample
dimensions due to the derivation involving a Taylor expansion and integration of length to
infinity. This contribution can simply be added to the diffusion constant of the whole system,
so this model will be referred to as the ‘assisted diffusion model’. Badescu and Landsberg
[9] derive the same result, with a variable numerical prefactor in the case of systems with
one finite dimension.
Later models allowed for light generated by bimolecular recombination processes. These
include one-dimensional numerical solutions to the drift-diffusion equations with a numerical
photon recycling term included [122, 40, 10], and also an analytical 1D drift-diffusion model
[99]. All of these models assume the direct propagation of light from point of origin to point
of absorption, although a few allow for reflections from the top and bottom surfaces. Because
light is assumed to travel unscattered in lines, they will be referred to as ‘directional radiation
models’ in this paper. However, Yablonovitch argues [167] that imperfections or roughness
in the film will result in randomisation of the direction light is travelling in upon a few
reflections. With films a few hundred nanometers and internal emission at wavelengths that
can travel microns, this is an important effect. For systems with more than one dimension,
it is not clear that any of the direct light-propagation techniques of the one-dimensional
approaches can be easily generalised to include scattering.
An alternative approach to modelling light propagation involves photon diffusion, a
model previously applied in highly-scattering media like biological tissue [38], atmospheres
[21] and astronomy [107], and follows logically from assumptions of the photon gas model in
solar cells, which is often used in thermodynamic assessments of solar cells [139, 127, 101]
but not in nanoscopically detailed models. This model assumes photons have their direction
of travel frequently randomised, and so make a random walk, or diffuse.
The nature of the photon diffusion constant is agreed to be of the form
Dph =
cm
3((1−g)αs +bα) (4.2)
where cm is the speed of light in the medium, αs the inverse scattering length, b a constant
and g the average value of the cosine of the angle between the incoming and scattered light
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(the medium is assumed to be isotropic). This makes (1− g)αs the inverse of the light
randomisation distance, the lengthscale over which the light ‘forgets which way it was going’.
If the scattered direction is independent of the incoming direction, g is zero.
The specific value of b is highly debated [38]. Simplistically, the denominator of equation
(4.2) is the average distance light travels each step, so b = 1. However, different in-depth
derivations disagree, with some questioning whether Dph should be dependent on the absorp-
tion constant at all (i.e. b = 0) [51, 41]. Since absorption is not a redistributive effect, how
rapidly it happens should not affect the random walk up until that point: does the total length
of the random walk affect the diffusion constant? More recently, theorists have argued that it
does, but suggest that a universally applicable expression is not possible. Simulations and
analytical results in different circumstances suggest values should fall between b = 0.1−0.5,
with the most common values in the range around b = 1/3 to 1/5 [55, 4, 42], with the
understanding that different situations will require different values of b. For instance, if
one wishes to model the propagation of wavefronts, a value of b = 1/3 is required to make
the wavefront propagate at the correct speed [42], whereas for time-independent results,
matching correct results depends on the degree of scattering anisotropy [4]. The models
are explicitly developed on the assumption that scattering is dominant, and also should not
be used for time-dependent scattering if fewer than 10 scattering events are likely to have
happened [171], as directional propagation or ‘ballistic transport’ is significant.
All of the derivations of photon diffusion are for systems where light is not generated in
the scattering/absorbing layer; in the event that light is absorbed and then re-emitted at the
same wavelength, it is effectively just scattered. However if there is a wavelength shift in the
absorbed light, or low emission efficiency, more care is needed.
Here, we will compare the three approaches to modelling the behaviour of the system:
assisted carrier diffusion, coherent, directional radiation and photon diffusion. We will apply
these to a one-dimensional system with radial symmetry to model the spread of charge from
a point illumination. The results of this simulation can be compared with an experiment
on a photon recycling perovskite solar cell [123]. This experiment involves the focused
illumination of a perovskite thin film deposited on glass and monitoring the current extracted
from electrodes away from the illumination point as the illumination point moves. This
perovskite system was investigated because of the curiously long-ranged current extraction,
indicative of photon recycling, however the process is not well-understood in perovskites.
This work continues previous research demonstrating the presence of photon recycling in
perovskites and develops more involved numerical frameworks for investigating it.
In order to properly model the outcoupling of light and the manner of propagation of
coherent modes, we will first construct an optical model of the thin film/substrate system.
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How light is outcoupled is important in all models, and if the light is assumed to scatter
rarely, the modal nature of the light propagation will also be important. We will then develop
mathematically the three models of photon recycling and incorporate them into drift-diffusion
models of the perovskite film.
4.2 Experimental investigation
As reported elsewhere [123], back-contact methyl ammonium lead iodide perovskite
solar cells were fabricated by Luis Pazos-Outón to study the behaviour of a photon-recycling
system. Electrodes were fabricated by photolithographically etching 8 µm-wide connected
fingers in an ITO layer on a glass substrate. Electron or hole selective layers of TiO2 or
PEDOT were then deposited on alternating electrodes by electrodeposition, and a strip
without any electrodes on it runs along the edge of the system.
A 1:3 molar ratio of PbAc2 and CH3NH3I was prepared in N,N-dimethylformamide
solvent and films were made by spincoating this solution onto the etched ITO glass slides.
Combined photocurrent (PC) and photoluminescence (PL) measurements were taken by
Monika Szumilo using a WITec alpha300 S scanning near-field optical microscope. This
uses a 405 nm laser with a full-width half maximum of 3 µm to excite the sample at a
point. The intensity of the laser is of the order 10µW, although the precise energy incoupled
from the laser is hard to establish, as it depends on the focus and on reflection from the
sample. The fraction of internal light we expect to be absorbed in one pass is 0.66, using
the absorption constants discussed below. The full-width half-maximum of the laser peak is
3 µm, so we will model the incoming light distribution as a Gaussian with a decay period
of half of this. Measurements of the photocurrent are made as the excitation point moves
away from the electrodes into the film. We expect the PL to depend on the square of the
carrier density, n, although at longer wavelengths PL can travel several µm from its source.
However around the emission peak (760-780 nm) the PL should travel less than a µm. This
means that we expect n∝
√
PL. Since PC ∝
∫
ndl over the electrode at position x, we expect
PC ≈ ∫ ∞−∞√PLdl. To allow the integration to infinity, we fit a biexponential distribution to
the PL and integrate that analytically.
A wide range of diffusion constants are reported in the literature, ranging from < 0.1
cm2/s [137, 150] to > 2.5 cm2/s [37, 144] depending on processing conditions and estimate
techniques. As we will be investigating a trend that might be explicable with unusually long
diffusion, we will chose a high estimate of the diffusion constant, D = 1.5 cm2/s, even though
the single-crystal manufacturing methods normally required to obtain such high values were
not used.
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Fig. 4.1 (A): Fabrication of the IBC device. First, (left) pattern a flat sheet of ITO, then
(middle) electrodeposit TiO2 on half of the “fingers” and PEDOT on the other half, and then
(right) spin-coat the photoactive perovskite layer. (B): Photocurrent map at the edge of the
active area of an IBC perovskite device. The lateral position is along the electrode direction.
We observed photocurrent several tens of micrometers beyond the last electrode (x-axis
position 0 µm, bold dashed line). (C) Comparison between normalized spatial decay of the
photocurrent and square root of PL between 760-780 nm. This component of the PL should
correlate to the square of the carrier density there, hence the finding that
√
PL integrated over
a line is approximately equal to the photocurrent. These results suggest that photon densities,
which propagate over large distances through the material assisted by photon recycling, can
be extracted as photocurrent. Image taken from [123].
Photothermal deflection spectroscopy (PDS) measurements were also made by Mojtaba
Abdi-Jalebi to give the absorption of the system over wavelengths of interest. The PL
spectrum and absorption spectrum can be directly calculated from each other via the Van
Roosbroeck-Shockley relation [160].
Time-dependent PL measurements by Johannes Richter tracked the changes in carrier
population over time, and were used to fit the recombination constants, A = 106 s−1 and
Bext = 10−16 m3s−1. It is known that these values differ widely between samples and
preparation techniques.
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4.3 Computational investigations
4.3.1 Optical modelling
Optical modelling methods
We must first consider the means by which light travels in this film; in the one-dimensional
bulk cases above, few reflections were expected and incoherence could usually be assumed,
however if significant lateral transport is expected in a thin film, the nature of the travelling
modes of light may play an influence.
To assess the effects of interference on outcoupling, we construct a cylindrical two-
dimensional wave interference model based on the work of Benisty [13], where the electric
field excited by a dipole in a thin film is propagated using a transfer matrix approach [108, 76].
This involves the forwards and backwards-going electric field wave amplitudes (Ei↑,Ei↓)
at either side of a thin film layer i through a phase matrix, Ui. At the interface, the field
amplitudes are related via the polarisation-dependent refractive matrix, Wi−1,i. These are
typically expressed in terms of incident angle, θ , however to include the potential treatment
of evanescent waves with imaginary propagating angle, we express the matrices in terms of
radial and vertical wavevector, kr and kz, which must add in quadrature to k = 2πni/λ in
each layer, for λ the free-space wavelength. kr is conserved between layers but may exceed
k in some layers. We then express Fresnel’s equations in terms of these variables. It is worth
noting that there is some controversy over the solution of Fresnel’s equations, with Maezawa
and others [100, 166] suggesting that the form found in many textbooks [15, 49] are not
appropriate for use with absorbing media, where they will give a discontinuity in energy
flow (or Poynting) vector at the interface. However, the standard coefficients used with the
full expression for the Poynting vector for plane waves that allows for interference between
incident and reflected waves [166, 32] overcomes this problem, and the Poynting vector, S is
conserved in our model, except where energy is introduced at the source layer.
Reinterpreting the standard Fresnel results [15, 49] in terms of wavevectors gives the
reflection and transmission components for TE polarised and TM polarised light in nonab-
sorbing media as
rT M1,2 =
kz2n21− kz1n22
kz2n21 + kz1n
2
2
, tT M1,2 =
2kz1n2n1
kz2n21 + kz1n
2
2
, rT E1,2 =
kz1− kz2
kz1 + kz2
, tT E1,2 =
2kz1
kz1 + kz2
, (4.3)
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We may then define the phase and refractive matrices as [108, 13]
Ui =
(
exp(−ikziLi) 0
0 exp(ikziLi)
)
, Wi−1,i =
1
ti−1,i
(
1 −ri,i−1
ri−1,i ti,i−1ti−1,i− ri,i−1ri−1,i
)
,
(4.4)
for Li the thickness of the ith layer. Field intensities after passing through several layers are
then given by(
Ei↑
Ei↓
)
= Wi,i+1Ui+1Wi+1,i+2Ui+2...Wj−1,j
(
E ′j↑
E ′j↓
)
≡ Si,j
(
E ′j↑
E ′j↓
)
, (4.5)
where the prime represents taking the values immediately after the interface. The Si,j matrix
gives us the overall reflection and transmission from the stack; by comparison with refractive
matrix in equation (4.4), we see that the (1,1) element of Si,j is 1/ti, j and the (2,1) element is
ri, j/ti, j. To add the effects of an infinitesimally thick dipole layer at position s, we introduce
a discontinuity in the electric fields on either side of the layer. We define(
A↑
A↓
)
=
(
E ′s↑
E ′s↓
)
−
(
Es↑
Es↓
)
, (4.6)
for the polarisation and dipole-orientation dependent A↓,↑, with values as shown in table 4.1.
This represents the different components of the spherical waves excited by the dipole - in
principle, the range of kz should extend to infinity, although no power is radiated by most of
these modes. As in previous work [47, 115, 75], the refractive index of the active layer is
assumed to be purely real in calculating the values of A to give real angles of emission. If no
light is externally incident, we can express the light exiting the cell from the right and left
side using the matrices(
E ′s↑
E ′s↓
)
= Ss,e
(
E ′e↑
0
)
≡ b
(
E ′e↑
0
)
,
(
Es↑
Es↓
)
= (S0,s)−1
(
0
E0↑
)
≡ a
(
0
E0↑
)
. (4.7)
By comparison with the single-interface refractive matrix (see equation (4.4), [108]), we can
consider the reflection and transmission from all layers after the source are rb = b2,1/b1,1, tb =
1/b1,1 as normal. However, on the left side of the source, the ‘forwards’ direction is reversed,
so ra = a1,2/a2,2, ta = 1/a2,2.
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Table 4.1 Normalised source terms for different polarisations and orientations of dipoles.
Reproduced from [13].
Since there is no externally incident light, E ′s↓ = E
′
s↑rb and Es↑ = Es↓ra. Combining these
with equation (4.6), we obtain the relations(
Es↑
Es↓
)
=
A↓− rbA↑
rarb−1
(
ra
1
)
,
(
E ′s↑
E ′s↓
)
=
raA↓−A↑
rarb−1
(
1
rb
)
(4.8)
⇒ E0 =
A↓− rbA↑
rarb−1 ta, Ee =
raA↓−A↑
rarb−1 tb. (4.9)
Note that the lack of t in (4.8) means that it is appropriate for use even when no E-field
escapes the device. In the event that no light is transmitted beyond a certain layer, the
calculation of the a and b matrices may be truncated at this point. Singularities in the W
matrix arising from t = 0 will cancel and be irrelevant when finding the reflections.
If there is power exiting from either side, we can calculate the outflux of power,
Pout =
∫
dΩSout =
∫
dΩ |Eout |2 nk
2
ze
nsk2zs
=
∫ kc
0
2πkrdkr√
k2− k2r
|Eout |2 nk
2
ze
nsk2zs
, (4.10)
where kc is the highest value of kr that gives a purely real (external) kze, equal to k if n = 1.
Assuming the perovskite is isotropic, we can decompose randomly oriented dipoles to
have equal components in the three principle axes, the horizontal two being identical for
our purposes. This results in twice as much power radiated by horizontal dipoles as by
vertical. Different dipole orientations and polarisation modes behave independently, and the
total energy radiated through top and bottom interfaces should be calculated independently
and summed. We input the film thickness of 100 nm for the perovskite, measured by
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Mojtaba Abdi-Jalebi using a Vecco Dektak profilometer, and the ellipsometrically determined,
wavelength-dependent refractive index from literature values [96]. We can then calculate
power emitted and the intensity at which light travels internally for a range of wavelengths
and then integrate over the PL spectrum of the perovskite. Internal power emission must
be calculated using the full Poynting vector that allows interference between forwards and
backwards propagating terms [24]. For the different polarisations, this is:
ST E ∝ℜ
(
rˆ|E↑+E↓|2nsinθ + zˆ(E∗↑ +E∗↓)(E↑−E↓)ncosθ
)
(4.11)
ST M ∝ℜ
(
rˆ|E↑+E↓|2n(sinθ)∗+ zˆ(E↑+E↓)(E∗↑ −E∗↓)n(cosθ)∗
)
. (4.12)
Using these expressions, we can find the principle travelling modes as the θ values that
make the largest contributions to the rˆ-directional power flow.
Optical modelling results
We then apply this model to our experimental situation, a MAPbI perovskite layer on
glass, with air on either side. Figure 4.2a shows the change in extracted power upon changes
in thickness of the glass layer. Although our method does not formally impose incoherence
resulting from the thickness and width variability in the glass layer, the effect of varying
the thickness results in smaller proportional changes in power emissions at larger heights,
finally settling on variations of less than 1% of the total value when the thickness of the glass
is comparable to 1 mm, as small proportional changes in height make little difference to
the result. In order to numerically resolve the separate oscillations and therefore correctly
average over them, it is best practice to limit the glass thickness to 10 000 nm in other
simulations.
In Figure 4.2b the power extracted from the top and bottom of the system is plotted when
the height of the source layer is moved through the active layer. The emission efficiency
varies by around 10% when the position of the emitter changes. These interference effects
are clearly measureable, but not particularly large. It is interesting that there is destructive
interference that peaks close to the middle of the device, reducing the outcoupling of light and
meaning that the vertically averaged light extraction efficiency is the same as the extraction
efficiency from the average vertical position (i.e. the light out from the middle). However, in
order to simplify later one-dimensional models, we will neglect this difference and assume
the source is always central, at 50 nm.
In order to calculate the total proportion of light that leaves the system, the power
extraction was calculated as a function of wavelength in Figure 4.2c. Integrating this
wavelength dependence over the emission spectrum of the perovskite, we calculate 5.0%
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(a) (b)
(c)
Fig. 4.2 Optical power emission from the perovskite layer of our air/perovskite/glass/air
slab. (a): Varying the thickness of the glass layer and plotting the emission of 785 nm light
from the center of the source (50 nm into the 100 nm source). (b): Moving the position of
the source dipole layer through the 100 nm perovskite layer for 785 nm light and 100 000
nm thick glass. (c): Varying the wavelength for emission from the center of the perovskite
with either real or complex refractive index (other figures feature only complex np). Glass
thickness is 1000 nm.
power emission if the perovskite layer’s self-absorption is considered. If the refractive index
is purely real the emission slightly increases to 5.3%.
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(a)
(b)
Fig. 4.3 Internal electric field strength from dipoles in the center of the perovskite layer at a
wavelength of 785 nm. Glass thickness is 10 000 nm. (a): Comparing perovskites with only
real refractive index with complex refractive index, for TE radiation from a transverse dipole.
(b): Comparing fields resulting from different polarisations and orientations of dipoles. No
TE radiation can emerge from vertical dipoles.
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The interference conditions mean that most of the nonemitted power is concentrated
into modes inside the perovskite. If the radiation wavelength is not absorbed at all, this
can result in an infinitely strong electric field intensity at the mode peak, where resonance
happens. Figure 4.3a compares the electric field resulting from emission inside absorbing
and nonabsorbing perovskite layers. Absorption reduces the peak height, though does not
significantly change the peak location. Figure 4.3b compares the field when considering
different polarisations. In terms of power flow, the factor of interest is the solid-angle-
weighted Poynting vector. In Figure 4.4a, we find the sum of radially-directed power flow
emitted up to different angles, calculated by taking the radial Poynting vector at the source
using equations 4.11 and 4.12 and integrating over solid angles up to a limiting angle. The
rate of increase in this is the power radiated at that angle. The step shape in the dominant
TE curve shows that most of the radial power is radiated in a small range of angles. The
largest increase in the power flow occurs at in the TE spectrum an angle of 0.8 radians
and corresponds to the majority of the total radially-directed power. As this represents
the most significant mode, we will assume that all power generated at this wavelength is
transported at this angle. The specific angle will be the modal angle of the mode, θm, defined
by
∫ θm
0 SrdΩ=
1
2
∫ π
0 SrdΩ. We will therefore model the fraction of coherently propagating
light as having this angle. For a point-source with complex refractive index, we should
include the imaginary component of kr given by this angle.
To check the code’s results we may also compare it with results from the open-source
Moosh project [32], designed to model the properties of thin film stacks under external illu-
mination. The source-free stack transmission and absorption terms are identical, as expected.
We also check the self-consistency of our code, requiring that in the case of neglegibly small
refractive index mismatch, all light leaves the cell and energy is conserved. The Moosh code
also allows us to calculate travelling waves resulting from external illumination, which we
expect to be similar to those arising from internal illumination. These are compared in Figure
4.5, showing high similarity. The means of determining the precise angle differs between the
measurements - the Moosh code calculates only the dominant mode, whereas our treatment
considers all transport and looks for the median power emission angle. This means we cannot
confidently assign the whole of the difference to an internal/external illumination divide, but
a large difference would be cause for concern.
4.3.2 Directional radiation model
We can now apply this finding to the original problem of photon recycling in a laterally
extended solar cell. We will start off with the equations for isotropic bulk transport and then
include photonic behaviour in order to model a point-illuminated sample.
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(a)
(b)
Fig. 4.4 (a): Solid-angle integral of the radially-directed Poynting vector as a function of
angle. (b): the modal angle of radial power radiation as a function of the wavelength at which
it is emitted. All simulations for dipoles in the center of the perovskite layer at a wavelength
of 785 nm. Glass thickness is 10 000 nm.
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Fig. 4.5 Comparison of the simulated absorption length of modes travelling in an
air/perovskite/glass stack using either our code with internally generated light, Moosh
code for externally incident light or the ellipsometrically measured absorption spectrum of
the bulk perovskite.
If we expect the light of the system not to be scattered frequently, then we should use a
directional radiation model for the photon recycling generation term. We will express it in
cylindrical co-ordinates, so the photon recycling generation rate, Gph, at a point r = (r,φ =
0,z), is given by integrating the light received from all other points, (r′,φ ′,z′). The light
which reaches r is given by the decaying spherical wave intensity as a function of the distance
between the emission and absorption of light, ρ =
√
r′2 + r2−2r′r cosφ ′+(z− z′)2. The
intensity of the wave reaching r is multiplied by how strongly light is generated at r′. Based
on [84, 40] therefore we have
Gph(r,n, p) =
∫ ∞
E=0
α(E)P(E)
∫ L
z′=0
∫ 2π
φ ′=0
∫ ∞
r′=0
B
· (n(r′,φ ′,z′) p(r′,φ ′,z′)−n2i ) exp(−α(E)ρ)4πρ2 r′dr′dz′dφ ′dE, (4.13)
where B is the bimolecular recombination coefficient (assumed to be responsible for all
the PL) and L the height of the active layer. This model is constructed assuming that the
photoluminescence spectrum will be constant over the system, which is usually a good
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assumption for low carrier concentrations, although fails for systems when band-filling
becomes relevant.
In a point-illuminated thin film, we may assume diffusion quickly equalises the vertical
distribution of carriers. We may therefore make equation (4.13) two-dimensional, neglecting
any z-dependence as the film height is small compared to the lateral dimensions. The
reflections from the upper and lower surfaces will result in coherent, modal transport in the
emitted light, so we use the modal values of α (the inverse of the absorption length, as plotted
in Figure 4.5) and replace the z integral over a spherical wave with a cylindrical wave. To
account for non-reflected light, we multiply the generation term by Ps, the probability that
re-emitted radiation will remain in the system. In a simplified, non-modal model, this would
be the probability of light being emitted into the escape cone. We can now apply this model
to our point-illuminated film. Assuming cylindrical symmetry about the excitation point
at the origin, we can also perform the φ ′ integral and E integral separately before carrier
concentrations are known, leaving a purely radial carrier-dependent model. The resulting
internal generation term can then be expressed as
Gph(r,n, p) =
∫ ∞
0
dr′GphR(r,r′)PsB
(
n(r′) p(r′)−n2i
)
, (4.14)
where we have defined the function
GphR(r,r′) =
∫ ∞
0
dEα(E)P(E)
∫ 2π
0
dφ ′
r′ exp
(
−α(E)
√
r′2 + r2−2r′r cosφ ′
)
2π
√
r′2 + r2−2r′r cosφ ′ . (4.15)
We wish to study how this equation should be applied to the point-illumination of a
perovskite thin film, where we must also allow the carriers to diffuse laterally. In principle
the electrons and holes should be treated separately and the electric field distribution should
also be calculated, however if there is no nearby carrier extraction at an electrode or applied
electric field, we expect the space-charge electric field to bind together the populations of
the two carriers [140]. The electrostatic attraction between the electrons and holes ensures
that the faster species is pulled back and the slower is pulled forwards. This attractive effect
will force the distributions of the carriers to be (almost) identical, with a diffusion constant
somewhere in between that of electrons and holes. As the distributions are almost identical,
there is no net space charge so the macroscopically observed electric field is neglegible. As a
result, in our experiment we expect to see ambipolar diffusion [113], where there is only one
relevant diffusion constant, and no electric field. This means we can reduce the drift-diffusion
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equations to one diffusion equation
dn(r)
dt
= G(n,r)−R(n)+Da∇2n(r) , (4.16)
where G(n,r) is the total generation, R(n) the recombination and Da the ambipolar diffusion
constant. We apply both monomolecular and bimolecular recombination, R = An+Bn2,
with A = 1 /µm and B = 10−16 m3s−1, as mentioned in the experimental section above. The
spectroscopic recombination constants measure the change in carrier number, so only count
radiative recombination that does not result in subsequent charge generation, therefore the
externally observed Bext = B(1−Ps). Using the light escape probability (1−Ps) =5% and
the measured Bext = 10−16 m3s−1 we obtain B = 2×10−15 m3s−1. We may compare this
model to the non-recycling model, where we use Bext = B but do not add Gph to G.
A program was written to evaluate equation (4.15) numerically to construct a source term
matrix, then apply equation (4.14) in addition to a central Gaussian source term (the external
illumination) to solve this rotationally symmetric diffusion equation. We impose reflective
boundary conditions (zero current) on both the outer (r = 600 µm) and inner (r = 0 µm)
surfaces. The program then solves this partial differential equation to find the steady-state
carrier density. We can derive the PL from this (proportional to the square of the carrier
concentration) and the current - this is given by the line integral of the carrier concentration
over the electrode at position x away from the origin. Numerically, we implement this as
I(x) ∝
∫ ∞
x
n(x)dl ≈ ∑
ri≥x
n(ri)
(√
r2i+1− x2−
√
r2i − x2
)
, (4.17)
where ri is the radial value of the ith lattice site. This model ignores the effects that the
electrodes have on the carrier distribution. The effects of truncating and discretising the
mesh, however, can be investigated as we expect the non-recycling version of the model to
give a zeroth-order modified Bessel function of the second kind, K0(
√
A/Da x), provided
that generation and bimolecular recombination terms can both be neglected as detailed in the
previous chapter.
The results of these calculations give the plots in Figure 4.6a. We can compare these
results to the experimental PC and PL, as seen in Figures 4.6b and c. When comparing to the
PL, we choose the component of light emitted between 760-780 nm, the emission peak of
the PL. It is strongly absorbed, so cannot travel far within the film and therefore indicates
the locally generated PL, whereas much redder PL can travel long distances before being
scattered out of the film. We take PC data from at least 10 µm away from the electrode so that
any affects arising from the electrode itself and any non-Gaussian aspect of the illumination
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can be neglected. The PL was measured away from the electrodes, so data is used from 4
µm away from the origin.
Unfortunately, while Figure 4.6c shows fair correspondence between the recycling model
and the data, 4.6b shows only order-of-magnitude agreement. While both show that including
photon recycling makes the model closer to the data, and the long-term current trend in
Figure 4.6c is fairly accurate, the results do not confirm the validity of this particular model.
This could be due to a miscalculation in any of the input values, or a breakdown of the
assumptions of the model. We will therefore compare this to other models.
4.3.3 Assisted diffusion model
An alternative, simpler version of this model, due to Dumke [39], is augmenting the
carrier diffusion parameter. This model assumes no scattering, so in our two-dimensional
assisted diffusion model we should also use the modally-adjusted α term to implement
equation (4.1). We also require a constant value of τR, which is unfortunate as in the true
situation we expect the radiative recombination to be second order in the carrier concentration
and therefore variable, with τR = (k2n)−1 in the symmetric carrier behaviour case. However
if we use the monomolecular decay rate instead, we can evaluate equation (4.1) to give
Doptic =
k1
3
∫ P(E)Ps
(α(E)sinθm)2
dE , (4.18)
where we have corrected the bulk value of α to α(E)sinθm to account for coherent propaga-
tion and the value of P(E) to account for light escaping the system. This gives Doptic = 11
cm2/s for the values in our simulation, much larger than the non-optical diffusion constant
(1.5 cm2/s) and therefore dominating diffusion.
This can then be added to the diffusion constant in the diffusion equation (4.16) which is
then solved as in the non-recycling case (using the uncorrected external value of k2). From
the numerical solution, we can calculate the predicted PL and PC as depicted in Figure 4.7.
We see that, for a non-fitted model, these both match fairly well to the data.
4.3.4 Photon diffusion model
If we assume frequent scattering, we should not apply coherence conditions for internal
light transport, so the modal analysis in section 4.3.1 does not necessarily apply. However, if
the scattering is weak, a similar outcoupling probability will be obtained, so we will continue
to use Ps = 0.95.
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(a) (b)
(c)
Fig. 4.6 Results of solving the diffusion equation including either directional radiation
or no photon recycling. (a): the carrier concetrations. (b): the square root of the local
photoluminescence, compared to the experimentally measured photoluminescence between
760-780 nm emerging from the film. Values are normalised at 4 µm. (c): The resulting
photocurrents, compared to the measured photocurrent, all normalised at 10 µm.
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(a)
(b)
Fig. 4.7 Results of solving the diffusion equation with photon-assisted diffusion. (a): The
calculated photocurrent, compared to the measured photocurrent, normalised at 10 µm. (b):
the square root of the locally generated photoluminescence, compared to the experimentally
measured photoluminescence between 760-780 nm emerging from the film. Values are
normalised at 10 µm.
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As described in section 4.1, we also cannot assign an uncontroversial value to the b
constant in equation (4.2), however we can compare this model to the previous in the limit of
no scattering, αs → 0〈
∆x2light
〉
= 2NdimDphτph = 2Ndim.
c
3nsbα
.
ns
cα
=
2Ndim
3bα2
, (4.19)
where
〈
∆x2light
〉
is the expectation value for the square of the light’s displacement, Ndim the
number of dimensions and τph the time between emission and absorption of the photon. The
expected squared light travel distance in the directional radiation model is independent of
dimensionality of the system and given by
〈
∆x2light
〉
=
∫ ∞
0 r
2e−αxdr∫ ∞
0 e−αxdr
=
2
α2
. (4.20)
Equating equations (4.19) and (4.20) is not possible without stating the number of dimensions;
we have a two-dimensional system, but are interested only in the radial motion, so if the step
size is small compared to the radial co-ordinate we approximate this to the one-dimensional
case. This matches for b = 13 , which is the value recommended by Durian [42] and in the
range of values found by Aronson and Corngold [4].
However we also need to estimate reasonable values of αs. If we assume that the
irregularities on the upper surface of the film are possible causes of scattering, and that the
noncoherently propagating light travels at the same angle to the surface as the coherently
propagating light, then θm ≈ 0.8 radians, as shown in Figure 4.4b. In a noncoherent model
of photons bouncing between the two interfaces, this would correspond to photons travelling
around twice the height of the film between each contact with the upper surface, which would
also be a reasonable value to assume if the light were emitted with no special angle. With
L = 100 nm, this gives αs ≈ 5000 000 m−1. If we also set g = 0 we have the maximum
scattering situation. If scattering is rarer (or g larger) we can express αs = s2L for the scattering
strength s. This gives us our wavelength-dependent diffusion constant,
Dλ =
c
ns
(
3 s2L +αλ
) , (4.21)
where αλ is the absorption constant at that wavelength. Note that the assumption αs > α
does not hold for most wavelengths if s < 0.2 for the values in our simulation. However, if
light is absorbed and then emitted at the same wavelength and from the same location, it is
effectively scattered, so the validity of this equation may be broader than what is trivially
expected from a non-luminescent film.
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With these relations and estimates established, we can set up the system of equations and
solve them computationally. We wish to model the carrier distribution and light distribution
at different wavelengths. It is necessary to divide the PL spectrum into wavelength bands,
each of which is separately emitted, diffuse, and are absorbed by the perovskite, with the
absorption constant assumed to be constant over the band. This produces a multicomponent
set of interacting diffusion equations as follows:
∂n
∂ t
= Gext +Da∇2n+
c
ℜ(ns)∑λ
αλ γλ − k1n− k2n2 (4.22)
∂γλ
∂ t
= Dλ∇2γλ −
c
ℜ(ns)
αλ γλ + k2n2PλPs (4.23)
where γλ , Dλ and Pλ are the photon concentration and PL emission probability for each
wavelength band and Gext is the external generation. The ∇2 terms in both equations arise
from diffusion and the cℜ(ns) terms show the production of carriers from the absorption of
photons. This term converts the distance travelled by the photon to a time, and the minor
change in the real part of the refractive index over this wavelength range is ignored for
simplicity. The bimolecular recombination term, k2n2, generates a photon, which has Ps
chance of remaining in the active layer and Pλ probability of being in a particular bandwidth.
In one dimension this equation is numerically solvable in a matter of minutes by MATLAB
routine, even with tens of wavelength bands. The results included in this publication used
40 bands for photons, as well as one for carriers, over a 400 µm radial grid with zero-flux
conditions at the outside for all variables.
The resulting carrier distribution is plotted in Figure 4.8a for a range of s. The procedure
for calculating the PL and PC from the carrier distribution is as described in the previous
section.
In Figure 4.8b we compare the model’s predicted PL to the measured PL data and find
that the accuracy is fair at small distances for s < 0.2. In Figure 4.8c, we compare the PCs,
we see a similar reasonable agreement for low scattering, s < 0.02.
4.4 Discussion
The root mean squared errors of the different models predictions is found in table 4.2.
Overall, the low-s photon diffusion models perform the best, although we should bear in
mind that it has one tuning parameter, whereas the other models do not. Although we can
state that s < 0.02, from a single experiment it is not possible to pick out a particular value
below that. It may be noted from Figure 4.8 that the behaviour of the system is not very
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(a) (b)
(c)
Fig. 4.8 Results of solving the diffusion equation including photon diffusion. (a): the
carrier concetrations, plotted for a range of scattering strengths, including applying the
diffusion equation with scattering turned to zero. (b): the square root of the locally generated
photoluminescence, compared to the experimentally measured photoluminescence between
760-780 nm emerging from the film. Values are normalised at 4 µm. (c): The calculated
photocurrents, compared to the measured photocurrent, all normalised at 10 µm.
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Table 4.2 The root mean squared error of the different models as compared to the experimental
results for PL and PC. The models are: no recycling, directional photon recycling, assisted
diffusion, and then five photon diffusion models with different s values.
None Direct Ass. dif. s = 1 s = 0.2 s = 0.02 s = 2e-3 s = 2e-4 s = 0
PL 0.168 0.105 0.093 0.155 0.128 0.084 0.0732 0.079 0.080
PC 0.214 0.103 0.111 0.220 0.192 0.127 0.081 0.080 0.081
sensitive to variation in s below this limit, and that the variation is non-monotonic. This is
reasonable, as slightly increased confinement of bluer light near the origin may increase the
generation of redder light, which can then travel further. However the measurement errors in
the values put into the simulation and the small differences between the results in table 4.2
mean that it would be unwise to claim s≈ 0.002 with any degree of precision. It is worth
noting, though, that this corresponds to 1/µs ≈ 100 µm, which is consistent with random
lasing results showing the lengthscale of the lasing quasi-modes (originating from scattering)
is > 100 µm [35].
Looking at Figures 4.6, 4.7 and 4.8, the PL estimates all significantly deviate from the
measured values at large distances. This is where the model becomes most sensitive to light
with very low absorption rates The lineshapes of the PC are also significantly different from
experiment in all three cases. It is clear from the large-distance behaviour that some aspect
of the problem that is not well-captured by any of these models, but that they give a fair
indication of the effects of photon recycling. The large distance behaviour is also strongly
dependent on the exact absorption of the low-absorption tail of the PL, which is hard to
measure, so we intrinsically expect a high degree of error here.
Unfortunately, the most accurate model is one which has a weak theoretical justifica-
tion. The derivation of the photon diffusion model assumes that scattering is stronger than
absorption, which does not hold here. Our justification for still using this model is that
absorption and re-emission events may be modelled as scattering in some cases, however
since re-emission occurs with low probability outside the first few microns, this is not entirely
convincing. It is likely that a subtly different approximation should be used in this case,
taking account of the directional tendency of generation. A physically reasonable suggestion
might be to include a directional term depending on the spatial change in emitted light level,
like the assisted diffusion term to account for this. Further work needs to be done to derive
approximations for lightly-scattered light, and to gather data in a variety of recycling systems
to compare to the computational findings.
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4.5 Conclusion
Photon recycling in a MAPbI perovskite back-contact solar cell has been investigated
experimentally and the values obtained have been compared to a range of different simula-
tion approaches. A means of accounting for the photonic nature of coherent propagation
is developed, and as the emitted light is found to primarily occupy one photonic mode,
the absorption constant is adjusted to match the behaviour of this mode. The directional
propagation model, the one expected to work for a non-scattering sample, is developed for
two dimensions and solved numerically, however this is not found to match the experimental
values particularly well. The simplified version of this model, the assisted diffusion model, is
also order-of-magnitude correct but not phenomenally accurate. The best match to data is
given by the photon diffusion model for low scattering values, although this is problematic
because in the low-scattering limit, the photon diffusion approximation is not formally valid.
Further investigation, both mathematical and experimental, is needed to clarify this.
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Chapter 5
Predicting the impact of cell structure on
the efficiency of back-contact perovskite
solar cells
5.1 Introduction
Back-contact solar cells offer the opportunity for optimised optical properties by moving
all electrically conductive parts to the back of the cell [103]. This technology has been
responsible for silicon solar cells breaking the 25% PCE limit, and interdigitated solar cells
currently represent the most efficient silicon technology [58]. However it also introduces
the need for fine-scale control of the electrodes on the back, and can increase production
price. We need to prevent shorting between anode and cathode, however we expect that
small electrode separation is needed for optimal device performance. There are several
proposed techniques to achieve this control, all with different payoffs between fine-scale
control and manufacturing cost [36]. Also, in terms of optimising device performance, we
greatly increase the number of free variables that need to be investigated, hence a need for
rapid screening of different architectures and outlining of where we expect performance
maxima to occur, such as through drift-diffusion modelling. While there has been extensive
work into optimising the layout of silicon back-contact cells [87, 80, 97] as well as some
work on GaAs devices [83], there has yet to be any work theoretically examining perovskite
back-contact devices.
These computational investigations tend to happen on mature systems, where the basic
device architecture and desired constituent materials are already known, and we are merely
interested in adjusting the widths of certain regions. However with perovskites, we are still
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Fig. 5.1 2D cross-sections of the different cell designs investigated. a: vertical cell. b:
interdigitated back contact cell. c: quasi-interdigitated back contact cell. d: porous mid-
electrode cell. This has two different porous mesostructured scaffolds (i and iii) separated by
a porous mesostructured electrode (ii). a-c reproduced from [70], d reproduced from [64].
very much at the formative stage, and there remains a wide phase-space of designs and
materials to try out. In this chapter, we will begin to outline the trade-offs of the design
phase-space as we computationally investigate the effects of different geometries and system
sizes on perovskite device performance using the 2D drift-diffusion model. We will attempt
to keep the model general, and make as few assumptions about the non-perovskite layers as
possible. We will also outline computational means to incorporate photon recycling into the
2D models needed to investigate these back-contact devices.
At the time of writing, there have been three different methods of fabricating perovskite
cells described as ‘back-contact’. These are the ‘interdigitated’ geometry of Pazos et al. [123],
the ‘quasi-interdigitated’ geometry of Jumabekov et al. [70] and the ’porous mid-electrode’
cells of Hu et al. [64]. Schematics of how the devices are physically configured can be found
in Figure 5.1. Here we will assess the potential of these designs.
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Interdigitated back-contact solar cells (IBSCs) have a series of alternating electrode fin-
gers extending from either side. In the case of Pazos et al., the indium tin oxide (ITO) fingers
are formed by photolithography, followed by electrodeposition of different transporting
layers on alternate fingers [123]. In the case of quasi-interdigitated solar cells (QISCs), one
electrode and transporting layer is put down globally, then an insulating layer, electrode and
transporting layer are deposited on top. These upper three layers are selectively etched to
reveal regions of the original electrode. This removes the between-electrode gap seen in
IBCs, decreasing the inter-electrode separation. It is worth remarking that if these cells have
either well-spaced electrodes or transparent electrodes, then the cells are suitable for bifacial
designs, where light can be incident from both sides of the cell. This can be a cheap way to
achieve many of the same advantages as concentrator solar cells using simple white paint,
while also allowing the cell to radiate more infrared light, thus remaining cool [65, 60].
In the porous mid-electrode solar cells (PMESCs), there is something of a philosophical
question as to whether they count as back-contact, as one electrode occurs midway through the
perovskite layer, however there is little absorption below this electrode. The implementation
relies on the active layer having mesoporous layers to support the middle electrode. To
construct these cells, the first mesoporous layer (TiO2) is deposited, followed by a porous
electrode layer (Ti, with native oxide on the surface). Then a second mesoporous layer (ZrO2)
is laid on top, and the active layer can be infilled. A planar back-contact electrode is then
evaporated onto the back of this. The titanium oxide facilitates transport of the electrons
to the Ti electrode, whereas the ZrO2 layer is simply a spacer layer. There is no dedicated
hole-transporting material.
5.2 Thermodynamic models
Without modelling precise carrier distributions, we can estimate maximum cell perfor-
mances through thermodynamic limits. This then gives us a point of comparison for the
different cell designs. Previous work [78] has established a theoretical limit to the effi-
ciency of perovskite solar cells, including the effects of photon recycling, however in that
work, absorption coefficients were calculated from photoluminescence using a simplified
van Roosbroeck-Shockley relation, in a manner that neglects non-optical interconversion
between energy states. The full thermodynamic expression requires conditions on energy
level occupancy [14], which we do not expect to hold when the optically excited states
can decay to a lower energy state [66], hence the simple version of the relationship is not
found to be valid [2]. Instead, we will repeat the calculation using the absorption from
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ellipsometry data by Löper et al. [96]. This compares more favourably with absorption data
from photothermal deflection spectroscopy [123] than the convered PL data does.
At open-circuit voltage, the cell’s behaviour is controlled by the balance between incom-
ing light and outgoing light. As described in chapter 2, we expect
Voc =
kBTc
q
log
(
ηQinεin
Qoutεout
)
. (5.1)
Assuming there is no solar concentration or back-illumination on the system, the étendue
of the sun at normal incidence is εin = AΩsun = Aπ sin2(θs) for θs = 0.266◦, the half-angle
of the sun [17]. The étendue of the hemisphere that the system re-emits into is
εout = 2πA
∫ π
0
sinθ cosθ dθ = πA.
This gives a Voc loss of kBTcq log
(
εin
εout
)
=−0.27 V. The balance of light in and out is given
by the absorption characteristics of the cell whose total absorption fraction will be called
σ , resulting in the light absorbed being given by Qin =
∫
dλσ(λ )Is(λ ), where Is(λ ) is the
incident sunlight. This is balanced by Qout in thermal equilibrium, where Is is replaced by
the black-body spectrum, we assume at ambient temperature (297 K).
If reflection from the smooth front surface is minimised and there is perfect reflection
from the back surface, a distance H away, σ =
∫ 2H
0 e
−αxdx = 1− e−2αH . For illustrative
purposes, we can use a height of 300 nm. If the input light distribution, Qin, is the black-
body radiation at the sun’s temperature of 6000 K, we get a Voc contribution of 1.56 V,
approximately the bandgap of the MAPbI, as expected for a sharp absorption onset. This
Voc is then 1.29 V after étendue loss. If we instead use the nonscattered (direct) incident
light spectrum under AM 1.5 illumination [116] (which gives Gt = Qinεin photons, which we
normalise per unit area), we obtain Voc = 1.17 V, due to factors like atmospheric absorption.
We also expect a loss of (kBTc/q) logη . Experimentally, peak η ∼ 30% [34], giving a Voc
loss of around 0.03 V. However in practice, this efficiency will depend on the concentration
of carriers, which depends on the cell volume. If the carriers efficiently diffuse, at steady
state open-circuit voltage we have
Gt
H
− k1n− k2n2 = 0⇒ n =
−k1 +
√
k21 +4k2Gt/H
2k2
. (5.2)
82
5.3 Comparison of device geometries
If all bimolecular recombination is radiative, we have internal quantum efficiency
QE =
k2n
k2n+ k1
, (5.3)
then we must consider the probability for light to escape a thin film. If we use a nonin-
terfering model, this is approximately Pesc = 1/2n2 [167], although for smooth films of
width comparable to the light wavelength, the height-dependent coherent transmission matrix
formalism gives more precise results. In either case, nonescaping light can be reabsorbed
and re-emitted with probability QE again, and by summing the geometric series, we obtain
η =
QEPesc
1−QE(1−Pesc) . (5.4)
We can also estimate Jsc = qGt , as most carriers generated will be extracted when drifting
with the internal field. Although detailed equations will be required to discover the fill factor,
we can set this to one and construct a crude estimate of PCE by simply multiplying Voc
and Jsc. The results of this calculation are shown in figure 5.2. Both PCE and Jsc show a
strong improvement with added height because of the increase in absorption. In practice, the
fill factor is strongly determined by the diffusion behaviour and even at short circuit, some
carriers recombine, so neither will necessarily monotonically increase with height.
5.3 Comparison of device geometries
To get more precise, 2D descriptions of the impact of cell geometries on efficiency, several
different geometries were used to build meshes for the MATLAB 2D finite-element drift-
diffusion equations solver, as described in chapter 2. For simplicity of comparison, all cells
were assumed to have the same TiO2 electron acceptor and spiro-OMeTAD hole acceptor
contacts, which determine the boundary conditions imposed at the electrodes. Fundamental
parameters used in this simulation are shown in Table 5.1. We are using the macroscopically
measured value of bimolecular recombination, which includes photon recycling effects, so
we will not add photon recycling effects on to this model – this means we do not presently
have to worry about the means by which it operates. We will confine ourselves at present to
studying a small system, with 1 µm pitch distance in cases where pitch distance is a relevant
consideration, limiting the potential impact of long-range photon transport.
It is necessary to input some optical parameters into the simulation to determine the
behaviour of light in the system. However this study does not attempt to model the specific
nature of the antireflective layer or reflection from the backing layers, so we will incorporate
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Fig. 5.2 The variation of power output and current (left scale) and voltage (right scale) with
height of the active perovskite layer predicted from thermodynamic simulations.
a nonscattering front interface with a reflective back contact and assume no interference
between the incoming and outgoing waves, giving us a double Lambert-Beer law,
G(z) =
∫
dλ α
(
e−α(H−z)+ e−α(H+z)
)
PAM1.5 , (5.5)
where PAM1.5dλ is the AM1.5 power intensity at wavelength λ .
With these device parameters, we can use the 2D simulation to establish the performance
characteristics of the structures.
We begin with modelling a vertical cell, where electrons and holes are extracted from
the front or back, in keeping with most research cell designs. This serves to check that
the two-dimensional code does not introduce any spurious features and gives a point of
comparison. The data produced shows that lateral variation (i.e. noise) is very minor when
the program behaves physically, which includes all the power-generating voltage range. It
is worth noting that in cases where the model breaks down due to excessively large applied
voltages, the spuriously large values are not laterally consistent, and that these large errors are
more likely to appear with finer meshes. While we generally expect finer meshes to exhibit
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Fig. 5.3 2D cross-sections of repeat units of the different cell geometries used in the sim-
ulations. Diagrams not to scale, real distances indicated for initial simulations with 1 µm
total pitch distance. The height of the active layer is initially varied, but vertically labelled
distances are unchanged. Later, the width of the cell is changed, and horizontal lengths will
change to keep in proportion. Thin electron- or hole-transporting layers are assumed present
in between the active layer and the electrodes.
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Symbol Description Value Source
H Height 350 nm Input
L Pitch length 1 µm Input
me Relative electron mass 0.12 [22]
mh Relative hole mass 0.15 [22]
ni Intrinsic carrier concentrations 3×104 cm−3 [118]
nTi Electron density at TiO2 4.8×1014 cm−3 [118]
psp Hole density at Spiro-OMeTAD 1.0×1012 cm−3 [118]
εr Static dielectric constant in the perovskite 25.7 [22]
T Temperature 293 K
Dn Electron diffusion constant 0.63 cm2/s [37]
Dp Hole diffusion constant 2.65 cm2/s [37]
τe Trap fill time for electrons 0.056 µs [66], TRPL
τh Trap fill time for holes 0.22 µs [66], TRPL
nt Trap density 3.3×1010 cm−3 [144]
k2 Bimolecular decay rate 8.0×10−10 cm3/s [66], TRPL
Table 5.1 The values used in all simulations unless otherwise specified. These represent good
but achievable device parameters. In the case of [66], two measurement techniques were
used to measure the values referenced – we have used the values obtained by time resolved
photoluminescence (TRPL).
higher accuracy, they have more degrees of freedom, meaning more opportunity for errors
and spurious oscillations to grow. This means smaller meshes may increase the instability of
the numerical solution [3].
Fortunately these breakdowns do not occur under operational voltages so we use our 2D
model to calculate the parts of the JV curve that determine performance values. The 2D
representations of the different geometries are shown in Figure 5.3. We will use the same
equations for all devices, although in practice manufacturing requirements mean that not all
devices can be made with the same selective layers and the optics and bulk characteristics
may significantly vary depending on deposition. Examples of device recombination and
current flows are shown in Figure 5.4 for when the devices are held at 1V (near the maximum
power point).
In figure 5.5 we see some performance metrics for the different cells. The effects of
switching the position of the electrode and cathode in vertical, QIBSC and PMESC cells was
also investigated, but the differences in performance were small and so only the versions
depicted in figure 5.3 are presented for clarity.
Figure 5.5a shows the Jsc of the different geometries as the height of the perovskite layer
is changed. There are several noticeable features. Firstly, for all curves the general curve
shape is consistent with the thermodynamic model above. This shows that, for relevant
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Fig. 5.4 Recombination density through simulated devices held at 1V applied bias. Arrows
indicate the direction of the electron current, with length proportional to current density.
Boundary with cathode is marked in orange. a: Vertical device. b: Raised IBSC. c: Flat
IBSC. d: QIBSC. e: PMESC. Note that this graph has a different x-scale to the others.
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(a) (b)
(c) (d)
Fig. 5.5 Performance metrics for different geometries of 1 µm long cells as the height of the
active layer is changed. a: Jsc. b: Voc. c: FF. d: PCE.
cell heights, the total absorption is more important than recombination, hence a monotonic
increase in current with increasing height. This also explains the reduced starting point of the
raised IBSC and QIBSC – these cells have large raised electrodes that reduce the volume of
the active layer, although this matters less as the active layer becomes higher. Secondly, the
vertical device is initially better, due to very short extraction lengths and a guiding electric
field, whereas the other electrodes require a degree of diffusion of carriers generated above
the electrodes, where there is a relatively uniform electric field.
We see in figure 5.5b that the Voc values change only weakly with cell height and even
more weakly with cell geometry. Comparing these results with figure 5.2, we see the
values were well-predicted by thermodynamic considerations. However we also see that, in
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taller cells, the vertical devices have a slightly higher Voc than the other designs, because
electrons generated near the upper surface are created next to one electrode and therefore the
concentration of carriers next to that electrode is higher than the bulk value. In back-contact
devices at V >Vbi, most carriers will be generated away from both electrodes and will need to
diffuse before they are extracted, resulting in lower carrier concentrations at both electrodes.
The PMESC device has a crossover region between the two electrodes that receives little
light and is hard to diffuse into. In deep devices, there will therefore be some charge injection
at voltages over Vbi, reducing the Voc.
Figure 5.5c shows that the fill factor gives the most significant variation between cell
designs, and is also where we see behaviour that was not intimated by the thermodynamic
model. The shapes of the curves show markedly different and nontrivial interplays between
drift, diffusion and recombination in each geometry, typically resulting in the peak FF around
500 nm. Figure 5.5d shows the product of all these factors, and the clear winner is the vertical
device, at a height between 600-700 nm. However these devices will in practice have some
self-shadowing from the electrodes, which was not accounted for in the model – in the case
of the vertical device, this could easily account for a 10% decrease in cell performance. The
PMESC will have this problem to a much lesser degree, and will also have noticeably different
internal transport properties than its competitors, as with the current means of manufacturing
it relies on the bulk having mesostructured frameworks. PMESC also has both electrodes
close together, meaning that there is little electric field in the bulk of the device and most
separation happens by diffusion. The raised IBSC performs poorly, due to its large lower area
where no carriers are extracted, meaning that more recombination can occur. This feature
could become an advantage if there were high interface recombination at electrodes (but not
at the insulator), however we already have developed perovskite processing techniques to
reduce interface recombination to very low levels [18], hence it has not been included in the
model. Following on from these results, we will consider only the most efficient design, the
flat IBSC.
5.3.1 Changing the pitch distance
Increasing the pitch distance will lead to more opportunities for recombination before
extraction. However it will also be easier, quicker and cheaper to manufacture, as well as
reducing the electric field that must be diffused against when V >Vbi. The pitches chosen
above were similar to those easily manufactured according to the various methods - while
PBESC is easily adjustible, the other techniques are less so.
The JV curves of simulated cells of different lengths can be found in figure 5.6. We see
that although Jsc monotonically decreases with cell width, the overall performance is fairly
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(a)
(b)
Fig. 5.6 a: JV curves of 600 nm high flat IBSC cells with different pitch distances. b: The
Jsc, PCE and FF of these cells as a function of pitch distance. PCE and Jsc on the left scale,
FF on the right.
level for devices less than 5 µm wide due to the slight decrease in the fill factor. Voc changes
by much less than 1% across all pitch distances. The maximum device efficiency is 21.4%,
which occurs for a 4 µm pitch length device.
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5.4 Including photon recycling
As discussed in the previous chapter, there is some question over the correct way to
incorporate photon recycling effects into this model. These concerns are exacerbated for
general cases where we attempt to make predictions that do not depend on the precise
nature of the surrounding layers. However, a large proportion of the photons emitted will
be absorbed over a short distance, before many bounces have occurred. These photons can
presumably be modelled with the non-local direct radiation approach based on spherical (not
cylindrical) waves, as has been done in previous one-dimensional models [40, 10, 165]. There
have also been attempts to incorporate the full Maxwell equations into multidimensional
drift-diffusion models [45], or to proceed through a ray-tracing model [121], both of which
require a fairly large degree of computational resources to solve the problem on dense grids.
Our model is somewhat similar to the last of these, although adjusted for both computational
efficiency and for application to the situation of repeating geometry that we face.
For this simulation, we are in the regime where the small distances between electrodes
are relevant, and are only interested in the absorption location modulo the pitch length. Light
that travels distances longer than the pitch length will have a relatively even distribution
across the cell irrespective of the model we use to determine its final location, and so our
results should not be sensitive model errors in this regime. Provided our pitch length and
height are comparable, so scattering or reflection is rare compared to light travelling over
whole symmetry units, we do not need to worry about how scattering or photonic transport
happens.
We will therefore model the recycling generation function using previously mentioned
direct transport generation function [84, 40], as in chapter 4, here written in our laterally
symmetric situation in terms of in-plane radial separation distance r′, in-plane angle φ ′ and
out-of-plane distance z′ with total distance ρ . This gives us a generation function contribution
of
Gph(r,n, p) =
∫ ∞
E=0
α(E)P(E)
∫ π
θ ′=0
∫ 2π
φ ′=0
∫ ∞
r′=0
B
· (n(r′,φ ′) p(r′,φ ′)−n2i ) exp(−α(E)ρ)4πρ2 r′dr′dz′dφ ′dE. (5.6)
Once again, we will separate out the part that depends on the separating distance, GphR and
the part based on the carrier concentrations at the source, (r′,φ ′)
Gph(r,n, p) =
∫ ∞
0
r′dr′dφ ′GphR(r,r′)B
(
n(r′,φ ′) p(r′,φ ′)−n2i
)
. (5.7)
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GphR is only a function of the in-plane separation between between the source and absorbing
volume, which we will denote R. However the total separation, ρ , also depends on z. We
therefore find GphR by integrating over the line perpendicular to the plane, with length
variable z′ =
√
ρ2−R2 ⇒ dz′ = ρ/
√
ρ2−R2dρ . We wish to evaluate this numerically on a
mesh, so if the in-plane area of the source mesh is As, we can calculate the local contribution
GphR,local(R) =
∫
dE PαAs 2
∫ ∞
R
e−αρ
4πρ
√
ρ2−R2 dρ. (5.8)
Substituting u = ρ/R,
GphR,local(R) = As
∫
dE P
α
2πR
∫ ∞
1
e−αuR
u
√
u2−1du. (5.9)
This integral is not analytically solvable, but the u-singularity at the origin is well-behaved and
so we can numerically solve this to find the additional photon recycling generation function
on our Delaunay-triangulated grid. The one exception to this is that we will need to find
the self-absorption of a grid section, in which case we encounter the R = 0 singularity. This
singularity is also radially integrable, and so disappears if we take account of the variation
across the face of the grid triangle, but it is hard to rigorously integrate this self-absorption
term over the face of our arbitrarily shaped triangular prism. We will instead approximate
the integral using the absorption of light from the center of a cylinder with the same area, of
radius rc =
√
As/π . This is
GphR,local(0) = As
∫
dE Pα
∫ rc
0
dR
∫ ∞
1
e−αuR
u
√
u2−1du (5.10)
= As
∫
dE P
∫ ∞
1
(1− e−αurc)
u2
√
u2−1 du. (5.11)
In practice, equations 5.9 and 5.11 are computationally costly to calculate, so instead of
calculating the value returned between every pair of lattice points (and reflections of lattice
points, and reflections of reflections of lattice points) we will tabulate values across the
necessary range of distances and interpolate between these results. Any electrode projection
into the active area is assumed to have the same absorption constant as the active area, but
light absorbed in this area does not result in charge generation. We will assume a loss of
10% from light incident on the upper surface and allow the rest to be reflected, but will
assume perfect reflection from the rear and the two sides (the sides do not represent true
reflections, but symmetry points of the system). We will calculate the contributions arising
from any two such reflections and add them to the direct radiation contribution, then assume
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that, of the light neither escaping nor absorbed so far, a fraction Pesc = 10% is lost and
the rest is distributed equally over the active area. In order to implement this over a mesh
with different area triangles while conserving carrier number, this last, spatially uniform
generation contribution is weighted by the area of the source, Ai and the sinks, A j. This
results in a generation contribution of
Gglobal,i =
Aimi
∑ j A j
, where mi = 1−Pesc−PnoBounce−∑
j
GphR,local(|r j− ri|)
A j
Ai
. (5.12)
The sum over j includes both the mesh point j and reflections of the mesh point. PnoBounce is
the proportion of light that was incident on the top surface and did not rebound, calculated as
PnoBounce = ∑
top reflection j
PescGphR,local(|r j− ri|)
A j
Ai
. (5.13)
(a) (b)
Fig. 5.7 Example matrix entries from concentration-invariant GphR from the center of a
QIBSC. a: GphR contribution throughout the cell arising from luminescent recombination
occurring at the center. b: GphR contribution at the center from luminescent recombination
elsewhere in the cell. The contribution from each mesh region scales with the area of the
region, hence the ‘mottling’ effect.
GphR = Gglobal,i +GphR,local can be stored as a matrix to be multiplied by a matrix of
the local luminescent recombination rates to give the additional generation contribution
from photon recycling, as shown in figure 5.7b. The resulting computation can easily be
performed on a desktop computer, however the difficulty of storing the large matrix GphRsum
limits the resolution and therefore accuracy of the simulation. To reduce the feedback, the
photon recycling term is treated as a perturbation of the non-recycling solution, as done in
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1D by Balenzategui and Martí [10]. The solution is calculated without it, then the additional
G contribution is calculated and the problem is solved again, and the process is iterated
to converge from below. For cases where the internal luminescence is calculated from
experimental data, we should correct the second order recombination coefficient to represent
the internal value rather than the externally measured value.
(a) (b)
Fig. 5.8 JV curves of perovskite cells from 1000 nm wide, 600 nm high 2D simulations, and
the changes to these curves when photon recycling effects are included. Corrected recycling
(dashed) is when the bimolecular recombination rate is increased to account for recycled
light. a: Flat IBSC geometry. b: Vertical cell geometry.
The results of these simulations can be found in figure 5.8. The subfigures show that the
changes to the JV curve are very small when energy is produced, with significant differences
only appearing around Voc. Photon recycling in general does not affect Jsc, where almost
all carriers are extracted, and in this case also does not influence the maximum power point
either. Therefore useful device performance is not affected here. This is consistent with
experimental assessment of the importance of photon recycling under one-sun illumination
[46]. The adjusted value of Voc is given by the crossover point of the red and black lines. The
dashed line describes the effects if we increase the internal radiative recombination constant
to match the externally measured decay rate of uniformly distributed carriers. As carriers
are not uniformly distributed during operation, but concentrated in the more-emitting upper
region, this correction is subtly simplistic and produces a slightly poorer Voc than having no
photon recycling. If we do not correct the B coefficient, then we see a significant increase in
Voc, but more importantly than moving carriers around, we have effectively reduced B. These
findings are seen in both the flat IBSCs and the vertical designs.
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(a) (b)
Fig. 5.9 JV curves of perovskite cells from 4000 nm wide, 600 nm high Flat IBSC 2D
simulations, and the changes to these curves when photon recycling effects are included. a:
Using the materials parameters as in table 5.1. b: Multiplying the trap fill times by 200 and
dividing the diffusion constants by 50.
In Figure 5.9 we see the similar curves for longer (4 µm pitch length) systems, the
optimised size found above. The lack of variation below Voc is replicated for standard device
parameters, although some small variation can be seen when monomolecular recombination
strength is reduced but diffusion constant is increased. Changing only one of these parameters
by around this much is insufficient to produce visible variation at lower voltages, and even
with both changed the variation is minor. This indicates that the short-ranged transport effects
of photon recycling will always be minor for perovskite device operation.
5.5 Discussion
The efficiency of back-contact solar cells is, considering only internal geometry, sig-
nificantly poorer than that of the vertical devices for all geometries that are investigated
here. The vertical cell clearly suffers a larger fill factor penalty than the other designs with
increasing height, as the height also increases the electrode separation distance, however Jsc
changes are small by the time this is significant. We expect there to be a significant optical
benefit to back-contact devices, which may make the devices perform comparably, however
the designs simulated here do not suggest that we can easily anticipate the same degree of
performance improvement seen in silicon solar cells. This may be explained as follows:
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firstly, silicon has much lower recombination rates [86] and higher mobility than perovskites
(∼ 1000 cm2/Vs [26]), enabling long-ranged charge transport. Secondly, as it only absorbs
via an indirect bandgap, it has a lower absorption constant than perovskites, hence a thicker
active layer is required to absorb the incident light. This necessitates long vertical diffusion
distances, whereas horizontal diffusion can be arbitrarily short. In perovskites, optimal cell
height is typically less than a micron. The optimal active layer heights found in this study
could be further decreased through the use of a textured front surface, whereby perpendicular
incident light is refracted to travel at large angles and therefore has a longer travel length
than the film height.
Interestingly, the operational efficiency of back-contact cells are not substantially affected
by changing the pitch distance provided it does not exceed 10 µm. This is convenient for
many forms of manufacturing like lithography, and only slightly above the lengthscales that
can be achieved using screen printing and offset printing [25]. However the many-microns
pitch distances that are used for silicon back-contact cells will not be applicable for MAPbI.
The most efficient back-contact cell discovered through our process was a 0.6 by 4 µm flat
IBSC, achieving an efficiency of 21.4%, whereas the vertical cell design peaked at 24.2%.
This means that an optical improvement of more than 13% would be required to incentivise a
switch to back-contact cells. This figure would decrease if the recombination rates were to
decrease or the mobilities increased, however the impression we are left with is that progress
in efficiency will come more from changing the nature of the active layer rather than changing
its shape.
The 2D photon recycling model shows that we can safely ignore the operational effects of
optical transport in a uniformly excited system. Although there is some redistributive effect
from the photon recycling, the level of recombination is fairly uniform in our case and the
changes to the system are only noticeable when bimolecular recombination is very high and
very variable.
5.6 Conclusions
We have developed a technique for incorporating photon recycling into back-contact
cell designs and shown that, for cells under uniform illumination it is not necessary to
explicitly include this for MAPbI perovskite cells. A model that has the correct effective bulk
recombination will give accurate predictions of the JV curves. This increases our confidence
in previous drift-diffusion equations on perovskites, and shows we can focus our attention on
accurate modelling of trap state behaviour.
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The relative advantages of vertical and several back-contact cells have been investigated
and it is shown that in terms of internal carrier behaviour, vertical devices out-perform all
back-contact designs. The most efficient back-contact cell discovered through our process
was a 0.6 by 4 µm flat IBSC, achieving an efficiency of 21.4% compared to 24.2% for an
optimised vertical cell. The QIBSC also showed some promise. Any optical improvement of
the back-contact design would have to exceed this internal-transport penalty before switching
designs becomes worthwhile.
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Chapter 6
Conclusions and future work
6.1 Conclusions
In this thesis we have computationally and analytically investigated situations where
we can construct simplified models of lateral carrier and photonic transport in solar cells,
particularly focusing on perovskite cells. We have shown that coupling the drift-diffusion
equations to photon transport within the cell need not be computationally challenging, and
outlined how this helps us assess data from scanning photocurrent microscopy and the
suitability of perovskite back-contact solar cells.
We firstly demonstrated that in many cases, a one-dimensional model will suffice for
modelling the lateral behaviour of the solar cell, allowing for increased ease of interpreting
experimental results on extended substrates. The current-extracting lower boundary condition
can be replaced by an effective extraction velocity, for which we have derived appropriate
analytic expressions in cases of slow extraction or for similar electron and hole diffusion
constants. However we also show when this model may break down, primarily when the
cell width is less than the height, or when the majority of generated carriers recombine with
each other. We then apply this model to scanning photocurrent microscopy, which we would
expect to require two lateral dimensions to be modelled. We show that we may analytically
integrate over both lateral dimensions to generate analytic expressions for the current output
and response time for a range of different physical setups.
Secondly, we investigated photon recycling in the context of one-dimensional lateral
transport, and develop three models that are each suitable under different circumstances.
Using the findings of the first chapter, we incorporated these into our one-dimensionalised
lateral diffusion model and compare the models to device performance under scanning
photocurrent microscopy. The three models we compared were two nonscattering models of
differing complexity and a photon diffusion model appropriate for scattering systems. We
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find that the best model includes a small degree of scattering, which is not normally included
in short-range transport models.
Thirdly, we modelled different geometries of MAPbI perovskite back-contact solar
cell and compared them to traditional vertical devices. We found that the vertical devices
have superior internal transport properties, with a flat-based back-contact design showing
the second-best characteristics. Although we anticipate that back-contacts will reduce
front-surface shadowing, we would need more than 10% more light admitted to justify the
manufacture. This suggests that back-contact solar cells will not offer perovskites the same
degree of improvement that was found in silicon solar cells. A model for incorporating
photon recycling effects into these two-dimensional models is outlined, but shown to be
superfluous for the materials parameters of the perovskite cells investigated.
6.2 Future work
1. The utility of converting to a 1D model could be improved by investigating how to add
the effects of applied voltages to the system. There will be fairly trivial drift effects
of lateral transport, however there may also be significant height-dependent vertical
fields, which will complicate the expression for extraction velocity.
2. This work is purely computational in nature and there are a number of related exper-
iments that would clarify the applicability of its models. Chiefly needed are further
studies to elucidate how light travels within a solar cell. This is complicated by the
relationship between optical and electronic transport. One avenue to decouple these
is to apply the models to nanocrystal films, where the conductivity can be modulated
very easily. Unfortunately this may also change the optical behaviour of the film, and
the findings will not necessarily be applicable to other film types. A second avenue
of approach is to shine focused, sub-bandgap light into the cell and detect how much
scatters out with distance. In this case, we minimise the absorption and have no
secondary generation, allowing us to measure only the scattering and waveguiding.
The sensitivity of this technique will depend on the film being reasonably scattering.
3. There are a large number of geometric parameters in all of the different back-contact
cells that could easily affect device performance, for instance the extent of the elec-
trodes and their separation. All of these could be investigated.
4. Having come to some conclusions as to the optimal geometries, we could couple this
to full models of optical management to investigate both interference effects and the
effects of a rough front surface.
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5. We could also investigate how to formally incorporate the scattering model developed
in chapter 4 into the 2D drift-diffusion model in chapter 5.
6. The models used in this thesis are a compromise between the specifics needed to
model perovskites and the generality required to model other systems. We could adjust
the models in either direction, by adding mobile dopants and full expressions for
direct-indirect bandgap effects on absorption and emission characteristics for more
complete perovskite models, or by making them suitable for strongly-doped systems
like silicon solar cells by focusing on the minority carriers.
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Chapter 7
Appendix 1: Linear fit error analysis
Fig. 7.1 (a): The variance in the current entering one electrode as a function of the distance
along the electrode, plotted against the pitch length of the system and the extraction velocity
at that electrode. (b): Mean squared relative error between the linear fit to the current density
and the actual current density. (c): the absolute values of the error in (b).
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Appendix 1: Linear fit error analysis
When considering the R2 values for the goodness of the linear fit to the carrier density-
current curves, we should be aware of the different components that influence this value.
In practical applications, a poor R2 alongside a low variability of both carrier density and
current may be irrelevant: in many simulations, only the absolute error may be of interest.
Figure 7.1a plots the current variance across an electrode. We see that this increases for
larger systems and for systems with faster extraction. This means that these systems can
‘afford’ higher absolute errors before developing lower R2 values.
Figure 7.1b simply plots the mean squared proportional error in the current fit, defined as
⟨∆JR⟩ ≡
〈
(J(x)−qv1Dn(x))2
J(x)
〉
.
We see that this increases with pitch distance too. The change in relative error is non-
monotonic as we increase the extraction velocity, but there is a mild tendency for it to
increase.
R2 = 1− ∑(J−qv1Dn)
2)
∑(J−⟨J⟩)2 ,
so R2 does not depend on the relative error, but on the absolute error, shown in Figure 7.1c,
divided by the variance in current. This shows monotonic behaviour, on the whole a similar
pattern to the variance but with a smaller change. As the variation in current variance is larger
than the variation in relative fit error, this consideration dominates R2, however considering
the relative fit error alone, we see that this will be worse for very large systems, becoming
unreliable when the pitch distance is around a hundred times the film thickness.
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Appendix 2: Equilibration time relation
for different lock-in amplifiers
The equilibration time, teq, described in the text, is similar to but not quite the value of
the measured phase offset multiplied by the period of the lock-in amplifier. We will here
derive the precise relationship between these two values for two different lock-in amplifier
waveforms. We will assume the system becomes arbitrarily close to equilibrium after time T ,
which is much shorter than the period of the modulating waveform of the lock-in amplifier.
The phase delay in a signal, f (t), detected by the lock-in is given by
Φ= arctan
(
Squ
Sin
)
(8.1)
for the signals modulated in-phase and in quadrature, Squ and Sin respectively. We assume
the signal has a maximum value of (approximately) fm = f (T ) and behaves linearly so that
after the light is chopped at time TP, we have f (TP + t) = fm− f (t).
If the waveform is sinusoidal, we may express
Squ =
∫ 2TP
0
f cos
(
πt
TP
)
dt (8.2)
=
∫ T
0
f cos
(
πt
TP
)
dt +
∫ TP
T
fm cos
(
πt
TP
)
dt−
∫ T
0
( fm− f )cos
(
πt
TP
)
dt (8.3)
=2
∫ T
0
f cos
(πt
T
)
dt−2 fm TPπ sin
(
πT
TP
)
(8.4)
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Sin =
∫ 2TP
0
f sin
(
πt
TP
)
dt (8.5)
=2
∫ T
0
f sin
(
πt
TP
)
dt +2 fm
TP
π
cos
(
πT
TP
)
(8.6)
Therefore, after Taylor expanding all trigonometric expressions and discarding small terms,
equation 8.1 gives us
Φ≈ π
∫ T
0 f dt− fmT
TP fm
. (8.7)
⇒ 2TPΦ
2π
≈ teq. (8.8)
Applying a similar process to a square wave function, we instead obtain
Squ =
∫ TP/2
0
f dt−
∫ TP
TP/2
f dt−
∫ TP/2
0
( fm− f )dt (8.9)
=2
∫ T
0
f dt−2 fmT (8.10)
Sin =
∫ TP
0
f dt−
∫ TP
0
( fm− f )dt (8.11)
=2
∫ T
0
f dt + fm (TP−2T ) . (8.12)
Again discarding small terms, we have
Φ≈ 2
∫ T
0 f dt− fmT
TP fm
. (8.13)
We recognise that in both cases, when f = I, ΦTP is proportional to the expression for teq as
used in the main text, but with different prefactors.
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