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ABSTRACT
The relatively recent explosion of mobile traffic in the internet, combined with a near
constant dependence of both mobile and desktop applications on connectivity have driven
new demands on Internet infrastructure. These changes have inspired significant recent
research on Internet congestion control, and the deployment of the first significant change
to standard TCP-like congestion control in the past 30 years. This evidence supports two
trends: first, new congestion control algorithms are needed to appropriately operate in
new networks; and second, new congestion control algorithms are coming to the world,
whether I design them or not. In my work, I address both trends. First, I investigate ways
to automatically learn state-of-the-art congestion control algorithms using simulations of
expected network conditions and a configurable reward function. Second, I created a publicly
visible testbed for easy, parallel testing of new algorithms. Using this testing infrastructure, I
have compared almost a dozen significant, or recent congestion control algorithms, including
identifying significant oversights in two recent algorithms published at a recent top-tier
networking conference.
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CHAPTER 1: INTRODUCTION
While early computer networks might be seen as a peripheral part of computer function-
ality, modern computer networks are a critical part of most computers, with mobile phones
and some laptops like Chromebooks relying on the network for essential operating system
functions like storage. Because computer networks have taken on an increasingly critical
role, the protocols and algorithms that support networking have become even more im-
portant to having a functional computer. Unfortunately, many widely deployed congestion
control algorithms, key algorithms in data transmission, are almost completely insufficient
for modern network applications for several reasons. First, modern applications like video
conferencing have a variety of requirements like low latency and stable throughput, nei-
ther of which are generally achieved by the most widely deployed algorithm. Second, many
existing algorithms perform poorly in cases where evolving network technologies have pro-
duced conditions outside of the design or testing parameters of existing algorithms. These
challenges combined have spurred significant innovation in congestion control in the past
five years, with new mechanisms added to the Linux kernel, and the large-scale deployment
of the first non-TCP congestion congestion control [1]. Unfortunately, this innovation has
yet to produce a single congestion control algorithm that works well in all cases [2]. As a
result, continued development, either by humans, or via machine learning will be necessary,
and thoroughly testing new algorithms are open problems. My work proposes and analyzes
both a new reinforcement learning-based algorithm that can be updated automatically [3],
and a new testing infrastructure that can be used to assess the performance and robustness
of a variety of congestion control algorithms based on a combination of Pantheon [2] and
Mininet [4].
A key problem with a large variety of TCP-like congestion control algorithms, including
the widely-deployed TCP-Cubic, is that they only limit congestion in the context of large
file transfers, where avoiding high packet loss is sufficient and latency has little effect on user
experience. For other applications, like live video conferencing, interactive web browsing
or game streaming, both low latency and stable transmission rates are important. Unfortu-
nately, TCP-like algorithms limit only the congestion window, and often react only to packet
loss. These two mechanisms mean that stable transmission is not guaranteed (because of a
lack of pacing), and latency can grow until buffers in the network completely fill, resulting in
high latency. Several algorithms exist to serve low-latency applications, including Copa [5],
PCC-Vivace [6], Sprout [7], TCP-Vegas [8], and to a lesser extent, BBR [1]. However, of
these algorithms, only BBR explicitly attempts to find a stable throughput. Additionally,
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all of these latency-sensitive algorithms open themselves to new potential weaknesses. For
example, latency variation is not necessarily a well-understood signal of congestion, whereas
TCP-Cubic’s loss-based backoff procedures have been well understood for a decade, allowing
network operators to adjust there networks such that Cubic will perform well. Now, with a
wider variety of congestion control algorithms and additional requirements, it may be more
difficult for both network operators and congestion control developers to achieve a desirable
level of performance for their networks or algorithms respectively.
In addition to challenges related to new application requirements, new network technolo-
gies also present challenges for existing congestion control algorithms. First, the network
traffic has shifted significantly from desktops to mobile data, with just 0.7% of data travelling
to a mobile destination in 2009, but now nearly 52% of data is mobile in 2019 [9]. Mobile
traffic can have different dynamics, including variable signal strength, changing routes and
highly variable amounts of contention for the communication channels. Along with mobile
traffic, WiFi has also changed significantly in ways that affect channel dynamics, including
two new standards in the past 5 years that have collectively increased channel bandwidth
by a factor of 20, while using new frequencies with varying reliability [10]. The nature of
accessible WiFi is also changing, with publicly accessible endpoints projected to grow from
64 million in 2015 to 432 million by 2020 [11]. These changes to underlying networks sug-
gest opportunities for new analysis and design in the next generation of congestion control
algorithms.
The combination of new application requirements and evolving network technologies has
served as an impetus for significant change in both deployed, and researched congestion
control algorithms, with the most significant changes occurring in the past 5 years. First, new
application requirements have driven the production of latency-sensitive algorithms [6, 5, 1, 8]
that are intended to transmit data for interactive applications like web-browsing or live
video conferencing with low latency. New applications requirements have also led to the
development of another class of congestion control intended to carry background traffic,
like operating system updates. LEDBAT [12] represents the most significant work in this
area, with deployments including the Apple iOS update platform. Second, deployed network
technologies have evolved significantly from what was present when earlier generations of
congestion control were designed and deployed. Modern networks can include not only radio
links with high packet loss, but also mobile links whose bandwidth varies significantly as
signal strength varies. Mobile links also have the added complexity of user movement, which
can cause a time of nearly zero bandwidth, followed by a route change. Third, changes to
the Linux kernel has introduced a new mechanism for congestion control: pacing. Several
schemes have used pacing, including BBR [1], PCC-Vivace [6] and my own published work,
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Aurora [3], but as a three-year-old mechanism, pacing is much less well-understood than the
thirty-year-old congestion window mechanism.
Despite significant recent research into congestion control algorithms for modern appli-
cations and networks, including [1, 5, 6, 2, 3], schemes still vary widely in performance in
different scenarios. Pantheon’s public website 1 shows that many schemes can be compet-
itive on a variety of real world paths, but it also shows that even recent schemes trained
on emulators intended to replicate the Pantheon environments, such as some variants of
Indigo [2], can perform very poorly for certain paths, at times as badly as obtaining just 5%
link utilization on some cellular links. Even deployed schemes like BBR can perform poorly,
obtaining only around 60% of the throughput obtained by other schemes on the same path,
while experiencing nearly double the 95th percentile latency. Clearly, continued development
is needed for congestion control algorithms to perform well even on existing networks, and
more will almost certainly be needed to keep pace with the continued evolution of networking
technology.
My work address two critical parts of the continued development of congestion control
algorithms and makes contributions in each. First, I consider reinforcement learning as a
basis for training new congestion control algorithms to meet the needs of new applications
(through configurable reward functions), and to operate in new network conditions (through
adjustments to training data). Chapter 3 covers this work in detail. Second, I demon-
strate the usefulness of new testing infrastructure I created to help understand the strengths
and weaknesses of existing algorithms, and to develop new algorithms. This infrastructure
uses easily replicable, parallelized tests to provide on-demand testing. This infrastructure
combines both the wide variety of congestion control algorithms compared in Pantheon [2],
with the ease-of-use and replicability of an emulated environment, along with providing a
meaningful set of test cases that have been used to demonstrate significant flaws in recently-
proposed algorithms like PCC-Vivace [6] and Copa [5]. Chapter 4 discusses this portion of
my work.
1https://pantheon.stanford.edu/
3
CHAPTER 2: BACKGROUND AND RELATED WORK
There are three areas that provide critical background for understanding the purpose, chal-
lenges and potential contributions of my work: congestion control in general (Section 2.1),
machine learning in congestion control (Section 2.2), and testing of congestion control algo-
rithms in recent research (Section 2.3).
2.1 CONGESTION CONTROL
Congestion control is the task of choosing when data is transmitted into a network, so
named because the earliest challenges in this field related to reducing network congestion.
However, the task of congestion control is far more complex than simply reducing congestion,
otherwise sending no data at all would appear to be a viable approach; instead, modern
congestion control needs to identify which observable statistics arising from data transmission
are good indicators that either congestion is imminent (and so the algorithm should reduce
its load on the network), or the network is being under utilized (and so the algorithm should
increase its load on the network).
2.1.1 Congestion Control Mechanisms
Historically, only a single mechanism was available for choosing when data is transmitted
into the network: a congestion window. The congestion window is a total number of bytes
that a controller allows a computer to send into the network unacknowledged. As an example,
a congestion control algorithm might set a congestion window of 15kb (roughly 10 packets).
At connection startup, 15kb of data can be transmitted into the network. Then, the sending
computer must wait until some of that initial data is acknowledged before additional data
will be sent. The congestion window is then adjusted during a connection in an attempt
to allow higher throughput while maintaining low packet loss. This congestion window
mechanism serves as the entire basis for all TCP-like algorithms. Copa [5] is an example of a
recent latency-sensitive congestion control algorithm that breaks from TCP-like algorithms,
but still uses exclusively a congestion window as a mechanism for limiting data transmission.
Other algorithms like BBR [1] still use the congestion window, but also use a second, more
recently deployed mechanism: pacing.
Pacing is a relatively new congestion control mechanism, at least in the Linux kernel,
which serves as the basis for many web servers. When using pacing, a congestion control
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algorithm can determine the rate at which data is sent into the network, independently of
the congestion window. In general, this means that, up to the congestion window, data will
be sent into the network at the pacing rate (usually expressed in terms of bits per second or
some higher magnitude of that unit). Once enough data is transmitted and unacknowledged
to reach the congestion window, transmission stops until some data is acknowledged or the
congestion window is changed.
Research congestion control algorithms have not always been limited to the mechanisms
available inside the Linux kernel. For example, Sprout [7] had complete control over when
a packet would be sent, and created packet sending opportunities that could be used by an
application based on statistical models intended to insure that all data transmitted would
be acknowledged within 100ms. While this approach is acceptable for research purposes,
Linux kernel implementations are virtually essential to real deployment in most cases, and
complex statistical calculations may consume too much compute time if applied to all data
transmission in a system. As a result, both my work and many other research algorithms [5,
6, 2] use a congestion window or pacing instead.
2.1.2 Congestion Control Goals
One reason for the development of new congestion control algorithms have been shifting
goals. In general, there have been three goals for congestion control algorithms: avoid
congestion collapse (high loss), avoid unnecessary delays (low latency), and use only a small
amount of resources if resources are needed elsewhere, akin to a background task in CPU
scheduling. Other congestion control algorithms have configurable goals for which they
automatically learn data transmission rules. These goals have led to the development of
different algorithms with a variety of properties.
One key goal of all congestion control algorithms, but which served as the sole goal for
early congestion control algorithms is avoiding congestion collapse. Congestion collapse is a
condition in which so many packets are being lost or marked lost that all senders repeat old,
lost traffic, without making any real progress on transmitting data. True congestion collapse
happened several times on the very early Internet, but has not been a significant issue for
decades. Algorithms whose sole goal is to avoid congestion collapse include several TCP-
like algorithms (Cubic [13]), and newer algorithms like PCC-Allegro [14]. These algorithms
almost exclusively monitor packet loss and reduce the amount of data sent into the network
exponentially over time if packet loss continues. These algorithms may differ mechanism,
exact goal formulation and behavior, but all are intended primarily to avoid the high packet
loss indicative of congestion collapse.
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A second, more recent goal of congestion control algorithms is low latency. This goal is
generally used to support interactive Internet-based applications like live video conferencing,
gaming, and web-browsing. TCP-Vegas [8] serves as an early example of a latency-sensitive
algorithm, which monitors and attempts to reduce latency. Many recent algorithms also
work primarily toward keeping latency low, including Copa [5], BBR [1], PCC-Vivace [6],
and Sprout [7]. Often, these algorithms make only small downward adjustments in data
transmission as a reaction to latency increases (unlike loss, which usually elicits a sharp
exponential decrease), because latency can be highly variable, even when a link has no
congestion.
In addition to keeping loss and latency low, some congestion control algorithms also at-
tempt to keep their effect on competing traffic as small as possible. Such algorithms are
attempting to act as background flows. Background flows might be used for low priority
tasks like overnight updates, for example on mobile phones. Congestion controllers that
manage background flows are trying to send data only when there is otherwise-unused band-
width available. LEDBAT [12] is a background congestion control algorithm that tries to
send data only when TCP-like flows are not fully utilizing the network. Algorithms that
intend to carry background traffic have to be the most sensitive, because they must reduce
their data transmissions in response to the presence of competing traffic before the competing
algorithms reduce their own transmission.
A final class of congestion control algorithms have the ability to learn rules according to a
configurable goal. These algorithms include RemyCC [15], which uses offline optimization,
Indigo [2], which uses imitation learning and emulation, and my own work described in detail
in Chapter 3, Aurora [3], which can use both offline reinforcement learning from a simulator,
and online reinforcement learning from live data transmission. The specific goals used by
the algorithms vary, but two forms of goals include optimizing power, which is defined as
Power := log(
throughput
latency
) (2.1)
and optimizing for a linear combination of throughput, latency and loss, for example:
Score := α ∗ throughput+ β ∗ latency + γ ∗ loss (2.2)
In my view, these goals are only a starting point for congestion control algorithms though,
because they do not necessarily reflect a meaningful goal in the real world. While it is
generally desirable to have high throughput and low latency, applications frequently have
much more specific goals. For example, video streaming usually has a quality of experience
(QoE) metric associated with it that reflects the real-world experience of an end user. No
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published congestion control algorithms directly optimize for these application-level goals
yet, in part because it can be challenging to communicate these goals between the application
and a low-level system like congestion control.
2.1.3 Congestion Signals
In addition to goals, congestion control algorithms also differ significantly in the measure-
ments they make to identify congestion and take an action to reduce it. The most common
congestion signals include: packet loss, round trip time (RTT), ratio of current RTT over
minimum connection RTT, derivative of RTT with respect to time, and ratio of current
acknowledgement rate to current sending rate. While some explicit signals have been pro-
posed, like ECN [16], and in XCP [17], such signals require significant changes to the core of
the Internet, so are not considered here. Congestion signals form a critical part of congestion
control algorithms. Absent some signal of congestion, many congestion control algorithms
increase their data transmission repeatedly, only slowing down or decreasing data transmis-
sion rates after a congestion signal indicates some form of congestion exists in the network.
Each of these latency signals have different strengths and weaknesses in directing congestion
control algorithms.
The first and most prominent congestion signal is packet loss. Packet loss as a result of
congestion usually occurs because some component in the network has received a packet,
but has no resources allocated to hold that packet until it can be forwarded or responded
to. When this happens, the device then drops the packet, deleting it without forwarding.
Because no explicit message is sent, packet losses are only recognized when the sender realizes
that a packet was not received by the other side. This realization is usually the result of
either a timeout that occurs when no acknowledgement is received, or when an explicit
signal is sent from the receiver, indicating that a packet appears to be missing. Even as
far back as the first congestion control algorithms, developers have understood that packet
loss requires at least an exponential decrease in data transmission rates to avoid congestion
collapse. As a sign of congestion, packet loss has the key benefit that with few (but a
growing number of exceptions), packet loss above a few % is a good sign of congestion.
Unfortunately, packet loss also has several limitations. First, packet loss can a significantly
delayed sign of congestion in cases where a sender must wait until some timeout has occurred
before it estimates that a packet is actually lost. This means that significant congestion may
have already occurred before the sender reacts. Second, packet loss can occur as a result of
packet corruption in the network. Most algorithms have some hard-coded assumption that
packet loss above a certain percent should automatically trigger a response to congestion
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(even if this rate may be a result of packet corruption, not congestion). For many TCP-like
algorithms, even a single packet loss will cause a response intended to reduce congestion. For
the PCC variants [14, 6], packet loss above 5% is intended to always cause a back off, and
BBR uses about 15% packet loss as a hard coded limit [1]. Some algorithms like Aurora [3],
Copa [5] and Sprout [7] do not directly take packet loss into consideration at all, while other
algorithms like RemyCC [15] can automatically learn a response to packet loss, and may not
have a hard coded limit at all. Overall, while packet loss may be an indicator of congestion,
it is often a delayed signal that can occur even when no congestion is present, making it
somewhat difficult to use alone.
A second possible, but frequently unused, signal of congestion is a round trip time. RTT
is usually measured as the time a packet is acknowledged minus the time a packet was sent.
As a direct signal of congestion, RTT is not very useful, since RTT depends both on the
congestion, and the path a connection takes. For example, connection with 100ms of RTT,
90ms from path length and 10ms from congestion will appear identical to a connection with
10ms of RTT from path length and 90ms of RTT from congestion, but the second path is
clearly more congested. As a result of this significant limitation, only one scheme, Sprout [7],
uses RTT directly as a signal of congestion. While RTT may not be directly useful as a sign
of congestion, it can be very useful when combined with other measurements, as it will be
in the next two congestion signals.
A third signal of congestion is the ratio of current RTT over minimum connection RTT.
Unlike a single RTT measurement, which often depends directly and significantly on which
particular path is being used, this RTT ratio is generally expected to be 1.0 for connections
not experiencing any congestion. When congestion does occur, the current RTT should
increase due to queuing delays in the network, causing the ratio to rise above 1.0. This
congestion signal, or a smoothing of it is used in both Copa [5], RemyCC [15]. Unfortunately,
this signal requires an accurate measurement of minimum RTT to function; however, the
minimum RTT can only be observed if there is no congestion whatsoever, and route changes
can change the true minimum RTT of a path. Additionally, RTT can vary due to LTE
dynamics, so even the RTT ratio will depend somewhat on the network technology deployed
on a path, and may not always be a signal of true congestion. RTT ratio can also be a
dangerous signal of congestion because unlike loss, which is guaranteed to occur in times
of congestion, the RTT ratio may not increase significantly even when congestion is high,
particularly in networks with shallow buffers. Because Copa relies heavily on RTT ratio as
a sign of congestion, it can cause unacceptably high loss, peaking above 40% on links with
very shallow buffers.
A fourth signal of congestion is the derivative of RTT with respect to time. This signal is
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used as the most important signal in PCC-Vivace [6]. When the derivative is positive, the
RTT is increasing, which means that any traffic that relies on a low RTT is actively being
hurt, and will eventually suffer significant consequences. This metric is intended to allow a
congestion control algorithm to identify when it is sending too much data into the network
much earlier than other signals, because the RTT will generally start increasing before packet
loss, and before the current RTT is significantly inflated over minimum RTT. This signal
also has the benefit of not relying on any specific minimum RTT metric to detect increasing
RTTs. Unfortunately, while this signal is intended to measure the cumulative effect of
senders on the RTT of a path, RTT can also increase when bandwidth decreases, because
any packets already queued in the network will take additional time to be processed. As a
result, this signal can give mixed results, particularly in LTE scenarios where the bandwidth
can fluctuate suddenly, as in the LTE scenarios provided with Mahimahi [18] and testing in
PCC-Vivace [6].
A final congestion signal is the ratio of sending rate to packet acknowledgement rate
(send-ack ratio). If 450 packets have been sent in the last second, but only 350 have been
acknowledged, then this congestion signal would be computed as:
send ack ratio =
packets sent
packets acked
=
450
350
= 1.28 (2.3)
When this ratio is greater than 1, it indicates that more data is being sent into the network
than is successfully reaching the other side and being acknowledged back. This indicates
that either data is building up in queues in the network (so congestion is increasing), or
that packet loss is occurring. This ratio generally will not be less than one, unless very
short time intervals are used to compute it, in which case it may indicate that a burst of
acks occurred but little data was being sent at that time. A form of this computation is
used by BBR [1], which sends out data at a very rapid rate, then measures the pace at
which it receives acknowledgements, and uses (or effectively uses) this multiplier to adjust
its sending rate down to match the pacing rate. This congestion signal has the benefit of
both indicating when too much data is being sent for each sender (because it does not rely
on RTT, which is shared by all senders along a path), and it can be used to compute a
reasonable future sending rate, as done in BBR. Unfortunately, this signal can be noisy if
only a few packets are used to compute the ratio, which may be a limitation on networks with
low bandwidth, where there may be too few packets to compute this ratio frequently. This
infrequent computation of a congestion signal will slow down the decision-making process,
potentially allowing congestion to occur for a significant time before the algorithm is aware
of it.
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Together with the mechanisms and goals of congestion control discussed here, these conges-
tion signals form the foundation of most widely-deployed, and recently-published congestion
control algorithms. Algorithms may differ in their exact formulation of a goal, or exact use
of a congestion signal, but most can be discussed in these terms.
My own work, Aurora [3] takes a flexible approach in each case, with a reinforcement
learning agent that could use either mechanism (pacing or congestion window), allows a
configurable goal, and uses several congestion signals developed over the past decades of
research to produce state-of-the-art results in certain challenging scenarios.
2.2 LEARNING IN CONGESTION CONTROL
Existing uses of learning in congestion control take two forms: online learning, as in PCC-
Allegro [14], and PCC-Vivace [6], and offline learning as in RemyCC [15], and Indigo [2].
My own work will use generic reinforcement learning methods that can work both offline
and online.
In online learning, Allegro and Vivace try to optimize the rate of data transmission to
maximize a utility function using packet pacing and two different optimization algorithms.
Allegro uses a probing and exponential gradient descent approach, in which packets are sent
at different rates (probing), and the resulting utility is used to determine the direction of the
utility gradient with respect to packet pacing rate. The algorithm then makes an exponential
step (about 5% of the current sending rate) in the direction of higher utility. Vivace uses
a similar approach, but instead of an exponential step, it makes a step proportional to
the magnitude of the gradient, as in traditional gradient descent. Unfortunately, gradient-
descent-like methods only work well the utility function is concave (limiting the possible
goals that can be learned), and when the function changes only much more slowly than the
gradient descent process takes place. In LTE networks however, the available bandwidth
can change quickly, resulting in worse performance than some prior algorithms [6].
Offline learning is used by both RemyCC [15] and Indigo [2] to learn rules that are intended
to produce high utility for a utility function given in the offline training step. In RemyCC,
the offline learning is done using network simulations of a large network and many senders.
These senders use a set of simple congestion-window-based rules for a time, then those rules
are updated globally and the simulation is re-run. RemyCC used traditional optimization
techniques an a limited time budget to produce its final set of rules. Indigo used immitation
learning and network emulation to produce its final algorithm. In this case however, Indigo
worked only on a single link at a time, as opposed to the network-wide simulation in RemyCC.
For both algorithms, offline learning presents a limitation to real-world adaptation, since
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any new network conditions would have to be identified by operators, then added to the
simulation or emulation framework and used to re-train new RemyCC or Indigo algorithms.
2.3 TESTING IN RECENT CONGESTION CONTROL RESEARCH
A critical part of deploying, or even writing about, new congestion control algorithms is
testing them. There is no single set of tests that all congestion control papers use to rate their
algorithms, an unfortunate difference between congestion control and other complex prob-
lems like image recognition, for which well-understood benchmarks and public competitions
like The ImageNet Large Scale Visual Recognition Challenge exist [19]. This lack a stan-
dardized testbench has result in a wide variety of differing tests in different papers. Three
key publications prior to my own work form the basis of the testing I perform: Copa [5],
PCC-Vivace [6], and Indigo [2]. This section will briefly cover the background of the testing
done in those papers. Chapter 4 will cover the methods as they are used in my own work.
Pantheon, which presents Indigo [2] discusses a new testing system in detail, which pro-
vides real-world testing unlike most efforts in previous papers.
In PCC-Vivace [6], several tests from the Copa paper also appear, in addition to several
new tests.
Finally, the Copa paper [5] provides both a selective set of tests and some real-world testing
using Pantheon. As with Indigo, Copa is tested on a selection of links from Pantheon’s corpus
of wired, cellular and satellite links. In this case however, average latency is recorded instead
of 95th percentile latency values, which can make it difficult to compare to a similar analysis
done using Pantheon for Indigo. In addition to these tests, the Copa paper presents four
tests of relevance to Internet congestion control: packet loss tolerance (as in Vivace), TCP-
friendliness (similar, but not identical to in Vivace), RTT-fairness and a fairness analysis
for rapidly churning connections. The first two tests match Vivace’s tests closely, however,
the TCP-friendliness test instead looks at just a single Copa flow with a single TCP flow,
while Vivace examines multiple TCP flows with a single Vivace flow. These two tests can
be used to corroborate results for just a part of the Vivace test, but fails to unify testing,
despite sharing a similar goal in the analysis. The third test examines fairness between
Copa flows on paths with different round trip times, but which share a bottleneck link. This
analysis matches some analysis of legacy TCP algorithms, but uses a different experiment
setup, including number of flows and propagation delays, making it hard to compare to
other analyses of the same property. The final test of fairness after one second of running, is
completely unique to Copa’s testing. It may represent cases where many tasks are starting to
use the network at approximately the same time (within a second), but this test has no good
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point of comparison among other publications. While some of Copa’s tests are comparable
to tests in other work, some tests are setup or analyzed in a significantly different way, and
others appear to be completely incomparable.
These three papers represent the most recent testing done in three significant works as
a way to show that congestion control algorithms are viable; however, they are far from
sufficient. They are limited in the schemes they compare to, the types of tests run, and
have no standardized analysis for those tests. This practice of including a small subset of
tests, with different parameters and a different analysis in each paper is dangerous. It means
that new algorithms may be worse than existing algorithms for a wide variety of tests, but
may still draw attention for good performance on newly-concocted test cases analyzed in
a very specific way. This risks exploding the number of congestion control algorithms and
publications, with only some being viable or interesting in the real world.
In Chapter 4 propose and discuss a collection of tests and metrics that can be applied
broadly, and might serve as common ground for testing key properties of congestion control
algorithms.
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CHAPTER 3: AURORA: REINFORCEMENT LEARNING CONGESTION
CONTROL
3.1 MOTIVATION
Modern congestion control algorithms have a challenging task: using existing congestion
control mechanisms to balance adequate throughput, latency and loss with only delayed feed-
back based on previously transmitted data. This task is made more difficult by increasingly
dynamic network environments, and the continue deployment of new network technologies.
Congestion control algorithms also support an increasing variety of applications with dif-
ferent requirements. Unfortunately, for most congestion control algorithms, updating the
algorithms to perform well in new environments or for new applications requires a signifi-
cant amount of development.
While many existing algorithms require additional development to adapt to new goals or
environments, a recent trend in systems, which uses machine learning as a core component,
and allows retraining if conditions change, can serve as the basis for a new algorithm. Where
non-ML algorithms may have a hardwired mapping of congestion signal to action (i.e., loss
causes a 50% congestion window reduction), a machine learning based approach can instead
use training data to create rules that will optimize for certain goals, based on the provided
training.
3.1.1 Learning Rules Automatically
There are several cases in which automatically-learned congestion control rules can provide
a significant benefit over the existing approaches. For example, automatically-learned rules
can be adapted to environments with either increased packet loss (which Cubic generally
performs very poorly in), or in scenarios where links change according to repeating patterns.
Learning rules for high packet loss environments: Environments with high packet
loss can be difficult for some algorithms because packet loss can occur for multiple reasons.
In some cases, a packet is lost because of some corruption that is unrelated to congestion;
however, other packets are lost because congestion has grown so significant that parts of
the network cannot hold additional packets. Even a small amount of random packet loss,
unrelated to congestion, can be a problem for widely-deployed algorithms like TCP-Cubic.
This problem, and the potential of an ML-base algorithm, are shown in Figure 3.1, which
shows the throughput obtained by the TCP-Cubic, and an ML-based scheme trained using
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Figure 3.1: A trace showing both TCP-Cubic and a reinforcement learning (RL) congestion
control algorithm. The network was configured with 30mbps bandwidth, 1% random loss
and a 10 packet queue.
an early version of my work that later became Aurora [3]. This trace shows 25 seconds of
throughput on a link with 30mbps bandwidth and a 10 packet queue. In this scenario, 1%
of packets were dropped at random as a proxy for packet corruption, or some other source
of random loss in the real world.
In this example, Cubic repeatedly reduces the rate at which it transmits data in response
to random, non-congestive packet loss, while the ML-based approach can correctly maintain
stable throughput despite random losses.
Learning rules for oscillating environments: Environments with repeated changes,
like oscillating bandwidth availability, can pose an additional challenge for many existing
congestion control algorithms because the mapping of congestion signals to rate reductions
fails to capture appropriate trends when they happen on a timescale much longer than a few
round trip times.
Figure 3.2 shows how TCP-Cubic fails to appropriately adjust to patterns of available
bandwidth in some circumstances, while a machine learning-based algorithm trained using
an early version of my work can learn rules that react well even to long trends. In this case,
the link was configured with a bandwidth that alternated between 20 and 40mbps every 5
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seconds, shown in black dashed lines. This link has no random loss, but still Cubic fails to
fully utilize the available capacity because it is slow to react to extra availability. In contrast,
the ML-based algorithm adapts upward very quickly as new bandwidth becomes available.
Figure 3.2: A trace of throughput obtained by both TCP-Cubic and an RL-based congestion
control algorithm. This link has bandwidth alternating between 20 and 40mbps every 5
second with no random packet loss.
These two illustrative examples show that learning the rules applied to congestion signals
can provide benefits in at least a few environments. Section 3.4 shows the robust benefits of
this approach through Aurora [3], an automatically generated ML-based algorithm I created
as a proof-of-concept algorithm that achieves state-of-the-art results in some cases.
3.1.2 A Standardized Environment
While a functional, highly performant congestion control algorithm is useful on its own,
my work also provides an environment to train new algorithms. This environment has several
adjustable parameters that will allow developers of future congestion control algorithms to
adapt to new technologies. Specifically, this environment provides parameters that control:
• Base network path parameters including bandwidth, base latency, random loss and
queue size.
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• The network latency noise model, including the presence and amplitude of latency
noise.
• The congestion control mechanisms available, including either or both of: congestion
window, pacing rate. This can be used to train algorithms for legacy or restricted
systems where both mechanisms are not available.
• The goal for which the congestion control should be optimizing its behavior.
• The duration of a connection to be trained on. This can be used to train an algorithm
that is particularly useful for either short or long flows.
• The size and complexity of the model being trained. This can be used to train either
complex models, whose rules may perform better in challenging conditions, or simple
models, which need fewer computational resources.
In addition to allowing further congestion control development, this environment has been
created to match the OpenAI Gym [20] standard for machine learning environments and
open-sourced 1, which allows it to be used for machine learning development, and with a
variety of machine learning algorithms.
3.2 REINFORCEMENT LEARNING FORMULATION OF CONGESTION CONTROL
3.2.1 Reinforcement Learning Background
Reinforcement learning [21] is usually described in terms of three critical pieces: an agent
attempting to solve a task in an environment. At each discrete timestep t, the agent observes
some partial (or complete) state of the environment, then takes an action at that time, at.
The agent then receives a reward rt that describes how well the agent is performing the
desired task. This process usually repeats until either: a task is irreparably failed (like
losing a game), the task is successfully completed (such as winning a game), or some time
budget is expended. One complete attempt at the desired task is usually called an episode. In
reinforcement learning, the agent’s goal is to maximize the per-episode expected cumulative
discounted reward, Rt = E
[∑
t γ
t · rt
]
. In general, perfectly solving an arbitrary task for
an arbitrary reward function is intractible, so the agent instead uses deep learning, often
with neural networks, to learn a mapping of observed states to actions such that discounted
reward is high [22, 23].
1github.com/PCCProject/PCC-RL.git
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3.2.2 Congestion Control as a Reinforcement Learning Task
Agent Formulation
An agent, for the purposes of congestion control, is a sender of data into some network. In
my work, the sender can control only the pacing rate at which packets are sent into the net-
work. I formulate this decision making process as a sequential decision-making process with
real-valued actions that indicate changes to the current sending rate, and discrete timesteps
equal to half of the latest round-trip-time measurement from the environment. These action-
observation pairs are grouped into monitor intervals (MIs), as in PCC-Allegro [14] and PCC-
Vivace [6]. Each monitor interval consists of an observation from the environment, and an
action by the agent. After applying the agent’s action (increase or decrease sending rate
according to a real-valued function), the sending rate remains constant for the entire MI.
Task Formulation
For my work, the task of the agent is to choose a pattern of sending rate adjustments
(either increases or decreases), such that it maximizes a reward function related to congestion
control performance while operating in a simulated, or real-world environment. As mentioned
in 2, congestion control algorithms generally have some combination of three goals: high
throughput, low latency, and low loss. These goals are sometimes formulated such that
an algorithm will work well for carrying background traffic, or high-priority voice traffic.
My work allows for any real-valued computation from the environment state for a reward
function, but explicitly explores only a linear combination of throughput, latency and loss,
since this captures a wide variety of existing goals.
An important part of defining a reinforcement learning task is deciding on the discount
factor, γ. This factor determines how important expected future rewards are to the choice
of present actions. When the discount factor is 0, future rewards are not considered, and the
resulting agent only optimizes for immediate reward. On the other hand, when the discount
factor is near 1, the agent optimizes nearly equally for expected far future rewards as for
immediate guaranteed rewards. In congestion control, where actions now can impact network
conditions like latency and loss, γ plays an important role, and should almost certainly be
above 0. Section 3.3 discusses the exact choice of γ and shows its impact on the quality of
resulting Aurora model.
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Environment Formulation
Reinforcement learning requires an environment in which the agent can act. Often this
takes the form of small physics simulators like Mujoco [24], or well-known game platforms
like emulated Atari. In each case, the environment has three critical jobs: it provides an
interface for taking actions (i.e., arrow key inputs in a game, or actuation of mechanical
components), it provides the context for computing the reward function (i.e., winning a
game, performing a simulated task well), and it provides some observable state to the agent
(i.e., the position of pieces on a game board).
Our environment’s interface for taking actions will be a once-per-RTT sending rate change
that maps any real-value number onto a proportional increase or decrease.
For computing reward function, our environment will simulate a network path, consisting
of a series of links, and will record statistics for each link, and the path as a whole. These
statistics will include at least throughput, latency and loss rate, as observed by each sender
in the network. This provides enough data to compute either local rewards, which allows
an agent to optimize for a its own function of throughput, latency, and loss. Computing
network-wide statistics also provides enough data to compute a global reward function, like
average bandwidth, fairness between senders, maximum observed latency among all senders,
etc...
The final critical part of our environment is providing observable state to each agent. Con-
gestion control generally operates only on a stream of acknowledgements returning from the
receiver, with round-trip-time computed using timestamps; however, many such acknowl-
edgements will arrive in a single monitor interval, perhaps even hundreds. Unfortunately,
existing reinforcement learning schemes required a fixed-size environment state vector. Two
approaches exist for converting a variable number of many samples into a fixed-size state
vector. The first approach is to create a histogram statistics about the samples and use
several such histograms as the environments observable state. A second approach, which
my work uses, is to calculate a human-designed set of summary statistics that have direct
meaning for humans, like throughput, average latency, and total receive time. This approach
yields a human-readable statistic vector as the input to the model, which allows humans to
also test the environment with simple, hand-written agents. We then use the most recent
history length-sized vector of these statistics as the observable state of the environment. For
example, for a history length of five, the observable state of the network would always be the
statistics computed from the most recent five monitor intervals. Section 3.3.3 will explore
how the history length affects agent performance in the training environment.
While we can compute many different network statistics using a trace of packets, we instead
18
restrict the model to just three statistics for each monitor interval: (i) latency gradient w.r.t.
time, used in PCC-Vivace [6], (ii) latency ratio, used in Copa [5], and (iii) sending ratio,
a mechanic similar to some computations in BB [1]. Restricting the observable state of
the network to these statistics may have some benefits for our final model because they
are all scale-free, meaning they are ratios or unit-less quantities. For example, unlike a raw
latency measurement, which would vary greatly depending on both the base network and the
congestion in the network, scale-free metrics like latency ratio should always be around 1.0
if no congestion is present, regardless of the base network. No scaling of network parameters
produces any change in the latency gradient, latency ratio, or sending ratio, and the units
of those quantities reflect that.
3.2.3 Other Possible Approaches
There are several alternative formulations for congestion control as a learning task that
were considered, but either shown to be impractical, or yielded lower-performance models.
One strong alternative consideration was a multi-armed bandits formulation [25] of con-
gestion control, in which a bandit chooses between possible sending rates instead of slot
machines. This approach could allow for optimization with provable bounds; however, it
only works for optimization in short-term planning, where immediate reward dominates the
total reward given for an action. Unfortunately, congestion control can require long-term
planning. For example, a choice to send more slowly to allow latency to decrease can have
effects indefinitely, making a multi-armed bandits approach unusable. Figure 3.4 supports
this claim, as it shows that a low value of γ resulted in a model with worse performance over
the course of an episode.
A second alternative to large neural networks might be a linear model, for which direct
optimization methods are available with provable guarantees. These approaches were shown
to be viable for some control tasks in [26]; however, using similar approaches of hill climbing,
random search and gradient descent, no method was able to produce a model competitive
with even a single-layer neural network.
3.3 AURORA’S SYSTEM DESIGN
This section introduces Aurora [3], an implementation of an RL-based congestion control
algorithm with promising robustness and which achieves state-of-the-art results in some
challenging scenarios. The code for producing an Aurora model is provided at our github
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repo2.
3.3.1 Model Architecture
Inputs and Outputs
As mentioned in Section 3.2.2, the observable state of our environment is a fixed-length
statistic vector computed from the most recent N monitor intervals. Our environment ac-
cepts and real-valued output as a valid action for the agent; however, for reasons related
to the implementations of many widely available machine learning libraries, like Open AI’s
Baselines [27], or the more stable version Stable Baselines [28], our output should be cen-
tered around 0, with approximately equal weight given to negative and positive values, and
generally expected to be within the range −10 to 10. As a result, we chose the following
function to treat each output of the neural network agent as a change from a given rate xt
to the next rate, xt+1:
xt+1 =
{
xt ∗ (1 + αat) at ≥ 0
xt/(1− αat) at < 0
(3.1)
We use α as a scaling factor that can be chosen to dampen oscillations by scaling all
outputs of the neural network to be closer to no change, 0. In this work, α = 0.025 was used
for the final choice of machine learning library, but had to be adjusted for other environments.
Agent Neural Network Architecture
A wide variety of neural network architectures exist, and many more are proposed in
research every year. This makes it quite difficult to choose an optimal neural network archi-
tecture for any one problem. Instead, this work shows that a simple network (fully connected
layers, all with a simple feed-forward arrangement, no dropout, and a single activation func-
tion for the entire network), is sufficient to produce good results. We considered several
different choices for network width (how many nodes per layer), as well as network depth
(number of layers). After training three models each with 0, 1, 2, and 3 layers of varying
width, we chose a model with two layers of 32 then 16 neurons.
2github.com/PCCProject/PCC-RL.git
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Reward Function
Many combinations of throughput, latency, and loss have been used in congestion control
work, including logarithmic values in Copa [5], and RemyCC [15], and small polynomials
used in Vivace [6]. In this work, the exact balance of these values is not as important as
the ability to optimize for a given combination, so we instead use a linear combination of
throughput, latency and loss, with the form:
10 ∗ throughput− 1000 ∗ latency − 2000 ∗ loss (3.2)
We measured throughput in packets per second, latency in seconds and loss as a pro-
portion (from 0 to 1) of packets sent but unacknowledged. This tended to produce rewards
similar in magnitude to the rewards of other OpenAI Gym environments, whose standard we
want to comply with. The scale of each parameter was also intended to produce a trade-off,
where some latency may be sacrificed for additional throughput, as opposed to rewarding
only one extreme position, either all throughput, or extremely low latency.
3.3.2 Training Environment
Our model was trained in our own open-source gym environment detailed in Section 3.2.2.
This environment can simulate all the links and senders in a complex network topology, but
is instead used to simulate only a single network path with a single sender. We trained
Aurora using PPO [29] as available from the stable-baselines python package [28].
3.3.3 Hyperparameter Tuning
As mentioned, several different choices above have some effect on the performance of our
final model. For example, changing neural network architecture has implications for training
performance, changing the observable network state changed the generality of our model in
test scenarios. Two critical parameters worth investigating in more detail are history length
(how many previous MIs of network statistics are used to take an action), and discount
factor (γ), which controls the importance of long term performance relative to immediate
reward.
History length might have several impacts on final model performance. For example,
having a longer history length may make it possible to identify more complex trends than a
single sample of network statistics might show. On the other hand, a very long history length
might cause a single extreme measurement to have a longer term, possibly detrimental effect
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on the model’s decision making. Figure 3.3 shows the training reward obtained by models
trained with history lengths of 1, 2, 3, 5, and 10 monitor intervals. Each line represents
the mean reward for three models. Most history lengths produced similar models; however,
a history length of just 1 produced a model with noticeably lower reward, with 2 history
length slightly below the rest, but significantly better than 1 history length.
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Figure 3.3: Training reward for agents with different values of history length. Lines are
smoothed averages of three models.
The choice of γ is also critical in determining the performance of a final Aurora model
trained in this environment. If γ is too low, particularly if it is 0, then the model may learn
rules that optimize only for a single next step in the congestion control decision making
process, instead of attempting to optimize for high performance throughout a flow. Figure 3.4
explores how γ choices of 0.99, 0.5, and 0.0 affect the training performance of an Aurora
model. With γ = 0.99 the goal of the model is to optimize for longer term reward, which
quickly learns a policy that has high reward. In the middle, a choice of γ = 0.5 may
eventually learn a policy that obtains high reward, in general took much longer to reach
that point for an average of three models. γ = 0.0 would clearly work poorly in our case.
In this figure, training such models took so long that they even failed to reach the desired
number of episodes within the allotted time budget (nearly 24 hours, where other models
took 3-6 hours), so the line for those three models is truncated.
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Figure 3.4: Training reward for agents with different values of gamma. Each line is the
smoothed average of three models. The line for γ = 0.00 ends early because training exceeded
a budgeted time.
3.4 EVALUATION OF AURORA
While training took place in a simplified network simulator consistent with the OpenAI
Gym framework, this may not necessarily be a realistic environment for deployment. To
provide a more realistic test of Aurora’s viability, we instead use a testbed combining stan-
dard networking tools, Pantheon [2] and Mininet [4], described in detail in Chapter 4. We
also test our model on environmental parameters outside of the range of parameters used
in our training simulations. This includes completely different network dynamics such as a
link with dynamic bandwidth that changes every few seconds. We provide comparisons to
a variety of state-of-the-art congestion control algorithms as a benchmark, and show that
Aurora has comparable robustness and makes a favorable, state-of-the-art tradeoff on the
dynamic link.
3.4.1 Robustness Evaluation
Our Aurora agent was trained in a simplified, simulated environment with a limited range
of parameters, shown in Table 3.1; however, our model may be operating in an environment
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Figure 3.5: Bandwidth sensitivity
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Figure 3.6: Latency sensitivity
far different from the training scenarios. Showing that this model performs comparably to
existing algorithms in this wider range is a key step to showing that RL-based congestion
control might actually be viable. Figures 3.5, 3.6, 3.7, and 3.8 show how Aurora performs
in both throughput and latency as several link parameters vary. These parameters, along
with an LTE-specific link parameter, were shown to be sufficient to approximately match
most real-world scenarios, so testing robustness across these four parameters should give an
indication of real-world robustness.
Bandwidth Latency Queue size Loss rate
100-500 pps (1.2-6 mbps) 50-500ms 2-2981 packets 0-5%
Table 3.1: Training framework variables’ ranges, all drawn uniform-randomly, except for the
queue size, for which the log is drawn uniform-randomly.
For each data point on each graph, a single sender is being run over a single link at least
five times for two minutes per run. Unless otherwise stated on the x-axis of a graph, the
links are configured with 30Mbps of capacity, 30ms of base latency, a 1000-packet queue, and
0% random loss. These parameters are varied one at a time in each of Figures 3.5, 3.6, 3.7,
and 3.8.
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Bandwidth Sensitivity
Aurora was trained in a simulator with bandwidth limited to between 1.2 and 6mbps, but
real world bandwidth ranges between 128kbps (10x lower), and up to 1gbps (almost 200x
higher) for most Internet connections. Figure 3.5 shows that Aurora achieves comparable
throughput to existing algorithms throughout a 1mbps to 128mbps links, while maintaining
competitive latency in the same range.
Latency Sensitivity
Aurora Was trained with base latency between 50ms and 500ms, but real Internet con-
nections can have substantially lower latencies as well. In this test, shown in Figure 3.6,
latency was varied between 1ms and 500ms. Aurora performs very poorly with 1ms of la-
tency. A close inspection of the results indicates that the emulation environment often has
some amount of packet processing noise that results in latency spikes of up to 1ms, even
though the link is configured to have a stable 1ms delay. Because our Aurora model has
input features that scale with the ratio of current latency to minimum latency, this noise can
cause our model to incorrectly believe that the link is congested. At 2ms and above, Aurora
performs comparably to our selection of state-of-the-art algorithms. Aurora’s self-inflicted
queuing delay (the amount of latency added by queued packets) does increase noticeably as
base latency increases, but even at the highest end, Aurora adds just 20ms of queuing delay
to a connection with a base latency of 256ms, an increase of less than 10%.
Queue Sensitivity
We trained Aurora was trained on a wide variety of different queue sizes, ranging from 2
to 2981 packets with an exponential distribution. In testing, we considered a wider range,
from 1 to 10000 packets. Figure 3.7 shows that Aurora has both comparable throughput,
and middle-of-the-pack latency across the entire range of queue sizes. Notably, Aurora has
substantially higher throughput at low queue sizes than both the widely-deployed TCP-
Cubic, and the offline optimization-based RemyCC. While Aurora’s queueing delay is above
Copa and PCC-Vivace at higher queue sizes, it adds only about 10ms of queueing delay on
the 30ms latency link even at extremely large queue sizes.
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Figure 3.7: Queue sensitivity
0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
0.0
0.2
0.4
0.6
0.8
L
in
k
U
ti
liz
a
ti
o
n
0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
Loss Probability
0
10
20
30
S
el
f-
in
fl
ic
te
d
L
a
te
n
cy
(m
s) BBR
Copa
TCP Cubic
Aurora
RemyCC
PCC Vivace
Figure 3.8: Loss sensitivity
Loss Sensitivity
We test random loss rates between 0% and 8% to investigate the robustness of our model
trained on links with between 0% and 5% random loss. Aurora maintains reasonable through-
put (more than 80% of link capacity) up to 3% random loss, but suffers above that. It still
performs substantially better than either TCP-Cubic or PCC-Vivace, but noticeably worse
than RemyCC, Copa and BBR. We attribute this partly to the training range of Aurora,
and partly to the reward function. On links with higher loss, the Aurora model receives
lower reward, regardless of its throughput. As a result, there may be less incentive during
the training process for Aurora to optimize for high random loss scenarios. Still, this model
substantially out performs the most widely deployed algorithm today.
3.4.2 Dynamic Link Analysis
In some networks, particularly LTE or WiFi networks, link capacity can very significantly
over time depending on physical conditions that contribute to signal strength, like inter-
ference, distance, or surroundings. In Figure 3.9, we examine a simplified example of a
dynamic link. In this case, the link’s capacity varies every five seconds to a bandwidth be-
tween 16mbps and 32mbps, uniformly at random. We run Aurora and five baseline schemes
at least five times each with two minutes per run.
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Figure 3.9: Average throughput and latency on a dynamic link with 32ms of base latency, a
500 packet queue and no random loss.
As Figure 3.9 shows, each scheme makes a tradeoff between throughput and latency. By
sending quickly, a scheme can obtain high throughput, but often at the cost of latency when
the link’s capacity decreases. Other schemes obtain low latency by acting conservatively
when there is available bandwidth. Aurora makes a new state-of-the-art tradeoff that obtains
both higher throughput and higher latency than PCC-Vivace, while sitting on the Pareto
front of throughput and latency along with other schemes like Copa and BBR.
3.4.3 Summary
Our evaluation shows two promising details of the RL-base Aurora congestion control
scheme. First, Aurora is robust when placed in never-before-seen environments whose pa-
rameters are outside of the training environment. Second, Aurora does well in a dynamic
environment, where it contributes a new state-of-the-art trade off point, even when con-
sidering recent, undeployed research algorithms. Together, these observations suggest that
RL-based congestion control may be a promising direction
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3.5 DISCUSSION OF AURORA
3.5.1 Fairness
Congestion control relies on many different senders to each choose their own data trans-
mission rates to avoid significant congestion; however, Aurora was trained to work alone,
both in training and in testing. Before Aurora can be practically deployed, it needs to learn
appropriate rules for a multi-flow scenario. An important part of any reasonable multi-flow
rules will have to be fairness, both with other Aurora flows, and with commonly deployed
flows like TCP-Cubic, and BBR. Unfortunately, constraining reinforcement learning to learn
fair rules is an open challenge for reinforcement learning, so training Aurora to act fairly
will require some additional development there first.
3.5.2 Multi-objective Learning
In this paper, Aurora was trained with just a single objective; however, the reward function
is fairly easily configurable. This provides a few promising directions. In machine learning,
multi-objective learning [30] allows agents to learn multiple sets of rules, each of which
optimizes for a different reward function. The reward function to be used can then be
selected at run time. This might make it possible to distribute a single Aurora model and
have end users or application programmers choose a reward function without having to re-
train a model. Even without direct multi-objective learning, training Aurora for different
goals, like stable bandwidth or extremely low latency might be promising directions as well.
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CHAPTER 4: CONGESTION CONTROL TESTING INFRASTRUCTURE
Whether working with machine-learning-based congestion control algorithm or a human-
written congestion control algorithm, testing infrastructure capable of running a wide variety
of tests will help asses the usefulness of algorithms, both for a variety of applications goals,
and in a variety of network conditions. Specifically, useful congestion control testing infras-
tructure would meet two goals: 1) testing real-world implementations of a wide variety of
congestion control algorithms, and 2) running credible tests on-demand, such that developers
can make changes to an algorithm and immediately re-run a variety of tests.
Several options for testing congestion control algorithms exist already, in the form of sim-
ulators (NS2 [31], NS3 [32]), emulators (Emulab [33], Mininet [4]), and real-world testbeds
(PlanetLab [34], Pantheon [2]). However, each of these methods have significant drawbacks
that make them poorly suited to two keys goals above, described in greater detail in Sec-
tion 4.1.
Fortunately, existing tools also have complementary properties. For example, simulators
and emulators can often accomplish part of the second goal, by running tests on demand,
and on the other hand, real-world test beds often include a wide variety of congestion
control algorithms with generic support for testing new algorithms. My work seeks to gain
the benefits of both approaches by running a real-world testbed (Pantheon) over emulated
networks (using Mininet), distributed across virtual machines as a way to parallelize testing
and easily deploy additional testing nodes as new resources become available. This work
provided the foundation for the evaluation of Aurora, shown earlier in Chapter 3.
After describing existing tools in more detail and discussing their drawbacks in Section 4.1,
Section 4.2 describes my own design in greater detail. Sections 4.3 and 4.4, then describe
the tests used and the findings from this testing respectively.
4.1 EXISTING TOOLS
4.1.1 Network Simulators ns-2 and ns-3
Network Simulators 2 and 3 (ns-2 [31], ns-3 [32]) are discrete event simulators intended
to provide a low-level, C++ implementation of many network-level functions. As discrete
simulators however, ns-2 and ns-3 need to have algorithms converted into forms that work
within discrete simulation. While this may be appropriate for testing forms of routing, or
higher level communication protocols, many congestion control implementations cannot be
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used in this context. For example, any Linux kernel implementation of a congestion control
algorithm will need to be run inside a Linux kernel, which cannot be accommodated by the
event-based simulation of ns-2 and ns-3. As a result, congestion control algorithms tested in
ns-2 and ns-3 often involve custom implementations that differ from the real-world versions of
the same protocol. Because I want to test the exact implementations of congestion control
algorithms that appear in the real world, and because these implementations cannot be
tested in ns-2 or ns-3, these platforms are not quite appropriate for my work.
4.1.2 Emulab
Emulab [33] is a network emulation platform that offers virtual machines with processor
and networking allocations that can be used by the public for networking research for free;
however, Emulab is frequently occupied, it can take an hour or more to start VMs and load
them with software for some congestion control algorithms, and the service can only be used
by researchers with appropriate permissions and accounts. While Emulab certainly suits
some researchers, its lack of availability, long startup times and permission requirements
make it ill-suited to continuous testing.
4.1.3 Mininet
Mininet [4] is a network emulation tool that uses virtual network interfaces and standard
Linux tools like Traffic Control (tc) and network emulation plugins (netem) to emulate a
compute network with a single Linux instance. Mininet has a distinct advantage over Emulab
because it can be started and stopped quickly, and Mininet nodes have access to all of the
libraries already installed on the host of them emulation. Mininet can be limited however,
because the tc and netem commands provided only limited control over certain aspects of
link conditions. These tools provide an interface appropriate for injecting small amounts of
packet loss, or closing down links complete for routing experiments; however, they do not
provide detailed control over link parameters over time. Such control is necessary to emulate
some key aspects of evolving networks, like the packet latency distributions, which can be
important to emulation real LTE networks according to testing done with Pantheon [2].
Mininet also lacks a library of congestion control algorithms, which can be a significant
problem when comparing existing congestion control algorithms to new developments.
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4.1.4 PlanetLab
PlanetLab [34] can allow users to get a small amount of time on virtual machines at
research institutes around the world; however, these are mostly limited to academic insti-
tutions, they may not be available on-demand, and they can be limited in terms of tools
available. While PlanetLab may be the closest to real-world testing with a complex network
topology, its limitations prevent it from being useful for my work.
4.1.5 Pantheon
Pantheon [2] has two components. The first component is a library of congestion con-
trol algorithms with a standardized interface for starting and stopping tests of these algo-
rithms. This library of algorithms includes legacy algorithms like Cubic, along with recent
research algorithms like Copa [5], Indigo [2], and Vivace [6]. Pantheon also has standard
logging for performance of all these algorithms. This library of congestion control algorithms
makes Pantheon very useful for testing and comparing robustness of congestion control al-
gorithms. Unfortunately, without a network to run over, Pantheon is restricted to using a
single Mahimahi [18] tunnel to emulate a network, which means there are certain tests it
cannot run, such as RTT-fairness tests where two flows have different round trip times. Such
tests require a more complex network emulation than Pantheon can provide.
The second portion of Pantheon is publicly visible testing over real-world links with both
single flow and three-flow scenarios. While this testing can provide an idea of how a protocol
might perform on the open Internet, it does not capture what happens to other flows on the
Internet (i.e. are they being treated unfairly?), it does not use complex topologies, and the
testing locations are limited to cloud providers and certain hand-picked cellular links.
4.2 DESIGN OVERVIEW
4.2.1 Desired Capabilities
There are three key testing capabilities that are not simultaneously met by existing tools:
(i) testing congestion control algorithms over complex topologies, (ii) comparing test results
across a variety of legacy, deployed and recently-published algorithms, including those still
in development, and (iii) on demand, distributed testing, such that a large number of tests
can be completed significantly faster than the sum of all testing times.
Testing over complex topologies is necessary to accomplish some tests already presented
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in some congestion control papers, such as RTT-fairness, which cannot be performed with a
single link emulator like Mahimahi or Pantheon. These tests are important to realistically
testing an algorithm’s robustness on the internet, as there are frequently interactions between
flows on complex paths on the open Internet.
The second capability, testing a wide variety of legacy and recent algorithms, is critical to
understanding how new algorithms will affect existing, widely deployed algorithms. Testing
against much older algorithms can also help researchers verify that new algorithms outper-
form algorithms that may not be widely deployed, or may help researchers identify aspects
of old algorithms that are still relevant.
The ability to run tests on-demand (i.e. within a few minutes of submitting, regardless
of impending deadline) and faster than a single sequential test is important for practical
robustness testing of algorithms. A service like Emulab might allow testing within an hour,
but only if resources are available, which is frequently untrue near deadlines. Additionally,
while many Emulab experiments with similar goals could be started, Emulab does not have
explicit support for parallel testing.
4.2.2 Components
While no individual testing system meets all of the needs of a continuous robustness
testing platform, several existing testing platforms are open source. To make use of existing
tools, and receive updates or fixes from those tools directly, I will compose two existing tools
to create a single testing platform. Pantheon will act as a repository for congestion control
tools, which also provides uniform logging for the purposes of recording performance metrics.
However, Pantheon alone does not provide a method to automatically test algorithms directly
from the latest branch of a repository containing a congestion control algorithm. To emulate
a network on-demand, Mininet is the only choice that will allow me to use both legacy and
recent algorithms, unmodified from their real-world code. However, Mininet is somewhat
limited in the forms of links it can emulate.
Matching a Pantheon-over-Mininet approach to testing with the capabilities in Section 4.2.1,
I modified both open-source platforms and created a management service that allows rapid,
parallel testing with complex topologies, legacy or recent algorithms, integration with git
repositories, and automatic publication to a public website, pcctesting.web.illinois.edu.
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Usage and Modification of Pantheon
Adapting Pantheon to all the testing capabilities in Section 4.2.1 required only superficial
changes to the Pantheon platform, but significant automation of Pantheon processes. First,
Pantheon was modified to allow testing of third-party code not originating in a git repo, and
was modified to allow tests that require more than 30 seconds, both of which were restricted
in the public Pantheon implementation. Second, a significant amount of automation was
required to use Pantheon over Mininet instances. To meet the goal of rapidly testing new
algorithms with git integration, a system to automatically register new algorithms with
Pantheon, provide them with a startup script and collect metadata to identify there origins
was added. Additionally, topology-aware control software was necessary to start Pantheon
connections across all tested paths in the Mininet topology. By default, Pantheon is intended
to run across only a single path. Starting one instance per test path bypasses this restriction.
With these modifications, Pantheon can now be used as a top-level program running over
Mininet to perform congestion control testing.
Usage and Modification of Mininet
While Mininet meets several of the needs described in Section 4.2.1, there is one key area
it fails: Mininet uses only default Linux tc and netem commands, which cannot emulate
many complex link dynamics, such as variable bandwidth or latency. The PCC group has
taken two approaches to emulating complex network dynamics not normally possible in
Mininet. The first approach is my own, which uses real-time link re-configuration to alter
link parameters. The second approach, taken later by a collaborator, uses traces collected
in the real-world, and modifies that Pantheon layer, but is intended to accomplish what
Mininet cannot. This work is provided as evidence that the base approach is extensible.
The first and already-deployed approach to emulating dynamic links, which was used in
Aurora’s evaluation in Chapter 3, is real-time link re-configuration. Under this approach,
the internal TCLink class in Mininet was modified to allow real-time control. The modified
class creates a separate control process on initialization that follows a schedule of real-time
control. This approach was used in two contexts, first to introduce simple oscillations, and
second to introduce changes in bandwidth according to a distribution. In both contexts,
re-issued tc commands changed link parameters according to real-time commands from a
control process.
A second approach to emulating dynamic links is to modify packet transmission times
within Pantheon tunnels. Unlike the re-issueing of tc commands, which affects a whole
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link, and cannot apply packet-level dynamics, modifying packet transmissions directly in
Pantheon tunnels can match packet-level dynamics. This approach was used by a collab-
orator to apply latency traces collected in a public WiFi setting in this robustness testing
infrastructure.
4.3 TEST DESCRIPTIONS
My congestion control testing framework includes a collection of tests intended to assess
the robustness of congestion control algorithms to different network scenarios, which are
configured by changing the parameters of bottleneck links. These tests are grouped into
three groups: single parameter sweeps, unequal RTT tests, and trace-based tests. Some of
these tests were contributed by other members of the PCC research group, an indication
that this framework can be extended with additional tests.
4.3.1 Single Parameter Sweeps
In a single parameter sweep test, one test or link parameter was varied and the performance
of each algorithm was recorded over time. Figure 4.1 shows an example of throughput and
95th percentile queueing delay for several congestion control algorithms as queue size on
a bottle neck link varied between tests, ranging from 1 packet to 10000 packets. Other
tests have different parameters, but the total range of tests is similar for all six sweep tests:
bandwidth sweep, latency sweep, queue sweep, loss sweep (which varies random packet loss),
jitter sweep (using jitter from the netem tool on the bottleneck link), and multi-flow sweep
(which varies the number of flows competing on a bottleneck link). Summaries for how
algorithms perform in these tests are provided in Section 4.4.
4.3.2 Unequal RTT Tests
A second collection of tests are unequal RTT tests. In these tests, multiple flows (two or
three) are run in parallel over two links, an initial link that adds latency, followed by a shared
bottleneck, as show in Figure 4.2. In the Internet, competing flows may take different paths
to a bottleneck, which can cause them to operate with different RTTs. In certain cases, this
can result in an unfair allocation of bandwidth, or other undesirable performance from some
flows. Results for recent algorithms are discussed in Section 4.4.
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Figure 4.1: Average throughput and 95th percentile queueing delay for several congestion
control algorithms as queue size varies from 1 packet to 10000 packets on a bottleneck link.
4.3.3 Trace-base Tests
A collaborator contributed several trace-based tests based on public WiFi traces of latency.
These tests can be useful for measuring performance in a more realistic, and more challenging
network scenario than many controlled tests. Section 4.4 shows a summary of how algorithms
performed on these tests.
4.4 APPLICATION TO EXISTING ALGORITHMS
To demonstrate the effectiveness of this testing platform and explore the robustness of
several recent algorithms, I applied all the tests described in Section 4.3 to several recent, or
widely-deployed algorithms including: Copa [5], BBR [1], TCP-Cubic [13], LEDBAT [12],
TCP-Vegas [8], and PCC-Vivace [6]. Figures 4.3 and 4.4 show throughput and latency scores
averaged over all tests in each category. For each test and algorithm, green indicates good
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Figure 4.2: The topology used for a three-flow unequal RTT test. In this test, three different
clients each connect over two links. The first link on the left has a different latency for each
client. The right link is a shared bottleneck that ensures competition between flows.
performance, while red indicates bad performance.
4.4.1 Throughput Scores
Figure 4.3 shows the average throughput obtained for each set of tests and each algo-
rithm tested. In each case, the ideal throughput is about 30mbps, although it is sometimes
allowed slightly higher by packet-pacing irregularities. Each column shows an algorithm’s
performance across many tests. As this data shows, no single algorithm was the best for
many tests; however, BBR performed the best, or near the best in all cases.
When looking at throughput, three tests appear to be particularly challenging: the loss
sweep, the jitter sweep, and the bandwidth sweep with trace. The loss sweep test varies
random packet loss between 0.0% and 20%. Many algorithms perform poorly at just 5%
random loss, so they score badly on average, but both Copa and BBR do quite well. Both
the jitter and bandwidth sweep with trace tests vary link latency, either according to a netem
noise model, or a trace from public WiFi. As a result, these tests can be very difficult for
algorithms that use latency as a signal of congestion, which Copa, PCC-Vivace, Vegas and
Ledbat all do, resulting in lower throughput for those algorithms as variations in latency are
interpreted as congestion.
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Figure 4.3: Average throughput and 95th percentile queueing delay for several congestion
control algorithms as queue size varies from 1 packet to 10000 packets on a bottleneck link.
4.4.2 Latency Scores
Figure 4.4 shows the average queuing delay obtained for each set of tests and each algo-
rithm tested. In all cases, the optimal queuing delay is 0ms. Any queuing delay above 60ms
(which represents a 100% increase in total RTT for many tests), is marked as red, while only
queuing delays below 5ms are marked as green.
In the queueing delay perspective, TCP-Vegas performs very well, while the Cubic variant
of TCP is the worst performer on these metrics. There appears to be much greater variation
between tests than between algorithms in many cases though. Three different challenges
contribute to difficulty on these test. First, multiple flows (in Unequal RTTs: 3 flows,
Unequal RTTs: 2 flows and Multiflow Sweep) clearly cause a problem for most algorithms.
Notably, Copa has special design considerations that allow flows with the same RTT to be
sensitive to latency, which works well in the Multiflow Sweep test, but does not prevent
large queuing delays in either of the Unequal RTT tests. A second source of difficulty is
low bandwidths, which appears in both of the Bandwidth Sweep test sets. These sets test
bandwidths as low as 1mbps, which may be below the intended operating range for some
algorithms. The final source of additional queuing delay may be associate with latency
measurements that vary according to a complex pattern, like what was observed in a public
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Figure 4.4: Average throughput and 95th percentile queueing delay for several congestion
control algorithms as queue size varies from 1 packet to 10000 packets on a bottleneck link.
WiFi setting, which would explain the significantly higher queuing delay observed in the
Bandwidth Sweep With Trace test set.
4.5 DISCUSSION
This testing framework has provided a platform for assessing the robustness of a variety
of congestion control algorithms to a range of link parameters and scenarios based on real-
world traces, but several applications of this framework remain, including: using realistic
topologies, and supplying a realistic workload for congestion control algorithms.
4.5.1 Realistic Topologies
While the existing framework may be sufficient for simple robustness testing where only a
few link parameters vary, realistic topologies would present a new opportunity for robustness
testing. There may be significant flaws in some algorithms that the congestion control
community ignores during development because they arise only in topologies with specific
constraints. Using realistic topologies would at least allow a tester to identify expected
performance in those scenarios, and may uncover flaws.
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4.5.2 Realistic Workloads
Currently, my testing framework uses only the standard congestion control workload: a
single, endless stream of data sent as fast as the congestion control algorithm will allow.
Unfortunately, this is not at all representative of real-world workloads. For example, even
video streaming, which sends a significant amount of data, does not send it all at once.
Instead, video streaming often send chunks of video at a time, which can cause oscillations
in the load offered to the congestion control algorithm. There is no clear way to alter the
workload provided to a congestion control algorithm running in Pantheon, which was a
barrier to implementation in the existing system, but a more thorough robustness testing
platform would include realistic workloads.
4.6 CONCLUSION
Testing congestion control algorithms, both legacy and in-development, is a critical part
of creating robust, performant algorithms that can function in the highly-variable, mixed-
technology Internet that we have today. This robustness testing platform, which uses mod-
ified versions of standard network testing tools, provides a strong starting point that has
already assisted in discovering flaws in existing algorithms.
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CHAPTER 5: CONCLUSION
Internet congestion control is developing rapidly, spurred on by both changing network
technologies and evolving application requirements. Creating new algorithms is critical to ob-
taining adequate performance, and the most widely-deployed algorithm today is insufficient.
My work investigated two key approaches to developing the next generation of congestion
control algorithms. First, my work with Aurora showed that machine learning can be used
to interpret a collection of measurements over time as congestion signals and create rules
that perform comparably to many existing algorithms in robustness and provides a state-
of-the-art tradeoff in a challenging, dynamic scenario. Second, my work on an on-demand,
complex topology, many-algorithm testing environment demonstrated challenges for exist-
ing algorithms in terms of performance and robustness including many standard congestion
control tests seen in earlier work as well as new tests that highlighted key strengths and
weaknesses among both deployed and recently published algorithms.
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