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Abstrat. We address the open problem of existene of singularities for the omplex Ginzburg-
Landau equation. Using a ombination of rigourous results and numerial omputations, we desribe
a ountable family of self-similar singularities. Our analysis inludes the super-ritial non-linear
Shrödinger equation as a speial ase, and most of the desribed singularities are new even in that
situation. We also onsider the problem of stability of these singularities.
1. Introdution. In this paper we study singular solutions to the initial value
problem for the omplex Ginzburg-Landau equation (CGL)
i
∂u
∂t
+ (1 − iǫ)∆u+ (1 + iδ)|u|2σu = f , in Rd × (0, T ) , (1.1)
u(x, 0) = u0(x) . (1.2)
where u = u(x, t) is a omplex-valued funtion dened in Rd × (0, T ) and satisfying
suitable deay onditions as |x| → ∞, the parameters ǫ, δ, σ are non-negative real
numbers, u0 is a given initial ondition, whih is assumed to be smooth, with suitable
deay as |x| → ∞, and f = f(x, t) is a given funtion, also assumed to be smooth,
with suitable deay as |x| → ∞.
We are mostly interested in the ase ǫ > 0, δ ≥ 0, and 2/d < σ < 2/d + 1/2.
However, some of our results are new even for the ase ǫ ≥ 0, δ ≥ 0, σ > 2/d, i.e., they
also inlude the super-ritial non-linear Shrödinger equation. Under the assumption
ǫ > 0, 0 < σ < 2/d+ 1/2 it is possible to prove that for eah smooth u0 and f , with
an appropriate deay at innity, the problem (1.1)-(1.2) has a suitable weak solution,
see [2℄ and [17℄. Suh a solution is regular away from a losed set S ⊂ Rd× (0, T ) with
Pd−2/σ(S) = 0, where Pα denotes the paraboli α-dimensional Hausdor measure,
see [17℄. It has been an open problem whether the singular set S an be non-empty.
We present a very strong evidene, whih is based on a ombination of rigorous
analysis and numerial omputations, that singularities may indeed exist. We shall
see that there appears to exist a ountable set of dierent types of singular solu-
tions. Among these solutions we identify (numerially) those whih are stable under
a suitable notion of stability dened in Setion 4. It turns out that while most of the
solutions are unstable, in ertain ases there may exist more than one type of stable
singularities.
The ase of the non-linear Shrödinger equation (NLS) (i.e., ǫ = δ = 0) and f = 0
has been studied by numerous authors, see for example [10, 3℄ or the monograph [14℄.
In partiular, Zaharov ([18℄) onjetured the existene of self-similar singularities of
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the form
u(x, t) = (2κ(T − t))
− 1
2
( 1
σ
+iω
κ
)
Q
(
(2κ(T − t))−1/2|x|
)
, (1.3)
where Q(ξ) is a omplex valued funtion dened on (0,∞), with asymptoti behavior
Q(ξ) ∼ ξ−1/σ−iω/κ , as ξ →∞ .
While no rigorous proof of this onjeture seems to be available, there is an over-
whelming evidene based on numerial and formal analytial alulations supporting
the existene of suh singularities (see, e.g., [6, 7, 14℄). We also refer the reader to [3℄
for a rigorous result supporting the onjeture.
In this paper we will argue that these singularities persist also for a ertain range
of ǫ > 0 and δ > 0. In fat, we shall nd many new self-similar singularities even for
the ase ǫ = δ = 0 (and f = 0). Using the self-similar singular solutions of the form
(1.3) one an easily onstrut singular solutions of (1.1) and (1.2) with ompatly
supported, smooth u0 and ompatly supported, smooth f .
From the form (1.3) of self-similar solutions one obtains the following boundary
value problem for the funtion Q:
(1− iǫ)(Q′′ +
d− 1
ξ
Q′) + iκξQ′ + i
κ
σ
Q− ωQ+ (1 + iδ)|Q|2σQ = 0 , (1.4)
Q′(0) = 0 , and (1.5)
Q(ξ) ∼ ξ−1/σ−iω/κ as ξ →∞ . (1.6)
In general, this problem does not have a solution for arbitrary values of parameters
κ, ω and hene the unknowns in (1.4)-(1.6) are Q, κ and ω.
When ǫ = 0, see, for example, [14℄ for a disussion of (1.6). For ǫ > 0 the ondition
Q(ξ) ∼ ξ−1/σ−iω/κ at innity is ditated by the partial regularity result mentioned
earlier, sine u dened by (1.3) must be regular at almost all points of the form (x, T ),
x 6= 0. The presented results are based on a detailed analysis of the boundary value
problem (1.4)-(1.6). The analysis employs both analytial and numerial tehniques
and is naturally divided into the following two steps:
(i) First, we rigorously prove that for ξ1 ≥ 1 and for eah set of parameter values ǫ ≥ 0,
δ ≥ 0 and 2/d < σ < 2/d + 1/2 there exists a two-dimensional manifold of
solutions to (1.4) on (ξ1,∞) with the orret asymptoti behavior at innity.
(ii) Seond, we solve numerially the boundary value problem on (0, ξ1) with an
appropriate (approximate) boundary ondition for Q at the boundary point
ξ = ξ1. In this step the hoie of ξ1 is based on numerial evidene of
onvergene, and not on the rigorous estimates obtained in (i), whih ontain
onstants we did not try to evaluate exatly.
We briey summarize main results of our alulations. We note a (saling) sym-
metry in the problem (1.4)-(1.6): If λ > 0, θ ∈ R and (Q(ξ), κ, ω) is a solution of
(1.4)-(1.6) then (λ1/σ+iθQ(λξ), λ2κ, λ2ω) is also a solution. We hose a representative
in eah of these families of solutions by imposing suitable normalization onditions.
We mostly work with the normalization ω = 1 and ImQ(0) = 0, Q(0) > 0. Suh
solutions will be alled normalized solutions and they are uniquely determined by two
parameters (κ, µ), where µ = Q(0). Some numerial results are better presented in a
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dierent parameterization in whih Q(0) = 1 is xed, (κ, ω) are used as parameters.
We shall state the use of the latter normalization expliitly whenever it is used.
We observe that for xed values of d ≥ 1, σ > 2/d and ǫ = δ = 0 there exists a
ountable family of normalized solutions (Qj(ξ), κj) = (Qj(ξ), κj , 1), j = 1, 2, . . . of
(1.4)-(1.6). The j−th prole |Qj |, when extended to (−∞,∞) as an even funtion,
has exatly j loal maxima, and somewhat resembles the prole of the j−th state of an
elementary quantum mehanial osillator. A preise quantum mehanial interpre-
tation of the solutions is more ompliated, and is related to the so-alled resonanes
or quasi-stationary states. The rst solution of the family has been known, see [10℄ or
[14℄, for example. We are not aware of any mentioning of the other solutions in the
literature. All the solutions persist if ǫ and δ are perturbed to (small) stritly positive
values. We now desribe the behavior of these perturbed solutions for δ = 0. We
let µj = Qj(0). As mentioned above, the solution (Qj , κj) is determined by (κj , µj).
We observe that a branh of solutions parameterized by (κj(ǫ), µj(ǫ)) emanates from
eah point (κj , µj). We plot the urves (ǫ, κj(ǫ)), j = 1, . . . , 5, in Figure 3.1 for d = 1,
σ = 2.3 and in Figure 3.6 for d = 3, σ = 1. In the other gures we plot the proles
|Qǫj(ξ)| of the orresponding solutions Q
ǫ
j(ξ) at ertain points along eah branh.
An interesting feature observed in the behavior of the branhes, is the existene of
a turning point on eah branh at ǫ = ǫ∗j . We see from the graphs that as ǫ returns to
zero along the branh, κj(ǫ) tends to zero, suggesting that the solution Q
ǫ
j onverges
to a (radial) solution of the equation
∆Q −Q+ |Q|2σQ = 0 , in Rd , (1.7)
satisfying Q(x)→ 0 as |x| → ∞.
Our omputations presented in Setion 3 larify the struture of the diagram
whih turns out to be slightly more ompliated than the piture suggested above.
We onjeture the following: If d > 1, the solutions Qǫj orresponding to branh
(κj(ǫ), µj(ǫ)) with an odd index j = 2k − 1 onverge (as ǫ and κj(ǫ) approah zero)
to the k-th (normalized) radial solution of (1.7). We reall that the rst of these
solutions is usually alled the ground state, and that for d = 1 there are no other
solutions of (1.7) satisfying the appropriate boundary onditions. (See, for example,
[14℄ for more details.) If d = 1 and also for j = 2k in the ase d > 1, as ǫ and κj(ǫ)
approah zero, the proles Qǫj separate into j approximate ground states whih move
away from eah other. In partiular, for j = 2k the proles onverge loally uniformly
to zero. When d = 1 and j = 2k − 1, the proles onverge loally uniformly to the
ground state.
We tabulate results of our numerial alulations in Table 3.1 and Table 3.2.
We also looked at branhes of solutions when δ is related to ǫ by δ = rǫ, with r > 0
of order 10−1 and 100. The behavior was similar to the ase δ = 0, with the turning
point ǫ∗ getting loser to zero as r inreased, as one might heuristially expet.
Questions related to stability of the singularities are addressed in Setion 4. Our
alulations indiate that for the non-linear Shrödinger equation all the new singu-
larities we found are unstable, and the singularity orresponding to (κ1, µ1) is stable.
The situation is more ompliated for ǫ > 0, see Setion 4 for details.
Our interest in singular solutions to CGL stems from analogies between (1.1) in
the ase d = 3, σ = 1, ǫ, δ > 0 and the three-dimensional Navier-Stokes equation
(NSE). The two equations have the same saling properties and the same energy
identity. Moreover, the existene and partial regularity theory of weak solutions for
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NSE and CGL are similar (with CGL being tehnially easier), see [17℄. The analogy
between NSE and CGL may be rather superial and may break down at any deeper
level. However, at the same time there are no known properties of solutions to the
Navier-Stokes equation whih would prevent the same senario as presented here for
CGL.
The formula for the Navier-Stokes equation orresponding to (1.3) would be
u(x, t) ∼ (2κ(T − t))−1/2 U
(
(2κ(T − t))−1/2x, τ
)
, (1.8)
where τ = 12κ ln
T
T−t , and U is a suitable divergene-free vetor eld periodi in τ with
suitable deay in the self-similar variable y = (2κ(T − t))−1/2x.
The ase, ∂U/∂τ ≡ 0, was already onsidered by Leray [8℄. It was proved in [11℄
and in greater generality in [15℄ that NSE does not admit non-trivial solutions of the
form (1.8) with U independent of τ . The problem is open for U periodi in τ .
We nish the introdution with the following speulation. Most of the singulari-
ties we have found are unstable, hene it is unlikely they would be observed in diret
numerial simulations of the initial value problem (1.1)-(1.2) or in physial experi-
ments that are modeled by CGL. Could it perhaps be the ase that NSE does admit
singular solutions (say of the form (1.8)), but all of them are unstable and therefore
more or less impossible to be deteted in diret numerial simulations or physial
experiments ?
This intriguing senario was one suggested to one of the authors by Sergiu
Klainerman during a lunh-break onversation at a onferene in Southern California.
2. Analysis of the prole equation at innity. In this setion we study
solutions of (1.4) in the interval (ξ1,∞) satisfying the ondition Q(ξ) ∼ ξ
−1/σ−iω/κ
as ξ → ∞. Heuristially one expets that the behavior of suh solutions is mainly
governed by the linear part of (1.4):
(1 − iǫ)u′′ + (1− iǫ)
d− 1
ξ
u′ + iκξu′ +
iκ
σ
u− ωu = 0 (2.1)
Equation (2.1) is equivalent to Kummer's equation, also known as the onuent hy-
pergeometri equation. The solutions of this equation are well-understood, see for
example [13℄, and one an hene get a more or less omplete piture of the behav-
ior of solutions to (2.1). We shall use analytial tools from the theory of onuent
hyper-geometri equations to desribe solutions of the full equation (1.4).
A anonial form of Kummer's equation is
z
d2w
dz2
+ (b− z)
dw
dz
− aw = 0 , (2.2)
and the equation (2.1) is transformed into this form by letting
z =
−iκ
(1− iǫ)
ξ2
2
, a =
1
2
(
1
σ
+
iω
κ
)
, b =
d
2
. (2.3)
There is voluminous literature on this equation and properties of speial funtions
(onuent hyper-geometri funtions) whih appear as its solutions. We reall some
of the properties and, for the onveniene of the reader, we also sketh how to derive
them. For more details about onuent hyper-geometri funtions we refer the reader
to [13℄, [9℄, [16℄.
Self-similar singular solutions 5
A lassial formula for a solution of (2.2) is given by
U(a, b, z) =
1
Γ(a)
∫ ∞
0
e−tzta−1(1 + t)b−a−1 dt , (2.4)
where Γ is Euler's gamma funtion. The integral is learly well-dened for Re a > 0
and Re z > 0. The fator 1/Γ(a) is not essential for our analysis, nevertheless, we
inlude it to keep our notation in agreement with the standard one. The role of this
fator is to normalize the leading term in the asymptoti U(a, b, z) = z−a(1+O(z−1))
as z →∞. It is easy to hek by diret alulation that the funtion U given by (2.4)
solves the equation (2.2). We have
dk
dzk
U(a, b, z) =
1
Γ(a)
∫ ∞
0
(−t)ke−tzta−1(1 + t)b−a−1 dt ,
and after substituting to (2.2) we see from a simple integration by parts that the
equation is satised.
By letting zt = s in (2.4) we obtain (for Re z > 0, Re a > 0)
U(a, b, z) =
1
Γ(a)
z−a
∫ ∞
0
e−ssa−1
(
1 +
s
z
)b−a−1
ds . (2.5)
The above expression is used to extend the denition of U for Re a > 0 and z ∈ C with
−π < arg z < π, sine the integral is onvergent and an analyti funtion of z under
these assumptions. By formally expanding the term (1+s/z)b−a−1 and integrating the
resulting (formal) series term-by-term, we obtain the following asymptoti expansion
U(a, b, z) = z−a
(
n−1∑
k=0
(a)k(1 + a− b)k
k!
(−z)−k +O(|z|−n)
)
, (2.6)
where (a)0 = 1, (a)k = a(a + 1) . . . (a + k − 1). The formal alulations of the
asymptoti expansion (2.6) an be easily justied rigorously by splitting the integral
in (2.5) as
∫∞
0 =
∫ s1
0 +
∫∞
s1
with s1 = |z|
1/2
, for example.
One an hek easily by a diret alulation that the funtion
V (a, b, z) = ezU(b− a, b,−z) (2.7)
is another solution of Kummer's equation and that the funtions U and V are linearly
independent. The Wronskian of U and V is given by
U
dV
dz
− V
dU
dz
= e±iπ(b−a)z−bez , (2.8)
where the sign + is for Im z > 0 and − in the opposite ase. (Formula (2.8) is
easily derived from the fat that the Wronskian satises the dierential equation
y′ + (b/z − 1)y = 0 and from the asymptoti expansion (2.6).)
We need to know the behavior of U and V in the region −π/2 ≤ arg z < 0.
Taking into aount the denition of V , we see that it is suient to ontrol U in
the region −π/2 ≤ arg z < π. Formula (2.5) is suitable for analysis in this region if
Re (b− a) > 0 sine the integral in (2.5) is the uniformly absolutely onvergent when-
ever z approahes a point in (−∞, 0) from the upper half-plane. In our appliations
the ondition Re (b− a) > 0 is always satised and therefore (2.5) is suient for our
analysis.
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We now have suient information about the solutions of (2.2), and hene also
(2.1), to be able to proeed with the analysis of the inhomogeneous equation
(1− iǫ)u′′ + (1− iǫ)
d− 1
ξ
u′ + iκξu′ +
iκ
σ
u− ωu = f(ξ) , (2.9)
for ξ ∈ (ξ1,∞). We assume that the funtion f is deaying suiently fast as ξ →∞.
We are interested in solutions of (2.9) whih have the asymptotis u ∼ ξ−1/σ−iω/κ as
ξ →∞. We denote P , E two linearly independent solutions of (1.4)
P (ξ) ≡ P (κ, ω, ǫ; ξ) = U(a, b, z) ,
E(ξ) ≡ E(κ, ω, ǫ; ξ) = V (a, b, z) ,
where z =
−iκ
1− iǫ
ξ2
2
, a =
1
2
(
1
σ
+ i
ω
κ
)
, b =
d
2
.
The parameters d and σ are held xed in the perturbation analysis desribed below,
therefore we do not indiate the dependene of P and E on them. The Wronskian
W = PE′ − P ′E is easily omputed from (2.8).
W (ξ) = W (ω, κ, ǫ; ξ) =
−iκ
1− iǫ
e±πi(b−a)ξz−bez . (2.10)
The next step is to use the standard variation of onstant to obtain solutions to
(2.9) satisfying u(ξ) ∼ ξ−1/σ−iω/κ as ξ →∞. We write the solution in the form
u(ξ) = c1(ξ)P (ξ) + c2(ξ)E(ξ) , with (2.11)
u′(ξ) = c1(ξ)P
′(ξ) + c2(ξ)E
′(ξ) , (2.12)
and c2(ξ)→ 0 suiently fast as ξ →∞. We obtain
c′1(ξ) = −f(ξ)
E(ξ)
(1− iǫ)W (ξ)
, c′2(ξ) = f(ξ)
P (ξ)
(1− iǫ)W (ξ)
, (2.13)
whih together with the ondition c2(ξ)→ 0 at the innity gives a formal expression
for the solution
u(ξ) = γP (ξ) +
∫ ∞
ξ1
K(ξ, η)f(η) dη , (2.14)
where γ ∈ C is a onstant and
K(ξ, η) =
{
− 1(1−iǫ)P (ξ)E(η)W
−1(η) for ξ1 < η ≤ ξ
− 1(1−iǫ)E(ξ)P (η)W
−1(η) for ξ ≤ η
.
The strategy for nding solutions of the non-linear problem (1.4) in (ξ1,∞) with the
required deay u(ξ) ∼ ξ−1/σ−iω/κ at innity should now be lear. Heuristially we ex-
pet that the manifold of suh solutions will be a deformation of the one-dimensional
omplex subspae {γP | γ ∈ C}, at least in a neighborhood of the origin. The defor-
mation is from γP to the xed point of the operator T
u 7→ Tu(ξ) = γP (ξ)−
∫ ∞
ξ1
(1 + iδ)K(ξ, η) |u(η)|2σu(η) dη .
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The outlined strategy an be suessfully arried out by using the properties of
Kummer's funtions realled above. The xed point theorem an be applied in the
Banah spae
Xϑ = {u ∈ C([ξ1,∞)) | sup
ξ≥ξ1
|ξ|1/σ−ϑ|u(ξ)| <∞}
equipped with the norm
||u||ϑ = sup
ξ≥ξ1
|ξ|1/σ−ϑ|u(ξ)| .
This approah is obviously standard. However, there are some subtle points in the
situation studied here due to osillatory behavior of the funtion E, see the Appendix.
The main result of this setion, whih an be derived in a fully rigorous way from
the above analysis is the following theorem. (A omplete proof of the theorem is
presented in the Appendix.)
Theorem 2.1. Assume 1 ≤ d ≤ 3, 2/d < σ < 2/d+ 1/2, 0 < κ1 < κ2, ω1 < ω2,
0 < ǫ1, δ1 < δ2.
There exists ρ1 > 0 suh that for eah ξ1 ≥ 1 and eah
(β, κ, ω, ǫ, δ) ∈ Λρ1 ≡ {β ∈ C | |β| ≤ ρ1} × [κ1, κ2]× [ω1, ω2]× [0, ǫ1]× [δ1, δ2]
the boundary value problem
(1− iǫ)(Q′′ +
d− 1
ξ
Q′) + iκξQ′ + i
κ
σ
Q− ωQ+ (1 + iδ)|Q|2σQ = 0 , (2.15)
Q(ξ1) = β , and (2.16)
Q(ξ) ∼ ξ−1/σ−iω/κ as ξ →∞ . (2.17)
onsidered in (ξ1,∞) has a solution
F (ξ) = F (β, κ, ω, ǫ, δ, ξ1; ξ) .
Moreover, F an be onstruted in suh a way that the following onditions are satised
(i) The mapping from Λρ1 to Xϑ dened by
(β, κ, ω, ǫ, δ) 7→ F (β, κ, ω, ǫ, δ, ξ1; ·)
is C1 up to the boundary for eah ϑ > 0.
(ii) The omplex-valued funtion dened by
(β, κ, ω, ǫ, δ) 7→
∂F
∂ξ
(β, κ, ω, ǫ, δ, ξ1, ξ1)
is C1 (up to the boundary) in Λρ1 .
(iii) F and its derivatives F (k) have the following asymptoti expansions
F (ξ) = ξ−1/σ−iω/κ
(
n∑
l=0
alξ
−2l +O(ξ−2(n+1))
)
, (2.18)
F (k)(ξ) =
∂k
∂ξk
(
ξ−1/σ−iω/κ
n∑
l=0
alξ
−2l
)
+O(ξ−1/σ−2(n+1)−k) . (2.19)
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(iv) We have F (0, κ, ω, ǫ, δ, ξ1, ξ) = 0 and
∂F
∂β
(0, κ, ω, ǫ, δ, ξ1, ξ) =
P (κ, ω, ǫ, ξ)
P (κ, ω, ǫ, ξ1)
.
Proof: See the Appendix
Remark 2.1. For ǫ > 0 the funtion u(x, t) given by (1.3) has to be regular at all
points (x, t) with x 6= 0 by the partial regularity theorem proved in [17℄. Therefore any
solution of (1.4)-(1.6) must admit an asymptoti expansion of the form stated in (iii)
of Theorem 2.1. We note that the onvergene of the series
∑
alξ
−2l
in the asymptoti
expansion of Q is equivalent to the analyity of u (in t) at the points (x, T ), x 6= 0.
The asymptoti expansion of the proles Q does not onverge and therefore u is not
analyti in t at any point (x, T ).
Theorem 2.1 together with elementary perturbation arguments an be used to
show that if some non-degeneray onditions are satised, then every solution of
(1.4)-(1.6) for ǫ = δ = 0 will persist (with a slight deformation) for small ǫ > 0 and
δ > 0. We will briey desribe this standard proedure for the onveniene of the
reader.
First we onsider solutions on the nite interval (0, ξ1] to the initial value problem
(1− iǫ)(Q′′ +
d− 1
ξ
Q′) + iκξQ′ + i
κ
σ
Q− ωQ+ (1 + iδ)|Q|2σQ = 0 , (2.20)
Q(0) = µ , Q′(0) = 0 . (2.21)
We denote the solution (if it exists) by G(ξ) = G(µ, κ, ω, ǫ, δ; ξ). Clearly the set
of parameters (µ, κ, ω, ǫ, δ) for whih G is well-dened is open. We dene
β(µ, κ, ω, ǫ, δ) = G(µ, κ, ω, ǫ, δ; ξ1) . (2.22)
Assume that the boundary-value problem (1.4)-(1.6) has a solution whih sat-
ises Q(ξ1)= µ. With a slight abuse of notation, let us denote suh a solution by
Q(µ, κ, ω, ǫ, δ; ξ). Clearly Q(µ, κ, ω, ǫ, δ; ξ) is dened only on a submanifold of the
parameter spae, but this will not be important in what follows. As we have seen in
the introdution, we have
λ1/σ+iθQ(µ, κ, ω, ǫ, δ, λξ) = Q(λ1/σ+iθµ, λ2κ, λ2ω, ǫ, δ; ξ) ,
for all λ > 0 and θ ∈ [0, 2π). Therefore we an work with normalized solutions, i. e.
we assume that ω = 1 and that Q(0) is real and non-negative. Assume µ0 > 0, κ0 > 0
and suppose Q(µ0, κ0, 1, 0, 0; ξ) exists.
We set
g(µ, κ, ǫ, δ) =
∂G
∂ξ
(µ, κ, 1, ǫ, δ; ξ1)−
∂F
∂ξ
(β(µ, κ, 1, ǫ, δ), κ, 1, ǫ, δ, ξ1, ξ1) . (2.23)
where β(µ, κ, ω, ǫ, δ) is dened by (2.22). By our assumptions and by Theorem 2.1 the
mapping g is well dened and ontinuously dierentiable in a set of the form (µ1, µ2)×
(ω1, ω2)× [0, ǫ1)× (δ1, δ2) ontaining the point (µ0, κ0, 0, 0). Sine g(µ0, κ0, 0, 0) = 0,
we see that the equation
g(µ, κ, ǫ, δ) = 0
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has solutions for small ǫ > 0, δ > 0 if the following non-degeneray ondition is
satised:
det
(
g1µ g
1
κ
g2µ g
2
κ
)
6= 0 at (µ0, κ0, 0, 0) , (2.24)
where g1 = Re g, g2 = Im g and subsripts denote partial derivatives with respet to
the orresponding variables.
Thus a non-trivial solution of (1.4)-(1.6) for ǫ = δ = 0 also gives a solution of
(1.4)-(1.6) for ǫ, δ > 0 if (2.24) is satised. Based on our numerial alulations
desribed in the next setion, we onjeture that (2.24) is satised for σ > 2/d.
3. Numerial results. Theorem 2.1 allows us to rewrite the boundary value
problem (1.4)-(1.6) as a boundary value problem on a nite interval (0, ξ1) in the
following way.
(1− iǫ)(Q′′ +
d− 1
ξ
Q′) + iκξQ′ + i
κ
σ
Q−Q+ (1 + iδ)|Q|2σQ = 0 , (3.1)
Q′(0) = 0 , (3.2)
Q(ξ1) = β , (3.3)
Q′(ξ1) =
∂F
∂ξ
(β, κ, 1, ǫ, δ, ξ1; ξ1) , (3.4)
where the unknown quantities are Q, β and κ. Of ourse, the problem (3.1)-(3.4)
is equivalent to the equation g = 0 in the previous setion. If we approximate F
by the rst few terms of its asymptoti expansion, the problem (3.1)-(3.4) an be
solved numerially. In our numerial omputations we investigated the dependene
on ξ1 and on the number of terms of the asymptoti expansion of F . It turned out
that ξ1 ∼ 30 and the rst term of the asymptoti expansion already worked very
well. However, many of our omputations were done with the rst two terms of the
asymptoti expansion (2.18). In the ase ǫ = δ = 0, i.e. NLS, the value of (µ1, κ1) was
omputed in [7℄ using ompletely dierent approah. The values presented in that
paper are in an exellent agreement with our omputations, see below.
The rst term of the asymptoti expansion of F is F ∼ β(ξ/ξ1)
−1/σ−iω/κ
. Using
this approximation, we obtain from (3.1)-(3.4)
(1− iǫ)(Q′′ +
d− 1
ξ
Q′) + iκξQ′ + i
κ
σ
Q−Q+ (1 + iδ)|Q|2σQ = 0 , (3.5)
Q′(0) = 0 , (3.6)
ξ1Q
′(ξ1) +
(
1
σ
+ i
1
κ
)
Q(ξ1) = 0 . (3.7)
Higher order approximations an be derived in a similar way. Note that in the formu-
lation of (3.5) we already xed the normalization ω = 1, so that the unknowns are Q
and κ. The boundary ondition (3.7) is also losely related to the boundary ondition
used in [4℄, [5℄ for simulations based on solving time dependent problem in the PDE
(1.1)-(1.2).
There are essentially two approahes to the numerial solution of the boundary-
value problem (3.5)-(3.7). One an use olloation methods to approximate the
boundary-value problem and then to apply Newton's method to the disretization
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of the non-linear operator whih denes the equation (3.5). Implementation of this
strategy requires further hanges in the formulation sine the linearization of the non-
linear operator always has zero in its spetrum due to the S1-equivariane of the
equation. Therefore a shooting method was easier to implement and it also proved
to be suiently aurate. Beause of well-known sensitivity of shooting methods
to problem parameters we performed omputations in dierent normalizations: with
Q(0) = 1 xed and parameters (κ, ω) as the unknowns as well as with ω = 1 xed
and parameters (κ, µ) as the unknowns. Moreover we ompared both bakward and
forward shooting methods on the interval (0, ξ1). All omputed solutions turned out
to be in a very good agreement.
Here we desribe only the shooting method using the normalization ω = 1, in
whih we alulate ξ1Q
′(ξ1) + (1/σ + i/κ)Q(ξ1) as a funtion of the parameters µ =
Q(0), κ, ǫ, and δ, i.e., we solve the equation
f(µ, κ, ǫ, δ) ≡ ξ1Q
′(ξ1) + (1/σ + i/κ)Q(ξ1) = 0 . (3.8)
The integration of the underlying ODE must be done with suient auray. We
ompared various ODE solvers. A variable-order, variable-step Adams method as
implemented, for example, in the NAG library proved to be suiently aurate in
most of the alulations. To loate the initial values for eah branh we inspeted
the two dimensional subspae of the parameter spae given by (µ, κ, 0, 0) for d = 1
and σ = 2.3 and omputed the degree of the funtion f restrited to that subspae
along various urves. The other solutions were then alulated by ontinuation. This
was done with the help of bifuration analysis pakage developed as a part of [12℄.
The implementation of the path-following proedure with a Newton orretor step
an be done eiently as the linearization along a solution is evaluated at the same
integration step as the solution.
As we desribed in the introdution, it appears that the equation f(µ, κ, 0, 0) has
ountably many solutions (κj , µj) in the region κ > 0, µ > 0. The orresponding pro-
les |Qj |, when extended to (−∞,∞) as even funtions, have exatly j loal maxima.
Remark 3.1. As mentioned in the beginning of this setion the solutions (κj , µj)
may slightly depend on the value ξ1 and the approximation of F . For solutions de-
sribed here we tested the dependene of the results on ξ1 for ξ1 ∈ [20, 100], and also
on the approximation of F by taking either one or two terms in the asymptotis ex-
pansion of F . We also diretly ompared our numerial solutions in intervals of the
form (η1, ξ1) with the expliit formulae given by one or two terms of the asymptoti
expansion of the solution in (η1, ξ1) for various values of η1. All these tests indiated
a good onvergene of our approximations. Based on these tests, we estimate that the
error in the values of the roots (κj , µj) is of the order 10
−3
or better.
Case I (d = 1, σ = 2.3, δ = 0): Results for the one-dimensional ase are tabulated
in Table 3.1.
The ontinuation of solutions parameterized by ǫ is depited in Figure 3.1. To
give the reader a good idea about the form of the solutions we plot proles |Q(ξ)| at
a few points on eah branh (at the point ǫ = 0 (solution to NLS), at a point on the
upper part of the branh and at another point on the lower part of the branh). We
used both normalizations, Q(0) = 1 in Figure 3.23.3, and ω = 1 in Figure 3.43.5.
Normalization Q(0) = 1 is onvenient for omputing solutions along the odd branhes
as these solutions exhibit a maximum at the origin whih is also present in the solution
for ǫ→ 0 on the lower part of the branh.
Self-similar singular solutions 11
branh turning point ω = 1 Q(0) = 1
j ǫ∗ κ µ κ ω
1 0.06064 0.85311 1.23204 0.32669 0.38294
2 0.05182 0.49323 0.78308 1.51894 3.07959
3 0.04466 0.34673 1.12388 0.20263 0.58438
4 0.03900 0.26678 0.78308 0.47127 1.76651
5 0.03455 0.21643 1.07947 0.15225 0.70345
6 0.03099 0.18185 0.92714 0.25750 1.41624
7 0.02803 0.15667 1.05430 0.12284 0.78409
8 0.02559 0.13756 0.95061 0.17365 1.26236
Table 3.1
Case I (d = 1, σ = 2.3, δ = 0): ǫ∗ denes the position of the turning point; oordinates (κ, µ),
where µ = Q(0) dene the initial point of eah branh, when ǫ = 0, in the normalization ω = 1.
The oordinates (κ, ω) refer to the same solutions in the normalization Q(0) = 1.
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Fig. 3.1. Case I (d = 1, σ = 2.3, δ = 0): solution branhes (ǫ, κj(ǫ)); normalization Q(0) = 1
(left) and ω = 1 (right). Turning points are denoted by o. The solid line indiates stable solutions,
the dashed line indiates unstable solutions. See Setion 4 for details onerning stability issues.
We now desribe the behavior of solutions along the branhes. We observe that
as ǫ returns to zero after passing through the turning point, we have κj(ǫ)→ 0.
For j = 1 the solution Qǫ1(ξ) approahes a spei solution, usually alled the
ground state, of the equation
−u′′ + u = |u|2σu . (3.9)
For j > 1 the prole |Qǫj(ξ)| seems to separate into j opies of the ground-state
solution whih are moving to innity. For j even all of them esape to innity, while
for j odd one will stay at the origin and the rest will move to the innity as ǫ → 0
and κj(ǫ)→ 0.
Case II (d = 3, σ = 1, δ = 0): Results for the three-dimensional ase are tabulated
in Table 3.2.
Some data for NLS (ǫ = δ = 0) and the basi solution (orresponding to the
beginning of our rst branh) are available in the literature and an be used to estimate
auray of our alulations. One an see a very good agreement of our solution for
j = 1 with values κ = 0.917 and µ ≡ Q(0) = 1.885 obtained in [7℄ from simulations
that used the dynamial resaling method applied to the initial value problem (1.1)-
(1.2).
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Fig. 3.2. Case I (d = 1, σ = 2.3, δ = 0): proles |Q(ξ)| at points along the j-th branh; j = 1
(left), j = 3 (right); normalization Q(0) = 1.
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Fig. 3.3. Case I (d = 1, σ = 2.3, δ = 0): proles |Q(ξ)| at points along the j-th branh; j = 5
(left), j = 7 (right); normalization Q(0) = 1.
The behavior of solutions Qǫj when ǫ returns to zero is qualitatively similar to the
one-dimensional ase, but there are also some new interesting features.
First, the maximal possible ǫ∗j is not attained on the rst branh (j = 1). Seond,
the behavior as ǫ → 0 and κj(ǫ) → 0 is dierent for even and odd values j. For
j = 2k − 1 (odd) the solutions Qǫj(ξ) onverge (along the jth-branh) to the k-th
radial solution of the problem
−∆u + u = |u|2σu in R3 , (3.10)
u→ 0 as |x| → ∞ . (3.11)
For j = 2k (even), one observes a similar behavior as in the one-dimensional ase.
Remark 3.2. From the regularity theory for CGL (see [1℄) one expets that the
value of ǫ annot ross a ertain nite value ǫ˜, as we follow solutions along any branh.
What we see in the alulations is a turning point on eah branh. In Table 3.1 and
Table 3.2 we list for eah of the alulated branhes the parameter ǫ∗ whih is the
maximal value of the perturbation parameter ǫ reahed along the branh.
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Fig. 3.4. Case I (d = 1, σ = 2.3, δ = 0): proles |Q(ξ)| at points along the j-th branh; j = 1
(left), j = 2 (right); normalization ω = 1.
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Fig. 3.5. Case I (d = 1, σ = 2.3, δ = 0): proles |Q(ξ)| at points along the j-th branh; j = 3
(left), j = 4 (right); normalization ω = 1.
4. Stability of singular solutions. A natural question regarding the stability
of the self-similar singularities onstruted in the previous setion is for example the
following: What will be the behavior of solutions to (1.1) and (1.2) if u0 is a slight
perturbation of a solution Q of the prole equation (1.4)-(1.6) and f is small? (One
an think for example of taking u0 = ϕQ + u1, where ϕ is a ompatly supported
smooth ut-o funtion whih is identially one in a large ball, Q is a non-trivial
solution of (1.4)-(1.6), u1 is small and ompatly supported, and at the same time
taking f whih is small and ompatly supported in x.)
Here we present an approah to this problem whih uses the method of dynamial
resaling (see for example [10℄), whih seems to be natural in this ontext. We empha-
size that we will not obtain fully rigorous analytial results whih would ompletely
answer the question raised above. Our goal is to present some preliminary alula-
tions whih seem to be adequate to the issue of stability in the ontext of numerial
simulations.
We briey reall the main idea of the method of dynamial resaling. We onsider
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branh turning point ω = 1 Q(0) = 1
j ǫ∗ κ µ κ ω
1 0.19813 0.91737 1.88529 0.25810 0.28135
2 0.24402 0.32091 0.83559 0.45535 1.41727
3 0.22762 0.22704 1.10834 0.18242 0.80684
4 0.19520 0.16543 1.03257 0.15516 0.93792
5 0.18168 0.14237 1.00325 0.13241 0.96677
Table 3.2
Case II (d = 3, σ = 1, δ = 0): ǫ∗ denes the position of the turning point; oordinates (κ, µ),
where µ = Q(0) dene the initial point of eah branh, when ǫ = 0, in the normalization ω = 1.
The oordinates (κ, ω) refer to the same solutions in the normalization Q(0) = 1. In [7℄ the solution
orresponding to j = 1 and ǫ = 0 was alulated by the method of dynamial resaling, whih gave
κ = 0.917 and µ = 1.885.
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Fig. 3.6. Case II (d = 3, σ = 1, δ = 0): solution branhes (ǫ, κj(ǫ)); normalization Q(0) = 1
(left) and ω = 1 (right). Turning points are denoted denoted by o. The solid line indiates stable
solutions, the dashed line indiates unstable solutions. See Setion 4 for details regarding stability
issues.
a solution u : Rd × (0, T )→ C of the omplex Ginzburg-Landau equation
i
∂u
∂t
+ (1 − iǫ)∆u+ (1 + iδ)|u|2σu = 0 . (4.1)
Motivated by the saling invariane of solutions
u(x, t)→ λ1/σu(λx, λ2t)
of (4.1), we write the solution u as
u(x, t) = L−1/σ(t) v
(
L−1(t)x, τ
)
,
where L(t) > 0 is to be hosen and dτ = L−2(t) dt. From (4.1) we obtain
i
∂v
∂τ
+ iκ(τ)
(
ξ
∂v
∂ξ
+
1
σ
v
)
+ (1− iǫ)∆v + (1 + iδ)|v|2σv = 0 , (4.2)
where κ(τ) = −L−1(τ) dL(τ)/ dτ = −L(t) dL(t)/ dt.
We now hose L(t) so that, roughly speaking, the typial length-sale over whih
v osillates is 1. If u develops a singularity at t = T (and it is regular in (0, T1) for
eah T1 < T ), then L(t) > 0 in (0, T ) and L(t)→ 0 as t→ T .
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Fig. 3.7. Case II (d = 3, σ = 1, δ = 0): the prole |Q(ξ)| at points along the j-th branh;
j = 1 (left), j = 3 (right); normalization Q(0) = 1.
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Fig. 3.8. Case II (d = 3, σ = 1, δ = 0): the prole |Q(ξ)| at points along the j-th branh.
j = 1 (left), j = 2 (right); normalization ω = 1.
One way to ontrol osillations of v is to impose a ondition J (v(., τ)) = 1, where
J is a suitable funtional ontrolling regularity of solutions to (4.2). One is then led
to the following system
i
∂v
∂τ
+ iκ(τ)
(
ξ
∂v
∂ξ
+
1
σ
v
)
+ (1− iǫ)∆v + (1 + iδ)|v|2σv = 0 , (4.3)
J (v(., τ)) = 1 , (4.4)
where the unknowns are v and κ(τ). Various hoies of the funtional J have been
used for numerial alulations. For example, in [10, 6℄ the funtional
J0(v) =
∫
Rd
|∇v|2 dx
was used. Although it does not diretly follow from the known regularity theory that
J0 ontrols the regularity of solutions to (4.2) in the ase ǫ = δ = 0 this hoie turned
out to work satisfatorily in the numerial omputations.
In the following analysis we assume that the funtional J is invariant under the
ation of the symmetry group S1, i.e., J (eiθv) = J (v) for all θ ∈ [0, 2π). Self-
similar singularities of the form (1.3) orrespond to solutions of (4.3) of the form
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Fig. 3.9. Case II (d = 3, σ = 1, δ = 0): the prole |Q(ξ)| at points along the j-th branh
j = 3 (left), j = 4 (right); normalization ω = 1.
v(ξ, τ) = eiωτQ(ξ), i.e., to S1-orbits of solutions to the problem (1.4)-(1.6). We will
onsider the linearized stability of these orbits, whih seems to be the simplest natural
notion of stability in our ontext. Suppose (v0(ξ, τ), κ0(τ)) is a solution of (4.3) suh
that v0(ξ, τ) = e
iω0τQ(ξ) and κ0(τ) = κ0 = const. We onsider a perturbed solution
(v(ξ, τ), κ(τ)) in the form
v(ξ, τ) = eiω0τ (Q(ξ) + w(ξ, τ))
κ(τ) = κ0 + κ(τ) ,
where w and κ are innitesimally small. A simple alulation gives
∂w
∂τ
= Lw + κ(τ)
(
ξQ′ +
1
σ
Q
)
, (4.5)
〈J ′(Q), w〉 = 0 , (4.6)
where the operator L is dened as the linearization of the equation (4.2) along the
solution (v0, κ0), i.e.,
Lw = (i+ ǫ)∆w − κ0
(
ξ
∂w
∂ξ
+
1
σ
w
)
− iω0w + i(1 + σ)|Q|
2σw + iσ|Q|2σ−2Q2w¯
and J ′ denotes the derivative of J . (Note that the operator L is not omplex linear
and therefore it is natural to arry out the analysis in the real representation.)
There are two eigenfuntions of L that an be formally derived diretly from the
invariane of the prole equation (1.4) under the saling symmetries
(Q(ξ), κ, ω)→ (eiθQ(ξ), κ, ω) , (4.7)
(Q(ξ), κ, ω)→ (λ1/σ+iω/κQ(λξ), λ2κ, λ2ω) . (4.8)
The invariane under the S1-symmetry (4.7) implies existene of an eigenfuntion
Y1 = iQ with the eigenvalue zero, while the symmetry under (4.8) leads (formally) to
an eigenfuntion Y2 = ξQ
′ + (1/σ + iω0/κ0)Q with the eigenvalue 2κ0. We note that
Y2(ξ) = O(ξ
−1/σ−2) as ξ →∞, due to (2.18) and (2.19). We have
LY1 = 0 , (4.9)
LY2 = 2κ0Y2 . (4.10)
Self-similar singular solutions 17
We rewrite (4.5) as
∂w
∂τ
= Lw + κ(τ)
(
Y2 −
ω0
κ0
Y1
)
(4.11)
〈J ′(Q), w〉 = 0 , (4.12)
where the unknowns are w(ξ, τ) and κ(τ).
Proeeding further with our formal reasoning, we view (4.11) as a dynamial
system with one linear onstraint in a suitable linear spae W of funtions on Rd. In
this formal analysis we will not try to speify W . For a rigorous analysis it would
be natural to try to nd a suitable Banah spae ontaining all smooth ompatly
supported funtions, together with the funtions Y1 and Y2. Suppose that the spae
W an be deomposed into a diret sumW = RY1⊕RY2⊕Z where Z ⊂ W is invariant
under L. In the nite-dimensional situation, a suient ondition for this would be
that the eigenvalues 0 and 2κ0 are simple. Assuming that suh a deomposition exists,
we write
w(ξ, τ) = w1(τ)Y1(ξ) + w2(τ)Y2(ξ) + Z(ξ, τ) , (4.13)
where w1, w2 are salar funtions and Z(., τ) ∈ Z.
After substituting (4.13) into (4.11) and using 〈J ′(Q), Y1〉 = 0 (a onsequene of
the invariane of J ), we obtain
∂Z
∂τ
= LZ (4.14)
∂w1
∂τ
= −κ(τ)
ω0
κ0
(4.15)
∂w2
∂τ
= 2κ0w2 + κ(τ) (4.16)
w2 = −
〈J ′(Q), Z〉
〈J ′(Q), Y2〉
(4.17)
where we assume that 〈J ′(Q), Y2〉 6= 0. This is a ompletely natural assumption in
the ontext of (4.3). From (4.14) - (4.17) one an see that in a nite-dimensional
situation and under the assumptions stated above, the following onditions would be
equivalent:
(i) If (w,κ) is a solution of (4.5), then w(ξ, τ) approahes exponentially aY1(ξ) for
some a ∈ R and κ(τ) approahes exponentially zero.
(ii) The spetrum of L|Z belongs to the set {z ∈ C |Re z < 0}.
In a nite-dimensional situation and under the assumption that the eigenvalues
0 and 2κ0 are simple, ondition (ii) would be equivalent to the ondition that all the
spetrum of L exept 0 and 2κ0 lies in {z ∈ C |Re z < 0}.
The ondition (i) is exatly the linearized orbital stability of the orbit
(
eiω0τQ, κ0
)
for the system (4.3), (4.5).
It seems to be a non-trivial problem to put the above formal analysis on a rig-
orous basis in the innite-dimensional setting. However, the formal analysis strongly
suggests that in a nite dimensional situation whih arises in numerial approxima-
tions of (4.3) the stability of the solutions
(
eiω0τQ(ξ), κ0
)
should be governed by the
spetrum of an appropriate approximation of the operator L.
We remark that our stability analysis is independent of J , exept for the natural
assumption 〈J ′(Q), Y2〉 6= 0.
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We numerially alulated the approximation of eigenvalues for a disrete ap-
proximation of L in the spae of radial funtions along the branhes of solutions
parameterized by ǫ. The original system (4.3) was trunated to a nite interval (0, ξ1)
by imposing the time-dependent boundary ondition at ξ = ξ1
∂v
∂τ
(ξ1, τ) + κ(τ)ξ1
∂v
∂ξ
(ξ1, τ) +
κ(τ)
σ
v(ξ1, τ) = 0 , (4.18)
whih is a time-dependent equivalent of the boundary ondition derived from the
asymptoti expansion in Setion 2. The ondition (4.18) was also used in the numerial
simulations in [4℄ and [5℄. The omputations were arried out for ξ1 = 30.
The auray of our numerial approximation an be heked indiretly by om-
paring the predited eigenvalues 0 and 2κ0 with the orresponding eigenvalues we
obtained from our numerial alulations. We saw a very good agreement, in most
ases the error was of the order 10−4. Both 0 and 2κ0 appeared simple, exept in
some natural degenerate ases when other eigenvalues were rossing them as we moved
along branhes.
Case I (d = 1, σ = 2.3, δ = 0): The alulations onrmed what one intuitively
expets: The solutions on the upper part of the branh j = 1 are stable and all other
solutions are unstable. In Figure 3.1 we used a solid line for the stable parts of the
urves and a dashed line for the unstable parts.
Case II (d = 3, σ = 1, δ = 0): The situation is similar with one notable exeption.
In our omputations we deteted stable solutions also on the lower part of the branh
j = 2. Auray of our approximation did not allow us to deide whether all solutions
on the lower part of the branh j = 2 for 0 < ǫ < ǫ∗ are stable, sine as ǫ approahed
zero we observed some eigenvalues very lose to the imaginary axis. In Figure 3.6 we
used a solid line for the stable parts of the urves and a dashed line for the unstable
parts.
We emphasize again that the alulations we arried out only deal with stability
in the spae of radial funtions. Based on omputations in [5℄, it appears that the
solutions on the upper part of the branh j = 1 are also stable with respet to
perturbations that break the radial symmetry.
It is lear that further work is required to fully larify issues onerning the
stability of solutions desribed in this paper.
5. Appendix. In this setion we give a full proof of Theorem 2.1.
We x r1 > 0 and ϑ > 0. Values of these parameters will be hosen later. We
denote by Xϑ the Banah spae of ontinuous funtions u : [ξ1,∞)→ C for whih the
norm
||u||ϑ = sup
ξ≥ξ1
|ξ|1/σ−ϑ|u(ξ)|
is nite. In this proof we use the following notation
Λ˜ = [κ1, κ2]× [ω1, ω2]× [0, ǫ1]× [δ1, δ2]
Λ = {γ ∈ C | |γ| ≤ r1} × Λ˜ .
A point in Λ˜ is denoted by λ˜ = (λ1, λ2, λ3, λ4) ≡ (κ, ω, ǫ, δ) and similarly λ ∈ Λ rep-
resents (λ0, λ1, λ2, λ3, λ4) ≡ (γ, κ, ω, ǫ, δ). The funtions P , E, W , and K introdued
Self-similar singular solutions 19
in Setion 2 are written as P = P (λ˜, ξ), E = E(λ˜, ξ), W = W (λ˜, ξ, η), K = K(λ˜, ξ).
With a slight abuse of notation we sometimes write also P = P (λ, ξ) even if the
funtion does not depend on λ0.
Lemma 5.1. There exists C > 0 suh that for λ˜ ∈ Λ˜, ξ, η ≥ ξ0 we have
|K(λ˜, ξ, η)| ≤
{
Cξ−1/ση1/σ−1 for ξ0 ≤ η ≤ ξ ,
Cξ−d+1/ση−1−1/σ+d for ξ0 ≤ ξ ≤ η .
(5.1)
Proof: This statement is an easy onsequene of the denition of K and of the
asymptoti expansion for U as z →∞ in the setor −π/2 ≤ arg z ≤ π. An important
point in onnetion with (2.6) is that the onstant in the remainder O(|z|−n) an be
taken same when the parameter a runs through a ompat subset of {z |Re z > 0}.
(This an be seen for example from (2.5).)✷
Lemma 5.2. Assume (2σ + 1)ϑ < 2 + 2/σ − d. Then the formula
T (λ, u)(ξ) = γP (λ˜, ξ)−
∫ ∞
ξ1
(1 + iδ)K(λ˜, ξ, η)|u(η)|2σu(η) dη (5.2)
denes a ontinuous mapping T : Λ×Xϑ → Xϑ.
Moreover, there exists C > 0 suh that
||T (λ, u)||ϑ ≤ C|γ|ξ
−ϑ
1 + Cξ
−2+2σϑ
1 ||u||
2σ+1
ϑ (5.3)
and
||T (λ, u)− T (λ, v)||ϑ ≤ Cξ
−2+2σϑ
1 ||u − v||ϑ
(
||u||
2σ
ϑ + ||v||
2σ
ϑ
)
(5.4)
for all λ ∈ Λ and all u, v ∈ Xϑ.
Proof: The onvergene of the integrals in (5.2) and (5.3) follows easily from
Lemma 5.1. To get the estimate (5.4) we use Lemma 5.1 together with the elementary
inequality ∣∣|z1|2σz1 − |z2|2σz2∣∣ ≤M |z1 − z2| (|z1|2σ + |z2|2σ) ,
whih holds for all z1, z2 ∈ C if M > 0 is properly hosen.
The ontinuity of the mapping T an be proved by suitably splitting the integral
over (ξ1,∞) into two integrals, one over (ξ1, ξ2) and the other one over (ξ2,∞). We
an then estimate the integral over (ξ2,∞) by using Lemma 5.1. ✷
The estimates (5.3) and (5.4) show that T (λ, .) is a ontration of the ball Bρ =
{u ∈ Xϑ | ||u||ϑ ≤ ρ} into itself if ρ is suh that
Cr1ξ
−ϑ
1 + Cξ
−2+2σϑ
1 ρ
2σ+1 ≤ ρ , (5.5)
2Cρ2σξ−2+2σϑ1 < 1 . (5.6)
Proposition 5.3. Assume (2σ+1)ϑ < 2+2/σ−d. If (5.5) and (5.6) are satised,
then for eah λ ∈ Λ the mapping T (λ, .) has a unique xed point u(λ) = u(λ, ξ) in
Bρ = {u ∈ Xϑ | ||u||ϑ ≤ ρ}.
Moreover, the mapping λ 7→ u(λ) is a ontinuous mapping from Λ to Xϑ.
Proof: The proposition follows diretly from Lemma 5.2 and the Banah Fixed
Point Theorem. ✷
Next we need to establish that the solutions u(λ, ξ) have the required regularity
properties at the innity.
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Lemma 5.4. The funtion u(λ) = u(λ, ξ) from Proposition 5.3 exhibits the fol-
lowing behavior as ξ →∞:
u(λ, ξ) = ξ−1/σ−iω/κ

 n∑
j=0
aj(λ)ξ
−2j +O(ξ−2n−2)

 , (5.7)
where aj(λ) are ontinuous funtions of λ and the onstant in O(ξ
−2n−2) is indepen-
dent of λ ∈ Λ.
Moreover, the expansion (5.7) an be dierentiated in the following sense:
∂ku
∂ξk
(λ, ξ) =
∂k
∂ξk

ξ−1/σ−iω/κ n∑
j=0
aj(λ)ξ
−2j

+O(ξ−1/σ−2n−2−k) , (5.8)
where the onstant in O(ξ−1/σ−2n−2−k) is independent of λ ∈ Λ.
Proof: The proof is similar to bootsrapping arguments used in the regularity
theory. From (5.2) and the assumption (2σ + 1)ϑ < 2 + 2/σ − d we get immediately
u(λ, ξ) = O(ξ−1/σ) as ξ →∞ . (5.9)
We now rewrite the equation u = Tu as
u(ξ) = (γ + γ1)P (ξ)−
1 + iδ
1− iǫ
P (ξ)
∫ ∞
ξ
EW−1|u|2σu+
1 + iδ
1− iǫ
E(ξ)
∫ ∞
ξ
PW−1|u|2σu ,
(5.10)
where
γ1 =
1 + iδ
1− iǫ
∫ ∞
ξ1
EW−1|u|2σu .
Using (5.9) and (5.10), we obtain (for a suitable a0)
u(ξ) = ξ−1/σ−iω/κ
(
a0 +O(ξ
−2)
)
(5.11)
We now repeat the proedure and use (5.10) with (5.11) instead of (5.9). After
integrating by parts in integrals of the form∫ ∞
ξ
ηαe−νη
2/2 = −
1
ν
∫ ∞
ξ
ηα−1
∂
∂η
e−νη
2/2
whih ome up in the alulation, we get easily
u(ξ) = ξ−1/σ−iω/κ
(
a0 + a1ξ
−2 +O(ξ−4)
)
.
Repeating this proedure, we get (5.7) by indution. The expansion (5.8) an be
obtained in a similar way, after we dierentiate (5.10). ✷
Lemma 5.5. The mapping λ 7→ u(λ) from Proposition 5.3 is ontinuously dier-
entiable as a mapping from Λ to Xϑ
Proof: We dene φ : Λ × Xϑ → Xϑ as φ(λ, v) = v − T (λ, v) and we denote
M = {(λ, u(λ)), λ ∈ Λ} ⊂ Λ × Xϑ. By using similar estimates as those used in the
proof of Lemma 5.2, one an easily see that φ is dierentiable with respet to v and
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that the (partial) derivative Dvφ is ontinuous as a map from Λ× Xϑ into the spae
L(Xϑ,Xϑ) of bounded linear operators on Xϑ. Moreover, a alulation similar to the
one leading to (5.4) gives
||I −Dvφ|| ≤ 2Cξ
−2+2σϑ
1 ρ
2σ
(5.12)
in Λ×Bρ. Therefore, sine we assume (5.6), Dvφ is invertible for all (λ, v) ∈ Λ×Bρ.
By Lemma 5.6 below, φ is also dierentiable with respet to λ at eah point ofM and
the partial derivative Dλφ(λ, v) is ontinuous in M. Now we an onlude with the
same arguments as in the Impliit Funtion Theorem to show that u is dierentiable
and
∂u
∂λ
(λ) = − [Dvφ(λ, u(λ))]
−1
· [Dλφ(λ, u(λ))] . (5.13)
✷
Lemma 5.5 also implies the dierentiability of the funtion λ 7→ ∂u∂ξ (λ, ξ1), sine
the partial derivative of u at ξ1 an be expressed in terms of u due to the fat
that u solves a dierential equation. For example, one an take a smooth fun-
tion ϕ : [ξ1,∞) → R with ϕ(ξ1) = 1 and ϕ(ξ) ≡ 0, for ξ > ξ1 + 1 and write
u(ξ1) = −
∫∞
ξ1
(uϕ)′′ dξ. Then we express u′′ from the dierential equation for the
prole (1.4) and integrate by parts to obtain
∂u
∂ξ
(ξ1) = c1u(ξ1) +
∫ ∞
ξ1
(u(ξ)ψ(ξ) + |u(ξ)|2σu(ξ)ψ˜(ξ)) dξ ,
where ψ, ψ˜ are supported on a nite interval and c1 is a suitable onstant. ✷
Lemma 5.6. The mapping φ : Λ × Xϑ → Xϑ dened as φ(λ, v) = v − T (λ, v)
is dierentiable with respet to λ at eah point M = {(λ, u(λ)), λ ∈ Λ} ⊂ Λ × Xϑ.
Moreover, the partial derivative Dλφ is ontinuous in M.
Proof: Using (2.3) we note that
∂U
∂a
(a, b, z) = z−a log z
(
1 + O(|z|−1)
)
, (5.14)
as z → ∞ in the setor −π/2 ≤ arg z < π and a belongs to a ompat subset of
{ζ |Re ζ > 0} ⊂ C. Let us arry out the proof for the partial derivative ∂φ/∂λ1, for
example. The other partial derivatives an be handled in a similar way. (If fat, for
λ0,λ2 and λ4 the proof is muh easier.) When ǫ > 0 one sees easily (using the rapid
deay of W−1(η) in that ase) that φ is dierentiable in λ1 and that
∂φ
∂λ1
(λ, v)(ξ) = γ
∂P
∂λ1
(λ, ξ) +
∫ ∞
ξ1
∂K
∂λ1
(λ, ξ, η) |v(η)|2σv(η) dη . (5.15)
It follows from (5.14) that, for any ϑ > 0, the rst term on the right-hand side
is ontinuous as a mapping from Λ to Xϑ. For any ǫ2 > 0, the integral on the right-
hand side has the required ontinuity properties in the region ǫ2 ≤ ǫ ≤ ǫ1. due to
the rapid deay of W−1(η). The problem is to obtain estimates whih are uniform
for 0 < ǫ < ǫ1. A loser inspetion of the integral on the right-hand side of (5.15)
reveals that the only terms for whih the required ontinuity is not obvious ome from
dierentiating the exponential e−iκη
2/2(1−iǫ)
that appears in W−1(η) This term an
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be handled with using integration by parts as follows. Realling that λ1 = κ, we must
estimate an integral of the form∫ ∞
ξ
P (λ, η)ηd−1
∂
∂κ
(
e
iκ
1−iǫ
η2
2
)
|v(η)|2σv(η) dη . (5.16)
To estimate this integral we write
∂
∂κ
(
e
iκ
1−iǫ
η2
2
)
=
η
2κ
∂
∂η
(
e
iκ
1−iǫ
η2
2
)
and integrate by parts. This eliminates the power η2 obtained after dierentiating in
(5.16), and the required estimate follows. ✷
To omplete the proof of Theorem 2.1 we need to show that the oordinate γ = λ0
an be replaed by β = u(λ, ξ1), if r1 and ρ are hosen properly. We have
∂u
∂λ0
(λ, ξ1) = P (λ, ξ1) +
∫ ∞
ξ1
K(λ˜, ξ1, η)
∂
∂λ0
|u|2σu(λ, η) dη . (5.17)
(Sine λ0 is omplex, we interpret this, with a slight abuse of notation, as an equation
between real 2× 2 matries. Another possibility would be to interpret it literally and
do a similar alulation for ∂/∂λ¯0.) We arry out the dierentiation in the integral
on the right-hand side and use (5.13), whih gives
∂u
∂λ0
(λ) = − [Dvφ(λ, u(λ))]
−1
· P . (5.18)
We note from (5.12) that by a suitable hoie of the onstant ρ (to be speied below)
we an ahieve that
||[Dvφ(λ, u(λ))]
−1|| ≤ 2 , (5.19)
in Λ where the norm is taken in the spae of linear operators on the spae X0. Using
(5.17) - (5.19), we see easily, by a similar alulation as in the proof of (5.4), that by
a suitable hoie of ρ we an ahieve that ∂u∂λ0 (λ, ξ1)/P (λ, ξ1) is lose to the identity
uniformly in Λ. A suitable hoie for the onstants ρ and r1 is, for example, as follows
ρ = αξ
1/σ−ϑ
1 , r1 = α
2σ+1ξ
1/σ
1 ,
where α is suiently small. The proof of Theorem 2.1 an now be easily ompleted.
✷
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