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1. Introduction 
Data mining techniques involve mainly searching for various relationships in large data 
sets. However, they can also be used in a much narrower range, sometimes as an alternative 
to classical statistics. The characteristic feature of these models is the use of a specific 
strategy, usually requiring the division of data into training set, sometimes also verification 
set, which enable the evaluation of the model quality as well as a test set for checking its 
prognostic or classification abilities. Among many different methods belonging to data 
mining, the following can be distinguished: the general models of classification and 
regression trees (G_Trees), general CHAID (Chi-square Automatic Interaction Detection) 
models, interactive classification and regression trees (also with boosting – Boosted Trees), 
random forest, MARS (Multivariate Adaptive Regression Splines), artificial neural networks 
(ANN), other machine learning methods such as: naïve Bayes classifier (NBC), support 
vector machines (SVM), k-nearest neighbors (k-NN) and other regarded (or not) by different 
authors as data mining techniques. These methods are more and more frequently applied to 
various issues associated with animal breeding and husbandry. 
2. Various methods used in data mining – Multivariate adaptive 
regression splines, naïve Bayes classifier, artificial neural networks, 
decision trees 
2.1. Multivariate adaptive regression splines 
MARS, introduced by Jerome Friedman in 1991 [1], is mainly used for solving regression-
type problems. It is “a nonparametric regression method that approximates a complex non-
linear relationship with a series of spline functions defined on different intervals of the 
independent (predictor) variable” [2]. Moreover, MARS makes it possible to fit non-linear 
 Data Mining Applications in Engineering and Medicine 304 
multivariate functions. In this method, no assumptions about the analyzed functional 
relationship between variables are made. Instead, this relationship is determined based on 
regression data [3, 4]. Contrary to the global parametric models, MARS operates locally. It 
can be considered as a generalization of the binary recursive partitioning, in which the 
problem of the occurrence of the disjoint subregions and thus discontinuity of the 
approximating functions at the boundaries of these subregions, has been eliminated [2]. It 
utilizes left-sided and right-sided truncated power functions as spline functions: 
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where q (q≥0) is a power, to which the spline functions are raised to enable the adjustment of 
the smoothness of the obtained function estimate and t is a knot [5]. Basis functions in 
MARS can be a single spline function or a product of two (or more) such functions. The 
main idea behind MARS is the use of the combination of basis functions for the 
approximation of the relationship between the dependent variable and predictors: 
0
1
ˆ ( ),
M
m m
m
y a a B

   x  
where: yˆ is a dependent variable, a0 is a coefficient of the constant basis function, Bm(x) is an 
mth basis function, am is a coefficient of the mth basis function and M is a number of basis 
functions in a model [4, 6]. 
An optimal MARS model is constructed in two stages. First, the model containing too many 
basis functions that lead to its overfitting is created. At this stage, it is also possible to take 
into account interactions between predictors or they can constitute only additive 
components [7]. At the second stage of the algorithm execution (pruning), these basis 
functions that contribute least to the goodness-of-fit are removed [8]. Elimination of these 
functions is based on the generalized cross-validation error (GCV): 
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where: n is a number of cases in a data set, d is degrees of freedom equal to the number of 
independent basis functions, c is a “penalty” for the addition of the next basis function to the 
model, yi is an actual value of the dependent variable, ˆ iy is the value predicted by the model 
[2, 4, 9]. 
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MARS, apart from regression tasks, can be used for classification. In the case of only two 
classes, dependent variable is coded as a binary one and further procedure is the same as in 
regression problems, whereas with more categories, the indicator variables are used and a 
model with a multivariate dependent variable is applied [10]. 
2.2. Naïve Bayes classifier 
Naïve Bayes is a very simple and, at the same time, effective classifier. It can handle an 
arbitrary number of continuous and categorical variables [4]. It is based on the following 
Bayes’ rule for conditional probability: 
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where: P(A) and P(B) are probabilities of events A and B, respectively [11]. In terms of 
classification problems this rule can be expressed as: 
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where: x=(x1, x2,.., xN) is a feature vector and y is the class [11, 12]. 
In general, Bayesian classifiers determine the class to which an observation described by its 
feature vector belongs and the training process of such classifiers can be much simplified by 
assuming that the features are independent given class [4, 13]: 
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In practical applications, this assumption is often not fulfilled, however, it turns out that this 
fact does not significantly affect the quality and precision of classification [4, 11, 14].  Since 
P(x) is the same for all classes, it can be omitted and thus the a posteriori probability 
according to which maximum value the observations are assigned to a given class takes the 
following form [12, 13]: 
1
( | ) ( ) ( | ).
N
j
j
P y P y P x y

 x  
The main advantage of NBC is its simplicity and speed, whereas the disadvantage is the lack 
of any explanation of the decision made by the classifier [14]. 
2.3. Artificial neural networks 
Artificial neural network (ANN) is an information processing system inspired by the 
biological systems such as the human brain. The characteristic features of the brain include 
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incremental information processing, learning new concepts, taking decisions and drawing 
conclusions based on complex, sometimes irrelevant or incomplete data. The popularity of 
ANNs results from their ability to reproduce the processes occurring in the brain, although 
to a limited extent [15]. Therefore, ANNs represent different approach than traditional 
statistical methods in which it is necessary to define an algorithm and record it in the form 
of a computer program. Instead, ANNs are presented with exemplary tasks and the 
connections between the network elements as well as their weight coefficients are modified 
automatically according to the assumed training strategy. Besides the ability of self-
programming, ANNs also show reduced sensitivity to the damages of their structure 
elements and are capable of the parallel data processing [16, 17]. 
The basic element of ANN is an artificial neuron, which is a very simplified model of a 
living nerve cell (Fig. 1) [18]. The so-called input signals (in the form of independent, 
explanatory variables) are sent to the inputs of an artificial neuron. They are subsequently 
multiplied by the corresponding weight coefficients (equivalents of synaptic potentials in 
the living nerve cells). The next stage of the artificial neuron functioning is obtaining an 
auxiliary internal signal, the so-called postsynaptic potential s [19]. This potential can be 
expressed using the following equation: 
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where: xj is a jth input signal, wj – weight associated with a jth neuron input, N – number of 
neuron inputs [20]. 
 
Figure 1. Schematic representation of an artificial neuron (without bias weight) 
To this sum of signals, the neuron sometimes adds an additional component called bias 
weight, which is independent from the input signals and, if taken into account, also 
undergoes the learning process. Bias weight, which is associated with the constant input 
x0=1, makes it possible to define the properties of a neuron more freely [16,18, 21]. If a 
neuron represents a multiple regression model, bias weight can be regarded as an intercept 
[22]. The weighted sum of input signals with an added (possibly) bias weight can sometimes 
be passed directly to the output of an artificial neuron constituting its output signal. In the 
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more complex types of ANNs the output signal is, however, calculated using the so-called 
activation function [16,18]. Activation function can be a linear function – then the output 
signal y is calculated as: y=bs, where b is a given coefficient [23]. Another type of activation 
function is the unit step function. Then the output signal takes the following form: 
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where s - the postsynaptic potential value [20]. To describe more precisely the non-linear 
characteristics of the biological neuron, sigmoid functions, including logistic and hyperbolic 
tangent can be used. They are frequently applied, especially to solve more complex issues 
[15]. The logistic function can be expressed with the following formula: 
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where: b – a coefficient determining the shape of the logistic function, most often equal to 1, 
s – the value of the postsynaptic potential, e – base of the natural logarithm [20, 21, 24]. 
The algorithm used to train a single neuron (supervised method) assumes that with each 
input vector xi presented to the neuron, a desired or real output value yi corresponding to 
this input vector is also presented. In response to the input vector, the neuron produces the 
output signal ˆ iy . However, if the neuron is not fully trained, this signal differs from the 
desired one. Therefore, the error is calculated, which is then used to modify the weights wj 
so that the neuron better approximates the relationship between input and output values 
[16]. This process is repeated many times until the lowest possible error is obtained. The 
initial weight values are usually selected at random, and they are modified in the successive 
iterations of the algorithm according to the gradient of an error function in the space defined 
by the number of neuron inputs [18]. 
Perceptrons are one of the ANNs types (Fig. 2). Initially, the name was reserved only for 
feed-forward neural networks with neurons using threshold activation function. Later, this 
name included also multilayer feed-forward networks with neurons having continuous 
activation functions [20]. In perceptrons, the signals are sent only in one direction, that is, 
from the network input, from which it takes the input data, to the network output, in which 
the network returns solution [25]. The neurons are organized in layers and the neurons of 
one layer are connected with all the neurons of the next layer. The neurons of the same layer 
cannot connect with each other and there is no feed-back to preceding layers [21, 26]. The 
task of the neurons of the input layer is the preprocessing of input data, which usually 
involves normalization or scaling. The main processing takes place, however, in the hidden 
and output layers [25]. The name “hidden layer” results from the fact that it does not have a 
direct contact with the inputs or outputs of the network [18]. The presence of the hidden 
layers (in the ANNs with neurons having non-linear activation functions) significantly 
extends the range of mapping that the network can realize. A single hidden layer is 
sufficient in such networks to realize any mapping relating input to output signals [21, 25]. 
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Figure 2. Schematic representation of the feed-forward artificial neural network with two hidden layers 
The second frequently used ANN type is radial basis function (RBF) networks. In the case of 
the RBF networks, the input signals making the vector x are fed to each neuron of the 
hidden layer [26]. Thus, unlike in MLPs, the connections between input-layer and hidden-
layer neurons are direct connections without weights [21]. In the hidden-layer, activation 
functions of the neurons perform the following mapping: 
( ), n  x x c x R
 
where (||·||) most often denotes Euclidean norm and Rn is n-dimensional space [21, 26]. 
The functions φ(||x-c||) are called radial basis functions and c denotes the center of a given 
radial basis function. The number of these neurons is equal to the number of cases in the 
training set or lower. The neuron of the output layer computes the weighted sum of the 
output signals from the hidden-layer neurons [20, 26]: 
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The most frequently used basis function is the Gaussian function of the form:  
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where σ>0 is a parameter [24]. 
An important issue in the practical application of the ANNs is the scaling of input signals to 
the range appropriate for the network with the aim of their standardization. The methods 
used in this case are min-max or mean-deviation. The result of the first method can be 
expressed with the following formula: 
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where xi* ranges from 0 to 1 [15, 27]. The output signal from the network is also scaled 
appropriately. For categorical predictors, it is first necessary to convert them to the numeric 
form. Two methods are commonly used for this purpose: one-of-N encoding and numerical 
encoding. In the first method, one neuron is allocated for each possible nominal value. 
During the learning process, one of the neurons is on and the others are off [4]. On the other 
hand, in the numerical representation, numerical values that are fed to the network inputs 
are assigned to the consecutive categories of the nominal variable. The use of this 
representation causes that one neuron in the input layer corresponds to one nominal 
variable, however, by numbering the values of the nominal variable, the user defines its 
ordering, which is not always justified [18]. 
In the process of ANN learning, the basic role is played by weight vectors. A single weight 
vector determines the behavior of an artificial neuron, whereas the weight matrix –  the 
behavior of the whole network. The main algorithm of the MLP training is an error back-
propagation [28]. During the optimization process, weights are modified each time after the 
presentation of a given training case. The learning process is based on a training sequence 
consisting of the pairs  <xi,yi>, where xi is an ith vector of input values, yi is a desired output 
value defined for each i=1,..,n, i is the number of the training vector and n is the number of 
training cases [16]. In the MLP functioning, the following stages can be distinguished [23]: 
1. feeding the ith input vector xi to the input layer of the network, 
2. computation of the hiks  value for each neuron of the hidden layer according to the 
following formula: 
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where: hiks  - weighted sum of the input signals for the kth neuron of the hidden layer, h – 
label of the hidden-layer neuron, j=0,…,N, N – number of input-layer neurons, hkjw  - weight 
from jth neuron of the input layer to the kth neuron of the hidden layer, xij – jth input signal 
for the ith training case. 
3. computation of the output value hiky  for each neuron of the hidden layer : 
( ),h h hik k iky f s  
where: ( )hkf   is an activation function of the hidden-layer neuron. 
4. computation of the oils  value for each neuron of the output layer: 
0
,
K
o o h
il lk ik
k
s w y


 
 Data Mining Applications in Engineering and Medicine 310 
where: oils  is a weighted sum of signals from the hidden-layer neurons for the lth neuron of 
the output layer, o - the label of the output-layer neuron, k=0,..,K, K – the number of  hidden-
layer neurons, olkw  - the weight from the kth neuron of the hidden layer to the lth neuron of 
the output layer, 
5. calculation of the output value ˆ iy  of the output-layer neuron: 
ˆ ( ),o oi l ily f s  
where: ( )olf   is an activation function of the output-layer neuron. 
After performing all the above-mentioned phases, the network determines its output signal 
ˆ
iy . This signal can be correct or incorrect but the role of the learning process is to make it as 
similar as possible (or identical in an ideal case) to the desired output signal yi [28]. This can 
be achieved by appropriately modifying network weights so that the following error 
function E (for a single neuron in an output layer) is minimized [15, 16, 23]: 
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The optimization method used for this purpose is a gradient descent. The error function 
gradient is evaluated for each training case at a time and the weights are updated using the 
following formula [20]: 
( ) ( )( ),t tiE   w w  
where: ( )tw  is a weight vector update at step t, η is a learning rate in the range [0,1], 
( )( )tiE w  is a gradient of the function Ei in point w(t), Ei is an error for the ith training case: 
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Both the weights of the output neuron and those of the hidden-layer neurons are updated 
during this process. The weight modification requires the calculation of the partial 
derivatives of an error with respect to each weight [23, 28]: 
,
       
i io h
lk kjo h
lk kj
E E
w w
w w
   
In order to make the back-propagation algorithm more effective, the momentum term α is 
often added to the equation for the weight modification: 
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where ( 1)w t  is a weight update at step t+1 and ( )w t is a weight update at step t [27]. 
The RBF network learning algorithm consists of two stages: (1) first, the position and shape 
of the basis functions are determined using one of the following methods: random selection, 
self-organization process, error back-propagation; (2) next, the weight matrix of the output 
layer is obtained in one step using the pseudoinversion method [26]. 
An important issue in the classification and regression by means of ANNs is to establish 
which variables in the model contribute most to the class determination or prediction of the 
value of continuous variable. An ANN sensitivity analysis is used for this purpose [15]. 
Elimination of individual variables affects the total network error and thus it is possible to 
evaluate the importance of these variables. The following indices are used [4, 29]: 
1. error – determines how much the network’s quality deteriorates without including a 
given variable in the model; the larger the error, the more important the variable; 
2. ratio – the ratio of the above mentioned error to an error obtained using all variables, 
the higher the ratio, the more important the variable; the ratio below 1 indicates the 
variables that should be excluded from the model to improve the network quality; 
3. rank – orders the variables according to decreasing error, the higher the rank, the more 
important the variable. 
2.4. Decision trees 
In mathematical terms, decision tree can be defined as a directed, acyclic and connected 
graph, having only one distinguishable vertex called a root node [30]. The tree structure 
consists of nodes and branches connecting these nodes [4]. If a node has branches leading to 
other nodes, it is called a parent node and the nodes to which these branches lead are called 
children of this node. The terminal nodes are called leaves [30]. Classification and regression 
trees (CART) are one of the types of decision trees. 
CART were proposed by Leo Breiman et al. in 1984 [31]. The characteristic feature of CART 
is that the decision trees constructed by this algorithm are strictly binary. The cases from the 
training set are recursively partitioned into subsets with similar values of the target variable 
and the tree is built through the thorough search of all available variables and all possible 
divisions for each decision node, and the selection of the optimal division according to a 
given criterion [27]. 
The splitting criterions have always the following form: the case is moved to the left child if 
the condition is met, and goes to the right child otherwise. For continuous variables the 
condition is defined as “explanatory variable xj ≤ C”. For the nominal variables, the 
condition expresses the fact that the variable takes on specific values [32]. For instance, for 
the variable “season” the division can be defined as follows: a case goes to the left child if 
“season” is in {spring, summer} and goes to the right child otherwise.  
Different impurity functions φ(p) can be used in decision nodes but the two most commonly 
applied for classification are Gini index and entropy: 
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where: p=(p1, p2,…, pJ) are the proportions of classes 1, 2,.., J in a given node [33].  
In order to avoid overtraining, which leads to reduced generalization ability, the CART 
algorithm must initiate the procedure of pruning nodes and branches. This can be done 
using the test set or the V-fold cross-validation [27]. 
3. Classification example – The use of various data mining methods for 
the analysis of artificial inseminations and dystocia in cattle 
An example of the application of data mining methods in the animal husbandry can be the 
detection of dairy cows with problems at artificial insemination by means of ANNs. The 
effectiveness of artificial insemination depends on meeting the following conditions: cow 
has healthy reproductive organs and is in the appropriate phase of reproductive cycle, 
artificial insemination is performed within 12 – 18 hours since the occurrence of the external 
estrus symptoms, the bull semen has appropriate quality, artificial insemination is 
performed correctly [34]. The possibility of identifying cows that can have problems at 
artificial insemination allows the farmer to more carefully treat such animals and eliminate 
potential risks associated with conception. A larger number of artificial inseminations 
increases the costs of this process and affects various reproductive indices, which in turn 
reduces the effectiveness of cattle farming. 
In the aforementioned work [35], the set of 10 input variables determining potential 
difficulties at artificial insemination was used. They included, among other things, 
percentage of Holstein-Friesian genes in cow genotype, lactation number, artificial 
insemination season, age at artificial insemination, calf sex, the length of calving interval 
and pregnancy, body condition score and selected production indices. The output variable 
was dichotomous and described the class of conception ease: (1) conception occurred after 1 
- 2 services or (2) after 3 or more services (3 - 11 services). The whole set of artificial 
insemination records (918) was randomly divided into 3 subsets: training (618 records), 
validation (150 records) and test (150 records) sets. To ensure appropriate generalization 
abilities of ANNs, a 10-fold cross-validation was applied. ANNs were built and trained by 
means of Statistica® Neural Networks PL v 4.0F software. The search for the best network 
from among many ANN categories was performed. The best network from each category 
(selected on the basis of the root-mean-square error – RMS) was utilized for the detection 
process. An MLP with 10 and 7 neurons in the first and the second hidden layers, 
respectively, trained with the back-propagation method was characterized by the best 
results of such detection. The percentages of correct indications of cows from both 
distinguished categories (altogether) as well as those of the correct detection of cows with 
difficulties at conception and without them were similar and amounted to approx. 85%. The 
ANN sensitivity analysis was applied to identify the variables with the greatest influence on 
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the value of the output variable (category of conception ease). Of the variables used, the 
following were the most significant: length of calving interval, lactation number, body 
condition score, pregnancy length and percentage of Holstein-Friesian genes in cow genotype. 
Another method from the data mining field applied to the detection of cows with artificial 
insemination problems is MARS [35]. The effectiveness of this method was verified on the 
data set with analogous variables as those used for ANN analysis. From the whole set of 
records, two subsets were formed: training (768 records) and test (150 records) sets, without 
the validation set. In the model construction, up to 150 spline functions were applied, some 
of which were subsequently removed in the pruning process so as not to cause the 
overfitting of the model to the training data, which results in the loss of generalization 
abilities. The generalized cross-validation (GCV) error enabled the evaluation of the 
analyzed MARS models. The best model selected according to this criterion was used to 
perform the detection of cows with difficult conception. The percentages of correct detection 
of cows from both categories as well as percentages of correct indication of cows with 
difficulties at artificial insemination and those without such problems amounted to 88, 82 
and 91%, respectively. Based on the number of references, it was also possible to indicate 
variables with the greatest contribution to the determination of conception class (length of 
calving interval, body condition score, pregnancy length, age at artificial insemination, milk 
yield, milk fat and protein content and lactation number). 
Other data mining methods, CART and NBC, applied to the detection of cows with 
conception problems also turned out to be useful [36]. Based on the similar set of input data 
(the percentage of Holstein-Friesian genes in cow genotype, age at artificial insemination, 
length of calving-to-conception interval, calving interval and pregnancy, body condition 
score, milk yield, milk fat and protein content) and a similar dichotomous output variable in 
the form of the conception class (difficult or easy), 1006 cases were divided into training (812 
records) and test (194 records) sets. Using Statistica ® Data Miner 9.0 software, the Gini 
index was used as an impurity measure in the construction of the CART models. The 
obtained models were characterized by quite a high sensitivity, specificity and accuracy of 
detection on the test set (0.72, 0.90, 0.85 for NBC and 0.83, 0.86, 0.90 for CART). In the case of 
CART, it was also possible to indicate the key variables for the determination of the 
conception class: the length of calving and calving-to-conception intervals and body 
condition score. The presented data mining methods used to support the monitoring of 
cows selected for artificial insemination can be an ideal tool for a farmer wishing to improve 
breeding and economic indices in a herd. 
Another example of the application of such methods is the use of ANNs for the detection of 
difficult calvings (dystocia) in heifers [37]. Dystocia is an undesired phenomenon in cattle 
reproduction, whose consequence is, among other things, an increased risk of disease states 
in calves, their higher perinatal mortality, reduced fertility and milk yield in cows as well as 
their lower survival rate [38]. Dystocia also contributes to increased management costs, 
which result from the necessity of ensuring the permanent supervision of cows during 
parturition. Financial losses associated with dystocia can reach even 500 Euro per case [39]. 
According to various estimates, the frequency of dystocia in Holstein cows ranges from 
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approx. 5% to approx. 23% depending on the level of its severity and the parity [40]. The 
reasons for dystocia in cattle can be divided into direct and indirect. The former include, 
among other things, insufficient dilation of the vulva and cervix, uterine torsion and inertia, 
small pelvic area, ventral hernia, too large or dead fetus, fetal malposition and 
malpresentation, fetal monstrosities [41,42]. These factors are difficult to account for and can 
occur without clear reasons. Because of that, their potential use for prediction purposes is 
limited. On the other hand, indirect factors such as: age and body weight of cow at calving, 
parity, body condition score, nutrition during gestation, cow and calf breed, calving year 
and season, management and diseases can be used to some extent as predictors of calving 
difficulty in dairy cows. Susceptibility to dystocia has also genetic background [42]. This is 
mainly a quantitative trait, although some major genes, which can determine calving quality 
and constitute additional predictors of calving difficulty class, have been identified. The 
limitation of the occurrence of dystocia can be achieved using various prediction models, 
constructed on the basis of different variables. By means of such models, it is possible to 
indicate in advance animals with calving difficulties, which often allows the farmer to take 
action against dystocia. In the cited study [37], the authors used the following input 
variables: percentage of Holstein-Friesian genes in heifer genotype, pregnancy length, body 
conditions score, calving season, age at calving and three previously selected genotypes. The 
dichotomous output variable was the class of calving difficulty: difficult or easy. The whole 
set of calving records (531) was divided into training, validation and test sets of 330, 100 and 
101 records, respectively. The authors selected the best networks from among MLP and RBF 
network types based on the RMS error. The networks were trained and validated using 
Statistica ® Neural Networks PL v 4.0F software. An analysis of the results obtained on a 
test set including cases not previously presented to the network showed that the MLP was 
characterized by the highest sensitivity (83%). This network had one hidden layer with four 
neurons. Specificity and accuracy were similar and amounted to 82%. The ANN sensitivity 
analysis showed that calving ease was the most strongly affected by pregnancy length, body 
condition score and percentage of Holstein-Friesian genes in heifer genotype. 
Besides detecting dystocia in heifers, ANNs were also successfully applied to the detection 
of difficult calvings in Polish Holstein-Friesian cows [43]. In this case, the following 
predictors were used: percentage of Holstein-Friesian genes in cow genotype, gestation 
length, body condition score, calving season, cow age, calving and calving-to-conception 
intervals, milk yield for 305-day lactation and at three different lactation stages, milk fat and 
protein content as well as the same three genotypes as those for heifers. The whole data set 
of calving records (1221) was divided into three parts of 811, 205, and 205 records for the 
training, validation and test sets, respectively. Using Statistica Neural Networks ® PL v 4.0F 
software, the best ANN from each category (MLP with one and two hidden layers, RBF 
networks) was searched for on the basis of its RMS error. Then the selected networks were 
verified on the test set. Taking into account sensitivity on this set, the MLP with one hidden 
layer had the best performance (80% correctly detected dystotic cows), followed by the MLP 
with two hidden layers (73% correctly diagnosed cows with dystocia). The ability of the RBF 
network to detect cows with calving difficulties was smaller (sensitivity of 67%). Sensitivity 
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analysis showed that the most significant variables in the neural model were: calving 
season, one of the analyzed genotypes and gestation length. 
4. Regression tasks - Milk yield prediction in cattle 
The use of an important data mining method, ANN, in regression problems can be briefly 
presented on the basis of predicting lactation milk yield in cows. Such a prediction is 
significant both for farmers and milk processors. It makes it possible to appropriately plan 
milk production in a herd and is the basis for taking decisions on culling or retaining an 
animal already at an early lactation stage [44]. The commercial value of a cow is estimated 
by comparing its milk yield with the results of cows from the same herd, in the same 
lactation and calving year-season. Moreover, obtaining information on the potential course 
of lactation allows the farmer to appropriately select the diet, more precisely estimate 
production costs and profits, diagnose mastitis and ketosis [45]. Milk yield prediction is also 
important for breeding reasons. The selection of genetically superior bulls is, to a large 
extent, dependent on their ability to produce high-yielding daughters. Therefore, the sooner 
these bulls are identified, the sooner the collection of their semen and artificial insemination 
can begin. In the species like cattle, in which the generation interval is approx. 5 years, every 
method that can contribute to the milk yield prediction in cows before the completion of 
lactation will speed up the process of bull identification and increase genetic progress [46]. 
In the cited work [47], the input variables in the neural models were the evaluation results 
from the first four test-day milkings, mean milk yield of a barn, lactation length, calving 
month, lactation number, proportion of Holstein-Friesian genes in animal genotype. Linear 
networks (LNs) and MLPs were designed using Statistica ® Neural Networks PL v 4.0F 
software. A total set of milk yield records included 1547 cases and was appropriately 
divided into subsets (training, validation and test sets). The RMS errors of the models 
ranged between 436.5 kg and 558.2 kg. The obtained values of the correlation coefficient 
between the actual and predicted milk yield ranged from 0.90 to 0.96. The mean milk yield 
predictions generated using ANNs did not deviate significantly from those made by SYMLEK 
(the computer system for the comprehensive milk recording in Poland) for the analyzed herd 
of cows. However, the mean prediction by the one-hidden-layer MLP was closer to the values 
obtained from SYMLEK than those generated with the remaining models. 
A similar study on the use of ANNs for regression problems concerned predictions for 305-
day lactation yield in Polish Holstein-Friesian cows based on monthly test-day results [48]. 
The following 7 input variables were used: mean 305-day milk yield of the barns in which 
the cows were utilized, days in milk, mean test-day milk yield in the first, second, third and 
fourth month of the research period and calving month. MLP with 10 neurons in the hidden 
layer was designed using Statistica ® Neural Networks PL v 4.0F software. The whole data 
set (1390 records) was appropriately divided into training, validation and test set of 700, 345 
and 345 records, respectively. However, an additional set of records from 49 cows that 
completed their lactation was utilized to further verify the prognostic abilities of the ANN. 
The RMS error calculated based on the training and validation sets was 477 and 502 kg, 
respectively. The mean milk yield for 305-day lactation predicted by the ANN was 13.12 kg 
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lower than the real milk yield of the 49 cows used for verification purposes but this 
difference was statistically non-significant. 
The next successful attempt at using ANNs for predicting milk yield in dairy cows was 
based on daily milk yields recorded between 5 and 305 days in milk [49]. The following 
predictor variables were used in the ANN model: proportion of Holstein-Friesian genes in 
cow genotype, age at calving, days in milk and lactation number. The dependent variable 
was the milk yield on a given day. Predictions made by ANNs were compared with the 
observed yields and those generated by the SYMLEK system. The data set (137,507 records) 
was divided into subsets for network training, validation (108,931 records) and testing 
(28,576). 25 MLPs were built and trained using Statistica ® Neural Networks PL v 4.0F 
software. MLP with 10 and 6 neurons in the first and second hidden layer, respectively, 
showed the best performance (RMS error of 3.04 kg) and was selected for further analysis. 
The correlation coefficients between the real yields and those predicted by the ANN ranged 
from 0.84 to 0.89 depending on lactation number. The correlation coefficients between the 
actual cumulative yields and predictions ranged between 0.94 and 0.96 depending on 
lactation. ANN was more effective in predicting milk yield than the SYMLEK system. The 
most important variables revealed by the ANN sensitivity analysis were days in milk 
followed by month of calving and lactation number.  
Another study on milk yield prediction involved the use of ANNs to predict milk yield for 
complete and standard lactations in Polish Holstein-Friesian cows [29]. A total of 108,931 
daily milk yield records (set A) for three lactations in cows from a particular barn as well as 
38,254 test-day records (set B) for cows from 12 barns located in the West Pomeranian 
Province in Poland were analyzed. ANNs quality was evaluated with the coefficient of 
determination (R2), relative approximation error (RAE) and root mean squared error (RMS). 
To verify the prognostic ability of the models, 28,576 daily milk yield records (set A’) and 
3,249 test-day records (set B’) were randomly selected. For the cows for which these records 
were obtained, the predictions of the daily and lactation milk yields were generated and 
compared with their real milk yields and those from the official milk recording system 
SYMLEK. The RMS errors on sets A and B were 2.77 - 3.39 kg and 2.43 – 3.79 kg, 
respectively, depending on the analyzed lactation. Similarly, the RAE values ranged from 
0.13 to 0.15 and from 0.11 to 0.15, whereas the R2 values were 0.75 – 0.79 and 0.75 – 0.78 for 
sets A and B, respectively. The correlation coefficients between the actual (or generated by 
the SYMLEK system) and predicted milk yields calculated on the basis of the test sets were 
0.84 - 0.89 and 0.88 – 0.90 for sets A’ and B’, respectively, depending on lactation.  These 
predictions were closer to the real values than those made by the SYMLEK system. The most 
important variables in the model determined on the basis of sensitivity analysis were 
lactation day and calving month as well as lactation day and percentage of Holstein-Friesian 
genes for the daily milk yield and test-day records, respectively.  
5. Model quality 
For the evaluation of the classification and regression model quality, the indices described 
below, calculated on the basis of the training set or combined training and validation sets, 
are used. 
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5.1. Classification model quality 
The evaluation of the classification model quality is performed using the indices such as: 
sensitivity, specificity, probability of false positive results P(FP), probability of false negative 
results P(FN) and accuracy. Moreover, the a posteriori probability of true positive results 
P(PSTP) and a posteriori probability of true negative results P(PSTN) are used. All the above-
mentioned probabilities are calculated for the two-class classification based on the 
classification matrix (Table 1). 
 
Predicted class 
Actual class 
Total 
Positive result Negative result 
Positive result A B A+B 
Negative result C D C+D 
Total A+C B+D A+B+C+D 
Table 1. The general form of classification matrix 
Sensitivity is defined as a percentage of correctly identified individuals belonging to the 
distinguished class (e.g. individuals with dystocia or conception difficulties): 
.
A
Sensitivity
A C
   
Specificity is a percentage of correctly recognized individuals belonging to the second 
(undistinguished) class (e.g. individuals with easy calvings or conception): 
.
D
Specificity
B D
   
The probability of false negative results P(FN) defines the percentage of incorrectly 
classified individuals belonging to the distinguished class (e.g. indicating dystotic cow as 
one with an easy calving or cow with conception problems as one without such difficulties): 
( ) ,
C
P FN
A C
   
whereas the probability of false positive results P(FP) corresponds to the proportion of 
incorrectly recognized individuals belonging to the second analyzed class (e.g. diagnosing 
cow with an easy calving as a dystotic one or a cow without conception problems as one 
with such difficulties): 
( ) .
B
P FP
B D
   
The a posteriori probabilities make it possible to answer the question about the proportion of 
individuals assigned by the model to a given class that really belonged to that class. They 
are calculated according to the following formulae: 
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( ) and
A
P PSTP
A B
  ( ) .
D
P PSTN
C D
   
In the case of some classification models it is also possible to calculate additional quality 
indices, such as root mean squared error RMS (for ANN and MARS): 
 
 2
1
1
ˆ ,
n
i i
i
RMS y y
n 
 
 
where: n – the number of cases, yi – the real value of the analyzed trait, ˆ iy - the value of this 
trait predicted by a given classification model. 
5.2. Regression model quality 
For the evaluation of the regression model quality, the following indices are mainly used: 
Pearson’s coefficient of correlation between the actual values and those calculated by the 
model (r), the ratio of standard deviation of error to the standard deviation of variable 
(SDratio), error standard deviation (SE) and the mean of error moduli ( MBE ) [29]. 
Moreover, the relative approximation error (RAE), adjusted coefficient of determination  
( 2pR ) and the aforementioned root mean squared error (RMS) are used. The first two indices 
are calculated according to the following equations [49]: 
2
21
2
1
ˆ( )
and 1 ,


  


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i i
i E
pn
T
i
i
y y
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RAE R
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where: MSE – the estimated variance of a model error, MST – the estimated variance of the 
total variability. 
In the evaluation of the regression model, special attention should be paid to two of the 
aforementioned parameters [17]: 
1. SDratio – always takes on non-negative values and its lower value indicates a better 
model quality. For a very good model SDratio takes on the values in the range from 0 to 
0.1. SDratio over 1 indicates very poor quality of the model. 
2. Pearson’s correlation coefficient – takes on the values in the range between 0 and 1. The 
higher the value of this coefficient, the better the model quality. 
6. Prediction quality 
For the evaluation of predictions made by the developed classification models, the above-
mentioned probabilities calculated for the test set can be used. It is also possible to apply the 
receiver operating characteristic (ROC) curves, which describe the relationship between 
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sensitivity and specificity for the models in which dependent variable has only two 
categories (Fig. 3). 
 
Figure 3. The receiver operating characteristic (ROC) curve and the area under curve (AUC) (from 
Statistica ® Neural Networks, modified) 
The ROC curve is obtained in the following steps. For each value of a predictor, which can 
be a single variable or model result, a decision rule is created using this value as a cut-off 
point. Then, for each of the possible cut-off points, sensitivity and specificity are calculated 
and presented on the plot. In the Cartesian coordinate system, 1-specificity (equal to false 
positive rate) is plotted on the horizontal axis and sensitivity on the vertical axis. Next, all 
the points are joined. The larger the number of different values of a given parameter, the 
smoother the curve [50]. For the equal costs of misclassification, the ideal situation is when 
the ROC curve rises vertically from (0,0) to (0,1), then horizontally to (1,1). Such a curve 
represents perfect detection performance on the test set. On the other hand, if the curve is a 
diagonal line going from (0,0) to (1,1), the predictive ability of the classifier is none, and a 
better prediction can be obtained simply by chance [51]. 
The ROC curves are often used to compare the performance of different models, so it would 
be advantageous to represent the shape of the curve as one parameter. This parameter is 
called area under curve (AUC) and can be regarded as a measure of goodness-of-fit and 
accuracy of the model [50, 52]. AUC takes on the values in the range [0,1]. The higher the 
AUC, the better the model but no realistic classifier should have an AUC less than 0.5 
because this corresponds to the random guessing producing the diagonal line between (0,0) 
and (1,1), which has an area of 0.5 [51]. 
For the evaluation of predictions made by regression models, the following parameters 
calculated for the test set can be applied [49]: 
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1. Pearson’s coefficient of correlation between the actual values and those predicted by the 
model (r) 
2. Mean relative prediction error Ψ calculated according to the following formula: 
1
ˆ1
100%
n
i i
i i
y y
n y
  
 
3. Theil’s coefficient I2 expressed by the following equation [53]: 
 2
2 1
2
1
ˆ
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i i
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7. Model comparison 
At least two basic criteria can be used for making comparisons between various models. 
These are: Akaike information criterion (AIC) and Bayesian information criterion (BIC). AIC 
can be defined as: 
max2ln 2 ,AIC L k    
where Lmax is the maximum likelihood achievable by the model, and k is the number of free 
parameters in the model [54]. The term k in the above equation plays a role of the “penalty” 
for the inclusion of new variables in the model and serves as compensation for the obviously 
decreasing model deviation. The model with a minimum AIC is selected as the best model to 
fit the data [30].  
Bayesian information criterion (BIC) is defined as [54]: 
max2ln ln ,BIC L k n    
where n – the number of observations (data points) used in the fit. Both criteria are used to 
select a “good model” but their definition of this model differs. Bayesian approach, reflected 
in the BIC formulation, aims at finding the model with the highest probabilities of being the 
true model for a given data set, with an assumption that one of the considered models is 
true. On the other hand, the approach associated with AIC uses the expected prediction of 
future data as the most important criterion of the model adequacy, denying the existence of 
any true model [55].  
8. Summary  
Data mining methods can be an economic stimulus for discovering unknown rules or 
associations in the object domains. No knowledge will be discovered without potential and 
significant economic benefits. Much acquired knowledge can be used for improving 
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currently functioning models. These methods are capable of finding certain patterns that are 
rather inaccessible for conventional statistical techniques. These techniques are usually used 
for the verification of specific hypotheses, whereas the application of data mining methods 
is associated with impossibility of formulating preliminary hypotheses and the associations 
within data are often unexpected. Discoveries or results obtained for individual models 
should be an introduction to further analyzes forming the appropriate picture of the 
problem being explored. 
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