Wigner functions on non-standard symplectic vector spaces by Dias, Nuno Costa & Prata, João Nuno
Wigner functions on non-standard symplectic
vector spaces
Nuno Costa Dias∗ Joa˜o Nuno Prata†
October 6, 2018
Abstract
We consider the Weyl quantization on a flat non-standard symplec-
tic vector space. We focus mainly on the properties of the Wigner func-
tions defined therein. In particular we show that the sets of Wigner
functions on distinct symplectic spaces are different but have non-
empty intersections. This extends previous results to arbitrary dimen-
sion and arbitrary (constant) symplectic structure. As a by-product
we introduce and prove several concepts and results on non-standard
symplectic spaces which generalize those on the standard symplectic
space, namely the symplectic spectrum, Williamson’s theorem and
Narcowich-Wigner spectra. We also show how Wigner functions on
non-standard symplectic spaces behave under the action of an arbi-
trary linear coordinate transformation.
MSC [2000]: Primary 35S99, 35P05; Secondary 35S05, 47A75
Keywords: Weyl quantization; Wigner functions; symplectic spaces; sym-
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1 Introduction
In this work we return to the research programme initiated in [2, 3]. There
we considered the Weyl-Wigner formulation of quantum mechanics based
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on a canonical deformation of the Heisenberg algebra. More specifically, if
z = (x, p) ∈ R2n denotes a phase space coordinate of a particle, then the
standard classical Poisson bracket is replaced by the following deformation
{zα, zβ} = Ωα,β, 1 ≤ α, β ≤ 2n, (1)
where (Ωα,β)1≤α,β≤2n are the entries of the matrix
Ω =
(
Θ I
−I Υ
)
. (2)
Here I is the n × n identity matrix and Θ = (θij)1≤i,j≤n ,Υ = (ηij)1≤i,j≤n
are real constant skew-symmetric n × n matrices, which measure the extra
noncommutativity in the configuration and momentum spaces, respectively.
One assumes in general that this symplectic form does not depart appreciably
from the standard one [17]:
|θijηkl|  1, (3)
for all i, j, k, l = 1, · · · , n. Upon quantization, one obtains a deformation of
the Heisenberg algebra.
Noncommutative deformations such as this one and others appear in man-
ifold contexts. They may emerge (i) in the various attempts to quantize
gravity, such as string theory [72], noncommutative geometry [12, 21, 59]
and loop quantum gravity [71]; (ii) as a means to regularize quantum field
theories [30, 76]; (iii) as the result of quantizing quantum systems with sec-
ond class constraints [45, 65, 66]; (iv) in order to stabilize unstable algebras
[78], (v) as the low-energy physics of quasicrystals [62], and quite simply (vi)
as a model for quantum systems under the influence of an external magnetic
field [22]. Regardless of the context and motivation, deforming the Heisen-
berg algebra in the realm of non-relativistic quantum mechanics [23, 37, 64]
has led to many interesting and surprising results such as the thermody-
namic stability of black holes [4], regularization of black hole singularities
[5, 6, 68], modifications of quantum cosmology scenarios [38, 60], violation
of uncertainty principles [8, 11], generation of entanglement due to noncom-
mutativity [7]. These deformations have also been used in the context of the
Landau problem [32, 47] and the quantum Hall effect [10].
We shall follow [2, 3] and address quantum mechanics on non-standard
symplectic spaces in the framework of the Weyl-Wigner formulation. As ex-
plained in [3] there are various aspects of this formulation which make it
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(in certain circumstances) more appealing than the ordinary formulation in
terms of operators acting on a Hilbert space. In the Weyl-Wigner repre-
sentation one does not have to choose between a position or a momentum
representation of a state, as the Wigner function provides a joint distribu-
tion of both. It is no surprise that the uncertainty principle and non-locality
take their toll on the Wigner function in the form of a lack of positivity
[33, 48, 75]. Nevertheless, Wigner functions have positive marginals and per-
mit an evaluation of expectation values of observables with the suggestive
formula
< Â >=
∫
R2n
a(z)Wρ(z)dz, (4)
where Â is a self-adjoint operator, a is its Weyl symbol and Wρ is the Wigner
function associated with some density matrix ρ. Moreover, the Weyl-Wigner
framework is the only phase space formulation which is symplectically in-
variant [26, 36, 40, 41, 42, 43, 54, 84]. More precisely, if Wρ(z) is a Wigner
function and S is some symplectic matrix, then Wρ(Sz) is again a Wigner
function. This makes it a privileged framework to study the semiclassical
limit of quantum mechanics [56, 61, 85]. The symplectic flavour of this ap-
proach manifests itself equally in the dynamics of a quantum mechanical
system. The time evolution is governed by a quantum counterpart of the
Poisson bracket - called Moyal bracket - which is a deformation of the Pois-
son bracket [9, 34, 35, 53, 63, 77, 82]. From this perspective one sometimes
calls this phase space formulation of quantum mechanics deformation quan-
tization.
The Weyl-Wigner formulation is also particularly useful in the context of
quantum information with continuous variables [14, 74, 80].
For the quantization of systems with non-standard symplectic spaces, the
advantage of the Weyl-Wigner formulation becomes more emphatic. The
reason is that the Hilbert space for quantum mechanics on non-standard
symplectic spaces is still L2(Rn). So in the operator formulation, there is no
distinction between states for different symplectic structures. On the other
hand, in deformation quantization we proved in [2, 3] that the set of states
(Wigner functions) in noncommutative quantum mechanics differs from the
set of ordinary Wigner functions. We have used this fact as a criterion
for assessing when a transition from noncommutative to ordinary quantum
mechanics has taken place [29].
In [3] we considered the set FC of ordinary Wigner functions, the set FNC
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of Wigner functions for the noncommutative symplectic structure (1,2), and
the set L of positive (classical) probability densities. We proved that in di-
mension n = 2 any pair of these sets have non-empty intersections and none
of them contains the other. The main purpose of the present work is to gener-
alize this result to arbitrary dimension n and to the sets Fω1 ,Fω2 of Wigner
functions defined on the symplectic vector spaces (R2n;ω1), (R2n;ω2) with
symplectic forms ω2 6= ±ω1. Notice that the sympectic forms are completely
arbitrary (not necessarily of the form (2)), albeit constant.
As a byproduct we extend a number of definitions and results concerning
ordinary Wigner functions to Wigner functions on arbitrary, nonstandard
symplectic spaces. Moreover, as an application of our results, we solve the
so-called representability problem in the case of linear coordinate transforma-
tions. This terminology was coined in [20, 57] in the context of signal pro-
cessing for pure states. Here we use the following definition for an arbitrary
(pure or mixed) state. A given real and measurable phase-space function
F (z) is said to be representable if there exists a density matrix ρ such that
F is the Wigner function on some symplectic phase-space associated with ρ,
i.e. F = Wρ. Here we consider linear coordinate transformations of the form
Wρ(z) 7→ (UMWρ)(z) = | detM |Wρ(Mz), (5)
with M ∈ Gl(2n;R). We then address the problem of the representability of
UMWρ.
Our results may also be potentially interesting for quantum information
of continuous variable systems. Indeed, the partial transpose - a linear coor-
dinate transformation which has as sole effect the reversal of the momentum
of one subsystem - is neither symplectic nor anti-symplectic [74, 80]. Hence,
it maps a Wigner function on the standard symplectic vector space to a
Wigner function on a non-standard one. This transformation is used as a
criterion to assess whether a state is separable or entangled.
Here is a summary of the main results of this work.
1) We define the notion of Narcowich-Wigner spectrum adapted to an arbi-
trary symplectic form (Definition 5) and prove its main properties (Theorem
10, Theorem 11).
2) We introduce the symplectic spectrum for an arbitrary symplectic form
(Definition 15). We prove a Williamson-type theorem for non-standard sym-
plectic spaces (Theorem 17) and show the usefulness of symplectic spectra
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for generalized uncertainty principles (Theorem 19). In Theorem 23 we show
that we can always find a positive-definite matrix which has distinct symplec-
tic spectra relative to two different symplectic forms. This result is fine-tuned
for the smallest symplectic eigenvalue in Theorem 24.
3) We solve the representability problem for linear coordinate transformations
in Theorems 25 and 28. In Theorem 25 we prove that UMWρ is representable
for any Wigner function Wρ if and only if M is symplectic or antisymplec-
tic. Another new result is Theorem 28, which states that if M is neither
symplectic nor antisymplectic, then there exists a Wigner function Wρ such
that UMWρ is again a Wigner function and Wρ′ for which UMWρ′ is not a
Wigner function.
4) Theorem 27 is one of the main results of this work and it shows that in the
phase-space formulation different quantizations (i.e. on different symplectic
spaces) yield different sets of states. However, there are always positive
distributions and states that are common to different quantizations. These
results are valid in arbitrary dimension and for arbitrary flat sympletic vector
spaces.
Notation
We denote by Pk×k(K) the convex cone of real (K = R) (or complex (K = C))
symmetric (hermitean) positive (semi-definite) k × k matrices, and we write
P×k×k(K) if they are positive-definite. The set of real skew-symmetric k × k
matrices is A(k;R). The space of Schwartz test functions is denoted by S(Rn)
and its dual S ′(Rn) are the tempered distributions. Latin indices i, j, k, · · · ,
take values in the set {1, 2, · · · , n}, whereas Greek indices α, β, γ, · · · are
phase space indices which take values in {1, 2, · · · , 2n}. The inner product
in L2(Rn) is given by
< ψ|φ >=
∫
Rn
ψ(x)φ(x)dx. (6)
We may at times write < ψ|φ >L2(Rn) and ||ψ||L2(Rn) for the correspond-
ing norm if we want to emphasize that the functions are defined on the
n-dimensional Euclidean space Rn.
The Fourier-Plancherel transform for a function f ∈ L1(Rn) ∩ L2(Rn) is
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defined by
(Ff)(ω) =
∫
Rn
f(x)e−ix·ωdx (7)
and its inverse is
(F−1f)(x) = 1
(2pi)n
∫
Rn
f(ω)eix·ωdω. (8)
In this work, we choose units such that Planck’s constant is h = 2pi~ = 2pi.
2 Symplectic vector spaces
Let V be some real 2n-dimensional vector space. A symplectic form on V is a
skew-symmetric non-degenerate bilinear form, that is a map ω : V × V → R
such that
ω(αx+ βy, z) = αω(x, z) + βω(y, z), ω(x, y) = −ω(y, x), (9)
for all x, y, z ∈ V and α, β ∈ R, and
ω(x, y) = 0, for all y ∈ V (10)
if and only if x = 0.
The symplectic group Sp(V ;ω) is the group of linear automorphisms φ :
V → V such that
ω (φ(z), φ(z′)) = ω(z, z′), (11)
for all z, z′ ∈ V . An automorphism φ is said to be anti-symplectic if
ω (φ(z), φ(z′)) = −ω(z, z′), (12)
for all z, z′ ∈ V . The archetypal symplectic vector space is V = R2n endowed
with the so-called standard symplectic form. As usual we write z = (x, p) ∈
V = Rn× (Rn)∗ ' R2n, where x ∈ Rn is interpreted as the particle’s position
and p ∈ (Rn)∗ as the particle’s momentum belonging to the cotangent bundle.
The standard symplectic form reads
σ(z, z′) = z · J−1z′ = p · x′ − x · p′, (13)
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where z = (x, p), z′ = (x′, p′) and J = −J−1 = −JT is the 2n× 2n standard
symplectic matrix
J =
(
0 I
−I 0
)
. (14)
The symplectic group Sp(R2n;σ) ≡ Sp(n;σ) is then the set of matrices P
such that
PJPT = J. (15)
We remark that if P ∈ Sp(n;σ), then also P−1,PT ∈ Sp(n;σ).
A matrix A is σ-anti-symplectic [26] if
AJAT = −J. (16)
All σ-anti-symplectic matrices A can be written as
A = RP, (17)
where P ∈ Sp(n;σ) and
R =
(
I 0
0 −I
)
. (18)
Thus a σ-anti-symplectic transformation is a σ-symplectic transformation
followed by a reflection of the particle’s momentum.
More generally, for any other symplectic form on R2n, there exists a real
skew-symmetric matrix Ω ∈ Gl(2n) such that
ω(z, z′) = z ·Ω−1z′, z, z′ ∈ R2n. (19)
A well known theorem in symplectic geometry [16, 40] states that all sym-
plectic vector spaces of equal dimension are symplectomorphic. In other
words, if (V, ω) and (V ′, ω′) have the same dimension, then there exists a
linear isomorphism φ : V → V ′ such that
φ∗ω′ = ω. (20)
Here φ∗ denotes the pull-back of φ. In particular, (R2n, σ) is symplectomor-
phic with (R2n, ω) for any symplectic form (19). So if φ : (R2n, σ)→ (R2n, ω)
is given by
φ(z) = Sz, (21)
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for some S ∈ Gl(2n), then we have from (20) that
φ∗ω = σ ⇔ ω(Sz,Sz′) = σ(z, z′), (22)
for all z, z′ ∈ R2n. And thus
Ω = SJST. (23)
The matrix S in (23) is not unique. Indeed, we have
Lemma 1 Suppose that S is a solution of (23). Then S′ is also a solution
if and only if S′−1S,S−1S′ ∈ Sp(n;σ).
Proof. We have Ω = SJST = S′JS′T if and only if S′−1SJ(S′−1S)T =
S−1S′J(S−1S′)T = J.
We denote by D(n;ω) the set of all real 2n× 2n matrices satisfying (23)
and call them Darboux matrices. The corresponding symplectic automor-
phism (21) is called a Darboux map.
A matrix M is ω-symplectic if
MΩMT = Ω, (24)
and it is ω-anti-symplectic if
MΩMT = −Ω. (25)
Any ω-symplectic (resp. ω-anti-symplectic) matrix M is of the form
M = SPS−1, (26)
where S ∈ D(n;ω) and P is a σ-symplectic (resp. σ-anti-symplectic) matrix.
For future reference we consider the following Proposition.
Proposition 2 Let η be an arbitrary symplectic form on R2n such that
|η(z, z′)| ≤ |σ(z, z′)|, (27)
for all z, z′ ∈ R2n. Then, there exists a constant 0 < |a| ≤ 1 such that
η = aσ. (28)
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Proof. Let η(z, z′) = zTΣ−1z′ for z, z′ ∈ R2n and Σ ∈ Gl(2n;R). Let
{δα}1≤α≤2n denote the canonical basis of R2n. If we set z = δα and z′ = δβ
in (27), we obtain:
|Σ−1αβ | ≤ |Jαβ|, (29)
for all 1 ≤ α, β ≤ 2n. So Σ−1αβ = 0, whenever Jαβ = 0. And so Σ−1 must be
of the form
Σ−1 =
(
0 D
−D 0
)
, (30)
where D = diag(µ1, · · · , µn). Next set z = δi − δj and z′ = δn+i + δn+j, for
1 ≤ i < j ≤ n. A simple calculation shows that
σ(z, z′) = 0, η(z, z′) = µi − µj. (31)
But from (27) it follows that µi = µj for all 1 ≤ i < j ≤ n. And so
there exists a 6= 0 such that (28) holds. But again from (27), we must have
0 < |a| ≤ 1.
3 Weyl Quantization
3.1 Weyl quantization on (R2n;σ)
One of the basic ingredients for the quantization of a classical system defined
on the standard symplectic vector space (R2n;σ) is the Heisenberg-Weyl al-
gebra: [
Ẑα, Ẑβ
]
= iJαβ Î ,
[
Ẑα, Î
]
= 0, α, β = 1, · · · , 2n, (32)
where Ẑ = (q̂, p̂) are the quantum-mechanical counterparts of the classical
phase-space variables z = (x, p) and Î is the identity operator. Their action
on functions in their (densely defined) domains in L2(Rn) is given by
(Îψ)(x) = ψ(x), (q̂iψ)(x) = xiψ(x), (p̂jψ)(x) = −i∂jψ(x), (33)
for i, j = 1, · · · , n. These operators are not bounded, which prevents the
construction of a C∗-algebra of observables. A familiar way to circumvent
this is to consider the alternative algebra of Heisenberg-Weyl displacement
operators:
D̂σ(ξ) = eiσ(ξ,Ẑ). (34)
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The action of D̂σ(ξ) on ψ ∈ S(Rn) is given by the explicit formula
D̂σ(ξ)ψ(x) = eip0·x−
i
2
p0·x0ψ(x− x0), (35)
for ξ = (x0, p0). This extends to a unitary operator from L
2(Rn) to L2(Rn)
and to a continuous operator from S ′(Rn) to S ′(Rn).
Their commutation relations are easily established from (35) or, heuris-
tically, from (32,34) using the Baker-Campbell-Hausdorff formula:
D̂σ(ξ)D̂σ(ζ) = e
i
2
σ(ξ,ζ)D̂σ(ξ + ζ) = eiσ(ξ,ζ)D̂σ(ζ)D̂σ(ξ), (36)
for ξ, ζ ∈ R2n. Operators of the form
Ûσ(ξ, τ) = eiτD̂σ(ξ) (37)
constitute an irreducible unitary representation of the Heisenberg group H(n)
of elements (ξ, τ) ∈ R2n × R with group multiplication
(ξ, τ) · (ξ′, τ ′) =
(
ξ + ξ′, τ + τ ′ +
1
2
σ(ξ, ξ′)
)
. (38)
This is called the Schro¨dinger representation and, according to the Stone-von
Neumann theorem [70], it is in fact the only unitary irreducible representation
of H(n) on L2(Rn) up to rescalings of Planck’s constant.
Given a tempered distribution aσ ∈ S ′(R2n) [44, 46], the Weyl operator
with symbol aσ is the Bochner integral [31, 36, 40, 69, 84]
Â :=
(
1
2pi
)n ∫
R2n
Fσaσ(z)D̂σ(z)dz. (39)
Here Fσa denotes the symplectic Fourier transform
Fσa(z) :=
(
1
2pi
)n ∫
R2n
e−iσ(z,z
′)a(z′)dz′. (40)
We note that Fσ in (40) extends into an involutive automorphism S ′(Rn)→
S ′(Rn).
The Weyl correspondence, written Â
Weyl←→ aσ or aσ Weyl←→ Â between a
symbol aσ ∈ S ′(R2n) and the associated Weyl operator Â is a one-to-one map
from S ′(R2n) onto the space L (S(Rn),S ′(Rn)) of bounded linear operators
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S(Rn) → S ′(Rn). This can be proven using Schwartz’s kernel Theorem
and the fact that the Weyl symbol aσ of the operator Â is related with
the distributional kernel Ka of that operator by a partial Fourier transform
[13, 40, 84]:
aσ(x, p) =
∫
Rn
e−iy·pKa
(
x+
y
2
, x− y
2
)
dy, (41)
where Ka ∈ S ′(R2n) and the Fourier transform is defined in the usual distri-
butional sense.
Conversely, by the Fourier inversion theorem, the kernel Ka can be ex-
pressed in terms of the symbol aσ:
Ka(x, y) =
(
1
2pi
)n ∫
Rn
eip·(x−y)aσ
(
x+ y
2
, p
)
dp. (42)
A Weyl operator is formally self-adjoint if and only if its symbol aσ is
real.
Now, let ψ ∈ L2(Rn) and define the rank-one operator ρ̂ψ
ρ̂ψφ =< ψ|φ > ψ, (43)
for all φ ∈ L2(Rn). This is a Hilbert-Schmidt operator with kernel:
Kρψ(x, y) = ψ(x)ψ(y). (44)
The corresponding Weyl symbol is (cf.(41)):
ρσψ(x, p) =
∫
Rn
e−iy·pψ
(
x+
y
2
)
ψ
(
x− y
2
)
dy (45)
which is proportional to the celebrated Wigner function [81]:
W σψ(x, p) :=
(
1
2pi
)n
ρσψ(x, p). (46)
The multiplicative constant (2pi)−n is included to ensure the correct normal-
ization ∫
R2n
W σψ(z)dz = 1, (47)
whenever ||ψ||L2 = 1.
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The operator ρ̂ψ is the density matrix of the pure state ψ. Density ma-
trices provide a unified formulation of pure and mixed states, playing a key
role in many different contexts, notably semi-classical limit, decoherence, etc
[39]. Let then {pα}α be some probability distribution
0 ≤ pα ≤ 1,
∑
α
pα = 1, (48)
and {ρ̂α}α a collection of pure state density matrices associated with nor-
malized states ψα ∈ L2(Rn). The statistical mixture
ρ̂ =
∑
α
pαρ̂α (49)
is called the density matrix of a mixed state. One needs some caution in
interpreting eq.(49). The usual statement that the system is in state ρ̂α with
probability pα is not very rigorous, because there are (in general infinitely)
many different decompositions of a density matrix of the form (49).
An useful way to tell pure states from mixed states is to compute the so-
called purity of the state. Moyal’s identity [63] states that if ψ, φ ∈ L2(Rn),
then W σψ,W σφ ∈ L2(R2n) and that:
< W σψ|W σφ >L2(R2n)= 1
(2pi)n
∣∣< ψ|φ >L2(Rn)∣∣2 . (50)
In particular:
(2pi)n||W σψ||2L2(R2n) = ||ψ||4L2(Rn) = 1. (51)
On the other hand, if we have a mixed state W σρ, then:
(2pi)n||W σρ||2L2(R2n) < 1. (52)
The purity of a state W σρ is defined by
0 < P [W σρ] = (2pi)n||W σρ||2L2(R2n) ≤ 1, (53)
and we have
P [W σρ] = 1 if W σρ is a pure state
P [W σρ] < 1 if W σρ is a mixed state
(54)
It is a well known fact from the theory of compact operators [70] that
an operator ρ̂ can be written as in (48,49) if and only if it is a positive and
12
trace-class operator with unit trace. If ρ(x, y) is the corresponding kernel
then the associated Wigner function is
W σρ(x, p) =
(
1
2pi
)n ∫
Rn e
−iy·pρ
(
x+ y
2
, x− y
2
)
dy =
=
∑
α pαW
σψα(x, p),
(55)
with uniform convergence. If Â
Weyl←→ aσ is some self-adjoint operator such
that Âρ̂ is trace-class then the expectation value of Â in the state ρ̂ can be
evaluated according to the following remarkable formula.
< Â >ρ̂= Tr(Âρ̂) =
∫
R2n
aσ(z)W σρ(z)dz. (56)
Because of this formula and of the fact that Wigner functions have positive
marginal distributions, one is tempted to interpret them as joint position and
momentum probability densities. However, this is precluded by their lack of
positivity as stated in Hudson’s Theorem [33, 48, 75].
3.2 Weyl quantization on (R2n;ω)
Alternatively, one may choose to quantize the system on a non-standard
symplectic vector space (R2n;ω) with symplectic form ω given by (19) [2, 3,
18, 19, 24, 25].
Upon quantization, the Heisenberg-Weyl algebra (32) is replaced by the
algebra [
Ξ̂α, Ξ̂β
]
= iΩαβ Î ,
[
Ξ̂α, Î
]
= 0, α, β = 1, · · · , 2n. (57)
In the sequel, we shall assume that
det Ω = 1, det S = ±1, (58)
for all S ∈ D(n;ω). This is because different values of the determinant of Ω
simply amount to a rescaling of the variables
{
Ξ̂α
}
1≤α≤2n
(or, equivalently
of a rescaling of Planck’s constant).
Upon exponentiation of (57), we obtain the non-standard Heisenberg-
Weyl displacement operators:
D̂ω(ξ) = eiω(ξ,Ξ̂), (59)
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satisfying the commutation relations
D̂ω(ξ)D̂ω(ζ) = e
i
2
ω(ξ,ζ)D̂ω(ξ + ζ) = eiω(ξ,ζ)D̂ω(ζ)D̂ω(ξ). (60)
As before, the elements of the form
Ûω(ξ, τ) = eiτD̂ω(ξ), (61)
constitute a unitary irreducible representation of the modified Heisenberg
group Hω(n) with multiplication
(ξ, τ) · (ξ′, τ ′) =
(
ξ + ξ′, τ + τ ′ +
1
2
ω(ξ, ξ′)
)
. (62)
Notice that if S ∈ D(n;ω) and Ẑ obey the Heisenberg-Weyl algebra (32),
then
Ξ̂ = SẐ (63)
satisfy (57). Consequently, we may write
D̂ω(ξ) = eiω(ξ,Ξ̂) = eiω(ξ,SẐ) = eiσ(S
−1ξ,Ẑ) = D̂σ(S−1ξ). (64)
From this relation and eq.(36), one easily proves the commutation relations
(60).
Also, if we perform the transformation ξ 7→ z = Sξ with S ∈ D(n;ω) in
(39) and substitute (64), we obtain:
Â =
(
1
2pi
)n ∫
R2n
Fσaσ(S−1ξ)D̂ω(ξ)dξ (65)
Next notice that
Fσa(S−1ξ) =
(
1
2pi
)n ∫
R2n e
−iσ(S−1ξ,z)a(z)dz =
=
(
1
2pi
)n ∫
R2n e
−iω(ξ,Sz)a(z)dz =
=
(
1
2pi
)n ∫
R2n e
−iω(ξ,ξ′)a(S−1ξ′)dξ′.
(66)
This then suggests the following definition of the ω-symplectic Fourier trans-
form [25]:
Fωa(ξ) := 1
(2pi)n
∫
R2n
e−iω(ξ,ξ
′)a(ξ′)dξ′, (67)
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for any a ∈ S ′(R2n). With this choice of normalization Fω is involutive
FωFωa = a.
Also we define the ω-Weyl symbol of the operator Â:
aω(ξ) := aσ(S−1ξ). (68)
Altogether, from (65-68), we obtain:
Â =
1
(2pi)n
∫
R2n
Fωaω(ξ)D̂ω(ξ)dξ, (69)
which defines the correspondence principle between an operator Â and its
ω-Weyl symbol aω. From eq.(46,56) it follows that
< Â >ρ̂=
1
(2pi)n
∫
R2n a
σ(z)ρσ(z)dz =
= 1
(2pi)n
∫
R2n a
σ(S−1ξ)ρσ(S−1ξ)dξ =
= 1
(2pi)n
∫
R2n a
ω(ξ)ρω(ξ)dξ =
=
∫
R2n a
ω(ξ)W ωρ(ξ)dξ,
(70)
where
W ωρ(ξ) = W σρ(S−1ξ), (71)
is the ω-Wigner function associated with the density matrix ρ̂ [2, 3, 18, 19,
51].
Regarding the purity of the states on the non-standard symplectic space
(R2n;ω) we have:
P [W ωρ] = (2pi)n ∫R2n |W ωρ(ξ)|2dξ = (2pi)n ∫R2n |W σρ(S−1ξ)|2dξ =
= (2pi)n
∫
R2n |W σρ(z)|2dz = P [W σρ]
(72)
And thus, we have as before
P [W ωρ] = 1 if W ωρ is a pure state
P [W ωρ] < 1 if W ωρ is a mixed state
(73)
We conclude that the main structures of standard quantum mechanics ex-
tend trivially to the non-standard symplectic case. However, there are also
significative differences concerning the properties of states. We will address
these issues in the next section.
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Remark 3 At this point it is worth going back to the partial transpose trans-
formation mentioned in the introduction in relation to the separability prob-
lem for systems with continuous variables.
Suppose that a system is constituted of two subsystems - Alice and Bob
- with nA and nB degrees of freedom (n = nA + nB). Their coordinates
are zA = (xA, pA) and zB = (xB, pB). We write the collective coordinate
z = (xA, xB, pA, pB). The partial transpose transformation reverses Bob’s
momentum [74, 80]:
z 7→ Pz =

I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 −I


xA
xB
pA
pB
 =

xA
xB
pA
−pB
 (74)
A straightforward computation reveals that the transformation P = P−1 is
neither σ-symplectic nor σ-anti-symplectic. Consequently, in general, W σψ(P−1z)
is not a σ-Wigner function. Rather, one can think of P as a Darboux map
for the symplectic form
ω(z, z′) = zTΩ−1z′, (75)
with
Ω = PJPT. (76)
And hence, W ωψ(z) = W σψ(P−1z) is a Wigner function on the non-standard
symplectic space with symplectic form (75,76).
4 States in phase-space
In this section we shall always consider real, normalized and square-integrable
functions defined on the phase-space R2n. A difficult problem consists in
assessing whether such a function f qualifies as a ω-Wigner function for some
symplectic form ω. In other words, how can one tell if f is the ω-Wigner
function of some density matrix ρ̂?
It is well known that the answer lies in the following positivity condition
[27, 55]. A real and normalized function f ∈ L2(R2n) is a σ-Wigner function
if and only if ∫
R2n
f(z)W σψ(z)dz ≥ 0, (77)
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for all ψ ∈ L2(Rn). On the other hand, f is a ω-Wigner function if and only
if there exist a σ-Wigner function fσ and a matrix S ∈ D(n;ω) such that
f(ξ) = fσ(S−1ξ). That happens if and only if∫
R2n f(ξ)W
ωψ(ξ)dξ =
∫
R2n f
σ(S−1ξ)W σψ(S−1ξ)dξ =
=
∫
R2n f
σ(z)W σψ(z)dz ≥ 0,
(78)
for all ψ ∈ L2(Rn).
The positivity conditions (77,78) are somewhat tautological, as they re-
quire the knowledge of the entire set of σ- or ω-Wigner functions of pure
states. There are an alternative set of conditions which are more in the spirit
of measure theory and Bochner’s Theorem. They were derived by Kastler
[52], and Loupias and Miracle-Sole [58] using the machinery of C∗-algebras
and were later synthesized by Narcowich [67] in the framework of the so-called
Narcowich-Wigner (NW) spectrum. This proved to be a very powerful tool
to address convolutions of functions defined on the phase-space as we shall
shortly see.
Here is a brief summary of the remainder of this section. In the next
subsection, we define the NW spectrum of a function for a given symplec-
tic structure and show how it provides a condition of positivity alternative
to (77) or (78). In Theorem 10, we show how the NW spectrum behaves
under the convolution. In Theorem 11 we gather the main properties of
NW spectra. In subsection 4.2 we consider the uncertainty principle in the
Robertson-Schro¨dinger form and the associated concept of symplectic spec-
trum for a given symplectic form ω. The main results of this subsection are
the Williamson Theorem for a non-standard symplectic form (Theorem 17)
and Theorem 24 which shows that one can find positive-definite matrices
with lowest symplectic eigenvalues with respect to two different sympletic
strucutes as far apart as one wishes. All these results culminate in Theorem
27 of section 4.3, where we show how the sets of positive (classical) measures
and the sets of Wigner functions for two distinct symplectic structures relate
to each other. Finally, as an application, we prove in Theorem 28 how a
Wigner function behaves under an arbitrary linear coordinate transforma-
tion.
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4.1 Narcowich-Wigner spectra
Definition 4 Let Σ ∈ A(2n;R) and α ∈ R. A complex-valued, continuous
function f on R2n that has the property that the matrix [[Mjk]] with entries
Mjk = f(aj − ak)e iα2 ak·Σaj (79)
is a positive matrix on CN for each N ∈ N and all a1, a2, · · · , aN ∈ R2n is
called a function of the (α,Σ)-positive type. If α = 0, then we shall simply
say that f is of the 0-positive type.
A function may be of the (α,Σ)-positive type for various values of α and
these can be assembled in a set.
Definition 5 The Σ-Narcowich-Wigner spectrum of a complex-valued, con-
tinuous function f on R2n is the set:
WΣ(f) := {α ∈ R : f is of the (α,Σ)-positive type} . (80)
More generally the Narcowich-Wigner spectrum of f is the set:
W(f) := {(α,Σ) ∈ R× A(2n;R) : f is of the (α,Σ)-positive type} . (81)
For each α ∈ R and Σ ∈ A(2n;R) the set of all functions of (α,Σ)-positive
type is a convex cone.
Before we proceed let us briefly recall Bochner’s Theorem.
Theorem 6 (Bochner) The set of Fourier transforms of finite, positive
measures on Rk (k ∈ N) is exactly the cone of functions of 0-positive type.
The KLM (Kastler, Loupias, Miracle-Sole) conditions are a twisted gen-
eralization of Bochner’s theorem.
Theorem 7 (Kastler, Loupias, Miracle-Sole) Let f be a real function
on the phase-space R2n. Then f is a σ-Wigner function if and only if its
Fourier transform F(f) satisfies the σ-KLM conditions:
(i) F(f)(0) = 1;
(ii) F(f) is of the (1,J)-positive type.
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The first condition ensures the normalization of f , while the second one is
equivalent to the positivity condition (77). In terms of the Narcowich-Wigner
spectrum, condition (ii) means
1 ∈ WJ(F(f)). (82)
On the other hand, if f is everywhere non-negative, then according to Bochner’s
theorem
0 ∈ WΣ(F(f)), (83)
for all Σ ∈ A(2n;R).
We now generalize the KLM conditions (Theorem 7) for an arbitrary
symplectic form ω.
Theorem 8 Let f be a real function on the phase-space R2n. Then f is
a ω-Wigner function if and only if its Fourier transform F(f) satisfies the
ω-KLM conditions:
(i) F(f)(0) = 1;
(ii) F(f) is of the (1,Ω)-positive type.
Proof. As usual f is a ω-Wigner function if and only if there exists a σ-
Wigner function fσ and a matrix S ∈ D(n;ω) such that f(z) = fσ(S−1z).
After a simple calculation, we conclude that F(f)(a) = F(fσ)(STa). Conse-
quently:
F(f)(aj − ak)e iα2 ak·Ωaj = F(fσ)(ST (aj − ak))e iα2 ak·Ωaj =
= F(fσ)(bj − bk)e iα2 bk·S−1Ω(ST )−1bj = F(fσ)(bj − bk)e iα2 bk·Jbj
(84)
with bj = S
Taj for j = 1, · · · , N . We conclude thatWΩ(F(f)) =WJ(F(fσ))
and the result follows.
Remark 9 It follows from the proof that (α,Ω) ∈ W(F(f)) if and only if
(α,J) ∈ W(F(fσ)).
Before we proceed, let us recapitulate the concept of Hamard-Schur (HS)
product. Let A = [[Aij]] ,B = [[Bij]] ∈ M(k × n;C). Then the HS product
is the map ♦ : M(k × n;C)×M(k × n;C)→M(k × n;C)
A♦B = [[AijBij]] . (85)
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According to Schur’s Theorem, the HS product has the property of being a
closed operation in the convex cone Pk×k(C) of positive k × k matrices, i.e.:
♦ : Pk×k(C)× Pk×k(C)→ Pk×k(C). (86)
Theorem 10 Let f, g ∈ L1(R2n) be real-valued functions on R2n, such that
F(f),F(g) are of the (α,Σ) and of the (β,Υ)-positive type, respectively, and
det(αΣ + βΥ) 6= 0. Moreover, define γ := (det(αΣ + βΥ)) 12n to be a real
(2n)-th root of that determinant (this is always possible since real antisym-
metric matrices have non-negative determinants; they are equal to the square
of a polynomial of its entries - the Pfaffian). Then the Fourier transform of
the convolution f ? g is of the
(
γ, α
γ
Σ + β
γ
Υ
)
-positive type. For later conve-
nience we write:
(α,Σ)⊕ (β,Υ) =
(
γ,
α
γ
Σ +
β
γ
Υ
)
. (87)
Proof. Since f, g ∈ L1(R2n), the Fourier transform of the convolution
amounts to the pointwise product F(f ? g) = F(f) · F(g). Thus:
F(f ? g)(aj − ak)e
iγ
2 (
α
γ
ak·Σ+βγΥ)aj =
=
(
F(f)(aj − ak)e iα2 ak·Σaj
)(
F(g)(aj − ak)e iβ2 ak·Υaj
)
.
(88)
The last expression is the (jk)-th component of the HS product of two posi-
tive matrices and the result follows.
Henceforth, we shall use the notation GA to represent the phase-space
Gaussian with covariance matrix A:
GA(z) = 1
(2pi)n
√
det A
exp
(
−1
2
z ·A−1z
)
. (89)
We are tacitly assuming that the expectation values < Ẑi > are all equal to
zero, something which can easily be achieved by a phase-space translation.
For later convenience we assemble the following properties of Narcowich-
Wigner spectra (see [15, 28, 67] for the standard symplectic case):
Theorem 11 Let Ω ∈ A(2n;R), WΩ(F(f)) denote Ω-Narcowich-Wigner
spectrum of F(f) for some function f ∈ L2(R2n) with continuous Fourier
transform. Then the following properties hold.
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1. If F(f) is of (α,Ω)-positive type for some α ∈ R and some Ω ∈
A(2n;R), then f is a real function.
2. WΩ(F(f∨)) =WΩ(F(f)), where f∨(z) = f(−z).
3. α ∈ WΩ(F(f)) if and only if −α ∈ WΩ(F(f)).
4. Let fλ(z) = |λ|2nf(λz) for λ ∈ R\ {0}. ThenWΩ(F(fλ)) = 1λ2WΩ(F(f)).
5. Let det Ω = 1 and ω(z, z′) = z ·Ω−1z′ is the associated symplectic form.
For M ∈ Sl(2n;R) define fM(z) = f(Mz). Then if M is ω-symplectic
or ω-anti symplectic, we have WΩ(F(fM)) =WΩ(F(f)).
6. Let ψ ∈ L2(Rn) be some pure state and ω(z, z′) = z′ ·Ω−1z an arbitrary
symplectic form. If ψ is a Gaussian function, then WΩ(F(W ωψ)) =
[−1, 1]. Otherwise WΩ(F(W ωψ)) = {−1, 1}.
Proof.
1. Suppose that (α,Ω) ∈ W(F(f)). Then the matrices with entriesMjk =
F(f)(aj − ak)e iα2 ak·Ωaj are positive in CN . For N = 2, we have that F(f)(0) F(f)(a1 − a2)e iα2 a2·Ωa1
F(f)(a2 − a1)e iα2 a1·Ωa2 F(f)(0)

is positive. In particular it has to be self-adjoint, and setting ω :=
a1 − a2, we obtain:
F(f)(ω) = F(f)(−ω)
for all ω ∈ R2n, where we used the continuity of F(f). This is equivalent
to f being a real function.
2. A simple calculation shows that F(f∨) = [F(f)]∨. It follows that
F(f∨)(aj−ak)e iα2 ak·Ωaj = F(f)(ak−aj)e iα2 ak·Ωaj = F(f)(bj−bk)e iα2 bk·Ωbj
where bj = −aj, etc. If follows that (α,Ω) ∈ WΩ(F(f∨)) if and only
if (α,Ω) ∈ WΩ(F(f)).
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3. We have
F(f)(aj − ak)e− iα2 ak·Ωaj = [F(f)]∨ (ak − aj)e iα2 aj ·Ωak =
= F(f∨)(ak − aj)e iα2 aj ·Ωak
and the result follows from 2.
4. Since Ffλ(z) = Ff
(
z
λ
)
, we have that
Ffλ(aj−ak)e− iα2 ak·Ωaj = Ff
(aj
λ
− ak
λ
)
e−
iα
2
ak·Ωaj = Ff(bj−bk)e− iαλ
2
2
bk·Ωbj ,
with aj = λbj. We conclude that α ∈ WΩ(F(fλ)) if and only if αλ2 ∈
WΩ(F(f)).
5. We have that MΩMT = Ω with  = +1 (resp.  = −1) if M is
ω-symplectic (resp. ω-anti symplectic).
On the other hand, we have FfM(z) = Ff((M−1)T z). Thus
FfM(aj − ak)e− iα2 ak·Ωaj = Ff
(
(M−1)Taj − (M−1)Tak
)
e−
iα
2
ak·Ωaj =
= Ff(bj − bk)e− iα2 bk·MΩMTbj = Ff(bj − bk)e− iα2 bk·Ωbj ,
where aj = M
Tbj. We conclude that α ∈ WΩ(F(fM) if and only if
α ∈ WΩ(F(f)). The rest is a consequence of 3.
6. We proved in [28] thatWσ(F(W σψ)) = [−1, 1] if ψ is a Gaussian func-
tion, andWσ(F(W σψ)) = {−1, 1} otherwise. The rest is a consequence
of Remark 9.
4.2 Uncertainty principle and symplectic spectra
Consider again the Gaussian measure (89). It is well known that this is the
Wigner function associated with some density matrix if and only if [67]:
A +
i
2
J ≥ 0, (90)
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that is A+ i
2
J is a positive matrix in C2n. This matrix inequality is known in
the literature as the Robertson-Schro¨dinger uncertainty principle (RSUP). It
is stronger than the more familiar Heisenberg inequality (see below), as it also
accounts for the position-momentum correlations. It also has the advantage
of being invariant under linear symplectic transformations. Indeed, if W σρ(z)
is the Wigner function of some density matrix ρ̂ and P ∈ Sp(n;σ), then
W σρ(Pz) is the Wigner function W σρP of some other density matrix ρ̂P,
related to ρ̂ by a metaplectic transformation [54, 73, 79]. Accordingly, if Aρ
and AρP are the corresponding covariance matrices, then the two are related
by the following transformation:
Aρ = PAρPP
T, (91)
where we used the fact that det P = 1 for P ∈ Sp(n;σ). Thus:
Aρ +
i
2
J ≥ 0⇔ AρP +
i
2
P−1J
(
P−1
)T ≥ 0⇔ AρP + i2J ≥ 0, (92)
since P−1 ∈ Sp(n;σ).
To establish whether a state satisfies the RSUP (90), one computes the
eigenvalues of the matrix A+ i
2
J and verifies if they are all greater or equal to
zero. Alternatively, we may verify the RSUP by resorting to the symplectic
eigenvalues of A and Williamson’s Theorem.
First notice that if A ∈ P×2n×2n(R), then the matrix AJ−1 has the same
eigenvalues as A1/2J−1A1/2 [83]. So the eigenvalues of AJ−1 come in pairs
±iλσ,j(A), where λσ,j(A) > 0, j = 1, · · · , n.
Definition 12 Let λσ,j(A), j = 1, · · · , n denote the moduli of the eigenval-
ues of AJ−1 written as an increasing sequence
0 < λσ,1(A) ≤ λσ,2(A) ≤ · · · ≤ λσ,n(A). (93)
They are called the σ-Williamson invariants or σ-symplectic eigenvalues of
A, and the n-tuple
Specσ(A) := (λσ,1(A), λσ,2(A), · · · , λσ,n(A)) (94)
is called the σ-symplectic spectrum of A.
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The invariance of the σ-symplectic spectrum of A under the transfor-
mation A 7→ A′ = PAPT with P ∈ Sp(n;σ) is easily established. Indeed
suppose that λ ∈ Specσ(A). Then
0 = det(AJ−1 ± iλI) = det(P−1A′P−1TJ−1 ± iλI) =
= det(P−1A′J−1P± iλI) = det(A′J−1 ± iλI),
(95)
where we used JPT = P−1J. Thus Specσ(A′) = Specσ(A).
The following theorem is due to Williamson [83]:
Theorem 13 (Williamson) Let A ∈ P×2n×2n(R). There exists a symplectic
matrix P ∈ Sp(n;σ) such that
PAPT = diag (λσ,1(A), · · · , λσ,n(A), λσ,1(A), · · · , λσ,n(A)) , (96)
where λσ,j(A), j = 1, · · · , n are the σ-Williamson invariants of A.
We are now in a position to reexpress the RSUP in terms of the σ-
symplectic spectrum. Let A be the covariance matrix of some Wigner func-
tion W σρ(z) and let D denote the diagonal matrix appearing in (96). We
thus have
A +
i
2
J ≥ 0⇔ D + i
2
PJPT ≥ 0⇔ D + i
2
J ≥ 0. (97)
The eigenvalues of the last matrix are easily computed. They are equal to
λσ,j(A)± 12 , j = 1, · · · , n. Thus the last inequality in (97) holds if and only
if [67]
λσ,1(A) ≥ 1
2
. (98)
Let now W σρ(z) be some Wigner function with covariance matrix A. Let
P ∈ Sp(n;σ) be the symplectic matrix diagonalizing A as in (96). As we
argued before, W σρ(P−1z) corresponds to another Wigner function W σρP(z)
with covariance matrix PAPT = D (cf.(91,96)). This means that since the
covariance matrix of W σρP(z) is diagonal, we have
< q̂2j >ρP=< p̂
2
j >ρP= λσ,j(A), j = 1, · · · , n (99)
Thus
< q̂2j >ρP< p̂
2
j >ρP= (λσ,j(A))
2 ≥ 1
4
, j = 1, · · · , n (100)
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which is the Heisenberg uncertainty principle. Consequently, the lowest value
of 1
2
for each σ-symplectic eigenvalue (cf.(98)), corresponds to a minimal un-
certainty in some direction in the phase-space. Thus the extremal situation,
where
λσ,1(A) = λσ,2(A) = · · · = λσ,n(A) = 1
2
, (101)
(which is equivalent to 2A ∈ Sp(n;σ)) can only be achieved by a Gaussian
pure state. This is known in the literature as Littlejohn’s Theorem [1, 56].
For future reference we state and prove the following proposition.
Proposition 14 Let e, f ∈ R2n be such that σ(f, e) 6= 0. Then there exists
a matrix A ∈ P×2n×2n(R) such that u = e + if is an eigenvector of iAJ−1
with eigenvalue equal to λσ,1(A) (if σ(f, e) > 0) or −λσ,1(A) (if σ(f, e) < 0),
where λσ,1(A) is the smallest σ-Williamson invariant of A.
Proof. Suppose that λ1 := σ(f, e) > 0. Set f
′ = f√
λ1
and e′ = e√
λ1
. It
follows that σ(f ′, e′) = 1. A well known theorem in symplectic geometry
[16, 40] states that we can find a symplectic basis
{
e′i, f
′
j
}
1≤i,j≤n such that
e′1 = e
′ and f ′1 = f
′. Next choose an arbitrary set of positive numbers
λ2, λ3, · · · , λn such that λ1 ≤ λ2 ≤ · · · ≤ λn, and define
ei =
√
λie
′
i, fj =
√
λjf
′
j, 1 ≤ i, j ≤ n. (102)
Now define vi = ei, and vi+n = fi (and similarly v
′
i = e
′
i, and v
′
i+n = f
′
i), and
λi+n = λi for i = 1, · · · , n. We can now rewrite (102) in a more compact
manner:
vα =
√
λαv
′
α, 1 ≤ α ≤ 2n. (103)
Since {v′α}1≤α≤2n is a symplectic basis, we have:
σ(vα, vβ) =
√
λαλβσ(v
′
α, v
′
β) =
√
λαλβJβα = λαJβα, (104)
where we used the fact that λi+n = λi, for i = 1, 2, · · · , n. In general the
basis {vα}1≤α≤2n is not orthonormal. However, there exists a matrix A ∈
P×2n×2n(R) such that
vTαA
−1vβ = δαβ, 1 ≤ α, β ≤ 2n. (105)
The matrix A defines an inner product in C2n:
< z, z′ >A:= z ·A−1z′, z, z′ ∈ C2n. (106)
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We conclude the proof by showing that (λ1, λ2, · · · , λn) is the symplectic
spectrum of A and that AJ−1(e+ if) = −iλ1(e+ if).
Let T : R2n → R2n be the linear transformation T (v) = AJ−1v, with
matrix representation AJ−1 in the canonical basis. Then
< vα, T (vβ) >A= σ(vα, vβ) = λαJβα. (107)
So the matrix representation T of T with respect to the basis {vα}1≤α≤2n is
T =
(
0 −Λ
Λ 0
)
, (108)
where Λ = diag(λ1, · · · , λn). The eigenvalues of T (and hence of T ) are
easily computed. They are: {±iλj}j=1,··· ,n and the associated eigenvectors of
AJ−1 are:
AJ−1(ej ± ifj) = ∓iλj(ej ± ifj), j = 1, · · · , n. (109)
In particular AJ−1(e+ if) = −iλ1(e+ if).
If σ(f, e) < 0, then by following an identical procedure, we would obtain:
AJ−1(e+ if) = iλ1(e+ if).
Now we turn to the non-standard symplectic space (R2n;ω). Suppose that
W ωρ(z) is some ω-Wigner function and let S ∈ D(n;ω) denote an arbitrary
Darboux matrix. According to (71)
W σρ(z) := W ωρ(Sz) (110)
is a σ-Wigner function. Hence it has to comply with RSUP. Let Aσ and Aω
denote the covariance matrices of W σρ and W ωρ, respectively. We thus have
Aω = SAσST. (111)
Consequently,
Aσ +
i
2
J ≥ 0⇔ Aω + i
2
SJST ≥ 0⇔ Aω + i
2
Ω ≥ 0. (112)
The last inequality is valid irrespective of whatever Darboux matrix S we
use. We shall call this inequality the ω-RSUP.
Next let A ∈ P×2n×2n(R), and consider the eigenvalues of the matrix
AΩ−1. As in the standard case AJ−1, these come in pairs ±iλω,j(A),
λω,j(A) > 0, j = 1, · · · , n.
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Definition 15 The moduli of the eigenvalues of AΩ−1 written as an in-
creasing sequence 0 < λω,1(A) ≤ λω,2(A) ≤ · · · ≤ λω,n(A) will be called the
ω-Williamson invariants or the ω-symplectic eigenvalues of A. Moreover,
the n-tuple
Specω(A) := (λω,1(A), λω,2(A), · · · , λω,n(A)) (113)
is called the ω-symplectic spectrum of A.
It is easy to show that the ω-symplectic spectrum of A is invariant under
the ω-symplectic transformation A 7→ PAPT, with P ∈ Sp(n;ω). The proof
follows the same steps as in (95).
Lemma 16 Let A ∈ P×2n×2n(R) and µ > 0. The matrix B = µA has ω-
symplectic spectrum Specω(B) = µSpecω(A).
Proof. This is a simple consequence of the following identity:
det(BΩ−1 − λI) = µ2n det
(
AΩ−1 − λ
µ
I
)
, (114)
and thus λ ∈ Specω(B) if and only if λµ ∈ Specω(A).
Next, we state and prove the counterpart of Williamson’s Theorem on
(R2n;ω).
Theorem 17 Let A ∈ P×2n×2n(R). Then there exists a Darboux matrix S ∈
D(n;ω) such that
S−1A
(
S−1
)T
= diag (λω,1(A), · · · , λω,n(A), λω,1(A), · · · , λω,n(A)) , (115)
where {λω,j(A)}1≤j≤n are the ω-Williamson invariants of A.
Proof. Let S′ ∈ D(n;ω) be a Darboux matrix. Then S′−1A(S′−1)T ∈
P×2n×2n(R). By the σ-Williamson Theorem, there exists M ∈ Sp(n;σ) such
that
MTS′−1A(S′−1)TM = D, (116)
where
D = diag (λσ,1(B), · · · , λσ,n(B), λσ,1(B), · · · , λσ,n(B)) (117)
and (λσ,1(B), · · · , λσ,n(B)) is the σ-symplectic spectrum of B = S′−1A(S′−1)T .
27
Let S = S′(MT)−1. By Lemma 1, S ∈ D(n;ω) is a Darboux matrix. The
result then follows if we prove that (λσ,1(B), · · · , λσ,n(B)) is the ω-symplectic
spectrum of A. We have that λ ∈ Specω(A) if and only if
0 = det(AΩ−1 ± iλI) = det(SDST ± iλΩ) =
= det(D± iλS−1Ω(ST)−1) = det(D± iλJ),
(118)
that is if and only if λ ∈ Specσ(B).
There is a converse to the previous result.
Theorem 18 Let A ∈ P×2n×2n(R) and consider a set of positive numbers
0 < λ1 ≤ λ2 ≤ · · · ≤ λn. Then there exists a matrix P ∈ Gl(2n) such that
P−1A
(
P−1
)T
= diag(λ1, · · · , λn, λ1, · · · , λn). (119)
Moreover, the set Specδ(A) = (λ1, · · · , λn) is the δ-symplectic spectrum with
respect to the symplectic form
δ(z, z′) = z ·∆−1z, (120)
with
∆ = PJPT. (121)
Proof. Let Specσ(A) = (λσ,1(A), · · · , λσ,n(A)) denote the σ-symplectic
spectrum of A with respect to the standard symplectic form σ. By Williamson’s
Theorem, there exists a σ-symplectic matrix M ∈ Sp(n;σ) such that
MTAM = diag(λσ,1(A), · · · , λσ,n(A), λσ,1(A), · · · , λσ,n(A)). (122)
Let R be the matrix:
R = diag
(√
λ1
λσ,1(A)
, · · · ,
√
λn
λσ,n(A)
,
√
λ1
λσ,1(A)
, · · · ,
√
λn
λσ,n(A)
)
. (123)
We then recover (119) with P = (RMT)−1. If we define ∆ as in (121),
then P ∈ D(n; δ) (cf. (120)). The remaining statement is then a simple
consequence of the previous theorem.
Obviously, the matrix P in the previous theorem is not unique. Indeed, in
the proof, we used the σ-symplectic spectrum Specσ(A) with respect to the
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standard symplectic form σ. But we could equally have used the spectrum
Specω(A) with respect to any other symplectic form ω. That would obviously
lead to a different matrix P.
We are now able to restate the ω-RSUP (112) in terms of the ω-symplectic
spectrum of the covariance matrix A.
Theorem 19 Let A ∈ P×2n×2n(R) and let λω,1(A) denote its smallest ω-
Williamson invariant. Then it is the covariance matrix of a ω-Wigner func-
tion if and only if
λω,1(A) ≥ 1
2
. (124)
Proof. If A is the covariance matrix of a ω-Wigner function, then it satisfies
the ω-RSUP (112). Let D = diag(λω,1(A), · · · , λω,n(A), λω,1(A), · · · , λω,n(A)),
where {λω,j(A)}1≤j≤n are the ω-Williamson invariants of A. Thus, from
(115) we have
A +
i
2
Ω ≥ 0⇔ D + i
2
S−1ΩS−1T ≥ 0⇔ D + i
2
J ≥ 0. (125)
Again, the eigenvalues of D + i
2
J are of the form λω,j(A)± 12 , j = 1, · · · , n,
and so the last inequality in (125) is equivalent to (124).
Conversely, if A verifies (124), then it also satisfies the ω-RSUP and the
Gaussian measure with covariance matrix A is a Wigner function.
It is worth mentioning that Narcowich-Wigner spectra of Gaussians are
completely determined by the lowest Williamson invariant for every symplec-
tic form. More specifically, we have:
Theorem 20 Let GA denote a Gaussian measure in phase space (89) and
ω(z, z′) = z′ · Ω−1z a symplectic form. Then the following statements are
equivalent
1. α ∈ WΩ(FGA),
2. A + iα
2
Ω ≥ 0,
3. λω,1(A) ≥ |α|2 .
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Proof. The equivalence of these statements was proven in [67] for the case
ω = σ. Let GσA(z) = GA(Sz) = GS−1A(S−1)T(z) for S ∈ D(n;ω). From
Remark 9 we have:
α ∈ WΩ(FGA)⇔ α ∈ WJ(FGS−1A(S−1)T)⇔
S−1A (S−1)T + iα
2
J ≥ 0⇔ A+ iα
2
Ω ≥ 0
(126)
This proves the equivalence of 1 and 2. The equivalence of 2 and 3 was shown
in the proof of Theorem 19.
Remark 21 Notice that, if σ 6= ±ω, then in general Specσ(A) 6= Specω(A).
Here is an example. For n = 2, let
A =

α 0 0 0
0 α 0 0
0 0 β 0
0 0 0 β
 , (127)
and
Ω =

0 0 θ1 0
0 0 0 θ2
−θ1 0 0 0
0 −θ2 0 0
 , (128)
with α, β > 0, and θ1 =
1
θ2
≥ 1. After a straightforward computation, we
conclude that
Specσ(A) =
(√
αβ,
√
αβ
)
, (129)
while
Specω(A) =
(√
αβ
θ1
,
√
αβ
θ2
)
. (130)
So if θ1 = θ2 = 1, then the two spectra coincide, otherwise they differ.
The example in the previous remark is just a particular instance of The-
orem 23 (see below). But first we recall the following Lemma which was
proven in [26]. We denote by Sp+(n;σ) = Sp(n;σ) ∩ P×2n×2n(R) the set of
real symmetric positive-definite symplectic 2n× 2n matrices.
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Lemma 22 Let M ∈ Gl(2n) and assume that MTGM ∈ Sp(n;σ) for every
G =
(
X 0
0 X−1
)
∈ Sp+(n;σ). (131)
Then M is either σ-symplectic or σ-anti-symplectic.
Theorem 23 Let ω1, ω2 denote two symplectic forms on R2n. Then Specω1(A) =
Specω2(A) for all A ∈ P×2n×2n(R) if and only if ω1 = ±ω2.
Proof. Let us first assume that ω1 = σ, ω2 = ω and Specσ(A) = Specω(A)
for all A ∈ P×2n×2n(R). By the σ-Williamson Theorem (Theorem 13) and
the ω-Williamson Theorem (Theorem 17), there exist PA ∈ Sp(n;σ) and
SA ∈ D(n;ω) such that
S−1A AS
−1T
A = PAAP
T
A. (132)
Consequently
A = S′AAS
′T
A , (133)
where
S′A = SAPA ∈ D(n;ω). (134)
From (133) we conclude that there exists S′A ∈ D(n;ω) such that:
S′A = A(S
′T
A )
−1A−1. (135)
Since this holds for all A ∈ P×2n×2n(R), in particular it is true for A ∈
Sp+(n;σ). Consequently:
Ω = S′AJS
′
A
T = A(S′TA )
−1A−1J(A−1)T (S′A)
−1A =
= A(S′TA )
−1J(S′A)
−1A = −A
(
S′AJS
′
A
T
)−1
A =
= −AΩ−1A
(136)
So, we have proven that
ΩT = AΩ−1A (137)
for all A ∈ Sp+(n;σ).
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Next, fix an arbitrary S ∈ D(n;ω). From (136) and (23) we have:
SJST = Ω = −A(SJST )−1A⇔ S−1A(ST )−1J (S−1A(ST )−1)T = J, (138)
for all A ∈ Sp+(n;σ). In other words S−1A(ST )−1 ∈ Sp+(n;σ) for all
A ∈ Sp+(n;σ). But from Lemma 22, this is possible if and only if S−1 is
σ-symplectic or σ-antisymplectic. In the first case, we have ω = σ and in the
second case ω = −σ.
Next consider arbitrary symplectic forms ω1(z, z
′) = z ·Ω1−1z′, ω2(z, z′) =
z ·Ω2−1z′ such that Specω1(A) = Specω2(A) for all A ∈ P×2n×2n(R). Now let
S1 ∈ D(n;ω1). For any A ∈ P×2n×2n(R), we have that S1AS1T ∈ P×2n×2n(R).
On the other hand, it is easy to verify that (cf. (118))
Specω1(S1AS1
T ) = Specσ(A), (139)
and
Specω2(S1AS1
T ) = Specω(A), (140)
with
ω(z, z′) = z ·Ω−1z′ Ω = S1−1Ω2(S1−1)T . (141)
We conclude that
Specω1(S1AS1
T ) = Specω2(S1AS1
T )⇔ Specσ(A) = Specω(A), (142)
for all A ∈ P×2n×2n(R). From the previous analysis ω = ±σ or, equivalently,
ω1 = ±ω2.
Let us now prove the following refinement of Theorem 23. We have
proven that for ω2 6= ±ω1, we can always find matrices A ∈ P×2n×2n(R)
with Specω1(A) 6= Specω2(A). We now show that in fact the smallest ω1-
and ω2-Williamson invariants cannot coincide for all A ∈ P×2n×2n(R).
Theorem 24 Let ω1, ω2 be symplectic forms on R2n such that ω1 6= ±ω2.
For any K > 0 there exists a matrix A ∈ P×2n×2n(R) such that
λω1,1(A)
λω2,1(A)
≥ K. (143)
Proof. Following an argument similar to that in Theorem 23, we may assume
without loss of generality that ω1 = σ and set ω2 = ω. Suppose that there
exists K > 0 such that
λσ,1(A)
λω,1(A)
< K, (144)
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for all A ∈ P×2n×2n(R).
It follows from items 2 and 3 of Theorem 20 (setting α = ±λσ,1(A) and
Ω = J) that
A± iλσ,1(A)J ≥ 0, (145)
while (setting α = ±λσ,1(A)
K
, and taking (144) into account)
A± iλσ,1(A)
K
Ω ≥ 0. (146)
From the previous inequality, we also have:
A + iλσ,1(A)J + iλσ,1(A)
(
±Ω
K
− J
)
≥ 0. (147)
Let u1 = e1 + if1 be an eigenvector of AJ
−1 associated with the eigenvalue
−iλσ,1(A), i.e.
AJ−1u1 = −iλσ,1(A)u1. (148)
Multiplying (147) on the left by u1 · J, on the right by JTu1 = J−1u1, and
taking into account that λσ,1(A) > 0 yields:
iu1 · J
(
±Ω
K
− J
)
J−1u1 ≥ 0. (149)
If we define the symplectic form
η(z, z′) :=
1
K
z · JΩJTz′, (150)
for z, z′ ∈ R2n, we get from (149):
± η(f1, e1) + σ(f1, e1) ≥ 0. (151)
So the previous equation holds for all vectors e1, f1 such that u1 = e1 + if1
is an eigenvector of iAJ−1 for some matrix A ∈ P×2n×2n(R) with eigenvalue
equal to the smallest Williamson invariant of A. By Proposition 14 such a
matrix exists for all vectors e, f ∈ R2n such that σ(f, e) > 0. So, in fact, we
have
|η(f, e)| ≤ σ(f, e), (152)
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for all vectors e, f such that σ(f, e) > 0. If σ(f, e) < 0, then (since σ(f, e) =
−σ(e, f)), it follows that
|η(f, e)| ≤ σ(e, f). (153)
Altogether, we may write
|η(f, e)| ≤ |σ(f, e)|, (154)
whenever σ(f, e) 6= 0. Suppose that σ(f, e) = 0. We may regard f and e
as elements of some Lagrangian plane [16]. Since Lagrangian planes have no
interior points, we can find a sequence {en}n∈N converging to e, such that
σ(f, en) 6= 0. But from (154), we have:
|η(f, en)| ≤ |σ(f, en)|. (155)
However, since symplectic forms are continuous, inequality (154) must hold
for all e, f ∈ R2n. By Proposition 2, there exists a constant 0 < |a| ≤ 1 such
that
η = aσ. (156)
From (150), we have:
Ω = −aKJ. (157)
Since the symplectic form det(Ω) = 1, we conclude that ω = ±σ and we
have a contradiction. Thus (144) cannot hold.
4.3 The landscape of Wigner functions
As an application of the previous result, we prove the following Theorem on
the symplectic covariance of Wigner functions.
Theorem 25 Let M ∈ Gl(2n;R). Then the operator
F (z) 7→ (UMF )(z) := | det M|F (Mz) (158)
maps (pure or mixed) ω-Wigner functions to ω-Wigner functions if and only
if M is either ω-symplectic or ω-anti-symplectic.
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Proof. One calls a transformation which maps quantum states to quantum
states a quantum channel or a quantum dynamical map.
We start by considering the case ω = ±σ. It is a well documented fact
that UM is a quantum dynamical map if M is a σ-symplectic or σ-anti-
symplectic matrix [26].
Conversely, suppose that UM is a quantum dynamical map. Then, in
particular it maps every Gaussian σ-Wigner function GA with covariance
matrix A to another Gaussian σ-Wigner function with covariance matrix
M−1A(M−1)T .
For every A ∈ P×2n×2n(R), the matrix 12λσ,1(A)A satisfies the σ-RSUP. In-
deed, acccording to Lemma 16, its smallest Williamson invariant is 1
2λσ,1(A)
λσ,1(A) =
1
2
. Hence the matrix 1
2λσ,1(A)
M−1A(M−1)T must also satisfy the σ-RSUP:
1
2λσ,1(A)
M−1A(M−1)T +
i
2
J ≥ 0⇔ A + iλσ,1(A)MJMT ≥ 0. (159)
Next define Ω = γ−1MJMT , where γ = | det M|1/n. Thus ω(z, z′) =
zTΩ−1z′ is a normalized symplectic form. From (159), we have:
A + iµΩ ≥ 0, (160)
where µ = λσ,1(A)γ. Consequently:
λω,1(A) ≥ µ⇔ λσ,1(A)
λω,1(A)
≤ 1
γ
, (161)
for all A ∈ P×2n×2n(R). But according to Theorem 24, this can happen only
if ω = ±σ, or Ω = ±J. This means that γ−1/2M is a σ-symplectic or a σ-
anti-symplectic matrix. Consequently, if WJ(FWρ) denotes the Narcowich-
Wigner spectrum of some Wigner function Wρ, then the Narcowich-Wigner
spectrum of UM(Wρ) becomes WJ (FUM(Wρ)) = γ−1WJ(FWρ). Let ψ ∈
L2(Rn) be some non-Gaussian state. Then WJ(FWψ) = {−1, 1} (see The-
orem 11, item 6). It follows that WJ(FUMWψ) =
{
− 1
γ
, 1
γ
}
. And thus,
UMWψ is a Wigner function if and only if γ = 1.
Next, assume that ω 6= ±σ. Let W ωρ be an arbitrary ω-Wigner function.
Then, given a Darboux matrix S ∈ D(n;ω), the function
W σρ(z) = W ωρ(Sz) (162)
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is a σ-Wigner function.
Define the matrix P by way of
P := S−1MS. (163)
We then have that (UMW ωρ) (z) is a ω-Wigner function if and only if (UMW ωρ) (Sz)
is a σ-Wigner function. On the other hand:
(UMW ωρ) (Sz) = | det M|W ωρ(MSz) = | det M|W σρ(S−1MSz) =
= | det P|W σρ(Pz) = (UPW σρ) (z)
(164)
Thus, UMW ωρ is a ω-Wigner function for every density matrix ρ̂ if and only
if UPW σρ is a σ-Wigner function for every density matrix ρ̂. This, in turn,
happens if and only if P is σ-symplectic or σ-anti-symplectic. But, from
(163), this is equivalent to M being ω-symplectic or ω-anti-symplectic.
Remark 26 This theorem is a small improvement on the results of [26] for
ω = ±σ. Indeed, here we admit a priori an arbitrary value of det M(6= 0).
In [26] we assumed det M = 1 ab initio.
We now provide a characterization of the sets of classical and quantum
states with arbitrary symplectic structure.
Let L(R2n) denote the set of Liouville measures on R2n. These are the
continuous, pointwise non-negative functions normalized to unity. In other
words, they are classical probability densities on the phase-space. Moreover,
let Fω1(R2n) and Fω2(R2n) be the convex sets of ω1- and ω2-Wigner functions
for some symplectic forms ω1, ω2 such that ω2 6= ±ω1. If the dimension is
clear, we shall simply write L,Fω1 ,Fω2 .
In [3] we proved that the sets
A1 = Fω1\ (Fω2 ∪ L)
A2 = Fω2\ (Fω1 ∪ L)
A3 = L\ (Fω1 ∪ Fω2)
A4 = (Fω1 ∩ Fω2) \L
A5 = (Fω1 ∩ L) \Fω2
A6 = (Fω2 ∩ L) \Fω1
A7 = Fω1 ∩ Fω2 ∩ L
(165)
are all non-empty, when n = 2, ω1 = σ and ω2 = ω given by (2).
Here, we generalize the result for arbitrary dimension and symplectic
forms ω1 6= ±ω2.
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F!1 F!2
L
A1 A2
A3
A4
A5 A6
A7
Figure 1: Different sets of functions and their intersections.
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Theorem 27 Let ω1, ω2 be arbitrary symplectic forms on R2n with ω1 6=
±ω2. Then the sets Ai, i = 1, · · · , 7 defined as in (165) are all non-empty
(see Figure 1).
Proof. As in [3] we shall suggest ways to construct examples of functions in
each of these sets. We start with
A3 : Consider an arbitrary Gaussian function GA with covariance matrix A.
Clearly GA ∈ L. Compute the ω1- and ω2-symplectic spectra of A. Let
λmax,1(A) = max {λω1,1(A), λω2,1(A)}. If λmax,1(A) < 12 , then GA /∈ Fω1 ∪Fω2 and we are done. If λmax,1(A) ≥ 12 , then choose some 0 < µ < 12λmax,1(A) .
According to Lemma 16, the Gaussian GµA is such that λmax,1(µA) < 12 and
thus GµA /∈ Fω1 ∪ Fω2 .
A7 : Again consider a Gaussian GA with covariance matrix A and let λmin,1(A) =
min {λω1,1(A), λω2,1(A)}. If λmin,1(A) ≥ 12 , then GA ∈ A7. Otherwise, let
µ ≥ 1
2λmin,1(A)
. Then λmin,1(µA) ≥ 12 and GµA ∈ A7.
A5 : According to Theorem 24, there exists a Gaussian GA with covariance
matrix A, such that λω1,1(A) > λω2,1(A). Let µ be such that 2λω1,1(A) >
µ−1 > 2λω2,1(A). Then the Gaussian GµA is such that λω1,1(µA) ≥ 12 , while
λω2,1(µA) <
1
2
. Hence GµA ∈ A5.
A6 : The result follows the same steps as in A5, with the replacement ω1 ↔
ω2.
A1 : Let h ∈ Fσ\L, that is a σ-Wigner function which is not everywhere
nonnegative. Then the function h1(z) = h(S1
−1z) with S1 ∈ D(n;ω1) is in
Fω1\L. Choose h5 ∈ A5. Since h5 /∈ Fω2 , there exists g2 ∈ Fω2 , such that
(cf.(78)):
b :=
∫
R2n
h5(z)g2(z)dz < 0. (166)
Let also
a :=
∫
R2n
h1(z)g2(z)dz. (167)
First suppose that a ≤ 0. Let z0 ∈ R2n be such that h1(z0) < 0 < h5(z0).
Such a z0 can always be found because h5(z) ≥ 0 for all z and is not identically
zero. On the other hand if h1(z) ∈ Fω1\L, then h1(z − ζ) ∈ Fω1\L for any
fixed ζ. So we can always translate h1 so that h1(z0) < 0. Next, choose
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1 > p > 0 such that
p
1− p >
h5(z0)
|h1(z0)| . (168)
The function
f1(z) = ph1(z) + (1− p)h5(z) (169)
being a convex combination of h1, h5 ∈ Fω1 also belongs to Fω1 . Moreover,
since by (168), f1(z0) < 0, we also have f1 /∈ L. Finally from (166,167):∫
R2n
f1(z)g2(z)dz = pa+ (1− p)b < 0, (170)
and thus f1 /∈ Fω2 . Altogether, f1 ∈ A1.
Now suppose that we have instead a > 0. We start by showing that, by
translating h1(z) 7→ Tζh1(z) = h1(z − ζ) appropriately , we can always find
z1 ∈ R2n such that
Tζh1(z1) < 0 <
h5(z1)
|b| <
| (Tζh1) (z1)|
a
. (171)
Indeed, let z2 ∈ R2n be such that h1(z2) < 0 and z1 such that
0 < h5(z1) < (2pi)
n|bh1(z2)|. (172)
It is always possible to find such a z1 because we may assume, without
compromising our argument, that h5 ∈ S(R2n). If ζ = z1 − z2, then we have
from equation (172), the Cauchy-Schwartz inequality, the purity condition
(54), and by replacing h1 by Tζh1 in (167):
0 < h5(z1)|b| a =
h5(z1)
|b|
∣∣∫
R2n Tζh1(z)g2(z)
∣∣ ≤
≤ h5(z1)|b| ||Tζh1||L2||g2||L2 ≤ h5(z1)(2pi)n|b| < |h1(z2)| = |Tζh1(z1)|,
(173)
which proves (171) for Tζh1.
From (171) we can choose p ∈ R such that
0 <
α
1 + α
< p <
β
1 + β
< 1, (174)
with
0 < α =
h5(z1)
| (Tζh1) (z1)| <
|b|
a
= β. (175)
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This is because the function x ∈ R+ 7→ x
1+x
is strictly increasing.
Next, let f1 ∈ Fω1 be defined as in (169) with h1 replaced by Tζh1. Since
f1(z1) = −p| (Tζh1) (z1)|+ (1− p)h5(z1) < 0 (176)
we have f1 /∈ L. Similarly:∫
R2n
f1(z)g2(z)dz = pa− (1− p)|b| < 0, (177)
and thus f1 /∈ Fω2 . Altogether f1 ∈ A1.
A2 : The result follows the same steps as in A1, with the replacement ω1 ↔
ω2.
A4 : To simplify the argument, we start by noticing that proving that f4 ∈ A4
is equivalent to proving that g4 ∈ (Fσ ∩ Fω) \L where g4(z) = f4(S1z),
ω(z, z′) = z ·Ω−1z′, Ω = S1−1Ω2(S1−1)T with S1 ∈ D(n;ω1), S2 ∈ D(n;ω2).
Indeed, f4 /∈ L ⇔ g4 /∈ L. Moreover, f4(z) ∈ Fω1 ⇔ g(z) = f4(S1z) ∈ Fσ.
Finally, f4(z) ∈ Fω2 ⇔ f4(S2z) = g4(S1−1S2z) ∈ Fσ. But since S1−1S2 ∈
D(n;ω), this is equivalent to g4 ∈ Fω.
Let us now devise a way to construct a function g4 ∈ (Fσ ∩ Fω) \L.
Consider the function
γ(α) = det(J− αΩ). (178)
We claim that there exists α0 > 1 such that
γ0 := γ(α0) > 0. (179)
Indeed, γ(α) = det (JΩ−1 − αI). Thus γ is the characteristic polynomial of
the matrix JΩ−1. We thus have:
γ(α) = α2n + Tr (JΩ−1)α2n−1 + · · ·+ det (JΩ−1) =
= α2n + Tr (JΩ−1)α2n−1 + · · ·+ 1.
(180)
Hence γ(α) ' α2n as α→ +∞, which proves the claim. Define Σ1 = Ω and
Σ2 = γ
− 1
2n
0 (J− α0Ω) and the corresponding normalized symplectic forms:
η1 = ω, η2(z, z
′) = z ·Σ−12 z′. (181)
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We claim that there exists A ∈ P×2n×2n(R) such that
λη1,1(A) = α0 − 1, (182)
and
λη2,1(A) ≥ γ
1
2n
0 . (183)
Indeed, from Theorem 24, we can find A ∈ P×2n×2n(R) such that
λη2,1(A)
λη1,1(A)
≥ γ
1
2n
0
α0 − 1 . (184)
After a possible rescaling A 7→ µA (µ > 0), we obtain (182) and (183) follows
from (184).
Conditions (182,183) mean that
A + i(α0 − 1)Ω ≥ 0, (185)
while
A + iα0Ω  0. (186)
On the other hand, we also have
A + iγ
1
2n
0 Σ2 ≥ 0. (187)
Next, let hσ be a non-Gaussian pure state with Planck constant α0, that is
(cf. item 6 of Theorem 11)
WJ(Fhσ) = {−α0, α0} . (188)
Given S ∈ D(n;ω), let hω(z) = hσ(S−1z). From Remark 9:
{−α0, α0} ⊂ WΩ(Fhω). (189)
If GA is a Gaussian with covariance matrix A, then from (185-187):
(α0 − 1,Ω), (γ
1
2n
0 ,Σ2) ∈ W(FGA), (190)
but
(α0,Ω) /∈ W(FGA). (191)
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Given (191), we can always find hσ /∈ L such that
g4 = GA ? hω /∈ L. (192)
Indeed, we have for S ∈ D(n;ω):
g4(Sz) = (GA ? hω)(Sz) =
∫
R2n GA(Sz − z′)hω(z′)dz′ =
=
∫
R2n GA(S(z − z′′))hω(Sz′′)dz′′ =
=
∫
R2n GS−1A(S−1)T (z − z′′)hσ(z′′)dz′′.
(193)
Since S−1A(S−1)T + iα0J = S−1 (A + iα0Ω) (S−1)T , from (186) this is not a
positive matrix. Consequently, the Gaussian GS−1A(S−1)T (z) is not a σ-Wigner
function with Planck constant α0. It is a well known fact that, under these
circumstances [49, 50], the function hσ /∈ L, which is a Wigner function
with Planck constant α0 can always be chosen so that (GA ? hω)(Sz) =
(GS−1A(S−1)T ? hσ)(z) /∈ L.
We thus have for the function
g4(z) = (GA ? hω)(z) (194)
that g4 /∈ L.
Next, notice that S−1A(S−1)T + i(α0 − 1)J ≥ 0, and so (α0 − 1,J) ∈
W(FGS−1A(S−1)T ). Since (1 − α0,J) ⊕ (α0,J) = (1,J), we conclude from
(193) and Theorem 10 that g4(Sz) is of the (1,J)-positive type. And thus
g4(z) ∈ Fω.
It remains to prove that g4(z) ∈ Fσ. Since (γ
1
2n
0 ,Σ2) ⊕ (α0,Ω) = (1,J),
the result follows again from Theorem 10.
We conclude this subsection by applying the previous techniques to the
following representability problem. This completes the discussion initiated
in [26] and addressed also in Theorem 25.
Theorem 28 Let ω1(z, z
′) = z · Ω−11 z′ be a symplectic form and suppose
that M ∈ Gl(2n;R) is not ω1-symplectic nor ω1-anti-symplectic. Define
ω2(z, z
′) = z ·Ω−12 z′ where Ω2 = 1αMΩ1MT, with α = | det M|
1
n . Consider
again the linear operator UM as defined in (5). Then there exist W ω1ρ ∈ Fω1
such that UM(W ω1ρ) ∈ Fω1 ∩ Fω2 and W ω1ρ′ ∈ Fω1 such that UM(W ω1ρ′) ∈
Fω2\Fω1.
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Proof. We follow the strategy used in the proof of the previous theorem for
the cases A5 and A7. We just have to be cautious because we do not have
necessarily | det M| = 1.
So let W ω1ρ = GA be a Gaussian (89) with covariance matrix A such
that
A +
i
2
Ω1 ≥ 0. (195)
Since
UM(GA) = GM−1A(M−1)T , (196)
we conclude that UM(W ω1ρ) ∈ Fω1 if and only if
M−1A(M−1)T +
i
2
Ω1 ≥ 0⇔ A + iα
2
Ω2 ≥ 0. (197)
Since M is not a ω1-symplectic or a Ω2-antisymplectic matrix, then ω2 6= ±ω1.
The matrix A satisfies (195) and (197) if and only if λω1,1(A) ≥ 12 and
λω2,1(A) ≥ α2 . From the case A7 of the previous theorem we already know
how to construct such a matrix after a possible rescaling.
Regarding the function W ω1ρ′ we assume that it is again a Gaussian GB
with covariance matrix B. It is a ω1-Wigner function if and only if
B +
i
2
Ω1 ≥ 0, (198)
and UM(W ω1ρ′) ∈ Fω2\Fω1 provided
B +
iα
2
Ω2  0. (199)
Again, this happens if and only if λω1,1(B) ≥ 12 and λω2,1(B) < α2 . From the
case A5 of the previous theorem, we know that such a matrix exists.
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