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SOLUTIONS SEMI-GLOBALES DE PROBLE`MES DE GOURSAT
SEMI-LINE´AIRES HYPERBOLIQUES
PARTIE I: SOLUTIONS SEMI-GLOBALES DU SYSTE`ME INTE´GRAL
DES FORMULES DE KIRCHHOFF ASSOCIE´ES
D. E. HOUPA DANGA AND MARCEL DOSSA
Abstract. Le but ultime de ce travail est d’e´tablir pour des syste`mes semi-line´aires
hyperboliques du second ordre, astreints a` des hypothe`ses de structure assez ge´ne´rales
sur les termes non line´aires, et a` donne´es initiales porte´es par la re´union de deux hyper-
surfaces caracte´ristiques se´cantes, l’existence et l’unicite´ de la solution de´finie non seule-
ment dans un voisinage assez petit de la se´cante (solution locale, Cf. re´sultats ante´rieurs
[26], [27], [29], [30]), mais aussi dans un voisinage de la re´union toute entie`re des hyper-
surfaces initiales (solution semi-globale). Pour ce faire, on est amene´ tout d’abord a`
montrer que le syste`me inte´gral des formules de Kirchhoff associe´es au proble`me con-
side´re´ admet une unique solution, dans un espace de fonctions continues et borne´es,
par la me´thode du point fixe. Cette solution est de´finie dans un voisinage de la re´union
toute entie`re des hypersurfaces qui portent les donne´es initiales.
Dans un second article (Partie II), on se propose de combiner le re´sultat d’existence
semi-globale ainsi obtenu pour le syste`me des formules de Kirchhoff aux techniques
classiques d’existence locale de [26], [27], [29], [30], [35], [36] dans le but d’e´tablir, dans
un cadre d’espaces de Sobolev a` poids, des estimations a priori pour les solutions
locales du proble`me de Cauchy caracte´ristique conside´re´. On peut ainsi de´duire le
re´sultat d’existence semi-globale annonce´ pour ce proble`me.
Semiglobal solutions of Goursat problems for some semilinear hyperbolic
systems
Part I: Semiglobal solutions of the integral system of associated Kirchhoff’s
formulae
Our final aim is to prove that for some semilinear hyperbolic systems of
the second order with initial data on two characteristic hypersurfaces, and
under general hypothesis on the structure of the nonlinear terms, there is a
unique solution which is not only defined on a small neighbourhood of the
intersection of these hypersurfaces (local solution, Cf. [26] , [27] , [29] , [30])
but is also defined on a neighbourhood of the entire union of those hy-
persurfaces (semiglobal solution). In order to achieve that goal, we start
by proving that the integral system of Kirchhoff’s formulae which are as-
sociated to the problem we have considered has a unique solution which
belongs to a space of continuous and bounded functions by the fixed point
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method. This solution is defined on a neighbourhood of the whole union
of the characteristic hypersurfaces on which initial data are given.
In a second paper (Part II), we will combine the so-called semiglobal
existence result therefore obtained for the system of Kirchhoff’s formulae
to classical local existence techniques of [26] , [27] , [29] , [30] , [35] , [36] in
order to establish, in some weighed Sobolev spaces, a priori estimates for
local solutions of the characteristic Cauchy problem considered. We can
thus deduce the semiglobal existence result announced for this problem.
INTRODUCTION GENERALE
Le but final de ce travail est la re´solution semi-globale, dans un cadre d’espaces de
type Sobolev a` poids, sous des hypothe`ses de diffe´rentiabilite´ finie sur les donne´es et
des hypothe`ses de structure assez ge´ne´rales sur les termes non line´aires, de syste`mes
semi-line´aires hyperboliques du second ordre a` donne´es initiales porte´es par la re´union
de deux hypersurfaces caracte´ristiques se´cantes. Le proble`me ainsi conside´re´ s’appelle
un proble`me de Cauchy caracte´ristique ou plus pre´cise´ment un proble`me de Goursat
semi-line´aire.
L’objet d’un proble`me de Cauchy caracte´ristique est de re´soudre un syste`me d’e´quations
hyperboliques dans un domaine Y de´limite´ par une ou plusieurs hypersurfaces car-
acte´ristiques se´cantes (comportant e´ventuellement des singularite´s) portant les donne´es
initiales. Les trois cas de domaines Y souvent conside´re´s sont:
(1) Y est l’inte´rieur d’un demi-cono¨ıde caracte´ristique C ([6] , [16] , [17] , [35] , [36] , [37] ,
[38]);
(2) Y est le domaine de´limite´ par deux hypersurfaces caracte´ristiques re´gulie`res
se´cantes ([26] , [27] , [29] , [3] , [4] , [8]);
(3) Y est le domaine de Rn+1 de´limite´ par deux demi-cono¨ıdes, caracte´ristiques C1
et C2, tronque´s en leur sommet, dont l’un est dirige´ vers le futur et l’autre est
re´trograde et qui sont se´cants suivant une (n− 1)-surface diffe´omorphe a` la sphe`re
Sn−1 (Cf. [39] , [40]).
Le proble`me de Cauchy conside´re´ est dit local si:
• dans le cas 1., sa solution est recherche´e dans un voisinage assez petit du sommet
du demi-cono¨ıde C dans Y.
• dans les cas 2. et 3., sa solution est recherche´e dans un voisinage assez petit de
la se´cante des hypersurfaces caracte´ristiques dans Y.
Le proble`me est dit semi-global si:
• dans le cas 1., sa solution est recherche´e dans un voisinage de la totalite´ du
demi-cono¨ıde C dans Y.
• dans les cas 2. et 3., sa solution est recherche´e dans un voisinage de la totalite´
des hypersurfaces caracte´ristiques dans Y.
Le proble`me est dit global si sa solution est recherche´e dans tout le domaine Y.
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Les motivations physiques du proble`me de Cauchy caracte´ristique proviennent essen-
tiellement de la the´orie de la Relativite´ Ge´ne´rale ou` ce proble`me intervient naturellement
dans une grande varie´te´ de questions relativistes (R. PENROSE [28], Henning MU¨LLER
zum HAGEN et Hans-Ju¨rgen SEIFERT [26], Alan RENDALL [30]). Il intervient en Rela-
tivite´ Nume´rique (Jeffrey WINICOUR [34], R. A. ISAACSON et al. [24]), en Cosmologie,
dans l’e´tude de la radiation gravitationnelle e´mise par les syste`mes isole´s, dans l’e´tude
des espaces-temps relativistes de type trous noirs, dans l’e´tude de conjectures ce´le`bres
de la Relativite´ Ge´ne´rale (hypothe`se de la censure cosmique, etc...), dans l’e´tude des
proprie´te´s asymptotiques et des proprie´te´s de scattering d’e´quations physiques.
Les proble`mes de Cauchy caracte´ristiques sont e´tudie´s depuis environ un sie`cle avec
les travaux de pionniers tels D’ADHE´MAR [13], J. HADAMARD [21], M. RIESZ [31],
G.F.D. DUFF [18], F. CAGNAC [8]. Dans le cas 1. ou` l’hypersurface initiale est un
demi-cono¨ıde caracte´ristique C, les re´sultats re´cents, les plus significatifs, portant aussi
bien sur les proble`mes locaux, semi-globaux ou globaux sont dus a` F. CAGNAC [7], M.
DOSSA [35] , [36] , [37], M. DOSSA et F. TOUADERA [38], M. DOSSA et S. BAH [17].
Dans le cas 3. ou` l’hypersurface initiale est la re´union de deux demi-cono¨ıdes, tronque´s,
se´cants, G. CACIOTTA et F. NICOLO [39] , [40] ont re´ussi a` de´montrer un re´sultat
d’existence globale pour les e´quations d’Einstein (proble`me de contraintes initiales +
proble`me de l’Evolution) avec des donne´es initiales petites en norme, en utilisant un
double feuilletage isotrope du domaine Y et les techniques ge´ome´trico-analytiques de
solutions de´veloppe´es dans [41] et [42]. Le cas 2. ou` l’hypersurface initiale est la re´union
de deux hypersurfaces re´gulie`res caracte´ristiques se´cantes est celui auquel on s’inte´resse
dans ce travail. Voici les grandes e´tapes des travaux effectue´s dans ce cas. En 1977,
H. MU¨LLER zum HAGEN et H.-J. SEIFERT [26] ont entrepris une vaste e´tude de
proble`mes de Cauchy caracte´ristiques a` donne´es initiales sur la re´union de deux hyper-
surfaces se´cantes dont l’une est caracte´ristique et l’autre est ou caracte´ristique (proble`me
de Goursat), ou spatiale (proble`me mixte spatio-caracte´ristique) ou temporelle. Leur
me´thode reposait essentiellement sur l’e´tablissement des ine´galite´s e´nerge´tiques pour le
proble`me line´aire associe´ suivant une me´thode de point fixe employe´e pour les proble`mes
de Cauchy a` donne´es initiales sur une hypersurface spatiale (proble`me de Cauchy or-
dinaire) par S. HAWKING et G.F.R. ELLIS [20]. Les insuffisances constate´es dans ce
travail (voir [15]) ont e´te´ re´solues par D. CHRISTODOULOU et H. MU¨LLER zum HA-
GEN [10] en 1981, puis H. MU¨LLER zum HAGEN [27] en 1990. En 1990, a` la suite
du travail de F. G. FRIEDLANDER [11] datant de 1973, A. RENDALL [29] publie un
re´sultat d’existence C∞ sous des hypothe`ses C∞ sur les donne´es pour des syste`mes hyper-
quasiline´aires hyperboliques du second ordre; sa me´thode est base´e sur une re´duction du
proble`me de Goursat a` un proble`me de Cauchy ordinaire a` donne´es initiales nulles et des
arguments de domaine de de´pendance; le re´sultat obtenu est applique´ avec succe`s aux
e´quations d’Einstein du vide en jauge harmonique en re´solvant par la meˆme occasion le
proble`me des contraintes initiales sur les deux hypersurfaces re´gulie`res caracte´ristiques
se´cantes.
Dans tous les travaux sus-mentionne´s, dans le cas 2., la solution obtenue pour le
proble`me de Goursat non line´aire est seulement locale, c’est-a`-dire qu’elle est de´finie
dans un voisinage assez petit de l’intersection des deux hypersurfaces caracte´ristiques qui
portent les donne´es initiales. On se propose ici de montrer que sous certaines hypothe`ses
de structure assez ge´ne´rales sur les termes non line´aires des e´quations et sans hypothe`se
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de petitesse sur les normes des donne´es initiales, la solution du proble`me de Goursat
semi-line´aire existe et est de´finie dans un voisinage de la re´union toute entie`re des deux
hypersurfaces caracte´ristiques se´cantes qui portent les donne´es initiales. Ce proble`me de
Goursat semi-line´aire, semi-global a e´te´ e´tudie´ par A. CABET [3] , [4], pour des e´quations
des ondes semi-line´aires, moyennant des hypothe`ses de structure assez fortes sur les
termes non line´aires. Ainsi, pour des termes non line´aires ne comportant aucune de´rive´e
premie`re de la fonction inconnue, l’auteur utilise une me´thode de Galerkin avec une
de´composition spectrale suivant l’une des directions isotropes; lorsque les termes non
line´aires des e´quations conside´re´es sont essentiellement line´aires par rapport a` certaines
de´rive´es premie`res de la fonction inconnue, une me´thode ite´rative base´e sur des ine´galite´s
e´nerge´tiques, des estimations a priori et le re´sultat d’existence C∞ de RENDALL [29]
est utilise´.
Dans le pre´sent travail, pour ame´liorer les re´sultats de A. CABET, on adapte une
me´thode introduite par M. DOSSA et S. BAH [17], pour le proble`me de Cauchy semi-
line´aire, semi-global a` donne´es initiales sur un demi-cono¨ıde caracte´ristique. Sous des
hypothe`ses de structure assez ge´ne´rales sur les termes non line´aires, il s’agissait d’une
me´thode base´e sur des estimations a priori e´tablies dans un cadre convenable d’espaces
de Sobolev a` poids, graˆce a` une ade´quate combinaison du the´ore`me du point fixe de
Banach, des re´sultats d’existence locale e´tablis par M. DOSSA [16] , [35] , [36] et d’un
re´sultat d’existence et d’unicite´ pour le syste`me inte´gral des formules de Kirchhoff as-
socie´es aux e´quations conside´re´es, e´tabli par S. BAH [1] , [2] .
Pour pouvoir de´crire de fac¸on plus pre´cise les re´sultats obtenus dans les parties I et II
de ce travail, ainsi que les me´thodes de solution utilise´es, il convient d’introduire d’abord
quelques notations ge´ome´triques.
Notations ge´ome´triques
Y = {(xα) ∈ R4/ x0 ≥ |x1| ; (x2, x3) ∈ B}, ou` B est un domaine ferme´ borne´ de R2.
Sw = {(xα) ∈ R4/ x0 = (−1)w−1 x1, (x2, x3) ∈ B}, w = 1, 2.
S = S1 ∪ S2; T = S1 ∩ S2.
Pour tout T ∈ R∗+, YT = Y ∩ {(xα) ∈ R4/ x0 ≤ T}, SwT = Sw ∩ {(xα) ∈ R4/ x0 ≤ T} ,
ΣwT = Sw ∩ {(xα) ∈ R4/ x0 = T} .
Pour tout σ ∈ R∗+, P(σ) est l’hyperbolo¨ıde cylindrique de´fini par:{
(xα) ∈ R4/ (x0)2 − (x1)2 = σ2; (x2, x3) ∈ B
}
,
Y(σ) =
{
(xα) ∈ R4/ |x1| ≤ x0 ≤
√
(x1)2 + σ2; (x2, x3) ∈ B
}
,
GT,σ = Y(σ) ∩ {(xα) ∈ R4/ x0 = T},
YT,σ = YT ∩ Y(σ), Y(g) =
⋃
T∈R∗+
YT,g(T ), ou` g : R∗+ → R∗+ est une application.
Position du proble`me
On conside`re le proble`me de Goursat:
(P )
 (Er) : A
λµ (xα) ∂2λµur + fr (x
α, us, ∂νus) = 0 dans Y ,
(C − I) : ur = ϕwr sur Sw,
α, λ, µ, ν = 0, 1, 2, 3; r, s = 1, 2, ..., N.
Hypothe`se (α)
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Aλµ ∈ C∞ (R2 ×B) et l’ope´rateur diffe´rentiel L ≡ Aλµ (xα) ∂2λµ est x0−hyperbolique
avec A00 > 0 et AijXiXj est de´finie ne´gative, i, j = 1, 2, 3.
Hypothe`se (β)
Les fr sont de classe C
∞ dans R2 ×B × V × R4N , avec V ouvert de RN .
Hypothe`se (G)
∀σ ∈ R∗+, Pσ est spatiale pour L.
Hypothe`se de structure (G1)
Les fr sont des fonctions de classe C
∞ dans R2×B×V ×R4N (V ouvert de RN) et telles
que ∀ (ωs) fonctions re´gulie`res dans R2 × B, la restriction de fr (xα;ωs (xα) ; ∂νωs (xα))
a` Sw est, apre`s simplifications, line´aire par rapport aux de´rive´es [∂0ωs]w ≡ ∂0ωs |Sw .
Hypothe`se (C)
∀ w = 1, 2, Sw est une hypersurface caracte´ristique pour l’ope´rateur L ≡ Aλµ (xα) ∂2λµ.
Les travaux de H. MU¨LLER zum HAGEN [27] et A. RENDALL [29] entraˆınent que,
dans un cadre convenable d’espaces de Sobolev non isotropes et sous les hypothe`ses
(α) , (β) , (C), le proble`me (P ) posse`de une solution unique (ur) de´finie dans un domaine
YT (T assez petit); YT est un voisinage assez petit de T dans Y , mais non un voisinage
de S tout entier.
Sous les hypothe`ses supple´mentaires (G1) et (G), on se propose de montrer dans ce
travail que la solution est en fait de´finie dans un voisinage de la totalite´ de l’hypersurface
initiale S dans Y (plus pre´cise´ment dans un domaine Y(g)) et cela sans hypothe`ses de
petitesse sur la norme des donne´es initiales (ϕw).
Les formules de Kirchhoff
Pour obtenir l’existence semi-globale annonce´e, l’ingre´dient nouveau qu’on a utilise´ est
le syste`me inte´gral des formules de Kirchhoff associe´es au proble`me (P ) et aux e´quations
de´rive´es des e´quations (Er) jusqu’a` l’ordre 3. Graˆce a` une synthe`se rigoureuse des the`ses
de Mmes Y. CHOQUET-BRUHAT [11], J. TOLEN [33] et MM. F. CAGNAC [5], S.
BAH [1], on montre que:
1). Toute solution u = (ur) suffisamment re´gulie`re de (P ) ve´rifie ainsi que ses
de´rive´es partielles jusqu’a` l’ordre 3, le syste`me inte´gral des formules de Kirchhoff
qu’on notera, pour le moment, sommairement sous la forme:
(FS)

∀M0 (xα0 )∈Y ,
4piUS (x
α
0 ) =
∫∫∫
(C−M0)
HS (UR) dµ
((
C−M0
))
+
∫∫
S0(M0)
JS ([UT ]) dµ (S0 (M0))
ou`:
US =
(
us, ∂αus, ∂
2
αβus, ∂
3
αβγus
)
; C−M0 est le demi-cono¨ıde caracte´ristique pour L issu
de M0 et dirige´ vers le passe´,
(
C−M0
)
est la partie de C−M0 qui se trouve au dessus de S,
S0 (M0) = C
−
M0
∩ S.
Les fonctions HS et JS sont des fonctions de UR et de certaines fonctions auxiliaires
Ω qu’on ne pre´cisera pas ici pour des raisons de simplicite´.
2). Le syste`me inte´gral (FS) admet, dans l’espace de fonctions continues et borne´es,
une solution unique (US) de´finie dans un domaine causal Y˜ , voisinage dans Y
de S tout entier.
En effet, d’apre`s l’hypothe`se de structure (G1), les restrictions a` S des de´rive´es jusqu’a`
l’ordre 3 de la solution e´ventuelle (ur) du proble`me (P ), note´es (ΦS) sont de´termine´es
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de fac¸on unique sur S tout entier. La preuve de 1). est alors similaire a` celle donne´e par
Y. CHOQUET-BRUHAT dans sa the`se, dans le cas du proble`me de Cauchy ordinaire,
en inte´grant sur
(
C−M0
)
des combinaisons line´aires convenables des e´quations (Er) et de
leurs de´rive´es jusqu’a` l’ordre 3. La solution du syste`me inte´gral des formules de Kirchhoff
(FS) est construite comme point fixe d’une application contractante Θ envoyant une
boule centre´e en (ΦS) dans elle-meˆme; pour ce faire on a besoin d’une e´tude comple`te de
la 2−surface S0 (M0) pour l’inte´grale double qui apparaˆıt dans (FS) ainsi que de l’e´tude
du comportement de
∫∫∫
(C−M0)
dµ
((
C−M0
))
lorsque M0 (x
α
0 ) tend vers un point de S.
Estimations a priori
Sans nuire a` la ge´ne´ralite´, on peut supposer les donne´es C∞.
Pour obtenir, l’existence semi-globale pour le proble`me (P ), il suffit de montrer que
∀T ∈ R∗+, il existe g (T ) ∈ R∗+ tel que le proble`me admet, dans le meˆme cadre fonctionnel
que les travaux de H. MU¨LLER zum HAGEN [27], une unique solution de´finie dans
YT,g(T ).
Or d’apre`s 2)., ∀T ∈ R∗+, il existe g (T ) ∈ R∗+ tel que le syste`me inte´gral des formules de
Kirchhoff (FS) admet une unique solution (vr, vrα, vrαβ, vrαβγ) dans l’espace des fonctions
continues et borne´es dans YT,g(T ).
D’apre`s H. MU¨LLER zum HAGEN [27] et A. RENDALL [29], il existe alors T0 ∈ ]0, T ],
tel que dans le domaine YT0,g(T ), le proble`me (P ) admet une unique solution u = (ur) ∈
C∞
(YT0,g(T )). D’apre`s 1)., les fonctions (ur) et leurs de´rive´es jusqu’a` l’ordre 3 ve´rifient
le syste`me inte´gral (FS). Par unicite´ de la solution de ce syste`me, on a donc:
ur = vr, ∂αur = vrα, ∂
2
αβur = vrαβ, ∂
3
αβγur = vrαβγ.
On en de´duit, via l’hypothe`se de structure (G1), que ∀T1 ∈ ]0, T ], toute solution
u = (ur) du proble`me (P ) de´finie dans YT1,g(T ) ve´rifie l’estimation a priori :
‖u‖ ≤ K
ou` la constante K ne de´pend que des bornes des (vr, vrα, vrαβ, vrαβγ).
On en de´duit par un raisonnement classique, l’existence et l’unicite´ de la solution pour
le proble`me (P ) dans YT,g(T ), donc dans Y(g) =
⋃
T∈R∗+
YT,g(T ).
L’objet du pre´sent article (Partie I du travail) est donc de re´soudre le syste`me inte´gral
des formules de Kirchhoff (FS).
Plus pre´cise´ment, pour des syste`mes semi-line´aires hyperboliques du second ordre, on
conside`re le proble`me de Goursat (c’est-a`-dire que les donne´es initiales sont porte´es par
la re´union de deux hypersurfaces caracte´ristiques se´cantes) suivant:
(0.1)
{
(Er) : A
λµ (xα) ∂2λµur + fr (x
α, us, ∂νus) = 0 dans Y
(C − I) : ur = ϕwr sur Sw
ou`:
• α, λ, µ, ν = 0, 1, 2, 3; r, s = 1, ..., n; ∂ν = ∂∂xν ; ∂2λµ = ∂
2
∂xλ∂xµ
.
• Sw est une hypersurface caracte´ristique pour l’ope´rateur diffe´rentiel hyperbolique
L = Aλµ (xα) ∂2λµ et d’e´quation: x
0 = φw (xi), i = 1, 2, 3; w = 1, 2.
• S1 ∩ S2 = T d’e´quations: x0 = 0 = x1, (x2, x3) ∈ B, ou` B est un domaine ferme´
borne´ de R2.
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• Y est un domaine de R4 de´limite´ par les hypersurfaces S1 et S2 dirige´ vers les
x0 ≥ 0.
• S = S1 ∪ S2 est d’e´quation x0 = φ (xi) avec φ (xi) = φw (xi) sur Sw.
• ϕwr est une fonction donne´e de´finie sur Dw ≡ projection de Sw dans l’espace des
(xi) telle que ϕ1r = ϕ
2
r sur T .
• Pour toute fonction v de´finie dans un domaine de Y , on note [v]w la restriction
de v a` Sw.
On se propose d’e´tablir des re´sultats d’existence semi-globale et d’unicite´, dans un es-
pace de fonctions continues et borne´es, pour le syste`me inte´gral des formules de Kirchhoff
(FS) ge´ne´ralise´es associe´es aux e´quations (Er).
Cette me´thode de re´solution de proble`mes de Cauchy a` travers la re´solution pre´alable
d’e´quations inte´grales a e´te´ inaugure´e par M. RIESZ [31] et S. SOBOLEV [32]. Elle a
e´te´ par la suite approfondie par Y. CHOQUET-BRUHAT [11], [12] . Dans ses travaux Y.
CHOQUET-BRUHAT s’inte´resse a` des syste`mes non line´aires hyperboliques du second
ordre a` donne´es initiales sur une hypersurface spatiale de R4. L’auteur s’est d’abord
inte´resse´ aux syste`mes line´aires pour lesquels on a le re´sultat suivant:
Pour toute solution de classe C2 du proble`me de Cauchy line´aire suivant:
(0.2)
 (Fr) : A
λµ (xα) ∂2λµur +B
λs
r (x
α) ∂λus + fr (x
α) = 0 dans Ω
ur = ϕr sur =
∂0ur = χr sur =
ou`:
• = est une hypersurface de R4 d’e´quation x0 = 0;
• Ω est un ouvert de R4 voisinage de =;
• Aλµ, Bλsr , fr, ϕr, χr sont des fonctions donne´es satisfaisant a` des hypothe`ses de
diffe´rentiabilite´ finie;
• L = Aλµ∂2λµ est un ope´rateur diffe´rentiel x0−hyperbolique.
Alors il existe un ouvert Ω1 ⊂ Ω, voisinage de = dans R4 tel que:
Pour tout M0 (x
α
0 ) ∈ Ω1 on a les formules de Kirchhoff suivantes,
(Es) : 4pius (xα0 ) =
∫∫∫
(C−M0)
([ur]L
r
s + σ
r
s [fr]) dV +
∫∫
S0(M0)E
i
s cos
(
n0, x
i
)
dS
avec:
• (C−M0) ≡ partie du demi-cono¨ıde caracte´ristique C−M0 de sommet M0 dirige´ vers le
passe´ et situe´e au dessus de =;
• [v] ≡ trace sur (C−M0) d’une fonction v de´finie dans R4;
• S0 (M0) ≡ 2-surface
(C−M0) ∩ =;
• Les σrs , Lrs sont des fonctions de´finies sur
(C−M0) qui ne de´pendent que des coeffi-
cients Aλµ, Bλsr et de leurs de´rive´es jusqu’aux ordres respectifs trois et deux;
• Les Eis sont des fonctions de´pendant des donne´es initiales ϕr et χr, des fonctions
σrs et de leurs de´rive´es premie`res.
• Un domaine D de R4 dont la frontie`re contient = est dit causal si: ∀M0 ∈ D,(C−M0) est contenu dans D et M0 est l’unique point singulier de (C−M0).
L’auteur prouve ensuite que ces re´sultats peuvent eˆtre ge´ne´ralise´s au cas des syste`mes
hyperboliques non line´aires en adjoignant aux e´quations (Er), les e´quations de´rive´es
jusqu’a` un certain ordre fini (suivant la non line´arite´ du syste`me). Il faudrait ensuite
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adjoindre aux formules de Kirchhoff de´duites, des e´quations de´terminant les fonctions
σrs (qui sont alors des inconnues) ainsi que certaines de leurs de´rive´es.
L’utilisation de cette me´thode pour la re´solution de proble`mes a` donne´es initiales car-
acte´ristiques a e´te´ inaugure´e par F. CAGNAC [5], [6]. Ce dernier montre qu’en substi-
tuant a` = un demi-cono¨ıde caracte´ristique, les e´quations inte´grales (Es) restent valables
pour des syste`mes hyperboliques line´aires du second ordre moyennant des hypothe`ses
supple´mentaires sur les donne´es initiales. J. TOLEN [33] a par la suite montre´ que pour
des syste`mes hyperboliques line´aires du second ordre a` donne´es initiales sur deux hyper-
surfaces caracte´ristiques se´cantes, les re´sultats e´tablis par Y. CHOQUET-BRUHAT [11]
et F. CAGNAC [5], [6] restaient valables, en suivant de pre`s les me´thodes de [5] dans
l’e´tude des 2-surfaces S0 (M0) qui est ne´cessaire pour l’e´tude des inte´grales doubles dans
les proble`mes caracte´ristiques.
L’utilisation de ces me´thodes pour la re´solution de proble`mes non line´aires a` donne´es
initiales caracte´ristiques a e´te´ entreprise par S. BAH [1], [2] . Ce dernier montre que pour
des e´quations semi-line´aires a` donne´es initiales sur un demi-cono¨ıde caracte´ristique, les
re´sultats e´tablis par les pre´ce´dents auteurs restent valables, moyennant des hypothe`ses
de diffe´rentiabilite´ plus fortes sur les donne´es. Dans ses travaux, S. BAH combine les
me´thodes et re´sultats de Y. CHOQUET-BRUHAT [11] et F. CAGNAC [5] , [6].
On se propose dans la pre´sente partie du travail d’utiliser les re´sultats de Y. CHOQUET-
BRUHAT [11], F. CAGNAC [5], [6] et J. TOLEN [33] pour e´tendre aux syste`mes
semi-line´aires hyperboliques a` donne´es initiales sur deux hypersurfaces caracte´ristiques
se´cantes, le syste`me inte´gral les formules de Kirchhoff ge´ne´ralise´es, en suivant les me´thodes
propose´es par S. BAH [1], [2] . Ensuite on va e´tablir pour ce syste`me inte´gral des for-
mules de Kirchhoff ge´ne´ralise´es un re´sultat d’existence et d’unicite´ dans un espace de
fonctions continues et borne´es de´finies dans un voisinage de la re´union toute entie`re des
deux hypersurfaces portant les donne´es initiales.
On est amene´ a` de´river trois fois les e´quations (Er) et a` appliquer au nouveau syste`me
obtenu, en adjoignant aux e´quations (Er) celles obtenues apre`s trois de´rivations, les
re´sultats obtenus par J. TOLEN [33] pour des syste`mes hyperboliques line´aires. Il faudra
alors pour obtenir un syste`me inte´gral, adjoindre aux formules de Kirchhoff obtenues pour
le syste`me d’e´quations (Er) et ses de´rive´es jusqu’a` l’ordre trois, les e´quations de´terminant
les fonctions auxiliaires σrs ainsi que celles de´terminant leurs de´rive´es jusqu’a` l’ordre deux.
Cette partie du travail a e´te´ divise´e en quatre chapitres:
Chapitre 1: Formules de Kirchhoff et proble`me de Cauchy ordinaire pour des syste`mes
line´aires hyperboliques
Il est divise´ en six paragraphes: dans les trois premiers paragraphes, on rappelle
essentiellement les re´sultats obtenus par Y. CHOQUET-BRUHAT [11], F. CAGNAC
[5], [6]. Dans les trois derniers paragraphes, on comple`te les re´sultats obtenus par Y.
CHOQUET-BRUHAT [11], F. CAGNAC [5], [6] et S. BAH [1], [2].
Chapitre 2: Proble`me de Goursat pour des syste`mes line´aires hyperboliques
Il est divise´ en quatre paragraphes dans lesquels on rappelle et comple`te les re´sultats
obtenus par J. TOLEN [33] pour des syste`mes line´aires a` donne´es initiales sur la re´union
de deux hypersurfaces caracte´tistiques se´cantes.
Chapitre 3: Formules de Kirchhoff (FS) pour le proble`me de Goursat semi-line´aire
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Il est divise´ en deux paragraphes: dans le premier paragraphe, on e´tablit le syste`me
inte´gral des formules de Kirchhoff ge´ne´ralise´es associe´es a` un syste`me semi-line´aire hy-
perbolique du second ordre a` donne´es initiales sur deux hypersurfaces caracte´ristiques
se´cantes. Dans le second, on de´termine les restrictions aux hypersurfaces caracte´ristiques
se´cantes des de´rive´es de toute e´ventuelle solution du proble`me de Goursat pour des
syste`mes non line´aires.
Chapitre 4: The´ore`me d’existence et d’unicite´ pour le syste`me inte´gral (FS) des for-
mules de Kirchhoff
Il est divise´ en trois paragraphes: dans le premier paragraphe, on donne une expression
adapte´e au proble`me de Goursat des inte´grandes des inte´grales doubles des formules de
Kirchhoff. Dans le second paragraphe, on e´nonce des re´sultats d’existence semi-globale
et d’unicite´ pour le syste`me inte´gral e´tabli au pre´ce´dent chapitre. Plus pre´cise´ment, on
e´nonce le re´sultat suivant: (voir the´ore`me 4.2.2.2 ou the´ore`me 2 de [22]):
Sous les hypothe`ses (α) , (γ) et (G1) on a:
(1) Toute solution u = (ur) de (0.1) cinq fois diffe´rentiable et admettant des de´rive´es
jusqu’a` l’ordre quatre borne´es dans Y, ve´rifie ainsi que ses de´rive´es jusqu’a` l’ordre
trois le syste`me inte´gral des formules de Kirchhoff ge´ne´ralise´es suivant: pour tout
point M0 (x
α
0 ) de Y,
(FS)

4piUS (x
α
0 ) =
∫ 2pi
0
dλ3
∫ pi
0
sinλ2dλ2
∫ ψ(xα0 ;λh)
0
HS
(
UT ,Ω
R
T , Ω̂
R
T
)
dλ1+∫ 2pi
0
dλ3
∫ pi
0
JS
(
[UT ] ,Ω
R
T
)
dλ2
ΩRS (x
α
0 ;λh) = Ω
R
0S +
∫ λ1
0
HRT (UQ) Ω
T
Sdλ1,
ou`:
UR =
(
ur, ∂αur, ∂
2
αβur, ∂
3
αβγur
)
,
HS
(
UT ,Ω
R
T , Ω̂
R
T
)
= 
(
[UR]L
R
S
(
UT ,Ω
R
T , Ω̂
R
T
)
+ σωRS [fR (UT )]
)
,
JS
(
[UT ] ,Ω
R
T
)
= EiS
(
[UT ] ,Ω
R
T
) (
∆1i − ∂ψ∂λh∆hi
)
,
ΩRS =
(
ωRS ;ω
R
S,i;ω
R
S,ij
)
, Ω̂RS =
(
ωRS−δRS
λ1
;
ωRS,i
λ1
;
ωRS,ij
λ1
)
,
ΩR0S =
(
δRS ; 0; 0
)
, ωRS,i =
∂ωRS
∂p0i
, ωRS,ij =
∂2ωRS
∂p0i ∂p
0
j
,
∆ =
∣∣∣∣D(xi)D(λj)
∣∣∣∣ ,  = ∆sinλ2 , ∆ji ≡ mineur associe´ a` ∆, σ = − ||− 12 ,
p01 = sinλ2 cosλ3, p
0
2 = sinλ2 sinλ3, p
0
3 = cosλ3,
sur S0 (M0) on a λ1 = ψ (x
α
0 ;λh) ; i, j = 1, 2, 3; h = 2, 3; α, β, γ = 0, ..., 3,
HRT est une matrice triangulaire de´pendant des fonctions A
λµ, fr et de leurs
de´rive´es jusqu’a` l’ordre trois et deux respectivement,
Les LRS , ω
R
S , E
i
S sont les fonctions auxiliaires introduites dans [3] , [7] ; les p
0
i sont
des parame`tres permettant de repe´rer les bicaracte´ristiques issues de M0, qui
engendrent C−M0 ; λ1 est un parame`tre re´el permettant de repe´rer les points d’une
bicaracte´ritique donne´e de C−M0 .
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(2) Il existe une constante positive h et des constantes positives C (h), M (h), B (h)
telles que pour tout domaine causal Y0 dont la frontie`re contient S et qui est
contenu dans la domaine D (C (h) ,M (h) , B (h)) de´fini par:
(xα) ∈ Y/ (0 < a < M (h) et a ≤ C (h) ∣∣x1∣∣)
ou (
0 < a < M (h) , a > C (h)
∣∣x1∣∣ et x0 < B (h))
avec a = x0− φ (xi), le syste`me inte´gral (FS) admet une unique solution
((US) ,
(
ΩRS
)
) dans l’espace des fonctions continues et borne´es et on a:
(i) sur Sw les fonctions UR prennent les valeurs ΦwR = ([ur]w , [∂αur]w ,
[
∂2αβur
]w
,[
∂3αβγur
]w
);
(ii) ∀ (xα) ∈ Y0, |UR (x0, xi)− ΦR (xi)| ≤ h.
Dans le dernier paragraphe on e´tablit les re´sultats e´nonce´s au paragraphe pre´ce´dent,
et en particulier le re´sultat ci-dessus, par une me´thode base´e sur le the´ore`me du point
fixe de Banach.
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1. FORMULES DE KIRCHHOFF ET PROBLEME DE CAUCHY
ORDINAIRE POUR DES SYSTEMES LINEAIRES HYPERBOLIQUES
On rappelle et comple`te dans ce chapitre les re´sultats obtenus par Y. CHOQUET-
BRUHAT [11], F. CAGNAC [5] et S. BAH [1] dans leurs the`ses.
On conside`re le proble`me de Cauchy ordinaire suivant :
(1.0.1)
 (Er) : A
λµ (xα) ∂
2ur
∂xλ∂xµ
+Bλsr (x
α) ∂us
∂xλ
+ Csr (x
α)us + fr (x
α) = 0 dans Ω
ur|= = ϕr (xi)
∂ur
∂x0
|== χr (xj)
ou` α, λ, µ = 0, 1, 2, 3; i, j = 1, 2, 3; r, s = 1, 2, ..., n.
= est une hypersurface de R4 spatiale pour L = Aλµ (xα) ∂2
∂xλ∂xµ
et d’e´quation: x0 =
φ (xi) ;
ϕr, χr sont des fonctions connues;
Ω est un ouvert de R4 dont la frontie`re contient =.
On fait les hypothe`ses suivantes:
Hypothe`se H0
1− L = Aλµ (xα) ∂2
∂xλ∂xµ
est un ope´rateur diffe´rentiel de type x0−hyperbolique;
2− i) Les Aλµ ont des de´rive´es quatrie`mes continues et borne´es dans Ω;
ii) Les Bλsr ont des de´rive´es secondes continues et borne´es dans Ω;
iii) Les Csr sont continues et borne´es dans Ω;
iv) Les fr sont continues et borne´es dans Ω.
Le plan de ce chapitre, qui est divise´ en six paragraphes (§), se pre´sente comme suit:
- dans le §1.1, apre`s avoir de´fini les demi-cono¨ıdes caracte´ristiques, on e´nonce une
hypothe`se HM0 qui permettra d’introduire un nouveau syste`me de coordonne´es adapte´
a` l’e´tablissement des formules de Kirchhoff;
- dans le §1.2, on donne l’expression des e´quations (Er) sur les demi-cono¨ıdes car-
acte´ristiques C−M0 et ensuite on introduit des fonctions auxiliaires σrs ;
- dans le §1.3, on e´tablit les formules de Kirchhoff ge´ne´ralise´es pour les e´quations
(Er) ;
- dans le §1.4, apre`s avoir montre´ qu’il est possible d’e´tablir des formules de Kirchhoff
pour le syste`me line´aire (1.0.1), on donne une forme des fonctions Is, inte´grande des
inte´grales doubles des formules de Kirchhoff, adapte´e aux proble`mes a` donne´es initiales
sur des hypersurfaces caracte´ristiques;
- dans le §1.5, on fait une e´tude particulie`re du comportement au voisinage de
M0 de certaines fonctions figurant dans les inte´grales doubles et triples des formules de
Kirchhoff;
- dans le §1.6, on fait l’e´tude, indispensable pour les proble`mes non line´aires, des
fonctions ωrs et L
r
s.
1.1. - CONOIDES CARACTERISTIQUES.
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1.1.1. De´finition des cono¨ıdes caracte´ristiques. Les hypersurfaces d’e´quation
x0 = F (xi) (i = 1, 2, 3) caracte´ristiques pour l’ope´rateur L = Aλµ ∂
2
∂xλ∂xµ
≡ Aλµ∂2λµ sont
celles qui satisfont:
(1.1.1.1) < (xα; pi) ≡ A00 (xα) + 2A0i (xα) pi + Aij (xα) pipj = 0,
ou`: pi = −∂F
∂xi
≡ −∂iF, x0 = F
(
xi
)
, i, j = 1, 2, 3; α = 0, 1, 2, 3.
De´finition 1.1.1.1. On appelle demi-cono¨ıde caracte´ristique C−M0(respectivement CM0)
pour l’ope´rateur L = Aλµ∂2λµ, l’hypersurface caracte´ristique engendre´e par les bicar-
acte´ristiques issues de M0 (x
α
0 ) oriente´es vers le passe´ (respectivement futur) c’est-a`-dire
vers les x0 ne´gatifs (respectivement positifs).
L’e´quation aux de´rive´es partielles (1.1.1.1) admet pour syste`me diffe´rentiel car-
acte´ristique:
(1.1.1.2)
dxα
Tα
=
dpi
Ri
= dλ1, i = 1, 2, 3; α = 0, 1, 2, 3
ou` Tα = Aα0 + Aαipi, Ri = −1
2
(
∂<
∂xi
− pi ∂<
∂x0
)
,
λ1 est un parame`tre re´el.
Les bicaracte´ristiques issues d’un point e´tant les solutions de (1.1.1.2) ve´rifiant
(1.1.1.1) au point conside´re´, celles issues de M0 (x
α
0 ) admettent donc une repre´sentation
parame´trique de la forme xλ
(
xα0 ;λ1, p
0
j
)
, pi
(
xα0 ;λ1, p
0
j
)
solution du syste`me inte´gral:
(1.1.1.3)

xλ
(
xα0 ;λ1, p
0
j
)
= xλ0 +
∫ λ1
0
T λ (xν , pj) dλ1
pi
(
xα0 ;λ1, p
0
j
)
= p0i +
∫ λ1
0
Ri (x
ν , pj) dλ1
avec:
(1.1.1.4) < (xα0 ; p0i ) ≡ A00 (xα0 ) + 2A0i (xα0 ) p0i + Aij (xα0 ) p0i p0j = 0.
1.1.2. Hypothe`se HM0 et conse´quences. On aura besoin dans l’e´tude des formules
de Kirchhoff de l’hypothe`se suivante:
Hypothe`se HM0
Au point M0 (x
α
0 ) on a: A
00 (xα0 ) = 1, A
0i (xα0 ) = 0, A
ij (xα0 ) = −δij.
On verra que cette hypothe`se est toujours ve´rifie´e, moyennant un changement de
variables approprie´.
Conse´quences
Sous l’hypothe`se HM0 , (1.1.1.4) devient:
3∑
i=1
(
p0i
)2
= 1.
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Ce qui permet d’introduire les coordonne´es sphe´riques λ2 et λ3 qui permettront de
repe´rer les bicaracte´ristiques issues de M0 :
(1.1.2.1)
 p
0
1 = sinλ2 cosλ3
p02 = sinλ2 sinλ3
p03 = cosλ2
(λ2, λ3) ∈ [0, pi]× [0, 2pi] .
On a alors une nouvelle repre´sentation parame´trique de C−M0 de la forme:
(1.1.2.2)
{
xµ = xµ (xα0 ;λj)
pi = pi (x
α
0 ;λj)
i, j = 1, 2, 3; α, µ = 0, ..., 3.
Des hypothe`ses faites sur les fonctions Aλµ (voir hypothe`se H0), de (1.1.1.3), de
(1.1.2.1) et du the´ore`me de de´rivation sous le signe inte´gral, on de´duit que les fonctions
xµ et pi sont a` de´rive´es troisie`mes continues par rapport a` toutes leurs variables, sauf au
point (xα0 ) pour ce qui est des fonctions pi.
Dans tout domaine de C−M0 ou` on a ∆ =
D(xi)
D(λj)
6= 0, l’e´quation de C−M0 , qui correspond
a` λ1 ≤ 0, s’e´crit sous la forme x0 = F (xi), i = 1, 2, 3. On note ∆ij les mineurs de ∆.
1.2. - FONCTIONS AUXILIAIRES.
1.2.1. - Ecriture des e´quations (Er) sur C−M0. Pour toute fonctionX de´finie
sur Ω, on notera [X] = X|C−
M0
= X (x0 = F (xi) , xi)
En de´rivant [ur], on a:
(1.2.1.1)

[
∂ur
∂xi
]
= ∂[ur]
∂xi
+ pi
[
∂ur
∂x0
]
,[
∂2ur
∂x0∂xi
]
= ∂
∂xi
[
∂ur
∂x0
]
+ pi
[
∂2ur
(∂x0)2
]
,[
∂2ur
∂xi∂xj
]
= ∂
2[ur]
∂xi∂xj
+ ∂pi
∂xj
[
∂ur
∂x0
]
+ pi
∂
∂xj
[
∂ur
∂x0
]
+ pj
∂
∂xi
[
∂ur
∂x0
]
+ pipj
[
∂2ur
(∂x0)2
]
.
En utilisant le fait que C−M0 est caracte´ristique et (1.2.1.1), on montre facilement
que sur C−M0 le syste`me d’e´quations (Er) se re´duit au syste`me d’e´quations aux de´rive´es
partielles line´aires du premier ordre par rapport aux
[
∂ur
∂x0
]
de´fini par:
(1.2.1.2)
{
[Er] : 2 ([A
ij] pj + [A
0i]) ∂
∂xi
[
∂ur
∂x0
]
+ [Aij] ∂pi
∂xj
[
∂ur
∂x0
]
+ [Aij] ∂
2[ur]
∂xi∂xj
+([Bitr ] pi + [B
0t
r ])
[
∂ut
∂x0
]
+ [Bitr ]
∂[ut]
∂xi
+ [Csr ] [us] + [fr] = 0.
Lien entre les de´rivations par rapport aux (λj) et celles par rapport aux
(xi). De (1.1.1.3) on a:
∂xα
∂λ1
= Tα =
[
Aα0
]
+
[
Aαi
]
pi,
d’ou`:
∂ [u]
∂λ1
=
∂ [u]
∂xi
∂xi
∂λ1
= T i
∂ [u]
∂xi
,
∂ [u]
∂xi
=
∂ [u]
∂λj
∂λj
∂xi
,
∆ij e´tant le mineur de ∆ relatif a`
∂xi
∂λj
, on a ∆ji = ∆
∂λj
∂xi
; d’ou` ∂[u]
∂xi
=
∆ji
∆
∂[u]
∂λj
.
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Par suite on a les relations suivantes:
(1.2.1.3)
{
∂[u]
∂λ1
= ([Aij] pj + [A
0i]) ∂[u]
∂xi
∂[u]
∂xi
=
∆ji
∆
∂[u]
∂λj
.
De (1.2.1.3) on de´duit que sur chaque bicaracte´ristique de C−M0 , (λ1 e´tant un parame`tre
ne´gatif permettant de repe´rer les points le long de cette bicaracte´ristique), le syste`me
d’e´quations aux de´rive´es partielles de´fini par (1.2.1.2) s’e´crit:
(1.2.1.4)
{ [
E
′
r
]
: 2 d
dλ1
[
∂ur
∂x0
]
+ [Aij] ∂pi
∂xj
[
∂ur
∂x0
]
+ ([Bitr ] pi + [B
0t
r ])
[
∂ut
∂x0
]
+ [Bitr ]
∂[ut]
∂xi
+ [Aij] ∂
2[ur]
∂xi∂xj
+ [Ctr] [ut] + [fr] = 0.
1.2.2. - Fonctions auxiliaires σrs.
Introduisant, comme Y. CHOQUET-BRUHAT [11], n2 fonctions auxiliaires σrs
que l’on multiplie par [Er], on a:
σrs [Er] ≡

∂
∂xi
{
2 ([Aij] pj + [A
0i])
[
∂ur
∂x0
]
σrs + [A
ij] ∂[ur]
∂xj
σrs −
∂([Aij]σrs)
∂xj
[ur] + [B
it
r ] [ut]σ
r
s
}
+σrs [fr] + [ur]
{
∂2([Aij]σrs)
∂xi∂xj
− ∂([B
ir
t ]σts)
∂xi
+ [Crt ]σ
t
s
}
− [∂ur
∂x0
] {
2 ∂
∂xi
[([Aij] pj + [A
0i])σrs ]− (pi [Birt ] + [B0rt ])σts − [Aij] ∂pi∂xj σrs
}
= 0.
Imposant la nullite´ du coefficient de
[
∂ur
∂x0
]
on a:
(1.2.2.1)
∂
∂xi
Eis + [ur]L
r
s + σ
r
s [fr] = 0,
avec:
(1.2.2.2)
{
Eis = [A
ij]σrs
∂[ur]
∂xj
− ∂([A
ij]σrs)
∂xj
[ur] + [B
it
r ] [ut]σ
r
s + 2 ([A
ij] pj + [A
oi])
[
∂ur
∂x0
]
σrs
Lrs =
∂2([Aij]σrs)
∂xi∂xj
− ∂([B
ir
t ]σts)
∂xi
+ [Crt ]σ
t
s
et ou` les σrs verifient:
(1.2.2.3) 2
∂
∂xi
[([
Aij
]
pj +
[
A0i
])
σrs
]− (pi [Birt ]+ [B0rt ])σts − [Aij] ∂pi∂xj σrs = 0.
En posant σrs = σω
r
s , on a (1.2.2.3) est ve´rifie´ si σ et ω
r
s ve´rifient le syste`me d’e´quations
aux de´rive´es partielles line´aires du premier ordre de´fini par:
(1.2.2.4)
 2 ([A
ij] pj + [A
0i]) ∂σ
∂xi
+
[
∂
∂xi
([Aij] pj + [A
0i])
]
σ = 0
2 ([Aij] pj + [A
0i]) ∂ω
r
s
∂xi
+
(
pj
∂[Aij]
∂xi
+
∂[A0i]
∂xi
)
ωrs − (pi [Birt ] + [B0rt ])ωts = 0.
Sous l’hypothe`se HM0 , Y. CHOQUET-BRUHAT [11] montre que:
• la premie`re e´quation de (1.2.2.4) admet, avec la condition asymptotique lim
λ1→0
λ1σ = 1,
la solution:
(1.2.2.5) σ = −
∣∣∣∣sinλ2∆
∣∣∣∣1/2 .
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• la deuxie`me e´quation de (1.2.2.4) se re´duit, sous la condition ωrs|λ1=0 = δrs , a`:
(1.2.2.6)

ωrs = δ
r
s +
∫ λ1
0
(Qωrs +Q
r
tω
t
s) dλ1 ou`
Q = −1
2
(
pj
∂[Aij]
∂xi
+
∂[A0i]
∂xi
)
, Qrt =
1
2
(pi [B
ir
t ] + [B
0r
t ]) .
1.3. FORMULES DE KIRCHHOFF GENERALISEES.
1.3.1. Formules de KIRCHHOFF sous l’hypothe`se HM0. En inte´grant
(1.2.2.1) dans le domaine Vη de C−M0 de´fini par
Vη : {0 > η ≥ λ1 ≥ Ψ(xα0 , λh)} , (h = 2, 3;Ψ fonction continue, η = constante) ,
c’est-a`-dire le domaine de C−M0 de´limite´ par les hypersurfaces de R3, Sη : {λ1 = η} et
S0 (M0) = C−M0∩= : {λ1 = Ψ(xα0 , λh)}, et en utilisant ensuite la formule de Stokes-Green,
on a:∫∫∫
Vη
(
[ur]L
r
s + σ
r
s [fr] +
∂Eis
∂xi
)
dV =
∫∫∫
Vη
([ur]L
r
s + σ
r
s [fr]) dV +
∫∫
Sη
Eis cos
(
n, xi
)
dS
+
∫∫
S0(M0)
Eis cos
(
n0, x
i
)
dS
ou`: cos (n, xi) est le cosinus directeur de la normale unitaire exte´rieure a` Sη;
cos (n0, x
i) est le cosinus directeur de la normale unitaire exte´rieure a` S0 (M0) .
En supposant que l’hypothe`seHM0 est ve´rifie´e et en passant aux coordonne´es sphe´riques,
on a:
dV = dx1dx2dx3 =| ∆ | dλ1dλ2dλ3 = −∆ dλ1dλ2dλ3,
cos (n, xi) dS = −∆1i dλ2dλ3,
cos (n0, x
i) dS =
(
∆1i − ∂Ψ∂λh∆hi
)
dλ2dλ3, i = 1, 2, 3; h = 2, 3.
On en de´duit que:∫ 2pi
0
dλ3
∫ pi
0
dλ2∆
1
iE
i
s =
∫ 2pi
0
dλ3
∫ pi
0
dλ2
∫ Ψ(xα0 ,λh)
η
∆([ur]L
r
s + σ
r
s [fr]) dλ1
+
∫ 2pi
0
dλ3
∫ pi
0
dλ2E
i
s
(
∆1i −
∂Ψ
∂λh
∆hi
)
.
En faisant tendre η vers 0, Y. CHOQUET-BRUHAT [11] et F. CAGNAC [5] ont
montre´ que:
• l’inte´grale triple converge,
• l’inte´grale double du premier membre tend vers 4pius (xα0 ) .
D’ou` on a la formule suivante:
(℘s) : 4pius (x
α
0 ) =
∫ 2pi
0
dλ3
∫ pi
0
dλ2
∫ Ψ(xα0 ,λh)
0
∆([ur]L
r
s + σ
r
s [fr]) dλ1
+
∫ 2pi
0
dλ3
∫ pi
0
dλ2E
i
s
(
∆1i −
∂Ψ
∂λh
∆hi
)
.
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1.3.2. - Changement de variables. On a eu besoin, pour e´tablir les formules
(℘s), de l’hypothe`se HM0 . Si au point M0 (x
α
0 ) de Ω l’hypothe`se HM0 n’est pas ve´rifie´e,
Y.CHOQUET-BRUHAT [11] et F. CAGNAC [5] introduisent un nouveau syste`me de
variables de la manie`re suivante:
<< A tout point M0 (x
α
0 ) on associe un nouveau syste`me de variables
(
yβ
)
de´fini par:
(1.3.2.1) yβ = 0aβα (x
ν
0) .x
α >>
de telle sorte que les e´quations (Er) s’e´crivent:
(1.3.2.2) (E∗r ) :
∗
A
λµ (
xα0 , y
λ
) ∂2ur
∂yλ∂yµ
+
∗
B
µs
r
(
xα0 ; y
λ
) ∂us
∂yµ
+
∗
C
s
r
(
xα0 ; y
λ
)
us + fr = 0,
avec:
∗
A
λµ (
xα0 , y
λ
)
= 0aλα
0aµβA
αβ (xµ)
∗
B
µs
r
(
xα0 , y
λ
)
= 0aµα (x
α
0 )B
αs
r
(
xλ
)
,
∗
C
s
r
(
xα0 ; y
λ
)
= Csr
(
xλ
)
,
et
i)
∗
A
00
(xα0 ;x
α
0 ) = 1;
∗
A
0i
(xα0 ;x
α
0 ) = 0;
∗
A
ij
(xα0 ;x
α
0 ) = −δij;
ii) les 0aβα sont des fonctions analytiques des A
λµ (xν0) ;
iii) 0a0i = 0;
0a12 =
0a13 = 0;
0a00 = (A
00)
−1/2
> 0.
D’ou` on a: x0 > 0 ⇐⇒ y0 > 0
et {
x0 = 0
x1 = 0
}
⇐⇒
{
y0 = 0
y1 = 0
}
On note
(
0a
α
β
)
la matrice inverse de
(
0aβα
)
.
D’apre`s (iii), on a
∗
A
00
> 0. Pour que
∗
A
αβ
∂2αβ soit hyperbolique il suffit que l’on ait
pour tout (Y1, Y2, Y3) ∈ R3\ {(0, 0, 0)},
∗
A
ij
YiYj < 0.
Proposition 1.3.2.1. Si l’hypothe`se H0 est ve´rifie´e pour le syste`me d’e´quations (Er) .
Pour toute solution (ur) des e´quations (Er) dans un domaine Ω admettant des de´rive´es
premie`res borne´es, pour toute hypersurface = qui coupe tous les demi-cono¨ıdes C−M0 issus
de M0 (x
α
0 ) ∈ Ω suivant des 2−surfaces S0 (M0) de´finies sur les C−M0 par des e´quations:
λ1 = Ψ(x
α
0 , λh), h = 2, 3; Ψ fonction continue.
∀M0 ∈ Ω, si
(C−M0) ⊂ Ω avec (C−M0) ≡ partie de C−M0, situe´e entre M0 et =, et si M0
est l’unique point singulier de
(C−M0), c’est-a`-dire si Ω est causal.
Alors on a:
(Fs) : 4pius (xα0 ) =
∫ 2pi
0
dλ3
∫ pi
0
dλ2
∫ Ψ(xα0 ,λh)
0
∆([ur]L
r
s + σ
r
s [fr]) dλ1
+
∫ 2pi
0
dλ3
∫ pi
0
dλ2E
i
s
(
∆1i −
∂Ψ
∂λh
∆hi
)
,
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ou` en coordonne´es
(
yβ
)
associe´es au point M0 (x
α
0 ), C−M0 a pour e´quation: y0 =
F (xα0 ; y
i) ;
pi = −∂F
∂yi
, ∆ =
D (yi)
D (λj)
, ∆ij = ∆
∂λi
∂yj
,  = ∆
sinλ2
,
σrs = σω
r
s avec σ = − ||−1/2 , ωrs = δrs +
∫ λ1
0
(
Qωrs +Q
r
tω
t
s
)
dλ1,
ou`
(1.3.2.3)

Q = −1
2
pj ∂
» ∗
A
ij–
∂yi
+
∂
» ∗
A
0i–
∂yi
 , Qrt = 12 (pi [ ∗Birt ]+ [ ∗B0rt ]) ,
Eis =
[ ∗
A
ij
]
σrs
∂[ur]
∂yj
−
∂
„» ∗
A
ij–
σrs
«
∂yj
[ur] +
[ ∗
B
it
r
]
[ut]σ
r
s
+ 2
([ ∗
A
ij
]
pj +
[ ∗
A
oi
]) [
∂ur
∂y0
]
σrs ,
Lrs =
∂2
„» ∗
A
ij–
σrs
«
∂yi∂yj
−
∂
„» ∗
B
ir
t
–
σts
«
∂yi
+ [Crt ]σ
t
s.
1.4. PROBLEME DE CAUCHY SUR UNE HYPERSURFACE SPATIALE.
On va dans ce paragraphe e´tablir les formules de Kirchhoff pour le proble`me
de Cauchy ordinaire (1.0.1) . On donnera dans la suite une forme des fonctions Js =
Eis
(
∆1i − ∂Ψ∂λh∆hi
)
(h = 2, 3) adapte´e a` l’e´tude des proble`mes caracte´ristiques auxquels
on s’inte´ressera.
Pour le proble`me de Cauchy ordinaire (1.0.1), outre l’hypothe`se H0, on fait des
hypothe`ses supple´mentaires sur les donne´es initiales.
1.4.1. Hypothe`se H1.
1− Les donne´es Aλµ, Bλsr , Csr et fr ainsi que l’ope´rateur L = Aλµ∂2λµ ve´rifient
l’hypothe`se H0.
2− Soit D un domaine ferme´ et borne´ de = tel que Ω soit un voisinage de D dans
{(xα) / x0 ≥ 0} et tel que:
i) φ est deux fois diffe´rentiable sur D
ii) Les ϕr (resp. χr) sont n fonctions deux (resp. une) fois diffe´rentiables sur D
En coordonne´es
(
yβ
)
associe´es a` M0 (x
α
0 ) on a:
(1.4.1.1)

y0 =
∗
φ (xα0 ; y
i) e´quation de =
∗
qi = − ∂
∗
φ
∂yi
, ou` qi = − ∂φ∂xi
∗
ϕr (x
α
0 ; y
i) = ur
( ∗
φ (xα0 ; y
i) , yi
)
= ϕr (x
i)
∗
χr (x
α
0 ; y
i) = ∂ur
∂y0
( ∗
φ (xα0 ; y
i) , yi
)
= ∂ur
∂xλ
(xj) 0a
λ
0[
∂ur
∂yi
]
(xα0 ; y
j) = ∂
∗
ϕr
∂yi
+
∗
qi
∗
χr
ou` xj = 0a
j
iy
i + 0a
j
0
∗
φ (yi) .
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a) De´termination des Ψ(xα0 ;λh). L’e´quation de S0 (M0) = C−M0 ∩ = est de la
forme λ1 = Ψ(x
α
0 ;λh), qui est la solution de l’e´quation d’inconnue λ1 suivante:
(1.4.1.2) F (xα0 ;λi) ≡ y0 (xα0 , λi)−
∗
φ
(
yj(xα0 ;λi)
)
= 0; i = 1, 2, 3.
Sous l’hypothe`seH1, F. CAGNAC [5] a e´tabli l’existence d’un ouvert Ω0 ⊂ Ω voisinage
de D de´fini par:
Ω0 :
{
φ (xi) ≤ x0 ≤ φ (xi) + a (xi) ou` a (xi) > 0,
(xi) ∈ Dx ≡ projection de D sur l’espace des (xi) ;
tel que :
(1.4.1.3)

• Ω0 est causal c’est-a`-dire: ∀M0 ∈ Ω0,
(C−M0) ⊂ Ω0
avec
(C−M0) ≡ partie de C−M0 situe´e entre M0 et =;• ∂F
∂λ1
≥ k > 0, avec k = constante;
• |Ψ(xα0 ;λh)| < K (x00 − φ (xi0)) , avec K = constante.
Vu (1.4.1.3), on de´duit de la proposition 1.3.2.1 que sous l’hypothe`seH1, les formules
de Kirchhoff associe´es au proble`me de Cauchy ordinaire (1.0.1) sont e´tablies.
1.4.2. Expression des fonctions Js = Eis
(
∆1i − ∂Ψ∂λh∆hi
)
.
α) Expression des Eis en fonction des donne´es de Cauchy
. Vues les expressions de´finissant
[
∂ur
∂yi
]
sur C−M0 dans les relations (1.2.1.1) et (1.4.1.1),
sur S0 (M0) on a:
(1.4.2.1)
∂ [ur]
∂yj
=
∂
∗
ϕr
∂yj
+
(∗
qj − pj
) ∗
χr.
En utilisant la relation (1.4.2.1) dans l’expression de´finissant Eis donne´e par (1.3.2.3)
on a:
(1.4.2.2)

Eis =
[ ∗
A
ij
]
σrs
{
∂
∗
ϕr
∂yj
+
(∗
qj − pj
) ∗
χr
}
− ∗ϕr
∂
„» ∗
A
ij–
σrs
«
∂yj
+
[ ∗
B
ir
t
]
σts
∗
ϕr
+2
([ ∗
A
ij
]
pj +
[ ∗
A
0i
])
σrs
∗
χr.
β) Expression des Gi = ∆
1
i − ∂Ψ∂λh∆hi
. D’apre`s le the´ore`me des fonctions implicites on a:
∂Ψ
∂λh
= −
∂F
∂λh
∂F
∂λ1
.
Par suite on a:
Gi = ∆
1
i − ∂Ψ∂λh∆hi = ∆1i + ∂F∂λh 1∂F∂λ1 ∆
h
i , h = 2, 3; i = 1, 2, 3;
= 1∂F
∂λ1
(
∆1i
∂F
∂λ1
+∆hi
∂F
∂λh
)
= 1∂F
∂λ1
∆ji
∂F
∂λj
= 1∂F
∂λ1
∆
∂λj
∂yi
∂F
∂λj
= ∆
∂F
∂yi
∂F
∂λ1
.
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D’ou`:
(1.4.2.3) Gi = ∆
∂F
∂yi
∂F
∂λ1
.
De la relation (1.4.1.2) on de´duit que:
(1.4.2.4)
∂F
∂yi
=
∗
qi − pi.
En combinant les relations (1.4.2.3) et (1.4.2.4) on a:
(1.4.2.4)′ Gi = ∆
(∗
qi − pi
)
∂F
∂λ1
.
γ) Expression de GiE
i
s = Js
. On se propose ici de donner une expression des fonctions Js qui sera adapte´e a`
l’e´tude des proble`mes a` donne´es initiales caracte´ristiques.
On de´duit des relations (1.4.2.2) et (1.4.2.4)′ que:
(1.4.2.5) Js = ∆∂F
∂λ1

(∗
qi − pi
)[ ∗Aij]σrs ∂ ∗ϕr∂yj − ∗ϕr ∂
„» ∗
A
ij–
σrs
«
∂yj
+ σts
[ ∗
B
ir
t
]
∗
ϕr

+
( ∗
<
(
yλ;
∗
qi
)
−
∗
< (yλ; pi)) ∗χrσrs
 .
Puisque S0 (M0) ⊂ C−M0 et que sur C−M0 on a
∗
< (yλ; pi) = 0, on de´duit de la relation
(1.4.2.5) que :
(1.4.2.6) Js = ∆∂F
∂λ1

(∗
qi − pi
)[ ∗Aij]σrs ∂ ∗ϕr∂yj − ∗ϕr ∂
„» ∗
A
ij–
σrs
«
∂yj
+ σts
[ ∗
B
ir
t
]
∗
ϕr
+
+
∗
<
(
yλ,
∗
qi
) ∗
χrσ
r
s
 .
1.4.3. Remarques sur les proble`mes caracte´ristiques:
1− Vue la relation (1.4.2.6), il apparaˆıt que si l’hypersurface = est caracte´ristique
alors Js ne de´pend pas des fonctions ∗χr. Dans ce cas on peut, pour simplifier, supposer
que les fonctions
∗
χr sont nulles sans pour autant nuire a` la ge´ne´ralite´ des re´sultats.
2− D’apre`s (1.4.1.3), pour les proble`mes a` donne´es initiales sur une hypersurface
spatiale la pre´sence au de´nominateur des Js de ∂F∂λ1 est sans inconve´nient. Par contre
si le proble`me est a` donne´es initiales caracte´ristiques, ∂F
∂λ1
tend vers ze´ro lorsque l’on se
rapproche de l’hypersurface caracte´ristique qui porte les donne´es initiales.
En effet
(1.4.3.1) ∂F
∂λ1
=
∗
A
00
+
∗
A
0i (
pi +
∗
qi
)
+
∗
A
ij
pi
∗
qj.
Si C−M0 se rapproche de =, alors pi tend vers
∗
qi; d’ou`
∂F
∂λ1
tend vers
∗
A
00
+ 2
∗
A
0i∗
qi +
∗
A
ij ∗
qi
∗
qj ≡ <
(
yλ;
∗
qi
)
.
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Or cette dernie`re expression est nulle si l’hypersurface = portant les donne´es initiales
est caracte´ristique.
1.5. DEVELOPPEMENTS LIMITES DES FONCTIONS: yλ
(
xα0 ;λ1, p
0
j (λh)
)
,
pi
(
xα0 ;λ1, p
0
j (λh)
)
, ∆, ∆ji , σ ET LEURS DERIVEES AU VOISINAGE DE M0.
En vue de l’e´tude des inte´grales doubles et triples dans les formules de Kirchhoff (℘s), il
est ne´cessaire de faire une e´tude particulie`re du comportement au voisinage de M0 des
fonctions suivantes:
• yλ (xα0 ;λ1, p0j (λh)), pi (xα0 ;λ1, p0j (λh)) ,
• ∆, ∆ij, σ et leurs de´rive´es.
On note Γ (xα0 , λi) le domaine de´fini par:
 (x
α
0 ) ∈ Ω
Ψ(xα0 ;λh) < λ1 < 0, h = 2, 3
(λ2, λ3) ∈ [0, pi]× [0, 2pi]
On de´signera parK,K
′
des fonctions borne´es dans les e´galite´s et par k des constantes
dans les ine´galite´s.
Il de´coule des re´sultats obtenus par Y. CHOQUET-BRUHAT [11] et F. CAGNAC
[5] dans leurs the`ses que tous les de´veloppements limite´s que l’on utilisera peuvent eˆtre
de´rive´s terme a` terme.
1.5.1. De´veloppements limite´s des fonctions yλ et pi.
Le syste`me inte´gral (1.1.1.3) de´finissant les cono¨ıdes C−M0 en coordonne´es
(
yλ
)
et
l’hypothe`se HM0 montrent que l’on a les de´veloppements limite´s suivants au voisinage
de M0 :
a) En λ1 :
(1.5.1.1)
 y
i = yi0 − p0iλ1 +Kλ21
y0 = y00 + λ1 +Kλ
2
1
pi = p
0
i + Pi
(
xα0 ; p
0
j
)
λ1 +Kλ
2
1
ou` Pi
(
xα0 ; p
0
j
)
est un polynoˆme par rapport aux p0j et a` coefficients continus et borne´s
comme fonctions des xα0 .
D’ou` on a:
(1.5.1.2)
{
∂y0
∂λ1
= 1 +Kλ1,
∂y0
∂p0h
= Kλ21,
∂yi
∂λ1
= −p0i +Kλ1, ∂y
i
∂poh
= −δihλ1 +Kλ21, ∂
2yλ
∂p0h∂p
0
k
= Kλ21.
b) En yi
Les fonctions de´finies sur C−M0 s’exprimant a` l’aide des variables yi admettent des
de´veloppements limite´s en fractions rationnelles homoge`nes (f.r.h) en yi, s, ayant pour
de´nominateur une puissance de s, ou` s =
[
3∑
i=1
(ηi)
2
]1/2
et ηi = yi − yi0.
De (1.5.1.1) on a:
(1.5.1.3)

λ1 = −s+K ′s2,
p0i =
ηi
s
+K
′
s,
F (xα0 , y
i) = y00 − s+K ′s2.
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On a aussi: ∣∣∣∣ ∂rF(∂xα0 )r1 (∂yi)r2 ...
∣∣∣∣ < ksr−1 avec r ≤ 3.
1.5.2. De´veloppements limite´s et proprie´te´s de: ∆, ∆ji et leurs de´rive´es.
Il a e´te´ e´tabli par Y. CHOQUET-BRUHAT [11, p. 159− 162] et F. CAGNAC [5, p. 152− 153]
que les fonctions ∆ et
∂p0k
∂λh
∆hi (h = 2, 3) sont des produits de sinλ2 par des fonctions
de´rivables et borne´es.
Ainsi donc on pose:
(1.5.2.1)  = ∆
sinλ2
ki =
1
sinλ2
∂p0k
∂λh
∆hi i, k = 1, 2, 3; h = 2, 3.
En appliquant (1.5.1.2) a` ∆ =
D(yi)
D(λj)
et en utilisant (1.1.2.1) on a:
∆ =
∣∣∣∣∣∣
−p01 +Kλ1 −λ1 cosλ2 cosλ3 +Kλ21 λ1 sinλ2 sinλ3 +Kλ21
−p02 +Kλ1 −λ1 cosλ2 sinλ3 +Kλ21 −λ1 sinλ2 cosλ3 +Kλ21
−p03 +Kλ1 λ1 sinλ2 +Kλ21 Kλ21
∣∣∣∣∣∣
= −λ21 sinλ2 (1 +Kλ1) .
D’apre`s la remarque faite au de´but de ce sous-paragraphe a` propos des travaux de F.
CAGNAC [5] on a:
(1.5.2.1)′
∂p0k
∂λh
∆hi = sinλ2ki , avec ki fonctions de´rivables et borne´es.
En utilisant (1.1.2.1) on de´duit de ce qui pre´ce`de que:
(1.5.2.2) ∆2i = −3i et ∆3i = −1i sinλ3 +2i cosλ3
On a aussi:
(1.5.2.3)
{
 = −λ21 (1 +Kλ1) = −s2 (1 +K ′s) ,
ki = (δik − p0i p0k)λ1 +Kλ21 = − (δik − p0i p0k) s+K ′s2.
On en de´duit que:
(1.5.2.4)
{
∆1i
∆
= −p0i +Kλ1 = −ηis +K ′s,
ki
 = −
δik−p0i p0k
λ1
+K =
δik−p0i p0k
s
+K ′.
En de´rivant terme a` terme on a:
(1.5.2.5)

∂
∂yi
= −2ηi +K ′s2 = 2p0iλ1 +Kλ21,
∂2
∂yi∂yj
= −2δij +K ′s = −2δij +Kλ1,
∂
∂yj
(
∆1i
∆
)
= − δij
s
+
ηiηj
s3
+K ′ = δij
λ1
− p0i p0j
λ1
+K,
∂
∂yj
(
ki

)
= − δikηj
s3
+
ηiηjηk
s5
+K ′ = − δikp0j
λ21
+
p0i p
0
jp
0
k
λ21
+K.
Des relations (1.5.2.3− 1.5.2.5) on a le re´sultat suivant:
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Lemme 1.5.2.1. Au voisinage de λ1 = 0, les fonctions suivantes sont continues et
borne´es:

λ21
,
∆1i
∆
, λ1
ki
 ,
1
λ1
∂
∂yi
,
∂2
∂yi∂yj
, λ1
∂
∂yj
(
∆1i
∆
)
, λ21
∂
∂yj
(
ki

)
.
1.5.3. Remarque sur les travaux de S. BAH. Par rapport aux travaux de S. BAH
[1], [2], on a e´te´ amene´ a` modifier la de´finition des fonctions ∆
1
i (analogues des fonctions 1i )
qu’il a conside´re´es. Ceci se justifie par le fait que les fonctions λ1
∆hi
∆
, contrairement a` ce
qui est affirme´ au lemme 1.5.1 de [1], ne sont pas borne´es au voisinage de λ1 = 0 :
• En effet:
λ1
∆2i
∆
= −λ1
3
i
∆
= − 1
sinλ2
λ1
3i
 =
1
sinλ2
(
δ3i − p0i p03 +Kλ1
)
.
Bien que les fonctions δ3i−p0i p03 soient des produits de sinλ2 par des fonctions borne´es
pour i = 1, 2, 3, on ne peut pas affirmer que les fonctions λ1
∆2i
∆
sont borne´es; au fait,
elles ne le sont pas car, les fonctions
∆hi
λ1
e´tant borne´es, si ces fonctions e´taient borne´es,
les fonctions
(∆2i )
2
∆
seraient borne´es!
• On a aussi:
λ1
∆3i
∆
=
1
sinλ2
(
−λ1
1
i
 sinλ3 + λ1
3i
 cosλ3
)
=
1
sinλ2
(
δ1i sinλ3 − δ2i cosλ3 − p0i p01 sinλ3 + p0i p02 cosλ3 +Kλ1
)
.
Ces fonctions ne sont pas borne´es au voisinage de λ1 = 0 pour les meˆmes raisons que
ci-dessus.
1.5.4. De´veloppements limite´s de σ et de ses de´rive´es. On de´duit des re-
lations:
(1.5.4.1)
 σ = − ||
−1/2 = 1
λ1
+K = −1
s
+K ′,[ ∗
A
ij
]
= −δij +Kλ1 = −δij +K ′s,
que:
(1.5.4.2)
[ ∗
A
ij
]
σ = −δ
ij
λ1
+K =
δij
s
+K ′.
En de´rivant terme a` terme on a:
(1.5.4.3)

∂σ
∂yi
=
p0i
λ21
+ K
λ1
= η
i
s3
+ K
′
s
,
∂
„» ∗
A
ij–
σ
«
∂yi
= − p0j
λ21
+ K
λ1
= −ηj
s3
+ K
′
s
,
∂2σ
∂yi∂yj
= − 1
λ31
(
δij − 3p0i p0j
)
+ K
λ21
= δ
ij
s3
− 3ηiηj
s5
+ K
′
s2
,
∂2
„» ∗
A
ij–
σ
«
∂yi∂yj
= K
λ21
= K
′
s2
.
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Des relations (1.5.4.1− 1.5.4.3) on a le re´sultat suivant:
Lemme 1.5.4.1.
Au voisinage de λ1 = 0, les fonctions suivantes sont continues et borne´es:
λ1σ, λ1
([ ∗
A
ij
]
σ
)
, λ21
∂σ
∂yi
, λ21
∂
([ ∗
A
ij
]
σ
)
∂yi
, λ31
∂2σ
∂yi∂yj
, λ21
∂2
([ ∗
A
ij
]
σ
)
∂yi∂yj
.
1.6. ETUDE DES FONCTIONS ωrs ET L
r
s.
Comme l’a note´ S. BAH [1], l’e´tude des fonctions ωrs et L
r
s, qui dans le cadre des
proble`mes non line´aires de´pendent des fonctions inconnues, est ne´cessaire. Par rapport
a` l’e´tude qui a e´te´ faite dans [1], on y apportera des modifications; c’est une conse´quence
de la remarque faite au sous-paragraphe 1.5.3.
1.6.1. Etude des fonctions ωrs.
Les fonctions ωrs sont de´finies par:
(1.6.1.1) ωrs (x
α
0 ;λ1, λh) = δ
r
s +
∫ λ1
0
prtω
t
sdλ1,
ou`:
(1.6.1.2)

prt = −12
pj ∂
„» ∗
A
ij–«
∂yi
+
∂
„» ∗
A
0i–«
∂yi
 δrt
+1
2
([ ∗
B
ir
t
]
pi +
[ ∗
B
0r
t
])
.
En utilisant l’hypothe`se H0, on de´duit que les fonctions p
r
t sont deux fois de´rivables
par rapport a` toutes leurs variables.
Plutoˆt que de conside´rer les fonctions ωrs suivant les variables (x
α
0 ;λ1, λh) comme l’a
fait S. BAH [1] et [2], on les prendra suivant les variables (xα0 ;λ1, p
0
i ) comme l’a fait Y.
CHOQUET-BRUHAT [11] de manie`re a` prendre en conside´ration les conse´quences de la
remarque faite au sous-paragraphe 1.5.3.
On pose alors:
(1.6.1.3)
 ω
r
s,i =
∂ωrs
∂p0i
, ωrs,ij =
∂2ωrs
∂p0i ∂p
0
j
,
prs,i =
∂prs
∂p0i
, prs,ij =
∂2prs
∂p0i ∂p
0
j
.
On de´duit de (1.6.1.1), de l’hypothe`se H0 et du the´ore`me de de´rivation sous le signe
inte´gral que:
(1.6.1.4)

ωrs,i =
∫ λ1
0
(
prt,iω
t
s + p
r
tω
t
s,i
)
dλ1,
ωrs,ij =
∫ λ1
0
(
prt,ijω
t
s + p
r
t,iω
t
s,j + p
r
t,jω
t
s,i + p
r
tω
t
s,ij
)
dλ1.
En utilisant l’hypothe`se H0 et le the´ore`me de de´rivation sous le signe inte´gral, on
de´duit de (1.6.1.4) le re´sultat suivant:
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Proposition 1.6.1.1. Sous l’hypothe`se H0
ωrs ; ω
r
s,i; ω
r
s,ij;
ωrs − δrs
λ1
;
ωrs,i
λ1
;
ωrs,ij
λ1
sont des fonctions continues et borne´es dans Γ.
Dans toute la suite, on appellera:
ω l’une quelconque des fonctions
{
ωrs , ω
r
s,i; ω
r
s,ij
}
,
$ l’une quelconque des fonctions
{
ωrs,i
λ1
;
ωrs,ij
λ1
}
,
ω̂ l’une quelconque des fonctions
{
ωrs−δrs
λ1
}
.
Il de´coule de la proposition 1.6.1.1 que ω, $ et ω̂ sont des fonctions continues et
borne´es de (xα0 , λi) dans Γ.
En utilisant les relations (1.6.1.1), (1.6.1.4) et le lemme 1.5.2.1 on a le re´sultat suivant:
Proposition 1.6.1.2. Sous les hypothe`ses H0 et HM0, les fonctions
∂ωrs
∂yi
, λ1
∂2ωrs
∂yi∂yj
sont
des combinaisons line´aires a` coefficients continus et borne´s de ω et $. Plus pre´cise´ment
on a:
(1.6.1.5)
∂ωrs
∂yi
= artiω
t
s + b
k
i
ωrs,k
λ1
,
(1.6.1.6) λ1
∂2ωrs
∂yi∂yj
= armijω
m
s + b
rk
mij
ωms,k
λ1
+ cklij
ωrs,kl
λ1
,
ou` les arti, b
k
i , a
r
mij, b
rk
mij, c
kl
ij sont des fonctions continues et borne´es.
Preuve. Voir appendice A.1 de [23]. 
Remarque 1.6.1.1. Dans [1, p. 30], S. BAH e´nonce un re´sultat similaire a` celui de
la proposition pre´ce´dente, a` ceci pre`s qu’il conside`re les fonctions ωrs suivant les vari-
ables (xα0 ;λ1, λh) . Il de´coule de la remarque du sous-paragraphe 1.5.3, que le lemme 1.6.1
e´nonce´ dans [1] posse`de des incorrections.
Dans le cas des de´rive´es premie`res des ωrs par rapport aux y
i, les fonctions λ1
∆hi
∆
sont
utilise´es comme des fonctions borne´es a` tort.
Dans le cas des fonctions λ1
∂2ωrs
∂yi∂yj
, en plus des fonctions non borne´es λ1
∆hi
∆
, sont aussi
utilise´es comme fonctions borne´es a` tort les fonctions λ21
∂
∂yi
(
∆hi
∆
)
.
1.6.2. Etude des fonctions Lrs.
En utilisant (1.5.2.1), le lemme 1.5.4.1 et la proposition 1.6.1.2, on a le re´sultat
suivant:
Proposition 1.6.2.1. Si les hypohe`ses H0 et HM0 sont ve´rifie´es alors les fonctions Lrs
sont des combinaisons line´aires, a` coefficients continus et borne´s, de ω et $.
Preuve. D’apre`s la relation (1.3.2.3), on a:
Lrs =
∂2
∂yi∂yj
([ ∗
A
ij
]
σrs
)
− ∂
∂yi
([ ∗
B
ir
t
]
σts
)
+ [Crt ]σ
t
s;
ou` :
σrs = σω
r
s .
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En de´veloppant cette expression et ensuite en utilisant les relations (1.6.1.6) et la formule
(A.1.1) de l’ Appendice A1 de [23], on a:
(1.6.2.1) Lrs = armωms + brkm
ωms,k
λ1
+ ckl
ωrs,kl
λ1
,
avec:
(1.6.2.1)

arm =

» ∗
A
ij–
σ
λ1
armij +
2∂
„» ∗
A
ij–
σ
«
∂yj
δrt −
[ ∗
B
ir
t
]
σ
 atmi
+
∂2„» ∗Aij–σ«
∂yi∂yj
δrm −
∂
„» ∗
B
ir
m
–
σ
«
∂yi
+ [Crm]σ,
brkm =

» ∗
A
ij–
σ
λ1
brkmij +
2∂
„» ∗
A
ij–
σ
«
∂yj
δrm −
[ ∗
B
ir
m
]
σ
 bki ,
ckl =

» ∗
A
ij–
σ
λ1
cklij .
Les fonctions armij, a
t
mi, b
rk
mij, b
k
i , c
kl
ij e´tant celles apparaissant dans la proposition 1.6.1.2
et qui sont de´finies par les formules (A.1.2) et (A.1.4) de l’Appendice A1 de [23].
D’apre`s le lemme 1.5.4.1 et la proposition 1.6.1.2, les fonctions arm, b
rk
m , c
kl sont con-
tinues et borne´es. On de´duit de (1.6.2.1) que les fonctions Lrs sont des combinaisons
line´aires a` coefficients continus et borne´s de ω et $. 
1.6.3. Conse´quences des de´veloppements limite´s. Dans le cadre des proble`mes
de Cauchy a` donne´es initiales sur une hypersurface spatiale, il re´sulte des de´veloppements
limite´s effectue´s au voisinage de λ1 = 0 du paragraphe 5 qu’on a les re´sultats suivants:
(1.6.3.1)

Lrs =
K
λ21
= K
′
s2
Eis =
p0i
λ21
∗
ϕs +
K
λ1
,
∆1i − ∂Ψ∂λh∆hi = −(sinλ2)λ21
 ∗qi−p0i
1−
3P
j=1
p0j
∗
qj
+Kλ1
 ,
Js = Eis
(
∆1i − ∂Ψ∂λh∆hi
)
= (sinλ2)
∗
ϕs +Kλ1.
On e´tablira des re´sultats semblables lorsque les donne´es initiales sont porte´es
par deux hypersurfaces caracte´ristiques se´cantes. On verra aussi que dans le cas des
proble`mes non line´aires, les fonctions K qui apparaissent dans (1.6.3.1) de´pendent des
fonctions inconnues, a` travers les fonctions auxiliaires ω,$ ou ω̂.
2. PROBLEME DE GOURSAT POUR DES SYSTEMES LINEAIRES
HYPERBOLIQUES
On rappelle et comple`te dans ce chapitre les re´sultats obtenus par J. TOLEN [33]
pour des syste`mes line´aires hyperboliques du second ordre a` donne´es initiales sur deux
hypersurfaces caracte´ristiques, se´cantes suivant la 2−surface T de R4 d’e´quations:{
x1 = 0
x0 = 0
,
(x2, x3) ∈ B
avec B domaine ferme´ borne´ de R2 .
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On conside`re le syste`me forme´ des e´quations (Er) et on suppose que l’hypothe`se
H0 est ve´rifie´e.
Pour une hypersurface caracte´ristique d’e´quation x0 = F (xi) et un point
M(0, 0, X2, X3) de T , le plan tangent en M est d’e´quation:
(2.0.1) X0 + q0iX
i = 0, avec qi = −∂F
∂xi
et q0i = qi (M) .
Puisque le plan tangent en M contient T , on a:
(2.0.2) q02X
2 + q03X
3 = 0; quels que soient X2, X3.
D’ou`:
(2.0.3) q02 = 0; q
0
3 = 0.
On a d’autre part,
(2.0.4) 0 = < (M, q0i ) ≡ A00 (M) + 2A0i (M) q0i + Aij (M) q0i q0j
On de´duit des relations (2.0.3) et (2.0.4) que:
(2.0.5) A00 (M) + 2A01 (M) q01 + A
11 (M)
(
q01
)2
= 0
Les hypothe`ses d’hyperbolicite´ faites sur les fonctions Aαβ dans l’hypothe`se H0 en-
traˆınent que:
(2.0.6) A00 > 0 et A11 < 0;
Donc (2.0.5) admet deux racines re´elles distinctes de signes contraires:
(2.0.7) q011 =
−A01 +
√
∆′
A11
< 0, q021 = −
A01 +
√
∆′
A11
> 0;
avec ∆
′
=
(
A01
)2 − A00A11.
On en de´duit qu’il existe deux hypersurfaces caracte´ristiques =1 et =2 se´cantes suivant
T et de´finies par:
=w :

xuw (X1, X2, X3, q0w1 ) =
∫ X1
0
T udX1, Tα = A0α + Aαiqi
xvw (X1, X2, X3, q0w1 ) = X
v +
∫ X1
0
T vdX1, w = 1, 2
qw1 = q
0w
1 +
∫ X1
0
R1dX
1, Ri = −12
(
∂<
∂xi
− qi ∂<∂x0
)
qwv =
∫ X1
0
RvdX
1, u = 0, 1; v = 2, 3; i = 1, 2, 3; α = 0, ..., 3.
Par rapport aux proble`mes a` donne´es initiales sur une hypersurface spatiale, des cir-
constances nouvelles apparaissent lorsque l’on aborde des proble`mes a` donne´es initiales
sur deux hypersurfaces caracte´ristiques se´cantes:
1- La manie`re de poser le proble`me a` donne´es initiales sur deux hypersurfaces car-
acte´ristiques se´cantes est diffe´rente de la position d’un proble`me de Cauchy a` donne´es
initiales sur une hypersurface spatiale;
2- Vues les formules de Kirchhoff, pour obtenir des solutions dans des espaces de
fonctions continues, il est ne´cessaire de faire une e´tude des inte´grales doubles et triples.
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Les difficulte´s se pre´sentent lorsque l’on se rapproche du point M0 ou lorsque l’on se
rapproche de la re´union des hypersurfaces caracte´ristiques:
i) dans le premier cas de difficulte´s, on utilise des de´veloppements limite´s au
voisinage de M0 pour obtenir des re´sultats semblables a` ceux obtenus dans le dernier
sous-paragraphe du chapitre pre´ce´dent.
ii) dans le second cas de difficulte´s, on est amene´ dans un premier temps a` e´tudier
le comportement de la 2-surface S0 (M0) lorsque M0 se rapproche de S; cela conduit a`
l’introduction de nouveaux parame`tres (λh′) pour repe´rer les bicaracte´ristiques de C−M0 .
Par la suite, face a` de nouvelles difficulte´s lorsque l’on se rapproche d’une certaine manie`re
que l’on pre´cisera de S, une e´tude comple`te des 2−surfaces S0 (M0) est ne´cessaire. Au
cours de cette e´tude de nouveaux syste`mes de coordonne´es adapte´s a` l’e´tude seront
introduits.
On a subdivise´ ce chapitre en quatre paragraphes (§) :
- Dans le premier paragraphe (§2.1), apre`s avoir e´nonce´ de nouvelles hypothe`ses lie´es
au proble`me caracte´ristique, l’on donne une position du proble`me a` donne´es initiales
sur la re´union de deux hypersurfaces caracte´ristiques se´cantes ( proble`me de Goursat);
ensuite on e´tablit les formules de Kirchhoff pour ce proble`me de Goursat; enfin on e´tudie
le comportement de la 2−surface S0 (M0) au voisinage des hypersurfaces caracte´ristiques
se´cantes;
- Dans le §2.2, on rappelle l’e´tude faite par J. TOLEN [33] des 2−surfaces S0 (M0);
- Dans le §2.3, on utilise les re´sultats du §2.2 pour e´tudier les inte´grales doubles qui
apparaissent dans les formules de Kirchhoff;
- Dans le §2.4, on e´tudie les inte´grales triples qui apparaissent dans les formules de
Kirchhoff.
2.1. POSITION DU PROBLEMEDEGOURSAT ET FORMULES DE KIRCH-
HOFF. D’apre`s l’e´tude pre´liminaire faite ci-dessus, on a:
x0w
(
X1, X2, X3, q0w1
)
=
∫ X1
0
T 0dX1, T 0 = A00 + A0iqi.
Puisque =w est une hypersurface caracte´ristique et que la forme quadratique AijXiXj
est de´finie ne´gative, on a sur =w:
A00 + 2A0iqi ≥ 0.
On en de´duit que sur =w:
T 0 = A00 + A0iqi =
1
2
(
2A00 + 2A0iqi
) ≥ 1
2
A00 > 0.
Ainsi donc x0w et X1 sont de meˆme signe sur =w.
On a aussi
x1w
(
X1, X2, X3, q0w1
)
=
∫ X1
0
T 1dX1, T 1 = A01 + A1iqi.
Par conse´quent sur T ∩ =1 on a:
T 1
(
0, 0, X2, X3
)
= A01
(
0, 0, X2, X3
)
+ A11
(
0, 0, X2, X3
)
q011 =
√
∆′ > 0.
D’ou` il existe un voisinage de T dans =1 dans lequel x1w et X1 sont de meˆme signe.
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De meˆme il existe un voisinage de T dans =2 dans lequel x1w et X1 sont de signes
contraires.
En vue de l’utilisation de ces re´sultats pour obtenir des re´sultats d’existence semi-
globale, les e´quations des hypersurfaces caracte´ristiques seront de´finies telles que
(−1)w−1 x1w et X1 soient de meˆme signe. C’est ainsi que l’on est amene´ a` faire des
hypothe`ses supple´mentaires.
2.1.1. Hypothe`se H2 et conse´quences.
Hypothe`se H2 :. • =1 et =2 sont les hypersurfaces caracte´ristiques pour L = Aλµ∂2λµ,
se´cantes suivant T :
{
x0 = x1 = 0
(x2, x3) ∈ B , B domaine ferme´ borne´ de R
2;
• S = S1 ∪S2, ou` Sw (w = 1, 2) est une re´union de segments de bicaracte´ristiques de
=w issues de T ;
• Sw est de´fini par:
0 ≤ X1 ≤ fw (X2, X3) .
fw fonctions continues;
• Pour tout point P ∈ Sw on a:
(−1)w x1w (P ) ≤ 0;
• Il existe un ouvert Uw de =w contenant Sw et admettant une repre´sentation x0 =
φw (xi) .
On pose φ
(
xi
)
=
{
φ1 (xi) si x1 ≥ 0
φ2 (xi) si x1 ≤ 0
• D de´signant la projection de S1 ∪ S2 dans l’espace des (xi) .
• Il existe un domaine Γ0 de´fini par:
{
φ (xi) ≤ x0 ≤ φ (xi) + a0
(xi) ∈ D , (a0 constante positive)
tel que pour tout M0 (x
α
0 ) appartenant a` Γ0,
(C−M0) admet une repre´sentation de´finie
par: x0 = F (xα0 , x
i) .
Conse´quences des hypothe`ses:
Il de´coule des hypothe`ses faites sur les fonctions Aλµ que les fonctions φw sont
trois fois de´rivables. On pose qwi = −∂φ
w
∂xi
; en coordonne´es
(
yβ
)
associe´es a` un point
M0 (x
α
0 ), U
w admet pour e´quation: y0 =
∗
φ
w
(xα0 , y
i) . On pose
∗
q
w
i = −∂
∗
φ
w
∂yi
.
On posera aussi:
aw = x00 − φw
(
xi0
)
,
∗
a
w
= y00 −
∗
φ
w (
yi0
)
, a = x00 − φ
(
xi0
)
,
∗
a = y00 −
∗
φ
(
yi0
)
.
On a les ine´galite´s suivantes:
(2.1.1.1)
∗
a
w ≤ K1aw, aw ≤ K ′1
∗
a
w
; K1, K
′
1 constantes.
2.1.2. Position du proble`me de Goursat.
On va montrer ici que dans le cas des proble`mes caracte´ristiques, la position du
proble`me de Goursat est diffe´rente de celle des proble`mes a` donne´es initiales sur une
hypersurface spatiale.
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Donne´es de Cauchy sur S. On va montrer que la connaissance de ϕwr = ur|Sw per-
met de de´terminer, pour toute solution u = (ur) du proble`me de Goursat associe´ aux
e´quations (Er), les fonctions χ
w
r =
∂ur
∂x0
|Sw≡
[
∂ur
∂x0
]w
de manie`re unique; et par conse´quent
de de´terminer les restrictions a` Sw de toutes les de´rive´es premie`res.
Puisque Sw est caracte´ristique, si u = (ur) est solution du syste`me forme´ des e´quations
(Er), d’apre`s (1.2.1.2) sa restriction a` Sw ve´rifie le syste`me d’e´quations aux de´rive´es
partielles line´aires du premier ordre par rapport aux
[
∂ur
∂x0
]w
suivant:{
[Ewr ] : 2
(
[Aij] qwj + [A
0i]
)
∂
∂xi
[
∂ur
∂x0
]w
+ [Aij]
∂qwi
∂xj
[
∂ur
∂x0
]w
+ ([Bitr ] q
w
i + [B
0t
r ])
[
∂ut
∂x0
]w
+ [Aij] ∂
2[ur]
w
∂xi∂xj
+ [Bitr ]
∂[ut]
w
∂xi
+ [Csr ] [us]
w + [fr]
w = 0.
Par conse´quent les fonctions ϕwr et χ
w
r ve´rifient:
[Ewr ]1 :
{
2
(
[Aij] qwj + [A
0i]
) ∂χwr
∂xi
+ [Aij]
∂qwi
∂xj
χwr + ([B
it
r ] q
w
i + [B
0t
r ])χ
w
t
+ [Aij] ∂
2ϕwr
∂xi∂xj
+ [Bitr ]
∂ϕwt
∂xi
+ [Csr ]ϕ
w
s + [fr]
w = 0.
Sur chaque bicaracte´ristique de´finie par:
dxi
dX1
=
([
Aij
]
qwj +
[
A0i
])
,
l’on a:
[Ewr ]2 :
{
2 dχ
w
r
dX1
+ [Aij]
∂qwi
∂xj
χwr + ([B
it
r ] q
w
i + [B
0t
r ])χ
w
t + [A
ij] ∂
2ϕwr
∂xi∂xj
+ [Bitr ]
∂ϕwt
∂xi
+ [Csr ]ϕ
w
s + [fr]
w = 0.
C’est un syste`me diffe´rentiel line´aire du premier ordre d’inconnue χwr ; il admet une
unique solution si la condition initiale est de´termine´e, c’est-a`-dire si χwr est connue sur
T .
On suppose que ϕ1r |T= ϕ2r |T .
Si l’on cherche des solutions qui sont telles que les fonctions ∂u
w
r
∂xi
|T soient continues
sur T , alors:
en de´rivant par rapport a` x1 l’identite´:
ur
(
φw
(
xi
)
, xi
)
= ϕwr
(
xi
)
,
on a:
∂ϕwr
∂x1
(
xi
)
=
[
∂ur
∂x1
]
+
∂φw
∂x1
[
∂ur
∂x0
]
=
[
∂ur
∂xi
]
− qw1
[
∂ur
∂x0
]
.
Puisque sur T on a:
q021 − q011 = −
√
∆′
A11
> 0,
on a alors:
(2.1.2.1)
[
∂ur
∂x0
]
|T= 1
q021 − q011
[
∂ϕ1r
∂x1
(
0, X2, X3
)− ∂ϕ2r
∂x1
(
0, X2, X3
)]
.
(2.1.2.1) de´finit la donne´e de Cauchy sur X1 = 0.
Ainsi donc, la donne´e de ϕwr tel que ϕ
1
r (0, X
2, X3) = ϕ2r (0, X
2, X3) de´termine de
manie`re unique ∂ur
∂x0
sur Sw, pour toute solution u = (ur) dont les de´rive´es partielles
premie`res sont continues jusque sur T .
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Puisque l’on a: [
∂ur
∂xi
]w
=
∂ϕwr
∂xi
+ qwi
[
∂ur
∂x0
]w
,
toutes les de´rive´es premie`res de la solution e´ventuelle sont de´termine´es de manie`re
unique sur Sw et donc sur S.
• Position du proble`me de Cauchy. Soit Dw la projection de Sw sur l’espace
des (xi) et ϕwr (x
i) des fonctions de´finies sur Dw deux fois diffe´rentiables et ve´rifiant
ϕ1r (0, x
2, x3) = ϕ2r (0, x
2, x3) .
Sous l’hypothe`se H2, le proble`me de Cauchy a` donne´es initiales sur S (proble`me de
Goursat) consiste a` trouver des fonctions ur (x
α) deux fois diffe´rentiables de´finies dans
un domaine:
Γ :
{
φ (xi) ≤ x0 ≤ φ (xi) + a (xi)
(xi) ∈ D, a (xi) > 0 pour (xi) ∈
o
D , ou` D = D
1 ∪ D2
telles que u = (ur) est solution du syste`me forme´ des e´quations (Er) dans Γ en prenant
sur Sw la valeur ϕw = (ϕwr ).
Il consiste donc a` de´terminer des fonctions deux fois diffe´rentiables ve´rifiant:
(2.1.2.2)
{
(Er) : A
λµ ∂2ur
∂xλ∂xµ
+Bλsr
∂us
∂xλ
+ Csrus + fr = 0 dans Γ
ur|Sw = ϕ
w
r (x
i)
2.1.3. Repre´sentation parame´trique de Sw ∩ C−M0.
En un point d’intersection d’une bicaracte´ristique B passant parM0 (xα0 ) avec Sw,
le parame`tre λ1 est solution de l’e´quation suivante:
(2.1.3.1) Fw (xα0 ;λ1, λh) ≡ y0 (xα0 ;λ1, λh)−
∗
φ
w (
xα0 ; y
i (xα0 ;λ1, λh)
)
= 0.
On a
∂Fw
∂λ1
=
∗
A
00
+
∗
A
0i (
pi +
∗
q
w
i
)
+
∗
A
ij
pi
∗
q
w
j
=
1
2
{( ∗
A
00
+ 2
∗
A
0i
pi
)
+
( ∗
A
00
+ 2
∗
A
0i∗
q
w
i
)
+ 2
∗
A
ij
pi
∗
q
w
j
}
.
Puisque C−M0 et Sw sont caracte´ristiques par rapport au meˆme ope´rateur L on a:
∗
A
00
+ 2
∗
A
0i
pi = −
∗
A
ij
pipj et
∗
A
00
+ 2
∗
A
0i∗
q
w
i = −
∗
A
ij ∗
q
w
i
∗
q
w
j .
D’ou`:
(2.1.3.2)
∂Fw
∂λ1
= −1
2
∗
A
ij (
pi − ∗q
w
i
)(
pj − ∗q
w
j
)
.
La forme quadratique
∗
A
ij
XiXj e´tant de´finie ne´gative, en un point d’intersection d’une
bicaracte´ristique issue de M0 /∈ Sw avec Sw on a : ∂Fw∂λ1 > 0.
D’ou` le re´sultat suivant e´tabli par J. TOLEN [33] :
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Lemme 2.1.3.1. Sous les hypothe`ses H0 et H2, il existe un domaine Γ1 ⊂ Γ0 de´fini
par: {
φ (xi) ≤ x0 ≤ φ (xi) + a1 (xi)
(xi) ∈ D
avec a1 fonction continue, positive dans
o
D telle que: pour tout M0 ∈ Γ1, la projection
sur l’espace des (xi) de
(C−M0), note´e (C−M0)x, est contenue dans D; (C−M0) e´tant la partie
de C−M0 situe´e entre M0 et S.
Toute bicaracte´ristique issue de M0 coupe S en un point et un seul correspondant a` un
parame`tre λ1 = ψ (x
α
0 ;λh) solution de l’une ou l’autre des e´quations Fw (xα0 ;λ1, λh) = 0,
w = 1, 2.
On a en outre l’existence de constantes positives K0 et K1 telles que:
(2.1.3.3) K1a < |ψ (xα0 ;λh)| < K0x00, ou` a = x0 − φ
(
xi
)
.
En vue de l’e´tablissement des formules de Kirchhoff, on se doit de de´terminer a`
l’inte´rieur du domaine Γ1 un domaine ve´rifiant l’hypothe`se de causalite´ c’est a` dire un
domaine Γ2 contenu dans Γ1 et tel que pour tout point M0 de Γ2,
(C−M0) est contenu
dans Γ2 et M0 est l’unique point singulier de
(C−M0) . C’est ainsi que J. TOLEN [33] a
e´tabli le re´sultat suivant qui affine le re´sultat pre´ce´dent:
Lemme 2.1.3.2. Etant donne´e une constante A, il existe un domaine Γ2 (A) ⊂ Γ1 de´fini
par: {
φ (xi) ≤ x0 ≤ φ (xi) + a2 (xi, A)
(xi) ∈ D
ou` a2 est une fonction continue de x
i et de A, 0 < a2 (x
i, A) ≤ A pour (xi) ∈
o
D;
tel que:
- Pour tout M0 ∈ Γ2 (A),
(C−M0) ⊂ Γ2 (A) ;
- M0 est l’unique point singulier de
(C−M0) ;
- Pour tout M0 ∈ Γ2 (A), M0 /∈ S, S ∩ C−M0 est une 2−surface repre´sente´e par:
λ1 = ψ (x
α
0 ;λh); ou` ψ est continue et ve´rifie:
(2.1.3.4) K1a < |ψ (xα0 ;λh)| < K0x00; K0, K1 constantes positives.
2.1.4. Formules de KIRCHHOFF.
Le domaine Γ2 (A) ve´rifiant les conditions de causalite´, d’apre`s l’e´tude faite par
Y. CHOQUET-BRUHAT [11] pour le proble`me de Cauchy a` donne´es initales sur une
hypersurface spatiale et rappele´e au chapitre pre´ce´dent, en utilisant le lemme 2.1.3.2 et
la proposition 1.3.2.1 on a le re´sultat suivant:
Proposition 2.1.4.1. Si les hypothe`ses H0 et H2 sont satisfaites pour le proble`me de
Cauchy caracte´ristique (2.1.2.2) dans Γ2 (A) ,
si les donne´es de Cauchy ve´rifient: les ϕwr sont des fonctions deux fois continuˆment
diffe´rentiables sur Dw telles que ϕ1r (0, x2, x3) = ϕ2r (0, x2, x3) ,
si les fonctions ur forment une solution du proble`me de Cauchy caracte´ristique (2.1.2.2)
dans Γ2 (A) .
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Alors, pour tout M0 (x
α
0 ) ∈ Γ2 (A) on a:
(Es) : 4pius (xα0 ) =
∫ 2pi
0
dλ3
∫ pi
0
sinλ2dλ2
∫ ψ(xα0 ;λh)
0
dλ1 ([ur]Lrs + σrs [fr])
+
∫ 2pi
0
dλ3
∫ pi
0
dλ2Js
ou`, sur Sw ∩ C−M0 :
(2.1.4.1) Js (xα0 ;λh) = ∆∂Fw
∂λ1
(∗
q
w
i − pi
){[ ∗
A
ij
]
σrs
∂
∗
ϕ
w
r
∂yj
− ∗ϕwr ∂∂yj
([ ∗
A
ij
]
σrs
)
+ σrs
[ ∗
B
it
r
]
∗
ϕ
w
t
}
.
Cette formule de´coule de (1.4.2.6) et de la premie`re remarque de 1.4.3
Remarque 2.1.4.1. Compte tenu de la premie`re remarque de 1.4.3 du premier chapitre,
de (2.1.4.1) et de (1.4.2.4)′ on a:
(2.1.4.2) Eis = −
∗
ϕ
w
r
∂
∂yj
([ ∗
A
ij
]
σrs
)
+
[ ∗
A
ij
]
σrs
∂
∗
ϕ
w
r
∂yj
+ σrs
[ ∗
B
it
r
]
∗
ϕ
w
t .
2.1.5. Comportement de ψ (xα0 ;λh) lorsque M0 (x
α
0 ) tend vers P (x
α
P ) ∈ Sw.
La relation (2.1.3.2) montre que lorsqueM0 (x
α
0 ) tend vers P (x
α
P ) ∈ Sw, ∂F
w
∂λ1
tend
vers ze´ro. Par conse´quent d’apre`s (2.1.4.1), les fonctions Js (xα0 ;λh) ne sont pas borne´es;
ce qui complique l’e´tude des inte´grales doubles qui figurent dans les e´quations inte´grales
(Es) lorsque l’on se rapproche des hypersurfaces caracte´ristiques Sw.
Dans sa the`se, F. CAGNAC [5] a montre´ que dans le cas des proble`mes a` donne´es
initiales sur un cono¨ıde caracte´ristique CO, ce n’est que sur les bicaracte´ristiques ”par-
alle`les” a` CO ∩ C−P qu’il y a de ve´ritables difficulte´s. Pour ce qui est des proble`mes a`
donne´es initiales sur deux hypersurfaces caracte´ristiques se´cantes S1 et S2, le proble`me
ne se pose que sur les bicaracte´ristiques ”voisines” de la bicaracte´ristique BP = Sw∩C−P .
C’est ce qui justifie l’introduction de nouvelles variables (λh′ ) qui sont telles que λ2′ = 0
de´termine la bicaracte´ristique de contact BP .
Pour re´soudre le proble`me ainsi pose´ J. TOLEN [33] a e´tabli le re´sultat suivant:
Lemme 2.1.5.1. Etant donne´s deux re´els strictement positifs λ
′
et ε, il existe un re´el
positif η
(
ε, λ
′)
tel que:
∀M 0 (xα0 )∈ Γ 1,
(
a < η
(
ε, λ
′
)
, λ2′ > λ
′
)
⇒|ψ (xα0 ;λh′)|< ε, avec a = x00 − φ
(
x0i
)
.
En vue d’une utilisation optimale de ce re´sultat, son affinement s’ave`re ne´cessaire.
C’est ainsi que J. TOLEN [33] e´nonce, sans preuve, le re´sultat ci-apre`s dont on donne
une preuve dans [23]:
Lemme 2.1.5.2. Il existe des constantes positives K et k telles que:
∀α ∈ ]0, 1[ ,∀M 0∈ Γ 1,
(
a < Kα2
cosλ2′ < 1− α
)
⇒|ψ (xα0 ;λh)|<
k
α
a.
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Preuve. Voir Appendice A2 [23]. 
Remarque 2.1.5.1. Dans la de´monstration du lemme 2.1.5.2 , on constate qu’il est
possible de minorer ∂F
w
∂λ1
, donc de majorer Js (xα0 ;λh) dans un voisinage du point M0 (xα0 )
qui tend vers un point P de S.
Les deux lemmes pre´ce´dents serviront aussi dans l’e´tude des inte´grales triples qui ap-
paraissent dans les formules de Kirchhoff.
Pour pouvoir majorer Js (xα0 ;λh) dans tout un voisinage de la bicaracte´ristique de
contact BP , les deux lemmes pre´ce´dents sont insuffisants dans la mesure ou` ils ne con-
cernent que la partie des 2−surfaces S ∩ C−M0 qui est voisine de M0. Il est ne´cessaire
de faire l’e´tude comple`te des 2−surfaces S ∩ C−M0. Dans le paragraphe suivant, on rap-
pelle les re´sultats obtenus a` cet effet par J. TOLEN [33] pour des syste`mes line´aires. La
me´thode utilise´e pour l’e´tude de ces 2−surfaces consiste a` adapter, au cas des proble`mes
a` donne´es initiales sur deux hypersurfaces caracte´ristiques se´cantes, les me´thodes em-
ploye´es par F. CAGNAC [5] dans le cadre des proble`mes a` donne´es initiales sur un
demi-cono¨ıde caracte´ristique.
2.2. ETUDE DES 2-SURFACES S ∩ C−M0.
J. TOLEN [33] proce`de a` cette e´tude en deux e´tapes, suivant en cela la voie
trace´e par F. CAGNAC [5] dans sa the`se pour des proble`mes a` donne´es initiales sur un
cono¨ıde caracte´ristique. Se refe´rant a` ce qui se passe dans le cas des syste`mes line´aires
a` coefficients constants, F. CAGNAC [5] dans sa the`se a pre´sume´ l’allure que devraient
avoir les 2−surfaces S ∩ C−M0 lorsque M0 tend vers un point P de S. C’est ce qui jus-
tifie l’introduction d’un nouveau syste`me de coordonne´es (ζα) qui facilitera l’e´tude des
2−surfaces S ∩ C−M0 . Malheureusement on verra dans la suite que ce nouveau syste`me de
coordonne´es ne sera be´ne´fique que sur une partie des 2−surfaces S ∩ C−M0 . Et ainsi on
sera amene´ a` introduire encore d’autres syste`mes de coordonne´es.
2.2.1. Etude de S ∩ C−M0 pour M 0 (xα0 ) au dessus de Sw et situe´ dans un
domaine a < C |x10|, ou` a = x00 −φ
(
xi0
)
.
A/- Syste`me de coordonne´es (ζα) associe´s a` P ∈ Sw.
Pour e´tudier C−M0 ∩ Sw quand M0 est dans le voisinage d’un point P ∈ Sw, on
introduit un syste`me de coordonne´es (ζα) dans lequel la bicaracte´ristique BP trace´e sur
Sw et passant par P aura pour e´quations: ζ2 = ζ3 = 0. On montrera que avec ce
nouveau syste`me de coordonne´es, pour M0 qui est dans le voisinage d’un point P ∈
Sw, la 2−surface Sw∩C−M0 admet une repre´sentation parame´trique qui ve´rifie de bonnes
ine´galite´s qui permettent en particulier de faire l’e´tude des inte´grales doubles, sauf au
voisinage de M0 et sur T .
Pour P (ξα) ∈ Sw, soit (zλ) le syste`me de coordonne´es associe´ a` P ( suivant les
de´finitions du paragraphe 1.3.2) :
zλ =
0
a
λ
µ (ξ
α) .xµ.
Alors, la bicaracte´ristique BP = C−P ∩ Sw admet une repre´sentation parame´trique:
(2.2.1.1) Y λ
(
µ, ξi
)
= yλ
(
λ1 = µ, ξ
i, pii
(
ξj
))
,
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ou`:
pii = −∂
∗
φ
w
∂yi
(
zjP ; ξ
j
)
fonctions trois fois diffe´rentiables de ses variables.
A tout point de BP , de parame`tre λ1 = µ, on fait correspondre une matrice(
γji
(
µ, ξk
))
telle que:
(2.2.1.2)

i) γi1 =
∂Y i
∂µ
;
ii) De´t
(
γij
)
> k > 0, k constant dans tout le domaine de variation des ξk
et de µ;
iii) Les γih (µ, ξ
j) (h = 2, 3) sont trois fois diffe´rentiables et borne´es;
iv)
(
γij
(
0, ξk
))
=
(
γ
0
i
j
)
est une matrice orthogonale.
Alors, a`
(
ζλ
)
correspond un point de coordonne´es
(
zλ
)
dans le syste`me de coordonne´es
associe´ a` P par les relations:
(2.2.1.3)
{
zi = Y i (ζ1, ξj) + γih (ζ
1, ξj) ζh , h = 2, 3
z0 = ζ0.
Et pour tout point M (zα) appartenant a` BP on a: ζ2 = 0 = ζ3.
En utilisant (2.2.1.2) et le lemme 2.1.5.1 on a le re´sultat suivant e´tabli par J. TOLEN
[33]:
Lemme 2.2.1.1.
Il existe un voisinage V (BP ) de la bicaracte´ristique BP = C−P ∩ S tel que:
- (2.2.1.3) y de´finit un changement de coordonne´es;
- Les fonctions zi (ξj, ζj) et ζ i (ξj, zj) qui de´finissent ce changement de coordonne´es
sont trois fois diffe´rentiables et a` de´rive´es borne´es;
-
∀M0 ∈ V (BP ) ,
(C−M0) ⊂ V (BP ) ; (C−M0) e´tant la partie de C−M0 situe´e entre M0 et S.
B/ Syste`me de coordonne´es (a, ζ i). Le syste`me de coordonne´es pre´ce´demment
de´fini sera utilise´ uniquement dans une portion de C−M0 ∩Sw. Etant donne´ un point P deS, on se limitera aux points M0 situe´s dans un voisinage de BP et qui dans le syste`me
de coordonne´es
(
zλ
)
associe´ a` P , ont pour coordonne´es:
(2.2.1.4)
{
zi0 = z
i
P
z00 = z
0
P + a.
En vue de l’obtention de ce nouveau syste`me de coordonne´es, J. TOLEN [33] a e´tabli
le re´sultat suivant:
Lemme 2.2.1.2.
Il existe une constante positive C1 telle que, a` tout M0 (x
α
0 ) appartenant a`
W1 :
{
a < C1 |x10| a = x00 − φ (xi0)
(xi0) ∈ Dw
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correspond un point P (ξα (xν0)) de Sw et un seul de telle sorte que, dans le syste`me
de coordonne´es associe´ a` P , les coordonne´es (zα0 ) de M0 et (z
α
P ) de P ve´rifient:{
zi0 = z
i
P
z00 = z
0
P + a
a (xα0 ) e´tant une fonction trois fois diffe´rentiable et a` de´rive´es borne´es.
L’objectif final de ces re´sultats e´tant de pouvoir les utiliser pour e´tudier les inte´grales
doubles dans les formules de Kirchhoff, il est ne´cessaire de combiner les deux re´sultats
pre´ce´dents. J. TOLEN [33] a a` cet effet e´tabli le re´sultat suivant:
Lemme 2.2.1.3. Il existe une constante positive C2 ≤ C1 telle que, a` tout point
M0 (x
α
0 ) appartenant a` W2 : {a < C2 |x10|} correspond un point P (ξα (xν0)) de S de sorte
que:
i) dans le syste`me de coordonne´es
(
zλ
)
associe´ a` P , les coordonne´es de M0 et P
ve´rifient: {
zi0 = z
i
P
z00 = z
0
P + a
;
ii)
(C−M0) ⊂ V (BP ) ≡ domaine de validite´ du syste`me de coordonne´es (ζλ) associe´ a`
P ;
iii) les fonctions ξi (xα0 ), a (x
α
0 ), x
α
0 (ξ
i, a) sont trois fois diffe´rentiables et a` de´rive´es
borne´es;
iv) Si (xi0) ∈ Dw alors P ∈ Sw.
C/ Equations de
(C−M0) et Sw en coordonne´es (ζλ).
i) Equation de
(C−M0).
En utilisant le lemme 2.1.3.2 et le lemme 2.2.1.3, J. TOLEN [33, p. 59] a e´tabli
qu’en coordonne´es
(
zλ
)
associe´es a` P (ξα),
(C−M0) admet une e´quation: z0 = FP (a, ξi; zi) ,
ou` FP est une fonction trois fois diffe´rentiable par rapport a` toutes ses variables sauf
pour zi = zi0, et ses de´rive´es premie`res sont borne´es.
En passant en coordonne´es
(
ζλ
)
on a:
(2.2.1.5) ζ0 = FP
(
a, ξi; zi
(
ξj, ζj
))
= F˜
(
a, ξi; ζ i
)
,
avec:
- F˜ trois fois diffe´rentiable sauf en ζ i = 0 et ses de´rive´es premie`res sont borne´es;
- F˜ et ∂
eF
∂a
admettent les de´veloppements limite´s suivants au voisinage de (a = 0, ξi; ζ i = 0):
(2.2.1.6)
{
F˜ (a, ξi; ζ i) = z0P (ξ
i) + a− s˜+K (s˜+ a)2 ,
∂ eF
∂a
= 1 +K (s˜+ a) ,
ou`:
K est une fonction borne´e et s˜ =
[
3∑
i=1
(
ζ i
)2] 12
.
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- Au voisinage de (a = 0, ξi; ζ i = 0), les de´rive´es d’ordre supe´rieur ou e´gal a` deux de
F˜ admettent les de´veloppements limite´s suivants:
(2.2.1.7)
{
∂2 eF
(∂a)2
= K, ∂
2 eF
∂a∂ζi
= K, ∂
2 eF
∂a∂ξi
= K,
∂3 eF
∂a∂ζi∂ζj
= Kes , K fonction borne´e.
On a en outre:
(2.2.1.8)
∣∣∣∣∣ ∂rF˜∂ξi1 ... (∂a)k ∂ζj1 ...
∣∣∣∣∣ < ks˜r−1 , ou` r ≤ 3, k constante > 0.
ii) Equation de Sw.
La partie de Sw contenue dans V (BP ) admet en coordonne´es
(
zλ
)
associe´ a` P
une e´quation de la forme z0 =
∗
φ
w
(ξi, zi) . Par suite en coordonne´es
(
ζλ
)
elle admet une
e´quation de la forme:
(2.2.1.9)
{
ζ0 = φ˜w (ξi; ζ i) ou`
φ˜w (ξi; ζ i) =
∗
φ
w
(ξi; zi (ξj, ζj))
avec φ˜w trois fois diffe´rentiable par rapport a` l’ensemble de ses variables et a` de´rive´es
premie`res borne´es.
D) Equation de C−M0∩Sw dans un domaine ζ1≤ −ma. Pour toutM0 (xα0 ) ∈
W2, (x
i
0) ∈ Dw, C−M0∩Sw a pour e´quation:
(2.2.1.10) G (a, ξi; ζ i) ≡ F˜ (a, ξi; ζ i)− φ˜ (ξi; ζ i) = 0.
On introduit les variables ρ et α de´finies par:
(2.2.1.11) ζh = ραh, ou` α2 = sinα, α3 = cosα, α ∈ [0, 2pi]
Il a e´te´ e´tabli par F. CAGNAC [6, p. 378− 379] le re´sultat suivant:
Lemme 2.2.1.4.
Si les hypothe`ses H2 et H0 sont ve´rifie´es.
Il existe deux constantes positives kA et kB telles que:
i) Pour ζ1 < 0 et α ∈ [0, 2pi] ,
A
(
ξi, ζ1, α
) ≡ −αhαk ∂2G
∂ζh∂ζk
(
ξi, ζ1, 0, 0
)
>
kA
|ζ1|
ii)
B
(
ξi, ζ1
) ≡ ∂F˜
∂a
(
ξi, 0, ζ1, 0, 0
)
> kB
ou`
G
(
ξi, ζ i
)
= F˜
(
0, ξi; ζ i
)− φ˜ (ξi; ζ i) = G (0, ξi; ζ i)
PROBLE`MES DE GOURSAT SEMI-LINE´AIRES IMHOTEP, VOL. 7, NO1 (2007), 15-100 51
Moyennant les ine´galite´s (2.2.1.7− 8) et le lemme 2.2.1.4, il a e´te´ e´tabli par J. TOLEN
[33] le re´sultat suivant qui, non seulement donne une repre´sentation parame´trique de
C−M0∩Sw mais aussi, donne de la fonction qui repre´sente cette 2−surface de bons
de´veloppements limite´s et d’inte´ressantes majorations.
Lemme 2.2.1.5.
Il existe des constantes m, k1 et K1 telles que:
- pour tout M0 (x
α
0 ) ∈ W2, (xi0) ∈ Dw,
- dans le domaine ζ1 ≤ −ma,
C−M0∩Sw admet une repre´sentation parame´trique de la forme ρ = ω (a, ξi; ζ1, α) telle
que:
i) ω est une fonction trois fois diffe´rentiable,
ii) ω ve´rifie:
(2.2.1.12) k1
√
a
√
|ζ1| < ω < K1
√
a
√
|ζ1|,
iii) ω et ∂ω
∂a
admettant les de´veloppements limite´s suivants au voisinage de (0, ξi; ζ1, α):
(2.2.1.13)

ω =
√
a
√
2B(ξi,ζ1)
A(ξi,ζ1,α)
[
1 + K
√
a√
|ζ1|
]
,
∂ω
∂a
= 1√
a
√
B(ξi,ζ1)
2A(ξi,ζ1,α)
[
1 + K
√
a√
|ζ1|
]
.
On a en outre les majorations suivantes:
(2.2.1.14)

∣∣∣1ρ ∂ω∂α ∣∣∣ < K, ∣∣∣ ∂ω∂ζ1 ∣∣∣ < K, ∣∣∣ ∂ω∂ξi ∣∣∣ < K,∣∣∂ω
∂a
∣∣ < K√ |ζ1|
a
, K constante positive.
E) Etude de C−M0∩Sw dans un domaine −b < ζ1≤ 0. J. TOLEN [33] mon-
tre qu’il est possible de choisirm tel que dans le domaine−ma < ζ1 ≤ 0, la repre´sentation
parame´trique ρ = $ (a, ξi; ζ1, α) soit encore valable. En outre pour cette repre´sentation,
on a des majorations inte´ressantes des de´rive´es premie`res de ω. C’est ainsi qu’est e´tabli
le re´sultat suivant dans [33, p. 62− 68] :
Lemme 2.2.1.6.
Il existe une constante C3 ≤ C2 et des constantes b, k2 et K2 telles que:
i) a < C3 |x10| ⇒ −ma > −b
ii) Pour tout M0 (x
α
0 ) appartenant a` W3 :
{
a < C3 |x10|
(xi0) ∈ Dw
- dans le domaine −b < ζ1 < 0 ,
C−M0∩Sw admet une repre´sentation parame´trique ρ = $ (a, ξi; ζ1, α) telle que::
(2.2.1.15) k2
√
a (a+ |ζ1|) < $ < K2
√
a (a+ |ζ1|)
• $ est une fonction trois fois diffe´rentiable par rapport a` l’ensemble de ses
variables.
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• On a les de´veloppements limite´s suivants au voisinage de: a = 0, ζ1 = 0
(2.2.1.16)

$ =
√
a (a− 2ζ1) [1 +K (a+ |ζ1|)]
∂$
∂ζ1
= −
√
a√
a−2ζ1
+K (a+ |ζ1|) , 1
ρ
∂$
∂α
= K (a+ |ζ1|)
∂$
∂a
= a−ζ
1√
a(a−2ζ1) [1 +K (a+ |ζ
1|)] , ∂$
∂ξi
= K (a+ |ζ1|)
De plus on a les majorations suivantes:
(2.2.1.17)

∣∣∣1ρ ∂$∂a ∣∣∣ < K, ∣∣∣ ∂$∂ζ1 ∣∣∣ < K, ∣∣∣∂$∂ξi ∣∣∣ < K∣∣∂$
∂a
∣∣ < K√a+|ζ1|√
a
.
F) Etude de C−M0 ∩ T . Il s’agit ici d’e´tudier le comportement de ζ1 pour les
points de C−M0 ∩ T .
.
De´finition 2.2.1.1. : De´finition de la fonction µ0
Etant donne´ le point P (φw (ξj) , ξi) de Sw, la bicaracte´ristique BP trace´e sur Sw et
passant par P rencontre T en un point O de coordonne´es ζ1 = µ0 (ξi), ζ2 = ζ3 = 0, ou`
µ0 (ξ
i) est la solution en λ1 de l’e´quation: z
0 (ξi;λ1, pi
i (ξj)) = 0.
C’est une conse´quence de la de´finition du syste`me de coordonne´es (ζα) et de (2.2.1.1) .
Il a e´te´ e´tabli par J. TOLEN [33] le re´sultat suivant:
Lemme 2.2.1.7. Il existe une constante C4 ≤ C3 et une constante K3 telles que pour
tout point M0 (x
α
0 ) appartenant a` W4 :
{
a ≤ C4 |x10|
(xi0) ∈ Dw , P (ξ
α (xα0 )) e´tant le point associe´
a` M0 (x
α
0 ) (cf. lemme 2.2.1.2, µ0 (ξ
i) e´tant la fonction de´finie ci-dessus;
(2.2.1.18)

i)Pour tout point de C−M0 ∩ T
. |ζ1 − µ0| < K3
√
a
√
a+ |ζ1|
. ζ1 <
µ0(ξi)
2
ii) ma <
∣∣∣∣µ0(ξi)2 ∣∣∣∣ .
G) Etude de C−M0∩Sw dans le domaine ζ1 ≥ 0. On utilise dans ce domaine la
repre´sentation de C−M0∩Sw de´finie par: λ1 = ψ (xα0 ;λh) . C’est ainsi que dans [33] est
e´tabli le re´sultat suivant:
Lemme 2.2.1.8.
Pour toute constante donne´e m
′
, il existe C
(
m
′)
telle que pour tout
M0 (x
α
0 ) ∈
{
a ≤ C (m′) |x10|
(xi0) ∈ Dw
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Sur la partie de C−M0∩Sw telle que ζ1 > −m
′
a :
i) C−M0∩Sw admet la repre´sentation parame´trique λ1 = ψ (xα0 , λh′ ) ;
ii) On a les ine´galite´s suivantes:
(2.2.1.19)

|ψ (xα0 , λh′ )| < k1
(
m
′)
a
λ2′ > λ
′
0
(
m
′)
∂Fw
∂λ1
> k2
(
m
′) , k1 (m′) , λ′0 (m′) , k2 (m′) constantes.
En prenant pour m
′
le re´el m du lemme 2.2.1.4, on a le re´sultat suivant e´tabli par
J. TOLEN [33]:
Lemme 2.2.1.9. Il existe une constante C5 ≤ min (C4, C (m)) telle que pour tout
M0 (x
α
0 ) appartenant a` {
a < C5 |x10|
(xi0) ∈ Dw ,
sur la partie de C−M0∩Sw situe´e dans le domaine ζ1 > −ma on ait:
(2.2.1.19)
′
{
i) (2.2.1.19) est ve´rifie´
ii)
∣∣∣ ∂ψ∂xα0 ∣∣∣ < K, ∣∣∣ ∂ψ∂λh′ ∣∣∣ < Ka
• En outre la courbe (C) de C−M0∩Sw d’e´quation ζ1= 0 peut eˆtre repre´sente´e par une
e´quation λ2′= γ (x
α
0 , λ3′ ) avec:
(2.2.1.17)
{
. γ est de´rivable par rapport a` ses variables
.
∣∣γ (λ3′ )− pi2 ∣∣< Ka.
H) Etude de C−M0∩Sw
′
. On suppose toujours que M0 (x
α
0 ) est au dessus de Sw
et on appelle Sw′ l’autre partie de S. J. TOLEN [33] a e´tabli le re´sultat suivant:
Lemme 2.2.1.10. Etant donne´s R (φw (xiR) , x
i
R) appartenant a` Sw \T , λ′0 un
re´el strictement positif; il existe η0
(
R, λ
′
0
)
re´el strictement positif tel que: pour tout
M0 (x
α
0 ) ,
|xα0 − xαR| < η0 ⇒ sup
{
λ2′ , (λ2′ , λ3′ ) ∈ ♦
′
2
}
< λ
′
0
ou` ♦′2 est le domaine de´crit par les couples (λ2′ , λ3′ ) pour lesquels la bicaracte´ristique
issue deM0 rencontre S sur Sw′ . λ2′et λ3′ e´tant les parame`tres associe´s a` P (φw (xi0) , xi0) .
En vue de l’e´tude comple`te des inte´grales doubles, il est question de pouvoir obtenir
une repre´sentation parame´trique de C−M0∩Sw
′
a` partir de laquelle on puisse obtenir des
ine´galite´s approprie´es. C’est ainsi que J. TOLEN [33] a e´tabli le re´sultat suivant:
Lemme 2.2.1.11. Il existe une constante positive C6 ≤ C5 telle que pour tout
M0 (x
α
0 ) appartenant a` W6 :
{
a ≤ C6 |x10|
(xi0) ∈ Dw
- i) C−M0∩Sw
′
admet une repre´sentation parame´trique λ1 = ψ (x
α
0 ;λh′ ) ,
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- ii) On a les ine´galite´s suivantes:
(2.2.1.21)

∗ |ψ (xα0 ;λh′ )| >
∣∣∣∣µ0(xi0)2 ∣∣∣∣ ,
∗ ∂Fw′
∂λ1
> k > 0,
∗
∣∣∣∂Fw′∂xα0 ∣∣∣ < K; ∣∣∣∂Fw′∂λh′ ∣∣∣ < K,
ou` Q est le point d’intersection de la bicaracte´ristique issue de P (φw (xi0) , x
i
0) trace´e
sur Sw avec T et µ0 (xi0) est la valeur du parame`tre λ1 au point Q sur C−P .
2.2.2. Etude de C−M0 ∩ S pour M0 situe´ dans le domaine a > C |x10|. On a le
domaine {M (xα0 ) : a < C |x10|} qui est un voisinage de tout point R ∈ S \T . Par con-
tre tout voisinage de R ∈ T contient des points de {M (xα0 ) : a < C |x10|} et des points de
{M (xα0 ) : a > C |x10|} .D’ou` pour l’e´tude de C−M0∩S dans un domaine {M (xα0 ) : a > C |x10|},
on peut se limiter aux points M0 qui tendent vers un point R ∈ T .
Le re´sultat suivant a a` cet effet e´te´ e´tabli par J. TOLEN [33]:
Lemme 2.2.2.1. Quelle que soit la constante positive µ, il existe deux constantes
B (µ) et α (µ) telles que si M0 (x
α
0 ) appartient au domaine x
0
0 < B (µ), a > µx
0
0 :
* C−M0∩Sw admet la repre´sentation parame´trique λ1 = ψ (xα0 ;λh)
* ∂F
w
∂λh
> α; |ψ (xα0 ;λh)| < Ka.
Puisque a > C |x10| ⇒ a > µx00, ou` µ = µ (C), l’on de´duit que le lemme ci-dessus
ache`ve l’e´tude de C−M0∩S.
2.2.3. Re´capitulatif de l’e´tude de la 2-surface C−M0∩S. On re´capitule dans le
the´ore`me suivant les re´sultats obtenus dans le cadre de l’e´tude de C−M0∩S.
The´ore`me 2.2.3.1. A/ Il existe trois constantes positives C, m, b telles que pour M0
dans le domaine W de´fini par {M (xα0 ) : 0 < a < C |x10|} et situe´ au dessus de Sw,
i) dans le domaine ζ1 ≥ 0, C−M0∩Sw est repre´sentable en coordonne´es (λ2′ , λ3′ ) par
l’e´quation λ1 = ψ (x
α
0 ;λh′ ) tel que le lemme 2.2.1.9 soit ve´rifie´.
ii) dans le domaine 0 > ζ1 > −b, C−M0∩Sw est repre´sentable en coordonne´es (ζ1, α)
par l’e´quation ρ = ω (a, ξi; ζ1, α) tel que le lemme 2.2.1.6 soit ve´rifie´.
iii) dans le domaine ζ1 ≤ −ma, C−M0∩Sw est repre´sentable en coordonne´es (ζ1, α) par
l’e´quation ρ = ω (a, ξi; ζ1, α) tel que le lemme 2.2.1.5 soit ve´rifie´.
iv) si M0 appartient a` C−M0 ∩ T , le lemme 2.2.1.7 est ve´rifie´.
v) C−M0∩Sw
′
est repre´sentable en coordonne´es (λ2′ , λ3′ ) par l’e´quation λ1 = ψ (x
α
0 ;λh′ )
tel que le lemme 2.2.1.11 soit ve´rifie´.
B/ Pour toute constante positive µ, il existe B (µ) telle que pour tout M0 dans
le domaine W
′
: {a > µx00; x00 < B (µ)}, C−M0∩Sw est repre´sente´e parame´tiquement par
(λ2, λ3) a` travers l’e´quation λ1 = ψ (x
α
0 ;λh) de telle sorte que le lemme 2.2.2.1 soit
ve´rifie´.
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2.3. ETUDE DES INTEGRALES DOUBLES.
On applique dans ce paragraphe, les re´sultats du the´ore`me 2.2.3.1 a` l’e´tude des
inte´grales doubles:
(2.3.0.1) Is (xα0 ) =
∫ 2pi
0
dλ3
∫ pi
0
dλ2Js (xα0 , λh) ,
ou`:
(2.3.0.2) Js (xα0 , λh) = Eis
(
∆1i −
∂ψ
∂λh
∆hi
)
.
D’apre`s (1.4.2.2), (2.1.4.2) et (2.3.0.2) on a:
(2.3.0.3) Eiws = −
∂σrs
∂yj
[ ∗
A
ij
]
∗
ϕ
w
r + σ
r
sg
iw
r ,
ou`:
(2.3.0.4) giwr =
[ ∗
A
ij
]
∂
∗
ϕ
w
r
∂yj
− ∗ϕwr
∂
[ ∗
A
ij
]
∂yj
+
[ ∗
B
it
r
]
∗
ϕ
w
t .
Il de´coule des hypothe`ses faites sur les fonctions Aλµ, Bλrs , ϕ
w
r (Hypothe`se H2) que les
fonctions giwr sont continues et borne´es.
Il de´coule d’autre part de (1.5.4.1), (1.5.4.3), (1.6.1.1) et de la proposition 1.6.1.2 que:
(2.3.0.5)

σrs =
δrs
λ1
+K, ∂σ
r
s
∂yj
=
δrsp
0
j
λ21
+ K
λ1[ ∗
A
ij
]
= −δij +Kλ1
On en de´duit alors, comme dans le cas du proble`me a` donne´es initiales sur une hyper-
surface spatiale (cf. 1.6.3.1), que l’on a:
(2.3.0.6) Eiws =
p0i
λ21
∗
ϕ
w
s +
K
λ1
,
Et donc:
(2.3.0.6)′ Eis =
p0i
λ21
∗
ϕs +
K
λ1
,
ou` K est une fonction borne´e.
2.3.1. Etude de Is (xα0 ) lorsque M0 (xα0 ) tend vers R (φw (xiR) , xiR) ∈ Sw\T .
On peut conside´rer ici que le point M0 (x
α
0 ) est dans le domaine{
a < C
∣∣x10∣∣ , (xi0) ∈ Dw} ≡ W.
On appelle ♦ (resp. ♦′) l’ensemble des couples (λ2, λ3) tels que la bicaracte´ristique
issue de M0, de parame`tres λ2, λ3 rencontre S sur Sw
(
resp. Sw′) .
On a donc:
Is (xα0 ) =
∫∫
♦
Js (xα0 , λh) dλ2dλ3 +
∫∫
♦′
Js (xα0 , λh) dλ2dλ3.
Si l’on prend a` pre´sent en compte la manie`re dont l’e´tude de C−M0 ∩ S a e´te´ mene´e au
paragraphe pre´ce´dent, on pose pour M0 appartenant a` W :
B (M0) ≡ partie de C−M0 ∩ Sw correspond a` ζ1 ≥ 0,
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C (M0) ≡ partie de C−M0 ∩ Sw correspond a` ζ1 ≤ 0,
D (M0) ≡ C−M0 ∩ Sw
′
.
On a alors:
Is (xα0 ) = IB (xα0 ) + IC (xα0 ) + ID (xα0 )
avec:
IB =
∫∫
B(M0)
dλ2dλ3Js (xα0 , λh) , IC =
∫∫
C(M0)
dλ2dλ3Js (xα0 , λh) ,
ID =
∫∫
D(M0)
dλ2dλ3Js (xα0 , λh) .
On revient a` pre´sent sur les re´sultats obtenus a` cet effet par J. TOLEN [33] .
a) Etude de IB.
D’apre`s le lemme 2.2.1.9, C−M0 ∩ Sw admet comme repre´sentation parame´trique
de´finie par l’e´quation λ1 = ψ (x
α
0 ;λh′ ) . On utilise alors les variables λ2′ , λ3′ et on a:
IB =
∫ 2pi
0
dλ3′
∫ pi
γ(λ
3
′ )
dλ2′E
iw
s
(
∆1
′
i −
∂ψ
∂λh′
∆h
′
i
)
.
On pose:
J ′ws = Eiws
(
∆1
′
i −
∂ψ
∂λh′
∆h
′
i
)
.
D’apre`s le lemme 2.2.1.8, ∂F
w
∂λ1
est minore´; on obtient donc comme dans le cas de
proble`mes a` donne´es initiales sur une hypersurface spatiale:
(2.3.1.1) G
′
i ≡ ∆1
′
i −
∂ψ
∂λh′
∆h
′
i = − (sinλ2′ ) (λ1)2
 ∗qwi − p0i
1−∑
j
∗
q
w
j p
0
j
+Kλ1
 .
De (2.3.0.6) et (2.3.1.1) on a:
(2.3.1.2) J ′ws = sinλ2′
∗
ϕ
w
s
(
xα0 , y
i
)
+K1λ1
= sinλ2′ϕ
w
s
(
ξi
)
+K
′
λ1 +K
′′
a
= sinλ2′ϕ
w
s
(
ξi
)
+K
′′
a,
car dans ce cas on a λ1 = ka, d’apre`s le lemme 2.2.1.8
En inte´grant et en utilisant
∣∣γ (λ3′ )− pi2 ∣∣ < Ka, qui de´coule du lemme 2.2.1.9, on a:
(2.3.1.3) IB (xα0 ) = 2piϕws
(
ξi
)
+Ka, K fonction borne´e.
b) Etude de IC .
D’apre`s le lemme 2.2.1.5 et le lemme 2.2.1.6, on passe aux variables ζ1, α et on a:
IC =
∫∫
♦C
dαdζ1
∣∣∣∣D (λ2′ , λ3′ )D (ζ1, α)
∣∣∣∣ (∆1′i − ∂ψ∂λh′∆h′i
)
Eiws
ou` ♦C de´signe le domaine de variation de (ζ1, α) sur C (M0)
On pose:
Di =
∣∣∣∣D (λ2′ , λ3′ )D (ζ1, α)
∣∣∣∣ (∆1′i − ∂ψ∂λh′∆h′i
)
,
J wsC = DiEiws .
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En utilisant les deux syste`mes de variables (λ1, λ2′ , λ3′) et (ρ, ζ
1, α) et les diffe´rentes
e´quations de C−M0 ∩ Sw de´finies par λ1 = ψ (xα0 ;λh′ ) et ρ = ω (a, ξi; ζ1, α) on a:
(2.3.1.4) Di =
D (yi)
D (ρ, ζ1, α)
(
∂ρ
∂yi
− ∂$
∂ζ1
∂ζ1
∂yi
− ∂$
∂α
∂α
∂yi
)
.
i) Dans le domaine ζ1 ≤ −ma.
En utilisant le lemme 2.2.1.5, on de´duit de (2.3.1.4) que:
(2.3.1.5) Di = K
′√
a
√
|ζ1|, K ′ fonction borne´e.
On a en outre dans ce domaine
1
λ1
=
k
′
|ζ1| , k
′ fonction borne´e.
On de´duit alors de (2.3.0.6) que:
(2.3.1.6) Eiws = k
′′
(
1
|ζ1|2 +
1
|ζ1|
)
.
Par suite on de´duit des relations (2.3.1.5− 6) que:
(2.3.1.7) J wsC1 = k
√
a
(
1
|ζ1|3/2
+
1
|ζ1|1/2
)
.
ii) Dans le domaine −b < ζ1 < 0.
. Dans ce cas, en utilisant les relations (2.2.1.2− 3) on a:
(2.3.1.8)

∂ρ
∂yi
=
∑
h
αhγ
0
h
i
+K (a+ |ζ1|) ,
ρ ∂α
∂yi
=
∑
h
α
ehγ
0
h
i
+K
′
(a+ |ζ1|) ,
(
α
eh = −α3−h)
∂ζ1
∂yi
= γ
0
1
i
+K
′′
(a+ |ζ1|) ,
D(yi)
D(ρ,ζ1,α)
= ρ
(
1 +K
′′′
(a+ |ζ1|)) .
En utilisant (2.3.1.8) et le lemme 2.2.1.6, on a:
(2.3.1.9) Di =
∑
h
αhγ
0
h
i
√
a (a− 2ζ1) + γ
0
1
i
a+K
√
a
(
a+
∣∣ζ1∣∣)3/2 .
Dans ce domaine on a en outre:
(2.3.1.10)

1
λ1
= − 1
a+|ζ1| [1 +K (a+ |ζ1|)] ,
p0i =
γ
0
i
1
ζ1+αhγ
0
i
h
√
a(a−2ζ1)
a+|ζ1| +K (a+ |ζ1|) ,
∗
ϕ
w
r (x
α
0 ; y
i (xα0 ;λi)) = ϕ
w
r (ξ
i) +K (a+ |ζ1|) .
On de´duit alors des relations (2.3.0.6) et (2.3.1.10) que:
(2.3.1.11) Eiws = ϕ
w
s
(
ξi
) γ0 i1ζ1 + αhγ0 ih√a (a− 2ζ1)
(a+ |ζ1|)3 +
K
a+ |ζ1| .
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D’ou`:
(2.3.1.12) J wsC2 = ϕws
(
ξi
) a
(a+ |ζ1|)2 +
K
√
a
(a+ |ζ1|)1/2
.
On va a` pre´sent e´valuer IC . Pour ce faire on distingue deux cas selon que −b soit plus
grand ou plus petit que 1
2
µ0 (ξ
i) cf. de´finition 2.2.1.1 pour ce qui est de la de´finition de
µ0(ξ
i).
On va partager ♦C , le domaine de variation de (, ζ1, α) sur C (M0), en deux parties.
On appelle ♦C1 la partie de ♦C ou` max
(
−b, µ0(ξ
i)
2
)
< ζ1 ≤ 0 et ♦C2 l’autre partie de
♦C .
1er cas: max
(
−b, µ0(ξ
i)
2
)
= −b
En utilisant (2.3.1.7) et (2.3.1.12) on a:
IC =
∫
♦C1
JsC2dζ1dα+
∫
♦C2
JsC2dζ1dα
=
∫ 0
−b
dζ1
∫ 2pi
0
dαJsC2 +
∫
♦C2
JsC2dζ1dα
= 2piϕws
(
ξi
)
+K1
√
a+K2
√
a
(2.3.1.13) IC = 2piϕws
(
ξi
)
+K
√
a.
2e`me cas: max
(
−b, µ0(ξ
i)
2
)
=
µ0(ξi)
2
En utilisant (2.3.1.7) et (2.3.1.12) on a:
IC =
∫
♦C1
JsC2dζ1dα+
∫
♦C2
JsC2dζ1dα
=
∫ 0
µ0
2
dζ1
∫ 2pi
0
dαJ 1sC2 +
∫
♦C2
JsC2dζ1dα
= 2piϕws
(
ξi
)
+K1
a
|x10|
+K2
√
a+K3
√
a
|x10|
(2.3.1.14) IC = 2piϕws
(
ξi
)
+K
√
a
|x10|
.
On de´duit des relations (2.3.1.13− 14) que dans ce cas on a:
(2.3.1.15) IC = 2piϕws
(
ξi
)
+K
√
a
|x10|
.
c) Etude de ID.
On utilise les variables λ2′ , λ3′ , associe´es au point P de Sw et on a:
ID =
∫
♦′2
dλ2′dλ3′J
′w′
s .
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En utilisant le lemme 2.2.1.11, le fait que R ∈ Sw\T et la relation (2.3.0.6) on a
J ′w′s est borne´e.
Par suite on a:
(2.3.1.16) ID = K sup
{
λ2′ , (λ2′ , λ3′ ) ∈ ♦
′
2
}
.
Des relations (2.3.1.3), (2.1.3.15) et (2.3.1.16) on de´duit que:
(2.3.1.17) Is (xα0 ) = 4piϕws
(
ξi
)
+K
√
a
|x10|
+K
′
sup
{
λ2′ , (λ2′ , λ3′ ) ∈ ♦
′
2
}
.
On de´duit alors du lemme 2.2.1.10 et de la relation (2.3.1.17) que: M0 (x
α
0 ) e´tant situe´
dans le domaine a ≤ C |x10|, on a:
lim
M0(xα0 )→R
R∈Sw\T
Is (xα0 ) = 4piϕws
(
xiR
)
.
2.3.2. Etude de Is (xα0 ) lorsque M0 (xα0 ) tend vers R (0, 0, x2R, x3R) ∈ T .
A/ Dans le domaine a < C |x10|.
Dans le sous-paragraphe pre´ce´dent, on n’a utilise´ le fait que R ∈ Sw\T que dans
l’e´tude de ID; on admettra donc les re´sultats obtenus pre´ce´demment en ce qui concerne
IB et IC .
Il ne sera question ici que de l’e´tude de ID.
Il a e´te´ e´tabli par J. TOLEN [33] que si l’on suppose en outre x00 < B1, alors :
(2.3.2.1) Js = sinλ2 ∗ϕ
w
′
s
(
xα0 , y
i
)
+Kλ1.
Sur C−M0 ∩ Sw
′
, on a:
(2.3.2.2) |λ2′′| = K ′1
√
a
|x10|
+ |x10|,
ou` les (λh′′) sont des parame`tres tels que λ2′′ = 0 corresponde a` la bicaracte´ristique BP
de C−P trace´e sur Sw ou` P (φw (xi0) , xi0) est le point de Sw associe´ a` M0 (xα0 ) .
On de´duit alors de (2.3.2.1− 2) que:
(2.3.2.3) ID = K
√
a
|x10|
+ |x10|.
Ainsi donc en utilisant (2.3.1.3), (2.3.1.15) et (2.3.2.3) on a dans ce domaine en sup-
posant x00 < B1,
(2.3.2.4) Is (xα0 ) = 4piϕs
(
ξi
)
+K
√
a
|x10|
+K
′
√
a
|x10|
+ |x10|.
B/ Dans le domaine a > C |x10|.
En utilisant le lemme 2.2.2.1, on a comme dans le cas de proble`mes a` donne´es
initiales sur une hypersurface spatiale:
(2.3.2.5) ∆1i −
∂ψ
∂λh
∆hi = − sinλ2λ21

∗
q
w
′
i − p0i
1−∑
j
∗
q
w
′
j p
0
j
+Kλ1
 .
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En utilisant (2.3.0.6)′ on a:
(2.3.2.6) Js = sinλ2 ∗ϕ
w
′
s
(
xα0 , y
i
)
+Kλ1.
En inte´grant on a alors:
(2.3.2.7) Is (xα0 ) = 4piϕs
(
xiR
)
+Kη, ou` η = max |xα0 − xαR| .
On de´duit alors de (2.3.2.4) et (2.3.2.7) que:
∀ε > 0,∃η0 > 0 tel que |xα0 − xαR| < η0 ⇒
∣∣Is (xα0 )− 4piϕs (xiR)∣∣ < ε.
Donc on a:
lim
M0(xα0 )→R
R∈T
Is (xα0 ) = 4piϕs
(
0, x2R, x
3
R
)
.
Remarque 2.3.2.1. Dans les sous-paragraphes 2.3.1− 2, les fonctions K qui apparais-
sent, suivant le domaine, dans les expressions des fonctions Is sont continues et borne´es
dans Γ2 (A) . En outre d’apre`s les conclusions obtenues a` la fin de chacun de ces sous-
paragraphes, les fonctions Is prennent sur S les valeurs 4piϕs. On peut donc conclure
que les fonctions Is sont continues et borne´es dans Γ2 (A) ainsi que sur S.
Les fonctions K de´pendent des fonctions ωrs ; dans le cas des proble`mes non line´aires
les fonctions ωrs de´pendront des fonctions inconnues, et par conse´quent les fonctions K
seront elles aussi de´pendantes des fonctions inconnues.
2.4. ETUDE DE LA FONCTION V (xα0 ) =
∫ 2pi
0
dλ3
∫ pi
0
dλ2 sinλ2
∫ 0
ψ(xα0 ,λh)
dλ1.
En vue de re´soudre, par une me´thode de point fixe, les e´quations inte´grales (Es),
dans un espace de fonctions continues, il est ne´cessaire d’e´tablir un re´sultat selon lequel
la fonction V (xα0 ) converge vers ze´ro lorsque M0 (x
α
0 ) ∈ Γ2 (A) tend vers un point de S.
Dans cette optique, J. TOLEN [33, p. 42] affirme que l’on peut trouver deux constantes
positives K0 et δ telles que:
(2.4.0.1) V (xα0 ) ≤ K0aδ
On va e´tablir l’effectivite´ d’une telle ine´galite´ dans le domaine {M0 (xα0 ) ; a < C |x10|}
en utilisant le lemme 2.1.5.2; dans le domaine {M0 (xα0 ) ; a > C |x10|} on e´tablira une
ine´galite´ qui permettra d’aborder la re´solution des e´quations inte´grales par une me´thode
base´e sur le the´ore`me du point fixe de Banach.
2.4.1. Dans le domaine a < C |x10|.
On va montrer que dans ce domaine on a:
(2.4.1.1) V (xα0 ) ≤ K
′
a
1
2 , K
′
constante.
D’apre`s le lemme 2.1.5.2, il existe deux constantes K1 et k telles que:
Pour tout M0 (x
α
0 ) ∈ Γ1, si a < K1α
2
cosλ2′ > 1− α
}
alors |ψ (xα0 , λh)| <
k
α
a
On pose
K2 = C sup
{∣∣x10∣∣ , (xi0) ∈ D} , K = min{12K1, K2
}
.
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On prend en particulier:
α =
( a
K
)1/2
< 1,
et on pose:
λ02 = arccos (1− α) ,
On a:
V (xα0 ) =
∫ 2pi
0
dλ3
∫ λ02
0
dλ2 sinλ2
∫ 0
ψ(xα0 ,λh)
dλ1 +
∫ 2pi
0
dλ3
∫ pi
λ02
dλ2 sinλ2
∫ 0
ψ(xα0 ,λh)
dλ1
= 2pi
(
1− cosλ02
) |ψ (xα0 , λh)|+ 2pi (1 + cosλ02) |ψ (xα0 , λh)|
≤ 2pi
( a
K
) 1
2
M + 4pik
(
K
a
) 1
2
aM avec M = sup {|ψ (xα0 , λh)| , (xα0 ) ∈ W, (λh) ∈ ♦}
≤ K ′√a, avec K ′ = 2piM√
K
+ 4pikM
√
K.
D’ou`
V (xα0 ) ≤ K
′
a
1
2 .
2.4.2. Dans le domaine a > C |x10|, x00 < B2.
On va montrer que dans ce domaine on a:
(2.4.2.1) V (xα0 ) ≤ Kx00, , K constante.
D’apre`s le lemme 2.1.3.2 on a:
|ψ (xα0 , λh)| ≤ K0x00.
D’ou`:
V (xα0 ) =
∫ 2pi
0
dλ3
∫ pi
0
dλ2 sinλ2
∫ 0
ψ(xα0 ,λh)
dλ1
≤
∫ 2pi
0
dλ3
∫ λ02
0
dλ2 sinλ2
∫ 0
−K0x00
dλ1
≤ 4piK0x00 = Kx00.
3. FORMULES DE KIRCHHOFF (FS) POUR LE PROBLEME DE
GOURSAT SEMI-LINEAIRE
Dans ce chapitre on e´tablit les formules de Kirchhoff pour des syste`mes semi-
line´aires hyperboliques du second ordre a` donne´es initiales sur deux hypersurfaces car-
acte´ristiques se´cantes. La me´thode suivie est celle employe´e par Y. CHOQUET-BRUHAT
[11] et S. BAH [1] dans leurs the`ses. Elle consiste a` transformer les syste`mes semi-
line´aires, a` travers des de´rivations, a` des formes auxquelles on puisse appliquer les
re´sultats obtenus pour les syste`mes line´aires aux chapitres pre´ce´dents. Lorsque ces
de´rivations sont faites, de nouvelles inconnues apparaissent et il est ne´cessaire de connaˆıtre
leurs valeurs sur les hypersurfaces caracte´ristiques.
Ce chapitre est divise´ en deux paragraphes:
- dans le premier paragraphe, apre`s avoir montre´ qu’il est ne´cessaire de de´river trois
fois le syste`me semi-line´aire pour pouvoir appliquer les me´thodes du chapitre pre´ce´dent,
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on e´tablit les formules de Kirchhoff pour un nouveau syste`me dont les inconnues sont
les solutions e´ventuelles du proble`me de Goursat ainsi que leurs de´rive´es jusqu’a` l’ordre
trois;
- dans le second paragraphe, on de´termine les restrictions a` la re´union des deux hy-
persurfaces caracte´ristiques des de´rive´es de toute e´ventuelle solution du proble`me de
Goursat hyper-quasiline´aire. On y introduit aussi des hypothe`ses de structure sur les
termes non line´aires qui permettent que soient de´termine´es de manie`re globale les re-
strictions aux hypersurfaces caracte´ristiques des solutions e´ventuelles de proble`mes de
Goursat semi-line´aires.
3.1. HYPOTHESES ET FORMULES DE KIRCHHOFF.
3.1.1. Hypothe`ses. On conside`re le proble`me de Cauchy semi-line´aire a` donne´es ini-
tiales sur la re´union S des deux hypersurfaces caracte´ristiques Sw, se´cantes suivant la
2−surface T d’e´quations: x0 = 0 = x1, suivant:
(3.1.1.1)
{
(Fr) : A
λµ (xα) ∂
2ur
∂xλ∂xµ
+ fr
(
xα, ul,
∂ul
∂xν
)
= 0 dans Y
ur|Sw = ϕ
w
r (x
i) .
En e´crivant formellement, pour le proble`me de Goursat semi-line´aire (3.1.1.1) les for-
mules de Kirchhoff comme dans le chapitre 2, la pre´sence des fonctions fr qui de´pendent
de fac¸on non ne´cessairement line´aire des de´rive´es premie`res des us, montrerait que ces
formules ne de´finissent pas des e´quations inte´grales.
Il est a` noter que si les fonctions fr sont line´aires par rapport aux de´rive´es premie`res
des fonctions us et que les fonctions auxiliaires qui apparaissent dans les formules de
Kirchhoff ne de´pendent pas des de´rive´es premie`res des fonctions us, alors les formules de
Kirchhoff e´crites formellement de´finissent des e´quations inte´grales non line´aires.
On pourra donc appliquer les re´sultats du chapitre pre´ce´dent, a` condition que les
fonctions auxiliaires ne de´pendent pas des de´rive´es des fonctions ur, au proble`me semi-
line´aire a` donne´es initiales sur la re´union de deux hypersurfaces caracte´ristiques se´cantes
suivant:
(3.1.1.2)
{
Aλµ (xα) ∂
2ur
∂xλ∂xµ
+Bλsr (x
α, ut)
∂us
∂xλ
+ fr (x
α, us) = 0 dans Y
ur/Sw = ϕ
w
r (x
i)
On va ramener l’e´tude du proble`me semi-line´aire (3.1.1.1) a` celle du proble`me
(3.1.1.2) auquel on peut appliquer les re´sultats du chapitre 2. Pour ce faire, on a besoin
que la condition sur la non de´pendance des fonctions auxiliaires par rapport aux de´rive´es
premie`res des fonctions us soit ve´rifie´e; c’est ce qui justifie l’option prise de de´river
trois fois les e´quations (Fr) par rapport aux variables (x
α) . Suite a` ces de´rivations des
e´quations (Fr), pour pouvoir appliquer les re´sultats des chapitres pre´ce´dents de nouvelles
hypothe`ses s’imposent.
Hypothe`se H3
1− L’hypothe`se H2 est satisfaite;
2− L = Aλµ∂2λµ est x0−re´gulie`rement hyperbolique tel que
i) A00 > ε > 0, AijXiXj est de´finie ne´gative,
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ii) ∃α > 0, ∀ (xα) ∈ Γ2,∀ (Xi) ∈ R3\ {(0, 0, 0)}, −Aij (xα)XiXj > α
3∑
i=1
(Xi)
2 .
3− Aλµ ∈ B7 (Γ2) .
4− fr ∈ C5
(
Γ2 × Ω′ × Ω′′
)
, ou` Ω
′
est un ouvert de Rn, Ω′′ est un
ouvert de R4n.
5− ϕwr ∈ C7 (Dw) et ϕr est continue sur S.
Remarque 3.1.1.1. Il est a` noter que dans l’hypothe`se H3, on peut remplacer la con-
dition 3 par la condition suivante:
3′− Aλµ ∈ B4 (Γ2) et
[
Aλµ
]w ∈ C7 (Dw) .
3.1.2. Formule de Kirchhoff . Il de´coule des commentaires pre´liminaires et en
suivant une me´thode employe´e par Y. CHOQUET-BRUHAT [11], F. CAGNAC [7], S.
BAH [1] , [2], qu’il est ade´quat de de´river trois fois les e´quations (Fr) par rapport aux
variables (xα) ; on pose alors:
(3.1.2.1) UR = (ur, urα, urαβ, urαβγ) , avec
urα =
∂ur
∂xα
, urαβ =
∂2ur
∂xα∂xβ
, urαβγ =
∂3ur
∂xα∂xβ∂xγ
On obtient:
(3.1.2.2)

(Fr) : A
λµ (xα) ∂
2ur
∂xλ∂xµ
+ fr (x
α, us, usν) = 0,
(Frα) : A
λµ (xα) ∂
2urα
∂xλ∂xµ
+Bλνsrα
∂usν
∂xλ
+ frα (x
α, us, usν) = 0,
(Frαβ) : A
λµ (xα)
∂2urαβ
∂xλ∂xµ
+Bλνδsrαβ
∂usνδ
∂xλ
+ frαβ (x
α, us, usν , usνδ) = 0,
(Frαβγ) : A
λµ (xα)
∂2urαβγ
∂xλ∂xµ
+Bλνδεsrαβγ
∂usνδε
∂xλ
+ frαβγ (x
α, us, usν , usνδ, usνδε) = 0.
ou`: • Bλνsrα , Bλνδsrαβ , Bλνδεsrαβγ sont des polynoˆmes des fonctions suivantes:
- les de´rive´es partielles premie`res des Aλµ,
- les de´rive´es partielles premie`res des fr par rapport aux usν .
•frα est un polynoˆme des fonctions:
- fr et ses de´rive´es partielles premie`res par rapport a` tous ses arguments,
- les us et leurs de´rive´es partielles premie`res.
•frαβ (resp. frαβγ) est un polynoˆme des fonctions suivantes:
- les Aλµ et leurs de´rive´es partielles jusqu’a` l’ordre deux (resp. trois) ,
- fr et ses de´rive´es partielles par rapport a` tous ses arguments jusqu’a`
l’ordre deux (resp. trois),
- les usr et leurs de´rive´es partielles jusqu’a` l’ordre deux (resp. trois).
Ce qui conduit au nouveau syste`me suivant:
(ER) : A
λµ (xα)
∂2UR
∂xλ∂xµ
+BλSR (x
α, UT )
∂UR
∂xλ
+ fR (x
α, US) = 0
ou`:
BλSR (x
α, UT ) = B
λS
R (x
α, ur, urα) .
En supposant que l’on puisse de´terminer sur S les fonctions UR, on a alors un proble`me
de Goursat du meˆme type que (3.1.1.2) .
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En utilisant les remarques faites ci-dessus on a alors le re´sultat suivant qui est une
conse´quence imme´diate de la proposition 2.1.4.1
Proposition 3.1.2.1. Sous l’hypothe`se (H3) pour le proble`me (3.1.1.1) on a:
- Toute solution (ur) de (3.1.1.1) cinq fois diffe´rentiable admettant des de´rive´es
quatrie`mes continues et borne´es, est telle que ses de´rive´es jusqu’a` l’ordre trois ve´rifie les
formules de Kirchhoff ge´ne´ralise´es suivantes: pour tout M0 (x
α
0 ) ∈ Γ2 (A),
(
E˜s
)
4piUS (x
α
0 ) =
∫ 2pi
0
dλ3
∫ pi
0
dλ2 sinλ2
∫ ψ(xα0 ,λh)
0
dλ1
(
[UR]L
R
S + σ
R
S [fR]
)
+
∫ 2pi
0
dλ3
∫ pi
0
dλ2E
i
S
(
∆1i − ∂ψ∂λh∆hi
)
ou`:
(3.1.2.3)

EiwS = −∂σ
R
S
∂yj
[ ∗
A
ij
]w ∗
Φ
w
R + σ
R
S
[ ∗Aij]w ∂ ∗ΦwR
∂yj
−
∗
Φ
w
R
∂
» ∗
A
ij–w
∂yj
+
[ ∗
B
iT
R
]w ∗
Φ
w
T
 ,
EiS =
{
Ei1S sur ♦1
Ei2S sur ♦2
,
ou`: ♦w est l’ensemble des couples (λ2, λ3) tels que la bicaracte´ristique
issue de M0 rencontre S sur Sw;
LRS =
∂2
∂yi∂yj
([ ∗
A
ij
]w
σRS
)
− ∂
∂yi
([ ∗
B
iR
T
]w
σTS
)
,
σRS = σω
R
S [fR] = fR (φS (x
i) , xi; ΦS (x
i)) ,
ωRS = δ
R
S +
∫ λ1
0
(
QωRS +Q
R
Tω
T
S
)
dλ1,
Q = −1
2
pj ∂
„» ∗
A
ij–w«
∂yi
+
∂
„» ∗
A
0i–w«
∂yi
 ,
QRT =
1
2
(
pi
[ ∗
B
iR
T
]w
+
[ ∗
B
0R
T
]w)
,
ΦR = ([ur] , [urα] , [urαβ] , [urαβγ]) , r = 1, ..., n; α, β, γ = 0, ..., 3.
On a note´ que pour que les formules de Kirchhoff ge´ne´ralise´es ci-dessus de´finissent
des e´quations inte´grales il est ne´cessaire que les fonctions figurant a` droite ne de´pendent
pas des de´rive´es des fonctions US. Cette condition ne´cessaire est ve´rifie´e dans la mesure
ou` les fonctions de droite font intervenir les de´rive´es jusqu’a` l’ordre trois au maximum
des fonctions ur. Cette condition est ne´anmoins insuffisante pour avoir des e´quations
inte´grales. En effet on constate que les fonctions QRT font intervenir les B
λR
T , or ces
dernie`res fonctions de´pendent des de´rive´es premie`res des ut; par conse´quent les fonctions
ωRS , qui s’expriment en fonction des Q
R
T , sont aussi des inconnues. En outre leurs de´rive´es
partielles secondes qui apparaissent dans les LRS sont aussi des inconnues. Pour obtenir
des e´quations inte´grales, on doit adjoindre aux formules de Kirchhoff ge´ne´ralise´es
(
E˜S
)
les e´quations ve´rifie´es par les fonctions ωRS ainsi que leurs de´rive´es jusqu’a` l’ordre deux.
Ne´anmoins d’apre`s la proposition 1.6.1.2, pour connaˆıtre les de´rive´es partielles secondes
des fonctions ωRS , il suffit de connaˆıtre les fonctions ω
R
S , ω
R
S,i et ω
R
S,ij.
PROBLE`MES DE GOURSAT SEMI-LINE´AIRES IMHOTEP, VOL. 7, NO1 (2007), 15-100 65
On pose
(
ωRS , ω
R
S,i, ω
R
S,ij
)
= ΩRS et Ω =
(
ΩRS
)
.
D’apre`s les relations (1.6.1.1− 4) on a:
(3.1.2.4)

ωRS = δ
R
S +
∫ λ1
0
PRT ω
T
S dλ1,
ωRS,i =
∫ λ1
0
(
PRT ω
T
S,i + P
R
T,iω
T
S
)
dλ1,
ωRS,ij =
∫ λ1
0
(
PRT ω
T
S,ij + P
R
T,iω
T
S,j + P
R
T,jω
T
S,i + P
R
T,ijω
T
S
)
dλ1,
ou`:
(3.1.2.4)′

PRT = −12
pj ∂
„» ∗
A
ij–«
∂yi
+
∂
„» ∗
A
0i–«
∂yi
 δRT+
+1
2
([ ∗
B
iR
T
]
pi +
[ ∗
B
0R
T
])
,
PRT,i =
∂PRT
∂p0i
; PRT,ij =
∂2PRT
∂p0i ∂p
0
j
.
On en de´duit que:
(3.2.1.5) Ω = Ω0 +
∫ λ1
0
F (US,Ω) dλ1,
ou`:
Ω0 =
(
ΩR0S
)
et ΩR0S =
(
δRS , 0, 0
)
,
avec F (US,Ω) combinaison line´aire des fonctions Ω dont les coefficients sont
des polynoˆmes des de´rive´es jusqu’a` l’ordre trois des Aλµ et fs et des fonctions US.
On peut a` pre´sent e´noncer le re´sultat suivant:
Proposition 3.1.2.2. Sous l’ hypothe`se H3 pour le proble`me de Goursat (3.1.1.1) :
- Toute solution u = (ur) de (3.1.1.1) cinq fois diffe´rentiable et admettant des de´rive´es
jusqu’a` l’ordre quatre continues et borne´es est telle que les fonctions:
US = (us, usα, usαβ, usαβγ) et Ω =
(
ΩRS
)
avec ΩRS =
(
ωRS , ω
R
S,k, ω
R
S,kl
)
,
ve´rifient le syste`me inte´gral suivant: ∀M0 (xα0 ) ∈ Γ2 (A) ,
(Fs) :

4piUS (x
α
0 ) =
∫ 2pi
0
dλ3
∫ pi
0
dλ2 sinλ2
∫ ψ(xα0 ,λh)
0
dλ1
(
[UR]L
R
S + σ
R
S [fR]
)
+
∫ 2pi
0
dλ3
∫ pi
0
dλ2E
i
S
(
∆1i − ∂ψ∂λh∆hi
)
,
Ω = Ω0 +
∫ λ1
0
F (US,Ω) dλ1,
ou` les fonctions de droite de la premie`re e´quation sont de´finies par (3.1.2.3) et F (US,Ω)
est une combinaison line´aire des fonctions Ω dont les coefficients sont des polynoˆmes des
fonctions US et des de´rive´es jusqu’a` l’ordre trois des fonctions A
λµ et fr.
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Utilisant le fait que F (US,Ω) est une combianison line´aire des fonctions Ω, la
deuxie`me e´quation de (Fs) peut se ree´crire sous la forme suivante:
ΩRS = Ω
R
0S +
∫ λ1
0
HRT (UQ) Ω
T
Sdλ1,
avec:
(3.1.2.7)

HRT (UQ) =
 PRT 0 0PRT,i PRT δki 0
PRT,ij P
R
T,jδ
k
i + P
R
T,iδ
l
j P
R
T δ
k
i δ
l
j

ΩRS =
(
ωRS , ω
R
S,k, ω
R
S,kl
)
PRT = −12
pj ∂
„» ∗
A
ij–«
∂yi
+
∂
„» ∗
A
0i–«
∂yi
 δRT+
+1
2
([ ∗
B
iR
T
]
pi +
[ ∗
B
0R
T
])
,
PRT,i =
∂PRT
∂p0i
; PRT,ij =
∂2PRT
∂p0i ∂p
0
j
.
Pour pouvoir aborder la re´solution des e´quations inte´grales (Fs), il reste a` de´terminer
les restrictions a` S des de´rive´es jusqu’a` l’ordre trois de toute e´ventuelle solution assez
re´gulie`re du proble`me de Goursat (3.1.1.1) .
3.2. DETERMINATION DES RESTRICTIONS AUX HYPERSURFACES
CARACTERISTIQUES DES DERIVEES DE LA SOLUTION DU PROB-
LEME DE GOURSAT.
On a vu au paragraphe pre´ce´dent que la de´termination des restrictions a` S
des de´rive´es jusqu’a` l’ordre trois de toute e´ventuelle solution suffisamment re´gulie`re
du proble`me de Goursat semi-line´aire est ne´cessaire pour s’attaquer a` la re´solution du
syste`me inte´gral (Fs) .
On va dans ce paragraphe de´terminer, de manie`re ge´ne´rale, la restriction aux
hypersurfaces caracte´ristiques se´cantes des de´rive´es de toute e´ventuelle solution re´gulie`re
du proble`me de Goursat hyper-quasiline´aire.
3.2.1. Proble`me de Goursat hyper-quasiline´aire.
On conside`re un syste`me de n e´quations (Gr) a` n fonctions inconnues ur de´finies
dans un domaine de RN+1 de la forme suivante:
(Gr) : A
λµ (xα, us)
∂2ur
∂xλ∂xµ
+ fr (x
α; us; usν) = 0
r, s = 1, 2, ..., n α, λ, µ, ν = 0, 1, ..., N.
• Les Aλµ sont de´finies dans V × W ; ou` V est un ouvert de RN+1 contenant la
(N − 1)−surface T : x0 = 0 = x1;W est un ouvert de Rn.
• ∀ (xα, us) ∈ V ×W , Aλµ (xα, us)YλYµ de´finit une forme quadratique de´finie de sig-
nature + −...−, avec A00 > 0 et AijYiYj de´finie ne´gative.
• Les fr sont de´finies dans V ×W ×X, ou` X est un ouvert de R(N+1)n.
• S est la re´union des deux hypersurfaces caracte´ristiques pour l’ope´rateur L et
se´cantes suivant T avec: L = Aλµ∂2λµ et A
λµ
(xα) = Aλµ (xα, us) ; les us e´tant des
fonctions de´finies dans V.
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On pose ur|S = ϕr.
On suppose que les hypersurfaces caracte´ristiques Sw dont la re´union est e´gale a` S
sont de´finies par: x0 = φw (xi), w = 1, 2. φw e´tant une fonction suffisamment re´gulie`re
sur Dw ≡ projection de Sw dans l’espace des (xi) .
Re´soudre le proble`me de Goursat hyper-quasiline´aire consiste alors a` de´terminer les
fonctions ur qui ve´rifient:
(3.2.1.1)
{
(Gr) : A
λµ (xα, us)
∂2ur
∂xλ∂xµ
+ fr (x
α; us; usν) = 0 ,
ur|S = ur|S = ϕr.
On se propose pour une fonction u = (ur) suffisamment re´gulie`re telle que les ur
ve´rifient (3.2.1.1) de de´terminer les restrictions a` S des de´rive´es de u.
Pour de´terminer les restrictions a` S des de´rive´es partielles d’ordre infe´rieur ou
e´gal a` l d’une fonction u, il suffit de connaˆıtre:
- les ∂
pu
(∂x0)p
|S , p ≤ l;
- les de´rive´es des fonctions φw de´finissant l’hypersurface caracte´ristique Sw;
- les de´rive´es de u|S jusqu’a` l’ordre l.
3.2.2. Hypothe`ses pour le proble`me de Goursat hyper-quasiline´aire. En
vue de la de´termination des restrictions a` S des de´rive´es de toute solution suffisamment
re´gulie`re du proble`me de Goursat hyper-quasiline´aire, on fait les hypothe`ses suivantes:
soit p ∈ N ∪ {+∞} .
Hypothe`se αp :
• Les Aλµ (xα, us) sont de´finies et de classe Cp dans un domaine V ×W , ou` V est un
ouvert de RN+1 contenant T : x0 = 0 = x1; W est un ouvert de Rn.
• Dans V ×W , les Aλµ (xα, us) de´finissent une forme quadratique de signature +−...− :
A00 > 0, AijXiXj de´finie ne´gative.
Hypothe`se βp
• Les fonctions fr (xα, us, us,ν) sont de´finies et de classe Cp dans un domaine V ×W×Z,
ou` Z est un ouvert de R(N+1)n;
• Si p = 0, les fr sont lipschitziennes par rapport aux us,ν .
Hypothe`se γp
• Les fonctions ϕwr sont de classe Cp sur Dw et les fonctions ϕr sont continues sur S
avec ϕr =
{
ϕ1r sur D1
ϕ2r sur D2 et ϕr (D) ⊂ W.
3.2.3. De´termination des de´rive´es premie`res. On conside`re des fonctions ur re´gulie`res
qui ve´rifient le proble`me de Goursat hyper-quasiline´aire (3.2.1.1) .
On pose:
χwr =
∂ur
∂x0
|Sw , χr =
{
χ1r sur D1
χ2r sur D2 , q
w
i = −
∂φw
∂xi
.
En conside´rant la restriction a` Sw des e´quations (Gr) on a:
(3.2.3.1)
 2
([
A
ij
]w
qwj +
[
A
0i
]w)
∂
∂xi
[
∂ur
∂x0
]w
+
[
A
ij
]w
∂qwi
∂xj
[
∂ur
∂x0
]w
+
[
A
ij
]w
∂2[ur]
∂xi∂xj
+
[
f˜r
]w
= 0.
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Sur chaque bicaracte´ristique de´finie par:
(3.2.3.2)
dxi
dX1
=
[
A
ij
]w
qwj +
[
A
0i
]w
,
on a:
(3.2.3.3) 2
dχwr
dX1
+
[
A
ij
]w ∂qwi
∂xj
χwr +
[
A
ij
]w ∂2ϕwr
∂xi∂xj
+
[
f˜r
]w
= 0,
ou` [
A
ij
]w
= Aij
(
φw
(
xi
)
, xi;ϕws
(
xi
))
,[
f˜r
]w
= fr
(
φw
(
xi
)
, xi;ϕws
(
xi
)
;χws
(
xi
)
,
∂ϕws
∂xi
+ qwi χ
w
s
)
.
Soit p ∈ N∗ ∪ {+∞} .
Sous les hypothe`ses α2p+1, β2p−1, γ2p+1 les fonctions
[
A
ij
]w
∂2ϕwr
∂xi∂xj
et
[
f˜r
]w
sont de
classe C2p−1 dans Dw, ou` Dw est la projection de Sw sur l’espace des (xi) .
(3.2.3.3) est un syste`me diffe´rentiel non line´aire du premier ordre en χwr . Pour le
re´soudre (localement), il suffit de connaˆıtre les χwr pour X
1 = 0, c’est-a`-dire sur T .
Puisque les hypersurfaces caracte´ristiques Sw sont se´cantes suivant la (N − 1)-
surface T : x0 = 0 = x1, on a:
(3.2.3.4)
{ ∂φw
∂x1
(xi) 6= 0
∂φ1
∂x1
|T 6= ∂φ2∂x1 |T
.
On cherche une solution de (3.2.3.3) qui soit au moins de classe C1 jusque sur la
(N − 1)−surface T . Puisque l’on a:
ur
(
φw
(
xi
)
, xi
)
= ϕwr
(
xi
)
.
En diffe´rentiant les deux membres de cette e´galite´ par rapport a` x1 et en prenant la
restriction a` T , on a:
(3.2.3.5) χ1r |T=
1
∂φ1
∂x1
|T −∂φ2∂x1 |T
[
∂ϕ1r
∂x1
|T −∂ϕ
2
r
∂x1
|T
]
= χ2r |T .
Par conse´quent le syste`me diffe´rentiel (3.2.3.3) muni de la condition initiale de´finie
par (3.2.3.5) admet une unique solution de´finie dans un voisinage (Sw0 ) de T dans Sw.
On pose: (S0) = (S10 ) ∪ (S20 ) .
On a pour toute solution de classe Cp+1 sur V du proble`me hyper-quasiline´aire de
Goursat (3.2.1.1), il existe un voisinage (S0) de T dans S sur lequel sont de´termine´es de
fac¸on unique ses de´rive´es partielles premie`res par rapport a` x0.
Il de´coule de (3.2.3.5) que sous les hypothe`ses α2p+1, β2p−1, γ2p+1, les fonctions χwr |T
sont de classe C2p; on de´duit alors du the´ore`me de diffe´rentiabilite´ et de de´pendance
continue des conditions initiales pour des syste`mes diffe´rentiels que, sous les hypothe`ses
α2p+1, β2p−1, γ2p+1, les fonctions χwr sont de classe C
2p−1 sur (Dw0 ) ( (Dw0 ) est la projection
de (Sw0 ) sur l’espace des (xi)) et les fonctions χr sont continues sur (S0) .
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Remarque 3.2.3.1. Si les fonctions
[
f˜r
]w
= fr
(
φw (xi) , xi;ϕws (x
i) ;χws (x
i) , ∂ϕ
w
s
∂xi
+ qwi χ
w
s
)
sont line´aires par rapport aux χws alors le syste`me diffe´rentiel (3.2.3.3) est line´aire en χ
w
s .
Par conse´quent les restrictions des de´rive´es premie`res par rapport a` x0 de la solution du
proble`me de Goursat hyper-quasiline´aire sont de´termine´es sur S tout entier, c’est-a`-dire
que dans ce cas (S0) = S.
3.2.4. De´termination des de´rive´es secondes. On pose:
(2)χwr =
∂2ur
(∂x0)2
|(Sw0 ),
(2)χr =
{
(2)χ1r sur (D10)
(2)χ2r sur (D20) .
On suppose toujours que les fonctions ur de´finissent une solution re´gulie`re du proble`me
de Goursat (3.2.1.1) .
En diffe´rentiant par rapport a` x0 les e´quations (Gr) on a:
(3.2.4.1)
{
Aλµ ∂
2
∂xλ∂xµ
(
∂ur
∂x0
)
+ ∂A
λµ
∂x0
∂2ur
∂xλ∂xµ
+ ∂A
λµ
∂us
∂us
∂x0
∂2ur
∂xλ∂xµ
+ ∂fr
∂x0
+ ∂fr
∂us
∂us
∂x0
+ ∂fr
∂(usν)
∂2us
∂x0∂xν
= 0.
En posant vr =
∂ur
∂x0
, on a alors:
(3.2.4.2)

Aλµ ∂
2vr
∂xλ∂xµ
+ ∂A
00
∂x0
∂vr
∂x0
+ 2∂A
0i
∂x0
∂vr
∂xi
+ ∂A
ij
∂x0
∂2ur
∂xi∂xj
+∂A
00
∂us
vs
∂vr
∂x0
+ 2∂A
0i
∂us
vs
∂vr
∂xi
+ ∂A
ij
∂us
vs
∂2ur
∂xi∂xj
+ ∂fr
∂x0
+ ∂fr
∂us
vs +
∂fr
∂vs
∂vs
∂x0
+ ∂fr
∂(vs,i)
∂vs
∂xi
= 0 .
En prenant la restriction de (3.2.4.2) a` l’hypersurface caracte´ristique (Sw0 ) et en tenant
compte des relations:
(3.2.4.3)

[
∂u
∂xi
]w
= ∂[u]
w
∂xi
+ qwi
[
∂u
∂x0
]w[
∂2u
∂x0∂xi
]w
= ∂
∂xi
[
∂u
∂x0
]w
+ qwi
[
∂2u
(∂x0)2
]w[
∂2u
∂xi∂xj
]w
= ∂
2[u]w
∂xi∂xj
+
∂qwi
∂xj
[
∂u
∂x0
]w
+ qwi
∂
∂xj
[
∂u
∂x0
]w
+ qwj
∂
∂xi
[
∂u
∂x0
]w
+ qwi q
w
j
[
∂2u
(∂x0)2
]w
,
on de´duit que l’on a:
(3.2.4.4)

2
([
A
ij
]w
qwj +
[
A
0i
]w)
∂
∂xi
[
∂vr
∂x0
]w
+
[
A
ij
]w
∂qwi
∂xj
[
∂vr
∂x0
]w
+
[
A
ij
]w
∂2[vr]
∂xi∂xj
+
(([
∂A00
∂x0
]w
+
[
∂A00
∂ut
]w
[vt]
w
)
δsr +
[
∂fr
∂vs
]w) [
∂vs
∂x0
]w
+
(
2
([
∂A0i
∂x0
]w
+
[
∂A0i
∂ut
]w
[vt]
w
)
δsr +
[
∂fr
∂(us,i)
]w)
∂[vs]
w
∂xi
+
([
∂Aij
∂x0
]w
+
[
∂Aij
∂us
]w
[vs]
w
)
qwi q
w
j
[
∂vr
∂x0
]w
+
(
∂qwi
∂xj
[vs]
w + qwi
∂[vs]
w
∂xj
+ qwj
∂[vs]
w
∂xi
+ ∂
2[vs]
w
∂xi∂xj
)
×
×
([
∂Aij
∂x0
]w
+
[
∂Aij
∂us
]w
[vs]
w
)
= 0.
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Sur chaque bicaracte´ristique issue de T , on a:
(3.2.4.5)

2d
(2)χwr
dX1
+
[
A
ij
]w
∂qwi
∂xj
(2)χwr +
[
A
ij
]w
∂2 (1)χwr
∂xi∂xj
+
[
∂fr
∂us
]w
(1)χws
+
[
∂fr
∂x0
]w
+
([
∂Aij
∂x0
]w
+
[
∂Aij
∂us
]w
(1)χws
) (
qwi q
w
j
(2)χwr
)
+

[
∂A00
∂x0
]w
δsr +
[
∂fr
∂us,0
]w
+ δsr
[
∂A00
∂ut
]w
(1)χwt +
2
([
∂A0i
∂x0
]w
δsr +
[
∂fr
∂us,i
]w
+ δsr
[
∂A0i
∂ut
]w
(1)χwt
)
qwi
 (2)χws
+
([
∂Aij
∂x0
]w
+
[
∂Aij
∂us
]w
(1)χws
)
×
×
(
∂qwi
∂xj
(1)χws + q
w
i
∂ (1)χws
∂xj
+ qwj
∂ (1)χws
∂xi
+ ∂
2 (1)χws
∂xi∂xj
)
+
(
2
[
∂A0i
∂x0
]w
δsr + 2δ
s
r
[
∂A0i
∂ut
]w
(1)χwt +
[
∂fr
∂us,i
]w)
∂ (1)χws
∂xi
= 0 .
L’e´quation (3.2.4.5) peut eˆtre ree´crite sous la forme:
(3.2.4.5)′ 2
d (2)χwr
dX1
+
[
A
ij
]w ∂qwi
∂xj
(2)χwr +
[
A
ij
]w ∂2 (1)χwr
∂xi∂xj
+ hwr,2 = 0,
ou`:
hwr,2 = h
sw
r,2
(2)χws + h
0w
r,2
avec:
(3.2.4.6)

hswr,2 =
([
∂Aij
∂x0
]w
+
[
∂Aij
∂ut
]w
(1)χwt
)
qwi q
w
j δ
s
r
+

([
∂A00
∂x0
]w
+
[
∂A00
∂ut
]w
(1)χwt
)
δsr +
[
∂fr
∂us,0
]w
+
+
[
∂fr
∂us,i
]w
qwi + 2δ
s
r
([
∂A0i
∂x0
]w
+
[
∂A0i
∂ut
]w
(1)χwt
)
qwi
 ,
h0wr,2 =
[
∂fr
∂x0
]w
+
[
∂fr
∂us
]w
(1)χws
+
(
2
[
∂A0i
∂x0
]w
δsr + 2δ
s
r
[
∂A0i
∂ut
]w
(1)χwt +
[
∂fr
∂us,i
]w)
∂ (1)χws
∂xi
+
([
∂Aij
∂x0
]w
+
[
∂Aij
∂us
]w
(1)χws
)
×
×
(
∂qwi
∂xj
(1)χws + q
w
i
∂ (1)χws
∂xj
+ qwj
∂ (1)χws
∂xi
+ ∂
2 (1)χws
∂xi∂xj
)
.
Sous les hypothe`ses α2p+1, β2p−1, γ2p+1, (p ≥ 2), il de´coule du sous-paragraphe pre´ce´dent
que les fonctions χws sont de classe C
2p−1 sur (Dw0 ) et χws |T est de classe C2p; on en de´duit
que les fonctions hswr,2, h
0w
r,2,
[
A
ij
]w
∂2 (1)χwr
∂xi∂xj
sont de classe C2p−3 sur (Dw0 ) .
(3.2.4.5)
′
est donc un syste`me diffe´rentiel du premier ordre line´aire en (2)χws .
Puisque ∂ur
∂x0
(φw (xi) , xi) = χwr (x
i), en de´rivant par rapport a` x1, puis en prenant la
restriction a` T , et en tenant compte du fait que les fonctions ∂2ur
∂x1∂x0
|T sont continues,
on a une condition initiale pour le syste`me diffe´rentiel line´aire (3.2.4.5)′ de´finie par:
(3.2.4.7) : (2)χ1r |T=
1
∂φ1
∂x1
|T −∂φ2∂x1 |T
[
∂χ1r
∂x1
|T −∂χ
2
r
∂x1
|T
]
= (2)χ2r |T .
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Par conse´quent le syste`me diffe´rentiel line´aire (3.2.4.5)′ munit de la condition initiale
de´finie par (3.2.4.7) admet une unique solution (2)χwr de´finie dans le voisinage (Sw0 ) de T
dans S.
Ainsi donc pour toute solution du proble`me hyper-quasiline´aire de Goursat de classe
Cp+1 sur V , les de´rive´es partielles secondes sont entie`rement de´termine´es sur (S0) .
Il de´coule de (3.2.4.7) que sous les hypothe`ses α2p+1, β2p−1, γ2p+1 (p ≥ 2), les fonctions
(2)χwr |T sont de classe C2p−2;; on de´duit alors du the´ore`me de diffe´rentiabilite´ et de
de´pendance continue des conditions initiales pour les syste`mes diffe´rentiels que sous les
hypothe`ses α2p+1, β2p−1, γ2p+1, les fonctions (2)χwr sont de classe C
2p−3 sur (Dw0 ) et en
outre les fonctions (2)χr sont continues sur (S0) .
3.2.5. De´termination des de´rive´es d’ordre supe´rieur ou e´gal a` trois. On sup-
pose toujours que les fonctions ur de´finissent une solution du proble`me de Goursat hyper-
quasiline´aire et sont de classe Cp+1 sur V.
On se propose de montrer que pour tout l ∈ [1, p] ∩N, les fonctions ∂l0ur restreintes a`
(S0) sont entie`rement de´termine´es et de fac¸on unique.
Soit l ∈ [1, p] ∩ N, on pose:
(l)χwr =
∂lur
(∂x0)l
|(Sw0 ) et
(l)χr =
{
(l)χ1r sur (D10)
(l)χ2r sur (D20) .
D’apre`s les deux sous-paragraphes pre´ce´dents, le re´sultat est e´tabli pour l ∈ {1, 2} .
Plus pre´cise´ment on a montre´ que: (1)χwr ≡ χwr est de classe C2p−1 sur (Dw0 ) et (2)χwr
est de classe C2p−3 sur (Dw0 ) . En outre on a e´tabli que les fonctions (2)χr et χr sont
continues sur (S0) .
Sous les hypothe`ses α2p+1, β2p−1, γ2p+1 on suppose que pour tout m ∈ [1, l − 1] ∩ N,
(l ≥ 2) :
• (m)χwr est de´termine´e de fac¸on unique sur (Sw0 ) ;
• (m)χwr est de classe C2(p−m)+1 sur (Dw0 ) ;
• (m)χr est continue sur (S0) .
On va montrer que les fonctions (l)χwr sont de´termine´es de fac¸on unique sur (Sw0 ), sont
de classe C2(p−l)+1 sur (Dw0 ) et que les fonctions (l)χr sont continues sur (S0) .
En de´rivant les e´quations (Gr) (l − 1) fois par rapport a` x0, on a:
(3.2.5.1) Aλµ∂2λµ
(
∂l−10 ur
)
+ hlr = 0,
ou`: • hlr est un polynoˆme des fonctions suivantes:
- les de´rive´es des Aλµ jusqu’a` l’ordre l − 1,
- les de´rive´es de fr jusqu’a` l’ordre l − 1,
- les de´rive´es des us jusqu’a` l’ordre l.
En conside´rant la restriction de (3.2.5.1) a` l’hypersurface caracte´ristique (Sw0 ) et en
tenant compte du fait que l’on a:
pour tout multi-indice θ = (θ0, ..., θN) ∈ NN tel que |θ| = m ≤ l,
(3.2.5.1)′

[
Dθur
]w
= (m)χwr
N∏
i=1
(qwi )
θi +
∑
pi
Dt0 (θ0+pi)χwr
pi∏
i=1
∂tiφw
ou` t0 + ...+ tpi = θ
′ ≡ (θ1, ..., θN) , θ0 + pi ≤ m− 1;
(0)χwr = ϕ
w
r .
72 D. E. HOUPA DANGA AND MARCEL DOSSA
On a sur chaque bicaracte´ristique issue de T :
(3.2.5.2) 2
d (l)χwr
dX1
+
[
A
ij
]w ∂qwi
∂xj
(l)χwr +
[
A
ij
]w ∂2 (l−1)χwr
∂xi∂xj
+ hw,lr = 0.
Avec comme dans le cas des de´rive´es secondes:
hw,lr =
N∑
s=1
hsw,lr
(l)χws + h
0w,l
r
ou`:
• les hsw,lr sont des polynoˆmes des fonctions suivantes:
- les de´rive´es des Aλµ jusqu’a` l’ordre l − 1,
- les de´rive´es de fr jusqu’a` l’ordre l − 1,
- les de´rive´es premie`res de φw,
- les χws .
• les h0w,lr sont des polynoˆmes des fonctions suivantes:
- les de´rive´es des Aλµ jusqu’a` l’ordre l − 1,
- les de´rive´es de fr jusqu’a` l’ordre l − 1,
- les de´rive´es de φw jusqu’a` l’ordre l − 1,
- les (m)χws (0 ≤ m ≤ l − 1) ainsi que leurs de´rive´es jusqu’a` l’ordre l −m.
Sous les hypothe`ses α2p+1, β2p−1, γ2p+1, il de´coule de l’hypothe`se de re´currence que les
fonctions hsw,lr , h
0w,l
r et
[
A
ij
]w
∂2 (l−1)χwr
∂xi∂xj
sont de classe C2(p−l)+1 dans (Dw0 ) .
(3.2.5.2) est un syste`me diffe´rentiel line´aire en (l)χws .
Puisque les fonctions ur sont de classe C
p+1 sur V et que l ≤ p, on a les fonctions
∂lur
(∂x1)(∂x0)l−1
|T sont continues; on de´duit alors comme dans le cas des de´rive´es premie`res
que l’on a:
(3.2.5.3) (l)χ1r |T=
1
∂φ1
∂x1
|T −∂φ2∂x1 |T
[
∂ (l−1)χ1r
∂x1
|T −∂
(l−1)χ2r
∂x1
|T
]
= (l)χ2r |T .
Par suite le syste`me diffe´rentiel line´aire (3.2.5.2) munit de la condition initiale de´finie
par (3.2.5.3) admet une unique solution (l)χwr de´finie dans le voisinage (Sw0 ) de T dans
Sw.
Ainsi donc pour toute solution du proble`me hyper-quasiline´aire de Goursat de classe
Cp+1 sur V , les fonctions (l)χwr sont de´termine´es de fac¸on unique.
Sous les hypothe`ses α2p+1, β2p−1, γ2p+1, il de´coule de (3.2.5.3) et de l’hypothe`se de
re´currence que les fonctions (l)χwr |T sont de classe C2(p−l)+2; on de´duit alors du the´ore`me
de diffe´rentiabilite´ et de de´pendance continue des conditions initiales pour les syste`mes
diffe´rentiels que les fonctions (l)χwr sont de classe C
2(p−l)+1 sur (Dw0 ) ; en outre les fonctions
(l)χr sont continues sur (S0) .
3.2.6. Re´capitulatif des re´sultats sur les restrictions des de´rive´es aux hy-
persurfaces caracte´ristiques. Dans ce sous-paragraphe, on re´capitule les re´sultats
obtenus dans le cadre de la de´termination des restrictions a` S des de´rive´es de la solution
suffisamment re´gulie`re du proble`me hyper-quasiline´aire de Goursat.
Proposition 3.2.6.1. 1)- Etant donne´es des fonctions ur qui ve´rifient le proble`me hyper-
quasiline´aire de Goursat (3.2.1.1) et qui sont de classe Cp+1 sur V , sous les hypothe`ses
α2p+1, β2p−1, γ2p+1.
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Alors il existe un voisinage (Sw0 ) de T dans Sw tel que pour tout l ∈ [1, p] ∩N, on a:
• les fonctions (l)χwr = ∂l0ur |(Sw0 )sont de´termine´es de fac¸on unique et sont de classe
C2(p−l)+1 sur (Dw0 ) ;
• les fonctions (l)χr sont continues sur (S0) ;
avec: (Dw0 ) qui est le projete´ de (Sw0 ) dans l’espace des (xi) ;
(l)χr =
{
(l)χ1r sur D10
(l)χ2r sur D20 .
2)- Etant donne´es des fonctions ur qui ve´rifient le proble`me hyper-quasiline´aire de
Goursat (3.2.1.1) et qui sont de classe C∞ sur V , sous les hypothe`ses α∞, β∞, γ∞.
Il existe un voisinage (Sw0 ) de T dans Sw tel que pour tout l ∈ N∗, on a:
• les fonctions (l)χwr = ∂l0ur |(Sw0 )sont de´termine´es de fac¸on unique et sont de classe
C∞ sur (Dw0 ) ;
• les fonctions (l)χr sont continues sur (S0)
On a eu a` constater que seul le syste`me diffe´rentiel de´finissant les de´rive´es partielles
premie`res par rapport a` x0 restreintes a` Sw est non line´aire; cette non line´arite´ e´tant duˆe
a` celle des fonctions [fr]
w par rapport aux [∂0us]
w . Si les fonctions [fr]
w sont line´aires par
rapport aux [∂0us]
w, ou` dans l’expression des [fr]
w les fonctions [∂ius]
w sont remplace´es
par les fonctions ∂iϕ
w
s + q
w
i [∂0us]
w, alors les de´rive´es partielles premie`res des solutions ur
restreintes a` Sw tout entier seront de´termine´es. Et pour les de´rive´es d’ordre supe´rieur
ou e´gal a` deux on a le re´sultat suivant:
Proposition 3.2.6.2. 1)- Etant donne´es des fonctions ur qui ve´rifient le proble`me hyper
quasi-line´aire de Goursat (3.2.1.1) et qui sont de classe Cp+1 sur V ; si les hypothe`ses
α2p+1, β2p−1, γ2p+1 sont ve´rifie´es et les fonctions
[fr]
w = fr
(
φw
(
xi
)
, xi;ϕws
(
xi
)
;χws
(
xi
)
, ∂iϕ
w
s + q
w
i χ
w
s
)
sont line´aires par rapport aux χws alors on a les meˆmes conclusions que dans le re´sultat
pre´ce´dent et (S0) est remplace´ par S tout entier.
2)- Etant donne´es des fonctions ur qui ve´rifient le proble`me hyper quasi-line´aire de
Goursat (3.2.1.1) et qui sont de classe C∞ sur V ; si les hypothe`ses α∞, β∞, γ∞ sont
ve´rifie´es et les fonctions [fr]
w = fr (φ
w (xi) , xi;ϕws (x
i) ;χws (x
i) , ∂iϕ
w
s + q
w
i χ
w
s ) sont line´aires
par rapport aux χws alors on a les meˆmes conclusions que dans le re´sultat pre´ce´dent et
(S0) est remplace´ par S tout entier.
En utilisant la remarque qui a e´te´ faite a` la fin du sous-paragraphe 3.2.1 ou encore les
relations (3.2.4.3) et (3.2.5.1)′ on a le re´sultat suivant:
Proposition 3.2.6.3. Etant donne´es des fonctions ur qui ve´rifient le proble`me hyper
quasi-line´aire de Goursat (3.2.1.1) et qui sont de classe Cp+1 sur V ; sous les hypothe`ses
α2p+1, β2p−1, γ2p+1 :
Il existe un voisinage (Sw0 ) de T dans Sw tel que pour tout multi-indice θ de RN+1
avec |θ| = l ∈ [1, p] ∩N , on a:
• les fonctions Dθur |(Sw0 )sont de´termine´es de fac¸on unique et sont de classe C
2(p−l)+1
sur Dw0 ;
• les fonctions Dθur |(S0)sont continues.
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Remarque 3.2.6.1. Les hypothe`ses de re´gularite´ α2p+1, β2p−1, γ2p+1 sont assez fortes; il
de´coule des preuves faites ci-dessus que l’on peut leurs substituer les hypothe`ses suivantes:
· Les fonctions Aλµ sont de classe Cp+1 sur V et pour tout multi-indice θ, |θ| ≤ p ,
les fonctions DθAλµ |Sw sont de classe C2(p−|θ|)+1 sur Dw.
· Les fonctions fr sont de classe Cp sur V et pour tout multi-indice θ, |θ| ≤ p , les
fonctions Dθfr |Sw sont de classe C2(p−|θ|)−1 sur Dw.
Dans le cas particulier des proble`mes de Goursat associe´s aux syste`mes semi-line´aires
on a le re´sultat suivant:
Proposition 3.2.6.4. Etant donne´es des fonctions ur qui ve´rifient le proble`me semi-
line´aire de Goursat (3.1.1.1) et qui sont cinq fois diffe´rentiables et admettent des de´rive´es
continues et borne´es jusqu’a` l’ordre quatre sur V ; sous les hypothe`ses H3.
Il existe un voisinage (Sw0 ) de T dans Sw tel que pour tout multi-indice θ de R4 tel
que |θ| ≤ 3, on a:
• les fonctions Dθur |(Sw0 )sont de´termine´es de fac¸on unique et sont de classe C
7−2|θ|
sur (Dw0 ) ;
• les fonctions Dθur |(S0) sont continues sur (S0) .
Du re´sultat pre´ce´dent, on de´duit le re´sultat suivant qui est tre`s utile pour la suite:
Corollaire 3.2.6.1. Sous les hypothe`ses H3, les fonctions ΦR qui interviennent dans les
inte´grandes du syste`me inte´gral (FS) sont de´termine´es de fac¸on unique sur (S0) et sont
telles que sur (Dw0 ) les fonctions ΦR sont de classe C1. En outre les fonctions ΦR sont
continues sur (S0) .
On a re´solu le seul proble`me reste´ en suspens apre`s l’e´tablissement du syste`me inte´gral
des formules de Kirchhoff ge´ne´ralise´es (Fs) . Dans le chapitre qui va suivre, on va proce´der
a` la re´solution dans un espace de fonctions continues et borne´es de´finies dans un voisinage
de (S0) du syste`me inte´gral (Fs).
4. THEOREME D’EXISTENCE ET D’UNICITE POUR LE SYSTEME
INTEGRAL (Fs) DES FORMULES DE KIRCHHOFF
Ce chapitre est consacre´ a` la re´solution du syste`me inte´gral des formules de Kirchhoff
ge´ne´ralise´es (Fs) de´fini a` la proposition 3.1.2.2. La me´thode utilise´e est base´e sur le
the´ore`me du point fixe de Banach. Des me´thodes elles aussi base´es sur le the´ore`me
du point fixe ont e´te´ employe´es par Y. CHOQUET-BRUHAT [11] (pour des syste`mes
hyper-quasiline´aires a` donne´es initiales sur une hypersurface spatiale), S. BAH [1] (pour
des e´quations semi-line´aires a` donne´es initiales sur un cono¨ıde caracte´ristique). On a
adopte´, pour des raisons techniques qui seront pre´cise´es dans la suite, une me´thode qui
pourrait se situer entre celles des deux auteurs sus-cite´s.
Le plan de ce chapitre qui est divise´ en trois paragraphes est le suivant:
• dans le premier paragraphe, on donne une expression des fonctions Js (xα0 , λh) qui
interviennent dans les inte´grales doubles du syste`me inte´gral (Fs), adapte´e aux proble`mes
semi-line´aires de Goursat;
• dans le second paragraphe, on de´finit le cadre fonctionnel et ensuite on e´nonce le
re´sultat d’existence semi-globale et d’unicite´ pour le syste`me inte´gral (Fs) ;
• dans le dernier paragraphe, on proce`de a` la re´solution du syste`me inte´gral (Fs) .
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4.1. Expression adapte´e des fonctions: Js (xα0 , λh)= Eis
(
∆1i − ∂ψ∂λh∆hi
)
.
4.1.1. Pre´liminaires. On a constate´ que pour les proble`mes line´aires a` donne´es ini-
tiales sur une hypersurface spatiale (ou sur deux hypersurfaces caracte´tistiques se´cantes),
on a une expression de EiS donne´e par la formule (1.6.3.1) (ou la formule (2.3.0.6)
′) qui
est adapte´e a` la re´solution des e´quations inte´grales que l’on a obtenues par les formules
de Kirchhoff. Une telle formule a e´te´ obtenue au lemme 5.1.1 de [1] pour des e´quations
semi-line´aires a` donne´es initiales sur un cono¨ıde caracte´ristique. On va e´noncer ici un
re´sultat similaire au lemme 5.1.1 de [1] .
On conserve pour les fonctions ω,$ et ω̂ les de´finitions donne´es au sous-paragraphe
1.6.1
Lemme 4.1.1.1. Les fonctions EiwS , de´finies en (3.1.2.3) peuvent se mettre sous la forme:
(4.1.1.1) EiwS =
p0i
λ21
∗
Φ
w
S +
1
λ1
KiS (ω,$, ω̂)
ou` KiS est une fonction affine de ses arguments, a` coefficients continus et borne´s.
Preuve. D’apre`s (3.1.2.3) on a:
EiwS = −
∂σRS
∂yj
[ ∗
A
ij
]w ∗
Φ
w
R + σ
R
S
[ ∗Aij]w ∂
∗
Φ
w
R
∂yj
−
∗
Φ
w
R
∂
([ ∗
A
ij
]w)
∂yj
+
[ ∗
B
iT
R
]w ∗
Φ
w
T

avec σRS = σω
R
S .
En de´veloppant, on peut ree´crire EiwS sous la forme:
(4.1.1.2) EiwS = AiwS + BiwS ,
avec:
(4.1.1.3)

AiwS = − ∂σ∂yj
[ ∗
A
ij
]w
ωRS
∗
Φ
w
R
BiwS = −∂ω
R
S
∂yi
[ ∗
A
ij
]w
σ
∗
Φ
w
R +
+σωRS
[ ∗Aij]w ∂ ∗ΦwR
∂yj
−
∗
Φ
w
R
∂
„» ∗
A
ij–w«
∂yj
+
[ ∗
B
iT
R
]w ∗
Φ
w
T

• Calcul des AiwS
En utilisant (1.5.4.1), (1.5.4.3), le lemme 1.5.4.1 et la relation ωRS = δ
R
S + λ1ω̂
R
S , on
e´tablit de la meˆme manie`re que dans [1, p.70] le re´sultat suivant:
(4.1.1.4) AiwS =
p0i
λ21
∗
Φ
w
S +
1
λ1
(
Eiw0S + E
iw
1Rω̂
R
S
)
,
ou` les fonctions Eiw0S , E
iw
1S sont continues et borne´es.
• Calcul des BiwS
76 D. E. HOUPA DANGA AND MARCEL DOSSA
D’apre`s la relation (A.1.1) de l’ Appendice A1 de [23] on a:
∂ωRS
∂yi
=
∆1i
∆
PRT ω
T
S + ω
R
S,k
ki
 .
Par suite on a:
(4.1.1.5) BiwS = −σ
(
∆1j
∆
PRT ω
T
S + ω
R
S,k
kj

)[ ∗
A
ij
]w ∗
Φ
w
R + σω
R
S g
iw
R
avec les fonctions giwR de´finies par:
(4.1.1.6) giwR =
[ ∗
A
ij
]w
∂
∗
Φ
w
R
∂yj
−
∗
Φ
w
R
∂
([ ∗
A
ij
]w)
∂yj
+
[ ∗
B
iT
R
]w ∗
Φ
w
T
D’apre`s l’hypothe`se H3
(
sur les fonctions Aλµ et fr
)
et le corollaire 3.2.6.1, les fonctions
giwR sont continues et borne´es sur (Dw0 ) . On de´duit alors de (4.1.1.5) que l’on a:
(4.1.1.7) BiwS = λ1σ
(
giwT −
∆1j
∆
PRT
[ ∗
A
ij
]w ∗
Φ
w
R
)
ωTS
λ1
− λ1σ
([ ∗
A
ij
]w ∗
Φ
w
R λ1
kj

)
ωRS,k
λ21
D’apre`s le lemme 1.5.4.1, λ1σ est continue et borne´e; d’apre`s le lemme 1.5.2.1, les fonc-
tions
∆1j
∆
, λ1
kj
 sont continues et borne´es; d’apre`s les hypothe`ses H3, les fonctions P
R
T ,[ ∗
A
ij
]w
sont continues et borne´es. Les fonctions PRT e´tant de´finies par (3.1.2.4)
′). On
de´duit de ce qui pre´ce`de que l’on a:
(4.1.1.8) BiwS =
1
λ1
(
Eiw2Tω
T
S + E
ikw
3R
ωRS,k
λ1
)
ou` les fonctions Eiw2T , E
ikw
3R sont continues et borne´es. Il de´coule alors de (4.1.1.2),
(4.1.1.4) et (4.1.1.8) que l’on a:
(4.1.1.9) EiwS =
p0i
λ21
∗
Φ
w
S +
1
λ1
(
Ei0S + E
iw
1Rω̂
R
S + E
iw
2Rω
R
S + E
ikw
3R
ωRS,k
λ1
)
En utilisant les de´finitions de ω,$ et ω̂ on a alors:
(4.1.1.10) EiwS =
p0i
λ21
∗
Φ
w
S +
1
λ1
KiwS (ω,$, ω̂)
avec:
(4.1.1.11) KiwS (ω, ω̂,$) = E
iw
0S + E
iw
1Rω̂
R
S + E
iw
2Rω
R
S + E
ikw
3R
ωRS,k
λ1
.
On a ainsi e´tabli le lemme. 
Convention:
Dans la suite KiS (ω, ω̂,$) designera une fonction affine de ses arguments a` coeffi-
cients continus et borne´s qui pourra eˆtre diffe´rente a` chacun de ses emplois.
PROBLE`MES DE GOURSAT SEMI-LINE´AIRES IMHOTEP, VOL. 7, NO1 (2007), 15-100 77
4.1.2. Expression des fonctions Js (Ω). D’apre`s l’e´tude des fonctions EiwS faite au
sous-paragraphe 4.1.1 ci-dessus, on a:
(4.1.2.1)

J wS (ω) = J 0wS + J 1wS (ω)
avec J 0S =
(
∆1i − ∂ψ∂λh∆hi
)
p0i
λ21
∗
Φ
w
S
J 1S (ω) =
(
∆1i − ∂ψ∂λh∆hi
)
KiS(ω,$,bω)
λ1
Dans le cas des syste`mes line´aires, en utilisant (2.3.0.6) on a obtenu un re´sultat sem-
blable a` (4.1.2.1) ; la diffe´rence e´tant que pour les syste`mes line´aires les fonctions KiS
sont inde´pendantes des ω,$ et ω̂.
On pourra donc exploiter l’e´tude qui a e´te´ faite au troisie`me paragraphe du chapitre
2 sur les inte´grales doubles.
A/- Dans le domaine a ≤ C |x10|, (xi0) ∈ (Dw0 ).
. i) Dans le domaine ζ1 ≥ 0
D’apre`s le lemme 2.2.1.8, dans ce domaine C−M0 ∩ (Sw0 ) admet une repre´sentation
parame´trique λ1 = ψ (x
α
0 ;λh′ ) .
On passe alors aux variables λ2′ , λ3′ et on pose:
J ′wSB = EiwS
(
∆1
′
i −
∂ψ
∂λh
∆h
′
i
)
.
En utilisant le lemme 4.1.1.1 et en proce´dant de la meˆme manie`re que pour les syste`mes
line´aires ( voir le premier sous-paragraphe du troisie`me paragraphe du chapitre 2) on a
l’analogue de la relation (2.3.1.2) donne´ par:
(4.1.2.2) J ′wSB = sinλ2′
∗
Φ
w
S
(
ξi
)
+K (ω,$, ω̂) a
ii) Dans le domaine ζ1 < 0
D’apre`s le lemme 2.2.1.5 et le lemme 2.2.1.6, on passe aux variables ζ1, α et on
pose:
Di =
∣∣∣∣D (λ2′ , λ3′ )D (ζ1, α)
∣∣∣∣ (∆1′i − ∂ψ∂λh∆h′i
)
et J wSC (ω) = DiEiwS (ω)
Suivant l’e´tude de la 2−surface S0 (M0) faite au sous-paragraphe 2.2.1, on subdivise
le domaine en deux parties comme dans le cas des syste`mes line´aires.
α) Dans le domaine ζ1 ≤ −ma
On de´duit du lemme 2.2.1.5 que dans ce domaine on a:
Di = K
′√
a |ζ1|, 1
λ1
=
K
′′
|ζ1| ; K
′
, K
′′
fonctions borne´es.
D’apre`s le lemme 4.1.1.1, on a alors la relation suivante qui est l’analogue de la formule
(2.3.1.6):
EiwS =
K
|ζ1|2 +
K (ω,$, ω̂)
|ζ1| =
K (ω, ω̂,$)
|ζ1|2 .
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En utilisant la de´finition J wSC on a:
(4.1.2.3) J wSC1 (ω) = DiEiS =
√
a
|ζ1| 32
K (ω,$, ω̂) .
β) Dans le domaine 0 > ζ1 > −b
En proce´dant comme dans le cas des syste`mes line´aires et en utilisant les relations
(2.3.1.9) et (2.3.1.11) ; ou` dans cette dernie`re on prend K comme fonction de (ω,$, ω̂),
on a:
(4.1.2.4) J wSC2 (ω) = ΦwS
(
ξi
) a
(a+ |ζ1|)2 +
√
a
(a+ |ζ1|) 12
K (ω,$, ω̂) .
iii) Dans le domaine D (M0)
Dans le cas line´aire on a distingue´ le cas ou` M0 (x
α
0 ) est voisin de (Sw0 ) \T et le cas
ou` M0 (x
α
0 ) est voisin de T . Dans les deux cas on a constate´ que les fonctions J wS sont
borne´es. On en de´duit que dans le cas des syste`mes semi-line´aires on a:
(4.1.2.5) J wSD (ω) = K (ω,$, ω̂) .
B/ Dans le domaine a > C |x10|, x00 < B2.
On peut supposer que M0 (x
α
0 ) est voisin de T et en proce´dant comme dans le cas
line´aire (voir 2.3.2 B/), et en utilisant le lemme 4.1.1.1 on a la relation suivante qui est
l’analogue de la relation (2.3.2.6):
(4.1.2.6) J wS (ω) = sinλ2
∗
Φ
w
S
(
xα0 ; y
i
)
+K (ω,$, ω̂)λ1.
4.2. ESPACES FONCTIONNELS ET THEOREME D’EXISTENCE .
4.2.1. Espaces fonctionnels: Le the´ore`me d’existence que l’on e´noncera dans le
paragraphe suivant donne une solution du syste`me inte´gral des formules de Kirchhoff
dans un espace de fonctions continues et borne´es.
On conside`re l’espace fonctionnel E1 dont un e´le´ment U = (US) est une famille de
fonctions telles que:
P1 : Les fonctions US sont continues et borne´es dans un domaine causal Y0 dont la
frontie`re contient (S0) ;
P2 : Les fonctions US prennent les valeurs Φ
w
S sur (Sw0 ) ;
P3 : Pour tout (x
0, xi) ∈ Y0, les fonctions US satisfont a` l’ine´galite´:∣∣US (x0, xi)− ΦS (xi)∣∣ < h,
h e´tant une constante a` pre´ciser ulte´rieurement.
Conside´rons la fonction U0 = (U0S) de´finie dans Y0 par:
U0S
(
x0, xi
)
= ΦS
(
xi
)
D’apre`s le corollaire 3.2.6.1, la fonction U0 ∈ E1.
Donc E1 est une partie non vide de l’espace des fonctions continues sur Γ2 (A) .
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On munit E1de la distance de la convergence uniforme: pour tout U,U ′ ∈ E1,
d1 (U,U
′) = ‖U − U ′‖1 = sup
(x0α)∈Y0,S
∣∣US (x0α)− U ′S (x0α)∣∣ .
(E1, d1) est un espace me´trique complet.
On conside`re aussi l’espace fonctionnel E2 dont un e´le´ment Ω =
(
ΩRS
)
est une famille
de fonctions telles que:
P4 : Les fonctions Ω
R
S ≡
(
ωRS ;ω
R
S,i;ω
R
S,ij
)
sont continues et borne´es dans un domaine
Λ0 de´fini par:
Λ0 :
 (x
α
0 ) ∈ Y0
0 > λ1 > ψ (x
α
0 ;λh)
(λ2, λ3) ∈ [0, pi]× [0, 2pi]
P5 : Les fonctions Ω
R
S prennent les valeurs Ω
R
0S en M0;
P6 : Les fonctions Ω̂
R
S ≡ Ω
R
S−δRS
λ1
sont continues et borne´es dans Λ0.
Les fonctions ΩR0S de´finissent un e´le´ment Ω0 de E2.
On munit E2 de la distance de la convergence uniforme: pour tout Ω, Ω′ ∈ E2,
d2 (Ω,Ω
′) = ‖Ω− Ω′‖2 = sup
(xα0 , λi) ∈ Λ0
R,S
∣∣ΩRS (xα0 , λi)− Ω′RS (xα0 , λi)∣∣
= sup
(xα0 , λi) ∈ Λ0
R,S, k, l
{∣∣ωRS − ω′RS ∣∣ , ∣∣ωRS,k − ω′RS,k∣∣ , ∣∣ωRS,kl − ω′RS,kl∣∣} .
On conside`re l’espace E = E1 × E2 et la distance d de´finie sur E par:
d [(U,Ω) , (U ′,Ω′)] = d1 (U,U ′) + d2 (Ω,Ω′)
(E , d) est un espace me´trique complet.
Graˆce a` la proprie´te´ P3, on choisira h de telle sorte que si
(
(US) ,
(
ΩRS
))
est une solution
de (FS) alors la famille de fonctions U = (US) est dans une boule de E1 centre´e en U0 et
de rayon h.
4.2.2. Enonce´ du re´sultat d’existence et d’unicite´. Soit L = Aλµ∂2λµ un ope´rateur
x0−hyperbolique.
On conside`re le proble`me de Cauchy semi-line´aire a` donne´es initiales sur la re´union
S des deux hypersurfaces Sw, caracte´ristiques pour L, se´cantes suivant la 2−surface
T :
{
x0 = 0
x1 = 0
de´fini par:
(4.2.2.1)
{
Aλµ (xα) ∂
2ur
∂xλ∂xµ
+ fr
(
xα, us,
∂us
∂xν
)
= 0 dans Y
ur|Sw = ϕwr (x
i)
ou` Y est un ouvert causal de R4 dont la frontie`re contient S et qui est contenu dans
l’ensemble des (xα) tels que φ (xi) ≤ x0 < +∞.
Le re´sultat d’existence semi-globale et d’unicite´ pour le syste`me inte´gral des formules
de Kirchhoff ge´ne´ralise´es associe´ au proble`me de Goursat pour les syste`mes semi-line´aires
est le suivant:
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The´ore`me 4.2.2.1. Hypothe`ses H4:
1− L = Aλµ∂2λµ est un ope´rateur x0−hyperbolique dans Y tel que:
i) A00 > ε > 0, AijXiXj est de´finie ne´gative;
ii) ∃ α > 0, ∀ (xα) ∈ Y, ∀ (Xi) ∈ R3\ {(0, 0, 0)}, −AijXiXj > α
3∑
i=1
(Xi)
2 ;
2− Les fonctions Aλµ sont des e´le´me´nts de C4 (Y) et pour tout multi-indice θ de R4,[
DθAλµ
]w ∈ B7−2|θ| (Dw) ; avec Bp (Dw) ≡ l’espace des fonctions de classes Cp dans Dw
dont les de´rive´es jusqu’a` l’ordre p sont borne´es;
3− Les fonctions fr sont des e´le´ments de B5 (Y ×W ×X), ou` W est un ouvert de
Rn et X est un ouvert de R4n et Bp (Y ×W ×X) ≡ l’espace des fonctions de classes Cp
dans Y ×W ×X dont les de´rive´es jusqu’a` l’ordre p sont borne´es;
4− Les fonctions ϕwr sont des e´le´ments de B7 (Dw) tels que les ϕr soient continues sur
S.
Re´sultats
Sous les hypothe`ses H4, on a:
1− Pour toute solution u = (ur) du proble`me de Cauchy (4.2.2.1) cinq fois diffe´rentiable
et admettant des de´rive´es jusqu’a` l’ordre quatre continues et borne´es, les fonctions ur
ainsi que leurs de´rive´es jusqu’a` l’ordre trois ve´rifient le syste`me inte´gral suivant: pour
tout point M0 (x
α
0 ) ∈ Y,
(FS)

4piUS (x
α
0 ) =
∫ 2pi
0
dλ3
∫ pi
0
sinλ2dλ2
∫ ψ(xα0 ,λh)
0
HS (UT , ω) dλ1
+
∫ 2pi
0
dλ3
∫ pi
0
JS (ω) dλ2,
ΩRS (x
α
0 , λi) = Ω0 +
∫ λ1
0
HRT (US) Ω
T
Sdλ1,
ou`:
(4.2.2.2)

US =
(
us,
∂us
∂xα
, ∂
2us
∂xα∂xβ
, ∂
3us
∂xα∂xβ∂xγ
)
,
HS (UT , ω) = 
(
[UR]L
R
S (UT , ω,$) + σω
R
S [fR (UT )]
)
,
JS (ω) = EiS (ω)
(
∆1i − ∂ψ∂λh∆hi
)
,
ΩRS =
(
ωRS , ω
R,i
S , ω
R,ij
S
)
; ΩR0S =
(
δRS , 0, 0
)
,
Les HRT (US) sont des matrices de´finies par (3.1.2.7) .
2− Il existe un ouvert causal Y0 ⊂ Y dont la frontie`re contient (S0) tout entier et tel
que:
i)− Le syste`me inte´gral (FS) admet une unique solution
(
US,Ω
R
S
)
dans l’espace des
fonctions continues et borne´es;
ii)− les fonctions (US) prennent les valeurs (ΦS) sur (S0) .
On e´tablira le re´sultat plus ge´ne´ral suivant:
The´ore`me 4.2.2.2. Sous les hypothe`ses H4, on a:
Pour toute solution u = (ur) du proble`me de Cauchy (4.2.2.1) cinq fois diffe´rentiable
et admettant des de´rive´es jusqu’a` l’ordre quatre continues et borne´es;
1− Les fonctions ur ainsi que leurs de´rive´es jusqu’a` l’ordre trois sont telles que le
syste`me inte´gral (FS) soit ve´rifie´, pour tout point M0 (xα0 ) ∈ Y .
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2− Il existe une constante positive h et des constantes positives C (h), M (h), B (h)
telles que pour tout domaine causal Y1 dont la frontie`re contient (S0) et qui est contenu
dans le domaine D (C (h) ,M (h) , B (h)) de´fini par:(xα) ∈ Y /
{
0 < a < M (h)
a ≤ C (h) |x1| ou
 0 < a < M (h)a > C (h) |x1|
x0 < B (h)

i)− le syste`me inte´gral (FS) admet une unique solution
(
US,Ω
R
S
)
dans l’espace des
fonctions continues et la fonction U = (US) appartient a` la boule de E1 centre´e en
U0 = (U0S) et de rayon h;
ii)− les fonctions US prennent sur (S0) les valeurs ΦS.
4.3. ETABLISSEMENT DES RESULTATS D’EXISTENCE ET D’UNICITE.
Dans ce paragraphe on e´tablit le the´ore`me 4.2.2.1 et le the´ore`me 4.2.2.2. Il apparaˆıt
imme´diatement que le premier the´ore`me est une conse´quence du second. On va donc
e´tablir uniquement le second the´ore`me.
Sous les hypothe`ses H4, il de´coule du corollaire 3.2.6.1 que les fonctions ΦS sont
de´termine´es de fac¸on unique sur (S0), elles y sont continues et on a en outre les fonctions
ΦS |(Sw0 )sont de classe C
1.
En utilisant la proposition 3.1.2.1 on a alors la premie`re partie du the´ore`me 4.2.2.1 et
du the´ore`me 4.2.2.2.
En ce qui concerne la deuxie`me partie du the´ore`me 4.2.2.2, on utilise une me´thode
base´e sur le the´ore`me du point fixe de Banach de´ploye´ dans l’espace me´trique complet
(E , d) .
4.3.1. Application de E dans E .. On conside`re l’application Θ de´finie sur E par:
 A tout e´le´ment (U,Ω) ≡ ((US) , (ΩRS )) ∈ E , on associe ((WS) , (ZRS )) tel que:
(4.3.1.1) 4piWRS (x
α
0 ) =
∫ 2pi
0
dλ3
∫ pi
0
sinλ2dλ2
∫ ψ(xα0 ,λh)
0
HS (UT , ω,$) dλ1
+
∫ 2pi
0
dλ3
∫ pi
0
dλ2JS (ω)
(4.3.1.2) ZRS (x
α
0 ;λi) = Ω
R
0S +
∫ λ1
0
HRT (UQ) Ω
T
Sdλ1 
ou`:
(4.3.1.3)

HS (UT , ω) = 
(
[UR]L
R
S (UT , ω,$) + σω
R
S (UQ) [fR (UT )]
)
,
JS (ω) = EiS (ω,$, ω̂)
(
∆1i − ∂ψ∂λh∆hi
)
,
Les HRT (UQ) sont des matrices de´finies par (3.1.2.7) .
Proposition 4.3.1.1. Sous les hypothe`ses H4, il existe h > 0 et il existe des constantes
C (h), M (h), B (h) positives telles que pour un choix convenable du domaine causal Y0
contenu dans(xα) ∈ Y /
{
0 < a < M (h)
a ≤ C (h) |x1| ou
 0 < a < M (h)a > C (h) |x1|
x0 < B (h)
 ( avec a = x0 − φ (xi)), Θ
est une application de E dans E .
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Preuve. A/ Montrons que les fonctions ZRS de´finies par (4.3.1.2) sont telles que Z =(
ZRS
)
appartient a` E2. D’apre`s la relation (4.3.1.2) on a:
ZRS = Ω
R
0S +
∫ λ1
0
HRT (UQ) Ω
T
Sdλ1,
avec:
(4.3.1.4)

HRT (US) =
 PRT 0 0PRT,i pRT δki 0
PRT,ij P
R
T,jδ
k
i + δ
l
jp
R
T,i p
R
T δ
k
i δ
l
j
 ,
PRT = −12
pj ∂
„» ∗
A
ij–«
∂yi
+
∂
„» ∗
A
0i–«
∂yi
 δRT+
+1
2
([ ∗
B
iR
T
]
pi +
[ ∗
B
0R
T
])
,
PRT,i =
∂PRT
∂p0i
, PRT,ij =
∂2PRT
∂p0i ∂p
0
j
.
Puisque les fonctions US (qui apparaissent a` travers les fonctions
[ ∗
B
αR
T
]
) sont
telles que U = (US) ∈ E1, on de´duit des proprie´te´s P1, P2 et du corollaire 3.2.6.1, que
sous l’hypothe`se H4 ( en particulier les hypothe`ses portant sue les fonctions A
λµ et fr),
les coefficients des matrices HRT sont continus et borne´s. Puisque Ω =
(
ΩRS
) ∈ E2, on
de´duit de la proprie´te´ P4 que les fonctions
(
HRT (US) Ω
T
S
)
sont continues et borne´es. En
de´finitive les fonctions ZRS sont continues et borne´es. Ainsi donc les fonctions Z
R
S sont
telles que la proprie´te´ P4 est ve´rifie´e. En outre, sous l’hypothe`se H4, en utilisant la
proposition 1.6.1.1, les fonctions
ZRS −ΩR0S
λ1
sont continues et borne´es. Donc la proprie´te´ P6
est ve´rifie´e. On de´duit du fait que pour λ1 = 0, les fonctions Z
R
S prennent les valeurs
ΩR0S que la proprie´te´ P5 est ve´rifie´e. Par conse´quent les fonctions Z
R
S sont telles que
Z =
(
ZRS
) ∈ E2.
B/ Montrons que les fonctions WS de´finies par (4.3.1.1) sont telles que W = (WS) ∈
E1.
Il s’agit de montrer que sous les hypothe`ses H4 les fonctions WS de´finies par (4.3.1.1)
sont telles que les proprie´te´s P1, P2, P3 soient ve´rifie´es. On e´tablit tout d’abord le lemme
suivant:
Lemme 4.3.1.1. Etant donne´ (U,Ω) ∈ E, sous les hypothe`sesH4, les fonctions KiS (ω, ω̂,$),
de´finies par (4.1.1.11), sont continues et borne´es et satisfont la majoration:
(4.3.1.5)
∣∣KiS (ω, ω̂,$)∣∣ ≤ k0 (1 + ∥∥∥Ω̂RS∥∥∥∞) , k0 constante;
ou`
∥∥∥Ω̂RS∥∥∥∞ = sup(xα0 ,λi)∈Λ0
∣∣∣Ω̂RS (xα0 , λi)∣∣∣ .

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Preuve. Soit (U,Ω) ∈ E , d’apre`s les hypothe`ses P4 et P6, les fonctions ΩRS et Ω̂RS =
ΩRS−ΩR0S
λ1
sont continues et borne´es. D’ou` les fonctions ω, ω̂,$ sont continues et borne´es
dans Λ0. Sous les hypothe`ses H4 et par de´finition des K
i
S (ω, ω̂,$), ces dernie`res sont des
fonctions affines de leurs arguments a` coefficients continus et borne´s. D’ou` les fonctions
KiS (ω, ω̂,$) sont continues et borne´es dans Λ0. En utilisant (4.1.1.11) on a:
KiS (ω, ω̂,$) = E
i
0S + E
i
1Rω̂
R
S + E
i
2Rω
R
S + E
ik
3R
ωRS,k
λ1
,
ou` les coefficients Ei0S, E
i
1R, E
i
2R, E
ik
3R sont des fonctions continues et borne´es. Donc il
existe des constantes positives ki telles que:∣∣KiS (ω, ω̂,$)∣∣ ≤ ki
(
1 +
∣∣ω̂RS ∣∣+
∣∣∣∣∣ωR,kSλ1
∣∣∣∣∣
)
≤ ki0
(
1 +
∥∥∥∥ΩRS − ΩR0Sλ1
∥∥∥∥
∞
)
≤ k0
(
1 +
∥∥∥Ω̂RS∥∥∥∞) .
Si on pose Ω̂ =
(
Ω̂RS
)
, et
∥∥∥Ω̂∥∥∥
∞
= max
R,S
∥∥∥Ω̂RS∥∥∥∞ on a aussi:
(4.3.1.6)
∣∣KiS (ω, ω̂,$)∣∣ ≤ k0 (1 + ∥∥∥Ω̂∥∥∥∞) .
Ce qui ache`ve la preuve du lemme. 
i) Montrons que les fonctions WS ve´rifient P1.
Il s’agit de montrer que pour (U,Ω) ∈ E et sous les hypothe`ses H4, les fonctions WS
de´finies par (4.3.1.1) sont continues et borne´es dans Γ2 (A) .
D’apre`s (4.3.1.1) on a:
(4.3.1.7)

4piWS (x
α
0 ) = TS (xα0 ) + IS (xα0 ) avec
TS (xα0 ) =
∫ 2pi
0
dλ3
∫ pi
0
sinλ2dλ2
∫ ψ(xα0 ,λh)
0
HS
(
UT ,Ω
R
T , Ω̂
R
T
)
dλ1,
IS (xα0 ) =
∫ 2pi
0
dλ3
∫ pi
0
dλ2JS
(
ΩRT , Ω̂
R
T
)
,
les fonctions HS et JS e´tant de´finies par (4.2.2.2) .
a) Montrons que les fonctions TS sont continues et borne´es
Soit (U,Ω) ∈ E .
D’apre`s les proprie´te´s P4, P6 les fonctions Ω
R
S , Ω̂
R
S sont continues et borne´es. Sous les
hypothe`ses H4, en utilisant la proposition 1.6.2.1 et le corollaire 3.2.6.1, on de´duit que
les fonctions HS sont continues et borne´es.
En utilisant le the´ore`me de continuite´ des inte´grales de´pendant de parame`tres, on
de´duit que les fonctions TS sont continues et borne´es a` l’inte´rieur de Γ2 (A) .
· Etudions la continuite´ de TS sur (S0) .
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Pour cela on utilise l’e´tude de la fonction V (xα0 ) faite au paragraphe 2.4.
◦) Dans le domaine a ≤ C |x10|
En utilisant la relation (2.4.1.1) on a:
(4.3.1.8) |TS (xα0 )| ≤ sup
{∣∣∣HS (UT ,ΩRT , Ω̂RT)∣∣∣ , (xα0 , λi) ∈ Λ}K ′a 12
◦) Dans le domaine a > C |x10|, x00 < B2
En utilisant la relation (2.4.2.1) on a:
(4.3.1.9) |TS (xα0 )| ≤ sup
{∣∣∣HS (UT ,ΩRT , Ω̂RT)∣∣∣ , (xα0 , λi) ∈ Γ}K ′′x00
En utilisant les relations (4.3.1.8− 9) on a:
Lorsque M0 (x
α
0 ) tend vers un point de (S0) , les fonctions TS (xα0 ) tendent vers ze´ro.
b) Montrons que les fonctions IS sont continues et borne´es
On utilise l’e´tude pre´liminaire qui a e´te´ faite au sous-paragraphe 4.1.2; on combine les
re´sultats que l’on y a obtenus au lemme 4.3.1.1
α) Dans le domaine a ≤ C |x10|, (xi0) ∈ (Dw0 ) .
•) Dans le domaine ζ1 ≥ 0
D’apre`s (4.1.2.2) on a:
J ′wSB (ω) = sinλ2′
∗
Φ
w
S
(
ξi
)
+ aK (ω,$, ω̂) .
En utilisant (4.3.1.6) et le fait que, d’apre`s le lemme 2.2.1.9, dans ce domaine
l’ine´galite´ suivante est ve´rifie´e
∣∣γ (λ3′ )− pi2 ∣∣ < K ′a, on a apre`s inte´gration:
(4.3.1.10) ISB =
∫ 2pi
0
dλ3′
∫ pi
γ(λ
3
′ )
J ′SB (ω) dλ2′
= 2piΦS
(
ξi
)
+ k1a
(
1 +
∥∥∥Ω̂∥∥∥
∞
)
, k1 fonction borne´e.
•) Dans le domaine ζ1 < 0
◦) Dans le domaine ζ1 ≤ −ma
D’apre`s la relation (4.1.2.3) on a:
JSC1 (ω) =
√
a
|ζ1| 32
K (ω,$, ω̂) .
◦) Dans le domaine −b < ζ1 < 0
D’apre`s la relation (4.1.2.4) on a:
JSC2 (ω) = ΦS
(
ξi
) a
(a+ |ζ1|)2 +
√
a
a+ |ζ1|K (ω,$, ω̂) .
De meˆme que dans le cas des syste`mes line´aires, on est amene´ a` distinguer deux cas
(selon la valeur de max
{−b, 1
2
µ0 (ξ
i)
}
) avant de proceder a` l’inte´gration.
Apre`s avoir distingue´ les deux cas, puis en inte´grant et enfin en utilisant (4.3.1.6) on
a:
(4.3.1.11) ISC = 2piΦwS
(
ξi
)
+ k2
√
a
|x10|
(
1 +
∥∥∥Ω̂∥∥∥
∞
)
.
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•) Dans le domaine D (M0)
D’apre`s la relation (4.1.2.5) on a la relation suivante qui est l’analogue de :
JSD (ω) = K (ω,$, ω̂) .
De meˆme que dans le cas des syste`mes line´aires, on distingue deux cas avant de
proceder a` l’inte´gration.
◦) Si M0 (xα0 ) est voisin de (S0) \T
En utilisant (4.3.1.6), puis en inte´grant on a:
(4.3.1.12) ISD1 = k3
(
1 +
∥∥∥Ω̂∥∥∥
∞
)
sup {λ2′ , (λ2′ , λ3′) ∈ ♦2′} .
◦) Si M0 (xα0 ) est voisin de T
En utilisant (4.3.1.6), puis en inte´grant on a de la meˆme manie`re que dans le cas
des syste`mes line´aires:
(4.3.1.13) ISD2 = k4
(
1 +
∥∥∥Ω̂∥∥∥
∞
)√ a
|x10|
+ |x10|.
On de´duit des relations (4.3.1.10 a` 4.3.1.13) que dans le domaine a ≤ C |x10|, on a:
∗) Si M0 (xα0 ) est voisin de (S0)\T
(4.3.1.14) IS (xα0 ) = 4piΦS
(
ξi
)
+ k
(
1 +
∥∥∥Ω̂∥∥∥
∞
)a+√ a|x10| + sup(λ
2
′ ,λ
3
′ )∈′2
λ2′
 .
∗) Si M0(xα0 ) est voisin de T
(4.3.1.15) IS (xα0 ) = 4piΦS
(
ξi
)
+ k′
(
1 +
∥∥∥Ω̂∥∥∥
∞
)(
a+
√
a
|x10|
+ |x10|
)
.
Sous les hypothe`sesH4, en utilisant le corollaire 3.2.6.1 et les relations (4.3.1.14− 15),
on conclut que dans le domaine a ≤ C |x10|, les IS sont continues et borne´es.
β) Dans le domaine a > C |x10|, x00 < B2
D’apre`s la relation (4.2.1.6) on a:
JS (ω) = sinλ2ΦS
(
ξi
)
+ λ1K (ω,$, ω̂) .
En utilisant la relation (4.3.1.6), le fait que l’on a λ1 = kx
0
0 d’apre`s le lemme 2.1.3.2,
on de´duit apre`s inte´gration que:
(4.3.1.16) IS (xα0 ) = 4piΦS
(
ξi
)
+ k5x
0
0
(
1 +
∥∥∥Ω̂∥∥∥
∞
)
,
On de´duit de la relation (4.3.1.16) que sous les hypothe`ses H4, en utilisant le corol-
laire 3.2.6.1, les fonctions IS sont continues et borne´es dans le domaine a > C |x10|,
x00 < B2.
Des e´tudes faites en a) et b), on de´duit que:
∗) Dans le domaine a ≤ C |x10| :
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(4.3.1.17) 4piWS (x
α
0 ) =

4piΦS (ξ
i) + ka
1
2 + k1
(
1 +
∥∥∥Ω̂∥∥∥
∞
)a+√ a|x10| + sup(λ
2
′ ,λ
3
′ )∈′2
λ2′

si M0 (x
α
0 ) est voisin de (S0) \T ,
4piΦS (ξ
i) + ka
1
2 + k1
(
1 +
∥∥∥Ω̂∥∥∥
∞
)(
a+
√
a
|x10| + |x
1
0|
)
si M0 (x
α
0 ) est voisin de T .
∗) Dans le domaine a > C |x10|, x00 < B2
(4.3.1.18) 4piWS (x
α
0 ) = 4piΦS
(
ξi
)
+ k2x
0
0
(
1 +
∥∥∥Ω̂∥∥∥
∞
)
,
On de´duit des relations (4.3.1.17− 4.3.1.18) que les fonctions WS sont continues et
borne´es dans Γ2 (A) .
En outre, en utilisant le lemme 2.2.1.10, on a:
Les fonctions WS prennent les valeurs ΦS sur
(S0) .
Il reste a` e´tablir que les WS ve´rifient P3.
Pour ce faire, on e´tablit le re´sultat suivant:
Lemme 4.3.1.2. Pour (U,Ω) ∈ E et sous les hypothe`ses H4.
Pour h convenablement choisi, il existe C (h), M (h), B (h) constantes positives telles
que:
Pour M0 (x
α
0 ) appartenant au domaine D (C,M,B) de´fini par:(xα) ∈ R4/
{
0 < a < M
a ≤ C |x1| , ou
 0 < a < Ma > C |x1|
x0 < B
, on a:∣∣WS (x00, xi0)− ΦS (xi0)∣∣ < h.
Preuve:
On a vu que pour (U,Ω) ∈ E et sous les hypothe`ses H4, les fonctions WS ve´rifient
les relations (4.3.1.17− 4.3.1.18) .
On de´duit de ces relations et du fait que d’apre`s la proprie´te´ P6 les fonctions Ω̂
R
S sont
borne´es que:
• Dans le domaine a < C |x1|
Pour M0 voisin de T
(4.3.1.19) |WS − ΦS| ≤ K
(√
a+
√
a
|x10|
+ |x10|
)
.
Pour M0 voisin de (S0) \T
(4.3.1.20) |WS − ΦS| ≤ K
√ a
|x10|
+
√
a+ sup
(λ
2
′ ,λ
3
′ )∈♦′2
λ2′
 .
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• Dans le domaine a > C |x1|, x0 < B2
(4.3.1.21) |WS − ΦS| ≤ Kx00.
Pour e´tablir le lemme, il suffit de choisir convenablement h tel que l’on puisse trouver
des constantes C (h), M (h) et B (h) pour lesquelles:
(4.3.1.22)
0 < a < M (h)
a ≤ C (h) |x10|
M0 voisin de T
 =⇒ K
(√
a+
√
a
|x10|
+ |x10|
)
< h ,
(4.3.1.23)
0 < a < M (h)
a ≤ C (h) |x10|
M0 voisin de (S0) \T
 =⇒ K
√ a
|x10|
+
√
a+ sup
(λ
2
′ ,λ
3
′ )∈♦′2
λ2′
 < h,
(4.3.1.24)
0 < a < M (h)
a > C (h) |x10|
x00 < B (h)
 =⇒ Kx00 < h.
C’est (4.3.1.22) qui permet de choisir convenablement h. En effet (4.3.1.22) est
de´finie pour M0 voisin de T : x1 = 0 = x0; on choisit h tel que dans le domaine:
a < C |x10| et pour M0 voisin de T on ait |x10| <
(
h
3K
)2
.
• Pour h ainsi choisi, (4.3.1.22) est satisfaite si on a:
a <
(
h
3K
)2
et a <
(
h
3K
)2 ∣∣x10∣∣ .
On pose:
M1 (h) =
(
h
3K
)2
, C1 (h) = min
(
C,
(
h
3K
)2)
,
C e´tant la constante de´finie au the´ore`me 2.2.3.1.
• (4.3.1.23) est de´finie pour M0 voisin de (S0) \T . En utilisant le lemme 2.2.1.10, il
existe M2 (h) > 0 tel que:
a < M2 (h) =⇒ sup
(λ
2
′ ,λ
3
′ )∈♦′2
λ2′ <
h
3K
.
(4.3.1.23) est alors satisfaite, si on a:
a <
(
h
3K
)2
et a <
(
h
3K
)2 ∣∣x10∣∣ .
On pose:
M (h) = min (M1 (h) ,M2 (h)) et C (h) = C1 (h) .
• (4.3.1.24) permet de de´terminer B (h) .
Pour
0 < a < M (h) , a > C (h)
∣∣x10∣∣ , x00 < hK = B (h) ; l’on a (4.3.1.24) .
On a ainsi e´tabli le lemme.
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On aura e´tabli que les fonctions WS ve´rifient P3, si on montre que l’on peut trouver
un domaine causal qui soit contenu dans Λ (C,M,B) .
D’apre`s le lemme 2.1.3.2, pour toute constante constante positive A, il existe un do-
maine Γ2 (A) de´fini par: {
0 < a < a2 (x
i
0;A)
(xi0) ∈ D
ou` a2 est une fonction continue de ses arguments ve´rifiant 0 < a2 (x
i
0;A) < A
tel que ∀M0 (xα0 ) ∈ Γ2 (A) ,
(C−M0) ⊂ Γ2 (A) .
Le re´sultat sera e´tabli si l’on montre que l’on peut choisir la constante A telle que:
(∗) {(xi0) ∈ R4; 0 < a < A} ⊂ D (C,M,B) .
Sous les hypothe`ses H4, on peut trouver une constante positive A (h) telle que
(∗) soit ve´rifie´. (Dans le cas de ge´ne´rique ou` S est d’e´quation : x0 = |x1|, il suffit de
prendre A (h) = min
{
M (h) , C(h)
1+C(h)
B (h)
}
).
A (h) e´tant choisi, on prend Y0 = Γ2 (A (h)) .
On a ainsi e´tabli la proposition 4.3.1.1.
4.3.2. Point fixe de Θ dans E. On montre dans ce sous-paragraphe que Θ admet
un unique point fixe dans E pour Y0 convenablement choisi. On ne montrera pas que
Θ diminue les distances dans E . On va plutoˆt exploiter la line´arite´ des inte´grandes par
rapport aux fonctions ΩRS dans les relations (4.3.1.2) .
On conside`re (U,Ω) et
(
U
′
,Ω
′)
deux e´le´ments de E .
Posons (W,Z) = Θ (U,Ω) et
(
W
′
, Z
′)
= Θ
(
U
′
,Ω
′)
.
Lemme 4.3.2.1. Sous les hypothe`ses H4,
(4.3.2.1)
∣∣∣Z ′RS − ZRS ∣∣∣ ≤ K ′ |λ1| (‖U ′ − U‖1 + ‖Ω′ − Ω‖2) .
Preuve:
D’apre`s les relations (4.3.1.2) on a:
Z
′R
S = Ω
R
0S +
∫ λ1
0
HRT
(
U
′
S
)
Ω
′T
S dλ1 Z
R
S = Ω
R
0S +
∫ λ1
0
HRT (US) Ω
T
Sdλ1.
D’ou`:
(4.3.2.2) Z
′R
S − ZRS =
∫ λ1
0
[
HRT
(
U
′
S
)(
Ω
′T
S − ΩTS
)
+ ΩTS
(
HRT
(
U
′
S
)
−HRT (US)
)]
dλ1.
Pour toute matrice H = (hij) on de´finit pour norme de la matrice H le re´el:
‖H‖ = sup
i
(
sup
j
|hij|
)
.
Puisque U,U ′ ∈ E1 et sous les hypothe`ses H4, en utilisant les relations (4.3.1.4)
de´finissant les matrices HRT , on de´duit que les coefficients des matrices H
R
T (U
′
S) sont
borne´es inde´pendamment des fonctions U ′S.
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Donc il existe une constante positive k′1 telle que:
(4.3.2.3)
∥∥HRT (U ′S)∥∥ ≤ k′1.
Puisque U,U ′ ∈ E1, sous les hypothe`ses H4 et en particulier celles faites sur les fonc-
tions fr, et en utilisant les relations (4.3.1.4) qui de´finissent les matrices H
R
T (US), on
conclut que les coefficients des matrices HRT (US) sont lipschitziens en les fonctions US.
D’ou` il existe une constante k′2 > 0 telle que:
(4.3.2.4)
∥∥HRT (U ′S)−HRT (US)∥∥ ≤ k′2 ∥∥∥U ′ − U∥∥∥
1
.
En utilisant les relations (4.3.2.2 a` 4.3.2.4) et le fait que Ω′,Ω ∈ E2 on a:
(4.3.2.5)
∣∣∣Z ′RS − ZRS ∣∣∣ ≤ K ′ |λ1|(∥∥∥U ′ − U∥∥∥
1
+ ‖Ω′ − Ω‖2
)
.
On se propose dans la suite d’e´tablir des ine´galite´s similaires pour les fonctions WS.
Pour ce faire on se´pare l’e´tude des inte´grales doubles de celle des inte´grales triples.
D’apre`s (4.3.1.1) on a:
4piWS (x
α
0 ) = TS (xα0 ) + IS (xα0 ) ,
les fonctions TS et IS e´tant de´finies par (4.3.1.7) .
i) Etude des fonctions TS (xα0 ). Pour e´tudier les inte´grales triples, on va e´tablir
le re´sultat suivant:
Proposition 4.3.2.1. Sous les hypothe`ses H4, les fonctions TS de´finies par (4.3.1.7)
ve´rifient:
• Dans le domaine a ≤ C |x10|
(4.3.2.6)
∣∣∣T ′S (xα0 )− TS (xα0 )∣∣∣ ≤ K ′′√a(∥∥∥U ′ − U∥∥∥
1
+
∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
• Dans le domaine a > C |x10|, x00 < B
(4.3.2.7)
∣∣∣T ′S (xα0 )− TS (xα0 )∣∣∣ ≤ K ′′x00 (∥∥∥U ′ − U∥∥∥
1
+
∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
Avant d’e´tablir ce re´sultat, on a besoin d’un re´sultat pre´liminaire. On e´crit les
fonctionsHS qui interviennent dans les inte´grales triples comme somme de deux fonctions
pour lesquelles on e´tablit des proprie´te´s de Lipschitz par rapport a` leurs arguments.
D’apre`s la relation (4.3.1.3),
HS
(
UT ,Ω
R
T , Ω̂
R
T
)
= 
(
[UR]L
R
S (UT , ω,$) + σω
R
S (UT ) [fR (UT )]
)
.
On pose:
1HS
(
UT ,Ω
R
T , Ω̂
R
T
)
=  [UR]LRS (UT , ω,$) ,
2HS
(
UT ,Ω
R
T
)
= σωRS (UT ) [fR (UT )] .
Lemme 4.3.2.2. Les fonctions 1HS
(
UT ,Ω
R
T , Ω̂
R
T
)
et 2HS
(
UT ,Ω
R
T
)
sont lipschitziennes
par rapport a` leurs arguments.
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Preuve:
•) On montre que 1HS est lipschitzienne
On pose:
1H′S = 1HS
(
U
′
T ,Ω
′R
T , Ω̂
′R
T
)
et ,1HS = 1HS
(
UT ,Ω
R
T , Ω̂
R
T
)
On a:
1H′S − 1HS = 
[[
U
′
R
]
LRS
(
U
′
T , ω
′, $′
)
− [UR]LRS (UT , ω,$)
]
= 

([
U
′
R
]− [UR])LRS (U ′T , ω′, $′)
+ [UR]
(
LRS
(
U
′
T , ω
′, $′
)− LRS (U ′T , ω,$))
+ [UR]
(
LRS
(
U
′
T , ω,$
)− LRS (UT , ω,$))
 .
D’apre`s la proposition 1.6.2.1, sous les hypothe`ses H4 et en utilisant le fait que
(U ′,Ω′) ∈ E , on de´duit qu’il existe une constante positive k1 telle que:
(4.3.2.8)
∣∣∣LRS (U ′T , ω′, $′)∣∣∣ ≤ k1
D’apre`s la proposition 1.6.2.1, sous les hypothe`ses H4, en utilisant le fait que U
′ ∈ E1
et le corollaire 3.2.6.1 on a:
(4.3.2.9)
∣∣∣ [UR](LRS (U ′T , ω′, $′)− LRS (U ′T , ω,$))∣∣∣ ≤ k2 (∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
ou` k2 est une constante positive.
D’apre`s la proposition 1.6.2.1, sous les hypothe`ses H4, en utilisant le fait que Ω ∈ E2
et le corollaire 3.2.6.1 on a l’existence d’une constante positive k3 telle que:
(4.3.2.10)
∣∣∣[UR](LRS (U ′T , ω,$)− LRS (UT , ω,$))∣∣∣ ≤ k3 ∥∥∥U ′ − U∥∥∥
1
.
En utilisant les relations (4.3.2.8 a` 4.3.2.10) et la relation ci-dessus de´finissant 1H′S−
1HS, on a:
(4.3.2.11)
∣∣1H′S −1 HS∣∣ ≤ k (∥∥∥U ′ − U∥∥∥
1
+
∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
•) On montre que 2HS est lipschitzienne
On pose
2H′S = 2HS
(
U
′
T ,Ω
′R
T
)
et ,2HS = 2HS
(
UT ,Ω
R
T
)
.
On a:
2H′S − 2HS = σ
{(
Ω
′R
S − ΩRS
) [
fR
(
U
′
T
)]
+ ΩRS
([
fR
(
U
′
T
)]
− [fR (UT )]
)}
.
Puisque |σ| = || 12 est borne´e; sous les hypothe`ses H4 et en utilisant le fait que
Ω ∈ E2, on a l’existence d’une constante positive k′ telle que:
(4.3.2.12)
∣∣2H′S − 2HS∣∣ ≤ k′ (∥∥∥U ′ − U∥∥∥
1
+
∥∥∥Ω′ − Ω∥∥∥
2
)
.
Ainsi donc le lemme est e´tabli.
Preuve de la proposition 4.3.2.1
Puisque HS = 1HS+ 2HS, en utilisant les relations (4.3.2.11− 4.3.2.12) on a:
(4.3.2.13)
∣∣∣H′S −HS∣∣∣ ≤ k′′ (∥∥∥U ′ − U∥∥∥
1
+
∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
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D’apre`s les relations (4.3.1.7) on a:∣∣∣T ′S − TS∣∣∣ ≤ ∫ 2pi
0
dλ3
∫ pi
0
sinλ2dλ2
∫ 0
ψ(xα0 ;λh)
∣∣∣H′S −HS∣∣∣ dλ1.
En utilisant (4.3.2.13) et l’e´tude des fonctions V (xα0 ) faite au paragraphe 2.4, on a:
•) Dans le domaine a ≤ C |x10|∣∣∣T ′S − TS∣∣∣ ≤ K ′√a(∥∥∥U ′ − U∥∥∥
1
+
∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
•) Dans le domaine a > C |x10|, x00 < B∣∣∣T ′S − TS∣∣∣ ≤ K ′x00 (∥∥∥U ′ − U∥∥∥
1
+
∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
Ce qui ache`ve la preuve de la proposition 4.3.2.1
ii) Etude des fonctions IS (xα0 ).
Dans le sous-paragraphe 4.1.2, on a e´tudie´ les fonctions JS (xα0 ) qui apparaissent
dans les inte´grales doubles de´finies par les fonctions IS (xα0 ) . On utilisera cette e´tude
pour e´tablir pour ce qui est des inte´grales doubles un re´sultat analogue a` celui obtenu
pour les inte´grales triples.
On a le re´sultat suivant:
Proposition 4.3.2.2. Sous les hypothe`ses H4, les fonctions IS de´finies par (4.3.1.7)
ve´rifient:
•) Dans le domaine a ≤ C |x10|
Pour M0 (x
α
0 ) voisin de (S0) \T
(4.3.2.14)
∣∣∣I ′S − IS∣∣∣ ≤ K ′′′
a+√ a|x10| + sup(λ
2
′ ,λ
3
′ )∈′2
λ2′
(∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
Pour M0 (x
α
0 ) voisin de T
(4.3.1.15)
∣∣∣I ′S − IS∣∣∣ ≤ K ′′′ (a+√ a|x10| + |x10|
)(∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
•) Dans le domaine a > C |x10|, x00 < B
(4.3.1.16)
∣∣∣I ′S − IS∣∣∣ ≤ K ′′′x00 (∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
On e´tablit au pre´alable le lemme suivant:
Lemme 4.3.2.3. Sous les hypothe`sesH4, les fonctions K
i
S (ω,$, ω̂) de´finies par (4.1.1.11)
sont lipschitziennes par rapport a` leurs arguments.
Preuve. D’apre`s le lemme 4.1.1.1 et sous les hypothe`ses H4, les fonctions K
i
S (ω,$, ω̂)
peuvent se mettre sous la forme:
KiS (ω,$, ω̂) = K
i
0S +K
i
1S (ω,$, ω̂) ,
ou`:
- les Ki0S sont des fonctions continues inde´pendantes de ω,$ et ω̂;
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- les Ki1S sont des combinaisons line´aires des fonctions ω,$, ω̂ a` coefficients continus
et borne´s.
D’ou` il existe une constante k0 > 0 telle que:
(4.3.2.17)
∣∣∣KS (ω′ , $′ , ω̂′)−KS (ω,$, ω̂)∣∣∣ ≤ k0 (∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
D’ou` le lemme. 
Preuve de la proposition 4.3.2.2:
On utilise la division de la 2−surface S0 (M0) suivant le syste`me de coordonne´es ap-
proprie´ utilise´ telle qu’apparue dans le sous-paragraphe 4.1.2.
A/ Dans le domaine a ≤ C |x10|
i) Dans le domaine ζ1 ≥ 0
D’apre`s la relation (4.1.2.2) on a:
J ′SB
(
ω
′
)
− J ′SB (ω) = a
(
KS
(
ω
′
, $
′
, ω̂
′
)
−KS (ω,$, ω̂)
)
.
En utilisant (4.3.2.17) en ensuite en inte´grant on a:
(4.3.2.18)
∣∣∣I ′SB − ISB∣∣∣ ≤ k′′1a(∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
ii) Dans le domaine ζ1 < 0
∗) Pour ζ1 ≤ −ma
D’apre`s la relation (4.1.2.3) on a:
JSC1
(
ω
′
)
− JSC1 (ω) =
√
a
|ζ1|3
(
KS
(
ω
′
, $
′
, ω̂
′
)
−KS (ω,$, ω̂)
)
.
En utilisant la relation (4.3.2.17) on obtient:
JSC1
(
ω
′
)
− JSC1 (ω) = k
√
a
|ζ1|3
(∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
,
ou` k est une fonction borne´e.
∗) Pour −b < ζ1 < 0
D’apre`s (4.1.2.4) on a:
JSC2
(
ω
′
)
− JSC2 (ω) =
√
a
a+ |ζ1|
(
KS
(
ω
′
, $
′
, ω̂
′
)
−KS (ω,$, ω̂)
)
.
D’ou` en utilisant la relation (4.3.2.17), on a:
JSC2
(
ω
′
)
− JSC2 (ω) = k′
√
a
a+ |ζ1|
(∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
En tenant compte du fait que l’on doit avoir −ma > max (−b, 1
2
µ0 (ξ
i)
)
, on obtient
apre`s inte´gration:
(4.3.2.19)
∣∣∣I ′SC − ISC∣∣∣ ≤ K ′′1√ a|x10|
(∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
iii) Dans le domaine D (M0)
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D’apre`s la relation (4.1.2.5) on a:
JSD
(
ω
′
)
− JSD (ω) = KS
(
ω
′
, $
′
, ω̂
′
)
−KS (ω,$, ω̂) .
Avant de proceder a` l’inte´gration, on distingue deux cas:
∗) Si M0 est voisin de (S0) \T
En utilisant la relation (4.3.2.17) et ensuite en inte´grant, on a:
(4.3.2.20)
∣∣∣I ′SD − ISD∣∣∣ ≤ K ′′2
 sup
(λ
2
′ ,λ
3
′ )∈♦′2
λ2′
(∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
∗) Si M0 est voisin de T
En utilisant la relation (4.3.2.17) et ensuite en inte´grant, on a:
(4.3.2.21)
∣∣∣I ′SD − ISD∣∣∣ ≤ K ′′3√ a|x10| + |x10|
(∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
On de´duit des relations (4.3.2.18 a` 4.3.2.21) que dans le domaine a ≤ C |x10|, on a:
•) Si M0 est voisin de (S0) \T
(4.3.2.22)
∣∣∣I ′S − IS∣∣∣ ≤ K ′′
a+√ a|x10| + sup(λ
2
′ ,λ
3
′ )∈′2
λ2′
(∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
•) Si M0 est voisin de T
(4.3.2.23)
∣∣∣I ′S − IS∣∣∣ ≤ K ′′(a+√ a|x10| + |x10|
)(∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
B/ Dans le domaine a > C |x10|, x00 < B2
D’apre`s la relation (4.1.2.6) on a:
J ′S
(
ω
′
)
− JS (ω) = λ1
(
KS
(
ω
′
, $
′
, ω̂
′
)
−KS (ω,$, ω̂)
)
.
En utilisant le fait que d’apre`s le lemme 2.1.3.2 on a λ1 = kx
0
0 et la realtion (4.3.2.17)
on a apre`s inte´gration:
(4.3.2.24)
∣∣∣I ′S − IS∣∣∣ ≤ K ′′′x00 (∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
Ainsi donc la proposition 4.3.2.2 est e´tablie.
D’apre`s la proposition 4.3.2.1 et la proposition 4.3.2.2, sous les hypothe`ses H4, on a:
Θ : E −→ E
(U,Ω) 7−→ (W,Z) est telle que:
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(4.3.2.25)

•) Dans le domaine a ≤ C |x10|
∗ Pour M0 voisin de (S0) \T∣∣W ′S (xα0 )−WS (xα0 )∣∣ ≤ K
√a+√ a|x10| + sup(λ
2
′ ,λ
3
′ )∈♦′2
λ2′
×
×
(∥∥U ′ − U∥∥
1
+
∥∥Ω′ − Ω∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
,
∗ Pour M0 voisin de T∣∣W ′S (xα0 )−WS (xα0 )∣∣ ≤ K (√a+√ a|x10| + |x10|
)
×
×
(∥∥U ′ − U∥∥
1
+
∥∥Ω′ − Ω∥∥
2
+
∥∥∥Ω̂′ − Ω̂∥∥∥
2
)
.
•) Dans le domaine a > C |x10| , x00 < B2∣∣W ′S (xα0 )−WS (xα0 )∣∣ ≤ Kx00 (∥∥U ′ − U∥∥1 + ∥∥Ω′ − Ω∥∥2 + ∥∥∥Ω̂′ − Ω̂∥∥∥2) .
et
(4.3.2.26)
∣∣∣Z ′S − ZS∣∣∣ ≤ K |λ1|(∥∥∥U ′ − U∥∥∥
1
+
∥∥∥Ω′ − Ω∥∥∥
2
)
.
Remarque 4.3.2.1. L’apparition des termes
∥∥∥Ω̂′ − Ω̂∥∥∥
2
dans les membres de droite des
ine´galite´s de (4.3.2.25) montre qu’il serait de´licat d’e´tablir que Θ est contractante.
Dans [11, p.205− 206], Y. CHOQUET-BRUHAT a propose´ pour surmonter cette dif-
ficulte´, qui apparaissait aussi dans le cas des syste`mes non line´aires a` donne´es initiales
sur une hypersurface spatiale, d’utiliser Θ2 qui serait alors une contraction stricte. En
re´alite´ cette proposition n’est pas satisfaisante dans la mesure ou` elle ne fait nullement
disparaˆıtre
∥∥∥Ω̂′ − Ω̂∥∥∥
2
et aucune ite´ration de Θ ne pourrait la faire disparaˆıtre.
En outre, si tout de meˆme on parvenait a` montrer que Θ2 e´tait une contraction, a` cause
de l’ine´galite´ (4.3.2.26), on aboutirait a` des solutions pour des petites valeurs de x00. Pour
surmonter cette difficulte´, on va dans un premier temps re´soudre l’e´quation de´finissant
les fonctions ZRS pour U = (US) fixe´ dans E1. Exploitant ensuite la line´arite´ dans les
e´quations (4.3.1.2) des inte´grandes par rapport aux fonctions ΩRS , on pourra prolonger la
solution a` tout Y0. Il sera alors possible de de´terminer la solution du syste`me inte´gral
(FS) .
On conside`re l’application Ξ de´finie sur E1 par:
<< A tout U ≡ (US) ∈ E1, on associe Ξ (U) =W ≡ (WS) de´fini par:
(4.3.2.27)

4piWS (x
α
0 ) =
∫ 2pi
0
dλ3
∫ pi
0
sinλ2dλ2
∫ ψ(xα0 ,λh)
0
HS
(
UT ,Ω
R
T , Ω̂
R
T
)
dλ1
+
∫ 2pi
0
dλ3
∫ pi
0
dλ2JS
(
ΩRT , Ω̂
R
T
)
.
>>
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Les fonctions ΩRS e´tant telles que Ω =
(
ΩRS
)
est la solution dans E2 du syste`me
d’e´quations inte´grales line´aires:
(4.3.2.28) ΩRS (x
α
0 ;λi) = Ω
R
0S +
∫ λ1
0
HRT (UQ) Ω
T
Sdλ1.
Les fonctions HS
(
UT ,Ω
R
T , Ω̂
R
T
)
, JS
(
ΩRT , Ω̂
R
T
)
e´tant de´finies par (4.3.1.3) ; les matrices
HRT (UQ) e´tant de´finies par (4.3.1.4) .
Puisque l’on a e´tabli que Θ est une application de E dans E au sous-paragraphe 4.3.1,
on en de´duit que Ξ est une application de E1 dans E1.
•) Ξ est une contraction stricte de E1. On e´tablit au pre´alable le re´sultat suivant
qui permettra de faire disparaˆıtre le terme
∥∥∥Ω̂′ − Ω̂∥∥∥
2
dans les membres de droite des
ine´galite´s de (4.3.2.25) .
Lemme 4.3.2.4. Pour U,U ′ ∈ E1 et sous les hypothe`ses H4.
Pour toutes fonctions Ω, Ω′ ∈ E2 solutions des e´quations inte´grales (4.3.2.28) associe´es
a` U et U ′ respectivement, on a:
(4.3.2.29)
∥∥∥Ω′ − Ω∥∥∥
2
≤ K0
∥∥∥U ′ − U∥∥∥
1
,
(4.3.2.30)
∥∥∥Ω̂′ − Ω̂∥∥∥
2
≤ K0
∥∥∥U ′ − U∥∥∥
1
,
K0 e´tant une constante positive.
Preuve:
D’apre`s la relation (4.3.2.28) on a:
Ω′RS − ΩRS =
∫ λ1
0
[
HRT
(
U ′Q
)
Ω′TS −HRT (UQ) ΩTS
]
dλ1
=
∫ λ1
0
[
HRT
(
U ′Q
) (
Ω′TS − ΩTS
)
+ ΩTS
(
HRT
(
U ′Q
)−HRT (UQ))] dλ1.
Puisque U,U ′ ∈ E1, en utilisant les hypothe`ses H4, les relations (4.3.2.3− 4.3.2.4) et
le fait que Ω ∈ E2, on a:
(4.3.2.31)
∣∣Ω′RS − ΩRS ∣∣ ≤ k′1∫ λ1
0
∣∣Ω′RS − ΩRS ∣∣ dλ1 + k′′2 |λ1|∥∥∥U ′ − U∥∥∥
1
.
On pose:
T = sup
{
x00; (x
α
0 ;λi) ∈ Λ0
}
.
En appliquant le lemme de Gronwall a` (4.3.2.31) on a:
(4.3.2.32)
∣∣Ω′RS − ΩRS ∣∣ ≤ k′′2 |λ1|∥∥∥U ′ − U∥∥∥
1
exp
(
k
′
1 |λ1|
)
.
D’apre`s le lemme 2.1.3.2, on a:
0 < |λ1| ≤ |ψ (xα0 ;λh)| < k0x00.
Par conse´quent on a:∣∣Ω′RS − ΩRS ∣∣ ≤ k′′2k0T exp(k′1k0T)∥∥∥U ′ − U∥∥∥
1
.
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D’ou`
(4.3.2.33)
∥∥∥Ω′ − Ω∥∥∥
2
≤ K0
∥∥∥U ′ − U∥∥∥
1
.
D’apre`s la relation (4.3.2.26) on a:∣∣Ω′RS − ΩRS ∣∣ ≤ K |λ1|(∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥U ′ − U∥∥∥
1
)
.
On en de´duit que:
(4.3.2.34)
∥∥∥Ω̂′ − Ω̂∥∥∥
2
≤ K
(∥∥∥Ω′ − Ω∥∥∥
2
+
∥∥∥U ′ − U∥∥∥
1
)
.
En combinant les relations (4.3.2.33− 4.3.2.34) on a:∥∥∥Ω̂′ − Ω̂∥∥∥
2
≤ K ′
∥∥∥U ′ − U∥∥∥
1
.
Ce qui ache`ve la preuve du lemme 4.3.2.4.
En utilisant les re´sultats du lemme 4.3.2.4 dans les relations (4.3.2.25) on a:
sous les hypothe`ses H4, pour U ∈ E1,
(4.3.2.35)

•) Dans le domaine a ≤ C |x10|
∗) Pour M0 voisin de (S0) \T∣∣W ′S (xα0 )−WS (xα0 )∣∣ ≤ K
√a+√ a|x10| + sup(λ
2
′ ,λ
3
′ )∈♦′2
λ2′
(∥∥U ′ − U∥∥
1
)
,
∗) Pour M0 voisin de T∣∣W ′S (xα0 )−WS (xα0 )∣∣ ≤ K (√a+√ a|x10| + |x10|
)(∥∥U ′ − U∥∥
1
)
,
•) Dans le domaine a > C |x10| , x00 < B2∣∣W ′S (xα0 )−WS (xα0 )∣∣ ≤ Kx00 (∥∥U ′ − U∥∥1) .
En utilisant les relations (4.3.2.35), on va montrer que pour Y0 domaine causal
convenablement choisi Ξ est une contraction stricte de E1.
Lemme 4.3.2.5. Pour U,U ′ ∈ E1 et sous les hypothe`ses H4.
Il existe des constantes positives C ′ (h), M ′ (h), B′ (h) telles que:
Pour M0 (x
α
0 ) appartenant au domaine D (C ′,M ′, B′) de´fini par:(xα) ∈ IR4/
{
0 < a < M ′
a ≤ C ′ |x1| , ou
 0 < a < M
′
a > C ′ |x1|
x0 < B′
,
on a: ∥∥∥W ′ −W∥∥∥
1
≤ 3
4
∥∥∥U ′ − U∥∥∥
1
,
avec: W = Ξ (U) et W ′ = Ξ (U ′) .
Preuve:
Elle se fait exactement comme celle du lemme 4.3.1.2.
On choisit les constantes C ′ (h), M ′ (h), B′ (h) telles que: C ′ (h) ≤ C (h), M ′ (h) ≤
M ′ (h), B′ (h) ≤ B (h) .
Preuve de la partie 2) the´ore`me 4.2.2.2.
PROBLE`MES DE GOURSAT SEMI-LINE´AIRES IMHOTEP, VOL. 7, NO1 (2007), 15-100 97
D’apre`s le lemme 4.3.1.2 et le lemme 4.3.2.5, en choisissant Y0 comme un domaine
causal contenu dans D (C ′,M ′, B′) et tel que sa frontie`re contienne (S0), Ξ est une
contraction stricte de E1.
L’espace me´trique (E1, d1) e´tant complet, il existe un unique point fixe U de Ξ dans
E1.
On a: (U,Ω) = (Ξ (U) ,Ω) = Θ (U,Ω) . D’ou` (U,Ω) est une solution du syste`me
d’e´quations inte´grales (FS) .
Remarque 4.3.2.2.
• La solution ci-dessus est unique dans la boule de E dans laquelle elle existe; on
pourrait e´tendre l’unicite´ a` tout le domaine causal a` travers des hypothe`ses sur les fonc-
tions Aλµ telles qu’on puisse feuilleter l’inte´rieur de Y par des hypersurfaces spatiales
approprie´es. En effet, s’il est possible de feuilleter l’inte´rieur de Y par des hypersur-
faces spatiales, en combinant le the´ore`me 4.2.2.2 au re´sultat similaire pour des syste`mes
non line´aires a` donne´es initiales sur une hypersurface ordinaire obtenu par Y. FOURES
(CHOQUET) -BRUHAT dans [11] on parvient a` e´tendre l’unicite´ a` tout l’inte´rieur de Y
. On fera a` la suite de ce travail (voir [23]), dans la Partie II, une hypothe`se ge´ome´trique
qui permettra un tel feuilletage (Cf. hypothe`se (G)).
• Le re´sultat d’existence et d’unicite´ dans un espace de fonctions continues pour le
syste`me inte´gral des formules de Kirchhoff associe´ a` un syste`me semi-line´aire hyper-
bolique a` donne´es initiales sur deux hypersurfaces caracte´ristiques se´cantes montre que
ce dernier proble`me admet au plus une solution continue. On montrera a` la suite de ce
travail, dans un article a` paraˆıtre (Partie II), que ce proble`me admet effectivement une
solution semi-globale dans un espace de type Sobolev a` poids, moyennant des hypothe`ses
de structure (Cf. hypothe`se (G1)) qui de´coulent de la de´termination des restrictions aux
hypersurfaces caracte´ristiques des de´rive´es premie`res de la solution e´ventuelle re´gulie`re
du proble`me de Goursat semi-line´aire (voir [23]).
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