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In this article, we study the properties of the nonlinear Fourier spectrum in order to gain better control of the
temporal support of the signals synthesized using the inverse nonlinear Fourier transform (NFT). In particular,
we provide necessary and sufficient conditions satisfied by the nonlinear Fourier spectrum such that the gener-
ated signal has a prescribed support. In our exposition, we assume that the support is a simply connected domain
that is either a bounded interval or the half-line, which amounts to studying the class of signals which are either
time-limited or one-sided, respectively. Further, it is shown that the analyticity properties of the scattering coef-
ficients of the aforementioned classes of signals can be exploited to improve the numerical conditioning of the
differential approach of inverse scattering. Here, we also revisit the integral approach of inverse scattering and
provide the correct derivation of the so called To¨plitz inner-bordering algorithm. Finally, we conduct extensive
numerical tests in order to verify the analytical results presented in the article. These tests also provide us an
opportunity to compare the performance of the two aforementioned numerical approaches in terms of accuracy
and complexity of computations.
Keywords: Nonlinear Fourier Transform, Layer-Peeling Algorithm, To¨plitz Inner-Bordering Algorithm, Time-Limited Sig-
nals
NOTATIONS
The set of non-zero positive real numbers (R) is denoted
by R+. Real and imaginary parts of complex numbers (C)
are denoted by Re(·) and Im(·), respectively. The complex
conjugate of ζ ∈ C is denoted by ζ∗. The upper half (lower
half) of C is denoted by C+ (C−) and it closure by C+ (C−).
The support of a function f : Ω → R in Ω is defined as
supp f = {x ∈ Ω| f (x) , 0}. The Lebesgue spaces of complex-
valued functions defined in R are denoted by Lp for 1 ≤ p ≤ ∞
with their corresponding norm denoted by ‖ · ‖Lp or ‖ · ‖p. The
inverse Fourier-Laplace transform of a function F(ζ) analytic
in C+ is defined as
f (τ) =
1
2pi
∫
Γ
F(ζ)e−iζτ dζ,
where Γ is any contour parallel to the real line. The class
of m-times differentiable complex-valued functions is denoted
by Cm. A function of class Cm is said to belong to Cm0 (Ω), if
the function and its derivatives up to order m have a compact
support in Ω and if they vanish on the boundary (∂Ω).
I. INTRODUCTION
A nonlinear generalization of the conventional Fourier
transform can be achieved via the two-component non-
Hermitian Zakharov-Shabat (ZS) scattering problem [1]. As
presented originally, it provides a means of solving certain
nonlinear initial-value problems whose general description is
provided by the AKNS-formalism [2, 3]. The role of the non-
linear Fourier transform (NFT) here is entirely analogous to
that of the Fourier transform in solving linear initial-value
problems (IVPs) of dispersive nature. One of the practical
∗ vishal.vaibhav@gmail.com
applications of this theory is in optical fiber communication
where the master equation for propagation of optical field in
a loss-less single mode fiber under Kerr-type focusing nonlin-
earity is the nonlinear Schro¨dinger equation (NSE) [4, 5]:
i∂xq = ∂2t q + 2|q|2q, (t, x) ∈ R × R+, (1)
where q(t, x) is a complex valued function associated with the
slowly varying envelope of the electric field, t is the retarded
time and x is the position along the fiber. There is a grow-
ing interest in the research community to exploit the nonlinear
Fourier spectrum of the optical pulses for encoding informa-
tion in an attempt to mitigate nonlinear signal distortions at
higher powers. This forms part of the motivation for this work
where we study various signal processing aspects of NFT that
may be useful in any NFT-based modulation scheme. We re-
fer the reader to a comprehensive review article [6] and the
references therein for an overview of NFT-based optical com-
munication methodologies.
The ZS problem also appears naturally in certain physical
systems. For instance, the coupled-mode equations for co-
propagating modes in a grating-assisted co-directional coupler
(GACC), a device used to couple light between two different
guided modes of an optical fiber, is a ZS problem with the
coupling coefficient as the potential (see [7, 8] and references
therein). Note that the coupling coefficient of physical GACCs
must be compactly supported. In [8], the consequence of this
requirement was studied in a discrete framework.
In this work, we formulate the necessary and sufficient con-
ditions for the nonlinear Fourier spectrum (continuous as well
as discrete) such that the corresponding signal has a prescribed
support. In addition, certain useful regularity properties of the
continuous spectrum are proven which resemble that of the
conventional Fourier transform. For the conventional Fourier
transform, these results are already established in the well-
known Paley-Wiener theorems. Note that a straightforward
way of generating time-limited signals is by windowing us-
ing a rectangle function. In [9], exact solution of the scatter-
ing problem for a doubly-truncated multisoliton potential was
presented. This task was accomplished by first solving for the
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2one-sided potential obtained as a result of truncation from one
side using the method discussed in the work of Lamb [10] (see
also [11–13]). Both of these exactly solvable cases prove to
be an insightful example of time-limited and one-sided signals
where analyticity properties of the scattering coefficients can
be determined precisely.
The next goal that we pursue in this work is to exploit these
regularity properties to improve the numerical conditioning
of the inverse scattering algorithms. In particular, we revisit
the differential approach [14, 15] as well as the integral ap-
proach [16, 17] of inverse scattering, and, discuss how to syn-
thesize the input to these algorithms such that the generated
signal has the prescribed support. Further, we address in this
work, the kind of numerical ill-conditioning that results from
a pole of the reflection coefficient that is too ‘close’ to the real
axis. It turns out that the analyticity property of the reflection
coefficient, ρ(ζ), in C+ can be exploited to develop a robust in-
verse scattering algorithm within the differential approach that
is based on the exponential trapezoidal rule presented in [14].
The advantage of the differential approach is also seen in other
numerical examples in this article where the aforementioned
second order convergent algorithm outperforms that based on
the integral approach in terms of accuracy as well as complex-
ity of computations.
The article is organized as follows: The main results of
this paper for the continuous-time NFT is presented in Sec. II
where we focus on certain class of time-limited and one-sided
signals. In Sec. III, we discuss the two approaches for inverse
scattering, namely, the differential and the integral approach.
Sec. IV discusses all the numerical results and Sec. V con-
cludes this article.
II. CONTINUOUS-TIME NONLINEAR FOURIER
TRANSFORM
The starting point of our discussion is the ZS scattering
problem for the complex-valued potentials q(t, x) and r(t, x) =
−q∗(t, x) which in the AKNS-formalism (see [2] for a com-
plete introduction) can be stated as follows: Let ζ ∈ R and
v = (v1, v2)T ; then, for t ∈ R,
∂tv1 = −iζv1 + qv2, ∂tv2 = iζv2 + rv1. (2)
In this article, we are mostly interested in studying the NFT
for a fixed x; therefore, we suppress any dependence on x for
the sake of brevity. The nonlinear Fourier spectrum can be de-
fined using the scattering coefficients, namely, a(ζ) and b(ζ),
which are determined from the asymptotic form of the Jost
solution, v = φ(t; ζ): As t → −∞, we have φeiζt → (1, 0)ᵀ,
and, as t → ∞, we have φ → (a(ζ)e−iζt, b(ζ)eiζt)ᵀ. An
equivalent description of the system is obtained via the Jost
solution v = ψ(t; ζ) whose asymptotic behavior as t → ∞
is ψ(t; ζ)e−iζt → (0, 1)ᵀ, and, an equivalent set of scattering
coefficients can be determined from its asymptotic form (as
t → −∞) ψ → (b(ζ)e−iζt, a(ζ)eiζt)ᵀ with the symmetry prop-
erty b(ζ) = b∗(ζ) (ζ ∈ R).
In general, the nonlinear Fourier spectrum for the potential
q(t) comprises a discrete and a continuous spectrum. The dis-
crete spectrum consists of the so called eigenvalues ζk ∈ C+,
such that a(ζk) = 0, and, the norming constants bk such that
φ(t; ζk) = bkψ(t; ζk). Note that (ζk, bk) describes a bound state
or a solitonic state associated with the potential. For conve-
nience, let the discrete spectrum be denoted by the set
SK = {(ζk, bk) ∈ C2| Im ζk > 0, k = 1, 2, . . . ,K}. (3)
The continuous spectrum, also referred to as the reflection co-
efficient, is defined by ρ(ξ) = b(ξ)/a(ξ) for ξ ∈ R.
Introducing the “local” scattering coefficients a(t; ζ) and
b(t; ζ) such that φ(t; ζ) = (a(t; ζ)e−iζt, b(t; ζ)eiζt)ᵀ, the scatter-
ing problem in (2) reads as
∂ta(t; ζ) = q(t)b(t; ζ)e2iζt,
∂tb(t; ζ) = r(t)a(t; ζ)e−2iζt.
(4)
A. The direct transform: Time-limited signals
Let the scattering potential q(t) be a time-limited signal
with its support in Ω = [−T−,T+] where T± ≥ 0. The ini-
tial conditions for the Jost solution φ are: a(−T−; ζ) = 1
and b(−T−; ζ) = 0. The scattering coefficients can be di-
rectly obtained from these functions as a(ζ) = a(T+; ζ) and
b(ζ) = b(T+; ζ). For the type of potential at hand, these coef-
ficients are known to be analytic functions of ζ ∈ C [2].
In this section, it will be useful to transform the ZS problem
in (4) as follows: Let us define, for the sake of convenience,
the modified Jost solution
P˜(t; ζ) = φ(t; ζ)eiζt −
(
1
0
)
=
(
a(t; ζ) − 1
b(t; ζ)e2iζt
)
, (5)
so that P˜(T+; ζ)e−2iζT+ = ([a(ζ)−1]e−2iζT+ , b(ζ))ᵀ. The system
of equations in (4) can be transformed into a set of Volterra
integral equations of the second kind for P˜(t; ζ):
P˜(t; ζ) = Φ(t; ζ) +
∫
Ω
K(t, y; ζ)P˜(y; ζ)dy, (6)
where Φ(t; ζ) = (Φ1,Φ2)ᵀ ∈ C2 with
Φ1(t; ζ) =
∫ t
−T−
q(z)Φ2(z; ζ)dz,
Φ2(t; ζ) =
∫ t
−T−
r(y)e2iζ(t−y)dy,
(7)
and the Volterra kernel K(x, y; ζ) = diag(K1,K2) ∈ C2×2 is
such that
K1(x, y; ζ) = r(y)
∫ x
y
q(z)e2iζ(z−y)dz,
K2(x, y; ζ) = q(y)
∫ x
y
r(z)e2iζ(x−z)dz,
(8)
with K(x, y; ζ) = 0 for y > x. In the following, we establish
that a(ζ) and b(ζ) are of exponential type in C.
3Theorem II.1. Let q ∈ L1 with support in Ω and set κ =
‖q‖L1(Ω). Then the estimates
|b(ζ)| ≤ sinh(κ) ×
e2T+ Im ζ , ζ ∈ C+,e−2T− Im ζ , ζ ∈ C−, (9)
|a˜(ζ)| ≤ [cosh(κ) − 1] ×
e2T+ Im ζ , ζ ∈ C+,e−2T− Im ζ , ζ ∈ C−, (10)
where a˜(ζ) denotes [a(ζ)−1]e−2iζT+ , hold. And, for fixed η ∈ R
such that |η| < ∞, we have
lim
ξ∈R, |ξ|→∞
| f (ξ + iη)| = 0, (11)
where f (ζ) denotes either b(ζ) or a˜(ζ).
Proof. The proof can be obtained using the same method as
in [2]. For fixed ζ ∈ C+, let K denote the Volterra integral
operator in (6) corresponding to the kernelK(x, y; ζ) such that
K [P˜](t; ζ) =
∫
Ω
K(t, y; ζ)P˜(y; ζ)dy
=
∫ t
−T−
dz
∫ z
−T−
dy
(
q(z)r(y)e2iζ(z−y)P˜1(y; ζ)
q(y)r(z)e2iζ(t−z)P˜2(y; ζ)
)
. (12)
The L∞(Ω)-norm [18, Chap. 9] ofK j, j = 1, 2, is given by
‖K j‖L∞(Ω) = ess sup
t∈Ω
∫
Ω
|K j(t, y; ζ)|dy, (13)
so that ‖K j‖L∞(Ω) ≤ κ2/2 [2]. The resolventR j of this operator
exists and is given by the Neumann series R j =
∑∞
n=1K
( j)
n
where K ( j)n = K j ◦ K ( j)n−1 with K ( j)1 = K j. It can also be
shown using the methods in [2] that ‖K ( j)n ‖L∞(Ω) ≤ κ2n/(2n)!,
yielding the estimate ‖R j‖L∞(Ω) ≤ [cosh(κ) − 1].
For j = 2, the solution of the Volterra integral equation can
be stated as
P˜2(t; ζ) = Φ2(t; ζ) +R2[Φ2](t; ζ). (14)
From the estimate ‖Φ2(t; ζ)‖L∞ ≤ κ and
‖K (2)1 [Φ2](t; ζ)‖L∞(Ω) ≤
κ3
2 · 3 ,
‖K (2)2 [Φ2](t; ζ)‖L∞(Ω) ≤
κ5
2 · 3 · 4 · 5 ,
. . . ,
we have ‖P˜2(t; ζ)‖L∞ ≤ sinh κ for ζ ∈ C+. For j = 1, the
solution of the Volterra integral equation can be stated as
P˜1(t; ζ) = Φ1(t; ζ) +R1[Φ1](t; ζ). (15)
From the estimate ‖Φ1(t; ζ)‖L∞ ≤ κ2/2 and
‖K (1)1 [Φ1](t; ζ)‖L∞(Ω) ≤
κ4
2 · 3 · 4 ,
‖K (1)2 [Φ1](t; ζ)‖L∞(Ω) ≤
κ6
2 · 3 · 4 · 5 · 6 ,
. . . ,
we have ‖P˜1(t; ζ)‖L∞ ≤ [cosh(κ) − 1] for ζ ∈ C+.
For the case ζ ∈ C−, we consider P˜−(t; ζ) = P˜(t; ζ)e−2iζt
so that P˜−(T+; ζ) = ([a(ζ) − 1]e−2iζT+ , b(ζ))ᵀ. The Volterra
integral equations for P˜−(t; ζ) = (P˜(−)1 , P˜
(−)
2 )
ᵀ reads as:
P˜(−)j (t; ζ) = Φ
(−)
j (t; ζ) +
∫
Ω
K (−)j (t, y; ζ)P˜(−)j (y; ζ)dy, (16)
where Φ(−)j (t; ζ) = Φ j(t; ζ)e
−2iζt and the Volterra kernels are
given by
K (−)1 (x, y; ζ) = r(y)
∫ x
y
q(z)e−2iζ(x−z)dz,
K (−)2 (x, y; ζ) = q(y)
∫ x
y
r(z)e−2iζ(z−y)dz,
(17)
with K−(x, y; ζ) = 0 for y > x. Using the approach outlined
above, it can be shown that, for ζ ∈ C−, ‖P˜(−)1 (t; ζ)‖L∞(Ω) ≤
[cosh(κ)−1]e−2 Im(ζ)T− and ‖P˜(−)2 (t; ζ)‖L∞(Ω) ≤ sinh(κ)e−2 Im(ζ)T− .
Now combining the two cases, we obtain the results (9)
and (10).
The result (11) follows from Lemma II.2. The proof of this
lemma is provided in the Appendix A which is similar to that
of the Riemann-Lebesgue lemma [19, Chap. 13]. 
Lemma II.2. Let q ∈ L1 be supported in Ω, then
lim
ξ∈R, |ξ|→∞
‖Φ2(t; ξ + iη)‖L∞(Ω) = 0, (18)
for fixed η ∈ R and |η| < ∞.
An immediate consequence of the preceding theorem to-
gether with the Paley-Wiener theorem [20, Chap. VI] is that
suppF −1[ f ] ⊂ [−2T+, 2T−]. (19)
The Fourier transformation in the above equation is under-
stood in the sense of distributions.
Let us assume that a(ζ) has no zeros in C+. Consider the
limit limr→∞ log
[
1/|a(reiθ)|
]
= 0 for 0 ≤ θ ≤ pi. Then there
exists a constant M > 0 such that |a(ζ)|−1 ≤ M, for ζ ∈ C+.
Therefore, 1/a(ζ) is of exponential type zero in C+1. Then
from Theorem II.1, it follows that ρ(ζ) is of exponential type
2T+ in C+. In particular,
|ρ(ζ)| ≤ CMe2T+ Im ζ , ζ ∈ C+. (21)
Therefore, suppF −1[ρ] ⊂ [−2T+,∞). It is clear from the
analysis above that the decay behavior of ρ(ζ) is largely dic-
tated by the behavior of the scattering coefficient b(ζ).
1 This can also be confirmed by the exact representation of log |a(ζ)| which
is guaranteed by [21, Thm 6.5.4] in the upper-half plane:
log |a(ζ)| = η
pi
∫ ∞
−∞
log |a(σ)|
(σ − ξ)2 + η2 dσ, (20)
where ζ = ξ + iη with ξ ∈ R and η > 0.
4Next, consider the situation when the discrete spectrum
of a time-limited signal is not empty. Let us mention that
the nature of the discrete spectrum for time-limited signals is
discussed in [2]. To summarize these properties, let us ob-
serve that all the scattering coefficient, namely, a(ζ), a(ζ),
b(ζ) and b(ζ) are entire functions of ζ with a(ζ) = a∗(ζ∗) and
b(ζ) = b∗(ζ∗). It is also straightforward to conclude that the
relationship
a(ζ)a∗(ζ∗) + b(ζ)b∗(ζ∗) = 1, (22)
holds for all ζ ∈ C. For any eigenvalue ζk, this relationship
takes the form b(ζk)b∗(ζ∗k ) = 1. Therefore, the norming con-
stants are given by bk = b(ζk) = 1/b∗(ζ∗k ).
Proposition II.3. Let (ζk, bk) be the eigenvalue and the corre-
sponding norming constant belonging to the discrete spectrum
of a time-limited signal; then
bk = b(ζk) = 1/b∗(ζ∗k ). (23)
In the following, the space of complex-valued functions of
bounded variation over R is denoted by BV and the variation
of any function f ∈ BV over Ω ⊂ R is denoted by V [ f ; Ω].
If q ∈ BV, then ∂tq ∈ L1 exists almost everywhere such that
‖∂tq‖L1 ≤ V [q; Ω] [19, Chap. 16]. Let q(1) be equivalent to ∂tq
so that ‖q(1)‖L1 = ‖∂tq‖L1 .
Proposition II.4. Let q ∈ BV with support in Ω = [−T−,T+]
such that it vanishes on ∂Ω. Define κ = ‖q‖L1 and D =
1
2‖q‖L∞ + ‖q‖L1 + 12‖q(1)‖L1 ; then, the estimate
|b(ζ)| ≤ D cosh(κ)
1 + |ζ | ×
e2T+ Im ζ , ζ ∈ C+,e−2T− Im ζ , ζ ∈ C−, (24)
holds. Further, if β(τ) = F −1[b](τ), then
supp β ⊂ [−2T+, 2T−], (25)
and β ∈ L1 ∩ L2.
Proof. The proof follows the same line of reasoning as in The-
orem II.1. Addressing the case ζ ∈ C+, consider the second
component in the Volterra integral equation (6):
P˜2(t; ζ) = Φ2(t; ζ) +K2[Φ2](t; ζ). (26)
Recall that P˜2(t; ζ) = b(t; ζ)e2iζt from (5). In the proof of
Theorem II.1, it was shown that the solution of (26) can be
stated as
P˜2(t; ζ) = Φ2(t; ζ) +R2[Φ2](t; ζ), (27)
where R2 is the resolvent of the kernel K2 defined in (8).
From the observation ‖R2‖L∞(Ω) ≤ [cosh(κ) − 1], we obtain
the estimate
‖P˜2(t; ζ)‖L∞(Ω) ≤ cosh(κ)‖Φ2(t; ζ)‖L∞(Ω). (28)
Now, for fixed ζ ∈ C+, using the fact that q ∈ BV(Ω) and that it
vanishes on ∂Ω, it is straightforward to show, using integration
by parts, that
‖Φ2(t; ζ)‖L∞ ≤ D(1 + |ζ |) . (29)
Plugging this result in (28) yields the case ζ ∈ C+ in (24).
Again, using integration by parts, for fixed ζ ∈ C−, it is also
straightforward to show that
‖Φ(−)2 (t; ζ)‖L∞(Ω) ≤
D
(1 + |ζ |)e
−2T− Im ζ . (30)
From (16), an estimate of the form
‖b(t; ζ)‖L∞(Ω) ≤ cosh(κ)‖Φ(−)2 (t; ζ)‖L∞(Ω), (31)
can be obtained which then yields the case ζ ∈ C− in (24).
The estimate in (24) shows that b(ζ) is of exponential-type
in C and the Paley-Wiener theorem [20, Chap. VI] ensures
that supp β ⊂ [−2T+, 2T−]. The last part of the result requires
the part (a) of Lemma II.5. 
For the sake of convenience, let us introduce the following
class of functions:
Definition II.1. A function F(ζ) is said to belong to the class
H+(T ) if it is analytic inC+ and satisfies the following estimate
|F(ζ)| ≤ C
1 + |ζ |e
2T Im ζ , ζ ∈ C+,
for some constant C > 0. Similarly, a function F(ζ) is said to
belong to the class H−(T ) if it is analytic in C− and satisfies
the following estimate
|F(ζ)| ≤ C
1 + |ζ |e
−2T Im ζ , ζ ∈ C−,
for some constant C > 0.
Clearly, if F(ζ) ∈ H+(T ), then F∗(ζ∗) ∈ H−(T ). The inverse
Fourier-Laplace Transform of such functions is studied in the
following lemma which is proved in the Appendix B:
Lemma II.5. Let F ∈ H+(T ) and define f (τ) = F −1[F](τ).
(a) The function f (τ) is supported in [−2T,∞) and belongs
to L1 ∩ L2.
(b) Define G(ζ) = iζF(ζ) − µe−2iζT where µ is such that
G(ζ)e2iζT → 0 as |ζ | → ∞ in C+ and G ∈ H+(T ). Let
g(τ) = F −1[G](τ); then, g(τ) is supported in [−2T,∞)
and belongs to L1 ∩ L2. Furthermore, f (τ) = µ +∫ τ
−2T g(τ
′)dτ′ so that it has a finite limit as τ→ −2T + 0
and it is bounded on [−2T,∞).
Strengthening the regularity conditions on the potential al-
lows us to strengthen the regularity results for β(τ) as evident
from the following theorem:
Theorem II.6. Let m be a finite positive integer. Let q ∈
Cm+10 (Ω). Then the function β(τ) = F
−1[b](τ) is such that
supp β(τ) ⊂ [−2T+, 2T−] and it is m-times differentiable in
(−2T+, 2T−). Furthermore, ∂kτβ(τ) → 0 as τ → 2T−− and
τ→ −2T++ for all 0 ≤ k ≤ m.
5Proof. The proof can be obtained by a repeated application of
the Prop. II.4 as follows: We consider the second component
of the Volterra integral equations (6) and (16). Let R0(t) = r(t)
and define a sequence of functions
Rk+1(t) = ∂tRk(t) − r(t)
∫ t
−T−
q(y)Rk(y)dy. (32)
It can be shown that Rk(t) is bounded on Ω for k ≤ m. Further,
set P˜2,0(t; ζ) = P˜2(t; ζ) = b(t; ζ)e2iζt and introduce a sequence
of functions P˜2,k(t; ζ) as
P˜2,k+1(t; ζ) = iζP˜2,k(t; ζ) +
1
2
Rk(t) (33)
where k ≤ m. Using mathematical induction, it can be shown
that each of the iterates satisfy the integral equations given by
P˜2,k(t; ζ) = Φ2,k(t; ζ) +
∫
Ω
K2(t, y; ζ)P˜2,k(y; ζ)dy, (34)
where 0 ≤ k ≤ m + 1 with
Φ2,k(t; ζ) =
1
2
∫ t
−T−
Rk(y)e2iζ(t−y)dy. (35)
Following the approach used in Prop. II.4, it can be shown that
bk(ζ) = P˜2,k(T+; ζ)e−2iζT+ belongs to H+(T+)∪H−(T−). Define
βk(τ) = F −1[bk](τ), k > 0, then it is evident that its support
falls in [−2T+, 2T−] (Paley-Wiener theorem).
Also, note that each of the pairs bk(ζ) and bk+1(ζ) for 0 ≤
k ≤ m satisfy the conditions of the Lemma II.5 (with F =
bk(ζ) and G = bk+1(ζ)); therefore, ∂τβk(τ) = βk+1(τ) almost
everywhere. This implies that β(τ) is m-times differentiable
with ∂kτβ(τ) = βk(τ) for 0 ≤ k ≤ m.
The limit limτ→−2T++0 βk(τ) = −(1/2)Rk(T+) = 0 follows
from the fact that
lim
ζ∈C+, ζ→∞
iζbk(ζ) = −12Rk(T+). (36)
Now consider bk = b∗k(ζ
∗) so that F −1[b](τ) = β∗(−τ). The
limit limτ→−2T−+0 β∗k(−τ) = (1/2)R∗k(T+) = 0 follows from the
fact that
lim
ζ∈C+, ζ→∞
iζbk(ζ) =
1
2
R∗k(T+). (37)
Therefore, βk(2T− − 0) = 0. 
Remark II.1. Putting Ω˜ = [−2T+, 2T−], the preceding theo-
rem states that if q ∈ Cm+10 (Ω), then β ∈ Cm0 (Ω˜). It also follows
that for every non-negative integer k ≤ m there exists a Dk > 0
such that
|b(ζ)| ≤ Dk
(1 + |ζ |)k ×
e2T+ Im ζ , ζ ∈ C+,e−2T− Im ζ , ζ ∈ C−. (38)
Again, assuming that a(ζ) has no zeros in C+, there exists M >
0 such that
|ρ(ζ)| ≤ Dk M
(1 + |ζ |)k e
2T+ Im ζ , ζ ∈ C+. (39)
1. Example: Doubly-truncated one-soliton potential
This example is taken from [9]. Let q(t) denote the one-
soliton potential with the discrete spectrum (ζ1, b1) where ζ =
ξ1 + iη1 so that
q(t) =
4η1β0
1 + |β0|2 , (40)
where β0(t; ζ1, b1) = −(1/b1)e−2iζ1t. We make the potential
compactly supported by truncating the part which lies outside
[−T−,T+]. Let the doubly-truncated version of q(t) be denoted
by q(u)(t). Note that, unlike q(t), the doubly-truncated poten-
tial q(u)(t) is not reflectionless.
Let 2T = T+ + T− and define Z+ = 1/β0(T+) and Z− =
β0(−T−) so that |Z±| = |b1|±1e−2η1T± . The scattering coeffi-
cients can be shown to be given by
a(u)(ζ) = 1 +
2iη1Z∗+Z∗−
Ξ
[
e4iζT − e4iζ∗1 T
ζ − ζ∗1
− e
4iζT − e4iζ1T
ζ − ζ1
]
,
(41)
and
b(u)(ζ) =
2iη1b1|Z−|2
Ξ
(
e−2i(ζ−ζ1)T+ − e2i(ζ−ζ1)T−
)
ζ − ζ1
+
2iη1|Z+|2
b∗1Ξ
(
e−2i(ζ−ζ∗1 )T+ − e2i(ζ−ζ∗1 )T−
)
ζ − ζ∗1
,
(42)
where Ξ = (1 + |Z+|2)(1 + |Z−|2). Putting 2T0 = T+ − T−, we
have
β(u)(τ) =
2η1
Ξ
e−iξ1τ
[
b1|Z−|2eη1τ + |Z+|
2
b∗1
e−η1τ
]
Π
(
τ + 2T0
2T
)
,
(43)
where Π(τ) denotes the rectangle function defined as
Π(τ) =
1, |τ| ≤ 1,0, otherwise. (44)
B. The direct transform: One-sided signals
Let Ω = (−∞,T+] in the following paragraphs unless stated
otherwise. For d > 0, consider the class of complex-valued
functions supported in Ω, denoted by Ed(Ω), such that for f ∈
Ed(Ω), there exists C > 0 such that the estimate | f (t)|≤Ce−2d|t|
holds almost everywhere in Ω. Clearly, Ed(Ω) ⊂ Lp(Ω) for
1 ≤ p ≤ ∞.
For q ∈ Ed(Ω), the scattering coefficients, a(ζ) and b(ζ), are
analytic in C+, (in fact the region of analyticity turns out to
be Im ζ > −d) [2]. The results in Theorem II.1 can now be
modified as follows:
Theorem II.7. Let q ∈ Ed(Ω) with support in Ω and set κ =
‖q‖L1(Ω). Then the estimates
|b(ζ)| ≤ sinh(κ)e2T+ Im ζ , (45)
|a˜(ζ)| ≤ [cosh(κ) − 1]e2T+ Im ζ , (46)
6where a˜(ζ) denotes [a(ζ)−1]e−2iζT+ , hold for ζ ∈ C+. And, for
fixed 0 ≤ η < ∞, we have
lim
ξ∈R, |ξ|→∞
| f (ξ + iη)| = 0, (47)
where f (ζ) denotes either b(ζ) or a˜(ζ).
An immediate consequence of the preceding theorem is that
suppF −1[ f ] ⊂ [−2T+,∞). (48)
The Fourier transformation in the above equation is under-
stood in the sense of distributions.
When a(ζ) has no zeros in C+, it follows from the Theo-
rem II.7 that ρ(ζ) is of exponential type 2T+ in C+, i.e., there
exists a constant C > 0 such that
|ρ(ζ)| ≤ Ce2T+ Im ζ , ζ ∈ C+. (49)
Therefore, suppF −1[ρ] ⊂ [−2T+,∞) which is the same re-
sult one would obtain if the signal was time-limited. Fur-
ther, the fact that b(ζ) is analytic in C+ implies that, for any
eigenvalue ζk, the corresponding norming constant is given by
bk = b(ζk) [2].
We conclude this section with a modification of the
Prop. II.4 for the class of one-sided signals introduced above:
Proposition II.8. Let q ∈ Ed(Ω) ∩ BV(Ω), and, define κ =
‖q‖L1(Ω) and D = 12‖q‖L∞(Ω) + ‖q‖L1(Ω) + 12‖q(1)‖L1(Ω). Then the
estimate
|b(ζ)| ≤ D cosh(κ)
1 + |ζ | e
2T+ Im ζ , ζ ∈ C+, (50)
holds. Further, if β(τ) = F −1[b](τ), then
supp β ⊂ [−2T+,∞), (51)
and β ∈ L1 ∩ L2.
1. Example: Truncated one-soliton potential
This example has been previously treated in [9–13]. Con-
sider the one-soliton potential discussed in Sec. II A 1. We
make the potential one-sided by truncating the part which lies
outside (−∞,T+]. Let the one-sided version of q(t) be de-
noted by q(−)(t). Note that, unlike q(t), the one-sided potential
q(−)(t) is not reflectionless. Using the quantities defined in
Sec. II A 1, the scattering coefficients work out to be
a(−)(ζ) =
|Z+|2
1 + |Z+|2 +
1
1 + |Z+|2
(
ζ − ζ1
ζ − ζ∗1
)
, (52)
and
b(−)(ζ) =
Z+
1 + |Z+|2
(
2iη1
ζ − ζ∗1
)
e−2iζT+ . (53)
Let θ(τ) be the Heaviside step-function, then
β(−)(τ) =
2η1Z+
1 + |Z+|2 e
−iζ∗1 (τ+2T+)θ(τ + 2T+). (54)
C. The inverse problem
In this section, we would like to address the converse of
some of the results obtained above. Define the nonlinear im-
pulse response as
p(τ) = F −1[ρ](τ) =
1
2pi
∫ ∞
−∞
ρ(ξ)e−iξτdξ. (55)
In the following, we would like to examine the solution of the
inverse scattering problem when p(τ) ∈ L1 ∩ L2 with support
in [−2T+,∞). We first give an important result due to Epstein
which estimates the energy in the tail of the scattering poten-
tial defined by
E+(T ) =
∫ ∞
T
|q(t)|2dt. (56)
For a given p(τ) ∈ L1 ∩ L2, define
Im(T ) =
[∫ ∞
2T
|p(−τ)|mdτ
]1/m
; (57)
then, we have the following result:
Proposition II.9 (Epstein [22]). For a given p(τ) ∈ L1 ∩ L2,
if there exists a time T such that I1(T ) < 1; then, the estimate
E+(T ) ≤
2I22(T )
[1 − I21(T )]
,
holds provided p(τ) is continuous in the half-space
(−∞,−2T ).
Proof. Consider the Jost solutions with prescribed asymptotic
behavior as x→ ∞:
ψ(t; ζ) =
(
0
1
)
eiζt +
∫ ∞
t
eiζsA(t, s)ds, (58)
where A is independent of ζ. Consider the Gelfand-Levitan-
Marchenko (GLM) integral equations. In the following we fix
t ∈ R so that the GLM equations for y ∈ Ωt = [t,∞) is given
by
A∗2(t, y) = −
∫ ∞
t
A1(t, s) f (s + y)ds,
A∗1(t, y) = f (t + y) +
∫ ∞
t
A2(t, s) f (s + y)ds,
(59)
where f (τ) = p(−τ). The solution of the GLM equations
allows us to recover the scattering potential using q(t) =
−2A1(t, t) together with the estimate ‖qχ[t,∞)‖22 = −2A2(t, t)
where χΩ denotes the characteristic function of Ω ⊂ R. De-
fine the operatorK as
K [g](y) =
∫ ∞
t
ds
∫ ∞
t
dx f ∗(y + s) f (s + x)g(x)
=
∫ ∞
t
K(y, x; t)g(x)dx,
(60)
7where the kernel function K(y, x; t) is given by
K(y, x; t) =
∫ ∞
t
ds f ∗(y + s) f (s + x). (61)
The GLM equations in (59) can now be stated as
A j(t, y) = Φ j(t, y) −K [A j(t, ·)](y), j = 1, 2, (62)
which is a Fredholm integral equation of the second kind
where
Φ1(t, y) = f ∗(t + y),
Φ2(t, y) = −
∫ ∞
t
f ∗(y + s) f (t + s)ds.
(63)
Recalling Im(t) = ‖ fχ[2t,∞)‖Lm for m = 1, 2,∞, we have
‖K ‖L∞(Ωt) = ess sup
y∈Ωt
∫ ∞
t
dx |K(y, x; t)|
≤ ess sup
y∈Ωt
∫ ∞
t
dx
∫ ∞
t
ds | f (y + s)|| f (s + x)|
≤ ess sup
y∈Ωt
∫ ∞
t+y
du| f (u)|
∫ ∞
t+u−y
du1 | f (u1)|
≤ [I1(t)]2,
(64)
and, ‖Φ2(t, ·)‖L∞(Ωt) ≤ [I2(t)]2. If I1(t) < 1, then the standard
theory of Fredholm equations suggests that the resolvent of
the operatorK exists [18]. Under this assumption, from (62),
we have
‖A j(t, ·)‖L∞(Ωt) ≤ ‖Φ j(t, ·)‖L∞(Ωt)
+ ‖K ‖L∞(Ωt)‖A j(t, ·)‖L∞(Ωt),
which yields
‖A1(t, ·)‖L∞(Ωt) ≤
I∞(t)
[1 − I21(t)]
,
‖A2(t, ·)‖L∞(Ωt) ≤
I22(t)
[1 − I21(t)]
.
(65)
Given that from here one can only assert that |A j(t, y)| ≤
‖A j(t, ·)‖L∞(Ωt) almost everywhere (a.e.), we need to ascertain
the continuity of A j(t, y) with respect to y throughout the do-
main Ωt or as y → t from above. Assume that f (τ) is contin-
uous, then Φ j(t, y) is continuous with respect to y. It can be
seen that the kernel function K(y, x; t) is also continuous with
respect to y. Therefore, if the resolvent kernel is continuous
(w.r.t. y) then the result follows. To this end, consider the
Neumann series for the resolvent R =
∑
n∈Z+ (−1)nKn where
Kn = K ◦Kn−1 withK1 = K . For fixed t, the partial sums∑
1≤n≤N ‖Kn‖L∞(Ωt) ≤ [1 − I21(t)]−1 for all N < ∞. Therefore,
uniform convergence of the partial sums allows us to conclude
the continuity of the limit of the partial sums. 
Corollary II.10. Consider p(τ) ∈ L1 ∩ L2 with support in
[−2T+,∞). If the solution of the GLM equation (59) exists,
then
supp q ⊂ (−∞,T+]. (66)
Proof. The proof is an immediate consequence of Prop. II.9
and the fact that I j(t) = 0, j = 1, 2 for all t ∈ [T+,∞). 
Remark II.2. The requirement that p(τ) ∈ L1 ∩ L2 in the
corollary above can be weakened as long as the existence of
the GLM equations can be guaranteed. Setting f (τ) = p(−τ)
and observing that supp f ⊂ (−∞, 2T+], we may write the
GLM equations as
A∗2(t, y) = −
∫ 2T+−y
t
A1(t, s) f (s + y)ds,
A∗1(t, y) = f (t + y) +
∫ 2T+−y
t
A2(t, s) f (s + y)ds.
If the solution A j(t, y) exists, then suppy A j(t, y) ⊂ [t, 2T+ − t],
j = 1, 2. Therefore, A j(t, y) ≡ 0 for t > T+ yielding supp q ⊂
(−∞,T+].
Existence of the solution of the GLM equation (59) for a
given p(τ) ∈ L1 ∩ L2 when I1(T ) > 1 is established in [22].
The proof proceeds by observing thatK is a self-adjoint com-
pact operator such that ‖K ‖L2(Ωt) ≤ [I1(t)]2 which follows
from
‖K [g]‖2L2(Ωt)
=
∫ ∞
t
dy
∣∣∣∣∣∫ ∞
t
dxK(y, x; t)g(x)
∣∣∣∣∣2
≤
∫ ∞
t
dy
[∫ ∞
t
dx |K(y, x; t)|
∫ ∞
t
dx |K(y, x; t)||g(x)|2
]
≤ [I1(t)]4‖g‖2L2(Ωt),
For (
1 + [I1(t)]2
)−1
< λt < 2
(
1 + [I1(t)]2
)−1
,
define
T [g] = λtK [g] − (1 − λt)g, (67)
so that the Fredholm equation in (62) can be written as
A j(t, y) = λtΦ j(t, y) −T [A j(t, ·)](y), j = 1, 2. (68)
The resolvent of the operator T exists as a consequence of
the fact that ‖T ‖2 < 1. If f (τ) is continuous, the continuity
of A j(t, y) for fixed t follows from the uniform convergence of
the Neumann series.
We state the following result which specifies the sufficient
conditions for the β(τ) for the scattering potential to be com-
pactly supported:
Theorem II.11. Let β(τ) = F −1[b](τ) ∈ BV with its support
in Ω˜ = [−2T+, 2T−] such that it vanishes on ∂Ω˜. If |b(ξ)| < 1
for ξ ∈ R, then, there exists a unique soliton-free scattering
potential q ∈ L∞ such that
supp q ⊂ [−T−,T+].
8Proof. The condition in the first part of the theorem guaran-
tees that p(τ) ∈ L1∩L2 is continuous with supp p ⊂ [−2T+,∞).
The proof for supp q ⊂ (−∞,T+] follows from the preceding
discussion. This also shows that supp q∗(−t) ⊂ (−∞,T−] by
considering b∗(ξ) in place of b(ξ). Combining the two cases
allows us to conclude that supp q ⊂ [−T−,T+].
Now, it remains to show that q ∈ L∞. Setting f (τ) = p(−τ)
and considering the support of f (τ), we may write the GLM
equations as
A∗2(t, y) = −
∫ 2T+−y
t
A1(t, s) f (s + y)ds,
A∗1(t, y) = f (t + y) +
∫ 2T+−y
t
A2(t, s) f (s + y)ds.
(69)
This allows us to conclude that suppy A1(t, y) ⊂ [t, 2T+ − t].
Furher, from the continuity of A1(t, y) wih respect to y over
the bounded set [t, 2T+ − t], it follows that q(t) = −2A1(t, t) is
bounded. 
Note that the discussion in the preceding paragraphs where
the starting point of the discussion was p(τ) does not require
explicit assumption about the presence/absence of the bound
states. However, when starting with β(τ), this assumption is
required in order to construct p(τ).
1. Presence of bound states
Let us start our discussion with one-sided signals supported
in Ω = (−∞,T+]. In this case, b(ζ) is analytic in C+ and,
for any eigenvalue ζk, the corresponding norming constant is
given by bk = b(ζk) [2]. Let us show that this condition is
sufficient to guarantee the one-sided support of q(t). To this
end, we first prove the following lemma which specifies the
support of p(τ):
Lemma II.12. Let b(ζ) ∈ H+(T+) with |b(ξ)| < 1 for ξ ∈ R.
Let the discrete spectrum be given by SK = {(ζk, bk)|, bk =
b(ζk), k = 1, 2, . . . ,K}, then
supp p ⊂ [−2T+,∞). (70)
Proof. For κ > 0, consider the contours Γκ = {ζ ∈ R| |ζ | ≤ κ}
and Cκ = {ζ ∈ C+| |ζ | = κ}. The radiative part of the
reflection coefficient is given by ρR(ζ) = ρ(ζ)aS (ζ) where
aS (ζ) =
∏K
k=1 (ζ − ζk)/(ζk − ζ∗k ). Then the condition on b(ζ)
guarantees that ρR ∈ H+(2T+). For sufficiently large κ, using
Cauchy’s theorem, we have
Iκ(τ) = 12pii
∮
Γκ∪Cκ
ρ(ζ)eiζτ =
∑
k
Res[ρ; ζk]eiζkτ, (71)
where the contour Γκ ∪Cκ is oriented positively. For τ > 2T+,
the integrand on Cκ is exponentially decaying with respect to
κ. Therefore, in the limit κ → ∞, for τ > 2T+,
f (τ) =
1
2pi
∫
R
ρ(ζ)eiζτ − i
∑
k
Res[ρ; ζk]eiζkτ = 0, (72)
where we have used the fact that Res[ρ; ζk] = b(ζk)/a˙(ζk).
Now, the conclusion (70) follows from p(τ) = f (−τ). 
This lemma ensures that supp q ⊂ (−∞, 2T+]. However,
given the exponentially increasing behavior of p(τ), one can
only assert that ‖qχ[t,T+]‖2 is finite for finite t. This question
will be addressed later using a rather direct approach where
such results can be obtained trivially.
Remark II.3. Define σ(ζ) = b∗(ζ∗)/a(ζ). Proceeding as in
Lemma II.12, it can also be concluded that if b(ζ) ∈ H−(T−)
and |b(ξ)| < 1 then 1/bk = b∗(ζ∗k ) implies s(τ) = F −1[σ](τ) is
supported in [−2T−,∞).
The remark shows that supp q∗(−t) ⊂ [−2T−,∞). Com-
bining the two cases, it immediately follows that supp q ⊂
[−T−,T+]. Note that similar arguments can be found in [2,
App. 5] where the authors have characterized the nature of the
nonlinear Fourier spectrum corresponding to a time-limited
signal. The difference merely lies in what is considered as
the starting point. Starting from a one-sided p(τ) does not al-
ways lead to a compactly supported β(τ); therefore, it is much
more convenient to start with an exponential type b(ζ) or com-
pactly supported β(τ). However, this does not guarantee that
b(ζk) = bk and b(ζ∗k ) = 1/b
∗
k are satisfied at the same time.
It appears that without losing a certain degree of freedom in
choosing β(τ), arbitrary bound states cannot be introduced in
the scattering potential while maintaining its compact support.
Now let us discuss a direct approach which also provides
some insight into the effective support of potential obtained
as a result of addition of bound states to compactly supported
(radiative) potentials. The Darboux transformation (DT) tech-
nique allows one to introduce bound states to any arbitrary
potential referred to as the seed potential. In the following
discussion, we assume that we have a compactly supported
potential, q0(t), with its support in [−T−,T+]. For the sake of
simplicity let us assume that the discrete spectrum of the seed
potential is empty. The Jost solution of the seed potential, in
matrix form, is denoted by v0 = (φ0,ψ0). It is known that
DT can be implemented as a recursive scheme [23] which is
briefly summarized below. Let us define the successive dis-
crete spectra ∅ = S0 ⊂ S1 ⊂ S2 ⊂ . . . ⊂ SK such that
S j = {(ζ j, b j)} ∪ S j−1 for j = 1, 2, . . . ,K where (ζ j, b j) are
distinct elements of SK . The Darboux matrices of degree one
can be stated as
D1(t; ζ,S j|S j−1) = ζσ0 −

|γ j−1 |2ζ j+ζ∗j
1+|γ j−1 |2
(ζ j−ζ∗j )γ j−1
1+|γ j−1 |2
(ζ j−ζ∗j )γ∗j−1
1+|γ j−1 |2
ζ j+ζ
∗
j |γ j−1 |2
1+|γ j−1 |2
 , (73)
where
γ j−1(t; ζ j, b j) =
φ
( j−1)
1 (t; ζ j) − b jψ( j−1)1 (t; ζ j)
φ
( j−1)
2 (t; ζ j) − b jψ( j−1)2 (t; ζ j)
, (74)
for (ζ j, b j) ∈ SK and the successive Jost solutions, v j =
(φ j,ψ j), needed in this ratio are computed as
v j(t; ζ) =
1
(ζ − ζ∗j )
D1(t; ζ,S j|S j−1)v j−1(t; ζ). (75)
Let us denote the successive augmented potentials by q j(t) and
9define
E(−)j (t) =
∫ t
−∞
|q j(s)|2ds,
E(+)j (t) =
∫ ∞
t
|q j(s)|2ds.
(76)
Then the potential is given by
q j = q j−1 − 2i
(ζ j − ζ∗j )γ j−1
1 + |γ j−1|2 , (77)
and
E(−)j = E(−)j−1 +
4 Im(ζ j)
1 + |γ j−1|−2 ,
E(+)j = E(+)j−1 +
4 Im(ζ j)
1 + |γ j−1|2 .
(78)
The above relations can be readily verified by computing
the coefficient of ζ0 and ζ−1 in the asymptotic expansion of
v j(t, ζ)eiσ3ζt in the negative powers of ζ [2]. Now, if we were
to truncate the augmented potential such that the support be-
comes [−T ′−,T ′+] where T± ≤ T ′±, the energy in the tails can be
computed exactly thanks to the recurrence relations for E(±)j .
Note that, for T− < t ≤ −T ′−, the seed Jost solution can be
stated exactly:
φ0(t; ζ) =
(
1
0
)
e−iζt, ψ0(t; ζ) =
(
b0(ζ)e−iζt
a0(ζ)eiζt
)
, (79)
where a0(ζ) and b0(ζ) are the scattering coefficients of q0(t).
Thus the energy content of the part of the signal supported in
(−∞,−T ′−], denoted by E(−)(−T ′−), using the recursive scheme
stated above in (78). Now let us examine what happens when
we assume b(ζk) = 1/bk. For k = 1, we have γ1 = 0 so that
v1(t; ζ) =
(
1 0
0 ζ−ζ1
ζ−ζ∗1
)
v0(t; ζ),
so that
φ1(t; ζ) =
(
1
0
)
e−iζt, ψ1(t; ζ) =
(
b0(ζ)e−iζt
a1(ζ)eiζt
)
, (80)
where
a1(ζ) =
(
ζ − ζ1
ζ − ζ∗1
)
a0(ζ). (81)
Using mathematical induction it can be shown that γ j = 0 for
j = 0, 1, . . . ,K, and
φ j(t; ζ) =
(
1
0
)
e−iζt, ψ j(t; ζ) =
(
b0(ζ)e−iζt
a j(ζ)eiζt
)
, (82)
where
a j(ζ) =
 ζ − ζ jζ − ζ∗j
 a j−1(ζ). (83)
Note that the arguments above are identical to those presented
in [24] where T ′± = ∞. From here it is easy to conclude thatE(−)(−T ′−) ≡ 0. For t = T ′+, similar arguments can be provided
to conclude that, if b(ζk) = bk, the energy in the tail supported
in [T ′+,∞), denoted by E(+)(T ′+), is identically zero.
Let us conclude this section with the following observation:
Even if the relations b(ζk) = bk and b(ζk) = 1/bk are not
satisfied, the augmented signal, qK(t), can still be considered
as effectively supported within some [−T ′−,T ′+] up to a toler-
ance, say , such that ‖qK‖22 = E(−)(−T ′−) + E(+)(T ′+). Here,
‖qK‖22 = E(−)(T ′+) + E(+)(T ′+) with E(−)0 (T ′+) = ‖q0‖22 which is
assumed to be known.
III. NUMERICAL METHODS
Numerical methods for inverse scattering can be grouped
into two classes: The first class of methods can be charac-
terized as the differential approach which proceeds by dis-
cretizing the ZS problem using exponential one-step methods
that admit of a layer-peeling property. The discrete framework
thus obtained can be used for direct as well as inverse scatter-
ing2. The second class of methods can be characterized as the
integral approach which proceeds by dicretizing the Gelfand-
Levitan-Marchenko equations. The discrete framework thus
obtained can be used for direct as well as inverse scattering
with some limitations3.
A. Differential approach
In this section, we review the discretization scheme for
the ZS problem first proposed in [14]. This scheme can be
described as the exponential one-step method based on the
trapezoidal rule of integration. In order to discuss the dis-
cretization scheme, we take an equispaced grid defined by
tn = T1 + nh, n = 0, 1, . . . ,N, with tN = T2 where h is the
grid spacing. Define `−, `+ ∈ R such that h`− = T−, h`+ = T+.
Further, let us define z = eiζh. For the potential functions sam-
pled on the grid, we set qn = q(tn), rn = r(tn). Using the same
convention, Un = U(tn) and U˜n = U˜(tn) where U˜ is given by
U˜ = eiσ3ζtUe−iσ3ζt =
(
0 qe2iζt
re−2iζt 0
)
. (84)
2 Note that not all exponential integrators admit of a layer-peeling property
and their characterization remains an open problem. Besides, it’s also not
clear if the layer-peeling property is a necessary condition for such systems
to admit of an inverse scattering algorithm.
3 The presence of bound states makes the nonlinear impulse response an in-
creasing function of τ (the covariable of ξ) in a certain half-space making
the GLM equations ill-conditioned for numerical computations. Therefore,
the GLM based approach is used in this article only when the discrete spec-
trum is empty.
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Define φ˜ = (a(t; ζ), b(t; ζ))ᵀ. By applying the trapezoidal rule
to (4), we obtain
φ˜n+1 =
(
σ0 − h2 U˜n+1
)−1 (
σ0 +
h
2
U˜n
)
φ˜n.
Setting 2Qn = hqn, 2Rn = hrn and Θn = 1 − QnRn so that
φn+1 =
z−1
Θn+1
(
1 + z2Qn+1Rn z2Qn+1 + Qn
Rn+1 + z2Rn Rn+1Qn + z2
)
vn
= z−1Mn+1(z2)φn,
(85)
or, equivalently,
φn =
z−1
Θn
(
Rn+1Qn + z2 −z2Qn+1 − Qn
−Rn+1 − z2Rn 1 + z2Qn+1Rn
)
φn+1
= z−1M˜n+1(z2)φn+1.
(86)
In order to express the discrete approximation to the Jost so-
lutions, let us define the vector-valued polynomial
Pn(z) =
(
P(n)1 (z)
P(n)2 (z)
)
=
n∑
k=0
P(n)k z
k =
n∑
k=0
P(n)1,kP(n)2,k
 zk. (87)
The Jost solutions φ can be written in the form φn =
z`−z−nPn(z2). Note that this expression corresponds to the
boundary condition φ0 = z`− (1, 0)ᵀ which translate to P0 =
(1, 0)ᵀ. The other Jost solution, φn, can be written as φn =
z−`−zn(iσ2)P∗n(1/z∗2). The recurrence relation for the polyno-
mial associated with the Jost solution takes the form
Pn+1(z2) = Mn+1(z2)Pn(z2). (88)
The discrete approximation to the scattering coefficients is ob-
tained from the scattered field, φN = (aNz−`+ , bNz`+ )ᵀ, which
yields
aN(z2) = P
(N)
1 (z
2), bN(z2) = (z2)−`+ P(N)2 (z
2). (89)
The quantities aN and bN above are referred to as the discrete
scattering coefficients. Note that these coefficients can only
be defined for Re ζ ∈ [−pi/2h, pi/2h].
1. The layer-peeling algorithm
Let us consider the problem of recovering the samples of
the scattering potential from the discrete scattering coeffi-
cients known in the polynomial form. This step is referred
to as the discrete inverse scattering step. Starting from the
recurrence relation (88), the layer-peeling step consists in us-
ing Pn+1(z2) to retrieve the samples of the potential needed to
compute the transfer matrix M˜n+1(z2) so that the entire step
can be repeated with Pn(z2) until all the samples of the poten-
tial are recovered.
Let us assume Q0 = 0. The recurrence relation for the
trapezoidal rule yields
P(n+1)1,0 = Θ
−1
n+1
n∏
k=1
(1 + QkRk
1 − QkRk
)
= Θ−1n+1
n∏
k=1
(2 − Θk
Θk
)
(90)
and P(n+1)n+1 = 0. The last relationship follows from the as-
sumption Q0 = 0. For sufficiently small h, it is reasonable to
assume that 1 + QnRn = 2 − Θn > 0 so that P(n)1,0 > 0 (it also
implies that |Qn| = |Rn| < 1). Now for the layer-peeling step,
we have the following relations Rn+1 = P
(n+1)
2,0 /P
(n+1)
1,0 and
Rn =
χ
1 +
√
1 + |χ|2
, χ =
P(n+1)2,1 − Rn+1P(n+1)1,1
P(n+1)1,0 − Qn+1P(n+1)2,0
. (91)
Note that P(n+1)1,0 , 0 and P
(n+1)
1,0 − Qn+1P(n+1)2,0 , 0. As evident
from (85), the transfer matrix, Mn+1(z2), connecting Pn(z2)
and Pn+1 is completely determined by the samples Rn+1 and
Rn (with Qn+1 = −R∗n+1 and Qn = −R∗n).
2. Discrete inverse scattering with the reflection coefficient
Let us assume that the reflection coefficient ρ ∈ H+(T+) and
define ρ˘(ζ) = ρ(ζ)e2iζT+ . In order to obtain the discrete scat-
tering coefficients, we follow a method due to Lubich [25, 26]
which is used in computing quadrature weights for convolu-
tion integrals. Introduce the function δ(z) as in [25, 26] which
corresponds to the trapezoidal rule of integration: δ(z) =
2(1 − z)/(1 + z). Next, we introduce the coefficients ρ˘k such
that
ρ˘
( iδ(z2)
2h
)
=
∞∑
k=0
ρ˘kz2k, (92)
then using the Cauchy integral, we have the relation
ρ˘k =
1
2pii
∮
|z|2=%
[
ρ˘
( iδ(z2)
2h
)]
z−2k−2d(z2), (93)
which can be easily computed using FFT. The input to the
layer-peeling algorithm can then be taken to be
P(N)1 (z
2) = 1, P(N)2 (z
2) =
{
ρ˘
( iδ(z2)
2h
)}
N
,
where the notation {·}N implies truncation after N terms.
If ρ(ζ) decays sufficiently fast, then an alternative approach
can be devised. Define the function p˘(τ) as
p˘(τ) =
1
2pi
∫ ∞
−∞
ρ˘(ξ)e−iξτdξ. (94)
Note that for τ < 0, the contour can be closed in the upper
half-plane and the integrals would evaluate to zero; therefore,
p˘(τ) is causal. If, in addition, ρ˘(ζ) is analytic in the strip
−κ ≥ Im ζ < 0, the nonlinear impulse response p˘(τ) can be
shown to decay exponentially away from the origin. A poly-
nomial approximation for ρ˘(ζ) can be furnished by using the
trapezoidal sum to approximate the integral
ρ˘(ζ) =
∫ ∞
0
p˘(τ)eiζτdτ. (95)
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Let the grid spacing in the τ-domain be 2h, then
ρ˘(ζ) ≈ hp˘(0) + 2h
N−1∑
k=1
p˘(2hk)[e2iζh]k
= hp˘(0) + 2h
N−1∑
k=1
p˘(2hk)z2k.
(96)
Note that the endpoint τN = 2Nh is omitted because p˘(τN) is
assumed to be vanishingly small. For fixed ζ ∈ C+, the ap-
proximation is O(h2) assuming that the error due to truncation
at τN is negligible at least for N > N0 where N0 depends on
the decay properties of p˘(τ) and h. The approximation above
asserts that ρ˘(ξ) is effectively supported in [0, pi/h]. Note that
the method discussed in [15] makes the assumption that ρ(ξ)
has a compact support which is independent of h.
If the integral for p˘(τ) cannot be evaluated exactly, we use
the FFT algorithm to compute the integral. The decay prop-
erty of ρ˘(ξ), ξ ∈ R, decides the convergence of the discrete
Fourier sum used in FFT so that it may be necessary to em-
ploy large number of samples in order to get accurate results.
B. Integral approach
Let us assume that the reflection coefficient ρ ∈ H+(T+) and
define ρ˘(ζ) = ρ(ζ)e2iζT+ as in Sec. III A 2. Introducing
A1(t, y) = A1(T+ − t,T+ − y + t),
A2(t, y) = A2(T+ − t,T+ − t + y), (97)
the GLM equations can be put into the following form
A∗2(t, 2t − y) +
∫ y
0
A1(t, 2t − s) p˘(y − s)ds = 0,
−A∗1(t, y) +
∫ y
0
A2(t, s)p˘(y − s)ds = − p˘(y),
(98)
for 0 ≤ y ≤ 2t ≤ 2T = T− + T+ where p˘(τ) is defined by (94).
The scattering potential is recovered using
q(T+ − t) = −2A1(T+ − t,T+ − t)
= −2A1(t, 2t), (99)
with the L2-norm of the potential truncated to (T+ − t,T+] is
given by∫ t
0
|q(T+ − s)|2ds = −2A2(T+ − t,T+ − t)
= −2A2(t, 0).
(100)
Defining the grid y j+1 = y j + 2h and setting p˘k = p˘(2kh), we
have
A∗2(t, 2t − yl) + 2h
l∑
j=0
p˘l− jA1(t, 2t − y j) − hp˘0A1(t, 2t − yl)
− hp˘lA1(t, 2t) = 0,
A∗1(t, yk) − 2h
k∑
j=0
p˘k− jA2(t, y j) + hp˘0A2(t, yk)
+ hp˘kA2(t, 0) = p˘k.
Setting t j = jh for j = 0, . . . ,N with k, l ≤ m and introducing
the quadrature weights ωk = 2hp˘k, k > 0 with ω0 = hp˘0, we
have
A2(tm, yl) +
m∑
j=l
ω†l− jA∗1(tm, y j) −
1
2
ω†lA∗1(tm, ym) = 0,
−A∗1(tm, yk) +
k∑
j=0
ωk− jA2(tm, y j) − 12ωkA2(tm, 0) = −p˘k,
where ω†l− j = ω
∗
j−l. Now, define the lower triangular To¨plitz
matrix Γ(m) = (γ(m)jk )(m+1)×(m+1) where
γ(m)jk =
ω j−k, j − k ≥ 0,0, otherwise, j, k = 0, 1, . . . ,m,
and the To¨plitz matrix G(m) as
G(m) =
(
I(m) −Γ(m)†
Γ(m) I(m)
)
,
where I(m) is the (m + 1) × (m + 1) identity matrix and ‘†’
denotes Hermitian conjugate. Next, we define the vectors
A(m)j = (A j(tm, 0),A j(tm, y1), . . .A j(tm, ym))ᵀ, j = 1, 2,
and put
χ(m) =
( A(m)2
−A(m)∗1
)
; (101)
then the linear system corresponding to the GLM equation
reads as
G(m)χ(m) =
( −hχ(m)2m+1 p˘(m)‡
− p˘(m) + hχ(m)0 p˘(m)
)
, (102)
where ω(m)‡ is the reverse numerated and conjugated form of
ω(m). The double-dagger operation (‡) will be used to mean
reversal of index numeration and complex conjugation in the
rest of this article unless otherwise stated. In order to develop
a fast method of solution of the linear system, Belai et al. [16]
exploited the To¨plitz structure of the matrix G(m). It is known
that the inverse of a To¨plitz matrix is a persymmetric matrix.
Our aim is to determine χ(m+1)0 and χ
(m+1)
2m+3 , the first and the last
component of the vector χ(m+1), respectively. Therefore, we
focus on the first and the last column of the matrix [G(m)]−1
which must be of the form(
u(m)
v(m)
)
,
(−v(m)‡
u(m)‡
)
. (103)
The complex conjugate of the first and the last row of [G(m)]−1
have the form (
u(m)
−v(m)
)ᵀ
,
(
v(m)‡
u(m)‡
)ᵀ
. (104)
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Therefore, it follows that
G(m)
(
u(m)
v(m)
)
=

1
0
...
0
 , G(m)
(−v(m)‡
u(m)‡
)
=

0
...
0
1
 . (105)
These relations translate to
u(m)0 − ω(m)∗ · v(m) = 1,
ω(m)‡ · u(m)∗ + v(m)∗m = 0,
(106)
where ‘·’ denotes the scalar product of two vectors. The inner
bordering scheme can now be stated as follows:
• For m = 0, set(
u(0)
v(0)
)
=
1
(1 + |ω0|2)
(
1
−ω0
)
. (107)
• Introduce cm and dm, such that
u(m+1) = cm
(
u(m)
0
)
+ d∗m
(
0
−v(m)‡
)
,
v(m+1) = cm
(
v(m)
0
)
+ d∗m
(
0
u(m)‡
)
,
(108)
where cm and dm are determined such that (105) holds
for m+1. This yields cm = (1+ |βm|2)−1 and dm = −βmcm
where
βm =
m∑
j=0
ω∗m+1− ju
(m)∗
j
= ω(m+1)∗ ·
(
0
u(m)‡
)
= ω(m+1)‡ ·
(
u(m)∗
0
)
.
(109)
The recurrence relation for u(m)0 and v
(m)
0 can be solved explic-
itly: From u(m+1)0 = cmu
(m)
0 , we have
u(m+1)0 = cmcm−1 . . . c0; (110)
and from v(m+1)0 = cmv
(m)
0 , we have
v(m+1)0 = −cmcm−1 . . . c0
ω0
1 + |ω0|2
= − ω0
1 + |ω0|2 u
(m+1)
0 .
(111)
Now, in order to determine the components χ(m+1)0 and χ
(m+1)
2m+3 ,
based on the discussion above, it is straightforward to setup
the following system of equations
χ(m+1)0 =
(
u(m+1)
−v(m+1)
)∗
·
( −hχ(m+1)2m+3 p˘(m+1)‡
− p˘(m+1) + hχ(m+1)0 p˘(m+1)
)
,
χ(m+1)2m+3 =
(
v(m+1)‡
u(m+1)‡
)∗
·
( −hχ(m+1)2m+3 p˘(m+1)‡
− p˘(m+1) + hχ(m+1)0 p˘(m+1)
)
.
(112)
In order to simplify this linear system above, we compute the
scalar products using the relations (106) and (108) as follows:
2hu(m+1)∗ · p˘(m+1)‡ = cmβm − 2hdmv(m) · p˘(m)∗
= cmβm + dm(1 − u(m)0 − ω∗0v(m)0 )
=
cmu
(m)
0
1 + |ω0|2 βm.
(113)
Set λm ≡ u(m)0 /(1 + |ω0|2) ∈ R+. Next, we have
2hv(m+1) · p˘(m+1)∗ = 2hcmv(m) · p˘(m)∗ + d∗mβm,
=
cmu
(m)
0
1 + |ω0|2 − 1 = λm+1 − 1.
(114)
Using these results, the linear system (112) can be stated as
(1 + λm+1)χ
(m+1)
0 + βmλm+1χ
(m+1)
2m+3 = −
1
h
(1 − λm+1),
β∗mλm+1χ
(m+1)
0 − (1 + λm+1)χ(m+1)2m+3 =
1
h
λm+1β
∗
m.
(115)
Note that if ρ˘(ζ) decays at least as O(ζ−2), then p˘0 = 0 and
ω0 = 0. Solving for the general case, we have∫ tm+1
0
|q(T+ − s)|2ds ≈ −2χ(m+1)0 =
2
h∆m
(
1 − cmλ2m
)
, (116)
and
q(T+ − tm+1) ≈ 2χ(m+1)∗2m+3 = −
4βmcmλm
h∆m
, (117)
where
∆m =
[
1 + 2cmλm + cmλ2m
]
=
[
1 + 2cmu
(m)
0 + cm(u
(m)
0 )
2
]
+ O(h2).
(118)
The algorithm proposed by Belai et al. [16, 17] uses the ap-
proximations cm ≈ 1 and u(m)0 ≈ 1 in (117) while maintaining
the accuracy of O(h2); however, this step may lead to higher
truncation error on account of the relation (110) since
u(m)0 = 1 −
m−1∑
k=0
|βm|2 + . . . . (119)
C. Discrete inverse scattering with the b-coefficient
Let the b-coefficient be of exponential-type such that its
Fourier-Laplace transform, β(τ), is supported in [−2T+, 2T−].
Let b˘(ζ) = b(ζ)e2iζT+ so that
b˘(ζ) =
∫ 2W
0
β˘(τ)eiζτdτ, (120)
where W = T+ + T− and β˘(τ) is the shifted version of β(τ)
with support in [0, 2W]. We assume that β˘(τ) has derivatives
13
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FIG. 1. The figure shows a comparison of the algorithms LP∗ρ, LPρ, LPb, TIB
∗ and TIB for the secant-hyperbolic potential (AR = 0.4) with
respect to convergence rate (left) and run-time per sample (right).
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FIG. 2. The figure shows the convergence behavior of the algorithms LP∗ρ, LPρ, LPb, TIB
∗ and TIB for the secant-hyperbolic potential with
AR = 0.5 − δ.
of order > 2 in (0, 2W) and they vanish at the end points so
that the integral can be approximated by the sum
b˘(ζ) ≈ 2h
N−1∑
k=0
β˘(2hk)[e2iζh]k = 2h
N−1∑
k=0
β˘(2hk)z2k. (121)
If β˘(τ) is smooth, then the approximation above achieves spec-
tral accuracy otherwise it is at least O(h2) accurate. Again, if
β˘(τ) cannot be evaluated exactly, we use the FFT algorithm to
compute the integral
β˘(τ) =
1
2pi
∫ ∞
−∞
b˘(ξ)e−iξτdξ. (122)
The decay property of b˘(ξ), ξ ∈ R, decides the convergence of
the discrete Fourier sum used in FFT so that it may be neces-
sary to employ large number of samples in order to get accu-
rate results.
The next step consists of constructing a polynomial approx-
imation for a(ζ) in |z| < 1 (under the assumption that no bound
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states are present). With a slight abuse of notation, let us de-
note the polynomial approximation for b˘(ζ) by b˘N(z2) or sim-
ply b˘(z2)4. Here, the relation [2, 3] |a(ξ)|2 + |b˘(ξ)|2 = 1, ξ ∈ R,
allows us to set up a Riemann-Hilbert (RH) problem for a sec-
tionally analytic function
g˜(z2) =
g(z2) |z| < 1,−g∗(1/z∗2) |z| > 1, (123)
such that the jump condition is given by
g˜(−)(z2) − g˜(+)(z2) = log[1 − |b˘(z2)|2], |z| = 1, (124)
where g˜(−)(z2) and g˜(+)(z2) denotes the boundary values when
approaching the unit circle from |z| < 1 and |z| > 1, respec-
tively. Note that for the jump function to be well-defined, we
must have |b˘(z2)| < 1. Let the jump function on the right hand
side of (124) be denoted by f (z2) which can be expanded as a
Fourier series
f (z2) =
∑
k∈Z
fkz2k, |z| = 1. (125)
Now, the solution to the RH problem can be stated using the
Cauchy integral [27, Chap. 14]
g˜(z2) =
1
2pii
∮
|w|=1
f (w)
z2 − wdw. (126)
The function g(z2) analytic in |z| < 1 then works out to be
g(z2) =
∑
k∈Z+∪{0}
fkz2k, |z| < 1. (127)
Finally, aN(z2) = {exp[g(z2)]}N with z = eiζh where {·}N de-
notes truncation after N terms. The implementation of the
procedure laid out above can be carried out using the FFT
algorithm, which involves computation of the coefficients fk
and the exponentiation in the last step. Note that, in the com-
putation of g(z2), we discarded half of the coefficients; there-
fore, in the numerical implementation it is necessary to work
with at least 2N number of samples of f (z2) in order to obtain
aN(z2) which is a polynomial of degree N − 1.
Finally, the input to the layer-peeling algorithm can be
taken to be
P(N)1 (z
2) = aN(z2), P
(N)
2 (z
2) = b˘N(z2).
For the TIB algorithm, we compute ρ˘N = b˘N/aN so that the
discrete approximation to p(τ), which serves as the input, can
be computed.
4 Note that the mapping z = eiξh plays no role once b˘N (z2) is determined so
that one can simply speak of the variable z.
IV. NUMERICAL RESULTS
Our objective in this section is twofold: First to test the
accuracy as well as complexity of the proposed methods, sec-
ond, to numerically verify some of the analytical results ob-
tained thus far. If the analytic solution is known, we quantify
the error as
erel. = ‖q(num.) − q‖L2/‖q‖L2 , (128)
where q(num.) denotes the numerically computed potential and
q is the exact potential. The integrals are evaluated numeri-
cally using the trapezoidal rule. When the exact solution is
not known, a higher-order scheme such as the (exponential)
3-step implicit Adams method (IA3) [15, 28], which has an or-
der of convergence 4, i.e., O(N−4), can be used to compute the
accuracy of the numerical solution by computing the nonlin-
ear Fourier spectrum using q(num.) as the scattering potential
and compare it with the known nonlinear Fourier spectrum.
The error computed in this manner does not represent the true
numerical error; therefore, the results in this case must be in-
terpreted with caution.
A. Truncated secant-hyperbolic potential
In order to devise a test of convergence for one-sided po-
tentials, we derive the scattering coefficients for a truncated
secant-hyperbolic potential. To this end, consider q(t) =
A sech t where A < 0.5 so that there are no bound states
present. Let s = 12 (1 − tanh t), then the Jost solution φ(t; ζ)
is given by [29]
φ1 = e−iζt2F1
(
A,−A; 1
2
− iζ; 1 − s
)
,
φ2 = − Ae
−iζt
1
2 − iζ
(
1
2
sech t
)
2F1
(
1 − A, 1 + A; 3
2
− iζ; 1 − s
)
,
where 2F1 denotes the hypergeometric function [30]. The
scattering coefficients are given by
a(ζ) =
Γ
(
1
2 − iζ
)2
Γ
(
A + 12 − iζ
)
Γ
(
−A + 12 − iζ
) , Im ζ ≥ 0,
b(ζ) = − sin(piA)
cosh(piζ)
, | Im ζ | < 1
2
.
Let (−∞, T ] be the computational domain so that the trun-
cation takes place at t = T (with s(T ) = s2), the scattering
coefficients of the left-sided potential are given by
a(−)(ζ) = 2F1
(
A,−A; 1
2
− iζ; 1 − s2
)
,
b˘(−)(ζ) = − A sech T
2
(
1
2 − iζ
) · 2F1 (1 − A, 1 + A; 32 − iζ; 1 − s2
)
Note that s(T ) ≈ e−2T , therefore, we may use the asymptotic
form of the hypergeometric functions to obtain the scattering
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coefficients. For a-coefficient, the approximation works out to
be a(−)(ζ) = a(ζ) + O(e−T (2 Im(ζ)+1)). For the b-coefficient, we
observe that
b˘(−)(ζ) ∼ Ae−T a(ζ)1
2 + iζ
− sin piA
cosh piζ
e2iζT + O(e−2T ), (129)
for ζ , i(n + 12 ), n = 0, 1, . . ., and otherwise
b˘(−)(ζ) ∼
− 2Tpi e−T sin piA ζ = i/2,Ae−T a(ζ)1
2 +iζ
, ζ = 3i/2, 5i/2, . . . (130)
in the upper half of the complex plane. For Im ζ = η > 1, the
damping term in (129), e2iζT = O(e−2T ); therefore
b˘(−)(ζ) ∼ Ae−T a(ζ)1
2 + iζ
+ O(e−2T ), Im ζ > 1. (131)
Let A˜ = A + 1/2. For large ζ, we use the following asymptotic
forms in order to evaluate a(ζ) [30]:
a(ζ) =
Γ
(
−iζ + 12
)
Γ
(
−iζ + A˜
) Γ
(
−iζ + 1 − A˜
)
Γ
(
−iζ + 12
) 
−1
∼
(
z2
z1
)A˜−1/2
×
1 + H1(1/2, A˜)
z21
+
H2(1/2, A˜)
z41
+ . . .

×
1 + H1(1 − A˜, 1/2)
z22
+
H2(1 − A˜, 1/2)
z42
+ . . .
−1
where z1 = −iζ + (2A˜ − 1)/4 and z2 = −iζ + (1 − 2A˜)/4. The
other constants in the expansion are defined as
H1(r, s) = − 112
(
r − s
2
)
(r − s + 1),
H2(r, s) =
1
240
(
r − s
4
)
[2(r − s + 1) + 5(r − s + 1)2].
The truncation point t = T is chosen large enough so that the
reflection coefficient ρ(−)(ξ) becomes effectively a Schwartz
class function. This would allow us to test for the following
algorithms:
• LP∗ρ: This refers to the layer-peeling algorithm where
the input is synthesized using complex integration in
the upper half of the complex plane as described in
Sec. III A 2. For simplicity, we may also refer to it as
the Lubich method.
• LPρ: This refers to the layer-peeling algorithm where
the input is synthesized using the discrete approxima-
tion of the Fourier integral as Sec. III A 2.
• LPb: This refers to the layer-peeling algorithm where
the input is synthesized using the b-coefficient as de-
scribed in Sec. III C.
• TIB: This refers to the second order TIB algorithm re-
ported in [16, 17].
• TIB∗: This refers to the modified second order TIB al-
gorithm presented in Sec. III B.
The over sampling factor for synthesizing the input is taken
to be nos = 8. This means that for Cauchy or the Fourier
integral, the number of samples of ρ(−)(ζ) used is M = 8N
where N ∈ {210, 211, . . . , 220}.
For the first test, we set AR = 0.4. The results of the con-
vergence and complexity analysis are plotted in Fig. 1. The
results show that all the methods exhibit a second order of
convergence. The Lubich method where complex integration
is employed turns out to be the least accurate. The TIB and
TIB∗ show small difference in accuracy. The plot depicting
the total run-time per sample shows linear growth for TIB and
TIB∗ with respect to log N while the others exhibit a logarith-
mic growth. Therefore, the layer-peeling algorithm is an order
of magnitude faster than the integral method.
For the second test, we set AR = 0.5 − δ where δ ∈
{10−2, 10−4, 10−6, 10−8}. From the analytic solution, it is ev-
ident that as the value of δ decreases, a pole in C− approaches
the real axis. This makes it a challenging test case for methods
that sample ρ(−)(ζ) on the real axis on account of the numerical
ill-conditioning introduced by the proximity of the pole to the
real axis. The results of the convergence analysis are plotted
in Fig. 2 where all methods tend to fail except for LP∗ρ, the Lu-
bich method. The unusual stability of this method is attributed
to the fact that samples of ρ(−)(ζ) is sought in C+ avoiding any
ill-conditioning introduced as a result of the proximity of the
pole in C− to the real axis.
B. Raised-cosine filter
In this test case, we consider generation of time-limited sig-
nals using a b-coefficient that is an entire function of exponen-
tial type. Let Ωh = [−pi/2h, pi/2h], then the error is quantified
by
erel. = ‖ρ(num.) − ρ‖L2(Ωh)/‖ρ‖L2(Ωh), (132)
where the integrals are computed from N equispaced samples
in Ωh using the trapezoidal rule. The quantity ρ(num.) is com-
puted using the (exponential) IA3.
Let us define
frc(ξ) = Arc sinc
[
2(1 − χ)ξT ] cos (2χξT )
1 −
(
4χξT
pi
)2 , (133)
which is a representation of the raised-cosine filter (in the
“time” domain). We set Arc = 0.489, χ = 0.3 and T = 1
so that the support of the potential works out to be [−T,T ].
We then synthesize b as follows:
b(ξ) =
∑
n∈J
cn frc(ξ − ξn) (134)
where cn ∈ {−1,+1} is chosen randomly and ξn = (2pi/4T )n.
The index set is defined as J = {−Nsym/2, . . . ,Nsym/2−1}with
Nsym ∈ {16, 32, . . . , 2048}. Here, we would conduct numerical
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FIG. 3. The figure shows the error analysis for the signal generated from the b-coefficient given by (134). The error is quantified by (132).
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FIG. 4. The figure shows an example of synthesized time-limited signal from a compactly supported β(τ) or a b-coefficient that is of
exponential type. Here Nsym = 32 and ‖q‖2 = 2.64. In the last plot the solid and the dashed lines correspond to the potential computed using
the LP and the TIB algorithm, respectively.
experiments with varying number of samples and fixed Nsym
or with different values Nsym and fixed N. In these experi-
ments, we compare the LP algorithm to the TIB algorithm
presented in Sec. III B. The input to both of these algorithms
is synthesized from the b-coefficient as discussed in Sec. III C.
The results of the error analysis are displayed in Fig. 3. The
plots in the top row indicate that the error as a function of N
shows a second order slope before it plateaus after a certain
value. This plateauing does not necessarily indicate the lack
of convergence because the error does not represent the true
numerical error. Further, it is evident from these plots that the
error for TIB algorithm plateaus much earlier than that of the
LP algorithm; therefore, the LP algorithm is superior to TIB
in terms of accuracy. The same conclusion about the accuracy
of LP as compared to TIB can be drawn from the plots in the
bottom row where the error is plotted as a function of the L2-
norm of the potential which is the result of varying Nsym.
The specific examples of the signals generated with N = 212
for Nsym = 32, 64, 128 are displayed in figures 4, 5 and 6,
respectively. The generated signal shows the correct decay
behavior such that the compact support of the potential can be
inferred easily.
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FIG. 5. The figure shows an example of synthesized time-limited signal from a compactly supported β(τ) or a b-coefficient that is of
exponential type. Here Nsym = 64 and ‖q‖2 = 3.94. In the last plot the solid and the dashed lines correspond to the potential computed using
the LP and the TIB algorithm, respectively.
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FIG. 6. The figure shows an example of synthesized time-limited signal from a compactly supported β(τ) or a b-coefficient that is of
exponential type. Here Nsym = 128 and ‖q‖2 = 5.6. In the last plot the solid and the dashed lines correspond to the potential computed using
the LP and the TIB algorithm, respectively.
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FIG. 7. The figure shows the eigenvalues to be ‘added’ to the com-
pactly supported potential generated using the b-coefficient.
The final test that we consider has to do with the addition
of bound states to compactly supported potentials. The signal
is generated using the fast Darboux transformation algorithm
(FDT) reported in [14]. Define
θ = (pi/3, 13pi/30, 8pi/15, 19pi/30) (135)
and let the set of eigenvalues be {exp(iθ), 2 exp(iθ)} (see
Fig. 7). The norming constants are chosen such that the result-
ing potential is supported on (−∞, 1], i.e., bk = b(ζk). The spe-
cific examples of the signals are generated with N = 212, 214
for Nsym = 32, 64, 128 are displayed in Fig. 8. The generated
signal shows a non-zero tail beyond t = 1 which can be at-
tributed to the numerical errors. The tail, however, becomes
less significant as the number of samples is increased from
N = 212 to N = 214.
V. CONCLUSION
To conclude, we have presented some useful regularity
properties of the nonlinear Fourier spectrum under various as-
sumptions on the scattering potential. These results bear a
close resemblance to the Paley-Wiener theorems for Fourier-
Laplace transform. We have further provided the necessary
and sufficient conditions for the nonlinear Fourier spectrum
such that the corresponding scattering potential has a pre-
scribed support. In addition, we also analyzed how to exploit
the regularity properties of the scattering coefficients to im-
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FIG. 8. The figure shows the signal generated using the b-coefficient given by (134) and the eigenvalues shown in Fig. 7. The norming
constants are chosen such that the signal is supported in (−∞, 1]. It is evident that increasing the number of samples (N) tends to make the tail
beyond t = 1 (marked by the vertical dashed line) less significant.
prove the numerical conditioning of the differential approach
of inverse scattering. For the sake of comparison, we con-
sidered the integral approach originally presented in [16, 17]
and provided the correct derivation of the so called To¨ptlitz
inner-bordering scheme. The comparative study of the two ap-
proaches conduted in the article clearly reveals that the differ-
ential approach is more accurate while admittedly being faster
by an order of magnitude for the class of nonlinear Fourier
spectra considered in this article.
Appendix A: Proof of Lemma II.2
The proof is almost similar to that of the Riemann-
Lebesgue lemma [19, Chap. 13]. First, we note that
|Φ2(t; ζ)| ≤
∫ t
−T−
|q(y)|e−2η(t−y)dy ≤ max
(
1, e−2ηW
)
‖q‖L1 ,
where W = T− + T+. Let τ = piξ/(2|ξ|2) and consider the case
η = 0: From the relation∫ t
−∞
r(y + τ)e2iξ(t−y)dy = −
∫ t+τ
−∞
r(u)e2iξ(t−u)du
= −Φ2(t; ξ) −
∫ t+τ
t
r(u)e2iξ(t−u)du,
we may write
2|Φ2(t; ξ)| ≤
∫ T+
−∞
|q(y) − q(y + τ)|dy +
∫ t+τ
t
|q(y)|dy. (A1)
Now, as |ξ| → ∞, we have τ→ 0 so that, using the continuity
of translation for L1-functions [19, Chap. 7], we conclude that
the first term on the right hand side of above tends to zero. The
second term can be shown to approach the limit 0 uniformly as
τ → 0 on account of the theorem on absolute continuity [19,
Chap. 6]. Therefore, we conclude |Φ2(t; ξ)| → 0 uniformly in
Ω as |ξ| → ∞. For fixed η > 0, we have
|Φ2(t; ξ + iη)| ≤ 11 + e−2ητ
∫ T+
−∞
|q(y) − q(y + τ)|dy
+
(
1 − e−2ητ
1 + e−2ητ
)
‖q‖L1 + e
−2ητ
1 + e−2ητ
∫ t+τ
t
|q(y)|dy.
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Therefore, we conclude that, for fixed η ≥ 0, |Φ2(t; ξ+iη)| → 0
uniformly in Ω as |ξ| → ∞.
Now, consider ζ = ξ − iη where η > 0 is fixed such that
η < ∞. It is straightforward to show that
|Φ2(t; ξ − iη)| ≤ e
2ηW
1 + e2ητ
∫ T+
−∞
|q(y) − q(y + τ)|dy
+
(
1 − e−2ητ
1 + e−2ητ
)
e2ηW‖q‖L1 + e
2ηW
1 + e2ητ
∫ t+τ
t
|q(y)|dy.
Therefore, we can again show that |Φ2(t; ξ − iη)| → 0 uni-
formly for t ∈ Ω as |ξ| → ∞.
Finally, combining the results obtained above, we have
lim
|ξ|→∞
‖Φ2(t; ξ + iη)‖L∞(Ω) = 0,
for fixed η ∈ R and η < ∞.
Appendix B: Proof of Lemma II.5
In the following, we assume that the functions F and G are
redefined appropriately so that factors of the form e−2iζT are
no longer present. Therefore, we prove the lemma for the case
T = 0.
Observing that F(ξ + iη), as a function of ξ ∈ R, is in L2
for η ≥ 0, it is evident that f (τ) ∈ L2 and it is supported
in Ω = [0,∞). Using Cauchy’s estimate taken on the disc
{ζ′ ∈ C+ : |ζ′ − (ξ + iη)| ≤ η/2, η > 0}, we have
|F′(ξ + iη)| ≤ 2C
η(1 + |ξ + iη| − η/2) , η > 0,
therefore, F′(ξ + iη), as a function of ξ ∈ R, is in L2 for
η > 0. From Paley-Wiener theorem, we know that the
boundary function limη→0 F′(ξ + iη) exists (which coincides
with F′(ξ) in this case) and it belongs to L2. From Cauchy-
Schwartz inequality [19, Chap. 10], we have∣∣∣∣∣∫
Ω
√
1 + τ2 f (τ) · dτ√
1 + τ2
∣∣∣∣∣2 ≤ pi2
∫
Ω
(1 + τ2)| f (τ)|2dτ,
so that ‖ f ‖1 ≤ (1/4)(‖F(ξ)‖22 + ‖F′(ξ)‖22). The last step fol-
lows from Plancherel’s theorem [19, Chap. 13]. Therefore,
we conclude that f (τ) ∈ L1 ∩ L2.
Next, under the assumption of part (b), we would like to
show that f (τ) is absolutely continuous in [0,∞), i.e., there
exists a complex-valued function f (1)(τ) such that
f (τ) = f (0+) +
∫ τ
0
f (1)(τ′)dτ′, τ ∈ Ω. (B1)
Let us observe the property∫ ∞
0
[∫ τ
0
f (1)(τ′)dτ′
]
eiζτdτ = − 1
iζ
∫ ∞
0
f (1)(τ)eiζτdτ.
Note that g(τ) ∈ L1 ∩ L2 since G(ζ) satisfies the same kind
of estimate as that of F(ζ). The relation (B1) then fol-
lows by noting that G(ζ)/(−iζ) is the Fourier-Laplace trans-
form of
∫ τ
0 g(τ
′)dτ′ and G(ζ)/iζ = F(ζ) − µ/iζ; therefore,
f (1)(τ) = g(τ). Absolute continuity of f (τ) also implies con-
tinuity of f (τ) over [0,∞); consequently, the limit f (0−) ex-
ists and equals µ. Finally, using the Lebesgue’s theorem [19,
Chap. 16] on differentiation, we have ∂τ f (τ) = g(τ) almost
everywhere. It also follows that | f (τ)| ≤ |µ|+ ‖g‖1, i.e., f (τ) is
bounded on [0,∞).
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