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Abstract
This thesis is concerned with the theoretical behaviour and interac-
tions of quantum systems. It is composed of three main parts.
We begin by investigating the correlations attainable when a bipar-
tite quantum system undergoes unitary dynamics. The correlations
are quantified by the quantum mutual information. We fully solve
the problem for the smallest system of two qubits and present work
towards solving the general case. The optimisation can be applied to
thermodynamic scenarios, for example, heat exchange between two
quantum systems. More specifically, we find bounds any negative
heat flow from cold to hot, which can occur if the systems are initially
correlated. We also present related applications such as a general-
ized collision model approach to thermal equilibrium, and a situation
where a global Maxwell demon can play tricks on a local observer by
reversing their local arrow of time.
Experimental evidence suggests that biology may harness quantum
effects to improve the efficiency of some of its processes. One such
process is hydrogen transfer, catalysed by an enzyme called soybean
lipoxygenase. The observed rates for this reaction strongly indicate
that the hydrogen could be tunnelling through the energy barrier. We
study this reaction by designing a qualitative model and find that our
rates exhibit similar trends to those seen in experiments.
The final part of the thesis is concerned with the quantum steering
ellipsoid: a faithful, three-dimensional (3D) representation for the
state of a two-qubit system. The steering ellipsoid is the set of states
that Bob can collapse Alice’s qubit to when he performs all possible
measurements on his qubit. This formalism leads to numerous new
features. We uncover a notion of incomplete steering of a separable
state; geometric necessary and sufficient conditions for entanglement
and discord; and a volume formula for the ellipsoid that identifies
when steering is 3D, giving rise to a new type of correlation called
“obesity”.
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Chapter 1
Introduction
This thesis contains three main components. In the Introduction, we present a
brief background and context to the work.
Chapter 2: Extremal quantum correlations and their implications for closed
physical processes
Thermodynamics is an old theory that flourished during the industrial revo-
lution, driven by the need to understand the workings of engines. Carnot’s 1824
paper Reflections on the motive power of fire Carnot [1960] is normally cited as
the starting point for modern thermodynamics; it is therein that he introduces
the notion of “work”. The work output of a heat engine was shown to be in-
dependent of the type of fuel or the mechanical process involved, instead, what
matters is the temperature of the two heat baths between which the engine is
operating (a hot heat bath from which the engine draws its free energy and a
cold bath which acts as a heat, or entropy, dump) and the amount of energy
that is lost as heat. Carnot showed that no engine could work at 100% efficiency
as this would violate the Second Law. He did, however, postulate an ideal (but
unphysical) engine which sets an upper bound to all engine efficiencies because
it is reversible in the sense that the total entropy change of the system is zero.
This Carnot engine, along with the four laws of thermodynamics are the bedrocks
of the theory of thermodynamics: they were derived from observations made in
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experiments on classical, macroscopic objects, and no violation of them has ever
been seen.
Quantum mechanics predicts the behaviour of particles on the atomic level,
endowing them with strange properties like quantised energy levels, random-
ness, Heisenberg uncertainty principle, tunnelling, superposition, entanglement...
which are worlds away from how we experience objects in everyday life. Nev-
ertheless, every single experiment to date has verified that Nature does in fact
possess these non-classical features on the atomic scale.1
The rise of nanotechnology has seen the development of microscopic machines
that stand on the brink of thermodynamics and quantum mechanics Faucheux
et al. [1995]; Howard [1997]; Scovil and Schulz-DuBois [1959]. This has necessi-
tated the reconciliation of the two seemingly incomparable and yet equally valid
theories about Nature. New questions arise such as: how to define heat and
work; how to think about energy flow when levels are quantised and measure-
ment outcomes are probabilistic; how to carefully manipulate systems to account
for all energy and entropy exchanges; how to model the quantum-classical inter-
face of the quantum engine and thermal bath, and what if correlations should
arise between them? These and many more questions have given rise to “quantum
thermodynamics”.
Quantum thermodynamics has boomed in recent years, in fact, in 2013 the Eu-
ropean Cooperation in Science and Technology (COST) funding agency approved
the creation of a prestigious European-wide network to encourage collaboration
within and development of this field. The topics currently being researched in-
clude the following:
• Equilibration of quantum systems when the system plus thermal bath it
is interacting with is thought to be closed and therefore undergo unitary,
reversible dynamics Riera et al. [2012]; Rigol et al. [2008].
• Creating quantum versions of classical engines such as the Carnot Scully
et al. [2003] and Otto engines Thomas and Johal [2011].
1The author recommends Callen [1985] as a good introduction to thermodynamics and
Nielsen and Chuang [2004] for quantum information.
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• Quantum fluctuation theorems Crooks [1998]; Jarzynski [1997]; Jennings
et al. [2012].
• Quantum Maxwell’s demon, the Szilard engine and the fundamental connec-
tion between information and work Kim et al. [2011]; Mandal and Jarzynski
[2012].
• Generalised Landauer erasure - traditionally erasing a bit incurs an energy
cost Bennett [2003]; Landauer [1961], how recently it was shown in Vaccaro
and Barnett [2009] that one can perform erasure with an angular momentum
cost rather than energy.
• Single-shot thermodynamics which recasts the average quantities of tradi-
tional thermodynamics into their analogous terms in the limit of only per-
forming an operation once, this requires the usage of new information the-
oretic notions like “smooth min-” and “max-entropies” Egloff et al. [2012];
Horodecki and Oppenheim [2011b].
• The notion of thermodynamics as a resource theory Branda˜o et al. [2011a].
Thermodynamics with quantum correlations is an intriguing subject; the au-
thors of del Rio et al. [2011] demonstrated that when the a quantum bit is entan-
gled with a “memory” then work can be extracted during bit erasure. In chapter
2 of this thesis we address the fundamental issue of heat exchange between two
quantum systems in the presence of correlations. We show that an appreciable
amount of heat can flow in the “wrong direction”, from cold to hot, when the
systems are initially entangled Jevtic et al. [2012a,b]. The amount of heat ex-
changed is proportional to the measure of correlation called the quantum mutual
information of the two systems. In fact the chapter begins with a purely abstract
question of how much can the mutual information change by when two systems
undergo unitary evolution. It is possible to answer this question fully only in the
case of the smallest possible system of two qubits, any larger and the problem
is not exactly solvable. We then restrict to unitary evolution that conserves the
total system energy, and show that our results can be applied to numerous ther-
modynamic scenarios as well as heat exchange. The scenarios we consider are: the
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work output of an “eco-friendly” quantum factory that uses up the correlations
between quantum pairs as “fuel”; a collision model for equilibration between two
systems, extended to a case when they may initially be correlated; a “global”
Maxwell demon who confuses a “local” observer by reversing their arrow of time.
An extension of the “smallest heat engine” model of Linden et al. [2010] is ex-
plored, wherein correlations in the engine are shown to increase the efficiency of
the engine cycle.
Chapter 3: Tunnelling contribution to the rate of a hydrogen transfer reaction
Understanding the intersection of quantum and classical physics is the key
principle underlying quantum thermodynamics, and a recurring theme is “does
quantumness allow us to do more?”, in some sense. This idea occasionally crops
up in biology, where, in a number of systems, it looks like Nature has harnessed
the quantum aspects of reality to optimise a particular biological process. The
two most famous contenders for this are bird navigation and photosynthesis.
The theory of bird navigation, or “avian magnetoreception”, comes from an
idea originally developed by Schulten Schulten et al. [1978]. When two molecules
are excited, they can each produce a radical electron. The spins of these electrons
can be correlated, so that they exist in a singlet or a triplet state. The products
that the molecules decay to depend on the state of the radical pair. The change
in the electrons’ spin state occurs because of the presence of an external magnetic
field, which causes mixing of the energy eigenstates.
Later, this was postulated as a possible mechanism for bird navigation Ritz
et al. [2000]. In the bird brain, the radical electron pairs are created and the
magnetic field comes from two sources - the Earth (constant, angled field) and the
hyperfine spin interactions of neighbouring ions (oscillating field). The angle of
the Earth’s magnetic field causes particular coherent oscillations of the electrons’
spin state. The evolution times for this depend on the field tilt and so different
concentrations of products form when the excited molecules decay. The bird can
sense the amount of each chemical product and therefore it knows which way to
“turn”. Theoretical calculations have shown that this could indeed be a possible
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mechanism for navigation, but sufficiently long coherence times are required for
the singlet to triplet evolution. The current problem is that a chemical compound
in the bird brain that exhibits the conditions needed for magnetoreception has not
yet been found. Additionally, it seems unlikely that long enough coherence times
can be obtained, because of the decohering effects of the biological environment
the electrons are in. In spite of these obstacles, avian magnetoreception is still
the favourable theory to explain part of bird navigation Mouritsen [2012], but
it is believed that the bird also relies on visual aids such as the Sun’s position
and star alignment. Recent progress in this field includes Bandyopadhyay et al.
[2012]; Cai et al. [2012]; Gauger et al. [2011]; Maeda et al. [2008];
Photosynthesis in some organisms has been observed to have close to 100%
quantum efficiency Engel et al. [2007]. This means that every photon absorbed
creates an exciton which successfully hops over a number of sites to a reaction
centre where chemical processes create food for the plant. It is thought that such
high efficiency could be made possible by the presence of quantum coherence and
entanglement between energy levels of the light-harvesting complexes involved in
photosynthesis Chin et al. [2010]; Engel et al. [2007]; Sarovar et al. [2010]; Wong
et al. [2012]. Again, the troubling aspect is that these processes are all occurring in
solution at room temperature, a typically “non-quantum” environment. Despite
this, it has repeatedly been shown that the efficiency of quantum transport is
optimal in the biological regime when there is comparable coupling in-between
the acting quantum systems and between these systems and the external bath.
These promising findings are summarised in Huelga and Plenio [2013].
Another biological process that exhibits quantum behaviour is enzyme-catalysed
hydrogen transfer. In many living organisms, the process of obtaining energy
from food, or metabolism, involves the breaking of a carbon-hydrogen bond.
This bond is very stable and cannot be broken by thermal activation at room
temperature. In Nature, enzymes are used to catalyse the reaction, drastically
increasing the rate of reaction. Enzymes are large proteins optimised to work in
a biological-range window of parameters, but the exact mechanism for catalysis
is not fully understood. They are hugely important in many industries (food,
medicine, fuel...) and understanding their workings is of great concern when try-
ing to design and synthesise new enzymes. Enzyme engineering is a significant
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avenue of biochemistry. The traditional picture is that hydrogen must overcome
an energy barrier to transfer from carbon to another atom or molecule, but this
barrier is too high. The enzyme somehow lowers this barrier enough to enable
hydrogen transfer by thermal activation.
Recent experimental evidence Knapp et al. [2002] suggests that, for some en-
zymes, hydrogen tunnelling through the barrier contributes heavily to the rate.
The tell-tale sign is that the rate is very sensitive to mass: when hydrogen is
substituted for one of its isotopes which have a higher mass, the rate significantly
drops. Quantum tunnelling is much more sensitive to mass than thermal activa-
tion, hence it is commonly believed that, in these cases, the hydrogen transfers
by tunnelling Allemann and Scrutton [2009]. Another signature of tunnelling is
a temperature independent rate, which is also observed.
In chapter 3 we investigate this hydrogen transfer and create a toy model that
is one-dimensional and does not invoke the quantum open system formalism, on
which many other more complex research is based Benkovic and Hammes-Schiffer
[2003]; Kuznetsov and Ulstrup [1999]. Although our design is uncomplicated, we
argue that our purpose is to complement other research by focussing in on just
one specific aspect of the observed rates of reaction: explain the behaviour of the
kinetic isotope effect (KIE). The KIE is the ratio of hydrogen transfer rate to
that of one of its isotopes, we use deuterium, and it should be large when there
is a lot tunnelling. We base our model on a particular enzyme called soybean
lipoxygenase, whose rates indicate a large amount of tunnelling Knapp et al.
[2002]. However, the simplicity of our work means that it can be applied to
many other enzyme systems because it relies on few parameters, a feature that
more complicated calculations suffer from, since they depend on the knowledge of
many parameters. We find that our rates and KIEs are practically temperature
independent and that the introduction of a new property, a “distortion” of the
potential energies, makes the KIEs very high.
Chapter 4: The quantum steering ellipsoid
The final chapter 4 of this thesis is concerned with a more abstract subject:
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visualisation of a two qubit system. A large part of chapter 2 uses the primitive
system of two qubits to illustrate key points in our investigations into the foun-
dations of thermodynamics. Many quantum information protocols and theorems
are based on two qubits, for instance teleportation, Bell inequalities and discord,
to name just a few. A system of two qubits is the starting point for any work on
entanglement theory, a large and important area of quantum information. Aside
from this, there is a whole body of work connected to depiction of quantum sys-
tems, hence this is an interesting subject in its own right. For example, a single
qubit has the ubiquitous, faithful representation as a vector in the Bloch sphere
Nielsen and Chuang [2004]. For two qubits the authors of Avron et al. [2007]
suggest representing the bipartite state by a three-dimensional vector defining an
equivalence class of states, however, this representation is not faithful, as each
vector describes a large set of states. Recently, a proposal for the one-to-one
representation of a qutrit state was put forward in Tabia and Appleby [2013];
therein the quantum state is a real vector whose components are probabilities of
outcomes for the elements of a symmetrically informationally complete positive
operator valued measurement.
The visualisation we study is a specific three dimensional representation of two
qubits called the quantum steering ellipsoid. The ellipsoid is the set of states that
one of the qubit can be collapsed to when all possible measurements are performed
on the other qubit Jevtic et al. [2013]; Shi et al. [2011b]; Verstraete [2002]. The
state space of two qubits is 15-dimensional, so the fact that it can be faithfully
represented in only three-dimensions is important. Furthermore we extract new
features of the two qubit system that become apparent in the steering ellipsoid
formalism: a new form of correlation that gives ellipsoids non-zero volume; a
classification of states that are “completely steerable” in that any decomposition
of the steered qubit can be achieved by choice of a suitable measurement; and a
necessary and sufficient condition for entanglement based on a purely geometrical
property of the ellipsoids.
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Chapter 2
Extremal quantum correlations
and their implications for closed
physical processes
The contents and figures of this chapter come primarily from work that has al-
ready been published: Jevtic et al. [2012a] and Jevtic et al. [2012b].
The idealized notion of a closed quantum system dates back to the foundations
of the theory itself Schro¨dinger [1926]. While this closure preserves the purity of
any quantum state, the correlations between its constituent parts can greatly vary.
A natural but little-addressed question is how much can these correlations change
by when the composite system undergoes isolated, unitary dynamics1? This ques-
tion arises naturally in different thermodynamic processes within closed quantum
systems, and can often result in seemingly paradoxical effects. For a given bi-
partite state of the system, we therefore seek the two extremal (minimally and
maximally) correlated states under all evolution that preserves the total entropy.
We will also consider the case of evolution that obeys the additional restriction of
energy conservation, either in a weak sense (the expected energy stays constant)
or a strong sense (the interaction commutes with the free Hamiltonians of the two
1A similar question has been considered before in the context of Gaussian state dynamics,
J. Eisert, T. Tyc, T. Rudolph, and B. C. Sanders, Commun. Math. Phys. 280, 263 (2008).
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subsystems). The answer to these questions has a surprisingly rich mathematical
structure and, due to the foundational nature of this result, it can be applied to
a range of problems.
The quantum mutual information (QMI) is used as a measure of total cor-
relations: the QMI has been shown to quantify the amount of local randomness
one has to apply to a entangled state to make it separable Popescu et al. [2006].
Furthermore the relation between the QMI and entropy of entanglement was ex-
plored in Henderson and Vedral [2000], and it plays a role in defining the quantum
discord Dakic´ et al. [2010]; Ollivier and Zurek [2001]. Below, and in Jevtic et al.
[2012a,b], we demonstrate that the QMI has uses in numerous situations in quan-
tum thermodynamics such as work extraction, heat transfer, and the approach
to equilibrium.
We start in section 2.1 with a declaration of the core mathematical objects and
notions that will be used throughout the paper. Section 2.1.1 formally states the
key underlying question, namely the variation of the quantum mutual information
on a unitary orbit. In section 2.1.2 we solve the QMI maximisation problem when
the subsystems have equal dimension, and comment on the case when they do not.
Section 2.1.4 deals with the minimisation: we use a trick that involves enlarging
the orbit to its convex hull. This shift of perspective seems to be required in
order to prove that the minimum QMI state is classically correlated; no simpler
argument has been found. However the QMI is not constant on this set of classical
states, and using majorization techniques we show that the minimum must lie
in a subset of these states, most easily described in “Young tableau” form. In
section 2.1.9 we identify a partial ordering on the representative Young tableaux
in terms of the marginal entropies, and discuss a curious geometrical property we
call the “see-saw effect” which expresses the behaviour of the individual marginal
entropies when transforming from one tableau to another, and prohibits us from
knowing which tableau is optimal without a deeper analysis, such as that in
McConnell and Jennings [2012]. Section 2.1.10 discusses special cases of classical
states for which we can unambiguously say how the QMI varies.
In section 2.2 we focus in on the smallest bipartite system of two qubits,
presenting an alternative formulation of the variation of the QMI and include the
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case when a global constraint is present. The constraint is preservation of the
total energy of the qubits, and we consider evolutions that strongly conserve the
energy (unitaries that commute with the system Hamiltonian) and those that
conserve energy on average. The physical justification for doing this is presented
in section 2.4. An important tool is introduced in 2.2: the set R of eigenvalues
for marginals compatible with all states on a unitary orbit of a bipartite quantum
system. In section 2.2.4 we study this set R in more detail and observe the effect
that unitaries (acting on the global state) have on the marginal spectra.
With these results established, in section 2.3 we describe some applications
to physical processes within a closed quantum system. Sections 2.3.1 and 2.3.2
discuss the bipartite Szilard engine and heat flow model in Jevtic et al. [2012a]. In
section 2.3.3 we establish a more general collision model for equilibration in which
the systems retain correlations. Section 2.3.4 illustrates how a global Maxwell-
type demon can confuse a local observer by causing an apparent violation of his
Second Law and finally we muse on some important physical assumptions when
applying our quantum mechanical models to thermodynamic systems, section 2.4.
We finish in section 2.5 with an instance of a quantum thermodynamic engine,
proposed in Linden et al. [2010], whose performance is enhanced in the presence
of correlations.
The first half of this chapter is concerned with the mathematical details and
derivations that arise from the thermodynamical scenarios that we encounter later
in the chapter. Readers who are only interested in the physics are welcome to
jump straight ahead to section 2.3.
2.1 Quantum mutual information and the uni-
tary orbit
The quantum state ρ describing a bipartite system AB is a positive operator on
the Hilbert space H = HA ⊗ HB, where the dimensions of the subspaces are
dim(HA) = dA and dim(HB) = dB so that dim(H) = d = dAdB. The state ρ has
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unit trace, a spectrum Λ = {λi}di=1 and reduced states ρA = trB ρ and ρB = trA ρ,
which are the states of subsystems A and B respectively.
We use the quantum mutual information (QMI) of the state ρ as a measure
of total correlations between its two subsystems A and B:
I(ρ) = S(ρA) + S(ρB)− S(ρ). (2.1)
The quantity S(ρ) = −Trρ log ρ = −∑di=1 λi log λi is the von Neumann entropy
of state ρ and the logarithm is taken to base 2. Often we will write S(ρ) = H(Λ),
H being the Shannon entropy, or for qubits when there are only two eigenvalues
λ, 1−λ we use the binary entropy notation H(λ) := −λ log λ− (1−λ) log(1−λ).
The QMI is a special case of the relative entropy I(ρ) = S(ρ||ρA ⊗ ρB) and
so it is a measure of how distinguishable the state ρ is from the uncorrelated
product state of its marginals ρA ⊗ ρB. In other words, it measures the total,
quantum plus classical, correlations in ρ. The relative entropy is non-negative
S(ρ||σ) ≥ 0 with equality if and only if ρ = σ. When σ = ρA ⊗ ρB this leads to
the subadditivity of entropy S(ρA)+S(ρB) ≥ S(ρ), which ensures that the QMI is
non-negative. Since the entropy is invariant under unitary transformations on the
state S(UρU †) = S(ρ) and additive S(ρA⊗ρA) = S(ρA)+S(ρB), then the QMI is
zero if and only if ρ = UAρAU
†
A ⊗ UBρBU †B, where the operators UA, UB are local
unitary transformations. They preserve the QMI I(ρ) = I(UA ⊗ UBρU †A ⊗ U †B),
as does a swap of the states of A and B. These symmetry transformations define
an equivalence class of states with the same QMI. In the following, when we, for
instance, search for a state that gives the lowest QMI, we quote as the solution
just one state but it is understood that the full solution is modulo local unitaries
and swaps.
Closed system evolution comes about by a unitary transformation and as such
the concept of a unitary orbit proves useful. Formally this is the set
Oρ =
{
UρU † : ∀U ∈ SU(d)} (2.2)
and it is called the unitary orbit of ρ. Unitarity preserves the spectrum of a
state, spec(UρU †) = Λ and it follows that the entropy of all the states in a
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unitary orbit is S(ρ). Unitary orbits were discussed in the context of quantum
states, in particular two-qubit systems, in Modi and Gu [2012] where it was shown
that only a very small set of these unitary orbits contain product states.
2.1.1 Extremal correlations attained under unitary trans-
formations
We are motivated by the following question: how much can a unitary operation
correlate or decorrelate a bipartite state? In other words, we look for two states
ρmin, ρmax ∈ Oρ that give the largest Imax = I(ρmax) and smallest Imin = I(ρmin)
values of the mutual information.
2.1.2 Maximal correlations on a unitary orbit
Finding the state ρmax that maximises the QMI on a unitary orbit splits up into
two cases, depending on whether the dimensions of the subsystems are equal or
not.
2.1.2.1 dA = dB
An arbitrary quantum state can be eigendecomposed as ρ =
∑d
i=1 λi|vi〉〈vi| where
the λi are its eigenvalues and |vi〉 its eigenvectors. The unitary U =
∑d
i=1 |Φi〉〈vi|
evolves the ρ to the maximal QMI state
ρmax =
d∑
i=1
λi|Φi〉〈Φi|, (2.3)
where {|Φi〉} is a generalized Bell state basis Sych and Leuchs [2009] with d = d2A.
Since trA(|Φi〉〈Φi|) ∝ trB(|Φi〉〈Φi|) ∝ IA for all i then by linearity of the trace we
deduce that also trA(ρmax) ∝ trB(ρmax) ∝ IA and so
Imax = 2 log dA −H(Λ). (2.4)
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2.1.2.2 dA 6= dB
When the subsystems are not equal sized then finding ρmax is not so trivial. Nu-
merical work on 100 different spectra for the case when dA = 2, dB = 3 indicates
that there exists an eigendecomposition for ρ that fully maximises the local en-
tropies to log dA and log dB. However, finding this basis analytically is tricky, and
it probably depends on the spectrum. We do not pursue this any further, other
than saying that the lower bound on the maximum QMI on a unitary orbit when
dA 6= dB is 2 log(min{dA, dB})−H(Λ).
2.1.3 Two qubit maximally entangled mixed states
When dA = dB = 2, the maximum QMI state ρmax can be separable even when
it is on a unitary orbit that contains entangled states McConnell and Jennings
[2012]. Such orbits contain MEMS (maximally entangled mixed states), ρMEMS,
which are states for which it is impossible to increase their entanglement by a
unitary operation, first identified in Verstraete et al. [2001a]. Up to local unitaries,
MEMS take the form
ρMEMS = λ1|ψ−〉〈ψ−|+ λ2|00〉〈00|+ λ3|ψ+〉〈ψ+|+ λ4|11〉〈11|, (2.5)
with λ1 > λ3+2
√
λ2λ4 and the |ψ±〉 = 1√2(|01〉±|10〉) are Bell states. MEMS have
maximal (positive) concurrence, or negativity, over their unitary orbit, however,
their reduced states are generally not maximally mixed so they do not maximise
the QMI.
In McConnell and Jennings [2012] it is shown that ρmax is a separable state
when λi ≤ 12 ; the spectrum λ1 = 12 , λ2 = λ3 = 14 , λ4 = 0 satisfies this and also
λ1 > λ3 + 2
√
λ2λ4, hence the unitary orbit defined by this spectrum contains a
state ρmax which is separable and maximises the QMI and a state ρMEMS which
is entangled and maximises the concurrence, but these two extremal cases are not
equivalent.
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2.1.4 Minimal correlations on a unitary orbit
Finding the minimally correlated state is considerably harder, even for equal sized
subsystems: because the total spectrum of the state is fixed, given an initial state
ρ, there does not always exist a unitary transformation that can fully decorrelate
its subsystems, hence I(ρmin) > 0 in general. The challenge is to optimize over the
set of reduced states compatible with a composite system having a fixed spectrum
Λ. Finding the set of allowed such reduced states is part of the highly nontrivial
“quantum marginal problem” Bravyi; Christandl and Mitchison [2006]; Klyachko
[2004].
The initial difficulty is that the optimization problem is not convex. There
does not even appear to be a simple argument that the minimally correlated state
should be separable, although intuitively it seems reasonable that this should be
the case.
In fact we are able to prove something stronger: the minimum of the quan-
tum mutual information I(ρ) over the unitary orbit is attained for a classically
correlated state. To do this we use a mathematical trick.
Consider a function G[σA, σB] := S[σA] + S[σB] defined over the convex hull
Cρ of the unitary orbit Oρ. The domain is now extended and, for the time being,
we choose to ignore the total entropy S(ρ) in our optimisation, focussing just on
the variation of the function G[σA, σB] over all states σ = σ(ρ) ∈ Cρ. Omitting
S(ρ) is not a problem because as it turns out the minimum of G[σA, σB] over the
convex hull will be given by a state ρmin in Oρ.
The states in Cρ take the form σ =
∑
i piUiρU
†
i , with the Ui unitary and∑
i pi = 1, pi ≥ 0; then σA, σB are the reduced states of σ. An equivalent
statement Wehrl [1974] is σ ∈ Cρ if and only if spec(σ) =: Σ ≺ spec(ρ) = Λ where
Σ,Λ are vectors of the eigenvalues of σ, ρ respectively and we have introduced the
majorisation relation as a partial order on vectors. A vector p is said to majorise
another vector q, denoted q ≺ p, if for each k = 1, . . . , d the following holds:
k∑
i=1
q↓i ≤
k∑
j=1
p↓j . (2.6)
14
The dimension of the vectors p,q, with pi, qi ≥ 0, is d and equality holds only
when k = d Marshall et al. [2009]. In Bravyi it is shown that the eigenvalues
of all marginal states in Cρ are given by marginals of probability distributions P
majorised by Λ.
This reduces the minimisation down to a classical problem as we can now
talk about entropies defined over probability distributions instead of quantum
states. Mathematically, G(σ) = S(σA) + S(σB) ≡ H(PA) + H(PB) =: G(P ),
where PA, PB are marginals of the set P = {Pi} containing bipartite probabilities
from the vector P, whose elements are Pi, and H(P ) is the Shannon entropy. The
function G(P ) is now to be minimised over the convex set of probability vectors
satisfying P ≺ Λ.
Lemma 1. G(P ) is concave over the set of vectors P majorised by Λ
Proof. Consider two vectors P,Q ≺ Λ with marginals PA,PB,QA,QB and form
the convex combination tP + (1 − t)Q =: R, with 0 < t < 1. By the properties
of convexity it is true that R ≺ P ≺ Λ, and by linearity the marginals of R are
Rµ = tPµ+(1− t)Qµ, where µ = A,B labels the subsystem. Then (using normal
not bold font to denote sets of vector components rather than vectors themselves)
G(R) = H(RA) +H(RB) (2.7)
= H(tPA + (1− t)QA) +H(tPB + (1− t)QB) (2.8)
> tH(PA) + (1− t)H(QA) + tH(PB) + (1− t)H(QB) (2.9)
= t(H(PA) +H(PB)) + (1− t)(H(QA) +H(QB)) (2.10)
= tG(P ) + (1− t)G(Q), (2.11)
where in the second to third line we have used the fact that entropy is concave.
Therefore the minima of G(P ) occur at the extrema of this set, that is when
P = Π(Λ), where Π is a permutation on the components of Λ. The states that
these extrema correspond to are classically correlated states ρmin ∈ Cρ fulfill-
ing the property diag(ρmin) = Π(Λ), thus they are in fact on the unitary orbit:
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ρmin ∈ Oρ.
So we have reduced the problem down to the following: the minimum of the
QMI on a unitary orbit has a value of Imin = H([Π(Λ)]A) +H([Π(Λ)]B)−H(Λ),
and the state that corresponds to this is a classically correlated one
ρmin =
dA,dB∑
j,k=1
λj,k|j〉A〈j| ⊗ |k〉B〈k|, (2.12)
where {|j〉A}, {|k〉B} are local bases of the subsystems A and B and λj,k is a
reindexing of the eigenvalues λi: λj,k = λi=(j−1)dB+k.
An arbitrary state written in its eigendecomposition ρ =
∑N
i=1 λi|ψi〉〈ψi| can
be unitarily transformed to ρmin by the unitary Umin =
∑N
i=1 |efi〉〈ψi| where
|efi〉 = |ej〉|fk〉 are products of qubit (computational) basis states and j, k = 0, 1
are the binary representation of i.
However, knowing that the state is classical is not the full solution to the
problem. Consider a state with spec(ρ) = (1/2, 1/2, 0, 0) - the two classical states
of the form (|00〉〈00| + |11〉〈11|)/2 and (|00〉〈00| + |01〉〈01|)/2 have the correct
spectrum but the former is correlated while the latter is not. In other words, the
QMI depends on the ordering of the eigenvalues in ρmin.
There are N ! different permutations of the λi to consider, however, we now
show it is possible to reduce this number down to an irreducible set of Young
Tableaux Tung [1985] in which the minimally correlated state will be found.
2.1.5 Minimising the H(ΛA) +H(ΛB) over permutations of
the elements of Λ
From now on, unless explicitly stated, we ignore the joint entropy H(Λ) as we will
be looking at individual orbits. Let the components of the vector of eigenvalues
Λ, which is essentially a bipartite probability distribution, be arranged in non-
increasing order, λi ≥ λi+1 ∀ i = 1, . . . , d − 1. The d = dAdB eigenvalues can be
arranged in a table T, such that the first dB elements of Λ occupy the first row
of T, the second dB elements reside in the second row, and so on until we occupy
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dA rows and dB columns. This setup makes it easier to see how permutations of
these elements affect the marginal probability vectors ΛA,ΛB.
Each eigenvalue λi is identified with a table entry τr,c, the rows are labelled
by r = 1, . . . , dA and columns by c = 1, . . . , dB, and we denote by R
(r)
(
C(c)
)
the vector of table components in the r-th row (c-th column). The table below
demonstrates this: it shows just one way of arranging the λi’s,
r \ c 1 2 . . . dB
1 λ1 λ2 . . . λdB
2 λdB+1 λdB+2 . . . λ2dB
...
...
...
. . .
...
dA λdB(dA−1)+1 λdB(dA−1)+2 . . . λdAdB
=
r \ c 1 2 . . . dB
1 τ1,1 τ1,2 . . . τ1,dB
2 τ2,1 τ2,2 . . . τ2,dB
...
...
...
. . .
...
dA τdA,1 τdA,2 . . . τdA,dB
= T
and
R(r) = (τr,1, . . . , τr,dB) ,
C(c) = (τ1,c, . . . , τdA,c) .
When written in tabular form, it is easy to calculate the marginal probabilities
vectors (MPVs) of Λ. The MPVs for systems A and B are denoted a and b
respectively, their components are just the sums of the elements in the row and
column vectors of the table T
a =
(
dB∑
i=1
R
(1)
i , . . . ,
dB∑
i=1
R
(r)
i , . . . ,
dB∑
i=1
R
(dA)
i
)
,
b =
(
dA∑
i=1
C
(1)
i , . . . ,
dA∑
i=1
C
(s)
i , . . . ,
dB∑
i=1
C
(dB)
i
)
.
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The vectors a and b are equivalent to what we previously called ΛA and ΛB.
We use Π(T) to mean the permutation on the table elements that corresponds to
Π(Λ). A reordering Π changes the MPVs a and b and hence alters H (a)+H (b);
we seek the permutation Π that gives the minimum of this sum of entropies.
2.1.5.1 Sorting rows and columns into decreasing order
We define two sorting algorithms on the tables: Arow (Acol) sorts rows (columns)
into descending order. Consider all d! tables of d elements, which are denoted Td,
applying these operations in tandem to all tables generates a subset Yd of tables
with all their elements arranged in decreasing order in their rows and columns,
Yd := {T↓ = ATd : ∀Td,A := ArowAcol} = {T∗↓ = A∗Td : ∀Td,A∗ := AcolArow}.
Note however that in the case when dA = dB, we define this set as not containing
tables that are transposes of another table in Yd even though these are generated
by the sorting operations, that is T↓ ∈ Y(dA)2 and (T↓)T 6∈ Y(dA)2 . This is because
they have the same QMI (a transposition on a table is a symmetry of the QMI,
see section 2.1.6).
The table that dictates how the eigenvalues should be arranged in order to
obtain the minimum mutual information is in the set Yd. To see this, consider an
unordered table Td. The entries of row MPVs a and a↓ are
ar =
dB∑
i=1
R
(r)
i ,
a↓r :=
dB∑
i=1
R
(r)↓
i ,
where R(r)↓ is the r-th row vector of AcolTd. In Marshall et al. [2009] it is shown
that a and a↓ obey a majorisation relation a ≺ a↓ and since entropy is Schur
concave Marshall et al. [2009], this means H (a) ≥ H (a↓).
In addition sorting the rows and obtaining table ATd ∈ Yd leads also to b ≺ b↓,
and so H (b) ≥ H (b↓) leading to
H (a) +H (b) ≥ H (a↓)+H (b↓) .
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Hence the operation A (or A∗) lowers or keeps constant the sum of entropies and
the minimum of the mutual information is always given by a table in Yd. Note
that this also holds if Arow,Acol are defined as putting row and column elements
into ascending order.
The set of tables that result from this sorting are the dA×dB Young tableaux.
The number of these tables is given by the hook formula of Frame-Thrall-Robinson
Frame et al. [1954]
N(dA, dB) =
(dAdB)!Π
dB−1
i=1 i!
ΠdA+dB−1j=dA j!
(2.13)
and this series grows exponentially: N(2, 2) = 2, N(2, 3) = 5, N(3, 3) = 42,
N(4, 4) = 24024.
Our set of interest is Yd, and because it is defined as not containing transposes
in the case when dA = dB, there are in fact only
1
2
N(dA, dA) tables in Y(dA)2 , these
are what we call the “independent Young tableaux”.
2.1.6 An aside: symmetry of the mutual information in
terms of tables
We noted earlier in section 2.1 that the quantum mutual information is invariant
under particular transformations, they were local unitary transformations and a
swap of subsystem states. We can now talk about this in the language of table
element permutations. The notation I(T) symbolizes the mutual information of
the probability distribution arranged in the order described by table T. Trans-
formations on the table T which are symmetries of the QMI are:
1) Transposition
I
(
TT
)
= I (T) .
This amounts to swapping the distributions of A and B.
2) Permuting rows: writing the table with row vectors as T
[
R(1), . . . ,R(dA)
]
,
and a permutation on the row vector ordering ΠR
I (T) ≡ I (T [R(1), . . . ,R(dA)]) (2.14)
= I
(
T
[
ΠR
(
R(1), . . . ,R(dA)
)])
. (2.15)
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This is a local operation on the subsystem B.
3) Permuting columns: writing the table with column vectors as T
[
C(1), . . . ,C(dB)
]
,
and a permutation on the column vector ordering ΠC
I (T) ≡ I (T [C(1), . . . ,C(dB)]) (2.16)
= I
(
T
[
ΠC
(
C(1), . . . ,C(dB)
)])
. (2.17)
This is a local operation on the subsystem B.
4) Swapping all table components τrs from, say, descending to ascending order:
a combination of the above transformations.
These transformations can be classed in terms of a group action. The sym-
metry group for I (ρ) is the permutation group SD of order D! acting indepen-
dently on the rows and columns. In a d-dimensional system there are d! permuta-
tions/tables. The symmetries reduce the number of tables by a factor of dA!dB!,
and an additional factor of 2 if dA = dB. Note that the Young tableaux are a
further subset of this reduced set. This is discussed in more detail in McConnell
and Jennings [2012].
2.1.7 Special case: minimum mutual information state
when dA = dB = 2
For a two qubit system, there is one independent Young table, from Eq. (2.13),
1
2
N(2, 2) = 1, it is
T↓4 =
r \ c 1 2
1 λ1 λ2
2 λ3 λ4
.
This table minimises H(a) + H(b) for all Λ and corresponds to the state ρmin
found in equation (2.56).
In total there are 4! = 24 tables of this dimensionality, but due to symmetry
of the QMI there are only 24/23 = 3 independent tables, i.e. only three distinct
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values of the QMI. The tables chosen to represent them are the one given above
and
T(1)4 =
r \ c 1 2
1 λ2 λ1
2 λ3 λ4
, (2.18)
T(2)4 =
r \ c 1 2
1 λ3 λ1
2 λ2 λ4
. (2.19)
Note these two tables are not in the 2× 2 Young tableaux set Y4.
We can order the row and column MPVs of these tables with respect to
majorisation
a(T(2)4 ) ≺ a(T(1)4 ) = a(T↓4), (2.20)
b(T(2)4 ) = b(T
(1)
4 ) ≺ b(T↓4). (2.21)
Writing the QMI of table T as I(T) we have then that
I(T(2)4 ) ≥ I(T(1)4 ) ≥ I(T↓4). (2.22)
This gives us a full ranking of the mutual information in the full two qubit quan-
tum space. On a unitary orbit, in increasing order
I(min, class) = H(λ3 + λ4) +H(λ2 + λ4)−H(Λ), (2.23)
I(max, class) = H(λ2 + λ4) +H(λ1 + λ4)−H(Λ), (2.24)
I(max, sep) ≤ log dA = 1, (2.25)
I(max, quant) = 2−H(Λ), (2.26)
where the QMIs are over the set of states that are class = classical, sep = sepa-
rable, quant = arbitrary quantum. The maximum separable value is ascertained
from the upper bound of the classical mutual information over the set of all prob-
ability distributions with four elements and assumes 2−H(Λ) ≥ 1, or equivalently
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H(Λ) ≤ 1. This full ordering of the mutual information is possible only for two
qubits.
2.1.8 The correlations structure in higher dimensions: dA ≥
2, dB ≥ 3
For systems of larger dimension, the situation becomes more complex because
there are now multiple Young tableaux from which we must determine the one
that is the minimiser for the mutual information (MI) (the problem is now purely
classical).
A general solution for d > 4 does not yet exist and, unlike the 2 × 2 case,
it depends on the choice of Λ itself; every member of the Young tableaux set
is optimal for some Λ. For instance, when dA = 2, dB = 3, the distribution
Λ = 1
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{6, 5, 4, 3, 2, 1} minimises the MI when the elements are arranged as in
table T(3)6 , whereas if Λ = 133{10, 9, 8, 3, 2, 1}, then the optimal table is T(1)6 , these
tables are given in section 2.1.8.1.
Below we list explicitly the Young tables for the cases when dA = 2, dB = 3
and dA = dB = 3. The set Yd is the collection of “independent” (not including
transposes) Young tables Tid, i = 1, . . . |Yd| = N . From now we use the less
cumbersome notation i := λi, i = 1, . . . , d. Also included are frequency plots in
figure 2.1 for the tables that minimise the MI for randomly generated probability
distributions.
2.1.8.1 The distinguished set of tables for dA = 2, dB = 3 : Y6
For the qubit-qutrit case, a direct calculation results in the following set of tables
for Y6
T(1)6 =
1 2 3
4 5 6
, T(2)6 =
1 2 4
3 5 6
, T(3)6 =
1 2 5
3 4 6
,
T(4)6 =
1 3 5
2 4 6
, T(5)6 =
1 3 4
2 5 6
.
Curiously, although we cannot deduce which table in Y6 gives the minimum
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(a) (b)
Figure 2.1: Histograms displaying the number of times a table T(i)d=dAdB (labelled
i) minimises the mutual information for d = 2 × 3 top figure and d = 3 × 3
bottom figure. In both cases 106 full rank probability distributions were randomly
generated. The most frequently occurring tables are T(3)6 and T
(19)
9 .
MI for a given Λ, we do know there is a unique table (not in the set Y6) that gives
the maximum classical MI. The table is
Tmax,class6 =
1 4 5
6 3 2
and this is proved in McConnell and Jennings [2012] by introducing a new kind
of partial order called “quasi-majorisation”.
So for dA = 2, dB = 3, we only partially know the ranking of the mutual
information:
I(min, class) ≤ I(max, class), (2.27)
I(max, class) = H(λ2 + λ4 + λ6) +H(λ1 + λ6, λ3 + λ4)−H(Λ), (2.28)
I(max, class) ≤ I(max, sep) ≤ log(min{dA, dB}) = 1, (2.29)
I(max, quant) ≤ log 6. (2.30)
Broadly speaking, it is possible for a minimally correlated classical state to be
unitarily evolved to the maximally correlated classical state, however this max
classical state is not necessarily the most correlated state over the set of separable
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states on the unitary orbit. Thus a further unitary can increase the correlations
to form a max separable state which is not diagonal in the computation basis
in the way that the min and max classical states are. Beyond this, it may be
possible to leave the set of separable states and obtain an entangled mixed state.
2.1.8.2 The distinguished set of tables for dA = dB = 3 : Y9
For the case of two qutrits we find that the set Y9 is given by
T(1)9 =
1 2 3
4 5 6
7 8 9
, T(2)9 =
1 2 3
4 5 7
6 8 9
, T(3)9 =
1 2 3
4 5 8
6 7 9
T(4)9 =
1 2 3
4 6 7
5 8 9
, T(5)9 =
1 2 3
4 6 8
5 7 9
, T(6)9 =
1 2 4
3 5 6
7 8 9
T(7)9 =
1 2 5
3 4 6
7 8 9
, T(8)9 =
1 2 4
3 5 7
6 8 9
, T(9)9 =
1 2 4
3 5 8
6 7 9
T(10)9 =
1 2 5
3 4 7
6 8 9
, T(11)9 =
1 2 5
3 4 8
6 7 9
, T(12)9 =
1 2 6
3 4 8
5 7 9
T(13)9 =
1 2 6
3 4 7
5 8 9
, T(14)9 =
1 2 7
3 4 8
5 6 9
, T(15)9 =
1 2 4
3 6 7
5 8 9
T(16)9 =
1 2 4
3 6 8
5 7 9
, T(17)9 =
1 2 6
3 5 8
4 7 9
, T(18)9 =
1 2 6
3 5 7
4 8 9
T(19)9 =
1 2 7
3 5 8
4 6 9
, T(20)9 =
1 2 5
3 6 8
4 7 9
, T(21)9 =
1 2 5
3 6 7
4 8 9
.
For this, and larger dimensions, the minimum (and maximum) classical mu-
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tual information values are not known, there is not a unique table that defines
these because it depends on the spectrum Λ. This is seen from numerical work,
see figure 2.1.
2.1.9 A partial ordering on the Young tableaux and the
“see-saw” effect
We cannot say whether the sum H (a) + H (b) will increase from one table to
another, nevertheless it is possible in some cases to determine how the individual
entropies will change. In the following, we assume a priori majorisation relations
between vectors, that is partial ordering in the general case without reference to
a specific probability distribution Λ.
Lemma 2. If two dA × dB = d Young tableaux T(I)d , T(J)d ∈ Yd are related by one
transposition
T(J)d = pi (rs : tu)T
(I)
d ,
where pi (rs : tu) swaps the elements τrs and τtu of table T(I)d , then either
a(I) ≺ a(J), b(I)  b(J) (2.31)
if δ > 0, or
a(I)  a(J), b(I) ≺ b(J) (2.32)
if δ < 0, where a(X) and b(X) are the row and column MPVs of table T(X), X ∈
{I, J}, and δ = τtu − τrs.
Proof. Say r ≥ t in the following, without loss of generality. The swap operator
pi (rs : tu) cannot arbitrarily swap any two nonequal elements of a Young tableau
and stay within the set Yd. For a valid swap, it is necessary that
r > t, (2.33)
s < u.
If either r = t or s = u, then the swapping occurs between elements in the same
row or column, which is prohibited because it would violate the Young tableau
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element ordering, similarly if r > t and s > t. Note, however, that not all swaps
which satisfy equation (2.33) are valid swaps, for example when dA = dB = 3,
swapping τ12 and τ21 in table T1 concurs with these conditions but generates
a table that is not in Young tableaux form. Therefore conditions (2.33) are
necessary but not sufficient.
Consider tables T(I)d , T
(J)
d = pi (rs : tu)T
(I)
d ∈ Yd. Two components of the row
and column MPVs of T(I)d are affected by the swap, they are
a(I)r = τr1 + · · ·+ τrs + · · ·+ τrdB ,
a
(I)
t = τt1 + · · ·+ τtu + · · ·+ τtdB ,
b(I)s = τsj + · · ·+ τrs + · · ·+ τdAs,
b(I)u = τul + · · ·+ τtu + · · ·+ τdAu.
After the swap, the MPVs of T(J)d , can be written in terms of a(I) and b(I) com-
ponents
a(J)r = τr1 + · · ·+ τtu + · · ·+ τrdB = a(I)r + δ,
a
(J)
t = τt1 + · · ·+ τrs + · · ·+ τtdB = a(I)t − δ,
b(J)s = τ1s + · · ·+ τtu + · · ·+ τdAs = b(J)s + δ,
b(J)u = τ1u + · · ·+ τrs + · · ·+ τdAu = b(I)u − δ,
where δ = τtu−τrs and |δ| < a(I)i , b(I)j and i = 1, . . . , dA, j = 1, . . . , dB. The latter
condition on the magnitude of δ ensures that adding and subtracting it to the
components of the MPVs preserves their order; this is important when comparing
the majorisation relation between two vectors. If the elements of a(I) and b(I)
are ordered in decreasing order, then the elements of a(J) and b(J) will be also.
This is a consequence of the fact that we only consider swaps which are operations
f : Yd → Yd and more importantly that the arrangement of elements in the Young
tables ensure the MPV elements are ordered; for row MPVs a1 ≥ a2 ≥ . . . adA
and similarly for column MPVs.
Collating the aforementioned facts, it can be shown that the MPVs satisfy
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the majorisation relations
a(J) ≺ a(I),b(J)  b(I)
if δ > 0, and
a(I) ≺ a(J),b(I)  b(J)
if δ < 0.
Since entropy is Schur concave, this means that for, say, δ > 0
H
(
a(J)
) ≥ H (a(I)) , H (b(J)) ≤ H (b(I)) ,
and because a transposition causes one entropy to increase and the other to
decrease in this way, we call this the “see-saw” effect.
It is possible to represent this effect by a directed graph G = G (Yd). The
nodes correspond to the tables and the edges connect two tables that are related
by a swap. A graph G can only represent row or column MPV majorisation; we
call the two types of graphs Grow and Gcol. The direction of the edge connecting
two nodes represents an MPV majorisation relation, hence an arrow “→” from
node I to J on the graph Grow implies a
(I)  a(J). From the lemma above this
also means that b(I) ≺ b(J) is also true. Hence on Grow, a “→” arrow will exist
between nodes I and J, whereas on Gcol there will be a “←” arrow between the
same two nodes. Hence Grow and Gcol are equal up to a change in their arrow
directions, this allows us to just focus on either row or column majorisation since
one graph is easily obtained from the other. Figures 2.2 and 2.3 display the
graphs Grow (Y6) and Grow (Y9) .
Because of the transitivity property of majorisation, if for tables T(I) , T(J),
T(K) ∈ Yd we have that a(I)  a(J) and a(J)  a(K), then a(I)  a(K). The
graph Grow (Yd) captures this more general majorisation relation. Following a
sequence of nodes connected by edges all directed the same way gives a subset
of tables that obey this partial order. For example, in the graph Grow (Y6) , a
set of connected nodes is Node 1 → Node 2 → Node 3 → Node 4 from which
we can say, for instance, that a1  a4 and b1 ≺ b4. Except for Nodes 3 and
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Figure 2.2: Connected and directed graph Grow (Y6), each node represents a table
i.e. Node i is table T(i)6 in section 2.1.8.1.
5, all other pairs of nodes in Grow (Y6) are connected by arrows all pointing in
the same direction hence we can determine almost all the column and row MPV
majorisation relations of any two tables in Y6. Upon inspection of the tables
corresponding to Nodes 3 and 5, we see their MPVs are incomparable, which is
reflected by the fact they are unconnected in G(Y6). Hence we can make the
following statement:
Two tables T(I) and T(J) in Yd, represented by nodes N (I) and N (J) in the graph
Grow (Yd) , have a majorisation relation between their row and column MPVs if
N (I) and N (J) are connected by arrows all pointing in the same direction.
Although we can determine the behaviour of the individual marginal entropies
H(a), H(b) along arrows in the graph G, we can say nothing about the sum
H(a) +H(b) and therefore the mutual information.
2.1.10 Special cases
In some cases we can use simple mathematics to calculate whether the mutual
information will increase or decrease from one permutation to another. Let us
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Figure 2.3: Connected and directed graph Grow (Y9), each node represents a table,
i.e. Node i is table T(i)9 in section 2.1.8.2. It would be symmetrical like Grow (Y6)
if the transposes of the tables in Y9 were included.
denote a probability vector with n elements p = (p1, p2, . . . , pn) where p1 ≥ p2 ≥
· · · ≥ pn. Two results follow:
Lemma 3. Given
T(1)n =
p1 . . . pk
pk+1 . . . . . .
. . . . . . pn
,
T(2)n =
p1 . . . pk+1
pk . . . . . .
. . . . . . pn
,
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with k < n, and pi = 0 for all i > k. Then I(T(1)n ) ≤ I(T(2)n ).
Proof. Let h(x) = −x log x. Then (ignoring the total entropy contribution to the
mutual information)
I(T(1)n ) =
k∑
i=1
h(pi), (2.34)
I(T(2)n ) = h(p1 + pk) +
k−1∑
i=2
h(pi) + h
(
k−1∑
i=1
pi
)
+ h(pk), (2.35)
hence it must be shown that
I(T (2)n )− I(T (1)n ) ≥ 0, (2.36)
or
h(p1 + pk) + h(1− pk)− h(p1) ≥ 0. (2.37)
Writing this as h(p1 + pk) − h(p1) + h(1 − pk) − h(1) and using the mean value
theorem f(b)− f(a) = (b− a)f ′(c) where c ∈ [a, b] then the condition becomes
h′(p1 + β)− h′(1− α) ≥ 0, (2.38)
where α, β ∈ [0, pk]. The derivative of the function is h′(x) = −k1 lnx− k2 where
k1, k2 are constants so we obtain
ln
1− α
p1 + β
≥ 0, (2.39)
or
1− α ≥ p1 + β. (2.40)
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In the worst case (minimum RHS and maximum LHS) the inequality becomes
1− pk ≥ p1, (2.41)
which is true since 1 =
∑k
i=1 pi ≥ p1 + pk.
Lemma 4. If we have
T(1)n =
p1 . . . pk
pk+1 . . . . . .
. . . . . . pn
,
T(2)n =
p1 . . . pk+1
pk . . . . . .
. . . . . . pn
,
with k < n, and pi = 0 for all i > k + 1. Then I(T(1)n ) ≤ I(T(2)n ).
Proof. The condition
I(T(2)n )− I(T(1)n ) ≥ 0, (2.42)
is equivalent to
h(p1 + pk)− h(p1 + pk+1) + h(1− pk)− h(1− pk+1) ≥ 0. (2.43)
Using the mean value theorem again we obtain
h′(p1 + pk+1 + γ)− h′(1− pk + δ) ≥ 0, (2.44)
where γ, δ ∈ [0, pk − pk+1], so
ln
1− pk + δ
p1 + pk+1 + γ
≥ 0, (2.45)
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or
1− pk + δ ≥ p1 + pk+1 + γ. (2.46)
In the worst case (minimum RHS and maximum LHS) the inequality becomes
1− pk ≥ p1 + pk, (2.47)
which is true since 1 =
∑k+1
i=1 pi ≥ p1 + pk−1 + pk ≥ p1 + 2pk.
2.2 The primitive case of two qubits: dA = dB = 2
Although we have already fully solved the optimisation problem for the case of
two qubits, it is constructive to consider an alternative method of doing so, as it
will be useful for later when we add a global energy constraint to the optimisation.
In section 2.1.7 it was shown that the minimal QMI on a unitary orbit has a value
of
I(ρmin) = H(λ1 + λ2) +H(λ1 + λ3)−H(Λ), (2.48)
where λ1 ≥ λ2 ≥ λ3 ≥ λ4 and we have used the notation for the binary Shannon
entropy H(x) = −x log x − (1 − x) log(1 − x) in the first two terms, and the
Shannon entropy H(Λ) = −∑i λi log λi, where Λ = {λi}. Using the result for
Imax in equation (2.3), the largest amount that the QMI can change by for a two
qubit system undergoing a global unitary transformation is
∆ImaxU = 2−H(λ1 + λ2)−H(λ1 + λ3). (2.49)
Considerable insight into this case can be gained by minimising the QMI
for two qubits more explicitly. This is possible because the quantum marginal
problem for a composite system of two qubits has been solved Bravyi and the
results are readily applied to our situation. Examining this also allows us to
include the constant energy constraint which we come to later.
Let us adopt the convention that the eigenvalues λi in spectrum Λ of the two
qubit state ρ are arranged in non-increasing order λ1 ≥ λ2 ≥ λ3 ≥ λ4 and denote
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the two eigenvalues of the reduced state ρµ as λµ, 1 − λµ where 0 ≤ λµ ≤ 12 ,
µ ∈ {A,B}. Then ρA, ρB are valid reduced states of a state in Oρ if and only if
their eigenvalues satisfy the following inequalities Bravyi
λA ≥ λ3 + λ4, (2.50)
λB ≥ λ3 + λ4, (2.51)
λA + λB ≥ λ2 + λ3 + 2λ4, (2.52)
|λA − λB| ≤ min{λ1 − λ3, λ2 − λ4}. (2.53)
These inequalities define a region R = R(Λ), presented in figure 2.4. The lines
fp, gp, hp, where p = 1, 2 is just an index here, represent the equality conditions for
the inequalities (2.50) - (2.53). Figure 2.5 is provided to see the different shapes
that R can have depending on the rank of Λ (actually the qualitative difference
in the shape of R depends on the degeneracy of Λ). In a slight abuse of notation,
we use R for the geometric region of compatible reduced states in λA, λB space,
the set of coordinates contained within that region and the states ρA, ρB they
correspond to.
Minimising the QMI on an orbit reduces to finding the minimum of the clas-
sical binary entropy sum H(λA) + H(λB) over R. It is not quite as simple as
it may seem because the domain is not convex, see section 2.2.2. We first vary
each of the terms in the sum separately. Concavity of the entropy (and symme-
try about its maximum at λµ =
1
2
) implies that H(λµ) decreases as λµ tends to
zero. The line that bounds R closest to zero is gp: λA + λB = λ2 + λ3 + 2λ4 so
the minimum of H(λA) + H(λB) occurs somewhere on this boundary of R. We
show in section 2.2.1 that the minimum of this function occurs at points R1, R2
in figure 2.4 where
λA = λ3 + λ4, (2.54)
λB = λ2 + λ4, (2.55)
or vice versa, and the unique bipartite state (modulo the equivalence class of the
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Figure 2.4: Typical set R of unitary orbit marginal eigenvalues λA, λB from in-
equalities (2.50) - (2.53), with equalities equal to the boundary lines labelled
fp, gp, hp, p = 1, 2. g1 refers to the case when λ2 = λ3, light plus dark grey area,
and g2 to λ2 > λ3, just the dark area (note that the lines hp, p = 1, 2 could be
different for these two cases but here they are drawn as the same for simplicity).
The marginal eigenvalues for the minimally correlated state ρmin are situated at
A when gp = g1 and at R1, R2 when gp = g2. The maximally correlated state
ρmax has marginals at B.
QMI) this corresponds to is given by
ρmin =
1∑
j,k=0
λjk|ej〉〈ej| ⊗ |fk〉〈fk|, (2.56)
where λjk is a reindexing of λi (λ00 = λ1, λ01 = λ2, λ10 = λ3, λ11 = λ4) and
{|ej〉}, {|fk〉} are qubit basis states for systems A and B respectively. This is a
zero discord Dakic´ et al. [2010] state on both A and B.
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Figure 2.5: Regions R of allowed λA (y-axis), λB (x-axis) when the joint state of
two qubits, with spectrum Λ = {λi}4i=1, has various ranks: Λ = (a) {1,0,0,0}, (b)
{0.8,0.2,0,0}, (c) {0.5,0.5,0,0}, (d) {0.6,0.3,0.1,0} (for the entire shaded region).
λA, λB ∈ [0, 12 ]. For each spectrum, the filled circles correspond to ρmin, the
hollow ones to ρmax. In (d), a state with energy E defines the set RE of states
which could have energy E. It is bounded from “above” by the thick black (and
dotted) line, on which the state itself is situated. The maximally correlated state
in RE is at q.
Consider the unitary orbit for Λ = {1
2
, 1
2
, 0, 0}. The state
1
2
(|00〉〈00|+ |1+〉〈1 + |) (2.57)
is on this orbit, it has zero discord on qubit A but not qubit B, and so is not a
minimally correlated state. Neither is the state
1
2
(|00〉〈00|+ |11〉〈11|) , (2.58)
which is also on the this orbit. It has zero discord on qubits A and B however the
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eigenvalues are not correctly ordered when written in the computational basis.
This orbit happens to contain a product state, which minimises the QMI, hence
this is minimally correlated
ρmin =
1
2
(|00〉〈00|+ |01〉〈01|) = |0〉〈0| ⊗ 1
2
1 (2.59)
The QMI on a two-qubit unitary orbit has a minimum value of
I(ρmin) = H(λ3 + λ4) +H(λ2 + λ4)−H(Λ). (2.60)
Here we have used the binary entropy notation: H(λ3 + λ4) ≡ H(λ1 + λ2) ≡
H(λ1 + λ2, λ3 + λ4).
Any state ρ =
∑4
i=1 λi|ψi〉〈ψi| diagonal in the basis |ψi〉 along the unitary
orbit of ρmin can be transformed to ρmin by the unitary Umin =
∑4
i=1 |efi〉〈ψi|
where |efi〉 = |ej〉|fk〉 are products of qubit basis states and j, k = 0, 1 are the
binary representation of i.
This agrees with the previous general result derived in sections 2.1.4 and 2.1.7.
2.2.1 Details for the two-qubit ρmin derivation
Above it is stated that for two qubits, the minimum QMI state, ρmin, must
correspond to a point on the line gp, p = 1, 2 in figure 2.4. There are two cases
to consider.
2.2.1.1 p = 1, λ2 = λ3
The inequality in equation (2.52) reduces to
λA + λB ≥ 2(λ3 + λ4) (2.61)
and it is now redundant because it is no longer independent of the other inequal-
ities that define R - it can be formed by adding inequalities (2.50) and (2.51).
Therefore it places no additional constraint on R and the boundary closest to the
origin is in fact a corner where the lines f1 and f2 intersect. The minimum values
of λA and λB occur at this intersection, where λA = λB = λ3 + λ4.
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2.2.1.2 p = 2, λ2 > λ3
Now
λA + λB > 2(λ3 + λ4) (2.62)
and this inequality is an independent constraint on R. The line g2 cuts the bottom
left corner of R and the minimum of H(λA) +H(λB) is somewhere along it. Let
us define
K = λ2 + λ3 + 2λ4, (2.63)
then g2 can be rewritten λB = K − λA and the function to be minimised on
this line is H(λA) + H(K − λA), with λA ∈ [0, K]. The domain is now convex
and the function concave and symmetric about the maximum at λA =
K
2
(where
λA = λB, the symmetry line of R) hence the minima occur at the edges of g2.
Let the coordinates of the boundaries of g2 be called R1, R2 ∈ R, shown in
figure 2.4. By symmetry we need only consider one of these points, R1 say (R2 is
given by swapping λA, λB in R1), its coordinate is either at the intersection of the
lines h1 and g2 or f2 and g2. f2 and g2 meet at (λA, λB) = (λ2 + λ4, λ3 + λ4) =:
(λ∗A, λ
∗
B). However there are two situations to consider for the intersection of g2
and h1 depending on min{λ1 − λ3, λ2 − λ4}.
If h1 = min{λ1 − λ3, λ2 − λ4} = λ1 − λ3, then g2 and h1 meet at
(λA, λB) = (
1
2
(λ1 − λ2) + λ2 + λ4, λ3 + λ4 − 1
2
(λ1 − λ2)) (2.64)
=: (λ′A, λ
′
B). (2.65)
If h1 = min{λ1 − λ3, λ2 − λ4} = λ2 − λ4, then g2 and h1 meet at
(λA, λB) = (
1
2
(λ3 − λ4) + λ2 + λ4, λ3 + λ4 − 1
2
(λ3 − λ4)) (2.66)
=: (λ′′A, λ
′′
B). (2.67)
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It is clear that λ′A, λ
′′
A ≥ λ∗A and λ′B, λ′′B ≤ λ∗B. This implies that in both cases
h1 intersects g2 at a point that is further from the diagonal λA = λB than the
intersection of f2 and g2 and so the coordinates (λ
′
A, λ
′
B), (λ
′′
A, λ
′′
B) are not in R,
hence R1 = (λ
∗
A, λ
∗
B).
Therefore, the minimum of H(λA) +H(λB) occurs at R1 where
λA = λ2 + λ4, (2.68)
λB = λ3 + λ4, (2.69)
and at R2
λA = λ3 + λ4, (2.70)
λB = λ2 + λ4. (2.71)
It is evident now that g1 in the previous is a special case of this when λ2 = λ3.
The only task left is to determine the composite state ρmin which has reduced
states with the eigenvalues given in equations (2.68) and (2.69) (or (2.70) and
(2.71)). The inequalities (2.50) - (2.52) which give the lines fp, gp are obtained
by using the relation
inf
τ∈D(H,4,λ)
tr(Oτ) = λ1O4 + λ2O3 + λ3O2 + λ4O1, (2.72)
where O is an arbitrary two-qubit hermitian operator with eigenvalues O1 ≥ O2 ≥
O3 ≥ O4 and τ is four dimensional state with eigenvalues Λ = {λi}4i=1 ordered
in the same way. This infimum is reached when O and τ are diagonal in the
same basis with their eigenvalues arranged in such a way that equation (2.72) is
obtained.
Let us write the marginals of a two qubit state ρ as
ρA = λAΠA + (1− λA)(I − ΠA), (2.73)
ρB = λBΠB + (1− λB)(I − ΠB), (2.74)
and ΠA,ΠB are the projectors onto the eigenstates of ρA, ρB associated with the
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lowest eigenvalue.
As noted above, the point R1 in R corresponding to the minimum QMI state
is an intersection of two boundary lines: λA = λ3+λ4 and λA+λB = λ2+λ3+2λ4.
Hence ρmin must commute with the two operators O,O
′ that give rise to these
lines.
To obtain inequality (2.51) we set O = ΠA, then {O1, O2, O3, O4} = {1, 1, 0, 0}
and
λA = tr(ρΠA) (2.75)
≥ inf
τ∈D(H,4,λ)
tr(τΠA) (2.76)
= λ4 + λ3. (2.77)
Similarly, to obtain inequality (2.52) we set O′ = ΠA + ΠB. Let us suppose,
without loss of generality, that ΠA = |0〉〈0| and ΠB = |v〉〈v|, where |v〉 = UB|0〉
and UB is a single qubit unitary. O and U
†
BOUB are cospectral and have eigen-
values {O1, O2, O3, O4} = {2, 1, 1, 0}. Thus
λA + λB = tr(ρ(ΠA + ΠB)) (2.78)
≥ inf
τ∈D(H,4,λ)
tr(τ(ΠA + ΠB)) (2.79)
= 2λ4 + λ3 + λ2. (2.80)
Without loss of generality O,O′ can be set to be diagonal in the same, say
computational, basis. In matrix form they are
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O =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 , (2.81)
O′ =

2 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
 . (2.82)
Then ρmin must satisfy [ρmin, O] = 0 and [ρmin, O
′] = 0. Alternatively, this is
fulfilled if we require [ρmin, O +O
′] = 0 and O 6= −O′ (which is true). Given
O +O′ =

3 0 0 0
0 2 0 0
0 0 1 0
0 0 0 0
 , (2.83)
then ρmin must be diagonal in the same, computational, basis. Since tr(ρminΠA) =
λ3 + λ4 then
ρmin =

λ1 0 0 0
0 λ2 0 0
0 0 λ3 0
0 0 0 λ4
 . (2.84)
This state and its QMI equivalence class is a classically correlated state, and
it is the minimiser for the QMI.
2.2.2 The convex hull Cρ of the two qubit system
As an aside we consider what the convex hull, encountered in section 2.1.4 looks
like for the two qubit system. The convex hull of a typical R is shown next to
R in figure 2.6 for 0 ≤ λA, λB ≤ 12 . Although R on its own looks like a convex
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polygon, one must remember that in fact the eigenvalues λA, λB are defined over
the range [0, 1], whereas here only a portion of this, [0, 1
2
], is represented. If we
imagine (using symmetry) the R over the full range [0, 1], which is the domain
on which the entropies H(λA), H(λB) are defined, we see that it is not convex,
portions are cut out around λA, λB =
1
2
.
It is evident now from the figure 2.6 what reduced states are in the convex hull
but are absent from the unitary orbit: unitary evolution constrains the reduced
states to be closer in mixedness than the map that is a probabilistic mixture of
unitaries which gives the convex hull. The constancy of the joint state spectrum
acts as a “tension” between the reduced states, restricting the marginals to being
of similar Bloch vector length given by 1− 2λµ, µ = A,B. In fact, the inequality
(Eq. 2.53) that cuts away the part of the convex hull so as to give R is clearly the
defining feature for the marginals of Oρ and is the hardest to find (Bravyi says
it is “rather formidable” Bravyi). It is this lack of convexity that contributes to
why the quantum marginal problem is so difficult.
Figure 2.6: Comparing the set of reduced state spectra R, on the left, and its
convex hull, on the right.
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2.2.3 The imposition of a global constraint: energy con-
servation
Later in the chapter we will provide some examples from the field of quantum
thermodynamics which rely on varying the QMI in the presence of energy conser-
vation. Here we investigate this constrained optimisation for the system of two
qubits.
We seek the maximum change in the QMI
∆IE = I(ρ
′)− I(ρ) = S(ρ′A) + S(ρ′B)− S(ρA)− S(ρB), (2.85)
subject to ρ′ = UρU † where U is now an energy-conserving unitary preserving
the energy E := Tr(ρH) = Tr(ρ′H). H is a Hamiltonian for the composite
system AB, taken to be the sum of local Hamiltonians H = HA + HB, and the
initial reduced states are thermal with respect to HA,HB. The Hamiltonian does
not change during the unitary evolution, as is usually the case when considering
change in heat (rather than work) of a system. We solve this for the system of
two qubits.
We take the local Hamiltonians HA,HB of the initial subsystem states to be
equal 1: the ground and excited states energies are zero and one respectively and
the energy eigenbasis is the computational basis {|0〉, |1〉} thus Hµ = |1〉〈1|µ. We
can write the initial (thermal) reduced state of ρ as
ρµ = (1− λiµ)|0〉〈0|+ λiµ|1〉〈1|, (2.86)
where λiµ = e
−1/kBTµ/Tr(ρµ) ≤ 12 and Tµ is the temperature of system µ.
Let us suppose that during the energy exchange interaction (a global energy
conserving unitary on ρ) correlations decrease, i.e. the two systems A,B, though
locally thermal, are initially correlated. We would therefore like to minimise the
sum of marginal entropies S(ρ′A) + S(ρ
′
B) of the transformed state ρ
′ subject to
1The following results also hold when HA = UHBU
† but not if the energy spacings between
the ground and excited levels differ. The reason, see section 2.2.3.1, is that this defines an energy
conserving region that is bounded by a skewed line, it is of the form aλA + bλB = C, where
a 6= b and C is a constant, and the maximally correlated state is no longer at the point where
λA = λB .
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total average energy conservation. The initial total energy set by the initial state
ρ is
E = Tr(ρH) = Tr(ρAHA) + Tr(ρBHB) = λ
i
A + λ
i
B, (2.87)
with 0 ≤ E ≤ 1.
Note: The point (λiA, λ
i
B) ∈ R is on the line λA+λB = E, the thick black and
dotted line in figure 2.5 (d). The joint states represented by this line all have total
energy E and their reduced states are thermal. The QMI, or equivalently just
H(λA) + H(λB), is concave on this line, which is easily seen when the function
is written as H(λA) +H(E − λA), and its maximum occurs when λA = λB = E2 ,
point q in the figure. Hence the maximum possible initial value of the QMI for a
state with total average E is 2H(E
2
).
After the global unitary transformation UρU † = ρ′, the local subsystem states
evolve to ρ′µ = (1 − λ′µ)|v〉µ〈v|µ + λ′µ|v¯〉µ〈v¯|µ with λ′µ ≤ 12 and {|v〉µ, |v¯〉µ} is a
qubit basis
|v〉µ = cos θµ
2
|0〉 − e−iφµ sin θµ
2
|1〉 (2.88)
|v¯〉µ = sin θµ
2
|0〉+ eiφµ cos θµ
2
|1〉. (2.89)
The final total average energy E ′ = Tr(ρ′AHA) + Tr(ρ
′
BHB) (ρA, ρB are not con-
strained to being diagonal in HA,HB) is
E ′ = 1− 1
2
(cos θA + cos θB) + λ
′
A cos θA + λ
′
B cos θB. (2.90)
In order for energy to be conserved, E ′ = E. This condition and equation (2.90)
gives a collection of straight lines, defining a region RE ⊆ R representing joint
states which could have total energy E for some choice of angles θA, θB.
RE is given by λA + λB ≤ E, for the derivation see section 2.2.3.1 and for
a visualisation see figure 2.5 (d). The energy conserving region always contains
the minimally correlated state, hence the greatest possible change in the QMI at
constant average energy E occurs when the initial state occurs when λiA = λ
i
B =
E
2
(these marginals could define multiple global states, even after factoring out the
states in the equivalence class of the QMI, see section 2.2.4.1) and the final state
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is the minimally correlated one, ρmin given by equation (2.56), with θA, θB chosen
such that equation (2.90) is satisfied (there is a range of angles which do this).
We have then that
∆IE = 2H
(
E
2
)
−H(λ1 + λ2)−H(λ1 + λ3). (2.91)
The way to think about the region RE intuitively is that it contains final states
whose marginals in general have longer Bloch vectors than the initial ρ, achieving
this higher local purity is made possible by using up the correlations in the joint
state. The constant energy condition is met by rotating the Bloch vectors off the
energy axis by the angles θA, θB, thereby adding coherence to what was originally
a thermal state.
If we insist that also the final states are thermal, then the energy conserving
region is just the set of states in R that are on the line λA + λB = E. The
maximally correlated state is then still at λA = λB =
E
2
but the minimally
correlated one is at the edge of the line.
An interesting observation is that the point q in figure 2.5 (d) does not
uniquely define a joint state (even up to local unitaries). It can be the case
that a strong energy conserving unitary acting on one state at q transform it
only along the solid portion of the line however it evolves another along the full
solid-and-dotted line. This is because these two states have different types of
correlation even though they have the same QMI. We cover this in more detail in
section 2.2.4. In any case the set of states reached in RE is restricted to the line
for strong energy conserving unitary evolutions. These states have minimal vari-
ance for energy measurements. Weak energy conserving unitaries can transform
the initial state to all other points in RE, which involve intrinsically quantum
fluctuations via superpositions.
2.2.3.1 Maximum ∆IE
To see more clearly that equation (2.90) describes a line let us define λA = y,
λB = x, cos θA = t, cos θB = s and C = 1 − E ≥ 0. Then the equation can be
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recast in terms of these variables
yt+ xs =
1
2
(s+ t)− C. (2.92)
We call this line F (s, t). A special case occurs for F (0, 0) where E = 1 and no
other energy is allowed. These lines have symmetry about the lines x = 1
2
, y = 1
2
.
The region of states with initial and final energies equal to E will be where
the lines F (s, t) intersect the region R. There are four important lines that frame
the set of all F (s, t) and they occur when s = ±1, t = ±1. The intersection of
these lines, denoted by F (s, t) &F (s′, t′), is given below in terms of the coordinate
representation (x, y)
F (1, 1) &F (1,−1) :
(
1
2
,
1
2
− C
)
, (2.93)
F (1, 1) &F (−1, 1) :
(
1
2
− C, 1
2
)
, (2.94)
F (−1,−1) &F (1,−1) :
(
1
2
+ C,
1
2
)
, (2.95)
F (−1,−1) &F (−1, 1) :
(
1
2
,
1
2
+ C
)
. (2.96)
This is depicted in figure 2.7. A general line in F (s, t) passes through the
points (1
2
, 1
2
− C
t
) and (1
2
− C
s
, 1
2
) and so it never goes inside the region bounded by
the lines F (1, 1), F (1,−1), F (−1, 1), F (−1,−1). This is also shown in the figure.
The region R is restricted to x, y ≤ 1
2
. The set of lines F (s, t) that fall into
this range are F (1, 1) and all the lines “below” it, that is all the lines satisfying
x+ y ≤ 1− C.
2.2.4 Analysis of the set of reduced state spectra R
We sought the collection R of qubit states compatible with a two-qubit state ρ
having a fix spectrum Λ in order to find the maximally and minimally correlated
states as measured by the QMI, with and without an energy conservation con-
straint. It would be useful to know how the action of a global unitary acting on
the composite state ρ translates to dynamics on the reduced state spectra in R,
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Figure 2.7: The region occupied by the lines F [s, t] is the part outside the central
diamond; this is the region of states which have energy E for some angles θA, θB.
The diamond is bounded by the four lines in equations (2.93) to (2.96), and
E = 0.75. Some typical lines in F [s, t] are added, they never go inside the
diamond and the system is symmetric about the lines x = 1
2
, y = 1
2
.
but first we must tackle an issue of degeneracy.
2.2.4.1 One point corresponds to many compatible joint states
The two qubit density matrix ρ is specified by 15 parameters, whereas a point in
R defines only 5 independent parameters (λA, λB, λ1, λ2, λ3), hence there is a lot
of degeneracy as each point in R corresponds to a many compatible joint states.
We know already of an equivalence class of the quantum mutual information:
two two-qubit states, on the same unitary orbit, have the same QMI if they are
related by a local unitary transformation or a transposition. There are also states
that have the same QMI, and correspond to the same coordinate in R, but are
not related by a local unitary or a transpose. If there are n such states for a point
in R, we call that point “n-fold”. For example, in section 2.2.1 we demonstrated
that the vertex of R which gives the minimally correlated state ρmin is one-fold: it
corresponds only to ρmin and states related to it by local unitaries or a transpose.
There are points in R which are n-fold with n > 1: these points determine
states that have the same reduced state spectra (and therefore the same QMI)
but are not related by local unitaries or swaps, hence they would have different
amounts of correlation, or entanglement, if we used another measure that, say,
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depended on the correlation- or T-matrix of the state, whose elements are tij =
Tr(σi ⊗ σjρ), i, j = 1, 2, 3 and σi is a Pauli matrix. We illustrate this with an
example of a three-fold point in R(Λ). Define
r± = α± δ, (2.97)
s± = β ± γ, (2.98)
and the state
ρ(α, β, γ, δ, cos θ, cosφ) ≡ ρ
(
1
2
(r+ + r−),
1
2
(r+ − r−), 1
2
(s+ + s−),
1
2
(s+ − s−), cos θ, cosφ
)
,
(2.99)
written as a matrix in the computational basis
1
2

r+ + r− cosφ 0 0 −r− sinφ
0 s+ + s− cos θ −s− sin θ 0
0 −s− sin θ s+ − s− cos θ 0
−r− sinφ 0 0 r+ − r− cosφ
 . (2.100)
Then three states that correspond to the same λA, λB but are not connected by
a symmetry of the QMI are ρ(λ1, λ2, λ3, λ4,
1√
2
, λ3−λ4
λ1−λ4 ), ρ(λ2, λ1, λ3, λ4, 0,
λ3−λ4
λ2−λ4 ),
ρ(λ3, λ1, λ2, λ4, 0, 1) as they have
λA = λB =
1
2
(1− (λ3 − λ4)) (2.101)
and are on the same unitary orbit.
There are cases of two-fold and even four-fold points.
Despite the value of the QMI not being sensitive to these different states, their
dynamics under energy conserving unitaries leads to different values of ∆I, and
it is precisely the change in QMI which is the physically relevant quantity, see
Jevtic et al. [2012a]: it is in this way that these hidden differences in correlations
are revealed.
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2.2.4.2 Action of unitaries on ρ
There are many ways in which we could analyse the effect of a global unitary on
a two qubit state, with regards to its position in R. To simplify the task, we con-
centrate on some “elementary” transformations only rotating in two-dimensional
subspaces and discuss what their consequences are for energy conservation.
Let us assume that the local bases of A and B are fixed to be in the compu-
tational basis, then the individual and total Hamiltonians are chosen to be
HA = HB = |1〉〈1|, (2.102)
H = HA ⊗ I+ I⊗HB = |01〉〈01|+ |10〉〈10|+ 2|11〉〈11|. (2.103)
There are two key unitary transformations (matrices are all written in the com-
putational basis) that are effective two-dimensional (qubit) rotations:
U (o)(θ) = exp(−iH(o)θ/2) (2.104)
=

1 0 0 0
0 cos( θ
2
) sin( θ
2
) 0
0 − sin( θ
2
) cos( θ
2
) 0
0 0 0 1
 , (2.105)
U (e)(φ) = exp(−iH(e)φ/2) (2.106)
=

cos(φ
2
) 0 0 sin(φ
2
)
0 1 0 0
0 0 1 0
− sin(φ
2
) 0 0 cos(φ
2
)
 , (2.107)
where the interaction Hamiltonians are H(o) = 1
2
(X ⊗ Y − Y ⊗ X) and H(e) =
−1
2
(X⊗Y +Y ⊗X), X, Y are Pauli matrices. These unitaries are known as “match
gates” and, in the quantum computing sense, are classically simulatable Jozsa and
Miyake [2008]. Since [H(o),H] = 0, U (o) is a strong energy conserving unitary
(SECU). In terms of its action on the reduced state eigenvalues (and therefore on
the QMI when starting from states that are locally diagonal in HA,HB which is
all that we require, see section 2.3.2) it is the most general unitary that commutes
with the total Hamiltonian.
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The matrix U (o)(θ) rotates in the energy degenerate “odd” subspace {|01〉, |10〉}
and U (e)(φ) rotates in the “even” subspace {|00〉, |11〉}, but the latter is not en-
ergy conserving. U (o)(θ) and U (e)(φ) commute, so they can be applied to a state
in any order. Let the initial state be diagonal in the computational basis
ρ0 =

α 0 0 0
0 β 0 0
0 0 γ 0
0 0 0 δ
 , (2.108)
and the elements on the diagonal are some permutation of eigenvalues Λ =
{λi}4i=1. To see how the unitaries transform ρ0 in the region R we need to look
at the (lowest) eigenvalue of the reduced states. A state evolved under these
unitaries looks like the one in equation (2.100) (often called an “X state”), that
is:
U (o)(θ)U (e)(φ)ρ0[U
(e)(φ)]†[U (o)(θ)]† = ρ(α, β, γ, δ, cos θ, cosφ). (2.109)
Note that ρ(α, β, γ, δ, cos θ, cosφ) has reduced states that are diagonal in the local
bases HA,HB, that is, its local states are thermal (the spectrum can be equated
to a Gibbs distribution). In this notation ρ0 = ρ(α, β, γ, δ, 1, 1).
The reduced state eigenvalues of ρ(α, β, γ, δ, cos θ, cosφ) are
λA(θ, φ) =
1
2
(1− r− cosφ− s− cos θ) , (2.110)
λB(θ, φ) =
1
2
(1− r− cosφ+ s+ cos θ) , , (2.111)
if we pick min{r−, s−} = s−. Care must be taken to ensure that these eigenvalues
are the smallest depending on the ordering used for α, β, γ, δ.
We can write this in a simpler form
λA(θ, φ) = f(φ)− g(θ), (2.112)
λB(θ, φ) = f(φ) + g(θ), (2.113)
where f(φ) = 1
2
(1− r− cosφ) and g(θ) = 12s− cos θ. Written in this way it is clear
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that U (e)(φ) changes λA, λB by the same amount f(φ) so these eigenvalues trace
out lines in R of the form y = x + c1, similarly U
(o)(θ) evolves the eigenvalues
along y = −x + c2, and c1, c2 are constants determined by the fact that these
lines must pass through the coordinate (λA(0, 0), λB(0, 0)).
The entropy of one of these eigenvalues, H(λµ(θ, φ)), µ = A,B, is separately
concave over θ and φ. It follows that the mutual information I(θ, φ = φ0) is
concave over θ and I(θ = θ0, φ) is concave over φ, where θ0, φ0 are constants.
Figure 2.8: The reduced state eigenvalues of U (o)(θ)ρ0U
(o)(θ)†, U (e)(φ)ρ0U (e)(φ)†,
0 ≤ θ, φ ≤ pi when ρ0 = τ (i), i = 1, in blue, i = 2, in red and i = 3 in green. τ (i)
is a classically correlated state whose marginals are also plotted and a three-fold
point (denoted TP) is shown when three states with different T-matrices but
same values of QMI coincide. The global spectrum is λ1 = 0.6, λ2 = 0.3, λ3 =
0.1, λ4 = 0.
It is shown in section 2.1.7 that of the 4! possible orderings of λi, i = 1, 2, 3, 4,
there are only three classes of permutations which give distinct values of the QMI.
Representative states for each class are taken to be τ (1) = ρ(λ1, λ2, λ3, λ4, 1, 1),
τ (2) = ρ(λ2, λ1, λ3, λ4, 1, 1), τ
(3) = ρ(λ3, λ1, λ2, λ4, 1, 1). Note again that, espe-
cially when calculating energies, care must be taken so that the reduced states of
each of these are in the form ρµ = (1−λµ)|0〉〈0|+λµ|1〉〈1| with 0 ≤ λµ ≤ 12 - local
unitaries may be used to ensure this condition. Using each of these as an initial
state ρ0, figure 2.8 depicts the effect of U
(e), U (o) on the each of their marginals.
We can clearly see the three-fold point described in section 2.2.4.1, labelled
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TP in figure 2.8, as well as many other overlaps corresponding to three-fold and
two-fold points. A corollary of this is that starting at a two-/three-fold point,
the unitary U (o) generates portions of the line y + x = const that are of varying
length, depending on which exact state we started with. The longer the length,
the lower the correlations can go since the QMI is concave on the line.
Comparing figure 2.8 with the full allowed region R(Λ), see for instance figure
2.5 (d), we see that just the two unitaries U (e), U (o) can evolve the classically
correlated state to almost every point in R(Λ). The “wings” that are missing in
figure 2.8 can be obtained using one more unitary
U˜(ξ) = exp(−iH˜ξ/2)
=

cos( ξ
2
) sin( ξ
2
) 0 0
− sin( ξ
2
) cos( ξ
2
) 0 0
0 0 1 0
0 0 0 1
 , (2.114)
with H˜ = −1
2
(I ⊗ Y + Z ⊗ Y ). This unitary acting on ρ(λ1, λ2, λ3, λ4, cos θ, 1)
results in figure 2.9. By considering the transformation this unitary generates on
the marginal eigenvalues, it is simple to show that these three unitaries generate
all points in R. Figure 2.9 also demonstrates that what was a three-fold point
in figure 2.8 is now a four-fold point; there are four unitary evolutions that pass
through it.
To summarise, we have identified how to reach all points in the allowed region
R starting from classically correlated states using just three unitaries. Overlaps
are easily seen to be n-fold points (where n = 1, ..., 4 has been observed) and the
joint state they correspond to is known.
Let us take a closer look at unitary evolution for states in the energy conserving
region RE ⊆ R, defined as the set fulfilling λA + λB ≤ E. We set the initial
state now as the maximally correlated state for this subregion ρ0 = ρ
max
E , it is
at the point on the line λA + λB = E where λA = λB =
E
2
. The local and
total Hamiltonians are still the same as we’ve been using up until now, given in
equations (2.103) and (2.103). To conserve energy, the unitary evolution of ρ0
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Figure 2.9: Same as figure 2.8 with the marginal eigenvalues of U˜(ξ)τ (1)U˜(ξ)†
added, 0 ≤ ξ ≤ pi, this now is equal to R.
must obey
E = Tr(ρ0H) = Tr(Uρ0U
†H). (2.115)
There are two types of unitary that satisfy this: strong energy conserving unitaries
(SECU) US that commute with the total Hamiltonian (above we stated that the
only SECU for this Hamiltonian H is U (o)) and weak energy conserving unitaries
(WECU) UW that do not commute with the total Hamiltonian but preserve the
total energy on average.
Depending on the exact form of ρmaxE (could be e.g. a three-fold point) the
SECU evolves it along some portion of the line λA + λB = E. Getting to other
states in the region RE, for instance where λA + λB < E, and conforming with
the energy conserving condition, equation (2.90), requires WECUs, which can
shrink λA, λB, and local unitaries to rotate the local bases by appropriate angles
θA, θB. This generally amounts to elongating the local Bloch vectors and rotating
them off the energy axis in order to preserve total average energy. Consequently,
the reduced states are permitted to be non-diagonal in the energy eigenbasis and
so they are no longer thermal, however we argue in section 2.4 that this is still
physically and thermodynamically relevant. Note there is a range of angles θA, θB
that satisfy equation (2.90) and the amount energy exchanged between the qubits
depends on these angles.
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There is an interesting conclusion to be noted from all of this: sometimes a
SECU can only transform a state with total energy E along a portion of the line
λA + λB = E but there are states that are on λA + λB = E in R that are not
reachable by the SECU and these unreachable states are locally thermal. This
means that a WECU is required to get to these states. Hence if we, say, restricted
our heat flow model (in the next section) to initial and final states being thermal,
with total energy conserved, it would not be general enough to only consider
SECUs, one would still have to include the WECUs for the full analysis.
Another property of transformations under a SECU US is that the quantum
variance 〈∆E2〉 = Tr[ρH2] − (Tr[ρH])2 remains constant as ρ → USρU †S. We
assume constant average energy Tr[ρH] = E so changes in 〈∆E2〉 only depend
on the first term. All moments of H, Tr[ρHk] for k = 1, 2... are constant for
SECUs. This means that the statistics of all the measurements of the energy
of USρU
†
S will be the same, due to total constant energy and the reduced states
being diagonal in the energy eigenbasis. Quantum uncertainty due to coherence
is introduced when the observable and the state are not locally codiagonal, and
in general the term Tr[ρH2] will increase for unitaries that do not commute with
H.
2.3 Applications to physical processes within a
closed quantum system
Having developed a body of results about extremal correlations in closed quantum
systems in the previous sections we apply this work to several scenarios that
arise in quantum thermodynamics, such as equilibration and heat flow between
two initially thermal states. As before, the underlying principles and equations
are quite general, and for simplicity we make extensive use of the illustrative
two-qubit case, and highlight points where it differs qualitatively from the more
general case.
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2.3.1 Example 1: Environmentally friendly work extrac-
tion from a Szilard engine.
Our first example concerns a Szilard engine immersed in a thermal bath at tem-
perature T using correlated particles from which to extract work. The engine
admits individual subsystems, one at a time, to “burn as fuel”. We consider the
case of two quantum subsystems, described by a bipartite mixed state ρ. For
such fuel reserves, we can extract Oppenheim et al. [2002] from each subsystem
at most an amount of work Wµ = kBT (log dµ − S(ρµ)) where dµ is the dimen-
sion of subsystem µ ∈ {A,B}, ρµ is its state, S(ρµ) = − tr(ρµ log ρµ) is its von
Neumann entropy and kB is the Boltzmann constant. The goal is to increase the
total work extracted from the pair of systems:
W = WA +WB = kBT (log dAdB − S(ρA)− S(ρB)). (2.116)
To do so, before the systems are fed into the engine they are sent into a refinery
whose purpose is to locally “purify” ρA and ρB so as to reduce S(ρA)+S(ρB). Such
a purification scheme has been considered before under the restriction of local
operations and classical communication (LOCC) processes Alicki et al. [2004];
Oppenheim et al. [2002], however, here we work in a broader context and permit
a global operation on the composite fuel state ρ, but crucially we impose the
restriction that the refining process, which takes ρ to ρ′, must be “environmentally
friendly” in the sense that all measures of purity, such as the von Neumann
entropy or tr[ρ2], remain constant 1. As a result, we are forced into taking the
refining process to be a global unitary operation on the full reserve of fuel.
The extra mechanical work obtained through the refining process is
W extra = −kBT (∆SA + ∆SB) (2.117)
= −kBT∆I, (2.118)
where ∆Sµ = S(ρ
′
µ)− S(ρµ), ∆I = I(ρ′)− I(ρ), and we have used the quantum
1In particular, the requirement of constant total entropy during the purification is particu-
larly natural given the subtle entropic counting that needs to be performed in any analysis of
Szilard engines.
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mutual information I(ρ). If A and B are initially uncorrelated, the QMI is at
its minimum and cannot be reduced; W extra = 0. However, if correlations are
initially present in ρ, it is possible to obtain |W extra| > 0: a natural challenge
is to find the maximum |W extra| for a given initial state fuel reserve ρ, in other
words, to determine the largest attainable |∆I| under the environmentally friendly
constraint. Generically, it is impossible to fully decorrelate the state, and the
optimal refinement process reduces to the broader problem under consideration
in this chapter.
Using the results from sections 2.1.2 and 2.1.4 we have that when dA ≥ dB
the largest amount of extra work that can be gained through refining is
max
ρ∈O(ρ)
|W extra| = kBT (2 log dA − Π?(Λ)) , (2.119)
where O(ρ) is the unitary orbit of ρ, and Λ is its spectrum, defined at the start
of section 2.1. The symbol Π? is the permutation of the eigenvalues λi ∈ Λ that
gives the minimum value the QMI over the set of classically correlated states
ρcc in the orbit; in the computational basis these are ρcc = diag(Π(Λ)), for all
permutations Π. For two qubits the minimum QMI is the state with eigenvalues
on the diagonal in decreasing order. For higher dimensions, the ordering depends
on Λ.
2.3.2 Example 2: Anomalous heat flow in the presence of
correlations.
It is known that, for two subsystems of a closed system (each initially in a ther-
mal state), the traditional thermodynamic flow of heat from hot to cold can be
distorted by the presence of correlations Jennings and Rudolph [2010]; Partovi
[2008]. Indeed, with sufficiently strong correlations, a substantial amount of heat
can be made to flow deterministically from the colder to the hotter system, with-
out putting energy into the system. What are the limitations on this process?
Again, let ρ be the initial joint state of the two systems. By assumption, each
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subsystem µ ∈ {A,B} is initially in a thermal (Gibbs) state
ρµ = Γµ(Hµ, Tµ) =
e−βµHµ
Zµ
(2.120)
at temperature (kBβµ)
−1 = Tµ, and where Zµ = tr(e−Hµ/Tµ) is the partition
function. The subsystems interact, either by switching on a known controlled
interaction for some finite time or by a scattering process, and the composite
state ρ evolves to a final state ρ′, which has local states ρ′A, ρ
′
B.
The free energy functional of a state ρ with respect to Hamiltonian H and
temperature T = (kBβ)
−1 is defined
FH,T [ρ] := tr(ρH)− kBTS(ρ), (2.121)
and it is defined over the full state space. By explicit calculation it can be shown
that the change in the free energy functional
∆FH,T [ρ] := FH,T [ρ]− FH,T [Γ(H, T )] (2.122)
is proportional to the relative entropy of ρ with respect to the Gibbs state Γ(H, T )
S(ρ||Γ(H, T )) = β∆FH,T [ρ]. (2.123)
The relative entropy is a distance measure between two quantum states ρ, σ,
defined as
S(ρ||σ) = tr ρ(ln ρ− lnσ), (2.124)
It is always non-negative: this ensures that ∆FH,T [ρ] ≥ 0 and that the free energy
is minimised by a Gibbs state, which coincides with the usual thermodynamic
free energy. Thus each subsystem satisfies the inequality ∆FHµ,Tµ [ρ
′
µ] ≥ 0 for any
final state ρ′µ. It follows that the sum is positive ∆FHA,TA [ρ
′
A] + ∆FHB ,TB [ρ
′
B] ≥ 0
and this can be expressed as
βAQA + βBQB ≥ ∆SA + ∆SB, (2.125)
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where Qµ = tr(ρ
′
µHµ) − tr(ρµHµ) is the heat1 into system µ. Note that this
inequality only demands that an initial temperature be defined, and no further
restrictions on ρ′µ are needed at this stage. If this thermodynamic transformation
is constrained by constant total entropy S(ρ′) = S(ρ) and constant energy, QA +
QB = 0, we can write (2.125) as
QA
(
1
kBTA
− 1
kBTB
)
≥ ∆I. (2.126)
where ∆I = I(ρ′) − I(ρ) = ∆SA + ∆SB. This inequality provides directionality
for any energy conserving process. It relies on local initial properties but also
depends on non-local correlations. Any initial correlations, up to the constraint
of thermal marginals, are permitted and the bound is independent of any as-
sumptions on interaction strength, in contrast to several previous considerations
of the thermodynamics of open quantum systems where weak coupling between
the system and the bath is required Allahverdyan and Nieuwenhuizen [2003];
Allahverdyan et al. [2004a]; Nieuwenhuizen [2003]. We are interested in the evo-
lution of a closed system which in itself displays thermodynamic behaviour. In
standard thermodynamics it is assumed that the interacting systems are initially
uncorrelated, rendering the entropy as additive: ρ = ρA ⊗ ρB and thus I(ρ) = 0.
As the interaction cannot decorrelate A and B any further I(ρ′) ≥ I(ρ) and it
follows that the left hand side of equation 2.126 must be positive. This means
that when TA ≤ TB it must be the case that QA ≥ 0, and heat flows in the
standard manner, from hot to cold.
In general, however, systems A and B could initially possess correlations 2, in
1Heat is usually defined as Qµ = tr(ρ
′
µHµ)− tr(ρµHµ) (see for instance A. Peres Quantum
Theory: Concepts and Methods, Springer (1995)) but it is assumed that the initial and final
states are both diagonal in Hµ. In the heat flow model this is true for the initial state, however
for the final state
[
ρ′µ, Hµ
] 6= 0 is permitted. This is not fundamentally a problem when we
remember that the only property being measured is the changes in the observables HA,HB , i.e.
the changes in local energies, and this is called “heat” because the local entropies vary and the
energies exchanged between A and B are assumed inaccessible for external work. In our model
the experimenter is not required to know the initial correlations nor the interaction Hamiltonian
so we need not appeal to a generalized notion of work and heat such as that proposed in H.
Weimer, M. J. Henrich, F. Rempp, H. Schro¨der, and G. Mahler, Europhys. Lett. 83 30008
(2008).
2It is reasonable to assume that A and B are “locally thermal”, that is, when one is restricted
to doing only local operations on them, they are indistinguishable from uncorrelated thermal
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which case the interaction could lower the QMI. If ∆I < 0 then there is no longer
an absolute restriction on the direction of heat flow and for a suitably chosen in-
teraction we will deterministically observe heat being transferred from the colder
to the hotter body. We call this anomalous heat flow (AHF). Even though the
local entropies have decreased and negative heat flow has occurred, after the local
measurement of the individual energies the system is left uncorrelated and thus
one cannot cause heat to flow from cold to hot in a cyclic process, thus saving
the second law. In this sense total correlations can be viewed as a resource in
thermodynamics, not just entanglement. Entanglement is not necessary for AHF,
the only condition is that the initial state be more correlated than the final, when
measured in terms of the QMI, the initial state may therefore be separable.
Nevertheless, to observe a large AHF, the initial state of the system would
have to be very correlated, possibly entangled. Indeed, the AHF constitutes a
discriminating feature between quantum and classical thermodynamics, and may
be used as an operational indicator of entanglement Jennings and Rudolph [2010]
that does not require knowledge of the joint initial state of the two systems! This
is easily seen, since the QMI over separable states is bounded from above by
log(min{dA, dB}), while for the full quantum state space the bound is twice this.
Therefore when ∆I > log(min{dA, dB}) the initial state ρ must be non-separable,
and in turn, any transfer of heat from the colder to the hotter body of an amount
greater than log(min{dA,dB})|βA−βB | indicates the presence of entanglement Jennings and
Rudolph [2010]. This has the same flavour as the result in Wiesniak et al. [2008]
where heat capacity was demonstrated to be a witness of entanglement.
Keeping in mind the additional constraint of equal energies for ρ and ρ′ in-
cluded in this example, the quantity of AHF possible in a closed system is bounded
by the largest ∆I that can be obtained reversibly. Once again, the determination
of such a fundamental limitation reduces to our general problem.
Results from sections 2.1.2 and 2.1.4 show that the largest amount of AHF
for dA ≥ dB is
max
ρ∈O(ρ)
|∆I| = 2 log dA − Π?(Λ), (2.127)
states with matching local Hamiltonians and temperatures. Although they are locally thermal
they can still be correlated.
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where O(ρ) is the unitary orbit of ρ, and Λ is the spectrum.. The symbol Π? is
the permutation of the eigenvalues λi ∈ Λ that gives the minimum value the QMI
over the set of classically correlated states ρcc in the orbit; in the computational
basis these are ρcc = diag(Π(Λ)), for all permutations Π. For two qubits the
minimum QMI is the state with eigenvalues on the diagonal in decreasing order.
For higher dimensions, the ordering depends on Λ.
2.3.3 Example 3: Partovi/Peres collision model of equili-
bration
In Partovi [1989] Partovi proposed a collision model of equilibration, later simpli-
fied by Peres Peres [1995]. Two ingredients are required in the collision process:
firstly an increase in the local entropies, which is achieved by interacting two
initially uncorrelated quantum systems via a (strongly) energy conserving uni-
tary, and secondly irreversibility, causing a growth of the total entropy of the
system. In the model the latter entropy increase is enforced by assuming that
the two systems decorrelate after interacting. One full collision can be written as
ρ = ρA ⊗ ρB → UρU † → ρ′ = ρ′A ⊗ ρ′B, where S(ρ′) = S(ρ′A) + S(ρ′B) ≥ S(ρ) =
S(ρA) +S(ρB). This process is reiterated, and it can be shown the systems reach
a stationary state of equal temperature.
The second requirement of complete decorrelation to a product state is very
stringent - given that physical systems typically dephase (i.e. off diagonal “co-
herences” of the density matrix decay) much more rapidly than they completely
decorrelate. A natural question therefore is whether the systems can retain some
minimal amount of correlation and still reach equilibrium. Part of the solution
to examples 1 and 2 is finding the state ρmin which has the minimum QMI on a
unitary orbit, section 2.1.4: when the two interacting particles are qubits, we can
use this result to show that, after the unitary part of the collision, if the qubits
dephase to ρmin (which is not a product state) then equilibration is still achieved.
Let σ, σ′ be minimum QMI states on two unitary orbits. Then does the process
σ → ρ′ = UσU † → σ′ (where σ′ is the dephased ρ′) achieve the same entropic
increase as the original Partovi scheme?
In the following we take the subsystem Hamiltonians to be Hµ =
∑dµ−1
i=0 i|i〉〈i|
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and the composite Hamiltonian is H = HA + HB.
2.3.3.1 Two qubits, dA = dB = 2
The total Hamiltonian for the two-qubit system is the same as has been used
throughout this chapter, primarily in section 2.2
H = HA + HB (2.128)
= |1〉〈1|A ⊗ IB + IA ⊗ |1〉〈1|B (2.129)
= |01〉〈01|+ |10〉〈10|+ 2|11〉〈11|. (2.130)
It has an energy E = 1 degenerate subspace spanned by {|01〉, |10〉}. The most
general form of the unitary that commutes with this Hamiltonian (in a loose
notation) is UH = ΠE=0 +UE=1 + ΠE=2, where ΠE=0 = |00〉〈00|,ΠE=2 = |11〉〈11|
and UE=1 is a general 2× 2 unitary rotating in the energy degenerate subspace.
Without loss of generality (in terms of action on the subsystem spectra), UH
need only rotate in a two-dimensional plane of the Bloch sphere of the effective
qubit formed by the subspace {|01〉, |10〉}, see section 2.2.4.2. Thus UH can be
parameterised by only one angle, in fact it is equal to U (o)(θ) in equation (2.104).
The initial minimally correlated state of the two colliding particles is
σ = λ1|00〉〈00|+ λ2|01〉〈01|+ λ3|10〉〈10|+ λ4|11〉〈11|. (2.131)
Note that this is more general than the Partovi/Peres model: we can choose
the λi to make σ a product state. Its reduced state eigenvalues λA(σ), λB(σ)
are located at the minimally correlated vertex of its Bravyi polygon R(σ), c.f.
where ρmin is located in figure 2.4 - at R1 or R2. The average energy of σ is
E(σ) = tr(σH) = λA(σ) + λB(σ) = λ2 + λ3 + 2λ4 therefore its energy conserving
region RE(σ) is the line λA + λB = E, i.e. the lines f1 or f2 in figure 2.4. The
(strong) energy conserving unitary UH evolves σ to all states in RE(σ). The fact
that [UH,H] = 0 means not only that energy is conserved, but also guarantees
that the reduced states will remain diagonal in their energy eigenbases and, since
they are qubits, they will remain thermally distributed (it is always possible to
identify the qubit eigenvalues with a Gibbs distribution with respect to HA and
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HB) and so one can always define local temperatures.
The first step in the collision process is σ → ρ′ = UHσU †H and the final state
ρ′ ends up somewhere along the constant energy line forming RE(σ) and looks
like
ρ′ =
1
2

λ1 0 0 0
0 pλ2 + (1− p)λ3 −
√
p(1− p)(λ2 − λ3) 0
0 −√p(1− p)(λ2 − λ3) (1− p)λ2 + pλ3 0
0 0 0 λ4
 , (2.132)
with p = cos2 θ. Now decoherence occurs in the computational basis on the global
state and the final state is
σ′ =
1
2

λ1 0 0 0
0 pλ2 + (1− p)λ3 0 0
0 0 (1− p)λ2 + pλ3 0
0 0 0 λ4
 . (2.133)
The dephasing process moves the state of the system off the original unitary
orbit because S(σ′) ≥ S(ρ′). To show σ′ is still a minimally correlated state in
its orbit we must check the ordering of its eigenvalues. It is readily seen that if
λ1 ≥ λ2 ≥ λ3 ≥ λ4 then, since 0 ≤ p ≤ 1, it is true that λ1 ≥ pλ2 + (1− p)λ3 ≥
(1 − p)λ2 + pλ3 ≥ λ4 or λ1 ≥ (1 − p)λ2 + pλ3 ≥ pλ2 + (1 − p)λ3 ≥ λ4 and both
of these orderings are valid minimally correlated states (one ordering is obtained
from the other by a swap of the states of A and B which is a symmetry of the
QMI).
The combined transformation on the state can be written as a stochastic
map M : σ → ∑4k=1 ΠkUHσU †HΠk, where Πk is a projector onto the joint basis
|iAjB〉, k = (iA, jB) and iA, jB = 0, 1. After one collision, the map on the initial
classically correlated state σ transforms it to the state σ′ in equation (2.134).
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After n collisions, the resulting state is
Mn(σ) = σ(n) =
1
2

λ1 0 0 0
0 λ
(n)
2 0 0
0 0 λ
(n)
3 0
0 0 0 λ4
 , (2.134)
where
λ
(n)
2 = p
(n−1)λ(n−1)2 + (1− p(n−1))λ(n−1)3 , (2.135)
λ
(n)
3 = (1− p(n−1))λ(n−1)2 + p(n−1)λ(n−1)3 . (2.136)
It is simple to see that the intervals satisfy[
λ
(n)
2 , λ
(n)
3
]
∈
[
λ
(n−1)
2 , λ
(n−2)
3
]
∈ · · · ∈ [λ2, λ3] , (2.137)
hence after each collision, the difference between the middle two eigenvalues
λ
(n)
2 , λ
(n)
3 decreases and limn→∞ |λ(n)2 −λ(n)3 | = 0. Also the ordering of the eigenval-
ues on every new orbit (after dephasing) preserve the minimally correlated form.
Thus after very many collisions, the local and global entropies are maximised, the
system’s reduced states have the same spectra since λ
(∞)
2 = λ
(∞)
3 and so equili-
brate to the same temperature. This means that it is not necessary for qubits to
forget the correlations generated by the unitary interaction; if they only dephase
to a classically correlated state, it will be the minimally correlated state on the
new orbit ρmin from section 2.2, and therefore qubits will still equilibrate to the
same temperature as unitary evolution can only ever increase their entropies.
2.3.3.2 The qubit-qutrit case: dA = 2, dB = 3
This property does not unconditionally carry over to higher dimensions, which
we now demonstrate by looking at the dA = 2, dB = 3 case.
The Hamiltonian of the total system now is
H = |01〉〈01|+ |10〉〈10|+ 2(|11〉〈11|+ |02〉〈02|) + 3|12〉〈12|. (2.138)
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Now there exists an energy E = 1 degenerate subspace spanned by {|01〉, |10〉}
and an E = 2 subspace spanned by {|11〉, |02〉}. Accordingly, a unitary which
commutes with H is UH = ΠE=0 + UE=1 + UE=2 + ΠE=3 where ΠE=0 = |00〉〈00|,
ΠE=3 = |12〉〈12| and UE=1, UE=2 are effective 2×2 (single qubit) unitaries rotating
independently in their own energy degenerate subspaces. However unlike the two
qubit case, these energy conserving rotations are not “symmetries” of the QMI,
in the sense that after the unitary operation and the dephasing, the system does
not return to a minimally correlated state. For example, let the initial state be
σ = λ1|00〉〈00|+ λ2|01〉〈01|+ λ3|02〉〈02|+ λ4|10〉〈10|+ λ5|11〉〈11|+ λ6|12〉〈12|,
(2.139)
with λ1 ≥ λ2 ≥ λ3 ≥ λ4 ≥ λ5 ≥ λ6; we pick a spectrum Λ = {λi}6i=1 such
that this is the its minimally correlated form, see section 2.1.8. The energy is
E(σ) = λ2 +λ4 + 2(λ3 +λ5) +λ6. A permitted energy conserving transformation
UE=1 in the first step of the collision process is one whose only action is to swap
λ2 and λ4 in σ.
After UH the state is still diagonal in the computational basis therefore de-
phasing has no effect, hence after one collision process the two qubits are in the
state
σ′ = λ1|00〉〈00|+ λ4|01〉〈01|+ λ3|02〉〈02|+ λ2|10〉〈10|+ λ5|11〉〈11|+ λ6|12〉〈12|.
(2.140)
The collision only has the effect of swapping the populations of the E = 1 energy
degenerate levels, σ′ and σ are still on the same unitary orbit with spectrum
Λ = {λi}6i=1. However the permutation of λ2, λ4 raises the QMI of the state
I(σ′) ≥ I(σ) (see section 2.1.5.1), hence σ′ is no longer a minimally correlated
state on the orbit. This means that in the next iteration of the collision process
one can find an energy conserving unitary that decreases the sum of local en-
tropies SA + SB (for example, just the inverse of the unitary that was initially
applied to σ) which goes against the assumptions of Partovi.
To summarise, if we are to concur that systems tend to equilibrate via the
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Partovi collision model, where at every step the local entropies are non-decreasing,
then (apart from two qubit systems) the two colliding systems must decorrelate
to a product state after every interaction. In systems with d > 4, swaps of energy
level populations that preserve energy do not preserve correlations. A corollary
of this is given a Hamiltonian H = HA + HB and an energy E = Tr(ρH), the
set of classically correlated states {ρ} that are diagonal in H with energy E have
a range of QMI values ∆IE,H. This is a special case of the energy conserving
condition analysed in section 2.2.3 above, but restricted to classical states.
Perhaps our postulate of dephasing rather than decorrelation would work if
one considered a different Hamiltonian with a coupling term HA⊗HB, and worked
in some limit of very many applications of random but energy conserving (strong
or weak) unitaries which tend to be entangling.
2.3.4 Global demons and local observers
Our analysis of the correlations in a bipartite state can be phrased in terms of a
paradoxical scenario in which a global Maxwell demon can confuse an observer
Charlie who can only measure local observables. Charlie is handed pairs of qubits
he knows are described by states ρA = (1 − λA)|0〉〈0| + λA|1〉〈1|, ρB = (1 −
λB)|0〉〈0|+λB|1〉〈1|, 0 ≤ λA, λB ≤ 12 with Hamiltonians HA = |1〉〈1|,HB = |1〉〈1|,
and he can make measurements of the local energies to find the expectation values
〈HA〉, 〈HB〉. Charlie knows the states of the qubits ρA, ρB and therefore also the
initial energies EA = Tr[ρAHA] = λA, EB = Tr[ρBHB] = λB. What Charlie
does not know is the global state ρ of the two systems A and B. Without any
knowledge of correlations in the system, his description of it is local, that is,
Charlie’s most unbiased estimate of the system state, given his knowledge, is
ρ(C) = ρA ⊗ ρB, with QMI I(ρ(C)) = 0. He decides to interact A and B via an
energy conserving unitary interaction, as in the earlier heat flow model. If any
correlations are present, he may see negative heat flow as an indicator of them.
His description of the system ρ(C) is the minimally correlated state in its unitary
orbit with spectrum Λ(C) = {(1 − λA)(1 − λB), (1 − λA)λB, λA(1 − λB), λAλB},
therefore it must be situated at the minimally correlated vertex RC in its reduced
state spectrum set R(Λ(C)), see figure 2.10 and section 2.2 for a definition of R.
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The equal energy region RE(Λ
(C)) for this state is the line that it is situated on,
highlighted in the figure. All the states corresponding to RE(Λ
(C)) are obtainable
by performing a strong energy conserving unitary (SECU) transformation on ρ(C),
such as U (o)(θ) given in equation (2.104). Charlie therefore interacts the qubits
so that their evolution is governed by U (o)(θ) and finds that he always observes
normal heat flow. He concludes that his description of the system is correct.
Now we look from the demon’s perspective: it has access to non-local ob-
servables and so decribes the system via a correlated state ρ(D) with the prop-
erty TrA(ρ
(D)) = TrA(ρ
(C)) = ρB and TrB(ρ
(D)) = TrB(ρ
(C)) = ρA. To make
this example more concrete, we specify the state ρ(D) with spectrum Λ(D) =
{λ1, λ2, λ3, λ4}, and λ1 ≥ λ2 ≥ λ3 ≥ λ4, to be
ρ(D) =

1
2
(λ1 + λ4 + (λ1 − λ4) cosφ) 0 0 12(λ4 − λ1) sinφ
0 λ2 0 0
0 0 λ3 0
1
2
(λ4 − λ1) sinφ 0 0 12(λ1 + λ4 − (λ1 − λ4) cosφ)
 ,
(2.141)
and for the demon’s reduced states to be compatible with Charlie’s we demand
that 1
2
(1−λ2 +λ3−(λ1−λ4) cosφ) = λA and 12(1+λ2−λ3−(λ1−λ4) cosφ) = λB.
These equalities are satisfied, for instance, when Λ(D) = {0.6, 0.3, 0.1, 0} in which
case λA = λB − 0.2 and cosφ = 0.4−λA0.3 , last condition requires λA ≥ 0.1. Picking
e.g. λB = 0.4 gives valid λA = 0.2, cosφ =
2
3
, and for this choice of values
I(ρ(D)) ≈ 0.4, so the demon’s state is correlated, but has the same marginals
as Charlie. However under the strong energy conserving unitary that Charlie
is applying, ρ(D) evolves to the state ρ(λ1, λ2, λ3, cos θ,
2
3
), see equation (2.100),
using results from section 2.2.4, one can see that the QMI is concave over the
domain of θ and its minima occurs at the extrema, i.e. when θ = 0, pi, which is
ρ(D). So I(U (o)(θ)ρ(D)U (o)(θ)†) ≥ I(ρ(D))∀θ and the heat flow model dictates that
normal heat flow will always occur for this special correlated state ρ(D) under the
action of U (o), this is why Charlie always sees normal heat flow, even though the
system is in reality correlated: his unitary U (o) does not “reveal” the correlations.
However, since ρ(C) and ρ(D) have different spectra, they are located on dif-
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ferent unitary orbits and define different marginal eigenvalue sets R(Λ(C)) and
R(Λ(D)). Sticking with the values chosen for all the eigenvalues above, we see
(pictorially in figure 2.10) that R(Λ(C)) ⊂ R(Λ(D)). Furthermore, the equal en-
ergy region from the demon’s point of view is everything on and below the thick
and thin black line, i.e. RE(Λ
(C)) ⊂ RE(Λ(D)). It is this fact that gives the
demon his advantage: because of its knowledge of the correlations and the larger
constant energy region, it can now transform the system to a state in RE(Λ
(D))
that is less correlated and transfers heat from the cold to the hot qubit. This
cannot be done using a SECU, instead the demon must use a weak energy con-
serving unitary (WECU) that preserves total energy energy on average but does
not commute with the total Hamiltonian H = HA + HB. The demon decides to
interfere with Charlie’s experiment and, while Charlie is not looking, switches on
a demonic unitary interaction, producing a state
γ(D) =

1
2
(λ1 + λ3 + (λ1 − λ3) cosφ′) 0 0 12(λ4 − λ3) sinφ′
0 λ2 0 0
0 0 λ4 0
1
2
(λ3 − λ1) sinφ′ 0 0 12(λ1 + λ3 − (λ1 − λ3) cosφ′)
 .
(2.142)
By taking partial traces, one finds that this state has thermal marginals (not
necessary for our heat flow model but included to demonstrate the importance
of WECUs), and spec(γ(D)) = Λ(D) hence it is on the unitary orbit of ρ(D). The
total energy of γ(D) is Tr[(HA +HB)γ
(D)] = 1 + (λ3−λ1) cosφ′, to satisfy energy
conservation Tr[(HA +HB)γ
(D)] = Tr[(HA +HB)ρ
(D)] = 0.6, this sets cosφ′ = 4
5
.
The final QMI is I(γ(D)) ≈ 0.3 < I(ρ(D)) and system A, which started with
energy 0.2, now has energy 0.15 and system B, which started with energy 0.4,
now has energy 0.45. Hence the cold system has got colder, the hot system has got
hotter and energy has remained constant and we have chosen an interaction that
results in local thermal states so that we can talk about temperature (hotness
and coldness).
When Charlie makes his usual energy measurements of the state that the
demon has tampered with, he observes anomalous heat flow and is very confused
66
Figure 2.10: The darker (embedded) grey region is the set Charlie thinks he
has unitary access to R(Λ(C)). His description of the state is located and the
minimally correlated vertex RC of this set, the energy conserving region RE(Λ
(C))
for Charlie’s state is the thick black line. The entire (light plus dark) grey region is
the set of states the demon has access to, R(Λ(D)) (a different unitary orbit), and
its description of the system’s marginals coincides with Charlie’s, but the state
the demon detects ρ(D) is now some correlated state in R(Λ(D)). The demon’s
equal energy region is on and below the thick and thin black line. To confuse
Charlie it evolves the state ρ(D) to γ(D) which is situated at D.
because he thought he had correctly described the system as being uncorrelated
so only expected normal heat exchange (all of his experiments led him to believe
this). The observation of heat flow from cold to hot with no other change in the
system (constant energy and constant correlations) looks like a real paradox and
potentially a violation of the Second Law. This shows that thermodynamics is
only properly defined with respect to the particular class of observables that are
used to prepare and manipulate the system. In turn, thermodynamic entropy
must be defined with respect to this class if one wants to universally uphold the
Second Law.
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2.4 A digression on physical assumptions
To reduce misconceptions, we would like to discuss several key points about the
physical assumptions underlying the application of our formal results to physical
scenarios involving closed quantum systems. We use the heat flow model as a base
for our discussion, but bear in mind that it is not limited to this one situation,
nor is it restricted to qubit systems.
2.4.1 Range of applicability
The first issue that one may raise about inequality (2.126) is on the usage of the
free energy and the definition of temperature. Only the initial temperatures of
the systems A, B appear in (2.126), and the temperatures of the final states may
be different or may not even be defined (they are not restricted to be thermal
states). If this is so, how can the free energy be used here? The answer is that
we employ the free energy functional
FH,T [ρ] = Tr[Hρ]− kBTS(ρ), (2.143)
which is initially an information theoretic quantity and, as a mathematical object
defined over all state space, can be applied to any quantum state, not just Gibbs
states. The functional FH,T [ρ] specifies a Hamiltonian H and temperature T ,
together these describe a special state: the Gibbs (or thermal) state Γ(H, T ) =
exp(−H/kBT )/Z that minimises this free energy functional. This follows from
the fact that a change in the free energy is proportional to the relative entropy,
and that the relative entropy is non-negative (see section 2.3.2).
The relative entropy is a measure of the distinguishability of two quantum
states, in this way it has an operational meaning and so emphasises the physical
relevance of the free energy functional. The positivity of the relative entropy for
all quantum states in turn corresponds to a directionality for any thermodynamic
process. In standard thermodynamics this corresponds to the free energy being
minimised by an equilibrium state. The goal for the heat flow example is then to
explore the asymmetry in hot→ cold and cold→ hot heat flow from Eq. (2.126),
which is a broad technical constraint dependent only on initial temperatures and
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does not rely on defining final temperatures.
2.4.2 Local thermality and entanglement
The free energy functional constrains any changes in local variables, irrespective
of coupling strength, and it is the physically relevant quantity that provides the
directionality for such internal statistical processes. Local concepts, such as the
initial temperatures of A and B, can still limit non-local properties: the reduced
states are initially entirely indistinguishable from thermal states (when restricted
to doing only local operations on them) but the presence of correlations means
that we do not assume “molecular chaos” Partovi [2008]. When one works in this
broader framework we still have directionality for any energy conserving process
which comes from the positivity of the relative entropy. The dependence on
temperatures just reflects the assumption of initial thermal marginals but also
places a limit on the amount of correlations possible (for example two systems
in Gibbs states which are locally “too cool” have a high degree of purity and so
cannot be maximally entangled), which in turn bounds any anomalous heat flow.
It is very much permissible to have a bipartite system whose marginals are
thermal but the global system is allowed to be correlated or even entangled.
Indeed recently it has been shown Popescu et al. [2006] that local thermality
arises typically for constant energy pure multipartite states. The degree of cor-
relation is also something we, a priori, do not limit, however any correlation
in ρ must be consistent with its reduced states ρA, ρB being (initially) Gibbs
states. This condition means that outcomes of local operations on, say, ρA must
be indistinguishable from doing the same operations on an uncorrelated ther-
mal state with the same temperature and Hamiltonian. The correlations amount
to extending the description of the system from local observables {HA,HB} to
{HA,HB,HA ⊗HB}.
2.4.3 Bipartite interactions and heat flow
Let us clarify what it means when we say systems A and B interact. Interacting
here means that the systems undergo a global unitary U evolution, which con-
serves the total energy tr(UρU †H) = tr(ρH). This evolution could be thought
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of in different ways. It could be controlled by an experimenter who switches on
an interaction V (t) for some finite time. Or we can think of it as a scattering
process: initially the particles are assumed to not interact, e.g. they are far
apart, hence Hi = HA +HB, but there could already exist an unknown degree of
correlation between them. The role of the experimenter would then be to bring
the particles together so the particles can interact via some natural entropy and
energy conserving process. The only action the experimenter takes is in bringing
the particles together and then apart, controlling the interaction strength (how
close they are) and the interaction time. Both these circumstances are modelled
as: Total Hamiltonian H = HA +HB for t < 0, t > T , and H = HA +HB +V (t)
for 0 ≤ t ≤ T , and no net work is done on the total system by assumption. Note
there is no explicit time t in our model but we assume there is some “clock” that
governs the temporal length of the interaction.
During part of the total interaction time T , the experimenter may have to
put in or extract energy out of the system in order to controllably interact A
and B, however the total system AB is required to finish in a state with final
total energy equal to initial total energy, and so overall the experimenter does
no work. In this way we can formulate energy conservation in our heat exchange
model as a zero work process: W = Tr[HρfAB] − Tr[HρiAB] = 0, H = HA + HB.
Energies exchanged between the subsystems are assumed inaccessible for external
work. As a result we call the internal exchanged energy “heat”. This is in turn
supported by the fact that the local entropies change, and that the initial and
final Hamiltonian remains the same. This is still a valid measure of average
energy even when, say for system A, [ρfA,HA] 6= 0, because energies are measured
with respect to the original energy eigenbasis defined by HA even when the final
states are no longer diagonal in this basis. This is validly done elsewhere in
the literature, see for instance Allahverdyan et al. [2004b] and Horodecki and
Oppenheim [2011a].
Normally heat flowing from cold to hot is associated with an external source
of energy or heat pump driving the process, however this can also occur within
a closed system by using up internal correlations. In this sense, correlations are
a resource. The model is in a way an embodiment of the Clausius form of the
Second Law: “No process is possible whose sole result is the transfer of heat from
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a body of lower temperature to a body of higher temperature ”.
One usually considers thermodynamic processes from an “outside view” where
heat baths and work reservoirs externally control the system. However one can
switch to an “inside view”, where external influences are described as effective
changes in the system’s Hamiltonian. This leads to an alternative “inside view”
definition of heat and work Weimer et al. [2008]. The unconventionality in our
heat exchange scenario arises from the fact that we do not assume interactions
with heat baths or work reservoirs. All of our interest lies in the internal view
in order to obtain as general a set of constraints on the evolution as possible -
i.e with as little model dependence as possible. We restrict ourselves to a local
thermodynamic level of description, the presence of correlations manifests itself
in negative heat flow, inferred from changes in 〈HA〉, 〈HB〉. The actual unitary
that governs the interaction of the systems A and B may be unknown to the
observer. Thus the internal view in Weimer et al. [2008] could in principle be
applied here, but this is not our regime of interest, since the observer would have
to know the initial correlations between A and B and the type of unitary used.
In our heat flow model, the quantum mutual information is given a new inter-
pretation as a measure of how much a local arrow can be violated. The change
in the QMI is directly related to the thermodynamic transformation. No actual
violation of the second law happens because this cannot be run in a cycle (the
correlations get used up). To detect the heat flow direction, a local measurement
must be done as part of process, and this destroys correlations. It is in this way
that stationary heat flow occurs in our closed system, whereas normally station-
arity is seen as being due to dissipation which comes about from coupling to an
environment.
Reversals in arrow of time say something about original state of system, that
is, that it must have been very correlated. Therefore the fact that we in general
do experience a “forward” arrow of time is more a statement about the initial
uncorrelated state of the universe The initial state imposes all subsequent direc-
tionality on thermodynamic processes.
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2.4.4 Strong versus weak coupling
We now turn to the more subtle issue of coupling strength. It has been shown that
without weak coupling, serious problems arise Allahverdyan and Nieuwenhuizen
[2003]; Nieuwenhuizen [2003] such as apparent local violations of Landauer’s prin-
ciple. We make no assumptions about coupling strength in our model, nor do we
need to. First we must determine what exactly is meant by coupling strength in
our situation; in interacting systems there can be a notion of internal and external
coupling strengths.
Usually we think of external coupling strengths, these are associated with
open systems, i.e. the interaction of a system with a thermal bath, the total
Hamiltonian of the system being H = HA + HB + gHint(t), so we can make
the identification V (t) = gHint(t), where g is the coupling strength. Roughly
speaking, in an open system approach, A might be low dimensional and B a
bath (infinite dimensional). When g is small (weak coupling) the subsystem of
interest, A stays almost diagonal in its original local energy eigenbasis, but in the
long time limit thermalises to a Gibbs state having the temperature of the bath.
When g is large (strong coupling) the joint system AB evolves to a Gibbs state,
with Hamiltonian H, and A is no longer diagonal in HA.
As mentioned, we do not have an interaction “always on” but consider a tran-
sitory interaction (scattering). Before and after, H = HA+HB and no ambiguity
arises in the specification of subsystems and their individual properties. As such
we need not impose restrictions on the transitory V (t). A useful comparison
might be in the formulation of thermodynamics by Lieb & Yngvason Lieb and
Yngvason. In formulating the principle of entropy increase from the second law,
Lieb & Yngvason define a thermodynamic process via “adiabatic accessibility”.
The thermodynamic entropy is defined as (amongst other things) an additive
function that is non-decreasing during these transitions. They require that the
initial and final states of the system be in equilibrium, in the sense that the
system has relaxed to a stationary state but they make it very clear that the
process in between need not be slow nor gentle, in fact it can arbitrarily violent
(e.g. see Lieb & Yngvason’s “adiabatic gorilla” Lieb and Yngvason). Hence there
is in principle no restriction on the coupling strengths under these asymptotic
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conditions.
One might nevertheless worry about internal coupling strengths in the heat
flow model. There, weak coupling would imply that the final states after the
unitary interaction are still approximately locally diagonal in HA,HB whereas
strong coupling corresponds to final states that are not diagonal in HA,HB. We
do not assume, a priori, any particular coupling strength; the governing equation
(2.126) is independent of coupling strength. The systems A and B can potentially
go to thermal or non-thermal states after the interaction because, as mentioned
above, the free energy functional that governs the directionality of the process is
defined over all state space (not just Gibbs states). What matters is only that
the initial states are locally thermal.
In this sense such a coupling concern is in allowing the final reduced states to
not be Gibbsian, leading to [ρfA,HA] 6= 0 and similarly for subsystem B. However
this is not necessarily a problem when we remember that the total system AB is
isolated, i.e. after the interaction, there is no thermal bath for it to equilibrate
with and once the particles are separated after scattering, the reduced states
have fixed energies with perhaps coherent oscillations in their energy eigenbasis
(even though it might be the case that we cannot ascribe any notion of local
temperature - in fact we don’t need to if interested solely in questions of energy
exchange). What is different in the strong coupling case is that the von Neumann
entropy does not equal the thermodynamic entropy any longer (if one defines
the thermodynamic entropy to be for the state having energy Tr[ρH] but which
maximises von Neumann entropy, defined thus in Allahverdyan et al. [2004b]).
Despite this, in the event of such non-static outcomes, familiar entropic and
thermodynamic behaviour is still observed with respect to the initial equilibrium
states. This behaviour stems once again from the directionality implied in Eq.
(2.126), itself born from the positivity of the relative entropy with respect to the
initial Gibbs states.
2.5 A correlated two-qubit heat engine
Recent work in Linden et al. [2010] considered whether there is a fundamental
limitation on the size of thermal machines. There it was argued that there is no
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limit and that these machines could be constructed from just a pair of two-level
quantum systems, which act as the machine, and they can either “heat” or “cool”
a third qubit depending on whether we want the machine to act as a heat engine
or refrigerator.
Here we extend their work by including correlations between the bath/engine
systems and show that it can lead to increased performance.
The entire system contains 3 qubits: qubits 1 and 2 are the working qubits,
they are separately in contact with heat baths at temperatures T1 and T2 and so
are thermalised into Gibbs states in equlibrium with their environments
ρi =
1
Zi
(|0〉 〈0|+ e−Ei/kBTi |1〉 〈1|) , (2.144)
i = 1, 2, Zi = 1 + e
−Ei/kBTi , that is, we have set the ground state energies of the
qubits to be zero and the excited states at energies E1 and E2 with E2 > E1.
Heat baths are required in order to provide free energy for the system.
To perform a full engine cycle, one step must involve heat exchange with the
thermal baths and the qubits, leading to open system dynamics as in Linden et al.
[2010]. Herein however we will only consider a unitary (closed) part of the whole
heat engine cycle, and the role of the thermal baths is only to prepare qubits
1 and 2 in thermal states. The intuition is that if just one part of the cycle is
improved, then the efficiency of the full cycle would increase.
Qubit 3 is in some arbitrary state, not in contact with a heat bath
ρ3 = r |0〉 〈0|+ (1− r) |1〉 〈1| ,
1
2
< r < 1 with its ground state at energy 0 and excited state at E3. Let us
consider the case where we want the system to act as a heat engine, doing work
on qubit 3. To do work on qubit 3 we must “raise a weight from energy 0 to
energy E3”, or increase the occupancy of the excited state in ρ3.
1
1Qubit 3 is chosen to be diagonal in the same basis as qubits 1 and 2, this simplifies the
probability expressions we have below and the issues of heat/work exchange discussed in section
2.4.
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The excited energy levels are chosen so that
E2 − E1 = E3,
this means that the |101〉 and |010〉 states are degenerate. The interaction be-
tween the qubits is governed by an energy conserving interaction Hamiltonian
Hint = g (|010〉 〈101|+ |101〉 〈010|) ,
hence to do work on qubit 3 we want to bias the |010〉 → |101〉 transition, where
the qubit 3 goes from |0〉 → |1〉, thereby increasing its average energy. The
preferred transition is more likely than the reverse when, before the interaction
is switched on, the initial state probability P (|010〉) of being in the |010〉 state is
greater than the probability P (|101〉) of being in |101〉,
P (|011203〉) > P (|110213〉) , (2.145)
the qubit labels are added in for clarity.
Qubit 3 is assumed independent of the engine qubits 1 and 2 here hence this
inequality becomes
P (|0112〉)P (|03〉) > P (|1102〉)P (|13〉) , (2.146)
⇒ P (|0112〉)
P (|1102〉) >
P (|13〉)
P (|03〉) =
1− r
r
.
2.5.1 Original uncorrelated engine
In Linden et al. [2010] it is assumed that the engine qubits 1 and 2 are initially
uncorrelated so that the starting state of the entire system ρ1 ⊗ ρ2 ⊗ ρ3. The
engine is initially in the state
ρ1 ⊗ ρ2 = 1
Z1Z2

1 0 0 0
0 e−E2/kBT2 0 0
0 0 e−E1/kBT1 0
0 0 0 e−E1/kBT1e−E2/kBT2
 ,
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where this matrix is in the computational basis. The joint probabilities P (|i1j2〉) ,
i, j = 0, 1 are the eigenvalues of the system (the diagonal elements of ρ1 ⊗ ρ2)
and are uncoupled in this uncorrelated case: P (|i1j2〉) = P (|i1〉)P (|j2〉) . The
condition on these probabilities from equation (2.146) implies that the engine is
more likely to heat qubit 3 if
e−E2/kBT2
e−E1/kBT1
>
1− r
r
(2.147)
⇒ E1
T1
>
E2
T2
+ kB ln
(
1− r
r
)
,
which, since E2 > E1 means r >
1
2
, T1 and T2 can be either T1 < T2, T1 > T2 or
even T1 = T2, depending on the values of E1, E2 and r.
2.5.2 A correlated heat engine
What if we allow qubits 1 and 2 to be classically correlated at the start? 1 The
initial state of the system is ρ12 ⊗ ρ3 with
ρ12 =

P (|0102〉) 0 0 0
0 P (|0112〉) 0 0
0 0 P (|1102〉) 0
0 0 0 P (|1112〉)
 .
Treating P (|i1j2〉) , i, j = 0, 1 as a joint probability distribution we relate its
marginal distributions P (|i1〉) and P (|j2〉) to the ratio of the occupancies in
ρ1 and ρ2, because we are no longer assuming the simple relation P (|i1j2〉) =
P (|i1〉)P (|j2〉), therefore
e−E1/T1 =
P (|11〉)
P (|01〉) =
P (|1102〉) + P (|1112〉)
P (|0102〉) + P (|0112〉) , (2.148)
e−E2/T2 =
P (|12〉)
P (|02〉) =
P (|0112〉) + P (|1112〉)
P (|0102〉) + P (|1102〉) . (2.149)
1We would like to thank Sandu Popescu for his contributions towards this discussion.
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Let us define some lighter notation
a0 = P (|0102〉) ,
a1 = P (|0112〉) ,
a2 = P (|1102〉) ,
a3 = P (|1112〉) ,
z1 = e
−E1/kBT1 ,
z2 = e
−E2/kBT2 ,
p1 = z1/Z1,
p2 = z2/Z2.
To restate the problem in this notation: we require
a1
a2
>
1− r
r
. (2.150)
The desired transition is most likely to occur if we maximise the left hand side
of inequality (2.150) (the right hand side is assumed fixed) subject to the condi-
tions in equations (2.148) and (2.149) and the usual constraints on probabilities
(positive and sum to unity). In the lighter notation this looks like: maximise a1
a2
subject to
a2 + a3
a0 + a1
= z1, (2.151)
a1 + a3
a0 + a2
= z2, (2.152)
3∑
i=0
ai = 1, (2.153)
ai > 0. (2.154)
From equations (2.151) & (2.152) and (2.152) & (2.153), and recognizing that
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Zi = 1 + zi, i = 1, 2 we get
a1 = p2 − a3, (2.155)
a2 = p1 − a3, (2.156)
thus
a1
a2
=
p2 − a3
p1 − a3 .
To ensure a1, a2 > 0 the a3 is restricted to
0 < a3 < min {p1, p2} .
Case 1: min {p1, p2} = p1, the range of a3 means that
1 <
p2
p1
<
a1
a2
<∞.
Case 2: min {p1, p2} = p2, the range of a3 means that
0 <
a1
a2
<
p2
p1
< 1,
which is always strictly less than the range of a1
a2
in Case 1, hence we only consider
min {p1, p2} = p1.
By inspection we see that condition (2.154) is satisfied for a1, a2, a3. For a0,
we use equation (2.153) and the range of a3, equation (2.5.2) yields
1− p1 − p2 < a0 < 1−max{p1, p2},
and the lower bound is positive since p1, p2 <
1
2
, thus a0 > 0 for all a3.
These observations mean that, when Case 1 is true with p2 > p1, we can
completely nullify the backwards unwanted process by choosing and a3 = p1,
which sets a2 = P (|1102〉) = 0. Hence the correct transition |010〉 → |101〉 will
occur with certainty, and the engine heats more effectively, at least in one cycle,
even when only classical correlations are introduced.
In this way, we see the advantage of allowing for correlations; in the uncorre-
lated case, the ratio a1
a2
= e
−E2/kBT2
e−E1/kBT1 is fixed once E1, E2, T1, T2 are chosen, whereas
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in the correlated case, a1
a2
→ ∞ by starting qubits 1 and 2 in the classically
correlated state with
p2 > p1, (2.157)
P (|0102〉) = 1− p2, (2.158)
P (|0112〉) = p2 − p1, (2.159)
P (|1102〉) = 0, (2.160)
P (|1112〉) = p1, (2.161)
and by construction the individual engine qubits 1,2 are still locally thermal. The
first condition p2 > p1, along with the original assumption that E2 > E1, can
only be achieved if T2 >> T1, and these are requirements that can, in principle,
be met.
After the unitary cycle, the engine qubits are separately rethermalised by their
heat baths, this normally destroys correlations.
2.6 Conclusion and further work
We have shown that the maximally correlated state, when dA = dB, on the unitary
orbit is a convex combination of pure states which themselves are the maximally
correlated states for systems of dimension d = d2A. That is, ρmax is a mixture
of generalised Bell states and they have maximal quantum mutual information
(QMI) of I = 2 log dA. Similarly, the minimally correlated state ρmin is a mixture
of the least correlated pure states, pure product states, which have I = 0. This
seems intuitively true but has not previously been formally proved.
Our work can be extended to understanding the correlation structure of more
complicated processes, such as a quantum channel consisting of k unitaries each
applied with some probability pk to the bipartite state. From Bravyi, this al-
ways transforms a state ρ to some other state σ with σ ≺ ρ, so the unitary
orbit changes, or more specifically, the total entropy of the system increases, like
an equilibration process. Such a map could be representative of open system
dynamics, which is appropriate for thermodynamics.
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The fact that only a very small subset of unitary orbits has ρmin being a
product state raises the question of whether it is general enough to take the
product state as an ansatz for the initial state of the system and environment
in many quantum open system calculations, when the whole system is unitarily
evolving. The ansatz constrains the unitary orbits that the system can explore,
this has been pointed out in Modi and Gu [2012].
The maximisation of the QMI when dA 6= dB is yet to be solved, and the
minimisation for d = dAdB > 4 is highly non-trivial and additional considerations
beyond majorisation are required. Perhaps the optimisation can be done if a
different measure of correlation is used, one that is not entropic. However, the
entropy is the quantity that makes the abstract, mathematical work connect with
the physics. Linking the two entropies, that is, the information theoretic von
Neumann entropy with the thermodynamic one, is something that must be done
with great care, and we have tried to justify ours in the physical digression section
2.4. One big difference is that quantum mechanically, uncertainties in the average
energy can come about from not only classical randomness but also quantum
randomness due to coherence, which happens when a state is not diagonal in
the energy eigenbasis. This fundamental difference is a topic that merits further
investigation, especially when one wants to distinguish between heat and work,
or perform careful entropic and energetic analyses as in Landauer erasure. In
particular, we have shown that, when studying energy conserving processes, it is
not enough to only consider unitaries that commute with the system Hamiltonian,
since we saw in section 2.2.4.2 that there are thermal states on the unitary orbit
with the same average energy as some initial thermal state, but these are not
connected to the initial state by the commuting unitaries.
As shown in section 2.5, and, for example del Rio et al. [2011], knowledge
about correlations allows one to do more, thermodynamically, either by increasing
the efficiency of a process or by obtaining more work. Can be this put into a more
general, robust framework where we can find a Carnot-type bound for engines in
the presence of correlations? What about if the baths are not thermal, but are
angular momentum baths, such as those of Vaccaro and Barnett [2009], or even
some other conserved quantity? Can this be connected to recent advancements
in the resource theory of athermal states Branda˜o et al. [2011b]? These are the
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sorts of ideas that are currently being explored by the ever-growing quantum
thermodynamics community.
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Chapter 3
Tunnelling contribution to the
rate of a hydrogen transfer
reaction
The contents of this chapter will appear in a forthcoming paper: Jevtic and An-
ders [In preparation].
Molecular reactions involve the breaking and reforming of chemical bonds. A
very common type of reaction is a transfer of a particle P from one molecule A
to another B. At the start, A and P are bonded, denoted A-P. This composite,
along with B, form the reactants. The reaction is finished when P transfers over
to B: A-P + B → A + B-P, where on the right hand side are the products. The
reactants and products sit in local energy minima of a potential energy surface,
but the product configuration is at a lower energy and so is more energetically
favourable. However to reach this final equilibrium state an energy barrier must
be overcome. This is called the activation energy Ea.
The rate of a reaction k is an experimentally measurable quantity and pro-
vides a way to probe the mechanism of chemical reactions. A long-standing and
successful description for rates is the Arrhenius equation
kArr = Ae
−βEa , (3.1)
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where β = 1
kBT
, kB is the Boltzmann constant, T is the surrounding environment
temperature, and A is the prefactor. The parameters A,Ea are assumed to be
independent of temperature. The Arrhenius equation describes the rate versus
temperature behaviour of chemical reactions, however it is an empirical relation,
where A and Ea are found from an Arrhenius curve, which comes from taking
the logarithm of the Arrhenius equation:
ln k = lnA− βEa. (3.2)
Plotting ln k against β gives A from the y-intercept and Ea is the gradient. Whilst
many reaction rates can be fitted to an Arrhenius curve in a certain temperature
range, equation (3.1) provides very little in the way toward understanding the
physical meaning of the constants A and Ea.
An early attempt to qualitatively explain the mechanism for a reaction is
transition state theory (TST). The potential energy surface is the Gibbs free
energy G and the reaction proceeds along a reaction coordinate. The main idea
in TST is that the reaction is enabled by the formation of a quasi-equilibrium
state called the “transition state complex”, denoted ‡ at the top of the barrier.
At the transition state, the system is in equilibrium, because the derivative of the
potential is zero, and so a Gibbs free energy can be associated with the system.
Figure 3.1 shows a reaction energy profile in the TST formalism. It is possible to
write down a rate
kTST = κ
kBT
h
e∆S
‡/Re∆H
‡/RT , (3.3)
where h is Planck’s constant, κ is the proportion of the transition state vibrational
mode that decays to the product, ∆S‡ is the standard entropy of activation
and ∆H‡ is the standard enthalpy of activation, related to the Gibbs energy of
activation ∆G‡ = G(TS)−G(R) = ∆H‡−T∆S‡, with TS = transition state and
R = reactant. The TST rate gives more meaning to the activation energy than
Arrhenius and sheds light on the possible dynamics, but is again largely empirical
since the quantities ∆H‡,∆S‡ cannot be measured directly and are inferred from
rate plots.
Some insight can be gained about the nature of a reaction by looking at a
statistical mechanics rate derivation by Weiss in Weiss [2008]. It is postulated
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Figure 3.1: A typical reaction energy profile in the transition state theory for-
malism, where the reaction proceeds along a reaction coordinate and the energy
surface is the Gibbs free energy. The transition state ‡ is a quasi-equilibrium state
of the reactants and products at the top of the barrier. This figure is adapted
from Wikipedia [2013b].
that the rate for a particle of mass m to transfer is
kWeiss =
1
2pi~Z
∫ ∞
−∞
dp
∫ qb
−∞
dq e
−β
(
p2
2m
+V (q)
)
δ(q − qb)θ(p) p
m
. (3.4)
This is an averaging over momenta p and positions q of a particle experiencing
a potential V (q) of the type shown in figure 3.2, and qb is the position of the
barrier top. The particle is taken to be initially in equilibrium with a harmonic
oscillator approximation around the minimum, with frequency ω0, giving the
partition function as Z = (β~ω0)−1. It is then suddenly exposed to the new
potential V (q) with which it is no longer in equilibrium and so dynamics ensue:
a flow out of the well due to the particle being thermally excited over the barrier
by the environment. A feature of this rate is that there is no back flow. Once
the particle is at position q > qb it cannot return, this is reflected by the step
function θ(p), which is non-zero only for forward going momenta p > 0 at the
position qb, given by the delta function δ(q − qb). It is possible to evaluate the
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Figure 3.2: A metastable “quadratic plus cubic” potential well, image taken from
Weiss [2008].
rate expression analytically and it leads to
kWeiss =
ω0
2pi
e−βV (qb). (3.5)
It is a very simple model, but a good start for further investigations into micro-
scopic mechanisms for reaction rates. The main problem with it is that it severely
overestimates the true rate because there is no dissipation from interaction with
the environment, this has a large impact on rates for reactions in solution which
is the biological regime we are interested in.
In 1940, Kramers resolved this issue. He considered the effect that the sur-
roundings would have on the transferring particle and showed that it leads to
a correction: a factor γ < 1 premultiplying the rate kWeiss. His result was
far-reaching, not just in accurately describing many reaction rates, but also for
paving the way for many more efforts to theoretically derive a reaction rate from
well-motivated physical principles. Kramers’ paper Kramers [1940] has been cited
more than two thousand times.
Classical transition state theory has held up in many tests, however its main
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drawback is in its construction. It is unlikely that, in solution, a quasi-equilibrium
is achieved between the reactant and product phases. Aside from this problem,
we have also that the theory is largely classical, as it assumes thermal activation
over the potential barrier. However in the last few decades, there has been sig-
nificant evidence to indicate that some reactions proceed via tunnelling through
the barrier, even in the biological regime.
This quantum phenomenon has been observed in reactions where a carbon-
hydrogen bond is broken and the transferred particle is a proton or hydrogen
atom which tunnels from the donor (carbon) to an acceptor atom. The donor and
acceptor atoms are part of larger molecules. Many organisms generate chemical
energy by converting organic molecules into carbon dioxide and water, and this
requires the cleavage of a carbon-hydrogen bond.
The C-H bond is very stable. Its dissociation energy of 4.4 eV is about 200
times greater than the thermal energy at room temperature kBTroom = 0.026eV .
Therefore, the bond cannot be cleaved by thermal activation. In Nature, bio-
logical catalysts known as enzymes are used to speed up the reaction. Enzymes
are large proteins optimised to work in a specific environment and on a partic-
ular substrate (reactant). The substrates diffuse into the enzyme’s “active site”
where the reaction occurs and products form, which are then released. The reac-
tion occurs in solution and at biological temperatures. The rate of the reaction is
measured by monitoring concentration of the product chemicals. The traditional
picture is that the enzyme lowers the activation energy barrier for the reaction
enough so that the reaction can proceed by thermal energy provided by the envi-
ronment. The exact mechanism for how the enzyme does this is not known and
it is the purpose of the present study.
Catalysis is a multi-step process, involving many chemical intermediates be-
fore the formation of the “enzyme substrate complex”, see figure 3.3. The main
interest however is in probing just the hydrogen transfer itself, independent of
other rate contributing steps. An experimental tool called the kinetic isotope
effect (KIE) was developed for this purpose. It is a comparison of the reaction
dynamics for the three isotopes of hydrogen: protium, deuterium, tritium. The
KIE is the ratio of pairs of the isotope transfer rates. Introducing new isotopes of
hydrogen leads to a small mass change and a negligible geometric reconfiguration
86
Figure 3.3: The process of catalysis involves many steps, first the enzyme E
and substrate S are mixed in solution, they form an intermediate I which then
decays to products P. The composite species E-X, X=S,I,P, represent the many
conformational changes that these proteins undergo during catalysis. The actual
hydrogen transfer occurs somewhere in the middle and a way of probing just this
step is to substitute the hydrogen with one of its isotopes. Note that although all
the steps catalysis are reversible, the last part is not; once the products form the
reaction cannot proceed backwards, image taken from Allemann and Scrutton
[2009].
(due to the extra neutron, which is very small compared to the other reacting
particles). It does not change the chemistry of the process which depends on
electrostatics. If tunnelling contributes to the rate in a significant way, then the
KIE that is the ratio of hydrogen and deuterium rates kH/kD will be large as
tunnelling is considered to be the only rate contributing step that is heavily mass
dependent.
In experimental studies of enzyme-catalysed hydrogen transfer great care is
taken so that the process of interest, that is the actual hydrogen transfer step
itself, is rate-determining Allemann and Scrutton [2009]. Each step in enzyme
catalysis has a rate associated with it but the slowest step (which has the greatest
energy barrier) is the one that determines the overall chemical rate.
The mass enters the classical rate, such as equation (3.4), only in the harmonic
frequency prefactor ω0. Therefore doubling the mass leads to a KIE of
√
2.
Semiclassical notions were first used to explain KIEs larger than
√
2. The
hydrogen in the C-H bond is described as a quantum harmonic oscillator and it
has some zero point energy above the minimum of the potential well it experiences
due to carbon. As larger mass has a lower zero point energy, so thermal activation
over the barrier from the ground state is harder for heavier isotopes, see figure
3.4 A. This theory predicts kH/kD ≈ 7.
Larger KIEs can be explained using a “tunnelling correction”, as was first
proposed by R. Bell Bell [1980]. It is recognised that at low temperatures, in the
absence of thermal activation, reactions proceed by quantum tunnelling through
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Figure 3.4: A: Semiclassical picture for the kinetic isotope effect: lighter isotopes
will have a larger transfer rate because of their higher zero point energies in the
left well. B: Bell picture for the tunnelling correction, the lighter isotope not only
has a higher zero point energy, but also tunnels at a lower point in the barrier, so
less thermal energy is needed for its transfer. Image from Allemann and Scrutton
[2009].
the barrier. The rate for tunnelling is very sensitive to barrier width and to the
mass of the tunnelling particle. Bell argued that tunnelling may have a significant
contribution to reaction dynamics at biological temperatures. In a semiclassical
picture, a particle can tunnel across a barrier whose size is comparable to the de
Broglie wavelength ΛdB ∼ 1m of the particle The relation between this wavelength
and the mass m of the particle can be made because of the principle of wave-
particle duality. Hence, increasing the mass of the isotope decreases its de Broglie
wavelengths and so hydrogen can tunnel across the barrier at a lower (wider)
point than deuterium, see figure 3.4 B. The tunnelling correction QL to isotope
L is defined as the ratio of the rate that occurs by tunnelling (calculated using
semiclassical methods) and that of thermal activation
QL =
~ω‡
sin
(
~ω‡
2kBT
) 1
2kBT
, (3.6)
where ω‡ is the frequency at the top of the barrier (notice that this still uses TST
formalism). The Bell correction can lead to hydrogen-deuterium KIE & 15.
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(a) (b)
Figure 3.5: (a) Arrhenius plot for the rates of cleavage of the C-L (carbon and
isotope L of hydrogen) over a very large temperature range. The biologically
accessible region is shaded in grey. The AL, where L labels an isotope, are the
Arrhenius prefactors, image from Allemann and Scrutton [2009].
(b) KIE of, say, H over D, for the same inverse temperature β range, with the
biological regime shaded.
The expected Arrhenius rate behaviour over a wide temperature range is de-
picted on an Arrhenius plot in figure (a) of 3.5, and figure (b) shows the KIE
of hydrogen over deuterium for the same temperature range. At very low tem-
peratures, transfer occurs primarily by tunnelling because not enough energy is
provided by the environment to excite over the barrier. Since tunnelling is very
mass dependent, the isotope rate values will be very different leading to large
KIEs. In this regime, the rate is temperature independent until some critical
temperature Tc is reached above which thermal activation becomes a possible
reaction pathway. The lighter the isotope, the lower Tc as it is easier to excite
due to its higher zero point energy. At very high temperatures, the excited state
levels of the C-H bond become more populated, transfer occurs solely by thermal
activation and the KIEs tend to their classical values.
The intermediate temperature regime is the most interesting and, for biologi-
cal systems, it is the experimentally accessible region. The KIEs can still be large
and are temperature dependent since the curvature of the Arrhenius plots will be
different for each isotope because of the different predicted Tc’s. Hydrogen will
have a lower gradient/curvature than deuterium, thus exhibiting more tunnelling
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behaviour.
Evidence for hydrogen tunnelling in a biological system was reported as early
as 1989 by Cha et al. [1989] in the yeast alcohol dehydrogenase reaction and later
that year in the bovine serum amine oxidase system Grant and Klinman [1989].
The large temperature dependent KIEs of these reactions could not be accounted
for with the existing semiclassical models. For example in Grant and Klinman
[1989], hydrogen/tritium KIEs of around 35 were reported, whereas semiclassical
methods predict no greater than 27.
A favourable explanation for temperature dependent KIEs was put forward by
Bruno and Bialek Bruno and Bialek [1992]. They proposed a tunnelling correction
model in which three isotopes could tunnel from their ground states. The proba-
bility for tunnelling is governed by the overlap of initial (bonded to acceptor) and
final (bonded to donor) hydrogen wavefunctions. However the initial distance be-
tween the donor and acceptor atoms was believed too large for effective overlap.
Tunnelling was made possible therefore by the barrier width being modulated
by the enzyme’s thermal vibration. Due to the theory of particle-wave duality,
hydrogen has a larger de Broglie wavelength λdB than its heavier isotopes. This
means that the enzyme is more likely to achieve barrier widths that match the
hydrogen λdB than smaller widths required for efficient tunnelling of, say, deu-
terium. Furthermore, reduced donor-acceptor distances are sample with greater
probability at higher temperatures. In this way, it was demonstrated that the
rates are very mass and temperature dependent, and the KIEs are temperature
dependent.
These tunnelling correction models reproduced temperature dependent KIE
experimental data very well, although it is still not understood how the enzyme
achieves such compressed geometries. In some systems, theoretical calculations
suggest that the tunnelling occurs at distances almost 20% smaller than the
equilibrium separation of the donor and acceptor atoms. This has a huge energetic
cost because of short range strongly repulsive forces.
Even more interesting, however, was the emergence of observed temperature
independent, but very large, KIEs, figure 3.6 in the enzyme soybean lipoxygenase
(SLO) Knapp et al. [2002]. This enzyme takes linocleic acid as its substrate and
the chemical reaction involves the transfer of hydrogen from a carbon to an oxy-
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gen atom. It has a huge hydrogen/deuterium KIE of 80 and it is temperature
independent. These data cannot be explained by the above tunnelling correc-
tion models, and deviate from room temperature Arrhenius behaviour. On an
Arrhenius plot, the observed rates look parallel and from Arrhenius rate theory,
equation (3.2), this means that the activation energies of H and D are almost
equal, which is not true in a quantum picture. This has necessitated the intro-
duction of alternative physical models to understand the unusual rate behaviour.
Since then many more systems have been observed with such behaviour, see Table
6.5 in Allemann and Scrutton [2009]. Figure 3.6 also demonstrates that when the
substrates are mildly modified the temperature dependence of the KIEs increases.
This trend is also observed in other enzymatic systems and the reason for why
this happens is an open and very provocative question. Enzymes play a huge role
in industry, however, the the lack of understanding their mechanism for catalysis
has made it very difficult to design and synthesise new enzymes. Since hydrogen
transfer occurs in many chemical processes involving enzymes, it is important to
fully characterise this reaction Klinman [2013].
Theoretical efforts towards understanding hydrogen tunnelling as a Marcus-
type theory has been pioneered by several authors Benkovic and Hammes-Schiffer
[2003]; Knapp et al. [2002]; Kuznetsov and Ulstrup [1999]. Marcus theory of elec-
tron transfer Marcus [1965] is quantum mechanical in origin and has two main
features. These are electronic wavefunction overlap between donor and accep-
tor molecules and reorganisation of the environment so that the reacting bodies
can achieve a configuration that is conducive to tunnelling1. When adapted for
proton transfer, a term is added that accounts for the overlap of H-donor and
acceptor vibrational levels. Electrons are a lot more delocalised than protons, so
tunnel more readily. However, protons also have a non-negligible spatial extent,
allowing for the possibility of large tunnelling contributions when barrier widths
are small. It is thought that the contrasting properties of these two terms (tun-
nelling enhancement due to large wave function overlap and the low probability of
achieving the small distances for effective overlap) is what will render the KIE to
be temperature independent. Following the ideas of Bruno and Bialek, a “gating”
1It is also possible to derive Marcus rates from an open quantum systems approach using a
master equation, see for instance May and Ku¨hn [2004].
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Figure 3.6: Rate versus inverse temperature plot of C-H bond cleavage catalysed
by soybean lipoxygenase for the temperature range 5 − 50◦C. The natural, or
“wild-type”, data points are shown as filled symbols: the circles are for the hy-
drogen transfer and diamonds are for deuterium. The open symbols are hydrogen
and deuterium transfer data for a slightly mutated substrate; it has a more tem-
perature dependent KIE. The black lines are non-linear fits. The wild-type has
a KIE of 80 at room temperature. Image taken from Knapp et al. [2002].
term is also added in to this rate to simulate a fluctuating barrier. The enzyme
samples a range of transfer distances and these are integrated over. All these
components together are thought to capture the full hydrogen tunnelling mecha-
nism and lead to temperature dependent and independent KIEs. A typical rate
equation in this formalism looks like equation (1) in Knapp et al. [2002] (however
only one electronic and vibrational level term is shown, the full rate would be a
summation over these)
k ∼ C exp
[
−(∆G
0 + λ)2
4λRT
] ∫ r0
0
exp
[
−mHωHr
2
H
2~
]
exp
[
−~ωXX
2
2RT
]
dX. (3.7)
The term C is a constant characterising the electronic coupling, the first expo-
nential is the Marcus term containing a thermodynamic Gibbs free energy term
∆G0, the “reaction driving force”, and the environmental reorganisation λ. The
second exponential is the so-called Franck-Condon term which quantifies the cou-
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pling of the donor and acceptor H-vibrational levels. It depends on the mass m
of the transferring particle, its bond frequency ωH and the transfer distance rH .
Note that this term is mass dependent but temperature independent. The heavier
the transferring particle, the lower its donor-acceptor wave function overlap. The
final term describes the barrier distance sampling, or gating, with frequency ωX
and coordinate X. The resultant transfer rH = rH(X) = r0− rX is reduced from
equilibrium r0 by a gating distance rX . Then X = rX
√
mXωX/~ is a reduced
coordinate resulting from a classical treatment the environmental oscillations. An
integral is then performed over the transfer distances that will be sampled.
Hammes-Schiffer and co-workers showed that their theoretical model repro-
duced the experimental rates and KIEs for soybean lipoxygenase in E. Hatcher
and Hammes-Schiffer [2004, 2007]. Their rate is a Marcus-type rate, and has the
potential to replicate the trends of many other hydrogen tunnelling reactions.
However the trouble with these (and other) theoretical models is that they
are incredibly complex, requiring the accurate measurement of many physical
parameters such as vibrational frequencies, coupling constants, reorganisation
energies etc., These features are difficult to determine experimentally and are not
available for many biological systems1. Many assumptions, such as adiabaticity
(whether the reaction occurs in the electronic ground state) and approximations
have to be made and calculations can take a very long time using molecular
mechanics simulations.
Our aim therefore is to construct a simple, qualitative model, with dependence
on fewer parameters. The aim is to see whether we can recover the KIE behaviour
of soybean lipoxygenase The focus is more on how the interactions between the
reacting bodies change when they are very confined, and what is the shape of
the potential that the proton experiences. Therefore, we truly focus on just the
transfer itself and not the full catalysis process.
3.1 The overall proton transfer rate k¯
Two major simplifications in our proposed model are the exclusion of explicit
environmental interactions, and the restriction of the whole system to one spatial
1This was confirmed in discussions with Judith P. Klinman.
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dimension.
Dissipative dynamics would involve a quantum master equation formalism
which we do not consider at the outset of this investigation. However, it would
be something that should of course be included as part of further work. Our
model therefore applies in the regime of low environmental coupling during the
actual transfer process. We believe that excluding the environment is not so
heinous if studying KIEs is the main purpose. A KIE is a ratio of rates of
two isotopes, so any term that remains constant when the isotope changes gets
cancelled out. Swapping, say, hydrogen for deuterium has negligible affects on
the geometry of the transfer process as they are both small compared to the
surrounding bodies. Since isotopes have the same electrostatic charge, there is
little change in the chemistry or potentials that are experienced. Changing mass
causes bond frequencies to alter, and this is reflected in a shift of the zero point
energy. This feature appears in our model.
Full-blown molecular dynamics calculations include multi-dimensional poten-
tial energy surfaces, which we also avoid. This also means that we are focussing
just on the motion of the proton, and omit terms due to electronic overlap. If we
assume everything occurs in the electronic ground state, then electronic coupling
is cancelled out anyway when one considers KIEs. We therefore think of the re-
action as proton, rather than hydrogen, transfer, and we use the two expressions
interchangeably.
Our overall rate k¯ is an average over rates k(R) for proton transfer at a donor-
acceptor separation R from some initial R = Ri to final R = Rf distances
k¯ =
1
|Rf −Ri|
∫ Rf
Ri
k(R) dR. (3.8)
The distance dependent rate k(R) is split up into two independent contributions:
k(R) = τ(R)p(R), (3.9)
the probability p(R) of getting the interacting particles into a configuration that
facilitates the proton transfer, and the rate τ(R) of the transfer process itself.
The transfer could arise from classical thermal activation over the energy barrier
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or from tunnelling.
This probability p contains the information about the way in which the en-
zyme creates an environment in which tunnelling can occur. The enzyme brings
together the reacting particles into close confinement. However, there is an en-
ergy cost associated with this short range configuration because at small dis-
tances, molecules strongly repel each other due to the Pauli exclusion principle.
The enzyme has many vibrations and degrees of freedom, and it samples those
motions that bring the substrates very close together with low probability. The
trade off is that in this regime the tunnelling rate τ is greatly enhanced. It is the
competing behaviour of p and τ make this model non-trivial.
The kinetic isotope effect of deuterium to hydrogen is then
KIE =
k¯H
k¯D
, (3.10)
where k¯L is the average rate from equation (3.8) but labelled by the isotope
L = H,D. The only term that we assume to depend on the isotope is τ = τL.
As stated at the beginning of this chapter, the reaction we consider is the
transfer of a hydrogen atom catalysed by the enzyme soybean lipoxygenase. This
involves carbon-hydrogen bond cleavage. The proton P (equivalently hydrogen,
H) is initially attached to a donor carbon atom C, which itself is part of the larger
molecule A. The bond is broken and the proton crosses an energy barrier to form
a new bond with an acceptor oxygen atom O, part of molecule B.
Let us denote the substrates A and B without the reacting C and O atoms by
A’ and B’ respectively, so that A’+C = A and B’+O = B. Then in the immediate
vicinity of the proton are just the carbon and oxygen atoms. The substrates A
and B get trapped in the active site of the enzyme, and this is when the proton
transfer occurs.
3.1.1 The configuration probability p
We treat this part of the rate classically since the particles involved, that is, the
substrates and enzyme, are many orders of magnitude larger than to the proton
and so their quantum behaviour is “washed out”. The large molecules, A, B and
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the enzyme, are all taken to be in thermal equilibrium with the solution that they
are in.
The probability p = p(R) of setting up a particular proton transfer configu-
ration is governed by the energy cost to bring A and B to a certain distance R
from one another. More specifically, we take R to be the distance between the C
and O atom nuclei, see figure 3.9.
We model the interaction between the C and O atoms with a quadratic po-
tential
V (R) =
1
2
κ(R−Re)2, (3.11)
where Re is the equilibrium separation of C and O, and κ is the spring constant.
The probability of the C - O separation being R follows a Gibbs distribution
p(R) =
e−βE(R)
ZE
, (3.12)
where β = (kBT )
−1 and T is the surrounding temperature. The energy of the
system E(R) is a sum of kinetic and potential V (R) energy terms and the partition
function
ZE =
∫ ∞
0
e−βE(R)dR (3.13)
is an integral since we assume the energy spectrum is continuous (the C and O
motions are classical, not quantised).
The average kinetic energy is assumed to be independent of R hence this part
cancels in p(R) so we can write
p(R) =
e−βV (R)
ZV
, (3.14)
with ZV =
∫∞
0
e−βV (R)dR and V (R) is the harmonic potential in equation (3.41).
3.1.2 The transfer rate τ
The rate for proton transfer τ is calculated using a purely quantum mechanical
picture. The proton at time t is described by a density matrix ρ(t). It is much
smaller than the other reacting bodies and therefore is quantised. Initially it is
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attached to a carbon atom which is part of the large molecule A, and the potential
the proton experiences due to C is V C . We imagine that the proton is initially in a
thermal state at a temperature T in equilibrium with the surroundings, therefore
ρ(t = 0) =
1
ZC
exp
[−βHC] (3.15)
=
1
ZC
N∑
n=1
e−βE
C
n
∣∣ψCn 〉 〈ψCn ∣∣ , (3.16)
HC =
p2
2mp
+ V C , (3.17)
where mp is the proton mass, ZC =
∑N
n=1 e
−βECn , and we have introduced the
eigenenergies ECn and eigenstates
∣∣ψCn 〉 of the Hamiltonian HC .
3.1.2.1 The initial equilibrium Hamiltonian
A good description of the potential between two covalently bonded particles is
the Morse potential
V M(r) = D(1− e−a(r−re))2, (3.18)
where r is the relative distance between their nuclei, re is the equilibrium sepa-
ration, D is the dissociation energy from the bottom of the well and
a =
√
µω2
2D
(3.19)
is related to the frequency ω at the bottom of the well, with µ being the relative
mass. We will always consider the potential between hydrogen and a much larger
atom, hence we take µ = m where m is the mass of hydrogen.
Figure 3.7 shows a typical Morse potential. Its Schro¨dinger equation has been
solved which means we know its eigenenergies and eigenstates
EMn = D −
a2~2
2m
(
λ− n− 1
2
)2
, (3.20)
with the energies labelled by n = 0, 1, 2... and λ =
√
2mD
a~ and the eigenstates in
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Figure 3.7: A Morse potential, drawn with its eigenenergies labelled by ν, illus-
trating the true dissociation energy D energy, the physical dissociation energy
D0 is measured from the ground state. The harmonic potential is also depicted
for comparison. The image is taken from Wikipedia [2013a].
the position basis
ΨMn (z) = Nnz
λ−n−1/2e−z/2L2λ−2n−1n (z) (3.21)
where
z = z(r) = 2λe−(r−re), (3.22)
Nn = n!
√
a(2λ− 2n− 1)
Γ(n+ 1)Γ(2λ− n) , (3.23)
and Lαn(z) is a Laguerre polynomial.
At t = 0, the proton is in a stationary state of the Morse potential due to C,
V C(r). This potential is parameterised by R, the distance between the C and O
nuclei. At large R we envisage that V C is equal to the potential the hydrogen
experiences if it is bonded only to carbon with no other forces around. Let this
original C-H potential be called V˜ C (with tilde). At small R, this potential may be
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distorted due to the close confinement of all interacting particles in the enzyme’s
active site, which may exert new forces on H, see section 3.1.2.3. The distorted
potential is denoted simply V C (no tilde) and it is a function of the parameters
of V˜ C .
The distance below which distortion takes place is R¯. The C-H potential
is constant V˜ C for all R ≥ R¯, but is equal to V C for R < R¯. There is more
distortion as R decreases so V C changes with R in the low R region.
3.1.2.2 The evolution Hamiltonian
At t > 0, the molecule B = O+B’ approaches A and P and the proton then feels
a change in the potential due to the presence of O: V C → V CO. The resultant
potential on the proton due to C and O is an asymmetric double well. Figure 3.8
shows the typical shape of initial V C and evolution V CO potentials. The proton
now undergoes dynamic unitary evolution since it is no longer in a stationary state
of this new potential V CO. Three assumptions are made here. The first is that we
ignore the transient motion of B (equivalently O) so that the potential changes
suddenly from V C to V CO, a “quench” situation, this is a good approximation if
O approaches C-H very quickly. The second assumption is that O is aligned along
the C-H internuclear direction r so as to keep the whole system one-dimensional.
The final assumption is that the motion of the proton is much faster than that
of C and O so that V CO is constant during the transfer. The arrangement of the
molecules is illustrated in figure 3.9.
Omitting explicit environmental interactions means that we take the proton to
undergo closed system Schro¨dinger evolution during the transfer, thus the state
of the proton at time t is unitary evolution of the initial state, ρ(0), given in
equation (3.16):
ρ (t) = U (t) ρ(0)U † (t) ,
U (t) = exp
[−iHCOt] ,
HCO =
p2
2m
+ V CO.
Let us discuss in more detail the form of the V CO potential. If the proton
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Figure 3.8: Typical configuration: the proton is initially thermalised in the eigen-
states (green) of the carbon-hydrogen potential V C (blue) and then exposed to
the double well V CO. The energy eigenstates of V C can be above or below the
barrier, roughly speaking this means that some portion of the population of the
proton density matrix ρ tunnels and another part hops over the barrier.
were bonded to the oxygen, it would experience another Morse potential V O, but
reversed in the r direction and with different parameters; for one, it should be
deeper than the potential due to C so that the final configuration O-H is more
energetically stable than the initial C-H bond. In the asymptotic limit of large
C-O separation R, the proton experiences no potential due to O, hence V O = 0
here and the bottom of V O is at a value DO below the minimum of V C , where
DO is the O-H dissociation energy. In an analogous way to the C-H potential,
when R is greater than the distance below which distortion begins, R¯, the O-H
Morse potential is equal to V˜ O (with tilde), this has parameters of the isolated
O-H bond. At R < R¯, this potential becomes distorted into V O (no tilde) due to
close confinement.
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Figure 3.9: The initial arrangement of the reacting particles in the hydrogen (H),
equivalently proton (P), transfer along a coordinate r which is the internuclear
separation of the donor carbon (C) atom and H. The C atom is part of a larger
molecule A’, such that A’+C = A, and the acceptor oxygen atom O is attached
to molecule B’ with B’+O=B. These are all sitting in the enzymes active site
(not shown).
Then
V CO = V C + V O (3.24)
= DC(1− e−aC(r−rCe ))2 +DO(1− e−aO(−(r−rCe )+∆r))2 −DO, (3.25)
where we have introduce the transfer distance ∆r which measures the separation
of the two Morse potential wells. Since r = 0 at the centre of C and measures the
internuclear separation of C and H then the minimum of V O is at a distance of ∆r
from the minimum of V C (which is at rCe by definition), this explains the terms
in the exponent of V O. As already stated, V CO takes the form of an asymmetric
double well, figure 3.10 shows the typical shapes of V C , V O and V CO.
3.1.2.3 Distortion of the evolution potential
The potential V CO 6= V˜ C + V˜ O since simply summing the original potentials
neglects any new interactions that may arise between C,H and O at close con-
finement, also the barrier might disappear if they get really close. When the C-O
distance R is large, then V CO = V˜ C + V˜ O, however at some R < R¯ we propose
a mechanism for “distortion” of these potentials that addresses these issues.
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Figure 3.10: The shapes of the potentials V C (blue), V O (red) and V CO (green)
as a function of r, the C-H internuclear distance.
The harmonic approximation of the Morse potential at the bottom of the well
V M(r ≈ re) = 12κr2 leads to the spring constant κ = mω2 (which gives the Morse
parameter a). The Morse potential arises from electrostatic interactions between
two particles 1 and 2 with charges q1, q2, which are described by the Coulomb
potential
VCoul =
q1q2
4pi0x
, (3.26)
where x is the separation of the particles. Taylor expanding to second order
around the equilibrium separation x0 gives the spring constant
κCoul = κCoul(x0) =
q1q2
2pi0x30
. (3.27)
We make the identification that κCoul is equal to the Morse spring constant κ
and x0 = re is the equilibrium separation of the two particles, then the parameter
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a = a(re) =
√
κ(re)
2D
=
√
q1q2
4piD0r3e
∝ r−3/2e . (3.28)
The distance R¯ is the value for R below which this distortion takes place.
For R ≥ R¯, the C-H, O-H potentials are the original V˜ C , V˜ O respectively, and
V CO = V˜ C + V˜ O. The Morse parameters a˜X , r˜Xe , D˜
X , where X = C,O, for each
are those given in the literature (see 3.1.3).
When R < R¯, we assume that the equilibrium positions of H in C-H and O-H
change from r˜Xe → rXe and this happens proportionally
R
R¯
=
rCe
r˜Ce
=
rOe
r˜Oe
. (3.29)
Define
f =
R
R¯
(3.30)
then the new Morse a parameter
aX = f−3/2a˜X , (3.31)
and so the potentials V˜ C , V˜ O → V C , V O change because their re, and therefore
a, parameters do. The dissociation energies stay the same however.
In our proposed formalism, decreasing R shrinks re, thus increasing a. As a
result, the Morse potentials become narrower.
As already stated, we assume that the C and O atoms do not move during the
Schrodinger evolution so that R and V CO are fixed and so the proton transfer rate
τ is parameterised by R. The distortion boundary distance R¯ must be defined:
we propose the following physical picture. The total C,H,O system during the
transfer is in some superpositional state. At the intermediate part of this, when
the hydrogen atom is between C and H, we can think of this as an overlap of
the electron clouds of the three atoms. The amount by which they overlap is
something that we can play around with, and this determines R¯. Let H have
equal overlap with C and O. Each of the atoms when modelled as a hard sphere
has a characteristic size, the “Van der Waals radius” qY , Y = C,O,H. Figure
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Figure 3.11: The picture used to calculate R¯: during the proton transfer the
C,H,O atoms are in some superpositional state with their electron clouds over-
lapping. The characteristic size of each atom is given by its Van der Waals radius
qY . Y = C,H,O, and Q controls the amount of overlap - we assume that H has
equal overlap with C and O and that C and O themselves never overlap. All the
nuclei are in line along the r (and R) direction.
3.11 illustrates how R¯ is related to the qY , the amount of overlap is controlled by
Q ∈ [0, qH ] giving
R¯ = qC + qO +Q. (3.32)
We assume that C and O electron clouds never overlap. Going to distances R < R¯
means a proportional reduction of these distances by the factor f .
The transfer distance ∆r also appears in V CO in equation (3.25). This mea-
sures the two Morse well minima separations in V CO and requires knowing the
bond lengths of C-H and O-H, which equal the equilibrium separations rCe , r
O
e .
These are smaller than the van der Waals radii qC , qO Luo [2007]. A picture of
what we mean by the transfer distance is shown in figure 3.12, and at R = R¯ it
is given by
∆r¯ = (qC − r˜Ce ) +Q+ (qO − r˜Oe ) (3.33)
= R¯− (r˜Ce + r˜Oe ). (3.34)
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Figure 3.12: Picture for calculating the transfer distance ∆r: the amount that
the H travels between its equilibrium position with C to where its equilibrium
position would be with O.
At distances R < R¯ the transfer distance is found proportionally as
∆r = f∆r¯. (3.35)
To calculate the rate of the proton transfer from A (C) to B (O) τ at some
fixed C-O distance R, this requires a definition of what is meant by “being at
B”. This would be a position measurement of some region we call @B, which is
taken to be everything to the right of the V CO barrier top, see figure 3.8. Then
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the probability of being at B at time t is
pB (t) =
∫
@B
dx 〈x| ρ (t) |x〉
=
∫
@B
dx 〈x|U (t) ρ0U † (t) |x〉
=
∫
@B
dx 〈x| exp [−iHCOt] 1
Z
exp
[−βHC] exp [iHCOt] |x〉
=
1
Z
∑
lmn
e−i(E
CO
m −ECOl )te−βE
C
n
∫
@B
dxψABm (x)
[
ψCOl (x)
]∗ 〈
ψCOm |ψCn
〉 〈
ψCn |ψCOl
〉
,
where the overlaps we define as cmn are over all space,
cmn :=
〈
ψCOm |ψCn
〉
=
∫
dx
[
ψCOm (x)
]∗
ψCn (x) .
We also define
dml =
∫
@B
dxψCOm (x)
[
ψCOl (x)
]∗
,
which gives
pB (t) =
1
Z
∑
lmn
e−i(E
CO
m −ECOl )te−βE
C
n dmlcmn c
∗
ln.
The time dependent rate is found by taking the derivative:
p˙B (t) =
∂pB (t)
∂t
= − i
Z
∑
lmn
(
ECOm − ECOl
)
e−i(E
CO
m −ECOl )te−βE
M
n dmlcmn c
∗
ln.
Since the evolution is unitary, the dynamics and therefore the rate will be oscil-
latory. However, experimentally a constant rate is quoted, this is the rate that is
measured at the start of a reaction when it is at its fastest. Initially p˙B(0) = 0,
as it takes some finite time for the quantum dynamics to start up and we define
our time independent rate to be a time average of the largest peak that occurs
at a time tmax in a characteristic time window for the evolution ∆t. This time
averaging has to be done manually, in an almost arbitrary way, this is because
we have no mechanism for decay and therefore no natural timescale over which
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the rate tends to zero; it will oscillate forever in unitary dynamics. By a “charac-
teristic” time window we mean the inverse of the energy difference between the
ground and excited state levels of the initial Morse potential V C , that is
∆t =
1
∆f
(3.36)
=
h
∆E
(3.37)
=
h
EC1 − EC0
. (3.38)
Hence the time-averaged proton transfer rate τ is
τ =
1
tmax
∫ tmax
0
dt p˙B(t)
=
pB(tmax)− pB(0)
tmax
.
Note that sometimes we will add notation to this rate to avoid ambiguity, for
instance τL(R) is the time averaged rate τ for isotope L = H,D when the C–O
separation is R, and occasionally call it the “raw rate”.
Note that in this model we have not separated thermal activation of the pro-
ton over the barrier and tunnelling, in principle the evolution should contain all
these features.
3.1.2.4 Kinetic isotope effect (KIE)
Changing mass from mH = mp → mD = 2mp does not affect any of the above
potentials; they are the result of electrostatic forces which we take to remain
the same for hydrogen and deuterium. However, the eigenenergies and eigen-
states of their corresponding Hamiltonians HC and HCO are mass dependent,
from the simple fact that mass enters into their Schrodinger equations. Quali-
tatively speaking, the heavier mass will be more classical and therefore its zero
point energy will be lower in the well and its ground state eigenstate more lo-
calised. In summary, changing the mass of the transferring particle amounts to
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rediagionalisation of HC and HCO, the rest of the calculation for τD is done in
the same way as for τH in section 3.1.2 but with the new deuterium eigenvalues
and eigenfunctions.
3.1.3 Numerics and parameters
The configuration probability p in section 3.1.1 depends on a quadratic potential
VR, see equation (3.41), which has two parameters: the spring constant κ and
equilibrium separation of the interacting particles Re. The equilibrium distance
Re = R¯ since we assume the atoms/molecules in solution are close (at their Van
der Waals radii) but not squashed unless the enzyme is present. The spring
constant is found from a quadratic approximation around the minimum of a
Lennard-Jones (LJ) potential with depth :
VLJ(R) = 
[(
Re
R
)12
− 2
(
Re
R
)6]
. (3.39)
Taking the second derivative at the minimum and equating it to the spring con-
stant yields [
d2VLJ
dR2
]
R=Re
=
72
R2e
≡ κ, (3.40)
hence the potential between C and O is
V (R) =
36
R2e
(R−Re)2. (3.41)
For molecules in solution,  is about 20-40 times less than the dissociation energy
D for covalently bonded particles Luo [2007]. Using this as a rule of thumb and
the values for DC ,DO below we take  = 4× 10−20J.
Specifications for C-H and O-H bonds have been found from experiment. The
measured bond dissociation energies D, bond frequencies ω, and C-H equilibrium
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separation are Luo [2007]:
DC = 413 kJ/mol, (3.42)
DO = 493 kJ/mol, (3.43)
ωC = 3000 cm−1, (3.44)
ωO = 3000 cm−1, (3.45)
r˜Ce = 1.09 A˚, (3.46)
r˜Oe = 0.94 A˚. (3.47)
To obtain the“raw” (undistorted) Morse potentials V˜ C , V˜ O we must convert these
data: firstly the dissociation energies D are measured from the ground state
energy E0, hence the Morse D parameter is given by
D = E0 + D, (3.48)
we have from equation (3.20) that
E0 = D − a
2~2
2m
(
λ− 1
2
)2
, (3.49)
where a =
√
mω2
2D
and λ =
√
2mD
a~ =
2D
~ω . The true dissociation energy D is the
unknown here hence we must solve for it. Substituting a and λ into equation
(3.48) we obtain
D =
~2ω2
4D
(
2D
~ω
− 1
2
)2
, (3.50)
which can be solved for D to give
D =
1
2
(
~ω
2
+ D +
√
~ωD + D2
)
. (3.51)
Using the data from above we get that the raw Morse potentials V˜ C , V˜ O have
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the following parameters (in standard units):
D˜C = 72× 10−20 J, (3.52)
D˜O = 85× 10−20 J, (3.53)
a˜C = 1.9× 1010 m−1, (3.54)
a˜O = 1.8× 1010 m−1. (3.55)
The distorted potentials V C , V O have the same dissociation energies D = D˜
but the a parameters change because in section 3.1.2 we proposed that the enzyme
compresses the reacting bodies so the equilibrium separations rCe , r
O
e decrease,
and we postulated that a = a(re). The C-O separations R and hydrogen isotope
transfer distances ∆r all change proportionally and are governed by the factor
f = R
R¯
where R¯ was the distance below which distortion takes place. R¯ is given
by equation (3.32) and relies on the van der Waals radii, these are Luo [2007]
qC = 1.70 A˚, (3.56)
qO = 1.52 A˚. (3.57)
The distance Q was introduced as the separation of the C and O spheres and it
appears in the formula for R¯: we vary Q from zero to the van der Waals radius
of hydrogen qH = 1.20 A˚, this gives
3.2 A˚ ≤ R¯ ≤ 4.4 A˚. (3.58)
For each value of R¯, there is a range of R and ∆r (where ∆r related to R by
equations (3.34) and (3.35)), over which we integrate the rate τ(R). The overall
transfer rate k¯, equation (3.8) introduced Ri and Rf as the initial and final values
of R, i.e. Ri ≤ R ≤ Rf . The upper limit Rf is taken to be R¯ as we assume that
the enzyme’s action is to bring the particles into close confinement, closer than
their equilibrium separation, it does not sample distances larger than this. The
lower limit Ri is the value that comes from quantum chemistry calculations for
the hydrogen transfer distance ∆r; they yield a minimum ∆r of 0.7 A˚ which is
considered to be almost energetically forbidden. From equation (3.29) we have
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that f = ∆r/∆r¯, coupled with equation (3.34) we obtain
Ri =
0.7
R¯ + r˜Ce + r˜
O
e
R¯. (3.59)
The Morse potential has nmax bound energy levels where nmax is the largest
integer satisfying dE
M
n
dn
= 0 which yields n < λ − 1
2
. Sometimes this can be a
rather large number and takes a long time to compute the rate so we only include
min{15, nmax} Morse energy levels.
Unlike the case for a single Morse potential, the eigenvalue equation for a
Hamiltonian with a double Morse potential has not been solved analytically, so
the eigenenergies ECOm and eigenstates
∣∣ψCOm 〉 of HCO are calculated numerically
using a finite differencing method on the one-dimensional Schrodinger equation,
with an appropriate discretisation for the space. This double Morse potential
V CO can in principle have an infinite number of energy levels; we truncate this
at an appreciable number of 15.
In Knapp et al. [2002] where the experiment with soybean lipoxygenase was
carried out, the temperature was varied from 5− 55oC, accordingly we vary our
temperature from T = 280K to T = 320K.
The time averaging of the proton rate τ required the definition of a character-
istic time window ∆t in equation (3.38) which depended on the difference between
the lowest two Morse potential energies. Using some representative numbers for
the C-H and C-D Morse potential energies we obtain rough values for hydrogen
∆t ∼ 10−14s and for deuterium ∆t ∼ 1.5 × 10−14s. The time averaging is then
done from t = 0 to tmax, the time of the largest peak within the time window ∆t.
3.2 Results and discussion
There are many ways to present the results; in order to compare with experiment
we start with Arrhenius plots of ln k¯ where k¯ is the average rate, equation (3.8), for
each isotope versus inverse temperature β = (kBT )
−1 where the temperature in
Kelvin is 280 ≤ T ≤ 320 in steps of 10, and we also plot the KIEs. Each Arrhenius
plot is for a different initial-distortion-distance value R¯ which is governed by Q
see figures 3.11 and 3.12. Below the results are labelled by Q (in Angstrom)
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which we vary in a small range 0 ≤ Q ≤ 0.5 in steps of 0.1.R ranges from Ri to
Rf in steps of 0.001A˚.
112
3.2.1 Arrhenius plots and KIEs
(a) (b)
(c) (d)
(e) (f)
Figure 3.13: Arrhenius plot for hydrogen (blue square) and deuterium (red dia-
mond) rates k vs inverse temperature β with (a) Q = 0, (c) Q = 0.1, (e) Q = 0.2,
and linear trend lines shown with equation. The corresponding KIE vs inverse
temperature β for (b) Q = 0, (d) Q = 0.1, (f) Q = 0.2.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.14: Arrhenius plot for hydrogen (blue square) and deuterium (red di-
amond) rates k vs inverse temperature β with (a) Q = 0.3, (c) Q = 0.4, (e)
Q = 0.5, and linear trend lines shown with equation.The corresponding KIE vs
inverse temperature β for (b) Q = 0.3, (d) Q = 0.4, (f) Q = 0.5.
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Figure 3.15: KIE vs inverse temperature β for Q = 0 (blue square), Q = 0.1 (red
diamond), Q = 0.2 (yellow triangle) Q = 0.3 (green triangle). Rest of Q value
KIEs not shown, but they are also practically temperature independent.
Figure 3.16: The effect of changing the transfer distance on the potential V CO
with no distortion for some value of Q. The potential is drawn as a function of the
C-H separation r, the x-axis (axes not shown). As the well separation increases
the barrier height increases.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.17: The “raw rates” for hydrogen τH , on the y-axis, as a function of
C–O separation R, on the x-axis (axes not shown), at T = 300K for (a) Q = 0,
(b) Q = 0.1, (c) Q = 0.2, (d) Q = 0.3, (e) Q = 0.4, (f) Q = 0.5.
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Figure 3.18: The effect of changing the transfer distance on the distorted potential
V CO for some value of Q. The potential is drawn as a function of the C-H
separation r, the x-axis (axes not shown). As the well separation decreases the
barrier height increases, this leads to a non-trivial effect on the rate.
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Figure 3.19: The hydrogen raw rate τH , on the y-axis, as function of the C–O
separation R, on the x-axis (axes not shown), at T = 300K when there is no
distortion of the potentials that the hydrogen atom experiences. In this case we
only consider Q = 0.
(a) (b)
Figure 3.20: (a) Arrhenius plot for hydrogen (blue square) and deuterium (red
diamond) rates k vs inverse temperature β with Q = 0 and linear trend lines
shown with equation but where there is no distortion of the potentials that hy-
drogen/deuterium experience. (b) KIE vs inverse temperature β for Q = 0 but
where there is no distortion of the potentials that hydrogen/deuterium experi-
ence.
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The following trends are observed from the results in the figures 3.13 – 3.16
where there is distortion of the potentials that hydrogen/deuterium experience:
1. The hydrogen rate is always higher than the deuterium rate and the Arrhe-
nius plots are linear.
2. The hydrogen and deuterium rates are largely temperature independent.
3. The average rates very slightly decrease with increasing temperature.
4. The KIEs are temperature independent.
5. The “raw” (distance-dependent) rates very slightly increase with tempera-
ture but have a non-trivial dependence on R.
6. The average rates decrease with increasing Q, whereas the KIEs increase a
lot with Q.
7. There is a transition in the temperature behaviour of the KIE: for low
Q ≤ 0.2, the KIE increases with temperature, for high Q ≥ 0.4 the KIE
decreases with temperature. At the intermediate value Q = 0.3 the KIE is
not monotonic with temperature.
Figures 3.13 and 3.14 (a,c,e) demonstrate points 1, 2 and 3.
The statements in the first point 1 are a good consistency checks. All the
deuterium energy levels start lower than hydrogen in V C so the n-th energy
eigenstate for deuterium has to cross the barrier at a lower and wider point than
its hydrogen equivalent, hence k¯D < k¯H for a given Q. Also, we expect linear
Arrhenius plot in a small temperature regime.
The second point 2: A for a given Q, a low temperature dependence implies
that the population of the energy levels changes by a very small amount as T
varies, since the only place temperature enters the rate is in the Boltzmann prob-
ability e−βEn which gives the initial V C energy eigenstate population. Almost
all the population is initially in the ground state, but the fact that the rates do
vary slightly on temperature implies that the excited state energy levels can’t be
disregarded. It also indicates that there could be a large tunnelling contribution,
as was described in the introduction and is seen from the low temperature regime
119
of the Arrhenius plot, figure 3.5. Figure 3.8 shows typical shapes of the initial
proton potential V C and the double well V CO it experiences due to the presence
of C and O. A number or energy eigenstates of the initial C-H potential can be
below the barrier, then if the proton occupies these energy states, it will tunnel.
Point 3 is a little harder to explain but comes about from the averaging over
distance: as stated in point 5 the raw (not distance-averaged) rates τH(R), τD(R)
do themselves increase with temperature, as expected. However, when these
rates are multiplied by p(R) a very strong distance dependence comes about.
The rates τH(R), τD(R) change by about a factor of 10 from Ri to Rf , whereas
the probability p(R) can vary up to almost 60 orders of magnitude in the same
range! For instance, when Q = 0.5, p(R = Ri) ≈ 10−57 and p(R = Rf ) ≈
0.1. This means that the raw rates τH(R), τD(R) that contribute mostly are the
ones near R ≈ Rf . At these distances, τH(R), τD(R) are still increasing with
temperature, but only very gently, whereas, due to normalisation, the probability
p(R) is decreasing with temperature, more so than the raw rate. This causes the
whole averaged rate (for almost all Q and isotopes) to decrease with increasing
temperature as it so sensitive to this large distance regime, this is evident from
the positive gradient of the linear fit trend lines. We are not getting a good
feel for the overall rate behaviour because the small distance proton transfers
are completely washed out by p(R) ≈ 0. This means either the potential in
p(R) should change so that it is less distance-dependent (this seem unlikely as
the common consensus is that the energetic cost to bring molecules closer than
their Van der Waals distance should be extremely high due to the Pauli exclusion
principle), or the raw rates τH(R), τD(R) need to be much much higher in the
small R regime.
Point 4, evident from figures 3.13 and 3.14 (b,d,f), really follows from 2 since
the KIEs are just a ratio of the rates, so if the rates are temperature independent,
then their ratio will be also.
The behaviour of the raw rates with respect to R is not entirely obvious, figure
3.17: as the C–O separation R grows, so does the transfer distance (and therefore
barrier width) but the barrier height shrinks, see figure 3.18. The way this affects
the rate, which is sensitive to both height and width, is non-trivial. This is seen
at small values of R in figures 3.17 (d) - (f). In the other instances of the figure
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3.17 (subfigures (a) - (c) and larger R values in (d) - (f)) there appears to be
a monotonic growth of the rate τH with increasing R. We can conclude that in
this region the rate is more sensitive to decreasing barrier height, which makes
τH grow, than it is to increasing barrier width, which would make τH decrease.
As Q increases, the more extreme the squashing at a given R, hence the
barrier will be higher and so the rates will decreases, as point 6 states. And
correspondingly we expect the KIEs to increase as more tunnelling will occur,
and it does. This is seen in figures 3.13 – 3.15. One surprising feature is that
the KIE is relatively low, for small Q, in fact at Q = 0 the KIE is almost at the
semiclassical value of
√
2. It is not immediately clear why this is so, however the
KIE is very Q dependent, ranging from around 2 –5000. The KIEs become higher
when the average rates decrease, at larger values of Q (and large R, since we said
that averaging only has mainly contributions from large C-O separations).
Intuitively, we would expect the KIE to increase with decreasing tempera-
ture, for any Q, since the amount of tunnelling and therefore mass dependence
increases. However the trends of the KIE in point 7 may not be very interesting
because the changes are so small, as seen on figure 3.15 which plots temperature
dependence of the KIE for all Q, the KIE is only very slightly temperature de-
pendent such that whether it has a positive or negative gradient is negligible; it
is practically constant.
The result that most requires further attention is the decrease of average rate
with increasing temperature, point 3. We suggested that one method to resolve
would be to increase the raw rates in the small R regime, and a way to do this is to
remove the distortion of the potentials, then V CO = V˜ C + V˜ O. At small R there
is no barrier (in this case we take “@B” to be to the right of the V CO potential
minimum), and for all R the barrier is always smaller than in the distorted case,
so the raw rates should be higher. The minimum distance Ri distance is the same
as before, discussed in section 3.1.3, and the final separation Rf is the one for the
Q = 0 picture, i.e. Rf = q
C + qO.
What is also interesting in this case of no distortion is the way the raw,
or distance dependent hydrogen rate τH varies with C–O separation R, figure
3.19. It looks like there is a phase transition at some intermediate value of
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R, different to one might expect, which would be that the rate shrinks with
increasing R, when there is no distortion. This expectation comes about because
of the form of the (undistorted) V CO = V˜ CO potential, figure 3.16: at small R
there is no barrier, then the potential flattens and at larger R a barrier forms.
Monotonically increasing barrier would naively lead to decreasing rate, but we
see from figure 3.19 that this is not true. The phase transition in τH(R) occurs
when the potential is at its flattest, let the C-O distance at this point be called χ.
As R tends to χ from below, there is no barrier but perhaps the decreasing rate
is due to destructive interferences of the hydrogen probability flux due to back
flow. When the barrier forms, this back flow may be heavily suppressed, leading
to a discontinuity in the rate as it jumps to almost two times its value. Then as
R increases from χ the barrier height and width grow, leading to the expected
and observed behaviour of monotonically decreasing rate.
When there is distortion, for small values of Q the KIE is relatively low, figure
3.20. The average rates mainly have contributions from the large C–O separa-
tion (discussed above), and in this regime is it possible that thermal excitation
over the barrier plays a bigger role as the barrier is lower. It is not clear how-
ever why in the case of no distortion the KIE is still very small: again the main
contribution to the average rates should come from large R at which point the
barrier is higher and wider than for small R so the transfer should be deeper in
the tunnelling regime, hence the rate more mass dependent. This requires more
investigation.
One final comment to be made is on the question of how much of the proton
population tunnels versus how much is thermally activated over the barrier. Since
almost all the population is in the ground state in V C , we can consider whether
its initial ground state E0 is above or below the barrier top Vmax of the distorted
potential V CO. Figure 3.21 is provided for this end: for a given value of Q, we
said there is a range of C-O distances that the enzyme samples over Ri ≤ R ≤ Rf ,
and E0 < Vmax for a fraction φ of these distances. It turns out that E0 < Vmax
is satisfied for low distances up until some threshold value, so E0 < Vmax for
Ri ≤ R ≤ Ri + φ(Rf − Ri). The figure displays the tunnelling fraction for both
hydrogen and deuterium. As expected, more tunnelling occurs for deuterium,
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since it is the heavier isotope and always has E
(D)
0 < E
(H)
0 . If we postulate
that the E0 < Vmax is the condition for tunnelling, then we see that we only
get tunnelling for higher values of Q. This also explains why our KIE values
are much higher as Q increases, figure 3.15, because only in this region do we
actually get tunnelling. The distortion of the potential raises the barrier height,
but also increases the ground state energy, but this happens in different amounts.
Hence, by our definition, for instance when Q = 0 hydrogen does not transfer by
tunnelling. Therefore, distortion is an important feature.
There are two caveats here. The first is that, in the distance averaging of
the rate, multiplication by the configuration probability p(R) causes many of
the low R rate values to become negligible, and this is the tunnelling regime in
the distortion regime. The second is that it is debatable whether E0 < Vmax is
a sensible condition for tunnelling; measuring the E0 is done in the H
C basis
whereas Vmax is diagonal in the H
CO basis, these bases do not commute hence
determining the value of Vmax using the H
C basis leads to quantum uncertainty.
When the potentials are not distorted, then we never get E0 < Vmax, and so
no tunnelling. This could explain the low KIE in that situation.
Figure 3.21: The fraction φ of C–O distances R whose potential V C(R) have the
initial ground state of the proton E0 lower than the barrier height Vmax of the
double well V CO(R), as a function of Q. For a given Q, E0 < Vmax for all R
from Ri to Ri + φ(Rf −Ri). This is for distorted V CO potentials, where there is
always a barrier. The case for hydrogen is the blue squares and deuterium is red
diamonds.
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3.3 Conclusion and further work
In this chapter we have studied the transfer of hydrogen from one molecule to
another, catalysed by an enzyme. The model is based on the enzyme soybean
lipoxygenase because there has been strong experimental evidence to suggest that
hydrogen tunnels through the energy barrier it experiences during the reaction.
This is an a priori unlikely assumption in a biological environment. We design a
qualitative toy model to mimic the trends that are observed experimentally in the
reaction rates. These are that the rates for hydrogen and deuterium are almost
temperature independent and that the ratio of the two rates, the KIE, is also
observed to be temperature independent - these facts agree with our findings.
The experimental KIE is very large. Our model only reproduces this behaviour
when there is a large amount of distortion of the potentials, a new concept that we
explore in our model. It is interesting that some of the features of the experimental
results can be replicated via our simple approach.
We do however acknowledge that further work is required on the the distance-
averaged rate k¯. This rate has almost no contribution from small transfer-distance
configurations because they are “washed out” by the energetic cost for the enzyme
to bring the molecules to such confined geometries. However, these are the con-
figurations that quantum chemistry calculations predict for hydrogen tunnelling.
We compare our results to the case of no distortion. This has an unexpected
“phase transition” in the distance-dependent rate, and a very low KIE, figures
3.19 and 3.20. What we also find is that the tunnelling only occurs when there
is a lot of distortion (high Q) and the ground state energy is below the barrier,
leading to a high KIE.
Our rates with and without distortion have very low dependence on tempera-
ture because most of the population is in the ground state. The results do indicate
some interesting features, but more work is needed to pin-point the origin of the
behaviour that is seen. The advantage of the model is that it is simple enough
to tweak individual components and observe the effects on the rates and KIEs.
Once the trends of soybean lipoxygenase are reproduced, the parameters can be
changed to test other enzymatic systems that exhibit an abundance of hydrogen
tunnelling. Another useful comparison would be to study a system which has
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similar chemistry (hydrogen from carbon to oxygen) but very different rate be-
haviour, perhaps no evidence of tunnelling. This would require a modification
to the model to make it more enzyme specific, but retain the spirit of its sim-
ple design (one-dimensional, not open system). In this way, we hone in on the
hydrogen transfer mechanism.
It would be illuminating to consider under what assumptions do the more
general, Marcus-type rates, such as equation (3.7), tend to our rate. And, corre-
spondingly, does our rate simplify to the semiclassical TST rate in the classical
limit?
There are many other avenues that this research could go down and ways for
it to be improved. For instance, inclusion of explicit environmental effects, which
captures the action of the enzyme and solution. Also, a mechanism for dissipation
is needed. This would provide a natural time scale over which the time dependent
rate decays. We could make the potentials time varying to enact the motion of the
enzyme. Another factor that contributes to the rate is the electronic wavefunction
overlap, which itself is dependent on the transfer distance.
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Chapter 4
The quantum steering ellipsoid
The contents of this chapter appear in Jevtic et al. [2013].
The Bloch sphere provides a simple representation for the state space of the
most primitive quantum unit - the qubit. This results in geometric intuitions
that are invaluable in countless fundamental information-processing scenarios.
The two qubit system likewise constitutes the primitive unit for bipartite quan-
tum correlations. However, the two qubit state space is 15-dimensional, with a
surprising amount of structure and complexity. As such, it is challenging both to
faithfully represent its states and to acquire natural intuitions for their properties
Avron et al. [2007]; Bengtsson and Z˙yczkowski [2006]; Horodecki and Horodecki.
The phenomenon of steering was first uncovered by Schro¨dinger Schro¨dinger
[1935] (and subsequently rediscovered by others Gisin [1996]; Hughston et al.
[1993]; Spekkens and Rudolph [2002]). He realised that when Alice and Bob’s
qubits are jointly described by a pure state |ψ〉AB, then a positive-operator valued
measurement (POVM) by Bob could collapse the state of Alice’s qubit to any
single qubit state. Thus, by choosing a suitable measurement, Bob could “steer”
Alice’s qubit to any state in her Bloch sphere, with some finite probability. Hence
if he has the ability to measure in any direction, the set of all possible states he
can steer her to is the Bloch sphere itself. However, if Alice and Bob’s qubits are
in a mixed state ρ, it is known Verstraete [2002] that the convex set of states that
Alice can be steered to is an ellipsoid EA within her Bloch sphere, see figure 4.1.
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In Jevtic et al. [2013] it is shown that all correlation features of a two qubit
state are encoded in its steering ellipsoid and local Bloch vectors. We argue that
this representation provides the natural generalization of the Bloch sphere picture
for a single qubit. In gives a faithful representation of an arbitrary two qubit state
in three dimensions, and makes the key properties of the state manifest in simple
geometric terms.
By adopting the ellipsoid representation we are led to a range of novel results
for both entangled and separable states. Firstly, in section 4.1, we provide an
alternative construction of the steering ellipsoid EA to that in Verstraete et al.
[2001b], which applies even when EA is degenerate. Then section 4.2 gives a
method for complete reconstruction of a state ρ from its geometric data, thereby
exhibiting the faithfulness of the representation. In the case of pure state steering,
there always exists a POVM that Bob can do to steer Alice to any decomposition
in her Bloch sphere. This property of “complete” steering does not necessarily
carry over to the mixed state case. Section 4.3 reveals this new phenomenon of
incomplete steering for certain separable quantum states, in which some decom-
positions of ρA within the steering ellipsoid EA are inaccessible.
The representation, depicted in figure 4.1, allows us to decompose entangle-
ment into simple geometric features, section 4.4. Entanglement depends only on
(a) the spatial orientation of the ellipsoid, (b) its distance from the origin and
(c) its size. The representation also leads to the surprising nested tetrahedron
condition in section 4.5: a state is separable if and only if its ellipsoid fits in-
side a tetrahedron that itself fits inside the Bloch sphere. We then study the
minimal number of product states in the ensemble of a separable state, show-
ing it is determined solely by the dimension of EA. A useful volume formula
is developed in section 4.6 that identifies exactly when steering ellipsoid is fully
three-dimensional. Finally in section 4.8 we suggest a new feature of quantum
correlations, called obesity, which is neither discord nor entanglement. We ob-
serve that quantum discord arises from a combination of both the obesity of the
state and the orientation of its ellipsoid.
Beyond these new results, we also feel that this method of compactly depict-
ing any two qubit state in three dimensions should be of interest to a range of
researchers in both the theoretical and experimental quantum sciences.
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Figure 4.1: Ellipsoid representation of a two-qubit state. For any two-
qubit state ρ, the set of states to which Bob can steer Alice forms an ellipsoid EA
in Alice’s Bloch sphere, containing her Bloch vector a. The inclusion of Bob’s
Bloch vector b determines ρ up to a choice of basis for Bob, which can be fixed
by indicating the orientation of EA.
4.1 The Pauli basis
In this section we provide the details for constructing the steering ellipsoid rep-
resentation of an arbitrary two qubit quantum state.
Let σµ = {1, σx, σy, σz}, µ = 0, 1, 2, 3 denote the “homogenous Pauli basis”.
Any single-qubit Hermitian operator E can be written E = 1
2
∑3
µ=0Xµσµ, where
the Xµ = tr(Eσµ) are real. E is positive iff X0 ≥ 0 and X20 ≥
∑3
i=1X
2
i . With X
viewed as a 4-vector, this identifies the set of positive operators with the usual
forward light cone in Minkowski space.
A two-qubit state may be expressed as ρ = 1
4
∑3
µ,ν=0 Θµνσµ ⊗ σν , where the
Θµν = tr(ρσµ ⊗ σν) are real. As a block matrix we have
Θ =
(
1 bT
a T
)
, (4.1)
the reduced states ρA and ρB of ρ have Bloch vectors a, b and T is a 3 × 3 matrix
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encoding correlations Horodecki and Horodecki.
Previous approaches to representing two qubit states have included partition-
ing the set of all two qubit states into SLOCC (Stochastic Local Operations and
Classical Communication) equivalence classes Avron et al. [2007], which results in
a three dimensional representation of a state ρ through its SLOCC orbit, defined
as
S(ρ) :=
{
SA ⊗ SBρ(SA ⊗ SB)†
tr(SA ⊗ SBρ(SA ⊗ SB)†) : SA, SB ∈ GL(2,C)
}
, (4.2)
with GL(2,C) the group of invertible, complex 2 × 2 matrices. However re-
placing ρ with its SLOCC orbit is far from faithful, and amounts to a highly
coarse-grained representation of the state that erases much of its detail. Another
approach is to start with a Pauli basis expansion of ρ, which, via a state-dependent
choice of local unitaries on both qubits, can be converted to a representation in-
volving three spatial vectors: two rotated Bloch vectors and a vector containing
the three singular values of the matrix T Horodecki et al. [1996]. Again, this
is still not a faithful representation (there is a local unitary freedom), and more
importantly it is extremely difficult to develop any intuition for what the vector
representing correlations from T actually means geometrically.
Under SLOCC, the matrix Θ transforms as Θ → ΛAΘΛTB Verstraete et al.
[2001b] where ΛA,ΛB are proper orthochronous Lorentz transformations given
by ΛW = ΥSW ⊗ S∗WΥ†/| detSW |, W ∈ {A,B} and
Υ =
1√
2

1 0 0 1
0 1 1 0
0 i −i 0
1 0 0 −1
 . (4.3)
In particular, local unitaries (which correspond to special orthogonal matrices, a
subset of the Lorentz transformations) rotate the Pauli basis: a → OAa, b →
OBb, T → OATOTB, where OA, OB ∈ SO(3).
If Bob’s qubit is in a pure state with b := |b| = 1, then Θ must be a product
state and no steering can occur, so assume otherwise. The SLOCC operator
1⊗ ρ−
1
2
B that corresponds to a Lorentz boost ΛB = Lb by a ‘velocity’ b is special
in that it transforms ρB to the maximally mixed state. We refer to the particular
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filtered state resulting from this as ρ′ and call it the canonical state on the SLOCC
orbit S(ρ).
Define γ = 1/
√
1− b2, and the canonical Pauli-basis state
Θ′ = γΘLb, (4.4)
where
Lb =
(
γ −γbT
−γb 1 + γ−1
b2
bbT
)
. (4.5)
The γ in (4.4) ensures that Θ′ is normalized: the top-left element is
γ
(
1 bT
)( γ
−γb
)
= γ2(1− b2) = 1, (4.6)
and the top-right block of Θ′ is
γ
(
1 bT
)( −γbT
1 + γ−1
b2
bbT
)
= γ(−γbT + bT + (γ − 1)bT ) = 0T , (4.7)
so Bob’s transformed reduced state is indeed maximally mixed. By the above
two observations we can write
Θ′ =
(
1 0T
a′ T ′
)
. (4.8)
Consider again Alice and Bob share qubits in an arbitrary state ρ, or Θ, if
Bob does a POVM and obtains outcome E = 1
2
∑3
ω=0Xωσω, he steers Alice to
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the state
ρsteerA ∝ trB(ρ(σ0 ⊗ E))
= trB
(
1
4
3∑
µ,ν=0
Θµνσµ ⊗ σν
(
σ0 ⊗ 1
2
3∑
ω=0
Xωσω
))
=
1
8
3∑
µ,ν,ω=0
ΘµνXωσµ tr (σνσω)
=
1
8
3∑
µ,ν,ω=0
ΘµνXωσµ(2δων)
=
1
4
3∑
µ,ω=0
ΘµωXωσµ.
The normalisation is
tr(ρ(σ0 ⊗ E)) = trA trB(ρ(σ0 ⊗ E))
= tr
(
1
4
3∑
µ,ω=0
ΘµωXωσµ
)
=
1
4
3∑
µ,ω=0
ΘµωXω trσµ
=
1
4
3∑
µ,ω=0
ΘµωXω(2δ0µ)
=
1
2
3∑
ω=0
Θ0ωXω
=
1
2
(1 + b.x),
so we have
ρsteerA =
1
2
3∑
µ,ν=0
ΘµνXν
(1 + b.x)
σµ, (4.9)
or the 4-vector 1
2
ΘX, up to normalisation, in the Pauli basis.
The set of states Bob can steer Alice to will be exactly the same for Θ and
the canonical state Θ′: Y = 1
2
ΘX ⇐⇒ Y = 1
2
Θ′X ′ where X ′ = L−bX/γ and
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X corresponds to a positive operator iff X ′ does because L−b/γ preserves the
forward light cone. 1
What is that set of states? Writing X =
(
t
x
)
we see that without loss of
generality we can take t = 1 since the effect of multiplying X by a positive number
is undone when normalizing Y . Hence the positivity condition becomes x ≤ 1.
If x < 1 then we could write X as a convex combination of ones with x = 1 (a
POVM element E can be thought of as a mixture of projectors, this is easily seen
by considering its spectral decomposition), so we restrict attention to the latter
case.
The steering ellipsoid for Alice is easiest to understand for states with b = 0
(that is, the canonical state Θ′). Suppose that Bob projects onto some pure state
X =
(
1
x
)
with x = 1. Then the normalised steered state in Pauli basis is
Y =
1
2
Θ′X =
1
2
(
1 0T
a′ T ′
)(
1
x
)
=
1
2
(
1
a′ + T ′x
)
, (4.10)
thus Bob will obtain that outcome with probability 1/2 and Alice’s steered Bloch
vector is a′ + T ′x. The set of all states Alice can be collapsed to is simply the
unit sphere of possible measurements for Bob x, shrunk and rotated by T ′ and
translated by a′. This defines a linear image of the Bloch sphere i.e. an ellipsoid,
centred at a′ and with orientation and semiaxes given by the eigenvectors and
eigenvalues of T ′T ′T (from the singular value decomposition of T ′, see below).
Points inside the ellipsoid can be reached via convex combinations of projective
measurements, and conversely any POVM element for Bob can be decomposed
into a mixture of projectors, thus giving a point within the ellipsoid.
Consider the singular value decomposition T ′ = O1DOT2 , where O1, O2 ∈ O(3)
and D ≥ 0 is diagonal. O2 simply rotates (but not always properly) the unit
sphere of all x. D stretches the sphere and thus gives the lengths of the semi-
1In fact, any SLOCC operations on Bob do not affect Alice’s steering ellipsoid Verstraete
[2002]: X is in the forward light cone if and only if X ′ = ΛBX is, and Θ′X = ΘX ′. The boost
to the special canonical state is chosen because it easiest “frame” to work in: we can find the
parameters of an arbitrary state’s steering ellipsoid by boosting Θ by Lb and then reading off
the ellipsoid parameters.
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axes of the resulting ellipsoid. O1 rotates the semi-axes. To find the key ellipsoid
properties, that is, the semiaxes from D and their orientation from O1, we can
diagonalise the positive matrix T ′T ′T = O1D2OT1 ; the lengths of the semi-axes
are the square roots of the eigenvalues of T ′T ′T whilst their directions can be
found from its eigenvectors.
Since γLb is invertible we have rank(Θ
′) = rank(Θ). By counting linearly
independent columns in (4.8) we have rank(Θ′) = rank(T ′)+1, thus proving that
the dimension of the ellipsoid is rank(Θ)− 1.
We would still like to express the ellipsoid parameters in terms of the original
state Θ components, thus giving the ellipsoid equation for an arbitrary two-qubit
state with b 6= 0. Combining equations (4.4) with (4.8) we find
a′ = γ
(
a T
)( γ
−γb
)
= γ2(a− Tb), (4.11)
T ′ = γ
(
a T
)( −γbT
1 + γ−1
b2
bbT
)
(4.12)
= γ
(
−γabT + T + γ − 1
b2
TbbT
)
. (4.13)
And so, after some algebra,
T ′T ′T = γ2(TT T − aaT ) + a′a′T . (4.14)
Using −abT (1 + γ−1
b2
bbT
)
= −γabT we can also write
T ′ = γ
(
T − abT )(1 + γ − 1
b2
bbT
)
, (4.15)
leading to the form
T ′T ′T = γ2(T − abT )(1 + γ2bbT )(T T − baT ) =: QA. (4.16)
In summary, this gives a steering ellipsoid at A EA for Alice steered by Bob
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centred at
cA =
a− Tb
1− b2 , (4.17)
with orientation and semiaxes lengths si =
√
qi given by the eigenvectors and
eigenvalues qi of the ellipsoid matrix
QA =
1
1− b2
(
T − abT )(1 + bbT
1− b2
)(
T T − baT ) . (4.18)
To obtain the ellipsoid at B, EB, the roles of A and B are reversed, equivalent
to a transposition of the matrix Θ. In terms of its components, b → a,a →
b, T → T T , hence EA and EB always have the same dimensionality, rank(Θ)− 1.
This completes the construction of the geometric data (EA,a, b) for a given state
ρ. Next, we describe the reverse direction: obtaining ρ from an ellipsoid EA and
the vectors a and b.
4.2 Reconstruction of ρ from geometric data
The representation of the steering ellipsoid, figure 4.1, includes the Bloch vectors
a and b, therefore in order to recover ρ we need to find T . In section 4.2.1 we
prove it is given by
Tij = (cA)ibj +
3∑
k=1
(
√
QAM)ik tr(
√
ρBσk
√
ρBσj), (4.19)
where M is an orthogonal matrix satisfying Mb = (w
√
QA)
−1(a − cA), with
w = ±1 for separable ρ and w = −1 if it is entangled. This specifies M up to
a special orthogonal matrix OBb = b. OB and w can be encoded, for example,
by a colouring of EA. In this way the steering ellipsoid can be used as a faithful
representation of ρ.
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4.2.1 Proof of the faithfulness of the ellipsoid representa-
tion
Alice’s steering ellipsoid EA is described by matrix QA and centre cA. One quan-
tum state that corresponds to it is the “canonical” state ρ′ with Bloch vectors
b′ = 0, a′ = cA and its T-matrix is related to the ellipsoid via QA = T ′T ′T .
Inverting this gives T ′ = w
√
QAO, with O ∈ SO(3) and w = ±1 = sgn(det(T ′)).
The value of w is ±1 for all separable states, however for an entangled canoni-
cal state w = −1. It is easiest to see this via the determinant relation in equation
(4.67) and the necessary and sufficient condition on entangled states det ρTB < 0
in section 4.4, together these two equations lead to
det Θ < 0 (4.20)
for all entangled states. When Θ = Θ′, the canonical state from equation (4.8),
then det Θ′ = detT ′ therefore detT ′ < 0 and so w = −1. At this point, it is
possible to check whether the steering ellipsoid corresponds to an entangled state:
one does not need knowledge of the Bloch vectors, only the geometric data QA
and cA and the entanglement criteria given either in section 4.4 or 4.5. This
restricts w.
Written explicitly
ρ′ =
1
4
(1 + cA · σ ⊗ 1 +
3∑
i,j=1
w(
√
QAO)ijσi ⊗ σj). (4.21)
The special orthogonal matrix O is not yet fixed.
Consider the partial transpose operation on B
ρ′TB =
1
4
(1 + cA · σ ⊗ 1 +
3∑
i,j=1
T ′ijσi ⊗ (σj)TB). (4.22)
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It flips the sign whenever j = 2 in the summation, which is equivalent to writing
ρ′TB =
1
4
(1 + cA · σ ⊗ 1 +
3∑
i,j=1
(T ′∆)ijσi ⊗ σj) (4.23)
=
1
4
(1 + cA · σ ⊗ 1−
3∑
i,j=1
w(
√
QAO
′)ijσi ⊗ σj), (4.24)
where ∆ = diag(1,−1, 1) and O′ = −O∆ is still special orthogonal. Therefore
all that the the partial transpose operation does to the canonical state is change
the sign of det(T ′), that is, w. It is a local operation on B so does not affect the
steering ellipsoid at A. Note that if ρ′ is entangled then the partial transpose ρ′TB
is not a physical state, which is why w = −1 is fixed in this case, however if ρ is
separable then ρ′TB is also separable (and therefore physical).
The parameter w indicates whether there has been a flip in the handedness of
the coordinate axes when comparing the Bloch sphere to the steering ellipsoid, as
seen from the equation of a canonically steered state a′ +T ′x, where x is a point
in the Bloch sphere (one of Bob’s measurement outcomes). Therefore in order to
fix the sign of w for a separable canonical state, we must have information about
how the principal axes have been transformed, since the steering ellipsoid can be
viewed as a completely positive map on the Bloch sphere Shi et al. [2011b]. We
address possible ways of depicting the value of w at the end of this section.
If in addition to QA, cA we are also given the Bloch vectors a, b, a correspond-
ing state is
κ = 1⊗
√
2ρB ρ
′
1⊗
√
2ρB. (4.25)
This state now has the correct local description for Bob’s qubit
ρB = trA κ =
1
2
(1 + b · σ) (4.26)
and still corresponds to the same steering ellipsoid for Alice because
√
2ρB is a
SLOCC operator on Bob’s system and Alice’s ellipsoid is invariant under such
operations.
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However Alice’s qubit Bloch vector
tr(κσ ⊗ 1) = cA + w
√
QAOb (4.27)
and the right hand side of this should be a. This constrains the orthogonal matrix
O as a solution to
Ob = (w
√
QA)
−1(a− cA). (4.28)
We can split up the orthogonal matrix into two orthogonal rotations: O = MOB
where M ∈ SO(3) rotates b to (w√QA)−1(b−cA) about a unit vector perpendic-
ular to the plane they lie in, and OB ∈ SO(3) rotates about b, that is OBb = b.
The equation (4.28) only determines M .
Define the unitary matrix UB as the one corresponding to OB, it has the
property [UB, ρB] = 0. Then we may write
ρ′ = 1⊗ UBχ1⊗ U †B, (4.29)
where
χ = 1⊗ U †Bρ′1⊗ UB (4.30)
=
1
4
(1 + cA · σ ⊗ 1 +
3∑
i,j=1
w(
√
QAM)ijσi ⊗ σj). (4.31)
Thus
κ = 1⊗
√
2ρBUB χ1⊗ U †B
√
2ρB (4.32)
= 1⊗ UB
√
2ρB χ1⊗
√
2ρBU
†
B, (4.33)
since if [UB, ρB] = 0 then [UB,
√
ρB] = 0.
Therefore the state ρ compatible with QA, cA,a, b is
ρ =
1
4
(
1 + a · σ ⊗ 1 + 1⊗ b · σ +
3∑
i,j=1
Tijσi ⊗ σj
)
, (4.34)
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where T := ROB and
Rij = tr(1⊗
√
2ρB χ1⊗
√
2ρBσi ⊗ σj) (4.35)
= (cA)ibj +
3∑
k=1
w(
√
QAM)ik tr(
√
ρBσk
√
ρBσj), (4.36)
and so we can reconstruct the state up to a local unitary UB (equivalently OB)
on Bob’s qubit that leaves it invariant.
To completely reconstruct the state we need to display information about w
and UB on the ellipsoid, and this is possible if we depict the manner in which
the three principal axes of the Bloch sphere have been flipped by w and rotated
by UB, or we may use a colouring scheme such as that proposed in Altepeter
et al. [2009]. In the case of highly symmetric states such as pure maximally
entangled states U1 ⊗ U2|φ+〉, the local unitaries U1, U2 can still be depicted in
one Bloch sphere using one or a mix of the aforementioned methods. In this way,
the steering ellipsoid, plus Bloch vectors and local unitary information, can be
used to faithfully represent any two qubit state, but all the important information
like entanglement can be found solely from the steering ellipsoid.
4.3 “Complete” and “incomplete” steering
The steering ellipsoid specifies which states Bob can steer Alice to. A more subtle
question is which decompositions of Alice’s reduced state he can steer to. Clearly
a necessary condition is that all of the states in the decomposition must be in
EA, surprisingly however it turns out that this is not sufficient.
Theorem. Consider some non-product two-qubit state Θ =
(
1 bT
a T
)
with
ellipsoids EA and EB. The following are equivalent:
1. Complete steering: for all convex decompositions of a into states in EA,
there exists a POVM for Bob that steers Alice to it.
2. Any surface steering: there exists a convex decomposition of a into states
on the surface of EA with a POVM for Bob that steers Alice to it.
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3. Alice’s Bloch vector lies on the surface of her ellipsoid scaled down by b.
4. The affine span of EB contains the maximally mixed state.
5.
(
1
0
)
∈ range(ΘT ).
6.
(
1
0
)
∈ ker(Θ)⊥.
The proof is in section 4.3.1.
In particular, these conditions hold for all non-degenerate ellipsoids (which
includes all entangled states) as well as all states where b = 0. An example of
a state where the above conditions fail is the state ρ = 1
2
(|00〉〈00|+ |1+〉〈1 + |),
it is easy to see that condition 6 fails and so we cannot completely steer qubit A
(however, qubit B is completely steerable).
4.3.1 Proof of the complete steering theorem
Proof. Preliminaries: Let γ = 1/
√
1− b2 and Θ′ = γΘLbis the canonical state.
Then Θ = Θ′L−b
γ
and so 6 is equivalent to
(
1
b
)
∈ ker(Θ′)⊥. If we write Θ′ =(
1 0T
a′ T ′
)
then we see that any vector in ker(Θ′) is of the form
(
0
x
)
with T ′x = 0
and so 6 is equivalent to b ∈ ker(T ′)⊥.
EA are the points that can be written a
′ + T ′x′ where x′ ≤ 1. Therefore
the surface of EA are the points that can be written a
′ + T ′x′ where x′ = 1 and
x′ ∈ ker(T ′)⊥. Hence the scaled down surface is a′ + T ′x′ where x′ = b and
x′ ∈ ker(T ′)⊥.
From Θ = Θ′L−b
γ
we calculate that a = a′ + T ′b.
1 =⇒ 2: Trivial.
2 =⇒ 6: Let yi on the surface of EA form a convex decomposition
∑
i piyi =
a. Since they are on the surface, we have yi = a
′ + T ′x′i where x
′
i = 1 and
x′i ∈ ker(T ′)⊥. Suppose we also have yi = a′ + T ′x′′i with x′′i ≤ 1. Then
x′i − x′′i ∈ ker(T ′), and the only way that the difference between two vectors
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can be perpendicular to the longer one is if they are equal. Therefore 2pi
(
1
x′i
)
is the unique element of the forward light cone that 1
2
Θ′ maps to pi
(
1
yi
)
, and
therefore γLb times these form the only possible POVM elements for Bob. But
to be a valid POVM, they must sum to the identity
(
2
0
)
, i.e.
∑
i 2pi
(
1
x′i
)
=
L−b
γ
(
2
0
)
= 2
(
1
b
)
. Since the x′i ∈ ker(T ′)⊥, this implies b ∈ ker(T ′)⊥ which is
equivalent to 6.
6 =⇒ 1: Let yi ∈ EA form a convex decomposition
∑
i piyi = a. Since
yi ∈ EA we have yi = a′ + T ′x′i where x′i ≤ 1. Write x′i = ki + ci where
ki ∈ ker(T ′) and ci ∈ ker(T ′)⊥. This implies ci ≤ x′i ≤ 1 and yi = a′ + T ′ci.
So 2pi
(
1
ci
)
are in the forward light cone and map to pi
(
1
yi
)
under 1
2
Θ′. Hence
γLb times these are in the forward line cone and map to pi
(
1
yi
)
under 1
2
Θ.
Since
∑
i piyi = a = a
′ + T ′b we have T ′
∑
i pici = T
′b. By construction ci ∈
ker(T ′)⊥ and by assumption b ∈ ker(T ′)⊥, and so this implies ∑i pici = b. Then∑
i γLb2pi
(
1
ci
)
= 2γLb
(
1
b
)
=
(
2
0
)
so we have a valid POVM.
6 =⇒ 3: Immediate from form of scaled down EA and a in preliminaries.
3 =⇒ 6: If a is on the scaled down surface then a′ + T ′x′ = a′ + T ′b where
x′ = b and x′ ∈ ker(T ′)⊥. Hence x′ − b ∈ ker(T ′). The only way the difference
between two vectors of the same length can be perpendicular to one of them is if
they are the same, and so 6 follows.
4 =⇒ 5: Suppose ∑ qixi = 0, ∑ qi = 1 with xi ∈ EB. Recalling that
swapping parties sends Θ→ ΘT we see that there exists Yi in the forward light-
cone with
(
1
xi
)
= 1
2
ΘTYi. But then Θ
T 1
2
∑
i qiYi =
∑
i qi
1
2
ΘTYi =
∑
i qi
(
1
xi
)
=(
1
0
)
.
5 =⇒ 4: Suppose there exists Y with 1
2
ΘTY =
(
1
0
)
. If Y =
(
t
y
)
is in the
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forward light cone (i.e. t ≥ y) then EB itself contains the maximally mixed state
and we are done. Otherwise, notice that Y1 =
(
y − t
0
)
and Y2 =
(
y
y
)
are in
the forward light cone. Writing 1
2
ΘTYi as qi
(
1
xi
)
we have xi ∈ EB. Noting that
Y =
∑
i Yi we have
∑
i
1
2
ΘTYi =
(
1
0
)
, in other words
∑
i qi = 1 and
∑
i qixi = 0.
5 ⇐⇒ 6: range(AT ) = ker(A)⊥ is a theorem of linear algebra, which follows
straightforwardly from the singular value decomposition.
4.4 The three geometric contributions to entan-
glement
The Peres-Horodecki criterion Horodecki et al. [1996]; Peres [1996] asserts that a
two-qubit state ρe is entangled if and only if ρ
TB
e < 0. It was shown in Verstraete
et al. [2001b] that at most one eigenvalue of ρTBe can be negative, and in Sanpera
et al. [1998] that ρTBe is full rank for all entangled states. Hence
det ρTBe < 0 (4.37)
is necessary and sufficient for entanglement.
Suppose ρ is entangled, then any state in its SLOCC orbit S(ρ) is also entan-
gled Verstraete et al. [2001b], including the canonical state ρ′ ∈ S(ρ). It follows
that, det(ρTB) < 0 ⇔ det(ρ′TB) < 0. The canonical state written in the form of
equation (4.21) clearly reveals the properties of the ellipsoid QA, cA. When the
state is physical and entangled, then w = −1, and after some algebra it can be
shown that the equation (4.37) can be expressed as
c4 − 2c2(1− trQ+ 2nTQn) + h(Q) < 0, (4.38)
where n is a unit vector in the direction of c = cn and h(Q) = 1 − 8√detQ +
2 tr(Q2) − (trQ)2 − 2 trQ1. We have dropped the A,B labels for the centre
1I would like to acknowledge Antony Milne for his helpful comments on this section.
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c and Q because entanglement is a “symmetric” relation, i.e. one obtains the
same inequality by following an analogous argument for the ellipsoid at B but we
must use the alternative (but equivalent) entanglement condition det(ρ′TA) < 0
where now the canonical state is the one for EB which has a = 0, b = cB
and T = O
√
QB with O ∈ O(3). Equation (4.38) is manifestly invariant under
rotations of the ellipsoid, corresponding to local unitaries on the quantum state.
It elucidates that correlations between the qubits manifest themselves in three
geometric properties: (1) the distance c of EA from the origin, (2) the size of
the ellipsoid and (3) its “skew”, captured by the term nTQn, which reflects the
alignment of the ellipsoid relative to the radial direction.
4.5 The nested tetrahedron condition
The condition for entanglement given by equation (4.38) provides a compact
algebraic condition for non-separability and uncovers contributions from different
geometric aspects. However, we can capture the distinction between separable
and non-separable states in another way:
A two qubit state ρ is separable (and therefore also physical) if and
only if its steering ellipsoid EA fits inside a tetrahedron that fits inside
the Bloch sphere.
To prove necessity, suppose Alice and Bob share a separable state
ρ =
∑n
i=1 piαi ⊗ βi. Since we can always take n ≤ 4 Wootters, the Bloch vectors
of the αi define a (possibly degenerate) tetrahedron T within Alice’s Bloch sphere.
Bob’s outcome E collapses Alice to
∑n
i=1
pi tr(Eβi)
tr(EρB)
αi. Hence her new Bloch vector
will be a convex combination of the Bloch vectors for the αi — in other words
her steering ellipsoid is contained in T.
We prove in section 4.5.1 that the non-trivial converse holds: any ellipsoid that
fits inside a tetrahedron that itself fits inside the Bloch sphere must arise from a
separable state, and thus the nested tetrahedron condition is both necessary and
sufficient for separability of the state. We follow the convention that Bob steers
Alice and so the ellipsoid is for qubit A and we drop the subscript A in EA = E.
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4.5.1 Proof of the tetrahedron condition
We prove that for any E inside a tetrahedron inside the Bloch sphere, there is a
separable state with ρB =
1
2
I and E as its steering ellipsoid. We present the proofs
for each possible dimension of E separately, although each one is only a slightly
more involved version of the previous one. Note that in the 0 and 1 dimensional
cases the requirement to fit inside a tetrahedron is trivially satisfied by any E
inside the Bloch sphere.
This result suffices to show that any state with an ellipsoid that fits inside a
tetrahedron is separable by the following argument. Suppose ρ has an ellipsoid
that fits inside the tetrahedron. If b = 1 the E is a point and then ρ is a product
state, which is clearly separable, and we are done. Otherwise, apply a SLOCC
operator to Bob and obtain ρ′ with b = 0, recalling that SLOCC operators cannot
change a state from being entangled to separable. This will leave Alice’s ellipsoid
unchanged whilst moving her reduced state to the centre of her ellipsoid. Since
by the above statement there exists a separable state with the correct ellipsoid
and reduced states, ρ′ must equal the separable state up to a choice of basis for
Bob, and hence must itself be separable.
In fact the separable states constructed below use a number of product states
equal to the dimension of the ellipsoid plus one. Since the SLOCC operator
and choice of basis for Bob do not affect the number of product states in a
decomposition, we furthermore have that ρ can be built using that number of
product states.
4.5.1.1 0-dimensional
If the steering ellipsoid is a single point r then simply take ρA with Bloch vector
r and let ρ = ρA ⊗ 12I.
4.5.1.2 1-dimensional
Suppose E is a line segment from r0 to r1. Take ρi with Bloch vectors ri and let
ρ = 1
2
∑1
i=0 ρi ⊗ |i〉〈i|.
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4.5.1.3 2-dimensional
If an ellipse fits inside a triangle in the Bloch sphere, it also fits inside a triangle
in the Bloch sphere Vidrighin [2012]. Therefore, suppose an ellipse E fits within
a triangle in the Bloch sphere whose vertices are {r0, r1, r2}. Without loss of
generality we can take the ellipse to be tangent to each edge of the triangle, at
points {si} where si is on the face opposite to ri. Denote the centre of the ellipse
by c. Clearly there exists unique pi ≥ 0 such that
∑
i piri = c and
∑
i pi = 1.
By the definition of an ellipse, there is an invertible affine transformation A
that maps E to the unit circle in the (x, z)-plane, centred at the origin. Let ρi
have Bloch vectors ri and|ψi〉 be such that the Bloch vector of |ψi〉〈ψi| is −A(si).
We claim that the (manifestly separable) state
ρ =
∑
i
piρi ⊗ |ψi〉〈ψi| (4.39)
has ρB =
1
2
1 and that Alice’s steering ellipsoid for this state is E. To prove the
first part, notice that the Bloch vector of ρB is −
∑
i piA(si). Since A is affine,
the unit circle will be tangent to the triangle with vertices {A(ri)} at the points
{A(si)}, and
∑
i piA(ri) = A(c) = 0. Hence it suffices to prove
Lemma 5. Suppose the triangle with vertices {vi} contains the unit circle cen-
tered at the origin, and the circle is tangent to each edge of the triangle at the
points {ti} (where ti is on the edge opposite vi). Fix pi by the requirements that∑
i pivi = 0 and
∑
i pi = 1. Then
∑
i piti = 0.
Proof. We use x to represent points on or within the tetrahedron using normalized
barycentric co-ordinates (x0, x1, x2) where
∑
i xi = 1 and ~x =
∑
i xivi. Let A0 be
the area of the triangle with vertices {x,v1,v2}, A1 be the area of the triangle
with vertices {v0,x,v2} and similarly for A2. Let A be the area of the original
triangle (notice A =
∑
iAi). Then xi = Ai/A. By definition the barycentric
co-ordinates of the origin are (p0, p1, p2).
Let Li be the length of the edge opposite vi, and let L =
∑
i Li. By using
that the area of a triangle = 1
2
(base) × (perpendicular height) and noting that
by the tangency assumption the relevant triangles have a perpendicular height of
1, we obtain that pi = Li/L.
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v0
L0
M1
M2
t1
v1
L1
M2
M0
t2
v2
L2
M0 M1
0
Figure 4.2: The various quantities used in proving Lemma 5. The dashed lines
form the three triangles used to show pi = Li/L, the dotted lines indicate their
perpendicular heights (which are equal to the radius of the circle: 1).
Let M
(1)
0 = |v0 − t1|, M (2)0 = |v0 − t2|. In fact M (1)0 = M (2)0 because they are
both the unique length defined by the requirement of being from a fixed point to
a point on the circle such that the line between them is tangent to the sphere,
so we can write this length simply as M0. Define the other two Mi by a similar
argument. All this is illustrated in figure 4.2. Notice that
L0 = M1 +M2, (4.40)
L1 = M0 +M2, (4.41)
L2 = M0 +M1. (4.42)
(4.43)
The barycentric co-ordinates of t0, t1 and t2 can now be calculated as
(0,M2,M1)/L0, (4.44)
(M2, 0,M0)/L1, (4.45)
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and
(M1,M0, 0)/L2, (4.46)
respectively. Using pi = Li/L and the fact that barycentric coordinates respect
convex combinations the required result is now immediate.
Suppose Bob projects his qubit onto |ψ〉 and the orthogonal state. Since
ρB =
1
2
1 he will obtain each outcome with probability 1
2
. Therefore if he obtains
the |ψ〉 outcome then Alice’s state will be
ρA(|ψ〉) := trB(ρ(1⊗ |ψ〉〈ψ|))
tr(ρB|ψ〉〈ψ|) (4.47)
=
∑
i piρi |〈ψi|ψ〉|2
1
2
(4.48)
= 2
∑
i
piρi |〈ψi|ψ〉|2 . (4.49)
Recalling that the Bloch vector of |ψi〉〈ψi| is −A(si), then if |ψ〉〈ψ| has Bloch
vector r then the Bloch vector of ρA(|ψ〉) will be
f(r) := 2
∑
i
piri
1− r ·A(si)
2
=
∑
i
piri (1− r ·A(si)) . (4.50)
Let us extend this expression to all r to define an affine function f . The statement
that Alice’s steering ellipsoid is E is equivalent to the statement that E is the
image of the unit sphere under f . Since all the A(si) are in the (x, z)-plane,
we have f ((0, 1, 0)) = f(0), i.e. we can think of f as first projecting onto the
(x, z)-plane and then applying some affine transformation. The image of the unit
sphere under that projection is the unit disc, and so it suffices to check that E is
the image of the unit circle under f . Define g(r) = A(f(r)). Since A is invertible
and maps E to unit circle it suffices to prove that g is the identity on the (x, z)-
plane. Since g is the composition of two affine functions it is also affine. By the
definition of the pi, g(0) = A(c) = 0 so g is in fact linear. Hence it suffices to
check that g(uj) = uj for some spanning set of vectors {uj}. Since the triangle
cannot be degenerate, its vertex set {rj} span some plane. Since A is invertible,
{A(rj)} must span the (x, z) plane. For i 6= j, {0,A(si),A(rj)} form a right-
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angle triangle, and |A(si)| = 1. Therefore A(rj) ·A(si) = 1 whenever i 6= j. But∑
i pi(1− r · A(si)) =
∑
i pi − r · (
∑
i piA(si)) = 1− r · 0 = 1 (the penultimate
equality is from Lemma 5). Hence pi(1−A(rj) ·A(si)) = δij and we are done.
4.5.1.4 3-dimensional
Suppose an ellipsoid E fits within a tetrahedron in the Bloch sphere whose vertices
are {r0, r1, r2, r3}. Without loss of generality we can take the ellipsoid to be
tangent to each face of the tetrahedron, at points {si} where si is on the face
opposite to ri. Denote the centre of the ellipsoid by c. Clearly there exists unique
pi ≥ 0 such that
∑
i piri = c and
∑
i pi = 1.
By the definition of an ellipsoid, there is an invertible affine transformation A
that maps E to the unit sphere centred at the origin. Let ρi have Bloch vectors
ri and |ψi〉 be such that the Bloch vector of |ψi〉〈ψi| is −A(si). We claim that
the (manifestly separable) state
ρ =
∑
i
piρi ⊗ |ψi〉〈ψi| (4.51)
has ρB =
1
2
1 and that Alice’s steering ellipsoid for this state is E. To prove the
first part, notice that the Bloch vector of ρB is −
∑
i piA(si). Since A is affine, the
unit sphere will be tangent to the tetrahedron with vertices {A(ri)} at the points
{A(si)}, and
∑
i piA(ri) = A(c) = 0. Hence it suffices to prove the following
3-dimensional analogue to Lemma 5:
Lemma 6. Suppose the tetrahedron with vertices {vi} contains the unit sphere
centered at the origin, and the sphere is tangent each face of the tetrahedron at
the points {ti} (where ti is on the face opposite vi). Fix pi by the requirements
that
∑
i pivi = 0 and
∑
i pi = 1. Then
∑
i piti = 0.
Proof. We use x to represent points on or within the tetrahedron using normalized
barycentric co-ordinates (x0, x1, x2, x3) where
∑
i xi = 1 and ~x =
∑
i xivi. Let V0
be the volume of the tetrahedron with vertices {x,v1,v2,v3}, V1 be the volume
of the tetrahedron with vertices {v0,x,v2,v3} and so on. Let V be the volume
of the original tetrahedron (notice V =
∑
i Vi). Then xi = Vi/V . By definition
the barycentric co-ordinates of the origin are (p0, p1, p2, p3).
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LetAi be the area of the face opposite vi, and letA =
∑
iAi. By using that the
volume of a tetrahedron = 1
3
(area of base) × (perpendicular height) and noting
that by the tangency assumption the relevant tetrahedra have a perpendicular
height of 1, we obtain that pi = Ai/A.
Let A
(0)
23 be the area of the triangle with vertices {v2,v3, t0}. Let A(1)23 be
the area of the triangle with vertices {v2,v3, t1}. Now we have that |v2 − t0| =
|v2 − t1| because they are both the unique length defined by the requirement of
being from a fixed point to a point on the sphere such that the line between them
is tangent to the sphere. Similarly |v3 − t0| = |v3 − t1|. Hence the two triangles
are congruent and we can simply write their areas as A23. Define the other five
Aij by a similar argument. Notice that
A0 = A12 + A13 + A23, (4.52)
A1 = A02 + A03 + A23, (4.53)
A2 = A01 + A03 + A13, (4.54)
A3 = A01 + A02 + A12. (4.55)
The barycentric co-ordinates of t0, t1, t2 and t3 can now be calculated as
(0, A23, A13, A12)/A0, (4.56)
(A23, 0, A03, A02)/A1, (4.57)
(A13, A03, 0, A01)/A2, (4.58)
and
(A12, A02, A01, 0)/A3 (4.59)
respectively. Using pi = Ai/A and the fact that barycentric coordinates respect
convex combinations the required result is now immediate.
As in the 2-dimensional case we find that if Bob projects onto the state with
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Bloch vector r then Alice’s Bloch vector is
f(r) :=
∑
i
piri (1− r ·A(si)) . (4.60)
Let us extend this expression to all r to define an affine function f . The statement
that Alice’s steering ellipsoid is E is equivalent to the statement that E is the
image of the unit sphere under f . Define g(r) = A(f(r)). Since A is invertible
and maps E to unit sphere it suffices to prove that g is the identity. Since g
is the composition of two affine functions it is also affine. By the definition of
the pi, g(0) = A(c) = 0 so g is in fact linear. Hence it suffices to check that
g(uj) = uj for some spanning set of vectors {uj}. Since the tetrahedron cannot
be degenerate, its vertex set {rj}must be spanning. Since A is invertible, {A(rj)}
is also spanning. As in the 2-dimensional case, for i 6= j, {0,A(si),A(rj)} form
a right-angle triangle, and |A(si)| = 1. Therefore A(rj) · A(si) = 1 whenever
i 6= j. But ∑i pi(1 − r · A(si)) = ∑i pi − r · (∑i piA(si)) = 1 − r · 0 = 1 (the
penultimate equality is from Lemma 6). Hence pi(1−A(rj) ·A(si)) = δij and we
are done.
4.5.2 Minimal decomposition of a separable state is re-
lated to dimension of the steering ellipsoid
Building further on this geometric understanding, we can prove the following
result.
Lemma 7. Let ρ be separable and n minimal such that ρ =
∑n
i=1 piαi⊗βi. Then
n = rank(Θ) = rank(E) + 1.
Proof. Since a product state Θ matrix has rank 1, it is clear that n ≥ rank(Θ).
Since any separable state can be written using 4 product states Wootters we have
n ≤ 4. If rank(Θ) = 1 then ρ is a product state and so n = 1. If rank(Θ) = 2 then
EA is a line segment and we can form a decomposition of ρ using the endpoints
of its steering ellipsoid, giving n = 2. The case rank(Θ) = 3 (where EA is an
ellipse) is non-trivial, but is solved below by using the fact that any ellipse inside
a tetrahedron inside the unit sphere also fits inside a triangle inside the unit
sphere Vidrighin [2012].
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4.6 Volume of the ellipsoid
We now provide a compact and useful expression for the volume of the steering
ellipsoid, which allows a simple inference as to the type of steering a given state
ρ provides. The volume V of any ellipsoid is proportional to the product of its
semiaxes: V = 4pi
3
s1s2s3. Therefore the ellipsoid EA has volume VA =
4pi
3
√
detQA,
where QA is the matrix whose eigenvalues are the squares of the semiaxes. Equa-
tion (4.18) gives the form of QA in terms of the components of the state ρ from
which can calculate detQA, after some algebra we obtain
VA =
4pi
3
∣∣det(T − abT )∣∣
(1− b2)2 . (4.61)
In fact, it can easily be shown that det(T − abT ) = detΘ.
To express this in terms of the density matrix ρ, we use the equation
Θ = 2ΥρRΥT (4.62)
Verstraete et al. [2001b], where the unitary matrix Υ is given in equation (4.3)
and R denotes a reshuﬄing operation: if ρ =
∑1
i,j=0 ρij;kl|ij〉〈kl| then ρR =∑1
i,j=0 ρik;jl|ij〉〈kl|. We also require a curious relation that holds for any 4×4 or
9×9 matrix M :
detM = detMTB − det(MTB)R. (4.63)
Consider what happens to Θ as ρ → ρTB . The basis of Θ is {σµ ⊗ σν}, with
µ, ν = 0, 1, 2, 3. The partial transpose on B changes the sign of σ2, i.e. the TB
operation sends the components Θµ2 → −Θµ2, this can be expressed as Θ→ ΘΩ,
where Ω = diag(1, 1,−1, 1). Using this, and the (inverted) relation ρR = 1
2
Υ†ΘΥ∗,
it follows that (
ρTB
)R
=
1
2
Υ†ΘΩΥ∗, (4.64)
and so
det
(
ρTB
)R
=
1
24
(det Υ∗)2 det Θ det Ω (4.65)
=
1
24
det Θ, (4.66)
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since det Υ = i and det Ω = −1. Inserting this into equation (4.63) with M = ρ
we discover the relation between the determinants
det Θ = 16(det ρTB − det ρ). (4.67)
This can now be substituted into the volume equation (4.61) to yield the
volume of EA in terms of the state ρ as
VA =
64pi
3
∣∣det ρTB − det ρ∣∣
(1− b2)2 . (4.68)
The volume for ellipsoid B
VB ∝
√
detQB =
∣∣det(T T − baT )∣∣
(1− a2)2 , (4.69)
but det(T T − baT ) = det ΘT = det Θ hence VB = (1−b2)2(1−a2)2VA.
This volume is a witness of entanglement: all physical states have det ρ ≥ 0
and separable states also have det ρTB ≥ 0 and so Vsep ≥ 0, however for entangled
states det ρTB < 0 (it is strictly negative) hence the volume is always positive
Vent > 0 (this also tells us that Θ is always full rank for an entangled state since
V ∝ | det Θ|). Let V? be the maximum volume over the separable states, below
we prove the following lemma.
Lemma 8. If the volume of a steering ellipsoid V > V? =
4pi
81
, then the state is
entangled.
Proof. As usual we restrict to the steering ellipsoid at A, EA (but the same bound
holds for EB). We use the following form for its volume
VA =
4pi
3
|det Θ|
(1− b2)2 . (4.70)
This is the volume for the ellipsoid EA of a state ρ and for its canonical form ρ
′
with the same EA:
V ′A = VA =
4pi
3
|det Θ′| . (4.71)
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The canonical matrix Θ′ is given in equation (4.8), working out its determinant
gives
VA =
4pi
3
|detT ′| . (4.72)
Then
V? = max
T ′∈{Tsep}
4pi
3
|detT ′| , (4.73)
where {Tsep} is the set of all separable state T-matrices. In Horodecki and
Horodecki it is shown that, if a state is separable, then the three-dimensional
vector t of singular values of T lives in an octahedron with vertices at permu-
tations of the points (0, 0,±1). The quantity |detT ′| is simply a product of the
elements of t. Maximising the product in the octahedron leads to all the elements
|ti| = 1/3, and these are the absolute values of the T matrix singular values for
the Werner state on the separable-entangled boundary. Hence we obtain
V? =
4pi
81
, (4.74)
which is a sphere of radius 1
3
.
4.7 Quantum discord and the ellipsoid
Quantum discord has received much attention as a measure of the quantumness
of correlations (see Ollivier and Zurek [2001] for details) in which zero discord
for one party roughly corresponds to them possessing a non-disturbing projective
measurement on their system. Below we provide two conditions, one for Alice
and one for Bob, for when a steering ellipsoid belongs to a state that has zero
discord for Alice.
Lemma 9. A two-qubit state has zero discord for Alice iff her ellipsoid is a
segment of a diameter.
Proof. The “only if” part: A general zero discord state for Alice ρ = p|e〉〈e| ⊗
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ρ0 + (1− p)|e¯〉〈e¯| ⊗ ρ1 has 〈e|e¯〉 = 0 and
a = te, (4.75)
b = x, (4.76)
T = eyT , (4.77)
where t = 2p−1, e = 〈e|σ|e〉 and x = tr [(pρ0 + (1− p)ρ1)σ], y = tr [(pρ0 − (1− p)ρ1)σ]
Dakic´ et al. [2010].
Alice’s steering ellipsoid EA has centre cA =
(
t−x·y
1−x2
)
e and matrix QA = s
2
Aee
T
with
s2A =
1
1− x2
[
(y − tx)T
(
1 +
xxT
1− x2
)
(y − tx)
]
. (4.78)
So EA is a segment of the diameter.
The “if” part: suppose we are given EA, a segment of the diameter. Denote the
states endpoints of the ellipsoid ρ0 and ρ1. Alice’s state can always be decomposed
as ρA = qρ0 + (1 − q)ρ1. However since all the Bloch vectors of ρA, ρ0, ρ1 are
collinear they will eigendecompose into the same pair of orthogonal states, call
them |ψ〉, |ψ¯〉. Writing ρi = pi|ψ〉〈ψ| + (1 − pi)|ψ¯〉〈ψ¯|, for i = 0, 1 then ρA =
p|ψ〉〈ψ|+ (1− p)|ψ¯〉〈ψ¯| with p = qp0 + (1− q)p1. Then the joint state
ρ = p|ψ〉〈ψ| ⊗ β0 + (1− p)|ψ¯〉〈ψ¯| ⊗ β1 (4.79)
is a zero discord state for Alice with the correct EA and ρA for any mixed states
on Bob’s side β0, β1.
Lemma 10. There is zero discord for Alice iff Bob’s ellipsoid is a line segment
and the length of Alice’s Bloch vector is equal to the distance from the centre of
Bob’s ellipsoid to his Bloch vector divided by the radius of his ellipsoid.
Proof. The “only if” part can easily be checked: it requires a = |cB−b|
sB
. Since,
after some algebra,
cB =
x− ty
1− t2 , (4.80)
QB =
1
(1− t2)2 (y − tx)(y − tx)
T , (4.81)
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then |cB − b| = t|y−tx|1−t2 = asB.
For the “if” part, let ρ0 and ρ1 be the endpoints of Bob’s ellipsoid, and let
the state corresponding to Alice’s Bloch vector have eigen-decomposition ρA =
p0|ψ0〉〈ψ0|+ p1|ψ1〉〈ψ1|. Then the joint state
ρ = p0|ψ0〉〈ψ0| ⊗ ρ0 + p1|ψ1〉〈ψ1| ⊗ ρ1 (4.82)
has zero discord for Alice, the correct Bloch vector for Alice and the correct
ellipsoid for Bob. If necessary swapping ρ0 and ρ1, it also has the right Bloch
vector for Bob. Bob’s ellipsoid EB is invariant under local unitaries on Alice’s
qubit, so Alice and Bob’s actual state is therefore equivalent to ρ up to this
transformation, which preserves discord.
4.8 A new perspective on quantum correlations:
obesity
Consider a game where Bob must convince Alice that their qubits possess non-
trivial correlations: he succeeds if he steers Alice to 3 states with linearly inde-
pendent Bloch vectors. A resource for this game is called an “obese” state: it
has ellipsoids with finite volume. Obesity is neither the same as entanglement
nor separability nor discord. All entangled states have det ρTB < 0 and so, from
(4.68), all entangled states have non-zero volume and hence are obese. Separable
states have non-negative volume, so the set of separable states divides into obese
and non-obese (skinny) states. All zero discord states are skinny, however one can
have EA being one-dimensional (steering needles) but the state having positive
discord due to EA not being radially aligned. In this sense, quantum discord can
be viewed as arising from combinations of obesity and skew contributions. The
volume VA ∝ | det Θ| = |det(T − abT )|, so obesity requires Θ, or T − abT , full
rank. Since rank(abT ) = 1, it follows rank(T ) ≥ 2, however we cannot reduce
the condition of non-zero obesity to full rank T , since there exist states with
rank(T ) = 3 that have degenerate steering ellipsoids (therefore VA = VB = 0),
for example a = b =
(
1
3
, 1
3
, 1
3
)T
and T = diag
(
1
3
, 1
3
, 1
3
)
. However, if we replace
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Figure 4.3: Discord (solid) and concurrence (dotted) of the states ρ(θ) as a func-
tion of the orientation of the ellipsoid. Entanglement is maximized when the
major axis is radial.
this T with T = diag
(
1
3
, 1
3
, 0
)
we obtain an obese state with rank(T ) = 2. What
is important for obesity is the rank of Θ.
To contrast entanglement, discord and obesity, consider the canonical state
ρ(θ) =
1
4
(
1 +
1
2
σz ⊗ 1 +
∑
ij
Tij(θ)σi ⊗ σj
)
. (4.83)
The ellipsoid skew smoothly varies with θ since
√
QA = T (θ) = Ry(θ)KR
T
y (θ),
where Ry(θ) ∈ SO(3) rotates the ellipsoid around its own centre (which is not
the centre of the Bloch sphere) about the eigenvector pointing in the y direction.
We choose K = diag(− 9
20
,− 3
10
,− 3
10
) to ensure that the state ρ(θ) is positive for
all θ ∈ [0, pi). The ellipsoid EA is centred at cA = a = (0, 0, 12)T , it has semiaxes
si = |Kii|. This family of states illustrates opposing behaviour of the discord
and concurrence as a function of θ, see Fig. 4.3. The entanglement favours an
orientation in which the longest ellipsoid semiaxis is aligned with cA, while discord
is maximised when this axis is orthogonal to cA
1. The volume, or obesity, stays
constant.
1Discord can be calculated analytically when θ = 0, pi2 , and at these points ρ is an X-state
Shi et al. [2011a] and this agrees with our findings.
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4.9 The steering ellipsoid zoo
In this section we illustrate the main types of ellipsoid.
4.9.1 Entangled states
For every pure entangled state the ellipsoid coincides with the Bloch sphere.
When the state is mixed and entangled, the ellipsoid does not satisfy the tetra-
hedral condition because, loosely speaking, the ellipsoid is either too big (with
volume V ≥ V? > 0, see equation (4.74)) or too near (large c) to the surface of
the Bloch sphere, see figure 4.4. Every entangled state is completely steerable.
Figure 4.4: A generic entangled state ρ: both ellipsoids EA and EB are always full
rank and neither can be inscribed within a tetrahedron within the Bloch sphere.
4.9.2 Separable states with full-dimensional ellipsoids
Separable states admit a convex decomposition in terms of product states, and
have “more classical” correlations. Steering is still possible, however the steering
ellipsoids necessarily obey the tetrahedral condition, as in figure 4.5.
If the state has a three dimensional EA then it has non-zero obesity and non-
zero discord, and furthermore, it can be written as a mixture of just four product
states. Such states are also completely steerable.
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Figure 4.5: A generic separable state ρ, where both ellipsoids EA and EB are full
rank and fit inside a tetrahedron.
Figure 4.6: A Bell-diagonal state: the ellipsoid is centred at the origin and its
semiaxes are given by the three singular values of T . The vector of these singular
values t = (t1, t2, t3) lives in a tetrahedron with vertices at (1,1,-1),(1,-1,1),(-
1,1,1),(-1,-1,-1), and when it is inside an octahedron inside of this tetrahedron,
then the state is necessarily separable. This defines the set of ellipsoids that fit
inside the nested tetrahedron (these are not the same tetrahedra).
4.9.3 Steering pancakes
The set of states that Bob can steer Alice to may become degenerate, and form
a two-dimensional set. This “steering pancake” will not only fit inside a tetra-
hedron, but will fit within a triangle that is inscribed within the Bloch sphere as
shown in 4.8. Recall that we have a novel feature for some steering pancakes (and
steering needles) of incomplete steering. For steering pancakes we have complete
steering of qubit A if and only if the affine span of EB contains the origin of the
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Figure 4.7: A Werner state. The steering ellipsoid EA is a sphere centered at the
origin. The ellipsoid fits inside a tetrahedron when its radius is less than 1
3
and
thus the state is separable.
Figure 4.8: A generic separable state ρ, where both ellipsoids EA and EB are
steering pancakes.
Bloch sphere.
4.9.4 Steering needles
The steering can become even more degenerate, and the ellipsoid, or ellipse,
collapses to a one-dimensional line segment, or “steering needle”. These states
include perfectly classical (doubly zero-discord states) with needles being radial
(figure 4.9), but also includes non-zero discord states for which either one or both
of the steering needles EA and EB is not radial (figure 4.10). Being radial is
indicated by dashed lines on the figures, which depict diameters.
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Figure 4.9: A doubly zero discord state, where both EA and EB are radial line
segments.
Figure 4.10: A state with zero discord at B, but non-zero discord at A. We have
EB being a radial line segment, but EA is not a radial line segment.
4.10 Conclusion
The quantum steering ellipsoid can be used as a faithful representation of any two
qubit state and it provides a natural geometric classification of states (as in section
4.9). It yields clear and intuitive understanding into the key aspects of two qubit
states, like entanglement, discord, and the minimal decomposition of separable
states. Yet we still uncover surprising new features about the two qubit system,
such as the nested tetrahedron condition, skew, obesity, and incomplete steering.
It would be interesting to translate other two qubit properties into the ellipsoid
formalism. For instance, representing the rank and spectrum of a density matrix.
Or dynamics of two qubits in terms of ellipsoids, such as global unitaries or LOCC
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transformations. We could also seek geometric condition for other measures of
correlation, like Bell non-locality, that is analogous to the tetrahedron condition
for entanglement.
Our work on steering ellipsoids has opened up a whole range of research. This
currently includes:
• finding the set of ellipsoids ellipsoids that correspond to physical density
matrices. This would be particularly useful experimentally if using ellipsoids
to visualize the results of two qubit state tomography.
• a simple construction for the best separable approximation Lewenstein and
Sanpera for a state ρ.
• using the ellipsoids to put bounds on the set of EPR steerable states, intro-
duced in Wiseman et al. [2007]. These are states such that Bob can steer
Alice in a way that cannot be explained by a “local hidden state model”.
• understanding causal and causal maps in terms of physical and unphysical
ellipsoids.
Some further topics to be explored are the following. If we set equation
(4.38) to zero, then, for non-degenerate ellipsoids, this defines a set of separable
states that are on the separable-entangled boundary, hence we can classify the
“least-classical” separable states for fixed (a, b, c). We may also study steering
ellipsoids in higher dimensions. It can easily be seen that, for instance, steering of
a qubit in a qubit-qutrit system will not yield an ellipsoid1: consider the classically
correlated state ρ =
∑2
i=0 pi|ψi〉〈ψi|⊗ |i〉〈i|, with
∑
pi = 1, pi > 0, where the |ψi〉
are any three qubit states, and the |i〉 are the computational basis of the qutrit.
Measuring the qutrit in this orthonormal basis projects the qubit onto any of
the |ψi〉, hence these three must be in its steered set. If the qubit steered set is
an ellipsoid, then the only way it can contain these three pure states |ψi〉 is if it
is a unit sphere, i.e. the qubit can be steered to any state in its Bloch sphere.
However, the pure state steering theorem says that this is only possible if the
state ρ is pure, which it is not. Hence the qubit steered set cannot be a sphere.
1We would like to thank Howard Wiseman for this simple counter-example.
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In fact, numerical work has shown it is a triangle with vertices at the |ψi〉. If we
make the qubit-qutrit state more entangled, the triangle becomes fatter (three-
dimensional) until eventually the pure state steering is achieved, and the qubit
steering set is the Bloch sphere.
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Chapter 5
Conclusions
In the chapter 2 of this thesis we explored the correlation structure on bipartite
systems, namely the effect of unitary evolution on the correlations when measured
by the quantum mutual information (QMI). There was a lot of emphasis on two
qubit systems. In this regime, we can connect these results to the work on
the quantum steering ellipsoid, in chapter 4. It is possible to use the ellipsoid to
visualise the dynamics of a two qubit state evolving from the minimally correlated
ρmin state, eq. (2.56), to the maximally correlated one ρmax in eq. (2.3). The
exact form of the ρmin ellipsoid Emin would depend on the spectrum of the unitary
orbit. If Λ = {1, 0, 0, 0} then ρmin is a product state so the Emin degenerates to
a point. However, for any other spectrum, we can write
ρmin = |0〉〈0| ⊗ (λ1|0〉〈0|+ λ2|1〉〈1|) + |1〉〈1| ⊗ (λ3|0〉〈0|+ λ4|1〉〈1|) (5.1)
which is just a zero discord state for Alice, hence her steering ellipsoid will be a
line on the diameter connecting the states |0〉, |1〉.
The maximally correlated state is a mixture of Bell states, hence the ellipsoids
will be centred at the origin with axes corresponding to the singular values of the
T matrix.
The ellipsoids on the unitary orbit between ρmax and ρmin will be all sorts of
shapes and sizes, but there are a few orbits which will have interesting dynamics.
Take the pure state case Λ = {1, 0, 0, 0}, the ellipsoid starts as the point corre-
sponding to the pure product state on this orbit ρmin = |00〉〈00|. However, for
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every other state on this orbit the ellipsoid is the full Bloch sphere, since it is a
pure entangled state. So there is a discontinuity in volume of the ellipsoid when
the state undergoes unitary evolution.
If we focus on the action of even and odd unitaries (from section 2.2.4.2) on
the ρmin given above, then the ellipsoids they generate happen to have no skew,
i.e. their semiaxes are parallel to the principal axes of the Bloch sphere.
Hence, there are intriguing features when we think about two qubit dynamics
and correlations in terms of ellipsoids, and this merits further work. With regards
to calculating the QMI from the ellipsoid, in general it is not easy to deduce the
spectrum of the bipartite state from the ellipsoid, which is required for the global
entropy S(ρ). There are of course special cases, for instance the semiaxes of
the ellipsoid for ρmax are linear combinations of the eigenvalues. However, the
reduced state eigenvalues are always easy to find - they are straightforwardly
related to the size of the local Bloch vectors.
The upshot of all this is that the steering ellipsoid is indeed a useful tool for
depicting states on unitary orbits and their correlations.
The reason why we delved into the study of correlations on a unitary orbit in
the first place was because it can be tied to thermodynamics. Perhaps the most
interesting part of this is the actual link itself: why can the QMI (or really, the von
Neumann entropy) be related to the thermodynamic entropy? From the Szilard
engine it has been made clear that knowledge about a system allows one to draw
work from it, and this is the fundamental principle that underlies all of quantum
thermodynamics. Understanding a simple situation such as heat exchange should
act as a precursor to understanding how the laws of thermodynamics originate
from quantum theory.
The work on quantum thermodynamics paved the way for applying ideas from
quantum mechanics to biology, as was done in chapter 3. There is still a long
way to go to understanding quantum effects in biology. Nevertheless it is an
important research topic as it gives rise to far-reaching consequences, like better
production of food and medicines from enzyme synthesis, and more efficient solar
cells from investigating photosynthesis.
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