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Abstract
The discrete unified gas kinetic scheme (DUGKS) is a finite-volume scheme with discretization of
particle velocity space, which combines the advantages of both lattice Boltzmann equation (LBE)
method and unified gas kinetic scheme (UGKS) method, such as the simplified flux evaluation
scheme, flexible mesh adaption and the asymptotic preserving properties. However, DUGKS is
proposed for near incompressible fluid flows, the existing compressible effect may cause some serious
errors in simulating incompressible problems. To diminish the compressible effect, in this paper a
novel DUGKS model with external force is developed for incompressible fluid flows by modifying the
approximation of Maxwellian distribution. Meanwhile, due to the pressure boundary scheme, which
is wildly used in many applications, has not been constructed for DUGKS, the non-equilibrium
extrapolation (NEQ) scheme for both velocity and pressure boundary conditions is introduced. To
illustrate the potential of the proposed model, numerical simulations of steady and unsteady flows
are performed. The results indicate that the proposed model can reduce the compressible effect
efficiently against the original DUGKS model, and the NEQ scheme fits well with our model as
they are both of second-order accuracy. We also implement the proposed model in simulating the
three dimensional problem: cubical lid-driven flow. The comparisons of numerical solutions and
benchmarks are presented in terms of data and topology. And the motion pattern of the fluid
particles in a specific area is characterized for the steady-state cubical lid-driven flows.
∗ Corresponding author(shibc@hust.edu.cn)
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I. INTRODUCTION
During the past decades, numerical methods based on kinetic theory have emerged as
effective tools for computational fluid flows (CFD), such as the lattice Boltzmann equation
(LBE) method [1] and the unified gas kinetic scheme (UGKS) method [2, 3]. Different from
the classical CFD methods, the LBE and UGKS methods simulate the fluid flows intrinsically
in the mesoscopic scale, and this feature leads to many unique advantages in multi-scale and
complex boundary problems [4–9]. Recently, based on the Boltzmann equation, the discrete
unified gas-kinetic scheme (DUGKS) method has been proposed for isothermal flow by Guo
et al. [10] which combines the advantages of both LBE and UGKS methods: firstly, DUGKS
has the simplified flux evaluation scheme and the conservative discrete collision operator, as
the LBE; secondly, DUGKS is a finite-volume method with the adaption of flexible mesh
and possessing the asymptotic preserving properties, as the UGKS. More details of DUGKS
can be found in Ref. [10].
Modeling for incompressible fluid flow has wide applications. However, the original
DUGKS model is established for near incompressible flows, and it may cause some seri-
ous errors in simulating incompressible flows due to the compressible effect existing in the
model. In this paper, we proposed a novel DUGKS model for incompressible fluid flows. To
diminish the compressible effect, we modified the approximation of Maxwellian distribution
which is inspired by the incompressible LBE model proposed by He and Luo [11]. Mean-
while, an external force, which is wildly used in many numerical simulations, is incorporated
in the DUGKS model and also applies for the incompressible DUGKS model. Details will
be shown in Section II.
Besides, the boundary conditions play important roles in numerical methods. In DUGKS
method, the commonly used boundary conditions are the bounce-back (BB) scheme and the
diffuse-scattering scheme. And these two schemes are applied for velocity boundary condition
[10]. However, the scheme for pressure boundary condition has not been constructed yet.
Thus, the non-equilibrium extrapolation (NEQ) method [12] for both velocity and pressure
boundary conditions is introduced into DUGKS.
To show the potential of the proposed model and the NEQ boundary scheme, comparisons
between numerical solutions and analytical (or benchmark) results of both steady and un-
steady flows are provided. In Section III A and III B, the force driven periodic flow [13] and
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Poiseuille flow are simulated to illustrate the accuracy of the proposed model and the bound-
ary schemes. In Section III C, compared with the original DUGKS model, the simulation
of unsteady Womersley flow shows the compressible effect reduction of the proposed model.
And in Section III D, the 2D-LDF at different Reynold numbers Re = 400, 1000, 5000, 7500
are simulated to show the application of the non-uniform mesh. It also shows the accuracy
and robustness of the proposed model when the Reynold number reaches Re = 12000.
Finally, the proposed model is implemented to simulate the three dimensional lid-driven
flow. The comparisons of data and topology between numerical results and benchmarks are
presented in Section III E. And in steady state cubical lid-driven flow, the motion pattern
of the fluid particles near the focus point [14] is found by analyzing the numerical solutions
topologically.
II. NUMERICAL METHODS
A. DUGKS for incompressible fluid flows
The DUGKS model is starting from the Boltzmann equation with Bhatnagar-Gross-
Krook (BGK) collision model [15],
∂f
∂t
+ ξ · ∇f = Ω, (1)
where f = f(x, ξ, t) is the particle distribution function for particles at position x and time
t moving with velocity ξ, τ is the relaxation time, and Ω is the collision term, which is given
by:
Ω(x, ξ, t) = −1
τ
[f(x, ξ, t)− f eq(x, ξ, t)] . (2)
In addition, f eq is the Maxwellian equilibrium distribution function,
f eq =
ρ
(2piRT )D/2
exp
(
−|ξ − u|
2
2RT
)
, (3)
in which ρ is the density, R is the gas constant, T is the temperature, D is the spatial
dimension, and u is the fluid velocity.
As the DUGKS model is a finite-volume method, we divide the flow domain into a set of
control volumes, and each control volume Vj is centered at xj. Then, its evolution equation
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can be obtained as:
fi
n+1 − fin + ∆t|Vj|F
n+1/2 =
∆t
2
[Ωj
n+1 + Ωj
n], (4)
where ∆t is time step, fnj and Ω
n
j are the cell-averaged values of the distribution function
and collision term, and F n is the microflux across the cell interface. Details about this
evolution equation will be discussed in Section II B.
In this section, we focus on the Maxwellian equilibrium distribution function f eq. For
the DUGKS model, f eq is approximated by its second-order Taylor or Hermit expansion of
the Mach number Ma ≈ |u| /√RT  1.0. And then, by discretizing the velocity space
and employing the Gauss-Hermit quadrature, the equilibrium distribution is modified into
discrete form [16–18] as follows:
f eqi = Wiρ
[
1 +
ξi · u
RT
+
(ξi · u)2
2(RT )2
− |u|
2
2RT
]
(5)
where Wi is the weights determined by the abscissas ξi, as shown in Sec. II C.
However, in the case of incompressible flow, the compressible effect in the original DUGKS
model should be noticed which may cause some significant errors in numerical simulations.
Thus, aiming at reducing or eliminating the compressible effect, we proposed the incom-
pressible DUGKS model for both steady and unsteady flows.
For incompressible flow, the density can be seen as ρ = ρ0 + ∆ρ, where ρ0 is the ap-
proximate constant density of fluid, and ∆ρ is the density fluctuation which should be of
the order O(Ma2)[11, 13]. Thus, we can introduce a new type of equilibrium distribution
function for DUGKS,
f eqi = Wi
{
ρ+ ρ0
[
ξi · u
RT
+
(ξi · u)2
2(RT )2
− |u|
2
2RT
]}
, (6)
which is inspired by the incompressible lattice Boltzmann model[11]. It can be easily found
that the neglected terms such as ∆ρ(u/
√
RT ) are of the order O(Ma3) or higher. With this
equilibrium distribution function, the fluid density ρ and the velocity u can be obtained by
ρ =
∑
i
fi, (7a)
ρ0u =
∑
i
ξifi. (7b)
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B. Incompressible DUGKS model with force term
In this section, an external force will be introduced in the DUGKS model and then applied
for the proposed incompressible DUGKS model.
At the beginning, we consider the Boltzmann equation with a force term S [19],
∂tf + ξ · ∇f = Ω + S, (8)
where
S =
G · (ξ − u)
RT
f eq, (9)
with G being the acceleration, and f eq is the Maxwellian equilibrium distribution function.
By integrating Eq. (8) on Vj from time tn to tn+1 = tn + ∆t, and using the midpoint rule
for the integration of the convection term and the trapezoidal rule for the collision term and
the force term, it can be derived as
fn+1j − fnj +
∆t
|Vj|F
n+1/2 =
∆t
2
[
Ωn+1j + Ω
n
j
]
+
∆t
2
[
Sn+1j + S
n
j
]
, (10)
where the cell-averaged values of the distribution function fnj and force term S
n
j at the time
tn are given by
fnj =
1
|Vj|
∫
Vj
f(x, ξ, tn)dx, (11)
Snj =
1
|Vj|
∫
Vj
S(x, ξ, tn)dx, (12)
at the same time, the microflux across the cell interface is given by
F n+1/2 =
∫
∂Vj
(ξ · n)f(x, ξ, tn)dx, (13)
in which |Vj| and ∂Vj are the volume and surface of cell Vj, and n is the outward unit vector
normal to the surface.
Clearly, the form of Eq. (10) is implicit. For the purpose of gaining its explicit form, we
define a new distribution function,
f˜ = f − ∆t
2
Ω− ∆t
2
S, (14)
So, Eq. (10) can be rewritten explicitly as
f˜n+1j =
(
1− 2∆t
2τ + ∆t
)
f˜nj +
2∆t
2τ + ∆t
f eq +
2τ∆t
2τ + ∆t
S − ∆t|Vj|F
n+1/2. (15)
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Furthermore, we can also obtain the same equation of the DUGKS in form,
f˜n+1j = f˜
+,n
j −
∆t
|Vj|F
n+1/2, (16)
only if the term f˜+,nj is defined as
f˜+ =
2τ −∆t
2τ + ∆t
f˜ +
2∆t
2τ + ∆t
f eq +
2τ∆t
2τ + ∆t
S (17)
Then, the distribution function at the cell interface is also needed for evaluating the flux
F n+1/2. So we integrate the Boltzmann equation along the characteristic line to the end
point xb located at the cell interface within a half time step h = ∆t/2,
f(xb, ξ, tn + h)− f(xb − ξh, ξ, tn)
= h
2
[Ω(xb, ξ, tn + h) + Ω(xb − ξh, ξ, tn)] + h2 [S(xb, ξ, tn + h) + S(xb − ξh, ξ, tn)] ,
(18)
and use trapezoidal rule again to treat the collision and force terms,
f¯(xb, ξ, tn + h) =
2τ − h
2τ + h
f¯(xb − ξh, ξ, tn) + 2h
2τ + h
f eq +
2τh
2τ + h
S, (19)
where
f¯ = f − h
2
Ω− h
2
S =
2τ + h
2τ
f − h
2τ
f eq − h
2
S (20)
Also, the Eq. (19) can be rewritten as
f¯(xb, ξ, tn + h) = f¯
+(xb − ξh, ξ, tn), (21)
where
f¯+ =
2τ − h
2τ + h
f¯ +
2h
2τ + h
f eq +
2τh
2τ + h
S. (22)
It can be observed that Eq. (21) is similar to the corresponding equation in the original
DUGKS model. Consequently, we can get f¯ in the same way,
f¯(xb, ξ, tn + h) = f¯
+(xb, ξ, tn)− ξh · σb, (23)
where σb = ∇f¯+(xb, ξ, tn) is the gradient. Additionally, the relationships among f˜ , f˜+ and
f¯+ will be used in computation:
f¯+ =
2τ − h
2τ + ∆t
f˜ +
3h
2τ + ∆t
f eq +
3τh
2τ + ∆t
S, (24)
f˜+ =
4
3
f¯+ − 1
3
f˜ . (25)
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After discretizing particle velocity space and employing the corresponding equilibrium
distribution function Eq. (5), the fluid density ρ and the velocity u should be computed
discretely from
ρ =
∫
f˜ dξ, (26a)
ρu =
∫
ξf˜ dξ +
ρG∆t
2
. (26b)
To summarize, the DUGKS model with force term is established, and one can update f˜
from t to t+ ∆t with the algorithm presented in Appendix A.
For the proposed incompressible DUGKS model, all the above processes are applicable,
but there are differences should be claimed. Since we modified the equilibrium distribution
function as Eq. (6), the conservative flow variables should be computed by
ρ =
∫
f˜ dξ, (27a)
ρ0u =
∫
ξf˜ dξ +
ρ0G∆t
2
, (27b)
where the terms of ∆ρ (Ma2) are ignored. As we mentioned above, under the incompressible
limit, the accuracy of our model is still guaranteed.
C. Discrete particle velocities
By using the three-point Gauss-Hermite quadrature [10], the discrete particle velocities
and associated weights are given by,
ξ =
√
3RT
[
−1 0 1
]
, Wi =
 23 , i = 21
3
, i = 1, 3
. (28)
Using the tensor product method, the discrete velocities and weights for higher-dimensional
flows are generated as follows.
For 2D flows, the discrete velocities and associated weights can be computed as,
ξ =
√
3RT
 −1 −1 −1 0 0 0 1 1 1
−1 0 1 −1 0 1 −1 0 1
 , Wi =

4
9
, i = 5
1
9
, i = 2, 4, 6, 8
1
36
, i = 1, 3, 7, 9
. (29)
The 9 discrete velocity vectors are shown in Fig. 1.
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FIG. 1: The discrete velocities of two dimensional DUGKS model.
Meanwhile, for 3D flows, we use the tensor product method again, and the discrete
velocities and associated weights are given by,
ξ =
c
[ −1 −1 −1 −1 −1 −1 −1 −1 −1 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1
−1 −1 −1 0 0 0 1 1 1 −1 −1 −1 0 0 0 1 1 1 −1 −1 −1 0 0 0 1 1 1
−1 0 1 −1 0 1 −1 0 1 −1 0 1 −1 0 1 −1 0 1 −1 0 1 −1 0 1 −1 0 1
]
,
c =
√
3RT, Wi =

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27
, i = 14
2
27
, i = 5, 11, 13, 15, 17, 23
1
54
, i = 2, 4, 6, 8, 10, 12, 16, 18, 20, 22, 24, 26
1
216
, i = 1, 3, 7, 9, 19, 21, 25, 27
.
(30)
The 27 discrete velocity vectors are illustrated in Fig. 2.
D. Boundary conditions
We will provide two types of boundary conditions in this section: the bounce-back (BB)
method and the non-equilibrium extrapolation (NEQ) method [12].
The bounce-back method is a commonly used boundary condition, and it assumes that
velocity of the particle will just reverse when hitting the wall [20]. For those particles leaving
the wall which is assumed locating at a cell interface xw, the distribution functions are given
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FIG. 2: The discrete velocities of three dimensional DUGKS model.
by
f(xw, ξi, t+ h) = f(xw,−ξi, t+ h) + 2ρwWiξi · uw
RT
,
ξi · n < 0,
(31)
where n is the outward unit vector normal to the wall, uw is the wall velocity, and ρw is the
density of the wall which can be approximated by ρ0 under the incompressible limit.
Obviously, the bounce-back method is suitable for velocity boundary condition but not
for pressure boundary condition which is also widely used. Thus, we introduce the non-
equilibrium extrapolation method [12] into the DUGKS model which can deal with both
velocity and pressure boundary conditions.
The non-equilibrium extrapolation method can determine the distribution function at
the wall from the given macroscopic values such as velocity or pressure. The distribution
functions of the particle reflect from the wall are as follows,
f(xw, ξi, t+ h) = f
eq(ξi; ρα,uα) + f
neq(xw, ξi, t+ h),
ξi · n < 0,
(32)
where the non-equilibrium part fneq can be approximated by the information of the point
xc next to xw and at interface of the same cell shown in Fig. 3,
fneq(xw, ξi, t+ h) = f(xc, ξi, t+ h)− f eq(ξi; ρc,uc). (33)
Besides, uα and ρα are velocity and density at the wall determined by different boundary
9
FIG. 3: The point at cell center is (•), and the point at cell interface is (◦).
conditions: for velocity condition, uα = uw and ρα is approximated by ρ(xc, t + h); op-
positely, for the pressure condition, ρα is computed from the pressure of the wall and uα
is approximated by u(xc, t + h). The non-equilibrium extrapolation method which is also
wildly used in LBE, is a second-order scheme, and this will be illustrated in next section.
III. NUMERICAL RESULTS
In this section, five examples are simulated to show the capacity of the incompressible
DUGKS model, where the periodic flow, Poiseuille flow and Womersley flow are of analytical
solutions, and the lid-driven flows are of benchmarks. The contents are arranged as that
mentioned in Section I.
In our simulations, the time step ∆t is determined by the Courant-Friedrichs-Lewy (CFL)
condition which is given by
∆t = a
∆x
C
, (34)
where a is the CFL number, ∆x is the minimum grid spacing and C is the maximum
discrete velocity which is
√
3RT . Besides, the Mach number is computed by Ma = U/C in
our simulations.
A. Periodic flow
The periodic flow, which is driven by extern force, is an incompressible and time-
independent problem with an analytical solution [13]. We simulate this flow for testing the
accuracy and convergence order of the incompressible DUGKS model. As its domain is pe-
riodic, the numerical results will not be influenced by boundary conditions. The analytical
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solution of the periodic flow is given by
u(x, y) = u0 sin 2pix sin 2piy, (35a)
v(x, y) = u0 cos 2pix cos 2piy, (35b)
p(x, y) =
1
4
ρ0u
2
0(cos4pix− cos 4piy), (35c)
and the body force is given by
Fx(x, y) = 8pi
2νu0 sin 2pix sin 2piy, (36a)
Fy(x, y) = 8pi
2νu0 cos 2pix cos 2piy, (36b)
where u0, ρ0 are constants, ν is the kinetic viscosity, p is the pressure, u = (u, v) is the
velocity, and the computation region is x ∈ [0, 1], y ∈ [0, 1].
In our simulations, the parameters are set as follows: Re = 10, u0 = 0.1, RT = 5,
ρ0 = 1.0, and the CFL numbers are 0.3, 0.5 and 0.9, where the Reynolds number is defined
as Re = u0L/ν. The equilibrium distribution is initialized by using the analytical solution
of velocity u and using ρ = ρ0 + p/RT with the pressure p given by Eq. (35). To determine
whether the steady state is reached, the following criterion is used:
√∑
i,j
∣∣∣u(n+1000)ij − u(n)ij ∣∣∣2√∑
i,j
∣∣∣u(n+1000)ij ∣∣∣2 ≤ 10
−6,
where unij = u (xi, yj, n∆t). In Fig. 4, the velocity and pressure profiles computed from
analytical solution and predicted by the incompressible DUGKS model on a 32×32 uniform
mesh are both presented. It shows that the numerical results with different CFL numbers
are all in excellent agreement with the analytical ones, which also implies that the proper
CFL numbers have little influence on the proposed model.
In order to analyze the convergence order of the proposed incompressible DUGKS model,
different meshes (N × N,N = 16, 32, 64, 128) are used for our simulations. To reduce the
time error in the evaluation, we set the time step ∆t as a small value (10−4). Then, we
measured the L2 relative global errors of steady velocity and pressure field:
E(φ) =
√∑
i,j
∣∣φij − φ′ij∣∣2√∑
i,j
∣∣φ′ij∣∣2 ,
φ = u or p,
(37)
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(a) (b)
(c) (d)
(e) (f)
FIG. 4: The velocity (◦) and pressure (+) profiles of ux(0.5, y) and p(0.5, y) for the
periodic flow with different CFL numbers, where the solid lines are analytical solutions.
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FIG. 5: L2 errors of velocity measured from incompressible DUGKS and DUGKS for
different Mach number.
where φij = φ(xi, yj), and φ
′
ij is the analytical solution given by Eq. (35). The results in
Table I are clearly shown that the proposed incompressible DUGKS model is of second-order
accuracy.
For this steady flow, we also test the compressible effect of both DUGKS and incompress-
ible DUGKS model. The parameters are set as: ρ0 = 1.0, viscosity ν = 10
−2, ∆t = 10−4,
the CFL number is 0.1, and the mesh is 32 × 32 uniform mesh. A series of simulations for
different Mach numbers Ma have been done, and the L2 errors of velocity are measured.
As shown in Fig. 5, it is observed to find that at the beginning, the errors of DUGKS
Ec are almost the same with those of incompressible DUGKS Eic, however, with the Mach
number increasing, the growth of Ec is significant with about 24.5% from the beginning to
the end, and yet, the growth of Eic is very small with only about 0.8%. Comparing with Ec
and Eic at the end point Ma = 0.1216, we can discover that Eic is about 19.0% smaller than
Ec which indicates that the incompressible DUGKS model can reduce the compressible error
efficiently. In general, for steady flow, the proposed incompressible DUGKS model is much
less sensitive to Mach number than the original DUGKS model, and it also performs better
in terms of accuracy with the Mach number increasing which indicates that the reduction
of compressible errors is significant.
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TABLE I: Errors and convergence orders of steady velocity and pressure.
N 16 32 64 128
E(u) 9.740× 10−3 2.410× 10−3 5.969× 10−4 1.446× 10−4
order − 2.015 2.014 2.025
E(p) 3.020× 10−2 7.412× 10−3 1.930× 10−3 5.840× 10−4
order − 2.027 1.984 1.898
B. Plane Poiseuille flow
In this example, we will test the bounce-back (BB) method and the non-equilibrium
extrapolation (NEQ) method.
The test case is the steady plane Poiseuille flow driven by a force ρG which is defined in
the region {(x, y)|0 ≤ x ≤ 1, 0 ≤ y ≤ 1} with periodic boundary condition at the entrance
and exit and using the BB and NEQ methods at both the solid tube walls. The analytical
solution is given by,
u(x, y) =
G
2ν
y(1− y),
v(x, y) = 0.
(38)
To analyze the convergence order of th BB and NEQ methods, five different meshes
(N ×N,N = 8, 16, 32, 64, 128) are employed for our simulations, and other parameters are
set as follows, ρ0 = 1.0, Re = 10, G = 10
−3, ∆t = 10−4, where the Reynolds number is
defined as Re = umaxL/ν and umax = L
2G/8ν. The equilibrium distribution is initialized
from the analytical solution of velocity given by Eq. (38) and ρ0. The steady criterion and
the L2 relative errors are defined as the same in Section III A. As the results shown in Fig.
6, it appears that both BB and NEQ methods can achieve second-order. Even though the
BB method performs better in accuracy, the errors of the two methods are very close for
the maximum difference of errors between two methods is 0.16% (on the mesh of 8 × 8).
Evidently, the non-equilibrium extrapolation method which is also widely used in LBE is
suitable for DUGKS model as well as the bounce-back method. In next section, the NEQ
method will be used to process the pressure boundary condition which the bounce-back
method cannot do.
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FIG. 6: Relative errors of velocity (E) vs. space steps(∆x). The slope of dash line is 2.
C. Womersley flow
To validate the proposed model for unsteady flow, the 2D Womersley flow driven by
periodic pressure gradient is employed. With the pressure gradient ∂P/∂x = G cos(ωt), the
analytical solution of velocity is given by,
ux(y, t) = Re
[
i
G
ω
(
1− cos [λ(2y/Ly − 1)]
cosλ
)
eiωt
]
, (39)
where G is the amplitude of the varying pressure gradient, λ and the Womersley number α
is defined as
λ = −iα2, a = Lyω
4ν
, (40)
Besides, if we set the pressure at exit to be a constant pout, then we can obtain the analytical
solution of pressure, as
p(x, t) = pout − (Lx − x)G cosωt. (41)
In addition, the analytical solution of velocity also can be rewritten as,
ux(y, t) =
G
ω
[
− sinωt+ Kr sinωt
Ka
+
Ki cosωt
Ka
]
, (42)
where
Kr = cos(θ) cosh(θ) cos(k) cosh(k) + sin(θ) sinh(θ) sin(k) sinh(k),
Ki = sin(θ) sinh(θ) cos(k) cosh(k)− cos(θ) cosh(θ) sin(k) sinh(k),
Ka = [sin(θ) sinh(θ)]
2 + [cos(θ) cosh(θ)]2,
k =
√
2α/2, θ = k(2y/Ly − 1).
(43)
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In our simulations, the Womersley flow is defined in the region {(x, y)|0 ≤ x ≤ 2, 0 ≤ y ≤ 1}
with pressure boundary condition at the entrance and exit using the NEQ method, and with
solid tube walls at up and down using the BB methods. The parameters are set as follows:
the mesh is 40 × 20, ρ0 = 1.0, ν = 0.001, G = 0.001 (∆P = LxG cosωt), the CFL number
is 0.5, RT = 16/3, the period of the driven pressure is T = 100 and ω = 2pi/T , then the
Womersley number should be α = 3.963. The equilibrium distribution is initialized from the
analytical solution of pressure and velocity given by Eq. (41) and Eq. (42). The criterion
of convergence is defined by √∑
i,j
∣∣un+Tij − unij∣∣2√∑
i,j
∣∣un+Tij ∣∣2 ≤ 10−8,
where unij = u (xi, yj, n∆t). After the system reached the convergence criterion, the velocity
and pressure profiles are measured at eight different times (t = nT/8, n = 0, 1, . . . , 7). As
shown in Fig. 7, the numerical results of velocity are in good agreement with the analytical
solutions given by Eq. (42), and the pressure ones have little fluctuations along the analytical
results given by Eq. (41), but the L2 relative global errors of pressure over the period T
are all less than 0.42%. In general, the numerical results of velocity and pressure are both
agreed well with the analytical solutions.
To compare the incompressible DUGKS model with the original model, we conduct a set
of simulations with increasing amplitude of the pressure gradient G (or the maximum Mach
number Mmax = Umax/C and Umax is the maximum velocity appearing in the tube axis)
and measured the L2 relative global errors in the velocity fields, which is defined by
E(u) =
√∑
i,j
∣∣unij − u¯nij∣∣2√∑
i,j
∣∣u¯nij∣∣2 , (44)
where u¯ is the analytical solution given by Eq. (42). In Table. II, the maximum error Emax
and the average error < E > are presented, where the Emax is maximum value of E in
the period T and the < E > is averaged over a period (t = nT/8, n = 0, 1, . . . , 7). As the
results show, with the increasing Mmax (or G), the corresponding errors of the original model
grow faster than those of the incompressible DUGKS model. Besides, the accuracy of the
incompressible DUGKS model is better than the original one especially with a higher Mach
number. Obviously, the proposed model can also reduce the compressible error efficiently
for the unsteady flow.
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(a) (b)
FIG. 7: The velocity and pressure profiles of ux(1.0, y, t) and p(x, 0.5, t) for the Womersley
flow at different times (t = Tn
∆
= nT/8, n = 0, 1, . . . , 7), where the markers are numerical
results and the lines are analytical solutions.
TABLE II: Maximum and average errors of velocity in Womersley flow, α = 1.253
Original model Present model
G Mmax Emax < E > Emax < E >
0.005 0.0129 2.29% 0.87% 2.15% 0.87%
0.01 0.0258 2.54% 0.88% 2.30% 0.87%
0.05 0.1289 4.31% 2.63% 3.42% 1.04%
0.1 0.2578 12.18% 7.63% 4.71% 1.70%
0.15 0.3867 21.03% 13.70% 5.95% 2.46%
D. 2D lid-driven flow
The classical 2D lid-driven flow (LDF) is a standard benchmark problem that has been
investigated by many authors [20–23]. In this section, we simulate this problem which has
no analytical solution for testing the proposed model. The configuration considered is a
2D square cavity with a top wall moving with a constant velocity U along the horizontal
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direction and the other three walls are fixed. The Reynold number is defined as Re = UL/ν,
where L is the cavity length.
By using the proposed model, numerical simulations are carried out for the lid-driven
flow at different Reynold numbers Re = 400, 1000, 5000, 7500 on the 80× 80 uniform mesh.
The driven velocity is set to be U = 1.0 and RT = 100/3 so that the small Mach number
can be promised, and the NEQ method is used to treat the velocity boundary condition.
The length of cavity is L = 1.0 and the CFL number is set to be 0.5. The equilibrium
distribution is initialized by ux = 0, uy = 0 and ρ = 1. We also employ the criterion of
convergence which is defined in Sec. III A to this problem.
Firstly, we considered the profiles of the velocity component, ux and uy, along vertical and
horizontal center lines. As the solid lines shown in Fig. 8, we can find that the numerical
results are in good agreement with the reference data for Re = 400, 1000. However, for
higher Reynold numbers Re = 5000, 7500, it can be observed that although the numerical
results still agree well with the reference data at middle of the region, the differences near
the boundaries are obvious. This is because, when the Reynold number becomes higher, the
flow field will be more complex especially at the boundaries and corners, and the current
mesh appears not fine enough to describe the flow field, so it will cause some discrepancies.
As a finite volume method, nonuniform mesh can also be applied for the proposed model.
Comparing with the uniform mesh, we also simulate the lid-driven flow by using the N×N =
80× 80 nonuniform mesh with locally refined meshes near the boundaries and corners. The
mesh points (xi, yj) are generated as follows,
ζi = 0.5 +
tanh[k(i/N − 0.5)]
2 tanh(k/2)
, i = 0, 1, ..., N, xi =
L(ζi+ζi+1)
2
yj =
L(ζj+ζj+1)
2
, 0 ≤ i, j ≤ N − 1,
(45)
and the distribution of the grid is determined by the constant k. In current simulation, k is
set to be 2.5, and the mesh is shown in Fig. 9.
Fig. 8 shows that both the results of uniform and nonuniform mesh have good agreement
with the reference data at Re = 400, 1000. But, as the Reynold number increased to
Re = 5000, 7500, the results of nonuniform mesh (dashed lines) perform more accurately
than the uniform ones. In addition, as shown in Fig. 10, we can clearly find that the pressure
contour at Re = 1000 computed by nonuniform mesh is better near the walls. Apparently,
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(a)
(b)
FIG. 8: Comparison of velocity profiles with reference data [21] at four different Reynold
numbers (a. Re = 400, b. Re = 1000, c. Re = 5000, d. Re = 7500), where the solid lines
are numerical results on uniform mesh, the dashed lines are numerical results on
nonuniform mesh, and (◦) is reference data. (a) shows ux along the vertical line through
the cavity center; (b) shows uy along the horizontal lines through the cavity center.
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FIG. 9: 80× 80 nonuniform mesh with k = 2.5.
(a) (b)
FIG. 10: Pressure contours with uniform and nonuniform meshes at Re = 1000.
the proper nonuniform mesh can improve the prediction especially in the transition regions
close to the boundaries.
We discussed the 2D-LDF at low Reynold numbers with steady solutions above, then
we will validate the proposed model by simulating the 2D-LDF at high Reynold number
(Re = 12000) whose solution is more complex and no longer steady [22]. The parameters
for simulation are the same with above problems. The driven velocity is set to be U = 1.0
and RT = 100/3, and the length of cavity is L = 1.0 and the CFL number is set to be
0.5. The BB method is used to treat the velocity boundary condition. The equilibrium
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(a) (b)
FIG. 11: Kinetic energy history and its Fourier power spectrum for Re = 12000.
distribution is also initialized by ux = 0, uy = 0 and ρ = 1. In order to obtain accurate
result, we use the N × N = 128 × 128 nonuniform mesh in this simulation as the Reynold
number increased.
As shown in Fig. 11, the periodic solution with main frequency f = 0.6144 is observed
by monitoring the kinetic energy which is defined as Ek = 0.5
∫
Ω
‖u‖2dx. And the creation,
motion and merging of eddies near corners in a cycle is shown in Fig. 12. The phase-space
trajectories of velocity at monitoring points near center and near left corner are shown in
Fig. 13, and we noticed that the trajectories are not exact single lines which implies that
the solution is not purely periodic. These results agree well with those reported by Cazemier
et al. [22] and is similar to the result at Re = 10000 reported by Bruneau et al. [23]. In
addition, we also use the N × N = 80 × 80 and N × N = 96 × 96 nonuniform meshes
for simulating this problem, but the computing results are steady rather than periodic. It
implies that with the Reynold number increasing, the nonuniform mesh should be refined
correspondingly as the uniform mesh does.
Consequently, the proposed model has good accuracy and robustness in simulating 2D-
LDF problems by using proper nonuniform mesh. At high Reynold number (Re = 12000),
though the size of mesh is small, the proposed model can predict the complex phenomenon
efficiently as shown above. Meanwhile, the refined nonuniform mesh is also needed to obtain
the accurate result.
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(a) (b) (c)
(d) (e) (f)
FIG. 12: Stream-function contours and streamlines at Re = 12000 in different times of a
cycle: (a) t = 0, (b) t = T/5, (c) t = 2T/5, (d) t = 3T/5, (e) t = 4T/5, (f) t = T ,
(a) (b)
FIG. 13: Phase-space trajectories of velocity at monitoring point (0.494, 0.494) and
(0.220, 0.087) for Re = 12000.
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FIG. 14: Geometry of 3D lid-driven flow.
E. 3D lid-driven flow
As the 2D lid-driven flow, 3D lid-driven flow (3D-LDF) is also a popular benchmark
problem for testing numerical methods [14, 24–29]. For the proposed model can be extended
to three dimensional flows conveniently, just like the original DUGKS model, we simulate
the 3D-LDF at Re = 400, 1000, 1900 for verifying the incompressible DUGKS model.
The geometry of 3D-LDF is shown in Fig. 14. The length of cavity is L = 1.0, and
the driven velocity is set to be U = 1.0 in x-direction. The parameters are set as follows:
RT = 100/3 and the CFL number is set to be 0.5. The equilibrium distribution is initialized
by ux = 0, uy = 0, uz = 0 and ρ = 1. Besides, the criterion of convergence in Sec. III A is
extended to three dimensional flows and employed to this problem.
At the beginning, we compared our results at Re = 1000 using the 60× 60× 60 uniform
and nonuniform meshes with the benchmarks of Albensoeder et al. [27] to validate the
proposed model. By extending Eq. (45) to three dimensional problems, the nonuniform mesh
points can be generated. In Fig. 15, the velocity profiles along the centerlines (x, 0.5, 0.5)
and (0.5, y, 0.5) are shown, and our results have good agreement with the reference data.
However, the data of nonuniform mesh is more close to the benchmark than that of uniform
mesh when they are in same size. It is consistent with the conclusion in 2D-LDF which
indicates that the nonuniform mesh has better performance in LDF problems. Thus, the
nonuniform mesh will be used to study the following simulations.
23
FIG. 15: Comparison of velocity profiles along the centerlines (x, 0.5, 0.5) and (0.5, y, 0.5)
with reference data [27] at Re = 1000, where the solid lines are numerical results on
nonuniform mesh, the dashed lines are numerical results on nonuniform mesh, and (◦) is
reference data.
(a) (b) (c)
FIG. 16: Comparison of velocity profiles along the centerlines (x, 0.5, 0.5) and (0.5, y, 0.5)
with reference data [27–29] at Re = 400, 1000, 1900 using 60× 60× 60 nonuniform mesh.
([28, 29] are extracted from their figures.)
Furthermore, Fig. 16 shows the comparison of the benchmarks [27–29] and our data
using the 60×60×60 nonuniform mesh at Re = 400, 1000, 1900. With the Reynold number
increasing, the numerical results maintain good agreement with the reference data. Espe-
cially, at Re = 1900, the benchmark [29] is computed by 152×152×152 and 200×200×200
meshes, yet the size of our mesh is far less. This fact suggests that the proposed model are
accurate and efficient in simulating 3D-LDF problem.
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FIG. 17: Streamlines near the main and secondary eddies at z = 0.5. The lid velocity is
along x-direction.
The flow topology of 3D-LDF is remarkable. As the result shows above, when the Reynold
number at Re = 1000, the flow will reach the steady state. In Fig. 17, the streamlines in
the cavity midplane z = 0.5 never left the plane, and streamlines started from the points
which near the centers of the main and secondary eddies stretch strongly in z-direction with
symmetries about the midplane. This phenomenon is also reported by Feldman et al. [29].
With the limiting streamlines (L-streamlines) which is defined as streamlines immediately
above the surface [30], the topological studies at the cavity side walls z = 1 (z = 0 has the
symmetric results) are presented. Fig. 18 shows the contours of pressure and velocity
magnitude with the L-streamlines. Around the geometry center, the area of lower pressure
and velocity is found, and a focus point (0.537, 0.583, 1), where the L-streamlines spiral into
this node [14], is also shown in the area. That implies when the fluid particles located in this
area, they will be attracted to the focus point. Back to the streamlines, as shown in Fig. 19,
they imply that the fluid particles near the focus point directly move to the midplane. At the
same time, for the color of the streamlines represented the velocity magnitude, it should be
noticed that the particles accelerate slightly (turns green) at the beginning, then decelerate
(turns blue) near the mid plane, and finally, accelerate significantly (turns red) close to the
midplane with spiraling motion. Therefore, combined the results of the L-streamlines and
streamlines, the motion of the particles located around the focus point can be characterized.
As the steady state of 3D-LDF is a sequence of the symmetric problem geometry [29], we
can predict the type of motion. And this phenomenon is also found at Re = 400, 1900,
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(a) (b)
FIG. 18: Limiting streamlines and contours at z = 1. (a) is the pressure contour, and (b)
is the velocity magnitude contour.
FIG. 19: Streamlines near the focus point and the limiting streamlines at z = 1
consequently.
The position of the focus points at Re = 400, 1000, 1900 are given as (0.623, 0.696, 1),
(0.537, 0.583, 1) and (0.505, 0.585, 1), and as a reference, the result at Re = 400 computed
by Sheu et al. [14] is (0.669, 0.746, 1) (extracted from their Fig. 7).
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IV. CONCLUSIONS
In this paper, the incompressible DUGKS model with external force term is proposed
for incompressible fluid flows. The advantages of the original DUGKS model is preserved,
such as the simplified flux evaluation scheme, conservative collision operator and the asymp-
totic preserving properties. Besides, we also introduced the NEQ scheme for both velocity
and pressure boundary conditions into DUGKS. The proposed model has been verified by
several test cases, and the numerical solutions achieve excellent agreements with both ana-
lytical and benchmark results. Through the validations, it can be found that the proposed
model is of second-order accuracy and can reduce the compressible errors significantly. Also,
the NEQ scheme performs very well as in the same convergence order with the proposed
model, and the application of non-uniform mesh for improving the computational efficiency
is successful. Additionally, the incompressible DUGKS model is implemented in simulating
three dimensional flows. Compared with the benchmarks, the numerical solutions of cubical
lid-driven flows show that the proposed model is also accurate and robust. And by analyzing
the numerical solutions topologically, the motion pattern of the fluid particles near the focus
point is found for the steady-state cubical lid-driven flows.
Appendix A: APPENDIX: Algorithm of incompressible DUGKS with external
force term
The algorithm of incompressible DUGKS with external force term is shown to illustrate
the evolution of distribution function. The algorithm structure is same with the finite volume
scheme, but the evolution is of the distribution function rather than the macro values such
as density and velocity. For instances, the evolution algorithm is given with the rectangular
mesh, and it can be extended to unstructured mesh just as the general finite volume scheme.
The geometry of the mesh is shown in Fig. A-1, where xi ∈ Xc is the control volume center
point, xi ∈ Xb is the point located in the middle of the interface, xi ∈ Xbc is the crosspoint
between the interfaces, and xi ∈ Xcg is the ghost point [31] which is used to simplify the
interpolation at boundary. Thus, the set of all the mesh points is X = Xc ∪Xb ∪Xbc ∪Xcg.
The f(xi, ξk) and F (xi, ξk) are the memory space saving the distribution function at point
xi with the discrete particle velocity ξk. Besides, the density ρi and the velocity ui are short
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FIG. A-1: Geometry of the rectangular mesh.
for ρ(xi) and u(xi). The algorithm below illustrates that how to update the distribution
function F (xi, ξk) from time t to t+ ∆t.
Algorithm Evolution of the distribution function
# 1. Compute f¯+(xi, ξk, t) at the cell center points as Eq. (24).
for all xi ∈ Xc and ξk do
f(xi, ξk)← 2τ−h2τ+∆tF (xi, ξk) + 3h2τ+∆tfeq(ξk, ρi,ui) + 3τh2τ+∆tS(ξk, ρi,ui),
# where the feq(ξk, ρi,ui) and S(ξk, ρi,ui) are computed from Eq. (6) and Eq. (9).
end for
# 2. Compute f¯+(xi, ξk, t) at the ghost points by extrapolation
for all xi ∈ Xcg and ξk do
f(xi, ξk)← extrapolation from f(xj , ξk),
# where xj ∈ Xc are several points close to xi depending on the boundary.
end for
# 3. Compute f¯+(xi, ξk, t) at the interface points by center interpolation
for all xi ∈ Xb ∪Xbc and ξk do
f(xi, ξk)← center interpolation from f(xj , ξk),
# where xj ∈ Xc ∪Xcg are several points around xi.
end for
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# 4. Compute f¯(xi, ξk, t+ h) at the interface points as Eq. (23)
for all xi ∈ Xb and ξk do
σb ← difference of f(xj , ξk),
# where xj ∈ Xc ∪Xbv ∪Xcg are several points close to xi depending on gradient direction.
F (xi, ξk)← f(xi, ξk)− ξkh · σb,
end for
# 5. Boundary processing of f¯(xi, ξk, t+ h) (xi located at cell interface)
for all xi at boundaries and ξk required by boundary condition do
F (xi, ξk)← F (xi, ξk) processed by boundary condition,
# such as BB with Eq. (31) or NEQ with Eq. (32).
end for
# 6. Compute ρ(xi) and u(xi) at xb as Eq. (27)
for all xi ∈ Xb and ξk do
ρ(xi)←
∑
k
F (xi, ξk)
u(xi)← 1ρ0
(∑
k
ξkF (xi, ξk) +
ρ0Gh
2
)
end for
# 7. Compute the original distribution function f(xi, ξk, t+ h) at interface as Eq. (20)
for all xi ∈ Xb and ξk do
F (xi, ξk)← 2τ2τ+hF (xi, ξk) + h2τ+hfeq(ξk, ρi,ui) + τh2τ+hS(ξk, ρi,ui)
end for
# 8. Compute the micro flux from f(xi, ξk, t+ h) as Eq. (13)
for all xi ∈ Xc and ξk do
m(xi)←
∑
∂Vi
(ξk · nj)F (xj , ξk))sj ,
# where xj ∈ Xb are the interface points around the cell center xi,
# nj and sj are the outward unit vector and the area (length) of the corresponding interface.
end for
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# 9. Update f˜(xi, ξk, t+ ∆t) at cell center as Eq. (16)
for all xi ∈ Xc and ξk do
f˜+(xi, ξk)← 43f(xi, ξk)− 13F (xi, ξk)
# compute f˜+ as Eq. (25)
F (xi, ξk)← f˜+(xi, ξk)− ∆t|Vi|m(xi)
end for
# 10. Update ρ(xi) and u(xi) at cell center as Eq. (27)
for all xi ∈ Xc and ξk do
ρ(xi)←
∑
k
F (xi, ξk)
u(xi)← 1ρ0
(∑
k
ξkF (xi, ξk) +
ρ0G∆t
2
)
end for
As we can find that the distribution function f˜(xi, ξk, t) at cell center saved in F (xi, ξk)
is updated from time t to t+ ∆t, and the density ρ(xi) and velocity u(xi) are also updated.
To obtain the results, we just need to repeat this loop and end it with proper conditions.
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