1,4-Dioxane migrates in groundwater with low sorption, low degradation, and low volatilization according to its physicochemical properties. 1,4-Dioxane migration therefore strongly depends on groundwater flow. Hydraulic conductivities, the most uncertain parameters and critical to groundwater flow, should be precisely determined. In a conventional approach, groundwater flow is estimated by calibration to optimize hydraulic conductivities, and then the calibrated groundwater flow is used for predicting 1,4-dioxane distribution considering other parameters such as source location and concentration. Although other parameters are properly set, 1,4-dioxane distribution cannot be always precisely predicted because the calibrated groundwater flow model does not perfectly present the real groundwater flow. Thus, the calibrated groundwater flow should be reevaluated to define the most suitable hydraulic conductivities considering 1,4-dioxane distribution.
INTRODUCTION
In many illegal dumping and landfill sites in Japan, groundwater and leachate water had been reported to contain significant level of 1,4-dioxane [1] [2] [3] [4] [5] . Because of its toxicity, 1,4-dioxane was newly added into Japan Environmental Quality Standards (EQS) 6) . 1,4-Dioxane is expected to be very mobile and persistent in groundwater according to its physicochemical properties 7) . Henry's Law constant and aqueous solubility of 1,4-dioxane prove it to be limited to volatilization. 1,4-Dioxane has low sorption into soils because of its low octanol-water partition coefficient. Furthermore, several field and laboratory studies have confirmed that retardation factor of 1,4-dioxane in subsurface is very limited [8] [9] [10] . Like-
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wise, numerous studies have been reported that 1,4-dioxane is almost not biodegraded under ambient subsurface conditions 11) . According to the above conditions, 1,4-dioxane migrates in groundwater is not significantly involved with volatilization, sorption, and biodegradation. Therefore, 1,4-dioxane migration in groundwater is strongly affected by groundwater flow. Hydraulic conductivities of aquifer materials are the most critical to groundwater flow 12) . In addition, hydraulic conductivities obtained from field or laboratory tests normally are uncertain. Therefore, defining precise hydraulic conductivities for use in groundwater modeling is a great challenge in the field of groundwater studies.
In a conventional approach [12] [13] [14] , hydraulic conductivities are inversely determined by groundwater flow model calibrations in which errors between calculated and observed heads are minimized. Afterwards, groundwater flow model by using the determined hydraulic conductivities is used to predict 1,4-dioxane concentration distribution considering the other factors such as source location, source concentration, and boundary conditions. However, even if the other parameters are precisely set, 1,4-dioxane distribution cannot be precisely predicted because the calibrated groundwater flow model does not always properly represent the real conditions of groundwater flow at the field. For that reason, the calibrated groundwater flow should be reevaluated to define the most appropriate hydraulic conductivities that can represent the real groundwater flow and predict the 1,4-dioxane concentrations with minimal errors considering observed 1,4-dioxane concentration.
To deal with the above problems encountered when using the conventional approach, the current study proposed a new approach for precisely predicting 1,4-dioxane distribution in groundwater. In this new approach, several acceptable sets of hydraulic conductivities estimated by groundwater flow model calibration considering acceptable error in groundwater head are verified to achieve the optimal matched between calculated and observed 1,4-dioxane concentrations. Our new approach was applied to a case study of an illegal dumping site in Japan where three aquifers have been contaminated by 1,4-dioxane for about 15 years. Groundwater flow models, by using various acceptable sets of hydraulic conductivities of the three aquifers, were verified to obtain the precise prediction of 1,4-dioxane distribution considering the minimal mean error and root mean squared errors in 1,4-dioxane concentration and the distribution shapes of 1,4-dioxane. The new approach was confirmed to be more effective in predicting 1,4-dioxane distribution in groundwater than the conventional approach in this case study.
COMPARISON BETWEEN A CONVENTIONAL AND NEW APPROACH
In a conventional approach (see Fig. 1a) , an optimal set of hydraulic conductivities (݇ ) are determined so that the calculated groundwater heads (݄ ) are consistent with the observed groundwater heads (݄ ௦ ). Contaminant concentrations (ܿ ) are then estimated based on the groundwater flow by using an optimal set of ݇ so that ܿ are matched with observed concentrations (ܿ ௦ ). However, contaminant transfer is also affected by the other phenomena such as sorption, degradation, and volatilization which strongly depend on its physicochemical properties and soil quality in the field. Especially, in many cases of transport analysis of volatile organic compounds (VOCs) in which sorption and biodegradability, physicochemical properties and soil quality significantly effect on the VOCs transport in groundwater. Therefore, in order to predict a long-term VOCs transport in groundwater, the degree of sorption and rate of biodegradation in the field should be determined more precisely.
However, 1,4-dioxane has low sorption on soils and low biodegradation according to its physic- comparing to the first aquifer. For that reason, the main groundwater flow directions are different among aquifers (see Fig. 3 ). The waste layers are located within the first and second aquifers. However, presently, only the second and the third aquifers are contaminated by 1,4-dioxane. Fig. 3 shows contaminated area with concentration higher than regulated standards which were obtained from the observed data in February, 2011.
(2) Groundwater model development a) Geological model
Once the site was discovered, many boreholes were drilled inside and outside vertical walls from 1998 to 2010. Those wells were used for estimating the geometry of waste layers, geological stratigraphy, and groundwater heads and directions. Totally 92 boreholes were used to estimate the geological stratigraphy. 57 boreholes were drilled from 1999 to 2009 and 35 boreholes were drilled in 2010. All boreholes were integrated to make representative 14 geological cross-sections for building geological model, 8 sections for south-north direction and other 6 sections for west-east direction.
In this paper, authors used all the above mentioned geological cross-sections for developing the geological model of the study area. The main geological materials are sand and intercalated clay layers. The waste layers locate within the first and second aquifers and it was covered by backfilled soil layer. The aquifer bed is formed by the thick clay layer. The three-dimensional geological model was built in model software using those 14 geological cross-sections through interpolation method. The GeoModeler software enabled the model developer to include the vertical walls with thickness of 1.1 m and depth varied 18.5 m to 25 m depending on the depth from the ground surface and an underground 
II_250
tank with dimension of 13×7 m and 6.5 m of depth from ground surface. As a result, a three-dimensional geological model was developed. Fig. 4 shows the results of geological model viewed from the west-east (WE section) and south-north (SN section) directions with vertical exaggeration of 1.5. Location of WE and SN sections are shown in Fig. 3 .
b) Spatial and temporal discretization
The model domain was considered regarding the available geological and hydrogeological data and covering the potential area of 1,4-dioxane distribution. The total area of the model domain is about 30,000 m 2 in which the upstream part is bordered by the road and the downstream part is bordered by the river (see Fig. 3 ). The discretization of model domain is preferably fine enough to obtain more accurate results. However, the finer mesh is always constrained by the computer capacity or required time for running the simulation, especially when contaminant transport simulation is performed. Gao (2011) 15) evaluated the effect of vertical discretization in his transport models. His study results proved that the significant accurate results were obtained by increasing number of vertical discretization.
For this study, the discretized meshes size and vertical discretized number was considered from the sequential trial-and-error tests until the optimal error was achieved. As a result, the mesh size was equal to 6 m and vertical discretization was equal to 55 layers.
Theoretically, if a smaller time step is set, the model can produce more accurate results, but it would result in excessive calculation time. In case of this model, the optimum time step was checked by varying the time step ranged from 0.5 to 15 days. As a result, the stable solutions with relatively less error were obtained for the time step ranged from 0.5 to 10 days.
c) Boundary and initial conditions
Generally, model boundaries are defined from the hydrological features adjacent to or within the model domain 12) . However, since the natural hydrogeological features are in great distance away from this study area, boundary conditions were defined within the area where geological data are available. Along the model boundaries, it was assumed that there is no flux and water heads are constant. The entire model domain was assigned as the recharge boundary from rainfall.
Since early 2010, groundwater pumping was terminated. Accordingly, the groundwater levels returned to the stable condition. In this paper, the average groundwater heads automatically recorded 8 times a month within January, 2011 were used for assigning boundary conditions. The annual rainfall data averaged from 2006 to 2010 will be input to the model (the detail explanation of this data use will be described later). The groundwater heads were measured from 24, 26, and 28 monitoring wells at the first, second, and third aquifers respectively. These measured heads served as the boundary condition for the flow model simulation. For the initial condition, since the flow model was run in the steady-state condition, the setting of the initial condition of the groundwater is not vital. In this model, the initial condition was set by default value in the model software itself.
For the transport model, the whole waste layers were considered as the contaminant source. The relative concentration of the contaminant source was fixed as 1 unit and release constantly over the simulation period. The boundary conditions of the groundwater flow from upstream and recharge from rainfall were fixed at a concentration equal to zero. The initial conditions for other geological materials were also assumed to be equal to zero.
d) Governing equations
Basically, the development of any deterministic model for the groundwater flow and contaminant transport in groundwater flow system is a set of representative partial differential equations 16) . Equation (1) represents the net inflow into the volume that must be equal to the rate at which water is accumulating within the investigated volume 12) , The transport model can be represented by the following advection-dispersion equation: 
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The application of finite element method to groundwater problem simulation was recently developed comparing the finite difference method. For the finite difference model, the heads throughout the domain are defined only at the nodal points themselves while the finite element model permits the application of variational or weighted residual principles. Finite element method is flexible for irregular boundaries of problem and, moreover, in solving coupled problems, such as contaminant transport, or in solving moving boundary problems, such as moving water table 17) . For this model, numerical finite element methods based on the mixed Eulerian-Lagrangian approaches were used to solve the advection-dispersion equations. The Lagrangian methods are particularly suitable for solving advection term, while the Eulerian methods are more effective in dealing with dispersion term 18) . In this paper, a three-dimensional numerical model was developed by using GeoModeler software for simulating the groundwater flow and 1,4-dioxane transport. GeoModeler is a numerical finite element-based software for modeling subsurface flow, solute transport, and heat transport processes which was recently developed by a Japanese company, GMLabo Inc. (http://www.gmlabo.co.jp/).
(3) Results and discussions a) Groundwater flow model calibration
Generally, the model calibration is the process in which the model input parameters and boundary conditions are adjusted in order to provide the optimal fit between simulated and measured hydraulic heads 19) . For this study, boundary conditions were assumed not to contain much uncertainty because it was defined by using adequate groundwater heads from a large number of monitoring wells. Moreover, at some other study areas, rainfall was also considered as a major parameter which has much influence on groundwater flow 20, 21) . However, at Kuwana site, groundwater flow model result was almost not changed even though the input rainfall data was increased to 2 or 3 times higher the average annual data obtained from 2006 to 2010 from a meteorological station nearby the Kuwana site 22) . Accordingly, groundwater flow at Kuwana site is not much influenced by rainfall so that groundwater flow can be assumed to be mainly influenced by groundwater inflow from upstream which has seasonal fluctuation depend on rainfall. Therefore, only hydraulic conductivities of aquifer materials were taken into account for model calibration. Based on the geological model, sand layers are dominant among other aquifer materials. Therefore, the hydraulic conductivities of the first (k S1 ), second (k S2 ), and third (k S3 ) sand layers were considered as the variables of the first, second, and third aquifers respectively in the calibrations. The hydraulic conductivities were given by Mie Prefecture in which k S1 = 4.7×10 -3 cm/s and k S2 = k S3 = 6.3×10 -3 cm/s. Besides, the hydraulic conductivities of the other materials were fixed at their given values. As described in the previous section, groundwater heads measured from 24, 26, and 28 monitoring wells from the first, second, and third aquifers were used to compare with the results of each aquifer respectively from all model calibrations.
To achieve the acceptable sets of k S1 , k S2 , and k S3 , the k S1 was symmetrically fixed within plausible ranges and then k S2 and k S3 were automatically optimized in model software. The given value of k S1 was symmetrically fixed by multiplied and divided by 1, 5, 10, 50, and 100. These ranges were considered within the range limited in literature values from 2×10 -5 to 6×10 -1 cm/s 18) . The ending point of optimization process was considered when the optimal mean error ME(h) and root mean squared error RMSE(h) by comparing between calculated and observed groundwater heads obtained. The value of II_252 acceptable error RMSE(h) from each calibration was considered on the basis of annual fluctuation of the observed groundwater heads which was about 1 m. As a result, 9 sets of hydraulic conductivities were obtained as listed in Table 1 .
Regarding the above described ranges of hydraulic conductivity of sand material, the result of k S3 of the case 1 was higher than the maximum limited value. Therefore, only the sets of hydraulic conductivities in case 2 to case 9 are acceptable. In a conventional approach, among these acceptable sets of hydraulic conductivities, a set in case 5 is considered as the most optimal one because the RMSE(h) is the smallest among other cases. However, in our new approach, all these acceptable sets of hydraulic conductivities are used to estimated 1,4-dioxane distribution in groundwater and verified to find the optimal match between the calculated and observed 1,4-dioxane concentrations and its distribution shapes.
b) 1,4-Dioxane transport model calibration
As shown in geological cross sections, the whole waste layers were assumed to be the source of 1,4-dioxane. We assumed that 1,4-dioxane started to release from the source just after the dumping site was full in 1996, however the source concentration at that time was unknown. Fortunately, because of a large number of observed data of 1,4-dioxane was provided by Mie Prefecture so that we can assure the precise model calibrations. The 1,4-dioxane concentrations measurement were carried out once a month from 19, 29, and 30 wells outside the vertical walls in the first, second, and third aquifer respectively from January to May 2011. The monthly average concentration data were used to compare with the results from each calibration in each aquifer. The relative concentration was initially fixed as 1 for the source concentration, then using the acceptable sets of hydraulic conductivities to run 1,4-dioxane transport models. 1,4-dioxane was assumed to be not retarded and not biodegraded in groundwater. According to the scale of study area, based on literature values 23) , the longitudinal and transverse dispersion coefficients were assumed to 5 and 0.5 m 2 /s respectively. The 1,4-dioxane transport model was run for 15 years, from 1996 to 2011 with the time step of 0.5 to 10 days.
The calculated concentrations of 1,4-dioxane were much higher than that values from field data at most of the wells. In order to minimize these errors ME(c) and RMSE(c), source concentration was decreased from gradually from 0.95 to 0.05 mg/L (Fig. 5) . When the source concentration was decreased to 0.35 mg/L, ME(c) and RMSE(c) values are minimized. However, it is not easy to recognize that which set of hydraulic conductivity gave the most optimal error. Therefore, the ME(c) and RMSE(c) resulted from using all acceptable sets of hydraulic conductivity were compared in the Fig. 6 . Based on the ME(c) and RMSE(c) values, one among case 3, 5, and 6 could be an optimal one. Therefore, optimal case cannot be defined by comparing only the concentration errors.
In order to define the most optimal case, the tendency of concentration distribution from these possible cases should be compared with that obtained from field data as shown in Fig. 3 . As a result, the case 6 was further found to be the most optimal in which the tendency of 1,4-dioxane distribution in especially the second and third aquifers were consistent with those from the field data. In contrast, as a result of case 3, 1,4-dioxane distribution is scattered widely within the model area in all three aquifers. Especially, 1,4-dioxane distribution in the second aquifer as shown in Fig. 7, 1 ,4-dioxane with high concentration tends to distribute northward until the north boundary which is much different from that shown in Fig. 3 . Likewise, 1,4-dioxane distribution of case 5, which can be considered as the optimal case in conventional approach, is also widely distributed within the model area which is similar to that in case 3.
Our new approach defined the optimal set of hydraulic conductivities in which the ME(c) and RMSE(c) are minimized to be smaller than those from which the hydraulic conductivities considered by a conventional approach (case 5), and it gave the most consistent of tendency of 1,4-dioxane distribution in aquifers. Groundwater flow and 1,4-dioxane distribution at the three aquifers were presented by using an optimal set of hydraulic conductivity as shown in Table 2 .
c) Groundwater model result
The scatterplot of calculated against measured heads is illustrated in Fig. 8 . At most of the observation wells, the difference between calculated and observed groundwater heads was less than 1 m in the first and second aquifers. However, for that at observation wells of the third aquifer were found to be less than 0.2 m. Since the difference between observed and calculated groundwater head at each monitoring well of the third aquifer is small, the representative 28 points of monitoring wells seem to overlay on only one position in Fig. 8 .
According to the flow model results, the calculated groundwater heads from the monitoring wells of each aquifer were exported and transformed into groundwater contour maps using Surfer software based on Kriging method. For the first aquifer as shown in the Fig. 9 , the main groundwater flow directions from the simulated results were closely matched with the observed ones which were shown in Fig. 3 . Among other aquifers, the groundwater flows in the first aquifer is dominant because it is unconfined aquifer with much different between water heads at the upstream and downstream of aquifer following the geographic slope. The different between the maximum and minimum head contours was 8 m.
For the second aquifer (see Fig. 10 ), the groundwater flow is influenced by the vertical flow from the first aquifer forming a mount-shaped in around the Western part of vertical walls. The possible reason for this strong interaction is that there is a hole within a clay layer which separates between the first and the second aquifer at this interaction zone. In addition, the groundwater flow with a great velocity in the first aquifer is constrained by the vertical walls and waste layers where hydraulic conductivities are relatively small so that the vertical flow from the first to second aquifers was presented. As a result, groundwater flows into two main directions to the north-west and south part of vertical walls. Based on the groundwater contours map shown in Fig. 10 , the total differences of groundwater heads in the second For the third aquifer (see Fig. 11 ), the main groundwater flow direction is reversed to the direction of the first aquifer. The difference between maximum and minimum groundwater heads in this aquifer is very small comparing to that of the other two aquifers. The total difference in groundwater heads between upstream and downstream of aquifer is about 0.3 m. Groundwater flows in this aquifer seemed to be independent with a very slow velocity. Fig. 12 shows the locations of 1,4-dioxane observation wells with the error concentrations (c cal -c obs ) at some wells in mg/L. Within the ranges of 5 times differences between calculated and observed concentrations were considered to be acceptable. In  Fig. 12 , only wells with errors higher than acceptable ranges are shown with error values. For the other wells, only the locations are shown. In the first aquifer, 5 wells have high errors concentrations. All of these wells are located near vertical walls. In the second aquifer, 12 wells have errors concentrations outside the acceptable ranges. Most of these wells locate relatively close to the vertical walls.
d) 1,4-Dioxane transport model results
For the wells in the third aquifer, among 30 wells, only 4 wells have error concentrations higher than 5 times. Generally, in all aquifers, most of the wells which are located close to the walls have much error concentration. The homogeneity of aquifer materials and source conditions setting assumed in this model might be the major reasons that caused the distribution of these error concentrations. The comparison of the calculated and observed 1,4-dioxane concentration at all 78 monitoring wells were shown in the Fig.  13 . In Fig. 13 , many plots lined in the axis of c obs = 0.005 mg/L because the detection limit of 1,4-dioxane concentration is 0.005 mg/L. . 14 -16 show the results of 1,4-dixane distribution at 15-years period with concentrations higher than regulated standards. Within the vertical discretization of 55 layers, the results of 1,4-dioxane distribution were viewed at the 10 th layer for the first aquifer, at the 20 th layer for the second aquifer, at the 34 th layer for the third aquifer. The distribution shape of 1,4-dioxane of each aquifer is described and compared with field data measured in February, 2011 as shown in Fig. 3 . Fig. 14 shows that groundwater in the first aquifer is contaminated by 1,4-dioxane. In contrast, according to the field data, it is not contaminated. This phenomenon occurred maybe because of the source of 1,4-dioxane was set to be constant over calculation period. In reality, source should not be constant so that the waste layers and groundwater in the first aquifer might have been washed out because groundwater flow velocity in this aquifer is much higher than that of the other two aquifers.
For the second aquifer (see Fig. 15 ), 1,4-dioxane spreads in both upstream and downstream of aquifer. 1,4-Dioxane seems to spread further at south and north-west parts of the source with high concentration. The tendency of 1,4-dioxane distribution shapes are relatively coincident with the main groundwater flow directions. It is also consistent when comparing with the distribution shapes given in Fig. 3 .
For the third aquifer (see Fig. 16 ), 1,4-dioxane migrates further in the south part of the source following the main groundwater flow direction until the south parts of the model boundary. However, the 1,4-dioxane concentration distribution in the third aquifer is slightly scattered with less concentration value comparing to those in the other two aquifers because the waste layers are not situated in this aquifer. It means that 1,4-dioxane migrates downward from the first and second aquifer, and then disperses widely in this aquifer. The 1,4-dioxane distribution in this aquifer is much consistent with the given one. e) Limitations of new approach and future works Our new approach predicted the distribution of 1,4-dioxane at Kuwana site more precisely than the conventional approach by comparing both error concentration and tendency of 1,4-dioxane distribution of all the cases with that from the observed data shown in Fig. 3 . As mentioned above, e.g., the tendency of 1,4-dioxane concentration in the second aquifer in Fig. 15 (new approach) is much improved comparing to that in Fig. 7 (conventional approach) . Yet, some of the wells contain much error, especially for that in the first and second aquifers as mentioned above. This is because of limitations in calculation assumptions and uncertainty in field investigation. In many cases like this study, the constant source condition is usually used but it might be different from the real conditions. Our new approach cannot set the calculation conditions to reflect the real source condition. Moreover, geological conditions were assumed to be homogeneous over the model domain in which the distribution of hydraulic conductivity is the same at any points of the same geological material. These two major assumptions in the model cause 1,4-dioxane continuously and uniformly distributes over aquifers and moreover, the calculated concentrations at the wells beside the source are extremely high.
The uncertainty in field investigation was caused by discrete boring with limited numbers and measurement errors in 1,4-dioxane concentration. The numerical model based on convective-dispersion phenomenon using equations (1) and (2) might have limitations in comparison between calculated results and observed data.
For future works, the model needs to be improved by changing source conditions to reflect the real conditions, e.g., source centration at each aquifer can set with different value. As one of attempt, 1,4-dioxane distribution was calculated especially by changing the source condition from constant to instant source. The result showed that 1,4-dioxane in the source and groundwater in the first aquifer was totally washed out while that of the second and third aquifers were partially remained. This tendency was similar to the current situation in the site. From this evidence, source conditions setting should be discussed to improve our model. Once the model is improved, it will be applied to analyze the effectiveness of remedial actions for 1,4-dioxane contaminated groundwater at Kuwana illegal dumping site by considering the required costs, time, and treated level.
Our new approach can be regarded as an effective modeling approach for the prediction of 1,4-dioxane distribution for not only Kuwana site, but also for other sites. Even though, this new approach should be applied to other sites to confirm its effectiveness.
CONCLUSION
Because of 1,4-dioxane migrates in groundwater without sorption, biodegradation, and volatilization according to its physicochemical properties, its migration strongly depends on groundwater flow. Hydraulic conductivities which are the most crucial parameters that influence groundwater flow should be precisely determined.
In a conventional approach, only one set of hydraulic conductivities estimated by flow model calibration considering the observed groundwater heads is used to predict 1,4-dioxane distribution. However, 1,4-dioxane distribution is not precisely predicted by the calibrated groundwater model because there should be more precise groundwater flow in which another different set of hydraulic conductivities is used. The current study proposed a new approach to precisely predict 1,4-dioxane in groundwater. In this approach, several acceptable sets of hydraulic conductivities in term of groundwater heads were used to predict 1,4-dioxane distribution and verified to match between the calculated and observed concentrations. Our new approach was compared with the conventional approach by a case study at Kuwana illegal dumping site in Japan where the three aquifers with complex hydrogeological features have been contaminated by 1,4-dioxane for about 15 years. The results showed that our approach could predict 1,4-dioxane distribution more precisely than the conventional approach. The mean error and root mean squared errors of estimated 1,4-dioxane concentrations were minimized and especially the distribution of 1,4-dioxane was found to be more consistent by applying our new approach.
The proposed new approach can be regarded as an effective method which can entirely improve groundwater model for precisely simulating groundwater flow and contaminant transport for not only Kuwana site, but also for other sites, especially for the sites where 1,4-dioxane or other similar contaminants are presented. However, the proposed approach should be applied to other sites to confirm its effectiveness.
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