In this paper, the performances of the NEW Unconstrained Optimization Algorithm (NEWUOA) on some noiseless functions are compared to those of the BI-POPulation Covariance Matrix Adaptation-Evolution Strategy (BIPOP-CMA-ES). The two algorithms were benchmarked on the BBOB 2009 noiseless function testbed. The comparison shows that NEWUOA outperforms BIPOP-CMA-ES on some functions like the Sphere or the Rosenbrock functions. Also the independent restart procedure used for NEWUOA allows it to perform better than BIPOP-CMA-ES on the Gallagher functions. Nevertheless, BIPOP-CMA-ES is faster and has a better success probability than NEWUOA in reaching target function values smaller than one on all other functions.
INTRODUCTION
In the context of Black-Box Optimization (BBO), there is the community of Derivative-Free Optimization (DFO) which has proposed the NEW Unconstrained Optimization Algorithm (NEWUOA) [8] . NEWUOA is a trust-region method. NEWUOA computes a quadratic interpolation of the objective function in the current trust region and performs a a truncated conjugate gradient minimization of the surrogate model in the trust region.
From the community of evolutionary computation, the Covariance Matrix Adaptation-Evolution Strategy (CMA-ES) is a state-of-the-art stochastic population-based search method. A BI-POPulation (BIPOP) CMA-ES was introduced in [4] and makes use of a multi-start strategy and two populations with different sizes.
Comparisons of NEWUOA and CMA-ES on a small set of essentially unimodal functions were done in [1, 2] . NEWUOA considerably outperforms CMA-ES on well-conditioned problems and on convex problems with moderate condition number. It performs particularly well on separable convex problems. On non-convex (unimodal) problems with a moderate condition number of 10 4 and on non-separable problems with a condition number of 10 6 , the performance of NEWUOA and CMA-ES align. With even larger condition numbers CMA-ES becomes somewhat advantageous.
In this paper, we compare NEWUOA to BIPOP-CMA-ES based on the experimental data obtained for the Black-Box Optimization Benchmarking (BBOB) workshop that was held at the Genetic and Evolutionary Computation COnference 2009.
For more details on the algorithms, their parameter tuning, we refer to [10] for NEWUOA and [4] for BIPOP-CMA-ES.
EXPERIMENTAL PROCEDURE
We used the data obtained in [10] for NEWUOA using 2n + 1 points for interpolating the quadratic model, where n is the dimension of the search space, and the data from [4] for BIPOP-CMA-ES. For benchmarking NEWUOA on the BBOB 2009 noiseless function testbed, an independent multi-start procedure had been implemented as advised in [5] . The BIPOP-CMA-ES includes a restart procedure but adds a population size management policy.
We use the BBOB 2010 post-processing software to compare the performances of NEWUOA and BIPOP-CMA-ES. This can be done without any modifications of the data from BBOB 2009. In any case, the differences in the experimental set-up of BBOB 2009 and BBOB 2010 are minimal. The differences reside in the function instances considered (1 to 5 versus 1 to 15 resp.) and their repetition (3 times versus 1 time resp.).
The parameter settings of NEWUOA and BIPOP-CMA-ES are described in [10] and [4] . For both algorithms, the crafting effort [6] is equal to CrE= 0.
CPU TIMING EXPERIMENTS
For the timing experiments, both algorithms were run on f8 and restarted until at least 30 seconds (according to [6] 
RESULTS
Results from experiments according to [6] on the benchmark functions given in [3, 7] are presented in Figures 1, 2 , 3 and 4 and in Tables 1 and 2 . The expected running time (ERT), used in the figures and table, depends on a given target function value, ft = fopt + Δf , and is computed over all relevant trials as the number of function evaluations executed during each trial while the best function value did not reach ft, summed over all trials and divided by the number of trials that actually reached ft [6, 9] . Statistical significance is tested with the rank-sum test for a given target Δft (10 −8 in Figure 1 ) using, for each trial, either the number of needed function evaluations to reach Δft (inverted and multiplied by −1), or, if the target was not reached, the best Δf -value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration.
NEWUOA outperforms BIPOP-CMA-ES on f1 by a factor of about 50 and on the Linear Slope and the Rosenbrock function by a factor of about three. On the other unimodal functions the picture is comparatively mixed, presumably due to local deformations in the function topographies: besides f1, all functions deviate significantly from a quadratic form. The most surprising results can be observed on the multi-modal functions f21 and f22, where NEWUOA consistently outperforms the BIPOP-CMA-ES, for larger dimension and the more difficult target values even by a factor between 10 and 100. The applied independent restarts of NEWUOA appear to be more effective than the large population size of BIPOP-CMA-ES, which is in turn more helpful on the remaining multi-modal functions. On the most difficult multi-modal functions, the performance is not comparable, as BIPOP-CMA-ES were allowed to execute more function evaluations than NEWUOA. Overall, NEWUOA considerably outperforms BIPOP-CMA-ES on about seven functions, while BIPOP-CMA-ES considerably outperforms NEWMAN on about eleven functions.
In conclusion, NEWUOA and BIPOP-CMA-ES are two quite complementary algorithms in their performance. On most problems, one of them considerably outperforms the other. This makes both of them good candidates to be used in an ensemble of black-box search algorithms.
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