Abstract. Remote sensing images accumulate over time, but there are still some missing situations. The existing remote sensing images can be used to reverse the missing remote sensing images, supplement the database and provide information for related research. The characteristics of remote sensing image data are analyzed, and the methods and ideas for deducting remote sensing images are envisaged. The existing algorithms and existing cases are used to study and think about related algorithms, which provides reference and ideas for further research.
The Significance and Feasibility Analysis of Deducing Remote Sensing Image Data
Depending on the sensor, remote sensing images can be divided into high-resolution full-color images, multi-spectral images, hyperspectral images, SAR images, near-infrared images, etc. The general remote sensing platform will be equipped with one or several sensors, but cannot guarantee Sensor diversity of remote sensing images in fixed time fixed regions. The imaging platform for remote sensing images is generally an aerospace and aviation platform. The aerospace platform has a high working height, so when the lower altitude weather changes (such as the emergence of clouds), the acquisition of images is limited; the re-visiting period of non-geostationary satellites makes it impossible to conduct research on the study area. Uninterrupted image acquisition on the phase; aviation platforms mainly include various reconnaissance planes and drones, and their remote sensing image acquisition is more affected by tasks and artificial control. In summary, the current remote sensing methods cannot achieve full sensor, full-time image acquisition of the study area, so that the lack of direct remote sensing data support in future research. This paper proposes a research method to deduct vacancy data from existing data and use known multi-source, other time remote sensing images to simulate the required types of time-determined remote sensing images.
Most things are developmental and change, but they also follow a set of rules that belong to them. They are also reflected in remote sensing images. The change of things from one state to another always requires a process. Therefore, from the perspective of the time axis, the development of features in remote sensing images is gradually changing with time. At the same time, different sensors are in the same region. Although the remote sensing images are not in the same form, they all reflect the characteristics of the same region. In addition, some statistical information can be represented by visual images. This is based on the estimation of missing remote sensing images by existing remote sensing images. The deduction in this paper is based on an algorithm. Therefore, it has the possibility of deriving remotely-controlled images of continuously changing and law-controlable subjects, such as changes in tropical rain forests, melting of glaciers, changes in cities, etc. Areas where the law is difficult to grasp and where human disturbance is serious do not have the possibility of deduction.
There are two ideas for the simulation of remote sensing data in this paper. One is the vertical deduction, which is to estimate the remote sensing image of the missing time point through the remote sensing image of the existing time point in the same research area. The second is the horizontal deduction, which is derived from other sources of remote sensing data in the same region. The required type of remote sensing data, the lateral deduction also includes the use of images from other connected areas of the continuous area to derive remote sensing images of the area.
Derivation of Longitudinal Remote Sensing Images
For the study area, there are remote sensing data at multiple time points, and the remote sensing data of other time points is obtained by the reasoning of the algorithm. This is the reasoning of the remote sensing image on the longitudinal time axis. The technical route of the deduction on the longitudinal time axis is shown in Figure 1 : The first step is to crop the images, register them in each other, and arrange them in time series. Through the cropping and mutual registration of the images, the existing images of different sizes, different sensors and different shooting conditions are unified as much as possible under one template, and each image is recorded according to the sensor, shooting conditions and climate recorded at the time of shooting. And other influencing factors are calibrated so that the size of the pixel values on the image can accurately and standardly reflect the reflection value of the corresponding object at the corresponding time point, so that it can facilitate comparison and analysis and calculation in the next step. At the same time, by arranging the timing of the images, it is also possible to roughly understand the changing trend of the region corresponding to the image.
The second step is to detect and extract changes in the image. The change detection result image of the adjacent phase image is obtained by an operation between images such as a difference value and a division method. The change detection result image shows the position and extent of the image change, which lays a foundation for the next step of law search. At the same time, the classification of changes according to the size of the scale can be divided into pixel level changes, object level changes, and feature level changes.
The third step is to establish the regular search and change model. According to the results of the image change detection in the previous step and the internal mechanism of the object corresponding to the image, the law of continuous change of the image is sought, and the related model is further established. The model is a time-dependent function. There are also differences in the establishment of models based on the difference in the size of the previous scale. When the internal mechanism of the object corresponding to the image is not enough, the pure mathematical method can be used for the inversion deduction.
The fourth step is based on the model. When the time changes, the parameters corresponding to the model change, and the remote sensing image data corresponding to the time is further derived according to the size of the parameter. At the same time, you can enter multiple known time points for verification and further adjust the model according to the results. Finally, the remote sensing image of the required time point is obtained according to the model input time.
There are several classification methods for the derivation of remote sensing images on the longitudinal time axis:
According to the size of the deductive scale: it can be divided into three types: based on pixels, based on objects and based on features. Longitudinal remote sensing image derivation based on pixel points refers to comparing, analyzing, discovering, and establishing models of the same position pixel points of images at different time points. For the pixel points in the same position, the cell values can be compared, and the size and time of the cell values are combined to obtain a functional relationship. The function value is interpolated to obtain the pixel value of the unknown time point, and the image for each position. The element performs this kind of operation, and the whole image can be obtained by synthesis. The difficulty of reasoning based on the vertical remote sensing image of the pixel lies in the registration of the image. It is necessary to ensure that the pixel points of each position correspond to the same ground object. For images with different resolutions, super resolution technology can be adopted to adopt low resolution. The image is converted to a high resolution image. The second difficulty lies in the expression of the simulation function. The known time and the corresponding pixel cell value can be plotted in the two-dimensional coordinate system, and the corresponding function curve is simulated according to the displayed points, and how to The effective reduction of the function curve is the key to the accuracy of the simulation function. In the case of known laws, the difficulty lies in how to convert known laws into changes in image pixels.
Object-based longitudinal remote sensing image derivation is to decompose the image into independent objects. By studying the development law of these objects, the object state of unknown time nodes is simulated, and these objects are further integrated to obtain images of unknown time nodes. Here, the mastery of the object law can be known, and the time variable can be directly introduced. When the object law is not grasped or not understood, a pixel-like processing method can be adopted, that is, the object is regarded as a pixel, It performs interpolation operations. At the same time, since there are often more than one object, the interpolation operations of multiple identical objects can be averaged to obtain more accurate results.
Feature-based longitudinal remote sensing image inference firstly extracts features from known images, including features such as edges, shapes, corners, textures, distances, similar depth of field regions, similar brightness regions, etc., and then quantifies these features, also based on The time node and the quantized feature value are plotted on the punctuation function curve to further obtain the relationship of these feature values with time. Then interpolate the time to obtain the corresponding remote sensing image.
The second classification method is based on the time classification in which the remote sensing image is to be inferred. Can be divided into past reasoning and prediction of the future. The former refers to the remote sensing image to be inferred as a point in the past. Its purpose is mainly to supplement the database. It can provide a reference to the study of a phenomenon in the past, so that there is continuous information in the study of a certain area, or it can be Interpretation of a phenomenon, the theory of plate drifting, the introduction of evolution, etc. can be regarded as a deduction of a certain point in time in the past; the latter refers to the prediction of remote sensing images in a certain region in the future or the judgment of the future development trend of a certain thing, such as Satellite clouds used by weather forecasts that are already very mature, or predictions of sea level rise, etc.
The third classification method is based on the type of images processed, the types of images processed are different, and the algorithms used are also different. At present, remote sensing images can be divided into visible light images, infrared images, SAR images, multi-spectral images and hyperspectral images, so longitudinal inferential images can also be divided into these categories. Among them, the pure gray value image is relatively simple in reasoning, and can be directly inverted by mathematical methods. However, multi-spectral and hyperspectral images have many problems in the algorithm, and need to be processed and then inverted. For different images, they are imaged differently, different in computing methods, and the process of reasoning is different.
The fourth classification method is classified according to the principle of the algorithm adopted, and can be roughly divided into a direct processing method and a time-frequency domain conversion method. The two methods are relative. The former is to directly process the image, and has a relatively simple rule to follow; while the latter combines the idea of frequency domain transformation, first transforms the image into the time domain and the frequency domain, and performs the inference inversion in the frequency domain, and then reverses The data of the show is converted into a time domain image. The implementation of the frequency domain transform method can adopt the "template transformation method", that is, transform the existing image into a unified template, regularly search and interpolate in the same template, obtain the image in the template, and then use the template. The image in is converted to the desired type of image. In fact, the frequency domain transform method can also be regarded as a special type of "template transform method". For example, in the remote sensing image reasoning of hyperspectral image, the hyperspectral image can be reduced, merged and converted into gray value image, then the gray value image is interpolated in black and white to obtain the middle image, and finally the hyperspectral image is used. The inverse transform obtains the desired hyperspectral image; the feature of the intermediate gray value image can be classified, and the spectral information of the corresponding feature in the hyperspectral image is directly assigned to the gray value image.
Derivation of Horizontal Remote Sensing Images
The derivation of the lateral remote sensing image is mainly related to the derivation of the remote sensing image on the longitudinal time axis. For the image at the same time point, it contains two layers of meaning. The first layer is to extract the desired type of remote sensing image through other types of images already existing; the second layer is to push through the same type of remote sensing image. Remote sensing images of adjacent areas.
There are various methods for deriving the required types of remote sensing images through other types of remote sensing images, and the image sources are different from the converted sources, and the methods are flexible. Existing methods are also diverse. Can be classified into a source to a source, a source to multiple sources, multiple sources to a source of deduction.
For image derivation from one source to one source and one source to multiple sources, methods such as transformation, transformation, dimensionality reduction, and re-extraction of remote sensing images can be used. However, for the source remote sensing image providing information, the amount of information must be able to meet the required amount of information of the target remote sensing image; for multi-source remote sensing image to the target remote sensing image, image fusion, transformation and other methods can be used.
In addition, the frame-filling method can be used to derive the remote sensing image, which can be regarded as a synthetic remote sensing image. First of all, the framework of the remote sensing image is established, that is, the composition of the remote sensing image: the position, shape and size of various features. The information of these features is further refined to obtain a certain type of remote sensing image. If there is a grayscale image of a certain region, the image classification is first performed, and each pixel in the image is represented by a feature by the existing supervised classification and unsupervised classification method. Then add the spectral information of these features to the image, and adjust the proportion of the spectral curve so that the synthesized image is still the original image in the band represented by the gray image, thus obtaining an image with high spectral information.
The remote sensing image of the adjacent area is estimated by the existing remote sensing images of the same type, which has very high requirements for the features represented by the image and the rules represented. For example, continuous virgin forest images, and the virgin forests they are known to represent are continuous, and when one of them is missing, the vacancies can be complemented by copying the surrounding remote sensing images, but for most features In fact, the search for its regularity is difficult to obtain, and the scene it represents is extremely variable, and cannot be simulated by the remote sensing image of its periphery.
The Future of Remote Sensing Image Deduction
Whether it is vertical or horizontal remote sensing image derivation, it is obtained through reasonable inference and guessing based on existing data and mastery rules. Some remote sensing image deductions are new information, such as remote sensing of unknown time points. The derivation of the image, another part of the remote sensing image deduction is the summary and deformation of the existing remote sensing data, such as image fusion and transformation. From the perspective of algorithm, the derivation of remote sensing images is mainly the batch processing and inter-operation of images. The accuracy and feasibility of the results cannot be obtained through the verification of real images. Therefore, the research and innovation in algorithms The practical significance is not great, but the research on remote sensing image algorithm can expand the application of image fusion, classification and inter-band computing; from the perspective of knowledge acquisition, all existing information related to the target area can be carried out. Comprehensive use and integration, to understand new knowledge, and through the expression of images to make these knowledge more visible, but also related rules are easier to master.
For the image generated by the method in this paper, since it is unknown, it can only be verified by the similar image or data. It is very difficult to verify it, and the image quality is different due to different degrees of mastery. Different, different areas of image representation, different algorithms, different results, the resulting images may also have different degrees of difference. This requires that in the future research and experiment, it is necessary to grasp as much information as possible, and make rational use of the nature of the image to make a choice, so that it is possible to truly realize the purpose of inferring remote sensing images.
