Supplementary Note 1: Additional details regarding the proposed partitioning of phase space 1. If a periodic system is considered, then the variable x also includes the cell parameters of the unit cell enclosing one period of the whole system. For unit consistency, we define these cell degrees of freedom as strains relative to a reference state, scaled by average atomic volume in that reference state to the power 1/3 (in accordance with [6] ).
2. For conciseness, we omit the inconsequential kinetic energy term in the partition function in Equation (1). Also, particle indistinguishability is implicitly accounted for in the summation over σ.
3. The classical partition function in Equation (1) is used for simplicity of exposition, the corresponding quantum mechanical expression (including kinetic energy contributions) is [7] :
where H is the system's Hamiltonian and ψ σ,i is a complete orthogonal basis of functions supported on η σ .
4. The neighborhoods η σ are defined by connected sets where either c(x) > 0 or c(x) ≤ 0. Note that we purposely group the value 0 with the negative values of c(x), because the minimum energy occurs at the boundary in that case and it is thus logical to include the boundary in the set of possible solutions.
5. It may happen that, along a given path joining a mechanically stable and a mechanically unstable state, the onset of instability does not occur at the inflection point and is instead driven by the apparition of unstable modes perpendicular to the given path [8] [9] [10] . When this happens, it usually means that the given path is along a ridge of the potential surface, so there exists another, lower energy, path in which the mechanical instability does occur at the inflection point and that would be the relevant expansion point for a harmonic treatment. The rare cases where the onset of instability does not occur along the path (and no lower energy path exist) can be readily detected by performing a standard phonon analysis around the inflection point. If the number of unstable modes does not scale with the number of k-points sampled, then the inflection point found is a suitable harmonic expansion point: these modes are negligible in the thermodynamic limit, and thus require no special treatment (they can be neglected in the partition function calculation). If the number of unstable modes does constitute a fixed fraction of all modes, then the instability did appear perpendicular to the path of steepest descent (at another point of the path). One then has to revert to a more expensive algorithm (that checks the curvature along any directions, say with the dimer method or via repeated lattice dynamics analysis) to identify the point of minimum energy within the unstable region.
6. For increased accuracy, the harmonic approximation about x r σ can be replaced by either, higher-order expansions, a quasiharmonic treatment or molecular dynamics simulations. In each case, the simulations must be constrained to a hyperplane intersecting some point x * σ and normal to the gradient of the potential at x * σ . For higher-order expansions, x * σ = x r σ , while for quasiharmonic and molecular dynamics, the point x * σ is somewhere along a path of steepest descent located between x u σ and x r σ and is chosen so as to minimize the (constrained) free energy, in analogy with the usual quasiharmonic approximation or cell-constrained molecular dynamics.
7. If the geometry of the neighborhood η σ is complex, a path of steepest descent joining x u σ to x r σ may temporarily leave η σ . In such a case, it may be necesary to try alternative starting points (instead of x u σ ) to ascertain which inflection point is the appropriate one. This situation is akin to the well-known difficulty in finding the global (instead of a local) minimum energy in the space of crystal structures.
8. Within the harmonic approximation, if one wishes to account for the contribution of the neglected unstable mode perpendicular to the boundary of η σ at x r σ , this can easily be done since, a quadratic expansion about an inflection point is actually linear, so the partition function along that dimension, within η σ , just reduces to the convergent integral of an exponential function, truncated at the inflection point.
9. Although our curvature criterion provides a convenient method to divide phase space, it can also be combined with other approaches for computational convenience or efficiency. For instance, distinct regions under our scheme can be combined and labelled as a single configuration if they share very similar structural features (for instance if the unstable region surrounding the initial position x u σ is very small and one thus wishes to merge it with a nearby stable region). This could be achieved by assigning the same configuration σ to any local minimum that is located within a given small distance d from a given initial unrelaxed position x u σ . At the other end of the spectrum, one unstable region could englobe mutiple different "pockets" corresponding to rather distinct geometries connected by high-energy corridors. In this case, it may be useful to separate these regions and assign them different configurations σ. As long as the boundaries created between the regions are in the high-energy corridors, the corresponding free energies should not be very sensitive to the precise location of the boundaries, because the local minima x r σ corresponding to each region η σ will be located at other points (where the minimum curvature vanishes) of much lower energy.
Supplementary Note 2: Cell-constrained molecular dynamics method
In this section, we note some unexpected features of the cell-constrained ab initio molecular dynamics method proposed in [1] to calculate constrained free energy difference (with a focus on fcc and bcc W). In essence, that method freezes the system's unstable modes and considers how the stable modes in the fcc structure are modified as the system is smoothly transformed into a bcc structure, resulting in a well-defined constrained free energy difference The implied value for "unconstrained" fcc W free energy F f cc effectively replaces the missing contributions from the fcc unstable phonon modes by the corresponding contributions from the stable bcc modes.
This can be seen as follows: In a CALPHAD framework, the fcc free energy F f cc would be expressed in term of the bcc free energy F bcc and the constrained free energy difference (F
Consider a harmonic system in the high-temperature (or classical) limit for simplicity of exposition (since the proposed method should be valid at least for a harmonic system at any temperature). The contribution of each phonon mode i with frequency ν i then has the form −k B T ln(hν i /k B T ). Letting S denote the set of modes that are stable in fcc and assuming the vibrational modes of each structure can be mapped one-to-one (breaking degeneracies if needed), we have
which is a sum of the contributions of the stable modes of fcc and some of the stable modes of bcc (when the corresponding fcc mode is unstable). In the presence of anharmonicity, this simple expression does not hold exactly, but the essence of the argument remains. A concern with this use of constrained free energy differences is that, in a system where there are multiple possible mechanically stable phases that can be used to reach the mechanically unstable phase, one would obtain a different free energy of the unstable phase using the different paths, because the stable modes from different mechanically stable phases would be copied over to replace the contributions of the unstable modes of the mechanically unstable phase.
A more practical concern with the use of constrained molecular dynamics techniques in this context is that it is not clear how to perform similar calculations for systems that are not high-symmetry pure elements, such as typical solid solution configurations. The problem goes beyond the large computational requirements. In general, the stable and unstable modes may not simply be separated by their wavelength, so even a small simulation cell may experience mechanical instability.
The method proposed in this paper offers a way to bypass the above problems.
Supplementary Note 3: Proof outline of the smoothness of the Helmholtz free energy
The proof that the Helmholtz free energy varies smoothly in response to changes in some external variable α, can be outlined as follows. The Helmholtz free energy associated with state σ in a system with potential V (x, α) is given by F σ (α) = −β −1 ln x∈η(α) exp(−βV (x, α))dx, where η(α) is the α-dependent neighborhood associated with some state σ. Differentiation of this expression with respect to α yields a sum of a 3N volume integral accounting for changes in V (x, α) and a 3N − 1 boundary integral accounting for changes in η(α). If V (x, α) varies smoothly with α, so will the volume integral. The boundary of η(α) moves according to the position of the inflection points along paths of steepest decent. As shown above, this movement is also smooth, apart from exceptional points where both the second and third derivatives of the potential with respect to position along the path simultaneously vanish. This rare event would occur when two inflection points meet and then disappear as α varies, which corresponds to two neighborhoods η σ and η σ merging into one. So assuming that the states σ remain distinct as α varies rules this possibility out. We can even calculate higher order derivatives and observe that F σ (α) essentially inherits the degree of smoothness of V (x, α) in α, apart from exceptional cases where multiple derivatives of different order of the potential happen to simultaneously vanish.
Supplementary Note 4:
Proof that V (x r (α), α) is a continuously differentiable function of α.
We consider x to be one-dimensional (as this can be done without significant loss of generality by considering the potential along a path joining x u and x r ). We assume that the potential V (x, α) admits continuous mixed partial derivatives up to order 3 in x and order 1 in α. We also assume that x u σ ∈ η σ for all values of α, so the association between a configuration σ and a neighborhood η σ does not discontinuously change as α changes.
For α < α 0 , the system is mechanically stable and the relaxed position x r (α) satisfies V x (x r (α), α) = 0, where subscripts denote partial derivatives. The change in value of the potential at x r (α) as α changes is given by
since V x (x r (α), α) = 0 for all α ≤ α 0 for a local minimum (this remains true even if x r α (α) diverges to infinity because V x (x r (α), α) = 0 for all α ≤ α 0 , so the product V x (x r (α), α)x r α (α) remains zero at all α < α 0 and so is the limit as α → α 0 ).
As shown in Supplementary Figure 1 , for α < α 0 , there are two other values of x satisfying V x (x, α) = 0: The local minimum at x r σ (corresponding to the nearby mechanically stable phase) and a local maximum x m (α) necessarily located between the two local minima x r (α) and x r σ . There is also an inflection point x i (α) necessarily located between x r (α) and x m (α).
Supplementary Note 5: Additional details regarding Figure 4 
