Abstract: We study the statistical properties of the least squares estimator in unimodal sequence estimation. Although closely related to isotonic regression, unimodal regression has not been as extensively studied. We show that the unimodal least squares estimator is adaptive in the sense that the risk scales as a function of the number of values in the true underlying sequence. Such adaptivity properties have been shown for isotonic regression by Chatterjee et al. (2015b) and Bellec (2016) . A technical complication in unimodal regression is the nonconvexity of the underlying parameter space. We develop a general variational representation of the risk that holds whenever the parameter space can be expressed as a finite union of convex sets, using techniques that may be of interest in other settings.
Introduction
In this paper we investigate the statistical properties of the least squares estimator in unimodal sequence estimation, where the sequence rises to a mode, and then decreases. Unimodal regression is a natural type of shape constrained inference problem. Although closely related to isotonic regression, unimodal regression has not been as extensively studied. We analyze the least squares estimator for unimodal regression, showing that the estimator is adaptive in the sense that the risk scales as a function of the number of values in the true underlying sequence. When the sequence has a relatively small number of values, the estimator achieves essentially parametric rates of convergence. Such adaptivity properties have been shown for isotonic regression in the recent literature (Bellec, 2016; Chatterjee et al., 2015b) . However, existing proof techniques for isotonic regression do not directly extend to the unimodal setting-a technical complication is the non-convexity of the underlying parameter space. We develop a general variational representation of the risk that holds whenever the parameter space can be expressed as a finite union of convex sets, and employ empirical process techniques that give good upper bounds. These techniques enable us to show that the least squares estimator for unimodal regression, to a considerable extent, enjoys similar adaptivity properties as the least squares estimator for isotonic regression.
In more detail, we consider the problem of unimodal regression where for design points x 1 ≤ x 2 · · · ≤ x n we observe
where f : R → R is a unimodal function and the random errors z i are assumed to be independently distributed as N (0, σ 2 ), with the variance σ 2 unknown. Our analysis also carries over to the case when z is a mean zero error vector with independent entries and absolute value bounded by a constant σ > 0. We consider the design points to be fixed but arbitrary, and hence the problem of estimating the unimodal function f reduces to the problem of estimating an unknown vector θ * ∈ R n from observations
where θ * is constrained to lie in U n := {θ ∈ R n : θ 1 ≤ θ 2 ≤ · · · ≤ θ m ≥ θ m+1 · · · ≥ θ n for some 1 ≤ m ≤ n}.
(1.2)
We refer to any vector in U n as a unimodal sequence; such a sequence first increases and then decreases.
In this paper we are concerned with the statistical problem of estimating θ * ∈ U n from the data y. This problem has interesting structure that we shall exploit. For any 1 ≤ m ≤ n, let us define the set C m = {θ ∈ R n : θ 1 ≤ θ 2 ≤ · · · ≤ θ m ≥ θ m+1 , · · · ≥ θ n }, (1.3) thus using the index m to indicate the mode of the sequence. Each set C m ⊂ R n is a closed convex cone. When m = 1, the set C 1 is the collection of decreasing sequences; when m = n, the set C n is the collection of increasing sequences. Since U n = n m=1 C m , we see that the collection of unimodal sequences can be written as a union of n closed convex cones, but is not itself a convex set.
The least squares estimator (LSE) θ is defined as the minimizer of the squared Euclidean norm, y − θ 2 , over θ ∈ U n , θ := arg min θ∈Un y − θ 2 .
(1.4) Since U n is not a convex set, the LSE θ may not be uniquely defined. In case there are multiple minima, the LSE θ can be chosen arbitrarily over the set of minimizers. For each 1 ≤ m ≤ n since C m is a closed convex cone, we can define θ m as the unique projection of y onto C m . Then the LSE can also be written as θ := arg min
The problem of computing a projection to the set of unimodal sequences has received considerable attention (Boyarshinov and Magdon-Ismail, 2006; Bro and Sidiropoulos, 1998; Stout, 2000 Stout, , 2008 . Stout (2008) shows that by using variations of the well-known pooled adjacent violators (PAVA) algorithm for isotonic regression (Barlow et al., 1972; Grotzinger and Witzgall, 1984) , one can design an O(n) algorithm to compute a unimodal projection, and hence the LSE. Thus, there is effectively no computational price to pay when fitting unimodal sequences rather than monotone sequences. At a high level, the contribution of the current paper is to show that there is also essentially no statistical price to pay.
Compared with monotone or isotonic regression, the unimodal regression problem has received relatively little attention in the statistics literature. Frisén (1986) presents several applications of unimodal regression and introduces the least squares estimator, without analyzing its risk properties. Shoung and Zhang (2001) study the convergence of the mode of the LSE as an estimator of the true mode of a unimodal function. For classes of unimodal functions indexed by a smoothness parameter, the authors prove rates of convergence of the mode of the LSE and also show that the rates are minimax optimal up to logarithmic factors, for a given smoothness class. Köllmann et al. (2014) propose the use of a penalized estimator based on splines to estimate the underlying unimodal function, but without studying the risk properties of their estimator. Hence, apparently little is known about the behavior of the LSE θ as an estimator of θ * . The problem of unimodal density estimation is actually more well studied than its regression counterpart (Bickel and Fan, 1996; Birgé, 1997; Eggermont and LaRiccia, 2000; Meyer, 2001) . A recent work worth mentioning here is Balabdaoui and Jankowski (2015) where the authors study the estimation of discrete unimodal probability mass functions. The isotonic regression problem is closely related, except that the underlying sequence is assumed to be nondecreasing instead of unimodal. As is clear, with the mode known, fitting a least squares unimodal sequence reduces to fitting an increasing sequence to the first part and a decreasing sequence to the second part. The risk properties of the LSE in the isotonic regression problem are fairly well understood, having been intensively studied by a number of authors (Birgé and Massart, 1993; Chatterjee et al., 2015b; Donoho, 1991; Meyer and Woodroofe, 2000; van de Geer, 1990; Van de Geer, 1993; Wang, 1996; Zhang, 2002) . In particular, Zhang (2002) shows the existence of a universal positive constant C such that
1 . This result shows that the risk of θ scales as n −2/3 in the sequence length, provided V (θ * ) is bounded from above by a constant. It can be proved that n −2/3 is the minimax rate of estimation in this problem, see (Chatterjee et al., 2015b) . For a monotonic vector θ ∈ R n we define s(θ) to be the cardinality of the set of values:
Also let us define M n = {θ ∈ R n : θ 1 ≤ · · · ≤ θ n } to be the set of monotonic sequences. A complementary upper bound on R(θ * , θ) in the isotonic regression problem has been proved by Chatterjee et al. (2015b) who show that (for n > 1)
This risk bound has recently been further improved by Bellec (2016) , with the constant 6 being improved to 1, and with a removal of the assumption that the true underlying sequence θ * is isotonic,
The bounds (1.6) and (1.9) provide a nearly complete understanding of the global accuracy of the LSE θ in isotonic sequence estimation. In particular, the risk of the LSE can never be larger than the minimax rate (σ 2 V (θ * )/n) 2/3 , while it can be the parametric rate (up to log factors) σ 2 /n, up to logarithmic multiplicative factors, if θ * can be well-approximated by θ having small s(θ). In fact, the sharp oracle inequality (1.9) also implies parametric rates for θ that is well approximated by a piecewise constant sequence with not too many values. It also gives rates of convergence for θ to the projection of θ * in the cone M n in case θ * is not in M n . So, in this sense, the LSE in the isotonic regression problem is automatically adaptive to piecewise constant sequences. Such automatic adaptivity properties are also seen in other shape constrained estimation problems such as convex regression (Chatterjee et al., 2015b; Guntuboyina and Sen, 2013) and monotone matrix estimation (Chatterjee et al., 2015a) . The goal of the research leading to the current paper was to extend the parameter space from isotonic to unimodal sequences and investigate whether the risk bounds (1.6) and (1.9) continue to hold. The following section summarizes our findings.
Results
Our first result establishes minimaxity of the least squares estimator for unimodal sequence estimation.
Theorem 2.1. Fix any positive integer n and θ * ∈ U n . Let V (θ * ) = max 1≤i≤n θ * i − min 1≤i≤n θ * i . There exists a universal constant C such that for any positive α > 0 we have the following upper bound with probability not less than 1 − 2n −α ,
This is the analog of (1.6) in unimodal regression. It shows that the least squares estimator θ converges to θ * at the rate n −2/3 in mean squared error loss, uniformly for all unimodal sequences θ * with V (θ * ) bounded. Since the minimax rate for the set of isotonic sequences with V (θ * ) ≤ C is O(n −2/3 ), and unimodal regression is concerned with a larger parameter space than isotonic regression, this establishes that the least squares estimator is minimax rate optimal. Our next theorem says that the least squares estimator is adaptive to sequences that are piecewise constant, in the sense that the risk scales according to the number of pieces of the true sequence and has faster convergence rate than the worst case O(n −2/3 ) rate. with probability at least 1 − 4/n α .
This theorem says that the mean squared error of the LSE scales for a unimodal sequence scales like (s 1 + s 2 ) log n/n where s 1 is the number of constant pieces of the part of θ * which is nondecreasing and s 2 is the number of constant pieces of the part of θ * which is nonincreasing.
Therefore s 1 + s 2 could be thought of as roughly the number of steps (going up and coming down) in the sequence θ * .
As a consequence of the above theorem, when the true unimodal sequence has a bounded number of steps, the risk of the least squares estimator will decay at the parametric rate of convergence O(1/n) up to log factors. As an illustration, if θ * is the vector of evaluations of the indicator function f (x) = I{0 ≤ x ≤ 1} at n (sorted) points on the real line, the risk of θ would decrease at the parametric rate. The result shows that as long as s 1 + s 2 = o(n 1/3 ), rates of convergence that are faster than the global minimax rate are obtained.
Remark 2.1. Both Theorems 2.1 and 2.2 hold when the error vector is Gaussian with independent entries, mean zero and variance σ 2 . They also hold when the error vector is composed of mean zero independent entries with absolute value bounded by σ > 0. An important ingredient in our proofs is the concentration result (Theorem 4.3) for Lipschitz functions of a Gaussian random vector. The proof for bounded errors follow by using Ledoux's concentration result (Theorem 4.4) for convex Lipschitz functions of the error vector.
Remark 2.2. The same upper bound of Theorem 2.2 was obtained independently by Bellec (2016) and Flammarion et al. (2016) .
Remark 2.3. All our risk bounds are shown to hold with high probability. These bounds can then be integrated to get bounds in expectation.
Remark 2.4. The rate of convergence in Theorem 2.1 scales with n in exactly the same way as in isotonic regression, in spite of the fact that the parameter space is now a union of n convex cones, each of which is comprised of at most two isotonic pieces. In particular, the risk bound in Theorem 2.1 does not have a logarithmic factor of n.
Remark 2.5. No smoothness conditions are assumed of the underlying unimodal sequence. The least squares estimator is fully automated and does not require any tuning parameters, as is often the case for shape-constrained estimators.
Remark 2.6. Fitting the unimodal least squares estimator can provide a means of trading off computational time for statistical risk accuracy in a concave regression problem. To explain, note that the set of unimodal sequences contains the set of concave sequences. The latter has a minimax rate of O(n −4/5 ), which is naturally faster than the rate in unimodal regression. However, to the best of our knowledge, the running time for convex regression is at least quadratic, O(n 2 ), whereas runtime for unimodal regression is O(n). While the unimodal estimator will not be concave in general, it will be close to the underlying concave sequence in an average 2 sense, for large n.
The worst case rate of convergence (Theorem 2.1) of the LSE for unimodal regression matches that of isotonic regression, and the adaptive risk bound (Theorem 2.2) is almost as strong as the adaptive risk bound (1.9) for isotonic regression. We say almost because Theorem 2.2 is useful for θ * which is exactly piecewise constant with a few pieces but may not be useful when θ * is very well approximable by a piecewise constant with a few pieces. Risk bounds which provide such "continuity" of risk are often referred to as oracle inequalities. Previous proofs for oracle risk bounds in shape constrained problems appear to rely heavily on the convexity of the parameter space; thus these techniques do not readily apply to unimodal regression, where U n is nonconvex. In particular, existing proof techniques first bound the statistical dimension (see Amelunxen et al. (2014) ) for a closed convex cone when θ * belongs to the lineality space of the cone (see Chatterjee et al. (2015b) ), and then derive risk bounds for Gaussian widths of the tangent cone at θ * (see Proposition 1 in Bellec (2016) and Lemma 4.1 in Chatterjee et al. (2015a) ). Such techniques rely on the convexity of the parameter space and exploit the KKT conditions for the projection onto closed convex sets. Our parameter space is not convex and hence we are unable to directly use these results to prove oracle risk bounds. The main complication in this problem is to handle the unknown mode location. Our analysis reveals that even with the unknown mode, it is still possible to derive adaptive risk bounds for piecewise constant unimodal sequences, when the number of steps is not too large. At a high level, the main idea here is to show first that the risk depends on a local Gaussian width like term. This fact is now known when the parameter space is convex and we are able to extend this observation to our nonconvex parameter space. We analyze this local Gaussian width like term and by various steps of refinement we show that this term scales like the mean squared error in isotonic regression plus logarithmic terms.
LSE Slicing Lemma
In this section we show that the loss θ − θ * has a variational representation whenever the underlying vector θ * is known to belong to a parameter space C that can be expressed as a finite union of convex "slices." The lemma is a deterministic identity that generalizes Proposition 1.3 in Chatterjee (2014). For us, this lemma is directly applied in the proof of Theorem 2.2. This technique may be of use in other contexts; for example the set of permutations arising in the analysis of pairwise comparisons has this structure, see Shah et al. (2015) , Chatterjee and Mukherjee (2016) .
and let y = θ * + z. Define the function f θ * : R + → R as
If θ ∈ arg min θ∈C y − θ 2 is a least squares estimator over C then
Relations (3.2) and (3.3) are deterministic, and do not depend on any distributional properties of the error vector z.
Proof. To prove (3.2), first note that we can write
It follows from the second equation that
where we have defined the functions h m :
Since the set C m is closed convex, it can be shown that g m is a concave function of t. Such a calculation has been done in the proof of Theorem 1 in Chatterjee (2014) but for sake of completeness we prove the concavity of g m in Lemma A.4 in the appendix. Next, define functions f m : R + → R according to
Then f m is strictly concave as a function of t whenever t ≥ d m . An application of the CauchySchwarz inequality shows that f m (t) decays to −∞ as t → ∞. These facts establish that f m (t) has a unique maximizer. Let t m be the unique maximizer of f m . We now show that t m is a unique maximizer of h m . It is clear from the definitions that for all t ≥ 0 we have h m (t) ≤ f m (t). Recall that 10) and let θ ∈ {θ ∈ C m : θ − θ * ≤ t m } be a point where f m (t m ) is achieved. If it were the case that θ − θ * = t 0 < t m , then we would have f m (t 0 ) > f m (t m ), contradicting the definition of t m .
for any x = t m . This shows that t m is a unique maximizer of h m as well. Therefore we have shown that
14)
thus proving (3.2). It remains to prove (3.3). Since θ
Now it is easy to see that f m * (0) = 0 and hence max t≥0 f m * (t) ≥ 0. Because of this fact and
This inequality combined with the representation formula (3.2) proves (3.3), finishing the proof of the lemma.
Global Risk Bound
The goal of this section is to prove Theorem 2.1. We prove both Theorem 2.1 in this section and Theorem 2.2 in the next section assuming Gaussian errors. The case of bounded errors will also follow from our proofs. See Remark 4.1 for more details. Recall that for a subset F ⊆ R n and > 0, the -covering number N ( , F) is the minimum number of balls of radius required to cover F in the Euclidean norm. Throughout the following, C will represent a universal constant, whose particular value might change from calculation to calculation. The following result follows from the metric entropy results of monotone functions (Gao and Wellner, 2007) ; a proof can be found in Lemma 4.20 in Chatterjee (2014) . By symmetry, the same covering number bound holds for nonincreasing sequences. 
where C is a universal constant.
Throughout this section, z ∼ N (0, σ 2 I n ) will denote a Gaussian random variable. We will require the following chaining bound (see e.g., Van de Geer (2000) ).
Theorem 4.2 (Chaining). For every θ * ∈ M and t > 0,
where B(θ * , t) denotes the standard Euclidean ball around θ * of radius t.
We will also require a standard Gaussian concentration inequality; the proof of the following can be found in the argument after equation (2.35) in Ledoux (2001) .
for all x and y. Then for any t ≥ 0,
Remark 4.1. Our entire analysis can be done when z is a mean zero error vector of independent entries with absolute value bounded by a constant σ > 0. This is done by invoking the following concentration result whenever we have used the Gaussian concentration theorem for Lipschitz functions. We have used the Gaussian concentration theorem for random variables which can be seen as a supremum of linear functions of the error vector z and hence are convex functions of z. This fact enables the application of Ledoux's concentration result wherever we have applied Theorem 4.3 .
A proof of the following theorem can be found in Boucheron et al. (2013) .
Theorem 4.4 (Ledoux). If f : [−σ, σ] n → R is a convex Lipschitz function with Lipschitz constant
L and is a mean zero random vector with independent entries in [−σ, σ], then we have
of unimodal sequences with a mode at m. We now prove a key lemma controlling the term E sup θ∈Cm: θ−θ * ≤t z, θ − θ * as a function of t whenever the underlying θ * is monotonic. This will be crucial in finally proving Theorem 2.1. The idea of the proof is as follows. The standard technique in empirical process theory of upper bounding the expected Gaussian term E sup θ∈Cm: θ−θ * ≤t z, θ−θ * is to use the Dudley's entropy integral bound, as given in Theorem 4.2. This requires tight upper bounds on the covering number for the set {θ ∈ C m : θ−θ * ≤ t}. Now, upper bounds can be derived for the log-covering number of bounded sequences in C m using Theorem 4.1. However, a direct application of Theorem 4.1 to cover the set {θ ∈ C m : θ − θ * ≤ t} would give us loose bounds, as t can grow with n. Instead, we carry out an extra peeling step. In particular, for any θ belonging to {θ ∈ C m : θ − θ * ≤ t},
we define a truncated version θ belonging to the same set that is also bounded by a constant factor L = C V (θ * ) + σ . Note that one can write
(4.5) The truncation is defined in such a way that the first term on the right side of the above inequality is small enough for our purposes. The second term can be controlled by a direct application of Dudley's entropy integral inequality. This extra peeling step helps us to derive a tight risk bound.
The definition of these truncations forms a key part of our argument. We actually form a truncation θ of an arbitrary unimodal sequence θ ∈ C m with respect to a fixed monotone sequence θ * . The tails of θ are raised to
In the interval S 2 = {i : θ i > θ * m +L} around the mode m, the sequence is lowered to the level θ * n +L. It is crucial that we are able to choose L to be a constant factor while still maintaining the fact that the first term on the right side of (4.5) is sufficiently small. Figure 1 shows a schematic of the construction of our truncation θ of θ; the figure may be helpful in understanding the steps of the proof.
Lemma 4.1. Fix any nondecreasing sequence θ * ∈ M n and let 1 ≤ m ≤ n. Then for all t ≥ 0,
where V (θ * ) = max 1≤i≤n θ * i − min 1≤i≤n θ * i . The bound also holds, by symmetry, for any nonincreasing sequence θ * ∈ M − n . Proof. Let K = {θ ∈ C m : θ − θ * ≤ t}, and define K ⊂ K as
The proof of Lemma 4.1 is based on a truncation θ of an arbitrary unimodal sequence θ ∈ C m with respect to a fixed monotone sequence θ * . The tails of θ are raised to
where L is a fixed positive number to be chosen later. For any θ ∈ K we will define a truncated version of θ belonging to K which will be denoted by θ . Then we will have the inequality
Fix an arbitrary θ ∈ K. Consider the sets S 1 = {i : θ i < θ * 1 − L} and S 2 = {i : θ i > θ * n + L} and define θ according to
otherwise.
(4.9)
As indicated in Figure 1 , S 1 is the union of a left prefix S L 1 of {1, . . . , n} and a right suffix S R 1 . It is then clear that min 1≤i≤n θ 1 ≥ θ * 1 − L and max 1≤i≤n θ i ≤ θ * n + L Also, by construction of θ it is unimodal, and we have the contractive property
for any 1 ≤ i ≤ n. These facts show that θ ∈ K . We now proceed to control the first term on the right side of the inequality in (4.8). Using the definition of θ , we have
where I denotes the indicator function and the last inequality follows from the inequalities
We now note that for any θ ∈ K, since θ − θ (4.20) Now observe that since θ is unimodal, any set of the form {i : θ i < a} for some number a is necessarily a union of at most two intervals; see Figure 2 . Therefore,
since each interval must have size no greater than v j . Similarly, we have that
Since θ ∈ C m is unimodal, any set of the form {i : θ i > a} for some number a is necessarily an interval containing m, if it is nonempty. Therefore, we have that
is the union of at most two intervals. Each has size no larger than v j . The figure on the left indicates the left interval. Similarly, by unimodality, the set i ∈ S 2 : 2 j L < θ i − θ * n if it is nonempty, is an interval of length no greater than 2v j .
We conclude that
Note that this upper bound does not depend on θ, and that θ was an arbitrary element of K. Thus, using the fact E|z i | = σ 2/π and (4.19), we arrive at
We now set L = 128σ 2/π to finally obtain
To control the second term on the right side of (4.8) we set A = K and δ = 0 in the chaining result (4.2) to obtain
By definition of K we can now apply Theorem 4.1 with
Using (4.29) and integrating the above expression gives us, for an appropriate constant C,
Combining the last equation with (4.28) and (4.8) finishes the proof of the lemma.
We now prove a lemma that controls the expected Gaussian supremum where the supremum is taken over all unimodal sequences. Lemma 4.2. Fix a positive integer n and a nondecreasing or nonincreasing sequence θ * . For all
Proof. We prove the lemma when θ * ∈ M n is a nondecreasing sequence; the proof when θ * is nonincreasing is analogous. For each 1 ≤ m ≤ n and t > 0 define the random variables
We first note that sup
Applying Lemma A.2 we see that the random variables X m (t) are Lipschitz functions of z with Lipschitz constant t. Hence, using the Gaussian concentration result given in Theorem 4.3 we get for all x > 0 and all 1 ≤ m ≤ n,
A standard argument involving maxima of random variables with sub-Gaussian tails is given in Lemma A.1. Using this lemma and the last equation we get that, for a universal constant C,
Applying Lemma 4.1 to the term max m EX m (t) completes the proof of the lemma.
We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. We start with the basic inequality θ − θ * 2 ≤ 2 z, θ − θ * and rewrite it
This pointwise inequality follows from the fact that θ, among all θ ∈ U, maximizes the expression
Since θ * ∈ U, we then have g( θ) ≥ g(θ * ) = 0 which is equivalent to (4.37). Now, an application of the Cauchy-Schwarz inequality to (4.37) implies
Define the event A 1 = { z 2 < 5n}. By a standard tail inequality for chi squared random variables (Laurent and Massart, 2000) , one can show that
The following argument conditions on the event A 1 throughout. For any t > 0 we can write
We will now control the random variable H t defined above for any t ≥ 1. Writing H t as
we now claim that instead of dividing the inner product term by the variable factor θ − θ * , we can instead divide by the constant factor 2 l t. An application of Lemma ??, stated and proved in the appendix, makes this precise and we can thus write
where w * l = θ * /(2 l+1 ). The random variables W l = sup w l ∈U : w l −w * l ≤t z, w l − w * l are Lipschitz functions of z with Lipschitz constant t as can be seen by applying Lemma A.2. Therefore for each fixed integer 0 ≤ l ≤ log 2 ( √ 5n) the Gaussian concentration result in Theorem 4.3 shows for any x > 0,
Now define the event
A union bound over 0 ≤ l ≤ log 2 ( √ 5n) then gives us
Now, for any 0 ≤ l ≤ log 2 ( √ 5n) we can break up sup w l ∈U : w l −w * l ≤t z, w l − w * l into two parts; the first part where w * is increasing and then the second part where w * is decreasing. We apply Lemma 4.2 to both the parts to obtain
Note that since w * l = θ * /2 l+1 we have V (w * l ) ≤ V (θ * ) and hence we can write for all t ≥ 0,
We thus conclude that conditioned on the event A 2 , for all t ≥ 0,
Together with (4.41) we then obtain the upper bound
for all t ≥ 0. Optimizing over t by setting
then gives us the desired bound on θ − θ * . This bound holds on the set A 1 ∩ A 2 . For any fixed α > 0, set x = 2 log(1 + log 2 ( √ 5n)) + 2α log n to conclude that P (A 2 ) ≥ 1 − n −α . Also by (4.39) we then can conclude
Finally, one can use the standard inequality (a+b+c) 2 ≤ 3(a 2 +b 2 +c 2 ) for nonnegative numbers a, b, c to convert the bound on θ −θ * into a bound on θ −θ * 2 , completing the proof of the theorem.
Adaptive Risk Bound
The goal of this section is to prove Theorem 2.2. The main technical tool is Lemma 3.1, used to show that the local Gaussian width term sup θ∈Un: θ−θ * ≤t z, θ − θ * scales only logarithmically with n when the true θ * is piecewise constant with few pieces. This is the content of our next lemma when θ * is monotone increasing or decreasing.
Lemma 5.1. Let θ * ∈ R n be a monotone nondecreasing sequence in M n with a constant number of pieces s. Fix any α > 0. Then the following upper bound holds simultaneously for all t ≥ 0 with probability not less than 1 − 2n −α :
sup θ∈Un: θ−θ * ≤t z, θ − θ * ≤ 2tσ s log en s + 2tσ 2s(α + 2) log n.
Proof. Note that sup θ∈Un: θ−θ * ≤t z, θ − θ * = max 1≤m≤n X m (t) where X m (t) is defined as
First we control the term X m (t) for each 1 ≤ m ≤ n. Fixing a mode location m we have
where it should be understood that the first term on the right side of the above inequality involves the first m coordinates of the relevant vectors and the last term involves the last n − m coordinates of the relevant vectors. Both the terms on the right side of the last inequality can be controlled similarly so let us demonstrate how to control the first term. 
where the middle equality is due to the fact that θ * is constant over the block B i , and the second equality follows since the space of monotonic sequences is a cone. For notational convenience we denote
for some x > 0 that will be determined below. Note that δ i (z) is a Lipschitz function of z with Lipschitz constant one, as can be seen by applying Lemma A.2. Therefore, using the Gaussian concentration result in Theorem 4.3 and a union bound we can conclude 
Applying the Cauchy-Schwarz inequality to the equation then gives us on the event A m,1 ,
It can now be shown that Eδ i (z) 2 equals σ 2 times the statistical dimension of the monotone cone of dimension |B i |. This equality is shown in the appendix in Lemma A.3. The statistical dimension of the monotone cone in dimension d is defined to be E Π M z 2 where z is a d-dimensional standard Gaussian vector with independent entries and Π M denotes the projection operator onto the cone of nondecreasing sequences. Using known results (see Bellec (2016) ) for the statistical dimension of the monotone cone then gives us
from which we conclude sup θ∈Mm: θ−θ * 1:m ≤t
Since log is a concave function we can upper bound the term inside the square root by Jensen's inequality to write
where we have used m ≤ n, s 1 ≤ s and the fact that the function g(x) = x log(en/x) is increasing for 1 ≤ x ≤ n. Therefore, conditioned on the event A m,1 we have
It is crucial to note that since the event A m,1 does not depend on t, the above inequality holds simultaneously for all t ≥ 0. To control the second term in the right side of (5.1) one can define an analogous event A m,2 for which P(A m,2 ) ≥ 1 − s exp(−x 2 /2).
(5.7)
Then on an event of probability not less than 1 − 4n −α , for all t ≥ 0 we have f θ * (t) ≤2σt s 1 log em * s 1 + 2σt s 2 log e(n − m * ) s 2 + 2 √ 2σt 2(s 1 + s 2 )(α + 2) log n − t 2 2 where we have also used √ s 1 + √ s 2 ≤ √ 2 √ s 1 + s 2 . Since the right side of the last display is a quadratic in t, it can be verified that setting t * = 2σ s 1 log em * s 1 + 2σ s 2 log e(n − m * ) s 2 + 2 √ 2σ 2(s 1 + s 2 )(α + 2) log n yields f θ * (t) < 0 for all t ≥ t * on an event of probability not less than 1 − 4n then finishes the proof of the theorem.
Discussion
We have presented results on adaptivity of the least squares estimator in unimodal sequence estimation. Our results show that the risk is no worse than O(n −2/3 ) uniformly over all unimodal sequences. More interestingly, we have shown that for the same least squares estimator, the risk decays no slower than O s(θ * ) log n/n) where s(θ * ) is the number of "steps" in the true sequence.
Thus, the estimator achieves nearly parametric rates of convergence when the true sequence is simple. Our proof techniques exploit the structure of the space of unimodal sequences as a union of n convex cones (Lemma 3.1), together with a peeling argument that bounds the log-covering number of unimodal sequences in the neighborhood of a monotone sequence (Lemma 4.1). Lemma 3.1 (the "LSE Slicing Lemma") can potentially be used in any estimation problem where the parameter space is a finite union of convex cones and the true mean vector has disjoint pieces lying in the intersection of these cones. It is the key ingredient used in our proof of the adaptive risk bound in Theorem 2.2 for piecewise constant unimodal sequences. Using an appropriate approximation of any unimodal sequence by a piecewise constant unimodal sequence, Theorem 2.2 and the slicing lemma could actually have been used to prove Theorem 2.1, but we would have suffered an extra multiplicative log factor. We instead used a more direct peeling approach that resulted in tighter bounds.
A natural problem for further study is the multidimensional setting, observing that unimodality generalizes as quasiconvexity in dimensions greater than one. It is also important to study oracle inequalities, similar to those obtained for isotonic regression by Chatterjee et al. (2015a) and Bellec (2016) . As remarked in Section 2, however, existing proof techniques exploit convexity through bounds on Gaussian widths and KKT conditions. Our Lemma 3.1 that exploits the structure as a union of convex cones indicates such results may indeed be achievable, but we believe that new proof techniques may be required. Before submitting the final version of this paper we became aware of the fact that such oracle inequalities have recently appeared in Bellec (2015) and Flammarion et al. (2016) . 
