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Abstract—Given a linear dynamical system affected by noise,
we study the problem of optimally placing sensors (at design-
time) subject to a sensor placement budget constraint in order
to minimize the trace of the steady-state error covariance of the
corresponding Kalman filter. While this problem is NP-hard in
general, we consider the underlying graph associated with the
system dynamics matrix, and focus on the case when there is
a single input at one of the nodes in the graph. We provide
an optimal strategy (computed in polynomial-time) to place the
sensors over the network. Next, we consider the problem of
attacking (i.e., removing) the placed sensors under a sensor attack
budget constraint in order to maximize the trace of the steady-
state error covariance of the resulting Kalman filter. Using the
insights obtained for the sensor placement problem, we provide
an optimal strategy (computed in polynomial-time) to attack
the placed sensors. Finally, we consider the scenario where a
system designer places the sensors under a sensor placement
budget constraint, and an adversary then attacks the placed
sensors subject to a sensor attack budget constraint. The resilient
sensor placement problem is to find a sensor placement strategy
to minimize the trace of the steady-state error covariance of
the Kalman filter corresponding to the sensors that survive the
attack. We show that this problem is NP-hard, and provide a
pseudo-polynomial-time algorithm to solve it.
I. INTRODUCTION
In large-scale control system design, one of the key prob-
lems is to place sensors or actuators on the system in order
to achieve certain performance criteria (e.g., [1], [2]). In cases
involving linear systems with process or measurement noise,
researchers have studied how to place sensors (at design-time)
in order to minimize certain metrics of the error covariance of
the corresponding Kalman filter (e.g., [3]–[7]). The problem
has been shown to be NP-hard and inapproximable within
any constant factor in general [8]. This motivates us to
consider special classes of this problem in this paper and
seek polynomial-time algorithms for the optimal sensor place-
ment problem. Specifically, we consider a discrete-time linear
dynamical system whose states represent nodes in a directed
network, and interact according to the topology of the network.
The nodes of the network are possibly affected by stochastic
inputs. Such networked systems with stochastic inputs have
received much attention from researchers recently (e.g., [9]–
[12]). These models encompass diffusion networks (e.g., [13])
that arise in many different areas, including information and
influence diffusion over social networks [14], spreading of
diseases in populations [15], and diffusion of chemicals in
This research was supported by NSF grants CMMI-1635014 and CMMI-
1635184. Lintao Ye and Shreyas Sundaram are with the School of Electrical
and Computer Engineering at Purdue University, West Lafayette, IN 47907
USA. Email: {ye159,sundara2}@purdue.edu. Sandip Roy is with the School
of Electrical Engineering and Computer Science at Washington State Univer-
sity, Pullman, WA 99164 USA. Email: sroy@eecs.wsu.edu.
certain environments [16]. In such applications, estimating the
states of the entire network is an important objective.
In this paper, we focus on the case when there is a single
node of the network that has a stochastic input. Specifically,
we consider the scenario where a system designer can spend
a limited budget on placing sensors (at design-time) over the
network in order to minimize the trace of the steady-state error
covariance of the Kalman filter corresponding to the placed
sensors. A sensor placed at a certain node gives measurements
of the state corresponding to the node. In addition, placing a
sensor at a node incurs a placement cost (which could vary
across the nodes). We refer to this problem as the Graph-based
Kalman Filtering Sensor Placement (GKFSP) problem.
Additionally, the systems that we are interested in mon-
itoring may be targeted by adversaries, where an adversary
can attack a subset of placed sensors. Different types of
attacks have been studied previously, including Denial of
Service (DoS) attacks (e.g., [17], [18]) and false data injection
attacks (e.g., [19], [20]). Here, we consider adversaries that
perform DoS attacks on sensors by simply removing them (or
equivalently, dropping all the measurement data). The goal of
the adversary is to remove a subset of placed sensors under a
budget constraint in order to maximize the trace of the steady-
state error covariance of the Kalman filter corresponding to the
surviving sensors. We assume that attacking a sensor placed
at a node incurs an attack cost (which could also vary across
the nodes). In contrast with existing work in the literature, we
analyze the problem using the graph structure of the systems.
We refer to this problem as the Graph-based Kalman Filtering
Sensor Attack (GKFSA) problem.
Finally, combining the two problems that we considered
above, we formulate and study a resilient sensor placement
problem for the networked system. We assume that the system
designer is aware of the potential attack from an adversary
who chooses to optimally attack the sensors (subject to an
attack budget constraint) deployed by the system designer.
The system designer’s goal is to place sensors (under a
placement budget constraint) among a subset of nodes in order
to minimize the trace of the steady-state error covariance of the
Kalman filter corresponding to the surviving sensors after the
attack. We refer to this problem as the Resilient Graph-based
Kalman Filtering Sensor Placement (RGKFSP) problem.
Contributions
First, we provide an optimal sensor placement strategy for
the GKFSP problem using the graph structure of the system.
Second, leveraging the insights for the GKFSP problem, we
give an optimal sensor attack strategy for the GKFSA problem.
Third, we show that the RGKFSP problem is NP-hard; we
then provide an algorithm based on dynamic programming
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2that can return an optimal solution to general instances of
the RGKFSP problem in pseudo-polynomial time. Although
the results are derived under the assumption that the sensors
give perfect measurements, we show that how to apply these
results to analyze the case with sensor measurement noise
and provide numerical examples. A preliminary version of the
results in this paper was presented in [21], where only the
GKFSP problem was studied for a more restrictive class of
system dynamics matrices.
Related work
The (design-time) sensor placement problem has been
widely studied in the literature. For example, in [6], [22],
the authors considered the Kalman filtering sensor placement
problem over a finite number of time steps. Here, we study
the problem of optimizing steady-state error covariances of the
corresponding Kalman filter. In [7], [8], the authors considered
the same sensor placement problem as the one considered here,
but for general system dynamics. In such cases, they showed
that finding the optimal placement for the general problem is
NP-hard. Thus, in this paper, we impose additional structure
on the problem (by considering the graph representation of
the dynamics) in order to seek optimal solutions. In [23],
[24], the authors studied the sensor placement problem for
estimating a static variable (parameter) that does not change
over time. Here, we study the problem of placing sensors to
estimate the states of a linear dynamical system affected by
stochastic inputs. In contrast to the sensor placement problem
where the set of placed sensors cannot change over time,
the sensor scheduling problem for Kalman filtering has also
received much attention (e.g., [25]–[28]), where different sets
of sensors can be chosen at different time steps.
In networked system settings, the authors in [29] considered
the sensor placement problem for continuous-time diffusion
dynamics, and applied the Wiener filter to estimate the system
states using sensor measurements. Here, we consider discrete-
time networked system dynamics and apply the Kalman filter
to estimate the system states. The authors in [10]–[12] studied
the leader selection problem in consensus networks with
stochastic inputs. The problem is to select a subset of nodes
whose states are fixed over time in order to minimize the
H2 norm of the system states at steady state. In contrast, we
consider the problem of placing sensors among the nodes of
systems with more general dynamics in order to minimize the
trace of the steady-state error covariance of the Kalman filter.
Although both of the sensor placement and the sensor attack
problems have received much attention from researchers, the
resilient sensor placement is less explored. The authors in [30]
considered the problem of resilient maximization of monotone
submodular set functions under a cardinality constraint on
the sets. They proposed a polynomial-time approximation
algorithm for the problem with performance bounds that
depend on the curvature of the objective function. In [31], the
authors considered a resilient observation selection problem.
The problem is to resiliently select observations of a scalar
Gaussian process given that some of the selected observations
could be removed by an adversary. The authors showed that
this problem is NP-hard and proposed a greedy algorithm
with a provable performance guarantee. Here, we consider
the resilient sensor placement problem for Kalman filtering of
(vector) linear dynamical systems subject to general knapsack
constraints. While we show this problem is NP-hard, we give
an algorithm based on dynamic programming to solve the
problem optimally in pseudo-polynomial time [32].
Notation and terminology
The sets of integers and real numbers are denoted as Z and
R, respectively. For any x ∈ R, let bxc denote the greatest
integer that is less than or equal to x. For a matrix P ∈ Rn×n,
let PT denote its transpose, Pij (or (P )ij) denote the element
in the ith row and jth column of P , and Pi denote the ith row
of P . Let 0m×n denote a zero matrix; the subscript is dropped
if the dimension of the matrix is clear from the context. The
identity matrix of dimension n is denoted as In. A positive
semi-definite matrix P is denoted by P  0 and P  Q if P−
Q  0. The set of n by n positive definite (resp., positive semi-
definite) matrices is denoted by Sn++ (resp., Sn+). For a vector
x, denote its ith element as xi, and let supp(x) be its support,
where supp(x) = {i : xi 6= 0}. Define ei to be a column
vector where the ith element is 1 and all the other elements
are zero; the dimension of the vector can be inferred from the
context. We use E[x] to denote the expectation of a random
variable (vector) x. For a set A, let |A| be its cardinality. Given
two functions ϕ1 : R≥0 → R and ϕ2 : R≥0 → R, ϕ1(n) is
O(ϕ2(n)) if there exist positive constants c and N such that
|ϕ1(n)| ≤ c|ϕ2(n)| for all n ≥ N .
II. PROBLEM FORMULATION
We begin with the following definitions from graph theory.
Further details can be found in, for example, [33] and [34].
Definition 1: For any given matrix A ∈ Rn×n, the directed
graph of A, denoted as G(A), is defined as the directed graph
on n vertices (or nodes) x1, x2, . . . , xn such that for all i, j ∈
{1, 2, . . . , n}, there is a directed edge in G(A) from xj to
xi, denoted as (xj , xi), if and only if Aij 6= 0. Denoting
the set of vertices and the set of edges of G(A) as X (A) ,
{x1, x2, . . . , xn} and E(A), respectively, the graph G(A) is
also denoted as G(A) = {X (A), E(A)}.
Definition 2: Consider a directed graph G = {X , E}, where
X , {x1, x2, . . . , xn}. A directed path from xi0 to xit is a se-
quence of directed edges (xi0 , xi1), (xi1 , xi2), . . . , (xit−1 , xit)
in G. The ordered list of vertices in the directed path is
xi0 , xi1 , . . . , xit . The length of a directed path is the number
of directed edges in the directed path. A cycle is a directed
path that begins and ends at the same vertex which occurs
exactly twice in the ordered list of vertices in the directed
path, and no other vertices occur more than once in the list.
A cycle of length 1 is a self-loop at the corresponding vertex.
Definition 3: Consider a directed graph G = {X , E}. For
any pair of distinct vertices xi, xj ∈ X such that there exists
a directed path from xi to xj , the distance from xi to xj ,
denoted as lij , is defined as the shortest length over all such
paths. Define lmm = 0 for all xm ∈ X .
Definition 4: A directed graph G = {X , E} is strongly
connected if for all pairs of distinct vertices xi, xj ∈ X , there
is a directed path from xj to xi in G.
3We start with a general system model. Consider a ma-
trix A ∈ Rn×n with the associated graph G(A) =
{X (A), E(A)} (given in Definition 1). Suppose that I ,
{xi0 , xi1 , . . . , xin1−1} ⊆ X (A) is the set of nodes that have
stochastic inputs, where n1 ∈ Z≥1. We then consider the
following discrete-time linear system:
x[k + 1] = Ax[k] +Bw[k], (1)
where x[k] ∈ Rn is the system state at time step k, and
B ,
[
ei0 · · · ein1−1
] ∈ Rn×n1 is the input matrix. The
stochastic input w[k] ∈ Rn1 is a zero-mean white noise
process with E[w[k](w[k])T ] = W ∈ Sn1+ . The initial state
x[0] is a random vector with mean x¯0 ∈ Rn and covariance
Π0 ∈ Sn+, and is assumed to be independent of w[k] for
all k ∈ Z≥0. Each state of the system, denoted as xi[k], is
associated with node xi in G(A). As we mentioned in the intro-
duction, [8] showed that the Kalman filtering sensor placement
problem cannot be approximated within any constant factor
in polynomial time (if P6=NP) for general system dynamics
matrices even when the measurement noise is zero. Moreover,
under the networked system setting, [21] showed that if there
are multiple input nodes in the graph, the Kalman filtering
sensor placement problem becomes NP-hard even when the
graph only contains a set of disjoint paths of length three and
each path has a single input node. Hence, in order to bypass
these inherent complexity issues, we focus on networked
systems with a single input node xi0 ∈ X (A) (i.e., B = ei0
and E[(w[k])2] = σ2w ∈ R≥0), and seek efficient algorithms
to optimally solve the corresponding sensor placement, sensor
attack, and resilient sensor placement problems. We assume
throughout this paper that the pair (A,Bσw) is stabilizable.
The generality of this assumption will be justified later.
A. The Sensor Placement Problem
First, suppose that there is a system designer who can
choose a subset of the vertices of the graph G(A) at which to
place sensors under a budget constraint. Specifically, a sensor
placed at node xi ∈ X (A) has a placement cost hi ∈ Z≥0; de-
fine the sensor placement cost vector as h ,
[
h1 · · · hn
]T
.
The designer has a sensor placement budget H ∈ Z≥0 that can
be spent on placing sensors at the nodes of G(A). A sensor
that is placed at node xi ∈ X (A) gives a measurement
yi[k] = Cix[k] + vi[k], (2)
where Ci = eTi and vi[k] ∈ R is a zero-mean white noise
process. We further define y[k] ,
[
y1[k] · · · yn[k]
]T
, C ,[
CT1 · · · CTn
]T
and v[k] ,
[
v1[k] · · · vn[k]
]T
. Thus, the
output provided by all sensors together is given by
y[k] = Cx[k] + v[k], (3)
where C = In. We denote E[v[k](v[k])T ] = V ∈ Sn+ and
consider E[v[k](w[j])T ] = 0, ∀k, j ∈ Z≥0. The initial state
x[0] is also assumed to be independent of v[k] for all k ∈ Z≥0.
After the sensors are placed, the Kalman filter is then
applied to provide an estimate of the states using the mea-
surements from the installed sensors. We define a vector
µ ∈ {0, 1}n as the indicator vector indicating the vertices
where sensors are placed. Specifically, µi = 1 if and only if a
sensor is placed at node xi ∈ X (A). Denote C(µ) as the mea-
surement matrix of the installed sensors indicated by µ, i.e.,
C(µ) ,
[
CTi1 · · · CTip
]T
, where supp(µ) = {i1, . . . , ip} ⊆
{1, . . . , n}. Similarly, denote V (µ) as the measurement noise
covariance matrix of the installed sensors, i.e., V (µ) =
E[v˜[k](v˜[k])T ], where v˜[k] ,
[
(v[k])i1 · · · (v[k])ip
]T
. The
a priori and the a posteriori error covariance matrices of
the Kalman filter at time step k, when the sensors indicated
by µ are placed, are denoted as Σk/k−1(µ) and Σk/k(µ),
respectively. The initial a priori error covariance is set as
Σ0/−1(µ) = Π0. The limit Σ(µ) , limk→∞Σk+1/k (also
known as the steady-state a priori error covariance), if it exists,
satisfies the discrete algebraic Riccati equation (DARE) [35]:
Σ(µ) = AΣ(µ)AT + σ2wBB
T−
AΣ(µ)C(µ)T
(
C(µ)Σ(µ)C(µ)T + V (µ)
)−1
C(µ)Σ(µ)AT ,
(4)
where σ2w ∈ R≥0 and B = ei0 . The limit Σ∗(µ) ,
limk→∞Σk/k(µ) (also known as the steady-state a posteriori
error covariance), if it exists, satisfies the following equations
[36]:
Σ∗(µ) = Σ(µ)−
Σ(µ)C(µ)T
(
C(µ)Σ(µ)C(µ)T + V (µ)
)−1
C(µ)Σ(µ), (5)
and
Σ(µ) = AΣ∗(µ)AT + σ2wBB
T . (6)
The inverses in Eq. (4) and (5) are interpreted as the Moore-
Penrose pseudo-inverses (which we denote using the notation
“†”) if the arguments are not invertible [35]. We will use the
following result from [35].
Lemma 1: For a given indicator vector µ, Σk/k−1(µ) (resp.,
Σk/k(µ)) will converge, as k → ∞, to a finite limit Σ(µ)
(resp., Σ∗(µ)), regardless of the initial covariance Σ0/−1(µ),
if and only if the pair (A,C(µ)) is detectable and the pair
(A,Bσw) is stabilizable. Furthermore, if the limit Σ(µ) (resp.,
Σ∗(µ)) exists, it is also the only positive semi-definite solution
to Eq. (4) (resp., Eq. (5)).
When the pair (A,C(µ)) is not detectable, we define the
limits Σ(µ) = +∞ and Σ∗(µ) = +∞. The priori and
posteriori Graph-based Kalman Filtering Sensor Placement
(GKFSP) problems are defined as follows.
Problem 1: (Priori and Posteriori GKFSP) Consider a
system dynamics matrix A ∈ Rn×n with the associated
graph G(A) = {X (A), E(A)}, a single vertex xi0 ∈ X (A)
that has a stochastic input with variance σ2w ∈ R≥0, the
measurement matrix C = In (containing all of the individ-
ual sensor measurement matrices), a sensor noise covariance
matrix V ∈ Sn+, a sensor placement cost vector h ∈ Zn≥0 and
a sensor placement budget H ∈ Z≥0. The priori Graph-based
Kalman Filtering Sensor Placement (GKFSP) problem is to
find the sensor placement µ, i.e., the indicator vector µ of the
vertices where sensors are placed, that solves
min
µ∈{0,1}n
trace(Σ(µ))
s.t. hTµ ≤ H,
4where Σ(µ) is given by Eq. (4) if the pair (A,C(µ)) is
detectable, and Σ(µ) = +∞ otherwise. The posteriori GKFSP
Problem is to find the sensor placement µ that solves
min
µ∈{0,1}n
trace(Σ∗(µ))
s.t. hTµ ≤ H,
where Σ∗(µ) is given by Eq. (5) if the pair (A,C(µ)) is
detectable, and Σ∗(µ) = +∞ otherwise.
B. The Sensor Attack Problem
Suppose that the sensors indicated by the sensor placement
µ ∈ {0, 1}n are placed and installed by the system designer,
and there is an adversary who aims to attack (i.e., remove) a
subset of the installed sensors. To attack a sensor placed at
node xi ∈ X (A), the adversary needs to pay a cost fi ∈ Z≥0.
Define the sensor attack cost vector as f ,
[
f1 · · · fn
]T
.
The adversary has a total sensor attack budget F ∈ Z≥0 for
attacking the installed sensors. We define a vector ν ∈ {0, 1}n
as the indicator vector indicating the subset of sensors that
are attacked, where νi = 1 if and only if the sensor at
xi ∈ X (A) is attacked. Note that supp(ν) ⊆ supp(µ) is
always assumed implicitly in the sequel. Denote the matrix
C(µ \ ν) as the measurement matrix of the surviving sensors
corresponding to µ and ν, i.e., C(µ\ν) , [CTj1 · · · CTjq]T ,
where {j1, . . . , jq} = supp(µ) \ supp(ν). Denote supp(µ) \
supp(ν) , supp(µ \ ν). Similarly, define V (µ \ ν) as the
measurement noise covariance of the surviving sensors. The
Kalman filter is then applied based on the measurements of the
surviving sensors. The resulting a priori and a posteriori error
covariances of the Kalman filter at time step k are denoted as
Σk/k−1(µ \ ν) and Σk/k(µ \ ν), respectively, whose limits as
k →∞ are denoted as Σ(µ \ ν) and Σ∗(µ \ ν), respectively.
The priori and posteriori Graph-based Kalman Filtering
Sensor Attack (GKFSA) problems are then defined as follows.
Problem 2: (Priori and Posteriori GKFSA) Consider a
system dynamics matrix A ∈ Rn×n with the associated graph
G(A) = {X (A), E(A)}, a single vertex xi0 ∈ X (A) that has
a stochastic input with variance σ2w ∈ R≥0, the measurement
matrix C = In (containing all of the individual sensor mea-
surement matrices), a sensor noise covariance matrix V ∈ Sn+,
a sensor attack cost vector f ∈ Zn≥0, a sensor attack budget
F ∈ Z≥0, and a sensor placement vector µ ∈ {0, 1}n. The
priori Graph-based Kalman Filtering Sensor Attack (GKFSA)
problem is to find the sensor attack ν, i.e., the indicator vector
ν of the vertices where the installed sensors (indicated by µ)
are attacked, that solves
max
ν∈{0,1}n
trace(Σ(µ \ ν))
s.t. fT ν ≤ F,
where Σ(µ \ ν) is given by Eq. (4) if the pair (A,C(µ \ ν))
is detectable, and Σ(µ \ ν) = +∞ otherwise. The posteriori
GKFSA problem is to find the sensor attack ν that solves
max
ν∈{0,1}n
trace(Σ∗(µ \ ν))
s.t. fT ν ≤ F,
where Σ∗(µ \ ν) is given by Eq. (5) if the pair (A,C(µ \ ν))
is detectable, and Σ∗(µ \ ν) = +∞ otherwise.
C. The Resilient Sensor Placement Problem
We next consider the scenario where the system designer is
aware of the potential attack from a strategic adversary (who
can perform optimal sensor attacks under budget constraints),
and aims to choose a resilient sensor placement.We first define
feasible sensor placements for the system designer as follows.
Definition 5: A sensor placement µ ∈ {0, 1}n is said to
be feasible if hTµ ≤ H (i.e., the sensor placement budget
constraint is satisfied), and for all ν ∈ {0, 1}n such that fT ν ≤
F , supp(µ \ ν) 6= ∅ (i.e., for all sensor attacks that satisfy the
sensor attack budget constraint, at least one sensor indicated
by µ is left over by the adversary).
Remark 1: Note that if a sensor placement µ is not feasible,
there is an attack (satisfying the attacker’s budget constraint)
such that that the pair (A,C(µ \ ν)) is not detectable if the
system dynamics matrix A is not stable.
The priori and posteriori Resilient Graph-based Kalman
Filtering Sensor Placement (RGKFSP) problems are then
given by the following.
Problem 3: (Priori and Posteriori RGKFSP) Consider a
system dynamics matrix A ∈ Rn×n with the associated graph
G(A) = {X (A), E(A)}, a single vertex xi0 ∈ X (A) that has
a stochastic input with variance σ2w ∈ R≥0, the measurement
matrix C = In (containing all of the individual sensor mea-
surement matrices), a sensor noise covariance matrix V ∈ Sn+,
a sensor placement cost vector h ∈ Zn≥0, a sensor placement
budget H ∈ Z≥0, a sensor attack cost vector f ∈ Zn≥0, and
a sensor attack budget F ∈ Z≥0. The priori Resilient Graph-
based Kalman Filtering Sensor Placement (RGKFSP) problem
is to find the sensor placement µ that solves
min
µ∈{0,1}n
max
ν∈{0,1}n
trace(Σ(µ \ ν))
s.t. hTµ ≤ H, and fT ν ≤ F,
where Σ(µ \ ν) is given by Eq. (4) if the pair (A,C(µ \ ν))
is detectable, and Σ(µ \ ν) = +∞ otherwise. The posteriori
RGFKSP problem is to find the sensor placement µ that solves
min
µ∈{0,1}n
max
ν∈{0,1}n
trace(Σ∗(µ \ ν))
s.t. hTµ ≤ H, and fT ν ≤ F,
where Σ∗(µ \ ν) is given by Eq. (5) if the pair (A,C(µ \ ν))
is detectable, and Σ∗(µ \ ν) = +∞ otherwise.
III. SOLVING THE GKFSP AND GKFSA PROBLEMS
In this section, we provide algorithms to optimally solve
the GKFSP and GKFSA problems, respectively, when the
sensor noise covariance is V = 0n×n. We will make the
following assumptions on the instances of the GKFSP and
GKFSA problems in the sequel.
Assumption 1: The pair (A,Bσw) is assumed to be stabi-
lizable. The pair (A,C(µ)) is assumed to be detectable for all
sensor placements µ ∈ {0, 1}n with supp(µ) 6= ∅.
Assumption 2: The graph G(A) = {X (A), E(A)} (associ-
ated with the system dynamics matrix A ∈ Rn×n) is assumed
5to satisfy the property that for all xj ∈ X (A) and xj 6= xi0 ,
there exists a directed path from xi0 to xj . The system
dynamics matrix A is assumed to satisfy (Am)ji0 6= 0 if
li0j = m, where li0j is the distance from xi0 to xj .
Remark 2: Note that Assumptions 1-2 are satisfied by large
classes of systems. For example, it was shown in [37] that
Assumption 1 holds if the system dynamics matrix A is row-
stochastic and irreducible.1 Assumption 2 holds if the system
dynamics matrix A is nonnegative and irreducible [34]. Since
any row-stochastic matrix is also nonnegative, Assumptions
1-2 hold for any system dynamics matrix A that is row-
stochastic and irreducible. Furthermore, using techniques in
control theory pertaining to linear structured systems (e.g.,
[38], [39]), one can show that Assumption 1 holds for almost
any system dynamics matrix A such that the graph G(A) is
strongly connected, using approaches from [40], [41]. Specif-
ically, one can consider the system dynamics matrix A to be
structured, i.e., each entry of the system dynamics matrix A is
either a fixed zero or an independent free parameter (which can
attain any real value including zero), where the graph G(A)
is defined according to the free parameters of the structured
matrix A. One can then show that the set of parameters for
which Assumption 1 does not hold has Lebesgue measure
zero. Moreover, using similar techniques to those above and
the result from [34] that shows that Assumption 2 holds for
all nonnegative irreducible matrices A, one can show that
Assumption 2 holds for almost any choice of free parameters
in the structured matrix A such that the graph G(A) is strongly
connected. Note that the systems where Assumptions 1-2 hold
are not limited to the cases described above.
Remark 3: We can generalize our analysis to system dynam-
ics matrices A where G(A) has multiple strongly connected
components [33]. Suppose that the input node can only reach
(via directed paths in G(A)) nodes that are in the same strongly
connected component. Then, under Assumption 1, we only
need to consider the strongly connected component of G(A)
that contains the input node, since one can show that the mean
square estimation error of the Kalman filter remains zero for
the states corresponding to nodes that are not in the strongly
connected component containing the input node.
The first main result of this section is as follows.
Theorem 1: Consider a system dynamics matrix A ∈ Rn×n
with the associated graph G(A) = {X (A), E(A)}, a single
vertex xi0 ∈ X (A) that has a stochastic input with variance
σ2w ∈ R≥0, the measurement matrix C = In (containing all of
the individual sensor measurement matrices), and the sensor
noise covariance matrix V = 0n×n. Suppose that Assumptions
1-2 hold. For any sensor placement µ ∈ {0, 1}n such that
supp(µ) 6= ∅, denote ζ = minj∈supp(µ) li0j ≥ 0, where li0j
is the distance from vertex xi0 to vertex xj . The following
expressions hold:
Σ(µ) = σ2w
ζ∑
m=0
AmBBT (AT )m, (7)
1Note that the matrix A is irreducible if and only if the graph G(A) is
strongly connected [34].
and
Σ∗(µ) =
 σ
2
w
ζ−1∑
m=0
AmBBT (AT )m if ζ ≥ 1,
0 if ζ = 0,
(8)
where Σ(µ) (resp., Σ∗(µ)) is the steady-state a priori (resp.,
a posteriori) error covariance of the corresponding Kalman
filter, and B = ei0 .
Proof: The existence of Σ(µ) and Σ∗(µ) follows directly
from Lemma 1 and Assumption 1. Considering any sensor
placement µ such that ζ ≥ 1, i.e., sensors are not placed at
the input vertex xi0 , we first prove Eq. (7) by verifying that
Eq. (7) satisfies Eq. (4). Note that Ci = eTi for all xi ∈ X (A).
Denote Xµ ⊆ X (A) as the set of vertices indicated by µ where
sensors are placed and Xζ ⊆ X (A) as the set of vertices that
have distance ζ from the input vertex xi0 . Since performing
elementary row operations on C(µ) does not change Σ(µ),
we assume without loss of generality that µ =
[
µT1 µ
T
2
]T
such that µ1 = 1|Xζ∩Xµ| and µ2 ∈ {0, 1}n−|Xζ∩Xµ|. In
other words, µ1 contains all sensors placed at vertices that
have distance ζ from the input vertex xi0 , and li0j > ζ for
all j ∈ supp(µ2). The corresponding measurement matrix is
given by C(µ) =
[
C(µ1)
C(µ2)
]
, where C(µ1) ∈ R|supp(µ1)|×n and
C(µ2) ∈ R|supp(µ2)|×n. Substituting Eq. (7) into the right hand
side (RHS) of Eq. (4), we obtain:
RHS of Eq. (4)
= σ2w
ζ+1∑
m=1
AmBBT (AT )m + σ2wBB
T − σ2wAζ+1BBT (AT )ζ
× (C(µ))T (C(µ)AζBBT (AT )ζ(C(µ))T )†
× C(µ)AζBBT (AT )ζ+1 (9)
= σ2w
ζ+1∑
m=0
AmBBT (AT )m − σ2wAζ+1BBT (AT )ζ
× [(C(µ1))T (C(µ2))T ]( [C(µ1)C(µ2)
]
AζBBT (AT )ζ
× [(C(µ1))T (C(µ2))T ])† [C(µ1)C(µ2)
]
AζBBT (AT )ζ+1
= σ2w
ζ+1∑
m=0
AmBBT (AT )m − σ2wAζ+1B
× [BT (AT )ζ(C(µ1))T 01×|supp(µ2)|]
×
[
(C(µ1)A
ζBBT (AT )ζ(C(µ1))
T )† 0
0 0
]
×
[
C(µ1)A
ζB
0|supp(µ2)|×1
]
BT (AT )ζ+1 (10)
= σ2w
ζ+1∑
m=0
AmBBT (AT )m − σ2wAζ+1BBT (AT )ζ(C(µ1))T
× (C(µ1)AζBBT (AT )ζ(C(µ1))T )†C(µ1)AζBBT (AT )ζ+1,
(11)
where Eq. (9) uses the fact that (Am)ji0 = 0 for all
j ∈ supp(µ) whenever m ∈ {0, 1, . . . , ζ − 1}, which implies
6that C(µ)AmB = 0 for all m ∈ {0, 1, . . . , ζ − 1}. Similarly,
Eq. (10) follows from the fact that C(µ2)AmB = 0 for all
m ∈ {0, 1, . . . , ζ}. Denoting ψ , C(µ1)AζB ∈ R|supp(µ1)|
and noting that ψ 6= 0 from Assumption 2, one can show that
ψT (ψψT )†ψ = 1. We then have from Eq. (11):
RHS of Eq. (4)
= σ2w
ζ+1∑
m=0
AmBBT (AT )m − σ2wAζ+1BBT (AT )ζ+1
= σ2w
ζ∑
m=0
AmBBT (AT )m.
Since σ2w
∑ζ
m=0A
mBBT (AT )m  0, we know from Lemma
1 that the limit Σ(µ) is given by Eq. (7). We then obtain from
Eq. (6) that the limit Σ∗(µ) is given by Eq. (8) (when ζ ≥ 1).
Next, we consider any sensor placement µ such that ζ = 0,
i.e., a sensor is placed at the input vertex xi0 . Using similar
arguments to those above, we can also show that Eq. (7)-(8)
hold when ζ = 0. This completes the proof of the theorem.
To verify the results in Theorem 1, let us consider the
following example.
Example 1: Consider the graph in Fig. 1, where x2 is the
input node (i.e., B = e2) with variance σ2w = 1. Suppose
A =
[
0.5 2.1 0 0
0.3 0 1.5 0
0 0.6 0 0.5
0 0 −0.8 1
]
, C = I4 and V = 04×4. Denote
µ2 = [0 1 0 0]
T and µ4 = [0 0 0 1]T . It can be verified
that Σ(µ2) =
[
0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
]
= BBT , Σ∗(µ2) = 04×4, Σ(µ4) =[
5.5125 1.6065 1.26 −0.504
1.6065 3.3409 0 −0.7344
1.26 0 0.36 0−0.504 −0.7344 0 0.2304
]
=
∑2
m=0A
mBBT (AT )m and
Σ∗(µ4) =
[
4.41 0 1.26 0
0 1 0 0
1.26 0 0.36 0
0 0 0 0
]
=
∑1
m=0A
mBBT (AT )m, as pro-
vided by Theorem 1.
Fig. 1: Graph for Example 1
A. An Optimal Solution to GKFSP
Using the above discussions, we give the following result
that characterizes an optimal solution to GKFSP (Problem 1).
Theorem 2: Supposing that Assumptions 1-2 hold, an op-
timal solution, denoted as µ∗, to the priori (resp., posteriori)
GKFSP problem is to place a single sensor at a vertex xj in
order to minimize li0j , i.e., the distance from the input vertex
xi0 to xj , while satisfying the budget constraint.
Proof: Under Assumptions 1-2, we first note from Eq.
(7)-(8) that the a priori and the a posteriori error covariance
matrices only depend on ζ, i.e., the shortest distance from the
input node to the sensor nodes. Hence, it is sufficient to con-
sider sensor placements µ ∈ {0, 1}n such that |supp(µ)| = 1
in terms of minimizing the trace of the a priori (resp., a
posteriori) steady-state error covariance of the Kalman filter.
Moreover, we know from Eq. (7) in Theorem 1 that Σ(µ) =
σ2w
∑ζ
m=0A
mBBT (AT )m, where ζ = minj∈supp(µ) li0j . Not-
ing that the matrix AmBBT (AT )m is positive semi-definite
for all m ∈ Z≥0, it follows that trace(AmBBT (AT )m) ≥ 0
for all m ∈ Z≥0. Hence, trace(Σ(µ)) is minimized by finding
a sensor placement µ∗ with |supp(µ∗)| = 1 such that ζ
is minimized while satisfying the budget constraint. Using
similar arguments, we can show that µ∗ is also an optimal
solution to the posteriori GKFSP problem.
Based on Theorem 2, we can find the optimal solution
µ∗ to the priori (resp., posteriori) GKFSP problem using
polynomial-time algorithms such as the Breadth-First Search
(BFS) algorithm which runs in time O(n+ |E(A)|) [42].
B. An Optimal Solution to GKFSA
Given a sensor placement µ, we know from the insights
obtained above for GKFSP that the steady-state a priori and
the a posteriori error covariances of the Kalman filter (after
an attack that removes some of those sensors) only depend
on the surviving sensors that have the shortest distance from
the input vertex xi0 . We then have the following result whose
proof is similar to that of Theorem 2 and is thus omitted.
Theorem 3: Suppose that Assumptions 1-2 hold. Given a
sensor placement µ, an optimal solution, denoted as ν∗, to
the priori (resp., posteriori) GKFSA problem can be found by
maximizing the shortest distance from the input vertex xi0 to
the surviving sensors, i.e., solving the following optimization
problem
max
ν∈{0,1}n
min
j∈supp(µ\ν)
li0j
s.t. fT ν ≤ F,
(12)
where li0j is the distance from vertex xi0 to vertex xj , and
li0j = +∞ if supp(µ \ ν) = ∅.
The optimal solution ν∗ to the priori (resp., posteriori)
GKFSA problem described by Theorem 3 can be found as
follows. Given a sensor placement µ, the adversary starts by
inspecting the placed sensors (indicated by µ) that have the
shortest distance from the input vertex xi0 . The adversary will
remove all of these sensors if the sum of the corresponding
sensor attack costs is less than or equal to the budget constraint
F , and terminate the process if otherwise. The above process
is then repeated for the placed sensors that have the second
shortest distance from the input vertex xi0 , based on the
remaining budget. This process continues with the placed
sensors that have the third shortest distance from the input
vertex xi0 , etc. Hence, polynomial-time algorithms such as the
BFS algorithm can be used to find the optimal sensor attack
ν∗ for the adversary in time O(n+ |E(A)|).
IV. SOLVING THE RGKFSP PROBLEM
We now turn to the RGKFSP problem (Problem 3). Recall
that Theorem 2 showed that it is enough to consider only
sensor placements µ with |supp(µ)| = 1 for the GKFSP
problem (i.e., the system designer does not necessarily need
to utilize all of the sensor placement budget H). However, an
optimal sensor placement µ∗ for the RGKFSP problem does
not necessarily satisfy |supp(µ∗)| = 1, since the adversary
could have enough budget to remove the single sensor placed
by the system designer, which causes the trace of the a priori
(resp., a posteriori) error covariance of the Kalman filter to
7be infinite (if the system dynamics matrix A is not stable).
Note that the steady-state a priori and the a posteriori error
covariance matrices of the Kalman filter (after the attack) only
depend on the surviving sensors that have the shortest distance
from the input vertex xi0 . Using similar arguments to those
for Theorems 2-3, we have that an optimal solution to the
RGKFSP problem can be found by minimizing the shortest
distance from the input vertex xi0 to the sensors after the
corresponding optimal sensor attack, and a sensor placement
µ∗ is optimal for the priori RGKFSP problem if and only if
it is optimal for the posteriori RGKFSP problem.
We thus focus on the priori RGKFSP problem in this
section. Although we provided polynomial-time algorithms to
solve the GKFSP and GKFSA problems, we will show that the
RGKFSP problem is NP-hard, i.e., there exist classes of the
RGKFSP problem that cannot be solved by any polynomial-
time algorithm if P6=NP. To do this, we first recall from
Remark 2 that Assumptions 1-2 hold for any system dynamics
matrix A that is row-stochastic and irreducible. Therefore, Eq.
(7) and Eq. (8) in Theorem 1 also hold for such A matrices.
To show that the RGKFSP problem is NP-hard, we reduce
the subset sum problem [32] to RGKFSP.
Definition 6: An instance of the subset sum problem is given
by a finite set U and a positive integer K, where each s ∈ U
has a size κ(s) ∈ Z>0.
We use the following result from [32].
Lemma 2: Given an instance of the subset sum problem as
described in Definition 6, the problem of determining whether
there is a subset U ′ ⊆ U such that ∑s∈U ′ κ(s) = K is NP-
complete.
We are now in place to prove the following result.
Theorem 4: The RGKFSP problem is NP-hard even when
both of the following two conditions are satisfied: (1) the
sensor placement cost and the sensor attack cost satisfy
hi = fi for all i ∈ {1, 2, . . . , n}, and (2) there is a feasible
sensor placement for the system designer.
Proof: We prove the result by giving a polynomial-
time reduction from the subset sum problem. Consider any
instance of the subset sum problem defined in Definition 6.
Denote U = {s1, s2, . . . , s|U |}. Denote the number of bits
of the binary representation of the positive integer K as
b(K), i.e., b(K) , blog2(K)c + 1. We then construct an
instance of the priori RGKFSP problem as follows. The sys-
tem dynamics matrix A ∈ R(|U |+b(K))×(|U |+b(K)) is chosen
such that the graph G(A) is an undirected path of length
|U | + b(K) − 1. Specifically, we set Aij = Aji = 13 for
all i ∈ {1, 2, . . . , |U | + b(K) − 1} and j = i + 1, Amm = 13
for all m ∈ {2, 3, . . . , |U |+b(K)−1}, Amm = 23 for all m ∈{1, |U |+ b(K)}, and all the other entries in A are zero. The
vertex x1 is set as the only vertex that has the stochastic input
with variance σ2w = 1. The sensor placement cost vector is set
as hi = κ(si) for all i ∈ {1, 2, . . . , |U |}, and hi = 2i−|U |−1
for all i ∈ {|U |+1, |U |+2, . . . , |U |+b(K)}. The sensor attack
cost is set as fi = hi for all i ∈ {1, 2, . . . , |U |+ b(K)}. Note
that the sensor placement vector and the sensor attack vector
are given by µ ∈ {0, 1}|U |+b(K) and ν ∈ {0, 1}|U |+b(K),
respectively. The sensor placement budget of the system
designer is set as H = K, and the sensor attack budget of
the adversary is set as F = K − 1. We also note that the
matrix A that we constructed is row-stochastic and irreducible.
Therefore, Eq. (7) in Theorem 1 holds for the A matrix that
we constructed. We claim that the answer to the given subset
sum instance is “yes” if and only if the optimal solution to the
constructed instance of the priori RGKFSP problem, denoted
as µ∗, satisfies trace(Σ(µ∗\ν∗)) ≤ trace(∑|U |−1i=0 AiBBTAi),
where ν∗ is the optimal sensor attack given µ∗.
Suppose that the answer to the given subset sum instance is
“yes”, i.e., there exists U ′ ⊆ U such that ∑s∈U ′ κ(s) = K.
It follows that for the instance of the priori RGKFSP problem
as constructed above, there exists a sensor placement vector
µ˜ such that
∑|U |
i=1 hiµ˜i = K ≤ H . Therefore, for any sensor
attack ν˜ that satisfies the sensor attack budget constraint, i.e.,∑|U |
i=1 fiν˜i ≤ F = K−1, we have supp(µ˜\ν˜)∩{1, . . . , |U |} 6=
∅, which implies that there exists j ∈ {1, . . . , |U |} such that
j ∈ supp(µ˜ \ ν˜). Noting that AmBBTAm  0 for all m ∈
Z≥0 and l1j = j − 1 ≤ l1|U | = |U | − 1, it then follows
from Eq. (7) that trace(Σ(µ˜\ν˜)) ≤ trace(∑j−1i=0 AiBBTAi) ≤
trace(
∑|U |−1
i=0 A
iBBTAi), for any sensor attack ν˜ such that∑|U |
i=1 fiν˜i ≤ F . Since trace(Σ(µ∗ \ ν∗)) ≤ trace(Σ(µ˜ \ ν˜)),
we have trace(Σ(µ∗ \ ν∗)) ≤ trace(∑|U |−1i=0 AiBBTAi).
Conversely, suppose that the answer to the subset sum
instance is “no”, i.e., for any U ′ ⊆ U , we have ∑s∈U ′ κ(s) 6=
K. Considering the instance of the priori RGKFSP problem
we constructed, for any sensor placement vector µ such that∑|U |+b(K)
i=1 hiµi ≤ H = K, we have
∑|U |
i=1 hiµi 6= K,
which implies
∑|U |
i=1 hiµi ≤ K − 1. Denote
∑|U |
i=1 hiµi ,
K|U |. Therefore, for any sensor placement vector µ with∑|U |+b(K)
i=1 hiµi ≤ H , there exists an attack νˆ such that∑|U |
i=1 fiνˆi = K|U | ≤ K − 1, which implies supp(µ \
νˆ) ∩ {1, 2, . . . , |U |} = ∅. Moreover, note that K = H ≥
H − K|U | > F − K|U |. Since we set the sensor place-
ment cost vector and the sensor attack cost vector to satisfy
hi = fi = 2
i−|U |−1 for all i ∈ {|U | + 1, |U | + 2, . . . , |U | +
b(K)}, where b(K) is the number of bits for the binary
representation of K, we have that for any U ′ ⊆ U , there
exists U¯ ′ ⊆ {|U | + 1, |U | + 2, . . . , |U | + b(K)} such that∑
s∈U ′ κ(s) +
∑
i∈U¯ ′ hi = H . Therefore, the system designer
can always use all the sensor placement budget by placing
sensors at an appropriate subset of the vertices in the vertex
set {x|U |+1, x|U |+2, . . . , x|U |+b(K)} and guarantee to have
at least one sensor left after any attack that satisfies the
sensor attack budget constraint. Formally, we have that for any
sensor placement µ with
∑|U |+b(K)
i=1 hiµi = H , there exists
j′ ∈ {|U | + 1, . . . , |U | + b(K)} such that j′ ∈ supp(µ \ ν),
where ν is any sensor attack satisfying the sensor attack
budget constraint. Meanwhile, any sensor placement µ such
that
∑|U |+b(K)
i=1 hiµi < H is not a feasible sensor placement.
Therefore, there is always a feasible sensor placement for
the system designer under the constructed instance of the
priori RGKFSP problem when the answer to the subset sum
instance is “no”. Note that the matrix AmBBTAm  0 for all
m ∈ Z≥0 and l1j′ = j′ − 1 ≥ l1|U | + 1 = |U |. Combining the
arguments above together, it then follows from Eq. (7) that for
any µ such that
∑|U |+b(K)
i=1 hiµi = H , we have trace(Σ(µ \
8ν)) ≥ trace(∑j′−1i=0 AiBBTAi) ≥ trace(∑|U |i=0AiBBTAi),
where ν is any sensor attack satisfying the sensor attack
budget constraint. Since (Am)11 > 0 for all m ∈ Z≥0, we
have trace(A|U |BBTA|U |) > 0 and thus trace(Σ(µ \ ν)) >
trace(
∑|U |−1
i=0 A
iBBTAi). Since the above arguments hold
for any µ with
∑|U |+b(K)
i=1 hiµi = H , they also hold for
the optimal solution µ∗ to the constructed priori RGKFSP
instance, i.e., (Σ(µ∗\ν∗)) > trace(∑|U |−1i=0 AiBBTAi), where
ν∗ is the optimal sensor attack given µ∗. This completes the
proof of the claim above.
Since the subset sum problem is NP-complete and RGKFSP
/∈ NP, we conclude that RGKFSP is NP-hard even under the
additional conditions as stated.
A. An Algorithm for RGKFSP
It follows directly from Theorem 4 that there is no
polynomial-time algorithm that would solve all instances of
RGKFSP if P6=NP. However, we now provide a pseudo-
polynomial-time algorithm2 (Algorithm 1) for RGKFSP by
relating it to the knapsack problem defined as follows.
Definition 7: Given a finite set U , {s1, s2, . . . , s|U |},
a size κ(si) ∈ Z>0 and a value φ(si) ∈ Z>0 for each
i ∈ {1, 2, . . . , |U |}, and a positive integer K, the knapsack
problem is to find an indicator vector pi ∈ {0, 1}|U | that solves
max
pi∈{0,1}|U|
|U |∑
i=1
φ(si)pii
s.t.
|U |∑
i=1
κ(si)pii ≤ K.
(13)
Denoting the given instance of knapsack as a tuple
{φ, κ,K},where φ , (φ(s1), φ(s2), . . . , φ(s|U |)) and κ ,
(κ(s1), κ(s2), . . . , κ(s|U |)),3 the corresponding optimal indi-
cator vector for (13) is denoted as pi∗(φ, κ,K), and the
corresponding optimal value of the objective function in (13)
is denoted as z(φ, κ,K).
The steps of Algorithm 1 for RGKFSP are as follows.
Algorithm 1 starts by relabeling the input vertex as vertex x1
and relabeling the other vertices in terms of a non-decreasing
order of the distances from the vertex x1 (Lines 1-2). Denoting
lmax , maxxj∈X (A) li0j , Algorithm 1 then finds the smallest
m ∈ {0, 1, . . . , lmax} such that by placing sensors (under the
budget constraint) solely at nodes that have distances less
than or equal to m from x1 (after the relabeling), the sum
of the sensor attack costs of the placed sensors is greater
than the sensor attack budget, i.e., there is at least one sensor
that survives the corresponding optimal sensor attack. This is
done by iteratively solving a knapsack problem at increasingly
longer distances from the input node, where at each distance,
the goal is to find a set of sensor locations that fits within
the sensor placement budget constraint H but maximizes the
2A pseudo-polynomial-time algorithm is an algorithm that runs in time
that is bounded by a polynomial in the largest integer in its input [32].
3Note that the elements in φ and κ are ordered, and the ith element
of φ (resp., κ) corresponds to the value (resp., weight) of si ∈ U for all
i ∈ {1, . . . , |U |}. The dependency of {φ, κ,K} on U is dropped since each
element of φ (resp., κ) represents an element of U .
sum of the sensor attack costs. Algorithm 1 returns µ = 0n×1
if there is no feasible sensor placement. We now prove that
Algorithm 1 returns an optimal solution to RGKFSP.
Algorithm 1 Algorithm for RGKFSP
Input: An instance of the RGKFSP problem.
Output: A sensor placement µ ∈ {0, 1}n.
1: Find the distance li0j for all xj ∈ X (A) \ {xi0} via BFS
and denote lmax , maxxj∈X (A) li0j .
2: Relabel the vertices of G(A) such that x1 is the input
vertex and l1j ≤ l1t for all xj , xt ∈ X (A) \ {x1} with
j ≤ t.
3: µ = 0n×1
4: for m = 0 to lmax do
5: Find jm , max{j : l1j = m,xj ∈ X (A)}.
6: Find pi∗
(
(f1, . . . , fjm), (h1, . . . , hjm), H
)
7: if z
(
(f1, . . . , fjm), (h1, . . . , hjm), H
)
> F then
8: [µ1 · · · µjm ]T =
pi∗
(
(f1, . . . , fjm), (h1, . . . , hjm), H
)
9: return µ
Theorem 5: Under Assumptions 1-2, Algorithm 1 returns
an optimal solution to the RGKFSP problem.
Proof: Denote an optimal solution to the RGKFSP prob-
lem as µ∗ and denote the solution returned by Algorithm 1 as
µ′. Suppose that µ′ is a feasible sensor placement. Suppose
that the vertices in G(A) are relabeled as indicated by Lines
1-2 in Algorithm 1, i.e., vertex x1 is labeled as the input
vertex and the other vertices are labeled in terms of a non-
decreasing order of the distances from vertex x1 (note that
the relabeling of the vertices does not change the optimal
solution to the RGKFSP problem other than permuting it).
Assume for the sake of contradiction that trace(Σ(µ∗ \ν∗)) <
trace(Σ(µ′ \ ν′)), where ν∗ and ν′ are the optimal sensor
attacks given µ∗ and µ′, respectively. Denote j∗ , max J
and j′ , max J ′, where J , arg minm∈supp(µ∗\ν∗)l1m and
J ′ , arg minm∈supp(µ′\ν′)l1m. In other words, among those
sensors that are closest to the input vertex in supp(µ∗ \ ν∗)
(resp., supp(µ′ \ν′)), j∗ (resp., j′) is the largest index. Noting
that
∑j∗
m=1 fmµ
∗
m > F (otherwise the optimal sensor attack
ν∗ given µ∗ would remove the sensor placed at vertex xj∗ as
argued previously in Section III-B), it follows from Definition
7 that z
(
(f1, . . . , fj∗), (h1, . . . , hj∗), H
)
> F , which implies
that z
(
(f1, . . . , fjm), (h1, . . . , hjm), H
)
> F , where jm is
defined in Line 5 of Algorithm 1 with m = l1j∗ . We then know
from the definition of Algorithm 1 that the sensor placement
µ′ returned by Algorithm 1 would satisfy j′ ≤ jm, which
implies that l1j′ ≤ l1j∗ (by the way that Algorithm 1 relabels
the vertices). Moreover, we have from Theorem 1 that
Σ(µ∗ \ ν∗) = σ2w
l1j∗∑
m=0
AmBBT (AT )m, (14)
and
Σ(µ′ \ ν′) = σ2w
l1j′∑
m=0
AmBBT (AT )m, (15)
9hold under Assumptions 1-2. Since the matrix
AmBBT (AT )m  0 for all m ∈ Z≥0, we have from
the assumption trace(Σ(µ∗ \ ν∗)) < trace(Σ(µ′ \ ν′)) and Eq.
(14)-(15) that l1j∗ < l1j′ . Thus, we get a contradiction.
We then suppose that the solution µ′ returned by Al-
gorithm 1 is not feasible, i.e., supp(µ′ \ ν′) = ∅. Again,
we assume that trace(Σ(µ∗ \ ν∗)) < trace(Σ(µ′ \ ν′)),
i.e., supp(µ∗ \ ν∗) 6= ∅. Via similar arguments to those
above, we have that there exists j∗′ ∈ {1, . . . , n} such
that z
(
(f1, . . . , fj∗′), (h1, . . . , hj∗′), H
)
> F , which implies
that z
(
(f1, . . . , fjm), (h1, . . . , hjm), H
)
> F , where jm is
defined in Line 5 of Algorithm 1 with m = l1j∗′ . There-
fore, Algorithm 1 would also return a solution µ′ such that
supp(µ′ \ ν′) 6= ∅, which is a contradiction. We then conclude
that trace(Σ(µ∗ \ ν∗)) = trace(Σ(µ′ \ ν′)), i.e., Algorithm 1
returns an optimal solution to the RGKFSP problem.
Since the knapsack problem is NP-hard, there is no
polynomial-time algorithm to solve it optimally (if P 6=NP)
[32]. Various algorithms exist to approximate or optimally
solve it, including greedy algorithms, linear programming
relaxation and dynamic programming [43]. When imple-
menting Algorithm 1, we can use existing algorithms for
knapsack to find pi∗
(
(f1, . . . , fjm), (h1, . . . , hjm), H
)
in Line
6 and z
(
(f1, . . . , fjm), (h1, . . . , hjm), H
)
in Line 7 when
we range m from 0 to lmax. Specifically, we call a
pseudo-polynomial-time algorithm for knapsack (that solves
it optimally) at most lmax + 1 times to achieve this.
For example, a typical dynamic programming approach
for knapsack finds pi∗
(
(f1, . . . , fjm), (h1, . . . , hjm), H
)
and
z
(
(f1, . . . , fjm), (h1, . . . , hjm), H
)
in time O(jmH) for each
m ∈ {0, . . . , lmax} [43]. Since BFS runs in time O(n+|E(A)|),
Algorithm 1 runs in time O(lmaxnH + n+ |E(A)|).
V. NOISY SENSOR MEASUREMENT CASE
The results we obtained so far hold under the assumption
that V = 0n×n. In this section, we provide a bound on the
suboptimality of the proposed strategies when there is sensor
measurement noise. We will use the following result whose
proof is in the appendix.
Lemma 3: Consider a system dynamics matrix A ∈ Rn×n,
an input matrix B ∈ Rn×n1 , a sensor measurement matrix
C ∈ Rn2×n, an input covariance matrix W ∈ Sn1+ , and
a sensor measurement noise covariance matrix V˜ ∈ Sn2+ .
Suppose that the pair (A,BW 1/2) is stabilizable and the pair
(A,C) is detectable. Denote Σ˜ (resp., Σ˜∗) as the steady-state
a priori (resp., a posteriori) error covariance of the Kalman
filter corresponding to the measurement noise covariance V˜ ,
and denote Σ (resp., Σ∗) as the steady-state a priori (resp.,
a posteriori) error covariance of the corresponding Kalman
filter when V = 0n2×n2 . Then, Σ˜  Σ + E and Σ˜∗ 
Σ∗ + (In − LC)E, where E is given by
E ,
∞∑
m=0
(A−KC)mKV˜ KT ((A−KC)T )m, (16)
with K , AΣCT (CΣCT )−1 and L , ΣCT (CΣCT )−1.4
4The inverses are interpreted as the Moore-Penrose pseudo-inverses if the
arguments are not invertible [35].
Note that E exists and is finite since the matrix A −KC
is stable. See the proof in the appendix for more details. We
have the following result for the GKFSP problem.
Theorem 6: Suppose that Assumptions 1-2 hold. Let Σ˜(µ)
(resp., Σ˜∗(µ)) be the steady-state a priori (resp., a posteri-
ori) error covariance matrix of the Kalman filter associated
with µ when V = V˜ ∈ Sn+. Denote µ˜∗1 (resp., µ˜∗2) as
the optimal solution to the priori (resp., posteriori) GKFSP
problem when V = V˜ , and denote µ∗ as the optimal solution
to the priori (resp., posteriori) GKFSP problem when V =
0n×n. Then, trace(Σ˜(µ∗)) ≤ trace(Σ˜(µ˜∗1)) + trace(E(µ∗))
and trace(Σ˜∗(µ∗)) ≤ trace(Σ˜∗(µ˜∗2)) + trace((E∗(µ∗)), where
E(µ∗) and L(µ∗) are defined in Lemma 3 with C = C(µ∗),
and E∗(µ∗) , (In − L(µ∗)C(µ∗))E(µ∗).
Proof: First, we know from Lemma 3 that Σ˜(µ∗) 
Σ(µ∗)+E(µ∗), where Σ(µ∗) is the steady-state a priori error
covariance of the Kalman filter corresponding to µ∗ when V =
0. This implies trace(Σ˜(µ∗)) ≤ trace(Σ(µ∗)) + trace(E(µ∗)).
Since µ∗ is the optimal solution to the priori GKFSP prob-
lem when V = 0, we have trace(Σ(µ∗)) ≤ trace(Σ(µ˜∗1)).
Moreover, one can show that the error covariance of the
Kalman filter is always lower bounded (in the positive semi-
definite sense) by the error covariance of the Kalman filter with
zero measurement noise covariance (with the other system
matrices fixed). We obtain trace(Σ(µ˜∗1)) ≤ trace(Σ˜(µ˜∗1)). It
then follows from the above arguments that trace(Σ˜(µ∗)) ≤
trace(Σ˜(µ˜∗1)) + trace(E(µ
∗)). Similarly, we can show that
trace(Σ˜∗(µ∗)) ≤ trace(Σ˜∗(µ˜∗2)) + trace(E∗(µ∗)).
The above result has the following interpretation. Consider
an instance of the priori (resp., posteriori) GKFSP problem
with V = V˜ ∈ Sn+. If we simply take V = 0 and apply
the algorithm described in Section III-A, we will obtain an
optimal solution, denoted as µ∗, to the corresponding instance
of the priori (resp., posteriori) GKFSP problem (with V = 0).
Theorem 6 shows that the performance (i.e., suboptimality) of
this sensor placement (i.e., µ∗) for the original priori (resp.,
posteriori) GKFSP instance with V = V˜ can be bounded
by trace(Σ˜(µ∗)) ≤ trace(Σ˜(µ˜∗1)) + trace(E(µ∗)) (resp.,
trace(Σ˜∗(µ∗)) ≤ trace(Σ˜∗(µ˜∗2)) + trace(E∗(µ∗))), where µ˜∗1
(resp., µ˜∗2) is the optimal solution to the instance of the priori
(resp., posteriori) GKFSP problem when V = V˜ . Moreover,
we have from Eq. (16) that as V˜ goes to zero, trace(E(µ∗))
(resp., trace(E∗(µ∗))) will go to zero, which implies that
trace(Σ˜(µ∗)) (resp., trace(Σ˜∗(µ∗))) will go to trace(Σ˜(µ˜∗1))
(resp., trace(Σ˜∗(µ˜∗2))). Similar performance bounds can be
obtained for the GKFSA and RGKFSP problems, respectively.
We provide simulations to show the performance of the al-
gorithms in Section III-A, Section III-B, and Section IV, when
applied to solve the GKFSP, GKFSA, and RGKFSP problems
with measurement noise, respectively. Specifically, consider a
strongly connected graph G(A) with X (A) = {x1, . . . , x10}
and |E(A)| = 15, where node x1 has the stochastic input with
variance σ2w = 0.1. Set the measurement matrix C = I10 and
the sensor noise covariance V = σ2vI10, where σ
2
v ∈ R≥0.
Under a fixed cost hi ∈ Z≥0 to place sensor at xi, a budget
H ∈ Z≥0, a fixed cost fi ∈ Z≥0 to attack sensor at xi, and an
attack budget F ∈ Z≥0, we randomly generate the correspond-
ing system dynamics matrix A ∈ R10×10 by selecting each
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nonzero element of A from a standard normal distribution.
Fig. 2(a) and Fig. 2(b) show the performance of the algorithm
described in Section III-A, when applied to solve the (priori)
GKFSP instances with V = σ2vI10. Specifically, Fig. 2(a) is
obtained for a single realization of A, which compares the gap
(i.e., difference) between the optimal solution to the GKFSP
problem (found by brute force and denoted as OPT ) and the
solution returned by the algorithm (denoted as ALG), with
the bound (on the difference) provided in Theorem 6, when
σ2v ranges from 0.01 to 0.5. Fig. 2(b) shows a histogram of the
suboptimality of the algorithm, computed as ALG−OPTOPT , over
1000 realizations of A, when σ2v = 5. Similarly, Fig. 2(c)-
(d) and Fig. 2(e)-(f) show the performance of the algorithm
described in Section III-B for GKFSA and Algorithm 1 for
RGKFSP, respectively. Note that we fix a sensor placement µ
when solving the GKFSA instances. Moreover, the objective
function of RGKFSP associated with the solution returned by
Algorithm 1 is computed against the corresponding optimal
sensor attack when V = σ2vI10. The simulations show that the
bounds in Theorem 6 are conservative and that the algorithms
(for zero sensor noise) give solutions that are close to optimal
for the noisy measurement instances, particularly for RGKSP,
even when σ2w/σ
2
v becomes small.
(a) GKFSP: True difference vs. Bound (b) GKFSP: Suboptimality
(c) GKFSA: True difference vs. Bound (d) GKFSA: Suboptimality
(e) RGKFSP: True difference vs. Bound (f) RGKFSP: Suboptimality
Fig. 2: Performance of the algorithms
VI. CONCLUSION
We considered networked dynamical systems affected by
a stochastic input. Under this setting, we first studied the
problem for a system designer to optimally place sensors
over the network subject to a budget constraint in order to
minimize the trace of the steady-state error covariance of the
corresponding Kalman filter. We then studied the optimal sen-
sor attack problem where an adversary can attack the placed
sensors under an attack budget constraint in order to maximize
the trace of the steady-state error covariance of the Kalman
filter corresponding to the surviving sensors. Using the graph
structure of the networked system, we provided polynomial-
time algorithms to solve these two problems. Furthermore, we
studied the resilient sensor placement for the system designer
when faced with an adversary. We showed that this problem
is NP-hard, and provided a pseudo-polynomial-time algorithm
to solve it. Although these results are obtained when there is
no sensor noise, we provided bounds on the suboptimality of
the proposed strategies in the presence of sensor measurement
noise. Future work on charactering optimal solutions when
there is sensor noise and providing algorithms for systems
with multiple stochastic inputs are of interest.
APPENDIX
Proof of Lemma 3:
Denote Σk/k−1 (resp., Σk/k) as the a priori (resp., a
posteriori) error covariance of the Kalman filter at time step k
when V = 0, and denote Σ˜k/k−1 (resp., Σ˜k/k) as the a priori
(resp., a posteriori) error covariance of the Kalman filter at
time step k when V = V˜ . Denoting W¯ , BWBT , we have
(from [35]):
Σ˜k+1/k = (A− K˜kC)Σ˜k/k−1(A− K˜kC)T + W¯ + K˜kV˜ K˜Tk ,
where k ≥ 0 and K˜k , AΣ˜k/k−1CT (CΣ˜k/k−1CT + V˜ )−1 is
the corresponding Kalman gain at time step k. For any time
step k, the Kalman gain K˜k satisfies
K˜k = arg min
J
{
(A−JC)Σ˜k/k−1(A−JC)T +W¯ +JV˜ JT
}
,
(17)
where the minimization is in the positive semi-definite sense
[35]. Since the pair (A,BW 1/2) (resp., (A,C)) is stabilizable
(resp., detectable), we know from a more general version of
Lemma 1 for general system matrices in [35] that the limit
Σ˜ = limk→∞ Σ˜k+1/k exists, and satisfies
Σ˜ = (A− K˜C)Σ˜(A− K˜C)T + W¯ + K˜V˜ K˜T ,
where K˜ , AΣ˜CT (CΣ˜CT + V˜ )−1 is the corresponding
(steady-state) Kalman gain. Similarly, we have
Σ = (A−KC)Σ(A−KC)T + W¯ , (18)
where K , AΣCT (CΣCT )−1. Noting the optimality of the
Kalman gains from Eq. (17), there exists, as argued in [35],
a suboptimal filter (when V = V˜ ) with a (time-invariant)
suboptimal gain given by K such that the corresponding a
priori error covariance at time step k+ 1, denoted as Σˆk+1/k,
satisfies
Σˆk+1/k = (A−KC)Σˆk/k−1(A−KC)T+W¯+KV˜ KT . (19)
Furthermore, the limit Σˆ , limk→∞ Σˆk+1/k exists and sat-
isfies Σˆ  Σ˜ [35]. We then obtain from Eq. (18) and (the
steady-state version of) Eq. (19) the following:
E = (A−KC)E(A−KC)T +KV˜ KT , (20)
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where E = Σˆ − Σ. Since the matrix A −KC is stable [35],
we have that there exists a unique finite positive semi-definite
matrix E that satisfies Eq. (20) and can be written as E =∑∞
m=0(A−KC)mKV˜ KT ((A−KC)T )m (e.g., [35]). It then
follows from the arguments above that Σˆ = E + Σ  Σ˜.
Similarly, we have from [35] that Σ˜k/k satisfies Σ˜k/k =
(In − L˜kC)Σ˜k/k−1, where L˜k , Σ˜k/k−1CT (CΣ˜k/k−1CT +
V˜ )−1. Moreover, the limits Σ˜∗ , limk→∞ Σ˜k/k and Σ∗ ,
limk→∞ Σk/k exist and satisfy Σ˜∗ = (In − L˜C)Σ˜ and Σ∗ =
(In − LC)Σ, respectively, where L˜ , Σ˜CT (CΣ˜CT + V˜ )−1
and L , ΣCT (CΣCT )−1. Similarly, the a posteriori error
covariance at time step k of the suboptimal filter (when V =
V˜ ) as described above, denoted as Σˆk/k, is given by
Σˆk/k = (In − LC)Σˆk/k−1. (21)
Since the limit Σˆ = limk→∞ Σˆk+1/k exists, we know from
Eq. (21) that the limit Σˆ∗ , limk→∞ Σˆk/k also exists. Using
similar arguments to those in [35], one can show that Σˆ∗  Σ˜∗.
Thus, we have Σˆ∗−Σ∗ = (In−LC)(Σˆ−Σ) = (In−LC)E,
which implies Σ˜∗  Σ∗ + (In − LC)E.
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