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TIGHTNESS OF DISCRETE GIBBSIAN LINE ENSEMBLES WITH
EXPONENTIAL INTERACTION HAMILTONIANS
XUAN WU
Abstract. In this paper we introduce a framework to prove tightness of a se-
quence of discrete Gibbsian line ensembles LN = {LNk (x), k ∈ N, x ∈ 1N Z}, which is
a collection of countable random curves. The sequence of discrete line ensembles LN
we consider enjoys a resampling invariance property, which we call (HN , HRW,N )-
Gibbs property. We also assume that LN satisfies technical assumptions A1-A4 on
(HN , HRW,N ) and the assumption that the lowest labeled curve with a parabolic
shift, LN
1
(x) + x
2
2
, converges weakly to a stationary process in the topology of uni-
form convergence on compact sets. Under these assumptions, we prove our main
result Theorem 2.13 that LN is tight as a line ensemble and that H-Brownian
Gibbs property holds for all subsequential limit line ensembles with H(x) = ex.
As an application of Theorem 2.13, under weak noise scaling, we show that the
scaled log-gamma line ensemble LN is tight, which is a sequence of discrete line
ensembles associated with the inverse-gamma polymer model via the geometric
RSK correspondence. The H-Brownian Gibbs property (with H(x) = ex) of its
subsequential limits also follows.
1. Introduction
There is a large class of stochastic integrable models from random matrix theory,
last passage percolation, and more generally from Kardar-Parisi-Zhang universality
class that naturally carry the structure of random paths with some Gibbsian resam-
pling invariance. One particularly interesting and central example is the Airy line
ensemble A = {A1 > A2 > · · · }, a decreasing non-intersecting sequence of contin-
uous random curves. A useful probabilistic technique, called the Brownian Gibbs
property, was initiated and developed by Corwin and Hammond [CH14] to prove
the existence and various other properties for Airy line ensemble A. The Brownian
Gibbs property is a spatial Markov property and a resampling invariance. It says that
conditioned on the values of A outside a compact set C = {k1, k1+1, · · · , k2}× [a, b],
the law of A inside C only depends on the boundary information (i.e. independent
of values of L outside C). And moreover, this conditional law of A on C is equivalent
to the law of Brownian bridges with endpoints to be ~x = (Ak1(a), · · · ,Ak2(a)) and
~y = (Ak1(b), · · · ,Ak2(b)) conditioned not to intersect (including not to touch upper
and lower boundaries Ak1−1 and Ak2+1).
The probabilistic approach in [CH14] has been further exploited in [CH16] for the
construction of a family (in t) of Gibbsian line ensemblesHt called KPZt line ensemble
(see Figure 1 for an overview). The Gibbsian KPZt line ensemble is characterised by
H-Brownian Gibbs property with H(x) = ex (called local interaction Hamiltonian)
and the property such that the lowest indexed curve Ht1 has the same distribution
1
2 XUAN WU
a b
Ht
1
(·)
Ht
2
(·)
Ht
3
(·)
Ht
4
(·)
Figure 1. An overview of KPZt line ensemble Ht for fixed t. Curves
Ht1(·) through Ht4(·) are sampled. The lowest indexed curve Ht1 is dis-
tributed according to the time t solution to KPZ equation with narrow
wedge initial data. The dotted first two curves Ht1 and Ht2 between
a and b indicate a possible resampling, as a demonstration for the
H-Brownian Gibbs property.
as time t solution to the KPZ equation with narrow wedge initial data. This H-
Brownian Gibbs property is a more general type of Gibbs property compared to
Brownian Gibbs property. In this case, the law of anH-Brownian Gibbs line ensemble
L conditioned on compact set C is equivalent to the law of Brownian bridges (with the
same endpoints and two boundary curves), penalized for being out of order through
the local interaction Hamiltonian function H . Note that for H∞(x) =∞ when x ≥ 0
and H(x) = 0 when x < 0, H∞-Brownian Gibbs is equivalent to Brownian Gibbs
property, i.e. the non-intersecting property for underlying Brownian bridge measures.
It is conjectured by Corwin and Hammond [CH14] that, up to a height shift, the
Airy line ensemble is the unique non-intersecting line ensemble satisfying both the
Brownian Gibbs property and stationarity after subtracting a parabola. The goal
of this conjecture is to characterize Airy line ensemble without relying on the de-
terminantal formula of its finite dinmensional distributions, thus providing a new
method for proving convergence in KPZ universality class. In particular, this unique-
ness conjecture for Airy line ensemble is a key step of an outline stated in [CH16],
which provides a plausible route to conquer the convergence of KPZt line ensemble
to Airy line ensemble as t goes to infinity (under the critical (1/3, 2/3)-scaling and a
parabolic shift). This will imply the longstanding conjecture that the solution of the
narrow wedge initial data KPZ equation converges to the Airy2 process (as t goes to
infinity) with a parabolic shift, under horizontal scaling by t2/3 and vertical scaling by
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t1/3. In this direction, more recently, one of the authors of [CH14], Hammond, devel-
oped a more delicate treatment in [Ham1] for Brownian Gibbs resampling invariance
to estimate the modulus of continuity for line ensembles with Brownian Gibbs prop-
erty (e.g. Airy line ensemble and the line ensemble associated with Brownian last
passage percolation). Hammond also established Lp-norm bounds (for finite p > 0)
on Radon-Nikodym derivative of the line ensemble curves (with an affine shift) with
respect to Brownian bridges and other refined regularity properties. Furthermore in
the subsequent papers [Ham2, Ham3, Ham4], the work in [Ham1] was applied to un-
derstanding the geometry of last passage paths in Brownian last passage percolation
with more general initial data.
While there has been many successes for the study of continuous Gibbs line en-
semble in the KPZ universality class, there are also a rich class of discrete models in
integrable probability, where the associated line ensembles enjoy a discrete analogue
resampling invariance of the previous Brownian Gibbs property. We call such resam-
pling invariance random walk Gibbs property for discrete line ensembles to emphasize
the following fact. For line ensembles of Brownian Gibbs property or more generally,
H-Brownian Gibbs property, the underlying paths resemble Brownian bridges, while
for discrete Gibbsian line ensembles, the underlying paths resemble random walk
bridges. To give a few examples, through various versions of the Robinson-Schensted-
Knuth (RSK) correspondence, one can link geometric last passage percolation to
non-intersecting random walk bridges with geometric jumps, exponential last pas-
sage percolation to non-intersecting random walk bridges with exponential jumps,
see [DNV] for a recent study on the uniform convergence to Airy line ensemble for
these two line ensembles.
In this paper, we aim to study a sequence of log-gamma discrete line ensemble L
with a Gibbs resampling invariance property, which we call (H,HRW )-Gibbs property.
The constrcution of this line ensemble L and its (H,HRW )-Gibbs property come from
the study in [COSZ] of a gerometric RSK correspondance, when applying to inverse
gamma directed polymer, as first introduced in [Se]. We are interested in the weak
noise scaling limit for line ensemble L, same as the scaling regime considered in
[AKQ] for partition functions of polymer models with general random environment
in dimension 1 + 1, (called intermediate disorder regime in [AKQ]). Denoting LN as
the scaled log-gamma line ensemble (see Figure 2 for an overview), we want to take a
functional limit (in the sense of line ensembles) of LN as N goes to infinity and prove
the H-Brownian Gibbs property with H(x) = ex (introduced for KPZ line ensemble)
for all subsequential limits of LN .
Observe that by a slight modification of the arguments in [AKQ], we have that
the lowest indexed curve LN1 converges weakly to the solution to KPZ equation with
narrow wedge initial data in the topology of uniform convergence on compact sets.
Therefore we have the tightness of lowest indexed curve LN1 . Note that the solution
to KPZ equation with narrow wedge initial data is stationary after subtracting a
parabola. We rely on this fact and the (HN , HRW,N)-Gibbs property for LN to in-
ductively propagate the tightness to higher indexed curves. We also make use of the
asymptotic behavior of the two Hamiltonian functions (HN , HRW,N).
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Figure 2. An overview of scaled log-gamma line ensemble LN . Dis-
crete curves LN1 (·) through LN4 (·) are sampled on 2√NZ (linked through
the linear interpolation between two adjacent points). The lowest in-
dexed curve LN1 (·) converges weakly to time t solution to KPZ equation
with narrow wedge initial data as N goes to infinity. The dotted first
two curves LN1 (·) and LN2 (·) between a and b indicate a possible resam-
pling, as a demonstration for the random walk Gibbs property.
Instead of studying directly with the sequence of scaled log-gamma line ensembles
LN , we introduce a general framework for studying the tightness of a sequence of
(HN , HRW,N)-Gibbs line ensembles, see our main result Theorem 2.13. We introduce
assumptions A1-A4 that capture the properties enjoyed by (HN , HRW,N) that we
rely on. To summarize briefly here, consider a discrete line ensemble LNi (x), (i, x) ∈
{1, · · · , K}× 1
N
Z, which enjoys (HN , HRW,N)-Gibbs property such that (HN , HRW,N)
satisfy assumptions A1-A4. Moreover, assume that LN1 (x)+x2/2 (defined through lin-
ear interpolation) converges weakly to a stationary process, under the weak topology
of uniform convergence on compact sets. Then we show that
(1) For any T > 0 and 1 ≤ k ≤ K, the restriction of the line ensemble LN to
{1, · · · , k} × [−T, T ] is sequentially compact as N varies.
(2) Any subsequential limit line ensemble L∞ satisfies H-Brownian Gibbs property
with H(x) = ex.
We then apply Theorem 2.13 to the scaled log-gamma line ensembles LN . Fix
k ∈ N, T > 0, the restriction of the line ensemble LN given by {LNj (x) : j ∈
{1, · · · , k}, x ∈ [−T, T ]} is tight as N varies. Moreover, any subsequential limit line
ensemble satisfies the H-Brownian Gibbs property with H(x) = ex.
It is worth mentioning that another particularly successful instance of the discrete
Gibbs line ensemble is studied in [CD], where the authors investigated a discrete
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Gibbsian line ensemble related to the ascending Hall-Littlewood process (a special
case of the Macdonald processes [BC]). By developing discrete analogues of the argu-
ments in [CH16], [CD] were successful in establishing the long-predicted 2/3 critical
exponent for the asymmetric simple exclusion process (ASEP).
Outline. Subsection 2.1 and Subsection 2.2 describe the general setting of line en-
sembles and introduce the main objects studied in this paper, discrete line ensembles
with random walk Gibbs property. Subsection 2.3 states assumptions A1-A4, under
which the main theorem is also stated. The proof of main Theorem 2.13 is in Sub-
section 3.3 and Subsection 3.4. Section 5 presents one interesting application of our
main theorem to the scaled log-gamma line ensemble.
Subsection 3.2 provides estimates on random walk bridges and discrete Gibbs line
ensembles and Section 4 contains the proofs of three key propositions. These are
the main technical results in this paper. Section 6 contains a proof for monotonicity
Lemma 2.11.
Acknowledgements. The author is deeply grateful to Ivan Corwin for his consis-
tent support and many useful suggestions. The author also thanks Evgeni Dimitrov
for many helpful discussions and as well as Ivan Corwin and Vu Lan Nguyen for
their efforts and initial contributions in a earlier draft of this project. The author
was supported by Ivan Corwin through the NSF grants DMS-1811143, DMS-1664650
and also by the Minerva Foundation Summer Fellowship program.
2. Discrete line ensembles and the H-random walk Gibbs
property
In this section we first introduce the basic notions of line ensembles in Subsec-
tion 2.1 and then define the main objects of study in this paper – Brownian and
random walk Gibbsian line ensembles in Subsection 2.2. Lastly in Subsection 2.3, we
list the assumptions A1-A4, under which we formulate the main result Theorem 2.13
of this paper.
2.1. Definitions of Brownian bridge and random walk bridge line ensem-
bles.
Definition 2.1. Let Σ be an interval of Z and let Λ be a subset of R. Consider the
set C(Σ × Λ,R) of continuous functions f : Σ × Λ → R endowed with the topology
of uniform convergence on compact subsets of Σ×Λ, and let C(Σ×Λ,R) denote the
sigma-field generated by Borel sets in C(Σ × Λ,R). A Σ × Λ-indexed line ensemble
L is a random variable on a probability space (Ω,B,P), taking values in C(Σ×Λ,R)
such that L is a measurable function from B to C(Σ× Λ,R).
When Λ is a discrete subset of R, it is possible to extend the line ensemble to one
with Λ replaced by its convex hull (i.e. the minimal interval of R containing all point
of Λ). Under this extension, the lines of L are extended by linear interpolation and the
convergence of L implies the convergence of the extension. We will sometimes abuse
notation and conflate a line ensemble with discrete Λ with its linearly interpolated
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ensemble. Also an abuse of notation, we will generally write L : Σ × Λ → R even
though it is not L, but rather L(ω) for each ω ∈ Ω which is such a function. We will
also sometimes specify a line ensemble by only giving its law without reference to
the underlying probability space. We write Li(·) :=
(
L(ω)
)
(i, ·) for the label i ∈ Σ
curve of the ensemble L.
Definition 2.2. Given a Σ × Λ-indexed line ensemble L and a sequence of such
ensembles
{
LN
}
N≥1, we will say that L
N converges to L weakly as a line ensemble
if for all bounded continuous functions F : C(Σ× Λ,R)→ R, as N →∞,∫
F
(
LN(ω)
)
dPN(ω)→
∫
F
(
L(ω)
)
dP(ω).
This is equivalent to weak-∗ convergence in C(Σ × Λ,R) endowed with the topology
of uniform convergence on compact subsets of Σ× Λ.
We will define two types of Gibbsian line ensembles – those whose underlying path
measure are given by Brownian motions, and those given by discrete time random
walks. We start with the Brownian case, as extensively studied in [CH14, CH16]. For
integers k1 < k2, let [k1, k2]Z = {k1, k1 + 1, . . . , k2}.
Definition 2.3. Fix k1 ≤ k2 with k1, k2 ∈ Z, an interval [a, b] ⊂ R and two vectors
~x, ~y ∈ Rk2−k1+1. A [k1, k2]Z× [a, b]-indexed line ensemble L = (Lk1, . . . ,Lk2) is called
a free Brownian bridge line ensemble with entrance data ~x and exit data ~y if its law
P
k1,k2,[a,b],~x,~y
free is that of k2− k1+1 independent standard Brownian bridges starting at
time a at the points ~x and ending at time b at the points ~y.
A Hamiltonian H is defined to be a measurable function H : R → [0,∞]. Given
a Hamiltonian H and two measurable function f, g : (a, b) → R ∪ {±∞}, we define
the H-Brownian bridge line ensemble with entrance data ~x, exit data ~y and boundary
data (f, g) to be a [k1, k2]Z× (a, b)-indexed line ensemble L = (Lk1, . . . ,Lk2) with law
P
k1,k2,(a,b),~x,~y,f,g
H given according to the following Radon-Nikodym derivative relation:
dP
k1,k2,(a,b),~x,~y,f,g
H
dP
k1,k2,(a,b),~x,~y
free
(L) := W
k1,k2,(a,b),~x,~y,f,g
H (L)
Z
k1,k2,(a,b),~x,~y,f,g
H
.
Here we adopt convention that Lk1−1 = f , Lk2+1 = g and define the Boltzmann weight
(2.1) W
k1,k2,(a,b),~x,~y,f,g
H (L) := exp
−
k2∑
i=k1−1
∫ b
a
H
(
Li+1(u)− Li(u)
)
du
,
and the normalizing constant
(2.2) Z
k1,k2,(a,b),~x,~y,f,g
H := E
k1,k2,(a,b),~x,~y
free
[
W
k1,k2,(a,b),~x,~y,f,g
H (L)
]
,
where L in the above expectation is distributed according the measure Pk1,k2,(a,b),~x,~yfree .
In Definition 2.3 we use Brownian bridges to build our line ensemble. We now
describe how we may similarly construct discrete line ensembles in terms of random
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walk bridges. Random walks come in different flavors based on the choice of con-
tinuous versus discrete time, and continuous versus discrete jump distributions. In
principle, for each such choice we can run the same type of construction as below.
In this paper we focus on discrete time and continuous jump distributions, as it
is suitable for our eventual application to study the line ensemble associated to the
inverse-gamma directed polymer as introduced in [Se] and further studied in [COSZ].
We start by defining HRW -random walk bridges using Hamiltonian function HRW ,
as well as various line ensembles built off of them.
Definition 2.4. Fix a discrete set of ordered times Λd = {ti}i∈I where I is some non-
empty interval of Z. Here the subscript d denotes discrete. For a < b, let Λd(a, b) =
(a, b) ∩ Λd, Λd[a, b] = [a, b] ∩ Λd and likewise for half open / half close intervals.
A random walk Hamiltonian is a measurable function HRW : R → (−∞,∞] such
that ∫
R
exp
(
−HRW (x)
)
dx = 1.
Given a < b in Λd and x, y ∈ R we define the HRW -random walk bridge which starts
at height x at time a, ends at height y at time b and jumps on the discrete set Λd(a, b)
to be a random function S : Λd[a, b]→ R with law given by
(2.3)
dP
Λd[a,b],x,y
HRW (S) := Z
−1 1{Sa = x, Sb = y}·exp
(
− ∑
i:ti∈Λd[a,b)
HRW (Sti+1−Sti)
) ∏
i:ti∈Λd(a,b)
dSti,
where Z is the normalization constant necessary to make this a probability distribu-
tion.
Fix k1 ≤ k2 with k1, k2 ∈ Z, a < b ∈ Λd and two vectors ~x, ~y ∈ Rk2−k1+1. A
[k1, k2]Z × Λd[a, b]-indexed line ensemble L = (Lk1 , . . . ,Lk2) is called a free HRW -
random walk bridge line ensemble with entrance data ~x and exit data ~y if its law
P
k1,k2,Λd[a,b],~x,~y
free,HRW is such that each Lj is independent and distributed according to P
Λd[a,b],xj ,yj
HRW .
A local interaction Hamiltonian is a function H : (R ∪ {±∞})6 → [0,∞] (see
Remark 2.5 for an explanation of the meaning of each slot of H). Given a local
interaction Hamiltonian H and two functions f, g : Λd[a, b] → R ∪ {±∞}, we de-
fine the (H,HRW )-random walk bridge line ensemble with entrance data ~x, exit
data ~y and boundary data (f, g) to be a [k1, k2]Z × Λd[a, b]-indexed line ensemble
L = (Lk1 , . . . ,Lk2) with law Pk1,k2,Λd[a,b],~x,~y,f,gH,HRW given according to the following Radon-
Nikodym derivative relation:
dP
k1,k2,Λd[a,b],~x,~y,f,g
H,HRW
dP
k1,k2,Λd[a,b],~x,~y
free,HRW
(L) = W
k1,k2,Λd[a,b],~x,~y,f,g
H (L)
Z
k1,k2,Λd[a,b],~x,~y,f,g
H,HRW
.
Here we adopt convention that Lk1−1 = f , Lk2+1 = g and define the Boltzmann weight
(2.4) W
k1,k2,Λd[a,b],~x,~y,f,g
H (L) := exp
{
−
k2∑
k=k1−1
∑
ti∈Λd(a,b)
H
(
⊏•⊐(L, k, ti)
)}
,
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where
(2.5) ⊏•⊐(L, k, ti) =
(
Lk(ti−1),Lk(ti),Lk(ti+1),Lk+1(ti−1),Lk+1(ti),Lk+1(ti+1)
)
,
see Figure 3 below for an illustration of the inputs for ⊏•⊐(L, k, ti).
The normalizing constant is equivalent to
(2.6) Z
k1,k2,Λd[a,b],~x,~y,f,g
H,HRW = E
k1,k2,Λd[a,b],~x,~y
free,HRW
[
W
k1,k2,Λd[a,b],~x,~y,f,g
H (L)
]
,
where L in the above expectation is distributed according to the measure Pk1,k2,Λd[a,b],~x,~y
free,HRW .
k
k + 1
t− 1 t t+ 1
1 2 3
4 5 6
Figure 3. The points labeled with 1-6 correspond to the six inputs
in (2.5).
Remark 2.5. The function ⊏•⊐(L, k, ti) defined in (2.5) returns the point Lk(t) as
well as five of its neighbors (in terms of the index space) corresponding to k and
k+1, as well as t− 1, t, t+1. The interaction Hamiltonians we consider are nearest
neighbor in that a single curve at a single time will only depend on the curve above
and below it at that same time or plus or minus one time increment. The function
⊏•⊐(L, k, ti) is used in specifying the interaction felt by curve k with respect to curve
k + 1. One could consider longer range interaction Hamiltonians, though it would
require extending the boundary data necessary to specify the Gibbs property.
2.2. H-Brownian Gibbs property and discrete (H,HRW )-Gibbs property.
The Gibbs property for a line ensemble can be thought of as a spatial version of
the Markov property whereby the distribution of a field in a given compact region
depends entirely on the distribution of the field on the region’s boundary. For a
line ensemble which enjoys a Gibbs property, this distribution conditional on the
boundary is specified exactly via the type of Radon-Nikodym derivative prescriptions
in Definitions 2.3 and 2.4.
Definition 2.6 (H-Brownian Gibbs property). Let Σ be an interval in N, Λ
an interval in R and H a Hamiltonian function. A Σ × Λ-indexed line ensemble L
defined on a probability space (Ω,B,P) has the H-Brownian Gibbs property if for
all K = {k1, · · · , k2} ⊂ Σ and (a, b) ⊂ Λ and any bounded continuous function
F : C([k1, k2]× (a, b),R)→ R, P-almost surely
E
[
F
(
L|[k1,k2]Z×(a,b)
)∣∣∣Fext([k1, k2]Z × Λd(a, b))] = Ek1,k2,(a,b),~x,~y,f,gH [F (L˜)].(2.7)
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In the above,
Fext
(
[k1, k2]Z × (a, b)
)
:= σ
(
Lk(t) : (k, t) ∈ Σ× Λ\[k1, k2]Z × (a, b)
)
is the sigma field generated by the line ensemble outside [k1, k2]Z × (a, b). The en-
semble L˜ on the right-hand side of (2.7) is independently drawn and the expecta-
tion is taken according to the P
k1,k2,(a,b),~x,~y,f,g
H measure, where we have entrance data
~x =
(
Lk1(a), . . . ,Lk2(a)
)
, exit data ~y =
(
Lk1(b), . . . ,Lk2(b)
)
, upper boundary curve
f = Lk1−1|(a,b) and lower boundary curve g = Lk2+1|(a,b). By convention if k1− 1 /∈ Σ
then Lk1−1 is assumed to be everywhere +∞ and likewise if k2+ 1 /∈ Σ then Lk2+1 is
assumed to be everywhere −∞.
The equality in (2.7) is P-almost surely as Fext
(
[k1, k2]Z × (a, b)
)
-measurable ran-
dom variables. The Gibbs property can alternatively be stated in terms of conditional
distributions. In that case, conditional on the above defined entrance data ~x, exit data
~y and boundary data (f, g), the law of L|[k1,k2]Z×(a,b) is given by Pk1,k2,(a,b),~x,~y,f,gH .
Definition 2.7 (Discrete (H,HRW )-Gibbs property). Fix an interval Σ of N
and a discrete set of ordered times Λd = {ti}i∈I . Consider a Σ × Λd-indexed line
ensemble L defined on a probability space (Ω,B,P). For a random walk Hamiltonian
HRW and a local interaction Hamiltonian H (see Definition 2.4), we say that that the
line ensemble L enjoys the (H,HRW )-random walk Gibbs property if for any k1 < k2
with k1, k2 ∈ Σ, any a < b with a, b ∈ Λd and any continuous bounded function
F : C([k1, k2]Z × Λd(a, b),R)→ R, P-almost surely
(2.8) E
[
F
(
L|[k1,k2]Z×Λd(a,b)
)∣∣∣Fext([k1, k2]Z × Λd(a, b))] = Ek1,k2,Λd[a,b],~x,~y,f,gH,HRW [F (L˜)].
In the above,
(2.9) Fext
(
[k1, k2]Z × Λd(a, b)
)
:= σ
(
Lk(t) : (k, t) ∈ Σ× Λd\[k1, k2]Z × Λd(a, b)
)
is the sigma field generated by the (discrete) line ensemble outside [k1, k2]Z×Λd(a, b).
The ensemble L˜ on the right-hand side of (2.8) is independently drawn according to
the P
k1,k2,Λd[a,b],~x,~y,f,g
H,HRW measure, where we have entrance data ~x =
(
Lk1(a), . . . ,Lk2(a)
)
,
exit data ~y =
(
Lk1(b), . . . ,Lk2(b)
)
, upper boundary curve f = Lk1−1|Λd[a,b] and lower
boundary curve g = Lk2+1|Λd[a,b]. By convention if k1−1 /∈ Σ then Lk1−1 is assumed to
be everywhere +∞ and likewise if k2+1 /∈ Σ then Lk2+1 is assumed to be everywhere
−∞.
The equality in (2.8) is P-almost surely as Fext
(
[k1, k2]Z×Λd(a, b)
)
-measurable ran-
dom variables. The Gibbs property can alternatively be stated in terms of conditional
distributions. In that case, conditional on the above defined entrance data ~x, exit data
~y and boundary data (f, g), the law of L|[k1,k2]Z×Λd(a,b) is given by Pk1,k2,Λd[a,b],~x,~y,f,gH,HRW .
Remark 2.8. An (H,HRW )-random walk bridge line ensemble enjoys the (H,HRW )-
random walk Gibbs property, which immediately follows from the locality of the inter-
action Hamiltonian and the random walk bridge Hamiltonian.
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Just as the strong Markov property extends the Markov property to stopping
times, we may (following [CH14, CH16]) define stopping domains (Definition 2.9)
and appeal to the strong Gibbs property (Lemma 2.10). Note that in the case of
discrete time Λd, the proof of this is considerably simpler than in continuous time
(just as for the discrete versus continuous Markov processes). We do not provide the
proof of this result as it is a simplified version of the proof of [CH14, Lemma 2.5].
Definition 2.9. Continuing with the notation of Definition 2.7, a random vector
(l ≤ r) ∈ (Λd)2 is called a [k1, k2]Z-stopping domain if for all a ≤ b ∈ Λd,
{l ≤ a, r ≥ b} ∈ Fext
(
[k1, k2]Z × Λd(a, b)
)
.
Also for fixed k1 ≤ k2, define the space
Ck1,k2 :=
{(
l, r, fk1 , · · · , fk2
)
: l ≤ r ∈ Λd and (fk1, · · · , fk2) ∈ C([k1, k2]Z× [l, r],R)
}
.
and let B
(
Ck1,k2
)
denote the set of bounded continuous functions from Ck1,k2 → R.
Lemma 2.10. Continuing with the notation of Definition 2.7 and 2.9, if (l, r) is a
[k1, k2]Z-stopping domain for a line ensemble L which enjoys the (H,HRW )-random
walk Gibbs property, then for any continuous bounded function F ∈ B(Ck1,k2), P-
almost surely
E
[
F
(
l, r,L|[k1,k2]Z×Λd(l,r)
)∣∣∣Fext([k1, k2]Z × Λd(l, r))] = Ek1,k2,Λd[l,r],~x,~y,f,gH,HRW [F (L˜)].
where we have entrance data ~x =
(
Lk1(l), . . . ,Lk2(l)
)
, exit data ~y =
(
Lk1(r), . . . ,Lk2(r)
)
,
upper boundary curve f = Lk1−1|Λd[l,r] and lower boundary curve g = Lk2+1|Λd[l,r].
The ensemble L˜ on the right-hand side above is independently draw according to the
P
k1,k2,Λd[l,r],~x,~y,f,g
H,HRW measure.
2.3. Assumptions on (HN , HRW,N) and main result. Let {HN , HRW,N}N∈N be
a sequence of local interaction and random walk Hamiltonians and let ΛNd =
1
N
Z.
In this section we make the key assumptions on the interaction Hamiltonian HN
and the underlying random walk bridge measure constructed with single jump distri-
bution given by random walk Hamiltonian HRW,N . The two convexity assumptions
A1 (convexity on HN) and A2 (convexity of HRW,N) ensures the key monotone cou-
pling for two line ensembles. A3 assumes that HN is approximating the exponential
Hamiltonian function H(x) = ex. A4 assumes another key ingredient, the KMT type
coupling between the underlying random walk bridge measures and Brownian bridges
measure. The existence of such coupling for random walk bridges is the main topic
studied as in [DW].
Assumption A1. H : (R ∪ {±∞})6 → R satisfies the following properties:
(1) H(~a) is non-increasing in terms of a1, a2, a3 and is non-decreasing in terms of
a4, a5, a6.
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(2) Let ~a, ~b ∈ (R ∪ {±∞})6 and δ > 0. Suppose ai ≥ bi for i = 1, 2, . . . , 6 and
ak = bk for some k ∈ {1, 2, . . . , 6}. Denote
a′i =
{
ak + δ i = k
ai i 6= k , b
′
i =
{
bk + δ i = k
bi i 6= k .
Then for any ~a,~b ∈ (R ∪ {±∞})6 and any δ > 0, we require
−H(~a′) +H(~a) ≥ −H(~b′) +H(~b).
Assumption A2. HRW is convex.
For a convex Hamiltonian H, it is known in the work of [CH16] that the H-Brownian
bridge line ensemble has certain monotonicity properties. For example, if f , g, ~x or ~y
increase pointwise, then the resulting line ensemble can be coupled to the original one
so as to dominate it pointwise. We will reprove these properties for our discrete line
ensemble under Assumption A1 onH and convexity ofHRW . Without such convexity,
the constructive proof we give for monotonicity fails. We remark that [CD] involves
a line ensemble which lacks this convexity. Therein they develop a new, weaker type
of monotonicity (in terms of certain expectation values and up to certain constants)
which turns out to be sufficient for proving tightness in the manner of [CH16].
We have the following lemma which allow us to couple different discrete line en-
sembles.
Lemma 2.11. Fix k1 ≤ k2, a < b ∈ Λd. For i = 1, 2 define pairs of vectors
(~xi, ~yi) ∈ Rk2−k1+1, pairs of measurable functions (f i, gi) : Λd[a, b]→ R ∪ {±∞}. For
i ∈ {1, 2}, let Qi = {Qij}k2j=k1 be a [k1, k2]Z × Λd[a, b]-indexed line ensemble on a
probability space (Ωi,Bi,Pi) where Pi = Pk1,k2,Λd[a,b],~xi,~yi,f i,giH,HRW .
Assume HRW satisfies Assumption A2, i.e. HRW (x) is convex in x and assume
the local interaction Hamiltonian function H satisfies Assumption A1. Assume that
the i = 1 vectors and functions are pointwise greater than or equal to their i = 2
counterparts (e.g. f 1(s) ≥ f 2(s) for all s ∈ Λd[a, b]). Then there exists a coupling
of the probability measure P1 and P2 such that almost surely Q1j (s) ≤ Q2j(s) for all
j ∈ [k1, k2]Z and s ∈ Λd[a, b].
The proof of this lemmas is given in Section 6 following the approach of [CH14,
CH16] which realizes the line ensemble as the invariant measure of a Markov chain
on trajectories. Assumption A1 on H and convexity of HRW is a sufficient condition
under which the Markov chains can be coupled, hence proving coupling of their
invariant measures as well.
Note that this Lemma 2.11 still holds true when H(x) is +∞ for x > 0 and 0
for x < 0. Moreover, generalizing Definition 2.7, we may define measures involving
multiple boundary conditions for the lowest and highest indexed curves and note
that the analogue of Lemma 2.11 could be generalized to this setting as well. Since
the argument goes the same as that of Lemma 2.11, we don’t pursue it here.
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Definition 2.12. Fix k1 ≤ k2 ∈ Σ and a local interaction Hamiltonian H. Fix two
external Hamiltonians H fˆ , H gˆ : R∪ {±∞} → [0,∞] and here the superscripts fˆ and
gˆ distinguish between the Hamiltonian H fˆ felt by the lowest label curve, and H gˆ felt
by the highest label curve, where fˆ , gˆ : Λd(a, b)→ R∪ {±∞} are the extra upper and
lower boundary functions respectively which play a similar role as f and g.
Generalizing Definition 2.4, we define a measure P
k1,k2,Λd[a,b],~x,~y,f,g,fˆ ,gˆ
H,HRW ,H fˆ ,H gˆ
on curves
Lk1 , · · · ,Lk2 : (a, b) → R by specifying its Radon-Nikodym derivative with respect to
P
k1,k2,Λd[a,b],~x,~y
free,HRW to be proportional (up to normalization to make the integral one) to
the Boltzmann weight
W
k1,k2,Λd[a,b],~x,~y,f,g,H,H
fˆ ,H gˆ
H,H fˆ ,H gˆ
(L) :=W k1,k2,Λd[a,b],~x,~y,f,gH (L)
× exp
{
− ∑
ti∈Λd(a,b)
(
H fˆ
(
Lk1(ti)− fˆ(ti)
)
+H gˆ
(
gˆ(ti)− Lk2(ti)
))}
.
The following assumption A3 compares the local interaction Hamiltonian HN and
exponential Hamiltonian function H(x) = ex, which is a key feature of KPZ line
ensemble introduced in [CH16].
We first define modulus of continuity for a continuous function (or multiple func-
tions). Let K ≥ 1, for a K-continuous function f = (f1, f2, · · · , fK), the δ-modulus
of continuity ωa,b(f, δ) for K-continuous function f on [a, b] is defined as
(2.10) ωa,b(f, δ) = sup
1≤i≤K
sup
a≤u,t≤b
|u−t|≤δ
|f(u)− f(t)|.
In this paper, since the functions f are normally piecewise linear (as an interpola-
tion of the discrete line ensemble on the set Λd), we can restrict u, t to live in Λd.
Assumption A3. There exists a constant C1 > 0 such that for any continuous
function Lk+1, it holds that∣∣∣∣∣∣∣∣∣∣
∑
u∈ΛN
d
(a,b)
HN(⊏•⊐(L, k, u))
∫ b
a
exp(Lk+1 −Lk(u))du
− 1
∣∣∣∣∣∣∣∣∣∣
≤ eC1(ω(a,b)(Lk,1/N)+ω(a,b)(Lk+1,1/N)+1/N) − 1.
The last Assumption A4 is a strong (KMT) coupling assumption, which serves as
a key tool in the comparison between discrete line ensemble and H-Brownian line
ensemble with H(x) = ex. Below we start with notations for random walk bridges
and then state Assumption A4.
FixN ∈ N, L > 0 with NL ∈ N and z ∈ R. We define a random walk bridge process
{SNL,z(k/N)}NLk=0 with law equal to that of the random walk {S(k)}NLk=0 conditioned
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on S(NL) = z, denoted as follows,
SNL,z(k/N) := X
N
1 +X
N
2 + · · ·+XNk
∣∣∣∣∣XN1 +XN2 + · · ·+XNNL = z,(2.11)
where XNi are i.i.d. random variables with probability density function given by
exp
(
−HRW,N(x)
)
. For general t ∈ [0, L], SNL,z(t) is defined through linear interpola-
tion.
Denote BL(·) as a Brownian bridge with BL(0) = BL(L) = 0. Under suitable
requirements on HRW,N , Donsker invariance principle says that SNL,z(t) converges
weakly to BL(t) +
t
L
· z as N goes to infinity, while KMT coupling provides a quanti-
tative estimate for this convergence rate. For the original classical result on the case
of random walks with exponential moment, see [KMT] and a recent treatment for
the case of random walk bridges is considered in [DW].
Assumption A4. For any b1, b2 > 0 there exist constants 0 < a1, a2 <∞ (depend-
ing on b1, b2 but not on N) such that the following statement holds. For any N ∈ N,
any L > 0 with NL ∈ N, there exists a probability space on which a Browian bridge
BL(t) and a family of random walk bridges {SNL,z(t)}z∈R are defined. Furthermore,
for all z ∈ R, one has the following estimate
P
[
sup
0≤t≤L
∣∣∣∣BL(t) + tL · z − SNL,z(t)
∣∣∣∣ ≥ a1N−1/2 log(NL)
]
≤ a2(NL)−b1eb2z2/L.
Under assumptions A1 - A4, we are ready to state the main result of this paper.
Theorem 2.13. Denote [k1, k2]Z := {k1, · · · , k2} and denote ΛNd := 1NZ, for N ∈ N.
Fix K ∈ N∪{∞}, let LN be a [1, K]Z×ΛNd -indexed discrete line ensemble that enjoys
the discrete (HN , HRW,N)-Gibbs property with respect to some local interaction Hamil-
tonian HN and random walk Hamiltonian HRW,N . Here we adopt the convention that
LN0 = +∞ and LNK+1 = −∞.
Assume that (HN , HRW,N) satisfies assumptions A1-A4. Moreover, assume that
LN1 (x) + x2/2 (defined through linear interpolation) converges weakly to a stationary
process, under the topology of uniform convergence on compact sets. Then we have
(1) For any T > 0 and 1 ≤ k ≤ K, the restriction of the line ensemble LN to
[1, k]Z× [−T, T ] is sequentially compact as N varies.
(2) Furthermore, any subsequential limit line ensemble L∞ satisfies H-Brownian
Gibbs property with H(x) = ex.
3. Proof of Theorem 2.13
In this section, we will first present three propositions, analogous to [CH16, Propo-
sitions 6.1, 6.2 and 6.3] in Subsection 3.1 and provide a few estimates on random
walk bridges and (HN , HRW,N -discrete Gibbs line ensembles in Subsection 3.2. Then
we will deduce from them the proof of Theorem 2.13.
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3.1. Three key propositions for random walk bridges. Fix K ∈ N∪{∞}, for
N ∈ N, let LN = {LN1 , · · · ,LNK} be a discrete line ensemble which enjoys the discrete
(HN , HRW,N)-Gibbs property with respect to some local interaction Hamiltonian HN
and random walk Hamiltonian HRW,N such that (HN , HRW,N) satisfy assumptions
A1-A4. We have the three following propositions.
Proposition 3.1. Fix k ∈ {1, 2, · · ·K}. For each ε > 0, there exists Rk = Rk(ε) > 0
such that for any x0 > 0 there exist N0(x0, ε) such that for N ≥ N0 and x ∈ [−x0, x0],
P
(
inf
s∈ΛN
d
[x−1/2,x+1/2]
(
LNk (s) +
s2
2
)
< −Rk
)
< ε.
Proposition 3.2. Fix k ∈ {1, 2, · · ·K}. For each ε > 0 and δ ∈ (0, 1/8), there
exists T0 > 0 such that for any x0 > T0 there exist N0(x0, ε, δ) such that N ≥ N0 ,
T ∈ [T0, x0] and y0 ∈ [−x0, x0 − T ],
P
(
inf
s∈ΛN
d
[y0,y0+T ]
(
LNk (s) +
s2
2
)
< −δT 2
)
< ε.
Proposition 3.3. Fix k ∈ {1, 2, · · ·K}. For each ε > 0, there exists Rˆk = Rˆk(ε) > 0
and N0(ε) > 0 such that for any x0 > 0 there exist N0(x0, ε) such that N ≥ N0 and
x ∈ [−x0, x0 − 1],
P
(
sup
s∈ΛN
d
[x,x+1]
(
LNk (s) +
s2
2
)
> Rˆk
)
< ε.
The main ingredients in the proofs of these propositions are the discrete Gibbs
property of the line ensembles, the monotone coupling Lemma 2.11, Assumption A3
and the strong approximation of the random walk bridges and Brownian bridges
(Assumption A4). We also rely upon the arguments used in the proofs of [CH16,
Propositions 6.1, 6.2 and 6.3]. The proofs of the above propositions are given in
Section 4.
3.2. Estimates for random walk bridges and (HN , HRW,N) line ensembles.
In this subsection we prove a few lemmas which we will need in the proof of main
Theorem 2.13.
Lemma 3.4. The supremum of a Brownian bridge BL : [0, L]→ R, B(0) = B(L) = 0
satisfies that for all s > 0,
P
(
sup
t∈[0,L]
BL(t) > s
)
≤ e−2s2/L.
Proof. This amounts to a use of reflection principle - see (3.40) in Chapter 4 of [KS].

The following lemma is an analogue for the random walk bridge case under As-
sumption A4.
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Lemma 3.5. Let L > 0, z0 ≥ 0 and s0 ≥ 1. Assume that HRW,N satisfies Assumption
A4 (KMT coupling). Then there exist N0 = N0(L, s0, z0) such that the following holds.
For any |z| ≤ z0, 1 ≤ s ≤ s0 and N ≥ N0, let SNL,z(t) be the random walk bridge
defined as (2.11). Then
(3.1) P
(
sup
t∈[0,L]
(
SNL,z(t)−
t
L
· z
)
> s
)
≤ e−s2/L.
Proof. Let b1 = b2 = 1 and a1, a2 be the constants determined in Assumption A4.
Then we take N0 large enough such that the following two inequalities are true for
all N ≥ N0:
a1N
−1/2 log(NL) ≤1−
√
3
2
,
a2(NL)
−1ez
2
0/L ≤ min
1≤s≤s0
(
e−s
2/L − e−3s2/(2L)
)
.
Then by Lemma 3.4, Assumption A4 and s ≥ 1, we have
P
(
sup
t∈[0,L]
(
SNL,z(t)−
t
L
· z
)
> s
)
≤P
(
sup
t∈[0,L]
BL(t) >
√
3
2
s
)
+ P
(
sup
t∈[0,L]
∣∣∣∣BL(t) + tL · z − SNL,z(t)
∣∣∣∣ >
(
1−
√
3
2
)
s
)
≤e−3s2/(2L) + min
1≤s≤s0
(
e−s
2/L − e−3s2/(2L)
)
≤e−s2/L.

In the following we proceed to prove Proposition 3.8, which compares two nor-
malizing constants from H-Brownian line ensembles and (HN , HRW,N)-discrete line
ensembles respectively under assumptions A3 and A4.
Lemma 3.6. Fix K ≥ 1 and a < b ∈ R. Let L = {L1, . . .LK} be K real continuous
functions defined on [a, b]. Let H(x) = ex be a Hamiltonian function and ΛNd =
1
N
Z.
Assume HN is a sequence of Hamiltonian function satisfying Assumption A3. Thus
there exists a constant C2 > 0 such that for any 1 ≤ k1 ≤ k2 ≤ K, we have
(3.2)∣∣∣∣W k1,k2,ΛNd (a,b),~x,~y,f,gHN (L)−W k1,k2,(a,b),~x,~y,f,gH (L)
∣∣∣∣ ≤ C2 (ω(a,b)(Lk1−1,k2+1, 1/N) + 1/N) ,
where we adapt the convention Lk1−1 = f and Lk2+1 = g for k1 ≥ 2, k2 ≤ K − 1 and
the convention L0 =∞ and LK+1 = −∞.
16 XUAN WU
Proof. By Assumption A3, we have
∣∣∣∣∣∣ logW
k1,k2,ΛNd (a,b),~x,~y,f,g
HN (L)
logW
k1,k2,(a,b),~x,~y,f,g
H (L)
− 1
∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣∣∣∣
−
k2∑
i=k1−1
∑
u∈ΛN
d
(a,b)
HN(⊏•⊐(L, i, u))
−
k2∑
i=k1−1
∫ b
a
exp (Li+1(u)− Li(u))du
− 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
≤ eC1(ω(a,b)(Lk1−1,k2+1,1/N)+1/N) − 1.
If we further assume ω(a,b)(Lk1−1,k2+1, 1/N)+1/N ≤ 1, then by mean value theorem
we have
eC1(ω(a,b)(L
k1−1,k2+1,1/N)+1/N) − 1 ≤ C1eC1
(
ω(a,b)(Lk1−1,k2+1, 1/N) + 1/N
)
,
and hence∣∣∣∣∣∣ logW
k1,k2,ΛNd (a,b),~x,~y,f,g
HN (L)
logW
k1,k2,(a,b),~x,~y,f,g
H (L)
− 1
∣∣∣∣∣∣ ≤ C1eC1
(
ω(a,b)(Lk1−1,k2+1, 1/N) + 1/N
)
.
For the rest of the proof, we rely on the following fact (3.3) which we prove now.
For any a ≥ 0 and any |b| ≤ 1/2, from the mean value theorem,
|a1+b − a| = |a1+b′ log a| · |b|
for some |b′| ≤ 1/2. Note that
sup
a∈[0,1]
|a1+b′ log a| ≤ sup
a∈[0,1]
|a1/2 log a| ≤ 1
Hence
|a1+b − a| ≤ |b| for all a ∈ [0, 1], |b| ≤ 1/2.(3.3)
Now by taking
a =W
k1,k2,(a,b),~x,~y,f,g
H (L),
1 + b =
logW
k1,k2,ΛNd (a,b),~x,~y,f,g
HN (L)
logW
k1,k2,(a,b),~x,~y,f,g
H (L)
,
we have
a1+b =W
k1,k2,ΛNd (a,b),~x,~y,f,g
HN (L).
Applying inequality (3.3) with above choice of a, b, we have∣∣∣∣W k1,k2,ΛNd (a,b),~x,~y,f,gHN (L)−W k1,k2,(a,b),~x,~y,f,gH (L)
∣∣∣∣ ≤ C1eC1 (ω(a,b)(Lk1−1,k2+1, 1/N) + 1/N)
if the case ω(a,b)(Lk1−1,k2+1, 1/N) + 1/N ≤ min{1, 1/(2C1)e−C1} holds.
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On the other hand if the case
(
ω(a,b)(Lk1−1,k2+1, 1/N) + 1/N
)
> min{1, 1/(2C1)e−C1}
holds, since by definition it holds that W
k1,k2,ΛNd (a,b),~x,~y,f,g
HN (L),W k1,k2,(a,b),~x,~y,f,gH (L) ∈
(0, 1], we now have∣∣∣∣W k1,k2,ΛNd (a,b),~x,~y,f,gHN (L)−W k1,k2,(a,b),~x,~y,f,gH (L)
∣∣∣∣ ≤ max{2, 4C1eC1} (ω(a,b)(Lk1−1,k2+1, 1/N) + 1/N) .
Therefore the desired result follows by taking C2 = max{4C1eC1 , 2}. 
By a similar argument, we now control the difference between W
k1,k2,(a,b),~x,~y,f,g
H (L)
and W
k1,k2,(a,b),~x,~y,f,g
H (L′) by the sup norm between L and L′.
Lemma 3.7. Fix K ≥ 1 and a < b ∈ R. Let L = {L1, . . .LK} and L′ = {L′1, . . .L′K}
be two collections of K real continuous functions defined on [a, b] and let H(x) = ex
be a Hamiltonian function. There exists a constant C3 > 0 such that for any 1 ≤
k1 ≤ k2 ≤ K,
(3.4)∣∣∣W k1,k2,(a,b),~x,~y,f,gH (L)−W k1,k2,(a,b),~x,~y,f,gH (L′)∣∣∣ ≤ C3 sup
a≤u≤b
k1−1≤k≤k2+1
|Lk(u)−L′k(u)| .
Proof. Note that we have for any k1 − 1 ≤ i ≤ k2∣∣∣∣∣∣∣∣∣
∫ b
a
exp(Li+1(u)− Li(u))du∫ b
a
exp(L′i+1(u)− L′i(u))du
− 1
∣∣∣∣∣∣∣∣∣ ≤
∣∣∣∣∣supu exp(Li+1(u)− Li(u))duexp(L′i+1(u)− L′i(u))du − 1
∣∣∣∣∣
≤ exp
(
2 sup
a≤u≤b,i≤k≤i+1
|Lk(u)− L′k(u)|
)
− 1.
Therefore
∣∣∣∣∣∣ logW
k1,k2,(a,b),~x,~y,f,g
H (L′)
logW
k1,k2,(a,b),~x,~y,f,g
H (L′)
− 1
∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣∣∣
−
k2∑
i=k1−1
∫ b
a
exp (Li+1(u)− Li(u)) du
−
k2∑
i=k1−1
∫ b
a
exp
(
L′i+1(u)− L′i(u)
)
du
− 1
∣∣∣∣∣∣∣∣∣∣∣∣
≤ exp
(
2 sup
a≤u≤b,k1−1≤i≤k2+1
|Li(u)−L′i(u)|
)
− 1.
If we further assume supa≤u≤b,k1−1≤i≤k2+1 |Li(u)−L′i(u)| ≤ 1, by mean value theo-
rem we have ∣∣∣∣∣∣ logW
k1,k2,(a,b),~x,~y,f,g
H (L′)
logW
k1,k2,(a,b),~x,~y,f,g
H (L′)
− 1
∣∣∣∣∣∣
≤2e2 · sup
a≤u≤b
k1−1≤i≤k2+1
|Li(u)− L′i(u)|.
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Now by applying inequality (3.3) with a =W
k1,k2,(a,b),~x,~y,f,g
H (L′) and
1 + b = logW
k1,k2,(a,b),~x,~y,f,g
H (L′)/ logW k1,k2,(a,b),~x,~y,f,gH (L′),
we have∣∣∣W k1,k2,(a,b),~x,~y,f,gH (L′)−W k1,k2,(a,b),~x,~y,f,gH (L)∣∣∣ ≤ 2e2 · sup
a≤u≤b
k1−1≤i≤k2+1
|Li(u)− L′i(u)|,
if the case sup a≤u≤b
k1−1≤i≤k2+1
|Li(u)− L′i(u)| ≤ 14e−2 holds.
On the other hand if the case supa≤u≤b,k1−1≤i≤k2+1 |Li(u) − L′i(u)| > 14e−2 holds,
we simply use∣∣∣W k1,k2,(a,b),~x,~y,f,gH (L′)−W k1,k2,(a,b),~x,~y,f,gH (L)∣∣∣ ≤ 2 ≤ 8e2 sup
a≤u≤b,k1−1≤i≤k2+1
|Li(u)− L′i(u)|.
Thus the desired result follows by taking C3 = 8e
2. 
The following proposition shows that given the same boundary data and under
assumptions A3 and A4, the normalizing constant Z
k1,k2,ΛNd (a,b),~x,~y,f,g
HN ,HRW,N of (H
N , HRW,N)-
Gibbs line ensemble converges to Z
k1,k2,(a,b),~x,~y,f,g
H of H-Brownian Gibbs line ensemble
where H(x) = ex.
Proposition 3.8. Suppose HN and HRW,N satisfy Assumption A3 and Assumption
A4 respectively. For any k0 ∈ N, 0 < L1 < L2, z0 > 0 and ε > 0, there exists N0 and
δ > 0 such that the following statement holds. Fix N ∈ N with N ≥ N0, k1 ≤ k2 ∈ N
with k2 − k1 ≤ k0, a < b ∈ R with L1 ≤ b − a ≤ L2, ~x = {xk1 , . . . xk2}, ~y =
{yk1, . . . yk2}, with sup
k1≤i≤k2
|xi− yi| ≤ z0 and two continuous functions f, g : [a, b]→ R
with ω(a,b)(f, 1/N) + ω(a,b)(g, 1/N) < δ. Denote by S
N : [k1, k2]Z × ΛNd [a, b]→ R and
B : [k1, k2]Z × [a, b] → R the the random walk bridges constructed by HRW,N and
Brownian bridges in [a, b] with entrance and exit data ~x and ~y. Then S and B can be
coupled in a probability space and suppose J and J ′ are two events with P(J∆J ′) < ε′,
we have
(3.5)
∣∣∣∣P(W k1,k2,ΛNd (a,b),~x,~y,f,gHN (SN) · 1J)− P (W k1,k2,(a,b),~x,~y,f,gH (B) · 1J ′)
∣∣∣∣ < ε+ ε′.
In particular, by taking J = J ′ to be the whole probability space, we have
(3.6)
∣∣∣∣Zk1,k2,ΛNd (a,b),~x,~y,f,gHN ,HRW,N − Zk1,k2,(a,b),~x,~y,f,gH
∣∣∣∣ < ε
Proof. Let δ1, δ2 be two small numbers to be determined. By taking b1 = 1 and
b2 = 1 in Assumption A4, we can couple S and B in the same probability space with
estimate for each k ∈ [k1, k2]Z,
P
(
sup
a≤t≤b
∣∣∣Bk(t)− SNk (t)∣∣∣ > a1N−1/2 log(NL2)
)
≤ a2(NL1)−1ez20/L1 .
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Define the events
A1,N ={ω(a,b),1/N (B) < δ1},
A2,N =
{
sup
a≤t≤b,k1≤k≤k2
∣∣∣Bk(t)− SNk (t)∣∣∣ < δ2
}
,
AN =A1,N ∩A2,N .
Take N0 large enough such that a1N
−1/2
0 log(N0L2) < δ2, then
P(A¬2,N) ≤ k0 ·
(
a2(N0L1)
−1ez
2
0/L1
)
.
Hence through taking N0 large enough, we have
P(A¬2,N) ≤ ε.
Also, as N0 is large enough depending on L2, z0, k0 and δ1, we have
P(A¬1,N) ≤ ε.
Note that on the event AN , we have
ω(a,b)(S
N , 1/N) ≤ δ1 + 2δ2.
On the event AN , applying Lemma 3.6 and 3.7, we see that∣∣∣∣W k1,k2,ΛNd (a,b),~x,~y,f,gHN (S)−W k1,k2,(a,b),~x,~y,f,gH (B)
∣∣∣∣
≤
∣∣∣∣W k1,k2,ΛNd (a,b),~x,~y,f,gHN (S)−W k1,k2,(a,b),~x,~y,f,gH (S)
∣∣∣∣
+
∣∣∣W k1,k2,(a,b),~x,~y,f,gH (S)−W k1,k2,(a,b),~x,~y,f,gH (B)∣∣∣
≤C2(δ + δ1 + 2δ2 + 1/N) + C3δ2.
Thus now by choosing δ, δ1, δ2 and 1/N0 small enough, we have∣∣∣∣W k1,k2,ΛNd (a,b),~x,~y,f,gHN (S)−W k1,k2,(a,b),~x,~y,f,gH (B)
∣∣∣∣ < ε,
which implies that∣∣∣∣P(W k1,k2,ΛNd (a,b),~x,~y,f,gHN (SN) · 1J)− P (W k1,k2,(a,b),~x,~y,f,gH (B) · 1J ′)
∣∣∣∣
≤
∣∣∣∣P(W k1,k2,ΛNd (a,b),~x,~y,f,gHN (SN) · 1J∩J ′∩AN)− P (W k1,k2,(a,b),~x,~y,f,gH (B) · 1J∩J ′∩AN)
∣∣∣∣
+
∣∣∣∣P(W k1,k2,ΛNd (a,b),~x,~y,f,gHN (SN) · 1J∩J ′∩A¬N
)∣∣∣∣+ ∣∣∣P (W k1,k2,(a,b),~x,~y,f,gH (B) · 1J∩J ′∩A¬N)∣∣∣
+
∣∣∣∣P(W k1,k2,ΛNd (a,b),~x,~y,f,gHN (SN) · 1J\J ′)
∣∣∣∣+ ∣∣∣P (W k1,k2,(a,b),~x,~y,f,gH (B) · 1J ′\J)∣∣∣
≤3ε+ ε′,
where we used inequality
∣∣∣∣W k1,k2,ΛNd (a,b),~x,~y,f,gHN (S)−W k1,k2,(a,b),~x,~y,f,gH (B)
∣∣∣∣ < ε in J ∩
J ∩ A¬N for the first term and W k1,k2,Λ
N
d (a,b),~x,~y,f,g
HN (S),W
k1,k2,(a,b),~x,~y,f,g
H (B) ∈ [0, 1] and
the bound of the event probability for the other four terms. 
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3.3. Proof of Theorem 2.13 (1). In this section we proceed to the proof of The-
orem 2.13 (1). Let LN be a sequence of (HN , HRW,N)-discrete line ensembles which
satisfies the assumptions in Theorem 2.13.
In order to establish Theorem 2.13, we will first prove the following lower bound
for the normalizing constant Z
k1,k2,ΛNd [a,b],~x,~y,f,g
HN ,HRW,N (Definition 2.6) of the discrete line en-
semble LN . The proof exploits the analogous result for the normalizing constant
Z
k1,k2,(a,b),~x,~y,f,g
H (Definition 2.2) of a H-Brownian Gibbs line ensemble in [CH16,
Proposition 6.4] and result that Z
k1,k2,ΛNd [a,b],~x,~y,f,g
HN ,HRW,N is approximating Z
k1,k2,(a,b),~x,~y,f,g
H
implied by Proposition 3.8.
Lemma 3.9. Fix k1 ≤ k2 and an interval [a, b] ∈ R. Then for all ε > 0, there exists
δ > 0, and N0(k1, k2, a, b, ε) such that for all N > N0(k1, k2, a, b, ε),
P
(
Z
k1,k2,ΛNd [a,b],~x,~y,f,g
HN ,HRW,N < δ
)
< ε,
where ~x = (LNi (a))k2i=k1, ~y = (LNi (b))k2i=k1, f = LNk1−1, g = LNk2+1.
Proof. Propositions 3.1, 3.2 and 3.3 imply that (given k1, k2, a, b, ε) there exists
M > 0 such that the event
E =
{
min
s∈ΛN
d
[a,b]
LNk1−1 > −M
}
∩
{
max
s∈ΛN
d
[a,b]
LNk2+1 < M
}
∩
{
|LNi (s)| ≤ M ∀s ∈ {a, b}, i ∈ {k1, · · · , k2}
}
,
has probability P(E) ≥ 1− ε.
For δ to be specified soon, define the event (with ~x, ~y, f, g as in the statement of
the lemma)
D =
{
Z
k1,k2,ΛNd [a,b],~x,~y,f,g
HN ,HRW,N < δ
}
.
Since P(E¬) ≤ ε and
P(D) ≤ P(D ∩ E) + P(E¬),
we only need to control P(D ∩E). Let us assume that E occurs. In that case, due to
the monotonicity of Assumption A1 (1),
Z
k1,k2,ΛNd [a,b],~x,~y,f,g
HN ,HRW,N ≥ Z
k1,k2,ΛNd [a,b],~x,~y,−M,M
HN ,HRW,N .
Clearly given that E occurs, there exists some δ > 0, depending on k1, k2, a, b
and M , such that Z
k1,k2,(a,b),~x,~y,−M,M
H > 2δ. By Proposition 3.8, we may show that
Z
k1,k2,ΛNd [a,b],~x,~y,−M,M
HN ,HRW,N > δ for N ≥ N0(k1, k2, a, b, ε) large enough. Thus for such δ,
P(D ∩E) = 0 and we complete the proof. 
Now we proceed to the proof of Theorem 2.13(1). First let us recall the tightness
criterion for k continuous functions. For a < b and fi : [a, b] → R, 1 ≤ i ≤ k, define
k−modulus of continuity
ωa,b
(
{f1, · · · , fk}, r
)
= sup
1≤i≤k
sup
s,t∈[a,b]
|s−t|<r
|fi(s)− fi(t)|.
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Consider a sequence of probability measures PN on k functions ~f = (f1, · · · , fk) on
the interval (a, b) and define event
U[a,b]
(
~f, ̺, r
)
=
{
ωa,b
(
{f1, · · · , fk}, r
)
≤ ̺
}
.
As an immediate generalization of [Bi, Theorem 8.2], a sequence PN of probability
measures on k functions ~f = (f1, · · · , fk) is tight if, for each 1 ≤ i ≤ k, the one-point
distribution of fi(x) at a fixed x ∈ (a, b) is tight and if, for each positive ̺ and η,
there exists a r > 0 and integer N0 such that
PN
(
Ua,b(~f, ̺, r)
)
≥ 1− η, for N ≥ N0.
We will apply this tightness criterion for the sequence of measures PN of discrete
line ensembles LN restricted on [−T, T ]. Denote ~x = (LN1 (−T ), · · · ,LNK(−T )), ~y =
(LN1 (T ), · · · ,LNK(T )) and g(x) = LNK+1(x).
Now we denote LN as a sequence of discrete line ensembles which satisfy assump-
tions in the statement of main Theorem 2.13 and denote PN and EN as the correspond-
ing probability measures and expectations. Thus Proposition 3.1 and 3.3 show tight-
ness for the one-point distribution, i.e. for each given i ∈ {1, · · · , K}, the one-point
distribution of LNi (x) is tight in N ∈ N for any x varies over [−T, T ]. Thus in order to
prove the tightness of the line ensemble {LNi (x) : i ∈ {1, · · · , K}, x ∈ [−T, T ]}, it suf-
fices to verify that, for all ̺, η > 0, we can find a r(̺, η) such that for N ≥ N0(r, ̺, η)
large enough
(3.7) PN
(
U[−T,T ](~f, ̺, r)
)
≥ 1− η,
with U defined as above with fi = LNi on the interval [−T, T ].
We introduce two notations. For M > 0, we define the event
SN,M =
K⋂
i=1
{
−M ≤ LNi (−T ),LNi (T ) ≤ M
}
.
Denote ZN as a shorthand for
(3.8) ZN := Z
1,K,ΛNd [−T,T ],~x,~y,∞,g
HN ,HRW,N .
It is enough to prove that for any ̺, η > 0, there exists δ,M, r > 0 andN0(̺, η, δ,M, r)
large enough such that for all N ≥ N0
(3.9) PN
(
U[−T,T ](LN , ̺, r) ∩ {ZN ≥ δ} ∩ SN,M
)
> 1− η,
since (3.7) follows from (3.9).
Observe that the events {ZN ≥ δ}∩SN,M are Fext([1, K]Z×ΛNd (−T, T ))-measurable,
we can rewrite the left-hand side of (3.9) as
(3.10) EN
[
1ZN≥δ1SN,MEN
[
1U[−T,T ](LN ,̺,r)
∣∣∣Fext([1, K]Z × ΛNd (−T, T ))]].
Denote
(3.11) PN := P
1,K,ΛN
d
[−T,T ],~x,~y,+∞,g
HN ,HRW,N ,
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thus by the (HN , HRW,N)-Gibbs property enjoyed by the line ensemble LN , we have,
PN -almost surely,
EN
[
1U[−T,T ](LN ,̺,r)
∣∣∣Fext([1, K]Z × ΛNd (−T, T ))] = PN(U[−T,T ](LN , ̺, r)).(3.12)
The proof of Theorem 2.13 will be completed by the following lemma.
Lemma 3.10. Let ̺, η, δ,M, T > 0. There exists r(̺, η, δ,M, T ) and N0(r, ̺, η, δ,M, T )
large enough such that for all N ≥ N0,
PN
(
U[−T,T ](LN , ̺, r)
)
≥ 1− η/2.
provided that ~x, ~y ∈ RK satisfy the condition |xi|, |yi| ≤ M for 1 ≤ i ≤ K and the
condition ZN ≥ δ holds.
Let us assume the lemma for the moment and complete the proof of the claim of
(3.9). By choosing r small enough (depending on ̺, η, δ,M, T ) and N0 large enough(
depending on r, ̺, η, δ,M, T ), using Lemma 3.10 and equality (3.12), we find that
(3.13) (3.10) ≥ (1− η/2)EN [1ZN≥δ1SN,M ].
By Lemma 3.9, there exists δ > 0 and N0, such that, for N > N0, PN (ZN < δ) ≤ η/4.
Propositions 3.1 and 3.3 imply that we may choose M,N0 large enough and δ small
enough so that P(S¬N,M) ≤ η/4. This implies that
(3.14) PN({ZN ≥ δ} ∩ SN,M) ≥ 1− η/2,
and thus
(3.10) ≥ (1− η/2)2 > 1− η
which completes the proof of claim (3.9) and hence Theorem 2.13(1).
Proof of Lemma 3.10. The proof is based on the estimates provided by KMT cou-
pling (Assumption A4) and the estimates on modulus of continuity for free Brownian
bridge.
Recall that the law of PN = P
1,K,ΛN
d
[−T,T ],~x,~y,+∞,g
HN ,HRW,N is specified with Radon-Nikodym
derivative
dP
1,K,ΛN
d
[−T,T ],~x,~y,+∞,g
HN ,HRW,N
dP
1,K,ΛN
d
[−T,T ],~x,~y,+∞,g
free,HRW,N
(S) =
W (S)
ZN
.
We denote P
1,K,ΛNd [−T,T ],~x,~y,+∞,g
free,HRW,N asPfree,N and its expectation asEfree,N . Let U
¬
[−T,T ](LN , ̺, r)
)
be the complement of U[−T,T ](LN , ̺, r)
)
, i.e.
{
ωa,b
(
{L1, · · · ,Lk}, r
)
> ̺
}
. Since W
is always less than 1 and on the event {ZN ≥ δ}, we have
PN
(
U¬[−T,T ](LN , ̺, r)
)
=
Efree,N [1U¬ ·W (S)]
ZN
≤ Efree,N [1U¬]
ZN
≤ 1
δ
Pfree,N
(
U¬[−T,T ](S, ̺, r)
)
.
Therefore the proof of Lemma 3.10 is reduced to prove for fixed δ > 0, ̺, η > 0, there
is a r(̺, η) and N0(δ, ̺, η, r) large enough such that for all N ≥ N0, we have
1
δ
Pfree,N
(
U¬[−T,T ](S, ̺, r)
)
≤ η
2
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on the modulus of continuity for K-free random walk bridges sample from measure
P
1,K,ΛN
d
[−T,T ],~x,~y,+∞,g
free,HRW,N where ~x, ~y, g satisfy the assumptions in Lemma 3.10.
By applying KMT coupling to K independent random walk bridges, there exists
a coupling between K-random walk bridges with measure P
1,K,ΛNd [−T,T ],~x,~y,+∞,g
free,HRW,N and
Brownian bridge on [−T, T ] with boundary value ~x and ~y. We denote Pcpl as the
coupling measure and we use S and B to represent K-free random bridges and K-
free Brownian bridges sampled from this coupled measure. By Assumption A4, we
have the following estimate. There exist a, c > 0, depending on T,K and M , and a
coupling measure P such that for all N ≥ 1,
Pcpl
 ∑
1≤i≤K
sup
x∈[−T,T ]
|Si(x)− Bi(x)| ≥ a logN√
N
 ≤ c
N30
.
We also have following estimates on the modulus of continuity for K-free Brow-
nian bridges with boundary value the same as above. Let δ be the same as in the
assumption of Lemma 3.10, for any ̺, η > 0, there exist r(̺, η, δ,M, T ) > 0 such that
Pcpl
(
U¬[−T,T ]
(
B,
̺
2
, r
))
≤ δη
4
.(3.15)
Choose N0 large enough, such that
a logN√
N
< ̺
4
and c
N30
< δη
4
for all N > N0. Under
the coupling measure Pcpl, define eventD =
{∑
1≤i≤K supx∈[−T,T ] |Si(x)−Bi(x)| < a logN√N
}
.
Thus Pcpl(D) <
c
N30
< δη
4
. On the event D, we have thus
sup
1≤i≤K
sup
x,y∈[−T,T ]
|x−y|<r
|Si(x)− Si(y)|
≤ sup
1≤i≤K
sup
x,y∈[−T,T ]
|x−y|<r
|Bi(x)− Bi(y)|+ 2a logN√
N
< sup
1≤i≤K
sup
x,y∈[−T,T ]
|x−y|<r
|Bi(x)−Bi(y)|+ ̺
2
.(3.16)
Therefore, on the event D, using (3.15), we have
Pcpl
(
U¬[−T,T ](S, ̺, r) ∩D
)
≤ Pcpl
(
U¬[−T,T ](B, ̺/2, r)
)
≤ δη
4
.
Since Pcpl(D
¬) ≤ δη
4
we have
Pcpl
(
U¬[−T,T ](S, ̺, r)
)
≤ δη
2
,
which implies
PN
(
U¬[−T,T ](LN , ̺, r)
)
≤ η
2
,
hence completing the proof. 
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3.4. Proof of Theorem 2.13 (2). Following [CH16, Proposition 5.2(1)], we demon-
strate the H-Brownian Gibbs property of any limiting line ensemble.
Proof of Theorem 2.13 (2). The proof is similar to the coupling argument used
in [CH16, Proposition 5.2(1)]. Without loss of generality, we assume that LN con-
verges weakly to a line ensemble L∞. The topology is the sup norm on K bounded
continuous functions with domain [−T, T ]. Fix an index i ∈ {1, 2, . . . , K − 1} and
two times a, b ∈ [−T, T ] with a < b and interaction Hamiltonian H(x) = ex. We will
show that the law of L∞ is unchanged if L∞i is resampled between a and b according
to the law P
i−1,i+2,(a,b),L∞i (a),L∞i (b),L∞i−1,L∞i+1
H . The argument can easily be generalized to
multiple consecutive resampling curves. Note that the H-Brownian Gibbs property
is equivalent to this resampling invariance, hence finishing the proof.
Since the Banach space of K bounded continuous functions equipped with the sup
norm (Definition 2.1), denoted by (C0[−T, T ])K , is separable, the Skorohod represen-
tation theorem applies. Therefore there exists a probability space (Ω,B,P) on which
all of LN for N ∈ N ∪ {∞} are defined and almost surely LN(ω) → L∞(ω) in the
topology of (C0[−T, T ])K .
Let L = b− a. From Assumption A4, for each N ≥ L−1 there exists a probability
space (ΩNcpl,BNcpl,PNcpl) on which all of random walk bridges SNL,z, z ∈ R and a Brownian
bridge BL are defined. Moreover, by taking b1 = 30 and b2 = 1 in Assumption A4,
there exits 0 < a1, a2 <∞ such that
PNcpl
(
sup
0≤t≤L
∣∣∣∣BL(t) + tL · z − SNL,z(t)
∣∣∣∣ > a1N−1 log (NL)
)
≤ a2(NL)−30ez2/L.
We further put all such coupling together and construct a probability space (Ωcpl,Bcpl,Pcpl)
on which all of SNL,z, z ∈ R, N ≥ L−1, z ∈ R and a Brownian bridge BL are defined
and the above estimate holds with PNcpl replaced by Pcpl. Suppose we have a bounded
sequence zN ∈ R converging to z∞, then
∑
N≥L−1
Pcpl
(
sup
0≤t≤L
∣∣∣∣BL(t) + tL · zN − SNL,zN (t)
∣∣∣∣ > a1N−1 log (NL)
)
<∞.
Through the Borel-Cantelli lemma, one has Pcpl-almost surely
sup
t∈[0,L]
∣∣∣∣BL(t) + tL · z∞ − SNL,zN (t)
∣∣∣∣
≤ sup
t∈[0,L]
∣∣∣∣BL(t) + tL · zN − SNL,zN (t)
∣∣∣∣+ |zN − z∞| → 0.(3.17)
Let {(SN,ℓL,z , BℓL)}ℓ∈N be a sequence of such coupling and independent between differ-
ent ℓ′s and let {Uℓ}ℓ∈N be a sequence of independent random variables, each having
the uniform distribution on [0, 1]. We augment the probability space (Ω,B,P) to
include all such data independently.
In the first step, we define the ℓ−th candidate of resampling. As t ∈ [a, b], define
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LN,ℓi (t) = LNi (a) + S˜N,ℓL,LNi (b)−LNi (a)(t− a),
and LN,ℓi (t) = LNi (t) for t ∈ [−T, a) ∪ (b, T ]. Similarly, as t ∈ [a, b], define
L∞,ℓi (t) = L∞i (a) +BℓL(t− a) +
t− a
b− a · (L
∞
i (b)− L∞i (a)),
and L∞,ℓi (t) = L∞i (t) for t ∈ [−T, a) ∪ (b, T ].
In the second step, we check whether
(3.18) Uℓ ≤W (N, ℓ) := W i−1,i+1,Λ
N
d (a,b),LNi (a),LNi (b),LNi−1,LNi+1
HN (LN,ℓi ),
and accept the candidate resampling LN,ℓi if this event occur. We define accordingly
(3.19) W (∞, ℓ) := W i−1,i+1,(a,b),L
∞
i (a),L∞i (b),L∞i−1,L∞i+1
H (L∞,ℓi ).
For N ∈ N ∪ {∞}, define ℓ(N) to be the minimal value of ℓ for which we accept
LN,ℓi . Write LN,re for the line ensemble with the ith line replaced by LN,ℓ(N)i . The
random walk Gibbs property is equivalent to the fact that for N ∈ N,
LN,re (d)= LN .(3.20)
Our goal is to show the same equality holds for N = ∞, which verifies the H-
Brownian Gibbs property for the limiting line ensemble. For the moment we assume
ℓ(N) converges to ℓ(∞) with ℓ(∞) bounded almost surely (which we will prove in
the lemmas following later) and we complete the proof of Theorem 2.13(2) first.
From (3.17) and the independence among LN and {S˜N,ℓL,z , BℓL}ℓ∈N, one obtains al-
most surely
sup
t∈[a,b]
∣∣∣∣Bℓ(∞)L (t− a) + t− ab− a · (L∞i (b)− L∞i (a))− S˜N,ℓ(N)L,LNi (b)−LNi (a)(t− a)
∣∣∣∣→ 0(3.21)
Here we used the independence among LN and {S˜N,ℓL,z , BℓL}ℓ∈N to ensure (3.17) can
be applied to zN = LNi (b) − LNi (a), z∞ = L∞i (b) − L∞i (a) and the convergence still
holds almost surely. Then LN,re converges to L∞,re in C0[−T, T ] almost surely and
thus L∞,re (d)= L∞. We complete the proof of Theorem 2.13 (2). 
Lemma 3.11. Almost surely ℓ(∞) is finite.
Proof. For fixed L∞i (a),L∞i (b),L∞i−1,L∞i+1, the law of W (∞, ℓ) (randomness coming
from BℓL) is supported in (0, 1). Hence, for some ε > 0, W (∞, ℓ) is at least ε with
probability at least ε, which implies that ℓ(∞) is finite almost surely. 
Lemma 3.12. Almost surely for all ℓ, lim
N→∞
W (N, ℓ) =W (∞, ℓ).
Proof. Let A be the intersection of the following events:
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•
K∑
i=1
sup
t∈[−T,T ]
|LNi (t)− L∞i (t)| → 0.
• For all ℓ ∈ N,
sup
t∈[a,b]
∣∣∣∣BℓL(t− a) + t− ab− a · (L∞i (b)− L∞i (a))− S˜N,ℓL,LNi (b)−LNi (a)(t− a)
∣∣∣∣→ 0
One direct consequence is that as A occurs, LN,ℓ converges uniformly to L∞,ℓ for
all ℓ. In below we show that as A happens, W (N, ℓ)→W (∞, ℓ). We estimate
|W (N, ℓ)−W (∞, ℓ)|
≤
∣∣∣∣W i−1,i+1,ΛNd (a,b),LNi (a),LNi (b),LNi−1,LNi+1HN (LN,ℓ)−W i−1,i+1,(a,b),LNi (a),LNi (b),LNi−1,LNi+1H (LN,ℓ)
∣∣∣∣
+
∣∣∣∣W i−1,i+1,(a,b),LNi (a),LNi (b),LNi−1,LNi+1H (LN,ℓ)−W i−1,i+1,(a,b),LNi (a),LNi (b),LNi−1,LNi+1H (L∞,ℓ)∣∣∣∣
+
∣∣∣∣W i−1,i+1,(a,b),LNi (a),LNi (b),LNi−1,LNi+1H (L∞,ℓ)−W i−1,i+1,(a,b),L∞i (a),L∞i (b),L∞i−1,L∞i+1H (L∞,ℓ)∣∣∣∣ .
The first term is bounded by C2(ω(a,b)(LN,ℓi−1, 1/N)+ω(a,b)(LN,ℓi , 1/N)+ω(a,b)(LN,ℓi+1, 1/N)+
1/N) by Lemma 3.6. Then by
ω(a,b)(LN,ℓi , 1/N) ≤ ω(a,b)(L∞,ℓi , 1/N) + 2‖LN,ℓi − L∞,ℓi ‖C0[a,b],
the first terms goes to zero. By Lemma 3.7, the second term is bounded by ‖LN,ℓi −
L∞,ℓi ‖C0[a,b] which converges to zero. The last terms also converges to zero since L∞,ℓ
is a continuous line ensemble and ‖LN − L∞‖C0[−T,T ] → 0 
Lemma 3.13. Almost surely lim
N→∞
ℓ(N) = ℓ(∞).
Proof. Let A′ be the intersection of the event A above and
• ℓ(∞) <∞
• W (∞, ℓ(∞)) > Uℓ(∞)
The last condition occurs with probability 1 since W (∞, ℓ(∞)) ∈ (0, 1) and, con-
ditioned on {W (∞, ℓ(∞))}ℓ(∞)j=1 , Uℓ(∞) is the uniform distribution in [0,W (∞, ℓ(∞))].
Then from W (N, ℓ(∞))→ W (∞, ℓ(∞)), we have for N large enough W (N, ℓ(∞)) >
Uℓ(∞) and then ℓ(N) ≤ ℓ(∞). In particular,
lim sup
n→∞
ℓ(N) ≤ ℓ(∞).
On the other hand, for all 1 ≤ j ≤ ℓ(∞) − 1, one has W (∞, j) < Uj . Therefore
W (N, j) < Uj for N large enough and hence
lim inf
n→∞ ℓ(N) ≥ ℓ(∞).

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4. Proof of Three key Propositions
In this section, we will prove Propositions 3.1, 3.2 and 3.3 by induction on the
index k ∈ N. The proof follows the same logic as used in [CH16, Proposition 6.1, 6.2
and 6.3] with certain modifications as needed for the discrete case. The induction
proceeds in the following following order:
• We start by proving Proposition 3.1 for index k from the knowledge of all three
propositions for index k − 1.
• We deduce Proposition 3.2 for index k from Proposition 3.1 for index k and
Proposition 3.2 for index k − 1.
• We deduce Proposition 3.3 for index k from Proposition 3.1 for index k, k −
1, k − 2 and Proposition 3.1 for index k − 1.
4.1. Proof of Proposition 3.1. This proof is similar to that of [CH16, Proposi-
tion 6.1]. The main technical difference is that we replace [CH16, Lemma 2.11] by
Lemma 3.5 for the random walk bridge.
The k = 1 case follows from the assumption of Theorem 2.13 since we assume that
the k = 1 indexed curve converges weakly as a process on R to a stationary process.
Note the stationarity is need for the independence of Rk(ε) with respect to x0. We
assume now that k ≥ 2 and for k − 1 all three propositions have been verified.
Let consider ε > 0 given in the hypothesis of Proposition 3.1. For the proof, we
recall and define a few constant parameters. Let Rk−1 and Rˆk−1 be as in Proposition
3.1 and 3.3 for our given ε. Let K > 0 be such that 4(1− e−1/2)−1e−K2 = ε. Let T0
be the parameter provided by Proposition 3.2 and for any δ ∈ (1/128, 1/8). We also
require that T ∈ ΛNd large enough that
(4.1) T > T0, T e
−T 1/2 ≤ 1
4
log 2, Rˆk−1 ≤ 1
16
T 2 −KT 1/2, Rk−1 ≤ 1
16
T 2.
Define
(4.2) M =
1
8
T 2 − Rˆk−1 + (K + 1)T 1/2, Rk =M + 2T 2 +KT 1/2.
We will prove that for ε > 0 given, if we choose Rk as above then, for any x0, there
exist N0(x0, ε) such that for N ≥ N0 and x ∈ ΛNd [−x0, x0], it holds that
(4.3) P
(
inf
x∈ΛN
d
[x−1/2,x+1/2]
(
LNk (x) +
x2
2
)
< −Rk
)
< 10ε,
therefore it suffices to verify (4.3) to finish the proof of Proposition 3.1.
Consider arbitrary x0 and x ∈ [−x0, x0]. For T and M as above, define two events
EN,−k =
{
sup
x∈ΛN
d
[x−2T,x−T ]
(
LNk (x) +
x2
2
)
> −M
}
EN,+k =
{
sup
x∈ΛN
d
[x+T,x+2T ]
(
LNk (x) +
x2
2
)
> −M
}
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and their intersection
ENk = E
N,−
k ∩EN,+k .
The following lemma 4.1 is one of the key step towards proving Proposition 3.1 and
it shows that with high probability that the k indexed curve exceeds some level −M
at some point from the two outside region of [x − T, x + T ]. Hence together with
the re-sampling invariant nature provided by Gibbs property, likewise the value of
the line ensemble restricted at interior of [x − T, x + T ] should not deviate from
−M about the same size as a random walk bridge does and this imply the desired
Proposition 3.1. The above idea is summarized as the following two lemmas.
Lemma 4.1. For any ε > 0, x0 > 0, there exists N0(x0, ε) such that for N > N0,
and x ∈ ΛNd [−x0, x0], we have
P
(
(ENk )
¬
)
≤ 8ε.
Lemma 4.2. For any ε > 0, x0 > 0, there exists N0(x0, ε) such that for N > N0
and x ∈ ΛNd [−x0, x0], we have
P
({
inf
x∈ΛN
d
[x−T,x+T ]
(
LNk (x) +
x2
2
)
< −Rk
}
∩ ENk
)
< 2ε.
Proof of Lemma 4.1. We will prove that there exists N0(x0, ε) such that for N >
N0, we have
P
(
(EN,−k )
¬
)
≤ 4ε,
and the lemma immediately follows by the union bound since the analogous result
holds for EN,+k .
Define the event
Hk−1 :=
{
LNk−1(x) +
x2
2
< Rˆk−1 for x = x− 2T and x = x− T
}
.
By Proposition 3.3, there exists N0 such that P
(
(Hk−1)¬
)
≤ 2ε for N > N0. Hence
it is enough to prove that there exists N0 such that
P
(
(EN,−k )
¬ ∩Hk−1
)
≤ 2ε.
We define the event
A :=
{
LNk−1(x− 3T/2) +
(x− 3T/2)2
2
< −T 2/16
}
.
We would like to bound the probability of this event A by applying Proposition 3.2
with curve index k−1. In order to apply Proposition 3.2 for the index k−1, we need
to make sure that x− 3T/2 lies in the interval [y0, y0 + T ], where y0 ∈ [−x0, x0 − T ]
with x0 = x0(k − 1) chosen in Proposition 3.2 for (k − 1)-th labeled curve. And
this holds true by choosing that x0(k) =
1
2
x0(k − 1) and x0(k − 1) ≥ 5T given that
x ≤ x0(k).
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Hence by applying Proposition 3.2 for any choice of δ ∈ (0, 1/16), there exists
N0(ε, k, x0(k)) such that P(A) ≤ ε for N > N0. Now it is enough to prove
(4.4) P
(
(EN,−k )
¬ ∩Hk−1 ∩A¬
)
≤ 2ε,
for which we will apply the Gibbs property of the line ensemble and the monotonicity
Lemma 2.11 to control the probability of the event in (4.4) by the probability of an
event on random walk bridges, which could be bounded in a similar way as in the
case of Brownian bridges ( which is dealt with in [CH16, Proof of Lemma 7.2]) due
to the KMT coupling.
It is clear that the event (EN,−k )
¬ ∩ Hk−1 is Fext
(
{k − 1},ΛNd (x − 2T, x − T )
)
-
measurable, thus by the property of conditional expectation, we have
P
(
(EN,−k )
¬∩Hk−1∩A¬
)
= E
[
1(EN,−
k
)¬∩Hk−1E
[
1A¬
∣∣∣Fext({k−1},ΛNd (x−2T, x−T ))]
]
Due to the (HN , HRW,N)-Gibbs property enjoyed by discrete line ensemble L, it holds
that
E
[
1A¬
∣∣∣Fext({k−1},ΛNd (x−2T, x−T ))] = Pk−1,k−1,ΛNd (x−2T,X−T ),LNk (x−2T ),LNk (x−T ),LNk−2,LNkHN ,HRW,N (A¬).
In order to show (4.4), it suffices to show that under the condition that the event
(EN,−k )
¬ ∩Hk−1 occurs,
P
k−1,k−1,ΛNd (x−2T,X−T ),LNk (x−2T ),LNk (x−T ),LNk−2,LNk
HN ,HRW,N
(
A¬
)
≤ ε,
which we prove in the following.
Assume (EN,−k )
¬ ∩Hk−1 holds, thus monotone coupling Lemma 2.11 implies that
we can construct a coupling of the measure
P
k−1,k−1,ΛNd (x−2T,X−T ),LNk (x−2T ),LNk (x−T ),LNk−2,LNk
HN ,HRW,N
on the curve S = LNk−1 : ΛNd [x− 2T, x− T ]→ R and the measure
P
k−1,k−1,ΛN
d
(x−2T,x−T ),−(x−2T )2/2+Rˆk−1,−(x−T )2/2+Rˆk−1,+∞,−x
2
2
−M
HN ,HRW,N
on the curve S˜ : ΛNd [x− 2T, x− T ]→ R such that almost surely S(x) ≤ S˜(x) in the
interval [x− 2T, x− T ].
Since the event A¬ becomes more probable under pointwise increase in S(x), the
existence of the coupling implies that
E
[
1A¬
∣∣∣Fext({k − 1},ΛNd (x− 2T, x− T ))]
≤ Pk−1,k−1,ΛNd (x−2T,X−T ),−(x−2T )2/2+Rˆk−1,−(X−T )2/2+Rˆk−1,+∞,−
x2
2
−M
HN ,HRW,N (A
¬),
where in the RHS A is now defined with respect to S˜.
Now we proceed to control
P
k−1,k−1,ΛNd (x−2T,X−T ),−(x−2T )2/2+Rˆk−1,−(X−T )2/2+Rˆk−1,+∞,−x
2
2
−M
HN ,HRW,N (A
¬) ≤ ε(4.5)
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using estimates on Brownian bridges and KMT coupling.
Recall Definition 2.4 that the law of S˜ is specified by its Radon-Nikodym derivative
Z−1N WN(S˜) with respect to the free random walk bridges measure
P
k−1,k−1,ΛNd (x−2T,X−T ),−(x−2T )2/2+Rˆk−1,−(x−T )2/2+Rˆk−1
free,HRW,N .
For the rest of this proof, we will use PN and EN to denote the probability measure
and expectation respectively for P
k−1,k−1,ΛNd (x−2T,X−T ),−(x−2T )2+Rˆk−1,−(x−T )2+Rˆk−1
free,HRW,N .
Since normalizing constant ZN = EN
(
W (S˜)
)
and W (S˜) ≤ 1 always holds, we
have
P
k−1,k−1,ΛNd (x−2T,X−T ),(x−2T )2+Rˆk−1,−(X−T )2+Rˆk−1,+∞,−x
2
2
−M
HN ,HRW,N (A
¬)
=
EN
(
1A¬W (S˜
)
EN
(
W (S˜)
) ≤ EN (1A¬)
ZN
=
PN (A
¬)
ZN
.
Now in order to prove (4.5), it suffices to verify the ZN ≥ 14 (1− e−2) and PN (A¬) ≤
e−K
2
for N ≥ N0 large enough through the choice of K such that 4e−K
2
(1−e−2) ≤ ε.
Note that (see [CH16, (80)]), the lower bound 1
2
(1 − e−2) has been proved for
the normalization constant Z of a line ensemble with H-Brownian Gibbs property
conditioned on the same boundary conditions with Hamiltonian H = ex . In light of
Proposition 3.8, likewise we obtain for N ≥ N0(k, x0, T ) large enough,
ZN = Z
k−1,k−1,ΛNd (x−2T,X−T ),−(x−2T )2+Rˆk−1,−(X−T )2+Rˆk−1,+∞,−x
2
2
−M
HN ,HRW,N ≥
1
4
(1− e−2).
It remains to show PN (A
¬) ≤ e−K2 for N ≥ N0 large enough. To this end, let
L : [x − 2T, x − T ] → R denote the linear interpolation between L(x − 2T ) =
−(x− 2T )2/2 + Rˆk−1 and L(x− T ) = −(x− T )2/2 + Rˆk−1. By Lemma 3.5 we have
PN
(
sup
x∈[x−2T,x−T ]
(S˜(x)− L(x)) ≥ KT 1/2
)
≤ e−K2
Moreover we have
inf
x∈[x−2T,x−T ]
(L(x) + x2/2 +M) ≥ Rˆk−1 − 1
8
T 2 +M = (K + 1)T 1/2,
the last equality follows from the definition of M in (4.2).
And if A¬ holds, we see that
S˜(x− 3T/2)− L (x− 3T/2)
=
(
S˜(x− 3T/2) + (x− 3T/2)
2
2
)
−
(
L (x− 3T/2) + (x− 3T/2)
2
2
)
=
(
S˜(x− 3T/2) + (x− 3T/2)
2
2
)
−
(
Rˆk−1 − T
2
8
)
≥ −T
2
16
− Rˆk−1 + T 2/8 ≥ KT 1/2,
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where the first equality is a direct computation of the value of the linear interpolation
at x− 3T/2 and the last inequality follow from A¬. The above estimate implies that
A¬ ⊂
(
sup
x∈[x−2T,x−T ]
(S˜(x)− L(x)) ≥ KT 1/2
)
.
Hence we have
PN(A
¬) ≤ PN (S˜(x)− L(x)) ≥ KT 1/2
)
≤ e−K2,
and this finishes the proof of Lemma 4.1. 
Proof of Lemma 4.2. When ENk holds, the curve LNk (x) + x
2
2
rises above the level
−M on both of the intervals [x−2T, x−T ] and[x+T, x+2T ] at σ± respectively. By the
strong Gibbs property, the restricted measure of LNk (·) on [σ−, σ+] is a re-weighted
random walk bridge measure. Moreover, as N → ∞, the underline path measure
converge to Brownian bridge measure. Provided that the normalizing constant well
behaves, the typical deviation for this weight random walk path should be controlled
by the deviation for Brownian bridges up to some constants as N ≥ N0 for N0 large
enough. The estimates of this proof is carried out similarly to that of the previous
lemma.
Define the event
FNk−1 =
{
inf
x∈ΛN
d
[x−2T,x+2T ]
(LNk−1(x) + x2/2) ≥ −M + 2T 1/2
}
.
We can obtain an upper bound on the probability of the complement of FNk−1 by
applying Proposition 3.2 at index k − 1. Recall that in the proof of Lemma 4.1, we
use x0(k) = x0(k−1)/2. We may split the interval [x−2T, x−T ] into four consecutive
intervals of length T and apply Proposition 3.2 to each of them. In order to do that
task, one need to verify that each interval is contained in [−x0(k− 1), x0(k− 1)+T ].
This condition is easily verified by our choice of parameter and thus there exists N0
such that
P
(
(FNk−1)
¬) ≤ ε,
for N ≥ N0. We also define the event
GN =
{
inf
x∈ΛN
d
[x−T,x+T ]
(LNk (x) + x2/2) ≤ −Rk
}
We will prove that there exists N0(x0, ε) such that
(4.6) P
(
ENk ∩ FNk−1 ∩GN
)
≤ ε
for N > N0. Then the right hand side of Lemma 4.2 is bounded above by
P
(
ENk ∩ FNk−1 ∩GN
)
+ P
(
(FNk−1)
¬) ≤ 2ε,
as needed to complete to proof of the lemma.
We prove (4.6) by following a similar approach as in the previous proof but by
using the strong Gibbs property. Define σ−,k to be the infimum over those x ∈
ΛNd [x − 2T, x − T ] such that LNk (x) + x2/2 ≥ −M . Likewise define σ+,k to be the
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infimum over those x ∈ ΛNd [x+ T, x+ 2T ] such that LNk (x) + x2/2 ≥ −M . It is easy
to see that the interval (σ−,k, σ+,k) form a {k}-stopping domain (Definition 2.9) and
the event ENk ∩ FNk is Fext
(
{k},ΛNd (σ−,k, σ+,k)
)
-measurable. These facts imply that
P
(
ENk ∩ FNk−1 ∩GN
)
= E
1EN
k
∩FN
k
E
[
1GN
∣∣∣∣Fext({k},ΛNd (σ−,k, σ+,k))]

and
E
[
1GN
∣∣∣∣Fext({k},ΛNd (σ−,k, σ+,k))] = Pk,k,ΛNd (σ−,k ,σ+,k),LNk (σ−,k),LNk (σ+,k),LNk−1,LNk+1HN ,HRW,N (GN).
To simplify the notation, we let S : (σ−,k, σ+,k)→ R be the curve distributed accord-
ing to the given measure on the right hand side and GN is defined now in terms of
S.
Under the assumption that the event ENk ∩FNk−1 occurs, we know that LNk (σ±,k) =
(σ±,k)2/2−M . By Lemma 2.11, there exists a coupling of the measure
P
k,k,ΛN
d
(σ−,k,σ+,k),LNk (σ−,k),LNk (σ+,k),LNk−1,LNk+1
HN ,HRW,N
on the curve S with the measure
P
k,k,ΛNd (σ−,k,σ+,k),(σ−,k)
2/2−M,(σ+,k)2/2−M,−x
2
2
−M+2T 1/2,−∞
HN ,HRW,N
on the curve S˜ such that almost surely S(x) ≥ S˜(x) for x ∈ ΛNd (σ−,k, σ+,k). Since
the event GN becomes more probable under the pointwise decrease in S, this implies
that
E
[
1GN
∣∣∣∣Fext({k},ΛNd (σ−,k, σ+,k))] ≤ Pk,k,ΛNd (σ−,k,σ+,k),(σ−,k)2/2−M,(σ+,k)2/2−M,LNk−1,−∞HN ,HRW,N (GN )
As in the proof of Lemma 4.1, we have the law of S˜ is defined by its Radon-Nikodym
derivative Z−1N WN (S˜) with respect to the law of a rescaled random walk bridge with
the same starting and ending points. ZN is the expectation of WN (S˜) with respect
to the random walk measure on S˜. Now the proof proceeds the same way as previous
lemma such that we need a lower bound for normalizing constant ZN and the upper
bound of the same event under the probability measure of free random walk bridges.
Analogous to ZN , the control of Z such that Z ≥ 12(1 − 2e−1/2) in the case of
H- Gibbs line ensemble with H = ex is already proved in [CH16, Proposition 6.1].
Another application of Lemma 3.8 shows that ZN ≥ 14(1− 2e−1/2) for N ≥ N0 large
enough.
Let L : (σ−,k, σ+,k) → R denote the linear interpolation between L(σ−,k) =
−(σ−,k)2/2−M and L(σ+,k) = −(σ+,k)2/2−M . We further find that
P
k,k,ΛN
d
(σ−,k ,σ+,k),(σ−,k)2/2−M,(σ+,k)2/2−M,LNk−1,−∞
HN ,HRW,N
(
inf
x∈ΛN
d
[σ−,k,σ+,k]
(S˜(x)− L(x)) ≤ −KT 1/2
)
≤ Z−1e−K2 ≤ ε,
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together with the convexity of x
2
2
we have
inf
x∈[σN−,n,σN+,k]
(
S˜(x) +
x2
2
+M + 2T 2
)
≥ inf
x∈[σN−,k,σN+,k]
(
S˜(x)− L(x)
)
,
therefore by choosing Rk =M + 2T
2 +KT 1/2, we have
P
(
S˜(x) +
x2
2
≤ −Rk
)
≤ P
 inf
x∈[σN−,k,σN+,k]
(
S˜(x)− L(x)
)
≤ −KT 1/2
 ≤ ε
and this completes our proof. 
4.2. Proof of Proposition 3.2. We prove this proposition by induction on the
index k. In order to deduce the proposition for index k, we rely on Proposition 3.1
for index k, as well as Proposition 3.2 for index k − 1. For the case k = 0, it is easy
to check that the result holds. We assume now that k ≥ 1.
Consider ε > 0 and δ ∈ (0, 1/8) fixed from the statement of the proposition. We
assume that ε ∈ (0, 1) since the case ε ≥ 1 is trivial. By using Proposition 3.1 for
index k, there exists a constant Rk such that, for all x0 > 0 and x ∈ ΛNd [−x0, x0],
(4.7) P
(
LNk (s) + x2/2 < −Rk
)
≤ εδ
3
,
whenever N ≥ N0(x0, εδ/3). For y0, T > 0, we define the event
CNy0,T =
{
inf
x∈ΛN
d
[y0,y0+T ]
LNk−1(x) + x2/2 ≥ −
1
2
δT 2
}
.
We fix the constant T0 > 0 large enough such that the following conditions hold:
(1) Rk ≤ 58δT 20 .
(2) For all T > T0, define
(4.8) K(T ) =
(
log
(
2(1− e−2)−13Tε−1
))1/2
,
and require that
max
{(
δ(T + 1)
)1/2
, K(T )
(
δ(T + 1)
)1/2
δ2(T + 1)2
}
≤ 1
8
δT 2,
exp
{
− (T + 1)δe−1/8δT 2} ≥ 1/2.
(3) For all x0 ≥ T0, T ∈ [T0, x0] and y0 ∈ ΛNd [−x0, x0 − T ]
(4.9) P(CNy0,T ) ≥ 1−
ε
3
,
for N ≥ N0(x0, ε, δ) large enough. The existence of such T0 is a direct conse-
quence of Proposition 3.2 for index k − 1.
Define the event
ENy0,T =
{
inf
x∈ΛN
d
[y0,y0+T ]
(LNk (x) + x2/2) ≤ −δT 2
}
.
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We will show that
(4.10) P(ENy0,T ) < ε,
which proves the desired Proposition 3.2.
We will say that x ∈ Z ∩ ΛNd [−x0, x0] is (εδ/3)−good if LNk (x) + x2/2 ≥ −Rk
where Rk is define in (4.7). We say that x ∈ Z ∩ ΛNd [−x0, x0] is (εδ/3)−bad if
it is not (εδ/3)−good. Define BNy0,T the event that the number of (εδ/3)−bad x
in Z ∩ ΛNd [−x0, x0] is at most (T + 1)δ. It is straight forward from (4.7) that the
probability that any given x ∈ Z ∩ ΛNd [−x0, x0] is (εδ/3)−good is at least 1− εδ/3.
The mean number of (εδ/3)−bad x is therefore at most (T + 1)εδ/3. Thus by the
Markov inequality,
(4.11) P(BNy0,T ) ≥ 1−
ε
3
.
On the other hand, we have
P(ENy0,T ) ≤ P
(
ENy0,T ∩ BNy0,T ∩ CNy0,T
)
+ P
(
(BNy0,T ∩ CNy0,T )¬
)
.
By the bounds (4.11) and (4.9), we find that
P
(
(BNy0,T ∩ CNy0,T )¬
)
≤ 2
3
ε.
Hence to prove (4.10), it remains to show that
(4.12) P
(
ENy0,T ∩BNy0,T ∩ CNy0,T
)
≤ ε
3
.
The event CNy0,T depends on the curve of index k−1, hence it is Fext({k}×ΛNd (y0, y0+
T )−measurable. Using the conditional expectation we have that
P
(
ENy0,T ∩BNy0,T ∩ CNy0,T
)
= E
[
1CN
y0,T
E[1EN
y0,T
∩BN
y0,T
|Fext({k} × ΛNd (y0, y0 + T ))]
]
.
Then in order to prove (4.12), we only to check that P-almost surely
(4.13) E
[
1ENy0,T∩B
N
y0,T
∣∣∣Fext({k} × ΛNd (y0, y0 + T ))] ≤ ε31CNy0,T + 1(CNy0,T )¬ .
Since the bounds by 1(CN
y0,T
)¬ is trivial, we need to prove that if the event C
N
y0,T hold
then the left-hand side of (4.13) is bounded by ε/3. On this event, the (HN , HRW,N)−
property for LN implies that P−almost surely
E
[
1ENy0,T∩B
N
y0,T
∣∣∣Fext({k}×ΛNd (y0, y0+T ))] = Pk,k,ΛNd [y0,y0+T ],LNk (y0),LNk (y0+T ),LNk−1,LNk+1HN ,HRW,N (ENy0,T∩BNy0,T ).
On the right hand side the event ENy0,T ∩BNy0,T are now defined in terms of S : [y0, y0+
T ]→ R which is distributed according to Pk,k,Λ
N
d [y0,y0+T ],LNk (y0),LNk (y0+T ),LNk−1,LNk+1
HN ,HRW,N .
In order to establish this, we need to decompose the event ENy0,T ∩ BNy0,T further.
For any subset A ⊂ Z ∩ ΛNd [y0, y0 + T ], let GNA denote the event that the set of
(εδ/3)−good x ∈ Z ∩ ΛNd [y0, y0 + T ] is exactly the set A. Write lA as maximal
length of gaps between two consecutive points in A and denote by ST,δ the set of all
A ⊂ Z ∩ ΛNd [y0, y0 + T ] such that lA ≤ (T + 1)δ.
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Observe that the event BNy0,T is a subset of the union of G
N
A over all A ∈ ST,δ.
This is because having at most (T + 1)δ integer x ∈ Z ∩ ΛNd [y0, y0 + T ] which are
(εδ/3)−bad implies that the maximal number of such consecutive integers is at most
(T + 1)δ. This implies that
P
k,k,ΛNd [y0,y0+T ],LNk (y0),LNk (y0+T ),LNk−1,LNk+1
HN ,HRW,N (E
N
y0,T ∩ BNy0,T )
≤ ∑
A∈ST,δ
P
k,k,ΛN
d
[y0,y0+T ],LNk (y0),LNk (y0+T ),LNk−1,LNk+1
HN ,HRW,N (E
N
y0,T
∩GNA )
=
∑
A∈ST,δ
pA · Pk,k,Λ
N
d
[y0,y0+T ],LNk (y0),LNk (y0+T ),LNk−1,LNk+1
HN ,HRW,N (E
N
y0,T |GNA ),
where
pA = P
k,k,ΛNd [y0,y0+T ],LNk (y0),LNk (y0+T ),LNk−1,LNk+1
HN ,HRW,N (G
N
A )
and
P
k,k,ΛNd [y0,y0+T ],LNk (y0),LNk (y0+T ),LNk−1,LNk+1
HN ,HRW,N ( • |GNA )
is the measure conditioned on GNA occurring.
This conditioned measure is a special case of a general class of measure from
Definition 2.12 such that
P
k,k,ΛNd [y0,y0+T ],LNk (y0),LNk (y0+T ),LNk−1,LNk+1
HN ,HRW,N ( • |GNA ) = P
k,k,ΛNd [y0,y0+T ],LNk (y0),LNk (y0+T ),LNk−1,LNk+1
HN ,HRW,N ,H˜F ,H˜G
( • ),
where f˜(x) = (−x2/2−Rk) ·1x∈Z∩A¬+∞·1x/∈Z∩A¬ , g˜(x) = (−x2/2−Rk)·1x∈Z∩A−∞·
1x/∈Z∩A and H˜F (x) = H˜G(x) =∞·1x≥0+0 ·1x<0 (which corresponds to conditioning
on non-intersection).
We will prove that
(4.14) P
k,k,ΛN
d
[y0,y0+T ],LNk (y0),LNk (y0+T ), ~f,~g
HN ,HRW,N , ~Hf , ~Hg
(ENy0,T ) ≤
ε
3
.
Since
∑
A∈ST,δ pA ≤ 1, this will imply that
P
k,k,ΛNd [y0,y0+T ],LNk (y0),LNk (y0+T ),LNk−1,LNk+1
HN ,HRW,N (E
N
y0,T
∩ BNy0,T ) ≤
ε
3
.
In order to prove (4.14), we will utilize the monotonicity from Lemma 2.11. Write
S˜ to denote the curve distributed according to this law and on the event CNy0,T , we
may couple the measure P
k,k,ΛNd [y0,y0+T ],LNk (y0),LNk (y0+T ),LNk−1,LNk+1
HN ,HRW,N ,H˜F ,H˜G
on the curve S˜ to the
measure P (which we will introduce below) on the curve Sˆ so that S˜(x) ≥ Sˆ(x) for
all x ∈ ΛNd [y0, y0 + T ]. Since the event ENy0,T is more probable as S˜ decreases, this
monotonicity implies that
(4.15) P
k,k,ΛN
d
[y0,y0+T ],LNk (y0),LNk (y0+T ),LNk−1,LNk+1
HN ,HRW,N ,H˜F ,H˜G
(ENy0,T ) ≤ P (ENy0,T ).
The measure P on the curve Sˆ : [y0, y0 + T ]→ R is defined as follows:
• For x ∈ A, fix Sˆ(x) = −3
4
δT 2 − x2/2;
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• For a < a′ that are consecutive elements in A, the law of Sˆ on the interval (a, a′)
is specified by requiring that it has Radon-Nikodym derivative Z−1W (S) with
respect to the law of the random walk bridge P
ΛNd [a,a
′],−a2/2−3/4δT 2 ,−a′2/2−3/4δT 2
HRW,N .
Here we set S0 = −x22 − 12δT 2 and the Boltzmann weight is given by
(4.16) W (S) = exp
{
− ∑
s∈Λd[a,a′]
HN(⊏•⊐(S, 1, s)
)
· 1S(b)+b2/2<−5/8δT 2,∀b∈Z∩ΛN
d
[a,a′]
}
.
• For the minimal a ∈ A, the law of Sˆ on the interval [y0, a) is given by requiring
that it has Radon-Nikodym derivative Z−1W (S) with respect to the law of the
random walk bridge P
ΛNd [y0,a),LNk (y0),−a2/2−3/4δT 2
HRW,N . Here we set S0 = −x
2
2
− 1
2
δT 2
and the Boltzmann weight is given by
(4.17) W (S) = exp
{
− ∑
s∈Λd[y0,a]
H(⊏•⊐(S, 1, s)
)
· 1S(b)+b2/2<−5/8δT 2,∀b∈Z∩ΛN
d
[y0,a]
}
.
• For the maximal a ∈ A, the law of Sˆ is similarly defined as for the minimal
a ∈ A.
The general monotone coupling in Lemma 2.11 implies the inequality (4.15). Hence
it suffices to verify that
(4.18) P (ENy0,T ) ≤
ε
3
.
The rest of the proof constitutes prove of the above claim.
Consider a < a′, two consecutive elements in A. Let Sˆa,a′ the restriction of the
curve Sˆ on the interval [a, a′]. Note that a′−a ≤ (T +1)δ. Therefore by KMT lemma
and the estimate for Brownian motion, for N ≥ N0 with N0 large enough, we know
that
P
ΛNd [a,a
′],−a2/2−3/4δT 2 ,−a′2/2−3/4δT 2
HRW,N
 sup
x∈ΛN
d
[a,a′]
(
Sˆa,a′(x)− L(x)
) ≤ (δ(T+1))1/2 ≥ 1−e−2
where L(x) : [a, a′]→ R denotes the linear interpolation of L(a) = −a2−3/4δT 2 and
L(a′) = −(a′)2 − 3/4δT 2. By the same reasoning as in the proof of Proposition 3.1,
we have for N ≥ N0 with N0 large enough, Z ≥ 14(1− e−2).
By the concavity of −x2/2 and the bound (δ(T+1))1/2 ≤ δT 2/8 for T large enough,
we see that for such a curve Sˆa,a′ with
Sˆa,a′(x) ≤ L(x) + δT 2/8 ≤ −x2/2− 5
8
δT 2,
we have
P
(
inf
x∈ΛN
d
[a,a′]
(
Sˆa,a′(x)− L(x)
)
≤ −K(T )(δ(T + 1))1/2
)
≤ Z−1 exp(−K(T )2) ≤ ε
3T
,
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where the final inequality is due to the definition of K(T ) given in (4.8). Since the
curve L(x) and −x2/2− 3
4
δT 2 differ by at most (a′ − a)2 on [a, a′], hence
P
(
inf
x∈ΛN
d
[a,a′]
(
Sˆa,a′(x) + x
2/2
)
≤ −K(T )(δ(T + 1))1/2 − 3/4δT 2 − δ2(T + 1)2
)
≤ ε
3T
.
Given that δ < 1/8, by assumption on T0, for T ≥ T0, we have δ2(T + 1)2 ≤ 1/8δT 2
and K(T )(δ(T + 1))1/2 ≤ 1/8δT 2. Thus
P
(
inf
x∈ΛN
d
[a,a′]
(
Sˆa,a′(x) + x
2/2
)
≤ −δT 2
)
≤ ε
3T
.
Since there are at most T pairs (a, a′) consecutive elements in A, the above in-
equality implies that
(4.19) P
(
inf
x∈ΛN
d
[a∗,a∗]
(
Sˆa,a′(x) + x
2/2
)
≤ −δT 2
)
≤ ε
3
,
where a∗, a∗ denote the minimal and maximal elements of A. Also a∗ ≤ y0+(T +1)δ
and a∗ ≥ y0 + T − (T + 1)δ, thus
P
(
inf
x∈ΛN
d
[y0+(T+1)δ,y0+T−(T+1)δ]
(
Sˆa,a′(x) + x
2/2
)
≤ −δT 2
)
≤ ε
3
,
or equivalently
P
(
ENy0+(T+1)δ,T−2(T+1)δ
)
≤ ε
3
.
So by slightly changing values of T ∈ [T0, x0] and y0 ∈ [−x0, x0 − T ], the argument
above yields the conclusion P (ENy0,T ) ≤ ε/3 which completes the proof.
4.3. Proof of Proposition 3.3. This proof will generally follow the steps in the
proof of [CH16, Proposition 6.3]. In fact, rather than trying to adapt everything to
the discrete setting, we will use the strong coupling provided by Assumption A4 to
deduce Lemma 4.3 from [CH16, Proposition 7.6]. The proof of that proposition is
quite involved and lengthy and this saves us from being needed to redo or adapt it.
Our proof proceeds by induction on the curve index k. For the case k = 1, Propo-
sition 3.3 follows from assumption in Theorem 2.13. The general case is k ≥ 3, and
the case k = 2 is a specialization of the k ≥ 3 proof. So, from here on we will assume
that k ≥ 3.
In order to deduce the proposition for general index k ≥ 3, we will apply Proposi-
tion 3.1 for indices k− 2, k− 1 and k and Proposition 3.3 for index k− 1. The basic
idea of the argument is to show that should the index k curve be too high at some
time x ∈ [x¯, x¯ + 1
2
] then (up to the occurrence of certain events which we show are
likely) so too must the index k − 1 curve be high at some point between [x, x¯ + 2].
This violates the index k−1 result of Proposition 3.3 assumed by the induction, and
hence proves the index k case.
For arbitrary x0 > 0 and x ∈ ΛNd [−x0, x0 − 1], and k ∈ N we will define the
following events. These events will be determined by additional parameters Kk, Rk,
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Rˆk−1 and Rˆk which we will specify later in the proof. Define the event ENk (Rˆk) (which
we will later show is unlikely)
ENk (Rˆk) =
{
sup
x∈ΛN
d
[x,x+ 1
2
]
(LNk (x) + x2/2) ≥ Rˆk
}
and
χN(Rˆk) = inf
{
x ∈ ΛNd [x, x+
1
2
] : (LNk (x) + x2/2) ≥ Rˆk
}
,
with the convention that if the infimum is not attained then χ(Rˆk) = x+ 1/2. Note
that almost surely ENk (Rˆk) =
{
χN (Rˆk) < x+1/2
}
. We will generally shorten χN (Rˆk)
by just writing χ. Likewise, for the above and below N -dependent events, we will
typically drop the N superscript.
Let us further define events (which by our inductive hypotheses we will show to
be typical)
QNk−2(Kk) =
{
inf
x∈ΛN
d
[x,x+2]
(LNk−2(x) + x2/2) ≥ −Kk
}
,
ANk−1,k(Rk) =
{
LNk−1(χ) + χ2/2 ≥ −Rk
}
∩
{
LNj (x+ 2) + (x+ 2)2/2 ≥ −Rk for j = k, k − 1
}
.
Lastly, define the event (which is atypical by the inductive hypotheses)
BNk−1(Rˆk−1) =
{
sup
x∈ΛN
d
[χ,x+2]
(LNk−1(x) + x2/2) ≥ Rˆk−1
}
.
Observe that the interval [χ, x+2] forms a {k−1, k}-stopping domain for L. Observe
also that the events ENk (Rˆk), Q
N
k−2(Kk) andA
N
k−1,k(Rk) are all Fext
(
{k−1, k},ΛNd (χ, x+
2)
)
-measurable. The event Bk−1(Rˆk−1) is, however, not measurable with respect to
this external sigma-field. By using the strong Gibbs property, we have that P-almost
surely:
E
[
Bk−1(Rˆk−1)
∣∣∣∣Fext({k − 1, k},ΛNd (χ, x+ 2))
]
= P
k−1,k,ΛNd (χ,x+2),(LNk−1(χ),LNk (χ)),(LNk−1(x+2),LNk (x+2)),LNk−2,LNk+1
HN ,HRW,N (Bk−1(Rˆk−1)).
Given that the event ENk (Rˆk) ∩Qk−2(Kk) ∩ Ak−1,k(Rk) occurs, it follows that
LNk−1(χ) ≥ −Rk − χ2/2
LNk (χ) ≥ Rˆk − χ2/2
LNk−1(x+ 2) ≥ −Rk − (x+ 2)2/2
LNk (x+ 2) ≥ −Rk − (x+ 2)2/2
LNk−2(x) ≥ −Kk − x2/2 for all x ∈ ΛNd [χ, x+ 2]
LNk (x) ≥ −∞ for all x ∈ ΛNd [χ, x+ 2]
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Therefore, by Lemma 2.11, there exists a coupling of the measure
P
k−1,k,ΛNd (χ,x+2),(LNk−1(χ),LNk (χ)),(LNk−1(x+2),LNk (x+2)),LNk−2,LNk+1
HN ,HRW,N
on the curves S1, S2 : [χ, x+ 2]→ R with the measure
P
k−1,k,(χ,x+2),(−Rk−χ2/2,Rˆk−χ2/2),(−Rk−(x+2)2/2,−Rk−(x+2)2/2),−Kk−x2/2,−∞
HN ,HRW,N
on the curves S˜1, S˜2 such that almost surely Si(x) ≥ S˜i(x) for all i ∈ {1, 2} and
x ∈ ΛNd [χ, x+ 2]. Since the event Bk−1(Rˆk−1) becomes less probable as curves S1, S2
decrease, then
P
k−1,k,ΛNd (χ,x+2),(LNk−1(χ),LNk (χ)),(LNk−1(x+2),LNk (x+2)),LNk−2,LNk+1
HN ,HRW,N (Bk−1(Rˆn−1))
≥ p(Rk, Kk, Rˆk)1EN
k
(Rˆk)∩Qk−2(Kn)∩Ak−1,k(Rn),(4.20)
where p(Rk, Kk, Rˆk) is a shorthand for
P
k−1,k,ΛNd (χ,x+2),(−Rk−χ2/2,Rˆk−χ2/2),(−Rk−(x+2)2/2,−Rk−(x+2)2/2),−Kk−x2/2,−∞
HN ,HRW,N (Bk−1(Rˆk−1)).
We would like to choose other parameters Kk, Rk, Rˆk such that p(Rk, Kk, Rˆk) ≥ 1/2
for any χ ∈ ΛNd [x, x + 1/2]. This is a direct consequence of Lemma 4.3 below by
applying Lemma 4.3 with the choice µ = 1/2. Now by taking the expectation in
(4.20), we obtain
P(ENk (Rˆk) ∩Qk−2(Kk) ∩Ak−1,k(Rk)) ≤ 2P(Bk−1(Rˆk−1)).
We choose Rˆk−1 so that P(Bk−1(Rˆk−1)) ≤ 2ε, which can be achieved forN ≥ N0(x0, ε)
owing to Proposition 3.3 applied for index k − 1. Thus, we deduce that
P(ENk (Rˆk) ∩Qk−2(Kn) ∩Ak−1,k(Rn)) ≤ 4ε.
Moreover from Proposition 3.1 for index k− 2 there exist N ≥ N0 and Kk > K0(Rk)
such that
P(Qk−2(Kk)) ≥ 1− 2ε.
Similar, by applying Proposition 3.1 for indices k − 1, k, there exist N > N0 and
δRˆk/2 > Rˆk−1 such that
P(Ak−1,k) ≥ 1− 3ε.
Now we have for N > N0(x0, ε, k),
P(ENk (Rˆk)) ≤ P(ENk (Rˆk) ∩Qk−2(Kn) ∩Ak−1,k(Rn)) + P((Qk−2(Kn))¬ ∪ (Ak−1,k(Rn))¬)
≤ 4ε+ 2ε+ 3ε.
In the end, by a simple shifting x to x+ 1
2
, we obtain Proposition 3.3.
Lemma 4.3. Suppose HN and HRW,N satisfy assumptions A3 and A4 respectively.
For any µ ∈ (0, 1). There exists δ > 0, R0 > 0, and functions K0(R) > 0 and
Rˆ0(R,K) > 0 such that, for all R > R0, K > K0(R), Rˆ ≥ Rˆ(R,K) and all x ∈ R and
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χ ∈,ΛNd [x, x+1/2], we have the following estimate if provided that N ≥ N0(R,K, Rˆ)
with N0 large enough.
P
1,2
N
 sup
x∈ΛN
d
[χ,x+2]
(S1(x) + x
2/2) ≥ 1
2
δRˆ
 ≥ µ,
where P1,2N is a shorthand for the measure below on the curves S1 and S2,
P
1,2,ΛNd (χ,x+2),(−R−χ2/2,Rˆ−χ2/2),(−R−(x+2)2/2,−R−(x+2)2/2),−K−x2/2,−∞
HN ,HRW,N .
Now we only need to prove Lemma 4.3 to complete the full proof. The analogue of
Lemma 4.3 when the underlying path measure is Brownian bridge measure has been
proved in [CH16, Proposition 7.6] and we show that the same estimate also holds
for random walk bridge case assuming the KMT coupling Assumption A4, hence
finishing the proof.
Proof of Lemma 4.3. In order to simplify the notation we denote:
Q := P
1,2,ΛN
d
(χ,x+2),(−R−χ2/2,Rˆ−χ2/2),(−R−(x+2)2/2,−R−(x+2)2/2),−K−x2/2,−∞
HN ,HRW,N ,
and
Q := P
1,2,ΛNd (χ,x+2),(−R−χ2/2,Rˆ−χ2/2),(−R−(x+2)2/2,−R−(x+2)2/2)
free,HRW,N .
These measures are supported on two random walks bridges S1, S2. On the other
hand we also consider the measures which are defined on two Brownian bridges B1
and B2 (Definition 2.3):
K := P
1,2,(χ,x+2),(−R−χ2/2,Rˆ−χ2/2),(−R−(x+2)2/2,−R−(x+2)2/2),−K−x2/2,−∞
H ,
and
K := P
1,2,(χ,x+2),(−R−χ2/2,Rˆ−χ2/2),(−R−(x+2)2/2,−R−(x+2)2/2)
free .
In this case, from [CH16, Proposition 7.6 ], we have for any µ ∈ (0, 1), there exists
δ > 0, R0 > 0, and functions K0(R) > 0 and Rˆ0(R,K) > 0 such that, for all
R > R0,K > K0(R), Rˆ ≥ Rˆ(R,K) and all x ∈ R and χ ∈ [x, x+ 1/2],
K
(
sup
x∈[χ,x+2]
(B1(x) + x
2/2
)
≥ 1
2
δRˆ) ≥ µ+ 1
2
.
We actually consider the event :
JN(δ, Rˆ) =
 supx∈[χ,x+2](B1(x) + x2/2) ≥ 12δRˆ + aN−1/3

It is clear that as N →∞ and we have:
K(JN(δ, Rˆ))→ K
(
sup
x∈[χ,x+2]
(B1(x) + x
2/2) ≥ 1
2
δRˆ
)
.
Hence there exists N0 such that for N > N0, we have :
K(JN(δ, Rˆ)) ≥ µ.
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In the rest of the proof, we will compare K(JN(δ, Rˆ)) with Q(IN(δ, Rˆ)) where
IN(δ, Rˆ) =
{
sup
x∈ΛN
d
[χ,x+2]
(S1(x) + x
2/2) ≥ 1
2
δRˆ
}
.
Recall the definition of Q , we have
Q
(
IN(δ, Rˆ)
)
=
EQ
[
1IN (δ,Rˆ)W
]
EQ
[
W
] ,
where
W = exp
[
−
2∑
k=0
∑
u∈ΛN
d
[χ,x+2]
HN [⊏•⊐(S, k, u)]
]
.
Here we denote S0(x) = −K − x2/2 and S3(x) = −∞. Recall that the measure Q
is the law of two independent random walk bridges S1, S2 starting at time χ at the
point (−R − χ2/2, Rˆ − χ2/2) and ending at time x + 2 at the point (−R − (x +
2)2/2,−R− (x+ 2)2/2). Similarly, we have:
K(JN (δ, Rˆ)) =
EK
[
1JN (δ,Rˆ)Ŵ
]
EK
[
Ŵ
] ,
where
Ŵ = exp
[
−
2∑
i=0
∫ x+2
χ
exp[Bi(u)− Bi+1(u)]
]
,
with the conventions B0(x) = −K−x2/2 and B3(x) = −∞. Recall that the measure
K is the law of two independent Brownian bridges starting at time χ at the point
(−R−χ2/2, Rˆ−χ2/2) and ending at time x+2 at the point (−R− (x+2)2/2,−R−
(x+ 2)2/2).
By applying the strong approximation in Assumption A4, we can enlarge the
probability space (Ω,P) and couple the measure K and Q such that these exits
c(R, Rˆ), a(R, Rˆ), for i = 1, 2,
P
(
sup
s∈[x,x+2]
|Si(s)−Bi(s)| ≥ a logN√
N
)
≤ cN−30.
Such coupling will allow us to obtain the desired lower bound µ for Q(IN(δ, Rˆ)) with
N large enough thus completing the proof. It amounts to find a lower bound for
Y ′N := EQ
[
1IN (δ,Rˆ)W
]
, and an upper bound for YN := EQ
[
W
]
.
Let us first start with the lower bound for Y ′N . For i = 1, 2, let Di be the event:
Di :=
{
sup
s∈[χ,x+2]
|Si(s)− Bi(s)| ≤ a logN√
N
}
.
Since χ ∈ [x, x+ 1/2], it is clear that
P(D1, D2) ≥ (1− cN−30)2.
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Consequently, we have
Y ′N ≥ (1− cN−30)2Q
[
1IN (δ,Rˆ)W
∣∣∣D1, D2]
Under the Assumption A3 about the Hamiltonian HN in Theorem 2.13, there exists
a constant C such that
W ≥ exp
[
−
2∑
i=0
∫ x+2
χ
du exp (Si+1(u)− Si(u))
]
· exp [−C (ωχ,x+2(S1, 1/N) + ωχ,x+2(S2, 1/N))]
Assume that the events D1 and D2 occur, we obtain
1IN (δ,Rˆ) ≥ 1JN (δ,Rˆ)
ωχ,x+2(Si, 1/N) ≤ ωχ,x+2(Bi, 1/N) + 2a logN√
N∫ x+2
χ
du exp[Si+1(u)− Si(u)] ≤
∫ x+2
χ
du exp[Bi+1(u)− Bi(u)] exp
(
2a logN√
N
)
.
By the coupling between Q and K, we have
Y ′N ≥ (1− cN−30)2 × K
1JN (δ,Rˆ) exp
[
−
2∑
i=0
exp
(
2a logN√
N
)(∫ x+2
χ
du exp (Bi+1(u)− Bi(u))
)]
× exp
(
−Cωχ,x+2(B1, 1/N)− Cωχ,x+2(B2, 1/N)− 4Ca logN√
N
).
Fixing an ε > 0 and conditioning on the event that {ωχ,x+2(Bi, 1/N) < ε} for i = 1, 2
then the above inequality becomes:
(4.21)
Y ′N ≥ A′(N, ε)×K
[
1JN (δ,Rˆ) exp
[
−
2∑
i=0
exp
(
2a logN√
N
) ∫ x+2
χ
du exp (Bi+1(u)−Bi(u))
]]
,
where
A′(N, ε) = (1− cN−30)2× (P
(
{ωχ,x+2(B, 1/N) < ε}
)
)2× exp
(
−2Cε− 4aC logN√
N
)
.
Since exp
(
2a logN√
N
)
> 1, by the convexity of function xα for α > 1 we have,
(4.22) Y ′N ≥ A′(N, ε)× K
[
1JN (δ,Rˆ)Ŵ
]( 2a logN√
N
)
.
Remark that for fixed ε > 0 and N →∞, A′(N, ε)→ exp(−2Cε).
Now we continue by establishing an upper bound for YN . Since almost surely W
is bounded by 1, then
(4.23) YN ≤ Q
[
W |D1, D2
]
P[D1, D2] + P(D
¬
1 ) + P[D
¬
2 ].
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As we have seen before, P[D¬i ] ≤ cN−30. Moreover conditioning on the events D1, D2,
it is straightforward that for i = 1, 2
ωχ,x+2(Si, 1/n) ≥ ωχ,x+2(Bi, 1/N)− 2a logN√
N∫ x+2
χ
du exp[Si+1(u)− Si(u)] ≥
∫ x+2
χ
du exp[Bi+1(u)−Bi(u)] exp
(−2a logN√
N
)
.
By applying Assumption A3 and conditioning on the events {ωχ,x+2(Bi, 1/N) > ε},
we can easily get the following upper bound
Q
[
W |D1, D2
]
≤ 2P[ωB(χ, x+ 2, 1/N) > ε]
+ K
[
exp
[
−
2∑
i=0
exp
(−2a logN√
N
)∫ x+2
χ
du exp[Bi+1(u)− Bi(u)]
]]
× exp
(
2Cε+ 4C
a logN√
N
)
,
Since 0 < exp(−2α(2N)) < 1, by the concavity of xα for 0 < α < 1, we can deduce
that
(4.24)
Q
[
W |D1, D2
]
≤ 2P[ωχ,x+2(B, 1/N) > ε]+K
[
W
]exp(−2a logN√
N
)
×exp
(
2Cε+ 4C
a logN√
N
)
.
Combining (4.23) and (4.24), we obtain:
(4.25) YN ≤ C(N, ε) + A(N, ε)K
[
W
]exp(−2 logN√
N
)
,
where
A(N, ε) = exp
(
2Cε+
4aC logN√
N
)
×
(
1− cN−30
)2
,
and
C(N, ε) = 2cN−30 +
(
1− cN−30
)2 × 2P[ωχ,x+2(B, 1/N) > ε].
At the end, we obtain from (4.22) and (4.25) that
Q[IN(δ, Rˆ)] =
Y ′N
YN
≥
A′(N, ε)× K
[
1JN (δ,Rˆ)W
]exp( 2a logN√
N
)
C(N, ε) + A(N, ε)K
[
Ŵ
]exp(−2a logN√
N
)
.
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Since for fixed ε > 0, we have A(N, ε)→ e2Cε, A′(N, ε)→ e−2Cε and C(N, ε)→ 0 as
N →∞. Thus as N →∞,
Y ′N
YN
≥
A′(N, ε)× K
[
1JN (δ,Rˆ)Ŵ
]exp( 2a logN√
N
)
C(N, ε) + A(N, ε)K
[
Ŵ
]exp(−2a logN√
N
)
→ e−4CεK
(
sup
x∈[χ,x+2]
(
B1(x) + x
2
)
≥ 1
2
δRˆ
)
.
Recall that K
(
supx∈[χ,x+2]
(
B1(x) +
1
2
x2
)
≥ 1
2
δRˆ
)
≥ µ+1
2
, by choosing ε(µ) small
enough we have for N ≥ N0 with N0
(
R,K, Rˆ
)
large enough,
Q[IN(δ, Rˆ)] ≥ µ,
which finishes the proof. 
5. Application for inverse gamma directed polymer
In this section, we first construct a discrete K-curve log-gamma line ensemble
LK = {LK,i(n), 1 ≤ i ≤ K,n ≥ i}, which is assocaited with inverse gamma directed
polymer, as introduced in [Se].
Under weak noise scaling, the lowest indexed curve LK,1 of LK , converges weakly
to solution of KPZ equation with narrow wedge initial data. This result follows
from a weak KPZ universality result about directed polymers in [AKQ] (with slight
modifications explained later in Proposition 5.10). When the same scaling is applied
to the full line ensemble LK , we aim to apply our main Theorem 2.13 to show the
tightness of the scaled log-gamma line ensemble LN and the H-Brownian Gibbs
property with H(x) = ex for all of its subsequential limit line ensembles.
There is an immediate problem about the attempt of directly applying Theo-
rem 2.13. Note that the discrete (H,HRW )-Gibbs property of LK is a direct conse-
quence of a Markov property in n for LK(n), which has been proved only for n ≥ K
in [COSZ, Theorem 3.7(i) and Theorem 3.9(i,iii)]. After applying the intermediate
scaling to LK(n), the restriction n ≥ K requires that the argument of scaled line
ensemble LN(·)(N is the scaling parameter) is nonnegative, i.e. LN (·) only enjoys
Gibbs property when restricted over nonnegative numbers in a lattice 2√
N
Z. Thus
Theorem 2.13 does not apply directly since the line ensembles considered therein,
requires Gibbs property over a lattice 2√
N
Z, converging to R.
We resolved this difficulty by proving the Gibbs property for scaled line ensemble
LN(·) over an interval with left endpoint escaping to −∞ (as N goes to infinity) when
restricted for the first finite k curves with any k ≥ 1. The proof relies on the obser-
vation (first proved in [CH14] for Brownian Gibbs property) that (H,HRW )-Gibbs
property survives under weak convergence of discrete line ensembles and another
observation in [COSZ] that LK(n) could be well approximated by a Markov chain
LMK (n) as M goes to infinity without restrictions on n.
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5.1. Definition of log-gamma line ensemble. Let us first introduce the discrete
log-gamma line ensemble LK = {LK,i(n), 1 ≤ i ≤ K,n ≥ i}. We explain the con-
struction and illustrate the obstacle for the construction of line ensemble LK(n) when
n < K, using an example from [COSZ, Figure 4].
Definition 5.1. Let γ be a positive real number. A random variable X has inverse
gamma distribution with shape parameter γ > 0 if is supported on the positive reals
where it has distribution
P(X ∈ dx) = 1
Γ(γ)
x−γ−1 exp(−1
x
)dx,
which we abbreviate with X
(d)
= Γ−1(γ).
We also recall the definition of the digamma and the trigamma function.
Ψ0(γ) =
d
dγ
log Γ(γ), Ψ1(γ) =
d2
dγ2
log Γ(γ).
For an inverse gamma random variable X with parameter γ it holds that
(5.1) Ψ0(γ) = −E[logX] Ψ1(γ) = Var(logX).
Fix K ∈ N and consider a semi-infinite matrix D = (dij : i ≥ 1, 1 ≤ j ≤ K) of
i.i.d random variables with distribution:
(5.2) dij
(d)
= Γ−1(γ).
For each n ≥ 1, form the n × K matrix Dn,K = (dij : 1 ≤ i ≤ n, 1 ≤ j ≤ K).
Dn,K serves as a random environment for the log-gamma polymer such that dij is
the weight a path collect at location (i, j) in Z2.
For 1 ≤ l ≤ k ≤ K, let Πnk,l denote the set of l-tuples π = (π1, · · · , πl) of non-
intersecting lattice paths in Z2 such that for 1 ≤ r ≤ l, πr is a lattice path from (1, r)
to (n, k+ r− l). See Figure 4 for an illustration. Remark that we need n ≥ l to avoid
emptiness or trivialness of the paths collection Πnk,l. For 0 ≤ n < l < k ≤ K, the
set of paths Πnk,l is empty. At l = k there is a unique l-tuple such that all paths are
horizontal.
Definition 5.2. The weight of an l-tuples π of such paths is
wt(π) :=
l∏
r=1
∏
(i,j)∈πr
dij.
For 1 ≤ l ≤ k ≤ K, define
(5.3) τk,l(n) :=
∑
π∈Πn
k,l
wt(π),
and we take the empty sum to equal zero for the empty sum case 0 ≤ n < l < k ≤ K.
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(1, 1)
(1, 2)
(1, l − 1)
(1, l) (n, k − l + 1)
(n, k − l + 2)
(n, k − 1)
(n, k)
(i, j)
di,j
Figure 4. Illustration of an l-tuple path π = (π1, · · · , πl). Only
right/up moves are allowed. Environment weight di,j is located at point
(i, j).
Then at time n, we can define an array z(n) = {zk,l(n) : 1 ≤ k ≤ K, 1 ≤ l ≤ k} by
zk,l(n) =

τk,l(n)
τk,l−1(n)
, l ≤ n ∧ k,
undefined, n < l ≤ k.
(5.4)
When n < K, there are elements zk,l(n) : n < l ≤ k ≤ K that are undefined, even
though strictly speaking one more element, namely zn+1,n+1(n), could be consistently
defined as 1. See the example in Figure 5 for an illustration (same as [COSZ, Figure
4]).
Definition 5.3. Define the shape y(n) := (y1(n), · · · , yK(n)) of the array z(n) as:
yi(n) :=

zK,i(n), i ≤ n ∧K,
undefined, n < i ≤ K.
(5.5)
When n < K, yi(n) := zK,i(n) can only be defined for 1 ≤ i ≤ n.
We denote TK := (zkl : 1 ≤ l ≤ k ≤ K and zkl ∈ (0,∞)) be the set of triangular
arrays with positive real entries and YK := (yl : 1 ≤ l ≤ K, yl ∈ (0,∞)). We define
K(y, dz) as a kernel from YK to TK as:
K(y, dz) =
∏
1≤l≤k<K
exp
(
− zk,l
zk+1,l
− zk+1,l+1
zk+1,l
)
dzk,l
zk,l
K∏
l=1
δyl(dzK,l).
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d15 d25 d35 d45
↑
d14 d24 d34 d44
↑
d13 d23 → d33 → d43
↑
d12 d22 d32 d42
↑
d11 → d21 d31 d41
d15 d25 d35 → d45
↑
d14 → d24 → d34 d44
↑ ↑
d13 d23 → d33 → d43
↑ ↑
d12 d22 d32 d42
↑
d11 → d21 d31 d41
z11(4)
z22(4) z21(4)
z33(4) z32(4) z31(4)
z44(4) z43(4) z42(4) z41(4)
z55(4) z54(4) z53(4) z52(4) z51(4)
Figure 5. Illustration of the path construction for n = 4 and
K = 5. Note that the matrix d is presented in Cartesian coordi-
nates. On the top left is an element π of ΠnK,l, that is an up-right
path π from (1, 1) to (n,K) = (4, 5). The weight of this path is
d11d21d22d23d33d43d44d45. On the top right is an element π = (π1, π2)
of ΠnK,2, a pair of nonintersecting up-right paths: π1 from (1, 1) to
(n,K − 1) = (4, 4) and π2 from (1, 2) to (n,K) = (4, 5). The weight
of π is (d11d21d22d23d33d43d44) ·
(
d12d13d14d24d34d35d45
)
. At the bot-
tom is the array z(n) = {zk,l(n)}1≤l≤k≤K, at time n = 4. The entry
zK,1(n) = z5,1(4) is equal to the sum of the weights of all paths in Π
n
K,l.
The product zK,1(n)zK,2(n) = z5,1(4)z5,2(4) is equal to the sum of the
weights of all elements in ΠnK,2. The rest of the array is determined via
(5.4). We regard the boldface element z55(4) as not yet defined at time
n = 4.
For y ∈ YK , define
w(y) :=
∫
TK
K(y, dz).
As proved in [COSZ, Theorem 3.7 and Theorem 3.9], the process {y(n), n ≥ K}
is a Markov chain with the following transition kernel on YK :
(5.6) P (y, dy˜) =
w(y˜)
w(y)
K−1∏
i=1
exp
− y˜i+1
yi
 K∏
j=1
(
Γ(γ)−1
(yj
y˜j
)γ
exp
(
−yj
y˜j
))
dy˜j
y˜j
.
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L5,1(1) L5,1(2) L5,1(3) L5,1(4) L5,1(5) L5,1(6)
L5,2(2) L5,2(3) L5,2(4) L5,2(5) L5,2(6)
L5,3(3) L5,3(4) L5,3(5) L5,3(6)
L5,4(4) L5,4(5) L5,4(6)
L5,5(5) L5,5(6)
i = 1
i = 2
i = 3
i = 4
i = 5
n = 1 n = 2 n = 3 n = 4 n = 5 n = 6
Figure 6. Illustration of the log-gamma line ensemble construction
with K = 5. There are five curves L5,1(n) through L5,5(n). The values
of L5,i(n) are not defined on the hollow points. The Gibbs property
holds for n ≥ 5 as a consequence of Lemma 5.7 and the Markov prop-
erty for L5(n) when n ≥ 5 with transition kernel from (5.6). We are in
need of the same Gibbs property when n < 5, e.g. the dashed rectangle
region.
Definition 5.4. We define the log-gamma line ensemble LK,i(n), 1 ≤ i ≤ K,n ≥ 1
by
LK,i(n) :=

log(yi(n)) 1 ≤ i ≤ n ∧K and n ≥ 1,
undefined n < i ≤ K and n ≥ 1.
See Figure 6 for an example.
By the Lemma 5.7 below, LK,i(n) when restricted to n ≥ K enjoys (H,HRW )-
Gibbs property with (H,HRW ) as in (5.7) and (5.8).
It seems that we are lack of Gibbs property when n < K due to the fact that the
Markov property for y(n) only holds for n ≥ K. But by taking a deeper exploration
of the proof of [COSZ, Theorem 3.9(iii)], together with Proposition 5.8 that Gibbs
property survives under weak convergence of line ensemble, we argue below that we
still have the same (H,HRW )-Gibbs property when n < K for the well-defined region
of LK .
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Consider ̺K = (̺K,i)1≤i≤K with
̺K = (̺K,i)1≤i≤K =
(
K − 1
2
,
K − 1
2
− 1, · · · ,−K − 1
2
)
.
Let y0,M := (e−M̺K,i)1≤i≤K . Define yM(n) := (yMi (n))1≤i≤K,n≥1 as a Markov chain
in YK with the initial state y
M(0) = y0,M and transition kernel given by (5.6).
The following proposition is proved in [COSZ, Proposition 5.3], which says that
{yM(n), n ≥ 1} converges weakly to y(n) on compact sets.
Proposition 5.5. Let {yM(n), n ≥ 1} be the Markov chain on YK defined above. And
let yi(n), 1 ≤ i ≤ n ∧K,n ≥ 1 be defined as (5.5). Then for any n0 ≥ 1, {yMi (n) :
1 ≤ i ≤ n∧K, 1 ≤ n ≤ n0} converges weakly to {yi(n) : 1 ≤ i ≤ n∧K, 1 ≤ n ≤ n0}
as M goes to infinity.
Remark 5.6. It is proved in [COSZ, Proposition 5.3] not only the weak convergence
of the shape y(n) but also the weak convergence of the array z(n).
Let JMK (n) := log yMK (n) be a discrete line ensemble. The following lemma im-
plies the random walk Gibbs property for JM(n). Actually any Markov chains with
transition kernel (5.6) enjoy the same Gibbs property.
Lemma 5.7. Fix K ∈ N and a random or deterministic state yˆ0 in YK. Let yˆ(n), n ≥
1 be the Markov chain on TK with initial state yˆ(0) = yˆ
0 and transition kernel given
by (5.6). We define the line ensemble LˆK,i(n), 1 ≤ i ≤ K,n ≥ 1 by
LˆK,i(n) = log(yˆi(n)).
Then the discrete line ensemble LˆK = {LˆK,i(n), 1 ≤ i ≤ K,n ≥ 1} enjoys a
(H,HRW )-Gibbs property with:
(5.7) HRW (x) = log Γ(γ) + γx+ e−x,
and
(5.8) H(⊏•⊐(L, k, u)) = exp
(
Lk+1(u+ 1)− Lk(u)
)
.
Proof. Fix 1 ≤ k1 < k2 ≤ K, Λd = [1,∞)Z and a < b ∈ Λd. We denote ~x =(
LˆK,k1(a), . . . , LˆK,k2(a)
)
as the entrance data, ~y =
(
LˆK,k1(b), . . . , LˆK,k2(b)
)
as the
exit data, f = LˆK,k1−1|Λd[a,b] be the upper boundary curve and g = LˆK,k2+1|Λd[a,b]
be the lower boundary curve and we adopt the convention that Lˆ0 = +∞ and
LˆK+1 = −∞.
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Given a continuous function F : C([k1, k2]Z×Λd[a, b],R), by the Markov property
of the process {yˆ(n), n ≥ 1} with the transition kernel (5.6), we have:
E
[
F
(
Lˆ|[k1,k2]Z×Λd(a,b)
)∣∣∣Fext([k1, k2]Z × Λd(a, b))]
∝
∫
F
(
Lˆ|[k1,k2]Z×Λd(a,b)
) ∏
u∈Λd[a,b]
k2∏
i=k1
exp
− exp[LˆK,i+1(u+ 1)− LˆK,i(u)]
×
k2∏
i=k1
hγ(LˆK,i(u+ 1)− LˆK,i(u))dLˆi(u),
(5.9)
where hγ(x) = exp (− log Γ(γ)− γx− e−x). Note that the coefficient could be fixed
as the normalizing constant for the density inside the integral to be a probability
density function and it is obvious to see that the constant should only depend on
~x, ~y, f, g. Now we see that the density inside the integrand is exactly P
k1,k2,Λd[a,b],~x,~y,f,g
H,HRW ,
which proves the (H,HRW )-Gibbs property. 
Now we are ready to prove the (H,HRW )-Gibbs property for LK(n) over the well-
defined region.
Proposition 5.8. Fix K ≥ 1. The line ensemble LK(n) satisfies the (H,HRW )-
Gibbs property in the region it is defined with H and HRW given by (5.8) and (5.7)
respectively. Precisely, for any 1 ≤ k1 < k2 ≤ K, a < b ∈ N with (k2 + 1) ∧K ≤ a,
(5.9) holds with Lˆ replaced by L.
Proof. From Proposition 5.5 and Lemma 5.7, LK is the weak limit of the sequence
of line ensembles JMK as M goes to infinity, which enjoys the same (H,HRW )-Gibbs
property. Therefore it suffices to show (H,HRW )-Gibbs property is preserved under
the weak limit. The proof proceeds similarly as the one of Theorem 2.13 (2), thus we
omit repeated details and focus on the part that needs modification.
Let C = [k1, k2]Z × [a, b]Z be a compact region where LK is defined. Through
Skorohod representation theorem, in such region C one can couple LK with the
converging sequence JMK in the same probability space such that and the sequence
JMK converges to LK almost surely. Now as in Theorem 2.13 (2), one can reformulate
the (H,HRW )-Gibbs property as a resampling invariance the same way as in (3.20)
using the random walk bridges constructed from HRW . Denote such random walk
bridges by SL,z(·), where L ∈ N is number of steps for the discrete bridges and
z ∈ R is the location of the endpoint. In the proof of Theorem 2.13 (2), we rely on
the KMT coupling Assumption A4 to ensure that the random walk bridges almost
surely converge uniformly to a Brownian bridge as in (3.21). Here we need to show
that such uniform converge to random walk bridge SL,z∞ still holds for random walk
bridges SL,zM as the location of the endpoint zM converges to z∞. This will be proved
in Lemma 5.9 below, hence we can finish the proof by following the arguments for
Theorem 2.13 (2). 
Lemma 5.9. Fix L ∈ N. Let SL,z(t), t ∈ [0, L]Z, z ∈ R be the random walk bridges
constructed from a smooth random walk Hamiltonian HRW . Then we can couple
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(SL,z)z∈R in the same probability space (ΩL,BL,PL) such that the following statement
holds. For all ω ∈ ΩL and sequence zj converging to z∞, we have
lim
j→∞
sup
t∈[0,L]Z
|(SL,zj(ω))(t)− (SL,z∞(ω))(t)| = 0.(5.10)
Proof. We use induction argument in L. The lemma clearly holds for L = 1.
For L ≥ 2, assume L = 2m is even for simplicity. By the induction hypothesis,
we can pick two such couplings (S1m,z(·))z∈R and (S2m,z(·))z∈R independently. For all
z ∈ R, we denote by Wz = SL,z(L/2) the middle point of the random walk bridge.
We may couple all (Wz)z∈R in the same probability space (Ωmid,Bmid,Pmid) through
quantile coupling. As the law of Wz varies smoothly in z, for all ω ∈ Ωmid and
zj → z∞, Wzj (ω)→ Wz∞(ω).
Now we couple (Wz)z∈R with (S1m,z(·))z∈R and (S2m,z(·))z∈R independently. Define a
L-step random walk bridges SL,z(t) for all z ∈ R by,
SL,z(t) :=
{
S1m,Wz(t) 0 ≤ t ≤ m,
Wz + S
2
m,z−Wz(t−m) m < t ≤ 2m.
It can be checked directly that SL,z(·) has the law of a random walk bridge with the
location of the endpoint being z. Therefore from the induction hypothesis and the
coupling of Wz, we may deduce (5.10), which finishes the proof. 
5.2. Scaled log-gamma line ensemble LN and application of Theorem 2.13.
Starting from now we set the parameter for inverse gamma distribution as γ = γN =√
N and we will let N go to infinity. We rewrite the log-gamma line ensemble as
LNK = {LNK,1, . . .LNK,K} to indicate the dependence on N .
The following result is a consequence of [AKQ, Theorem 2.7] by a slight modifica-
tion of their arguments, which we explain below.
Proposition 5.10. Consider following weak noise scaling for lowest indexed curve
of log-gamma line ensemble, LNK,1, and denote
L˜N1 (t, x) := LNNt/2,1
(
1
2
Nt+
√
Nx
)
−(Nt+
√
Nx)
(
log 2− log(
√
N − 1)
)
+log
√
N−log 2.
Then L˜N1 (t, x) converges weakly to logZ√2(t, x) in the topology of uniform convergence
on compact sets of {t ∈ R+, x ∈ R}.
Here Z√2(t, x) is defined by the following chaos expansion with convention t0 =
0, x0 = 0,
Z√2(t, x) := ̺(t, x) +
∞∑
k=1
(
√
2)k
∫
∆k(0,t]
∫
Rk
k∏
i=1
W (ti, xi)̺(ti − ti−1, xi − xi−1)̺(t− tk, x− xk)dxidti.
(5.11)
In the above expression, W (t, x) is a white noise on R+×R with covariance structure
E[W (t, x)W (s, y)] = δ(t−s)δ(x−y). And the integral is over a k-dimensional simplex
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∆k(0, t] = {0 = t0 < t1 < t2 < · · · < tk ≤ t}. Also ̺(t, x) is the standard Gaussian
heat kernel such that
̺(t, x) =
e−x
2/2t
√
2πt
.
Proof. We proof the above result by explaining how the convergence follows from
the arguments for [AKQ, Theorem 2.7]. Note that [AKQ, Theorem 2.7] shows that,
under weak noise scaling (called intermediate disorder regime in [AKQ]), a modi-
fied point-to-point partition function of directed polymer model in dimension 1+1,√
N
2
ZωN (Nt +
√
Nx,
√
Nx;N−1/4), converges to the chaos series Z√2(t, x) in (5.11),
which is the solution to stochastic heat equation with multiplicative noise. The ran-
dom environment ω considered therein is of mean zero, variance one and has sixth
moments. We record their convergence result below,√
N
2
Zω(Nt+
√
Nx,
√
Nx;N−1/4)⇒ Z√2(t, x).
If we choose ωN to be an i.i.d. random environment with each weight ωN(i, j)
distributed as follows,
ωN(i, j)
(d)
= N1/4
 Γ−1(√N)
E
[
Γ−1(
√
N)
] − 1
 .(5.12)
By the definition of partition function ZωN in [AKQ] and τ in (5.3), we have the
following identification that
2−(Nt+
√
Nx)E[Γ−1(
√
N)]−(Nt+
√
Nx)τNt/2,1
(
1
2
Nt+
√
Nx
)
= ZωN (Nt+
√
Nx,
√
Nx;N−1/4),
For our choice of ωN as in (5.12), the sixth moment of ωN is uniformly bounded.
Moreover ωN has mean zero and variance 1 + O(N
−1/2) through direct computa-
tion with the asymptotics of digamma and trigamma functions (5.1). Under such
conditions, one can run the same arguments in [AKQ] to obtain the convergence of√
N
2
ZωN (Nt+
√
Nx,
√
Nx;N−1/4), hence the convergence of τNt/2,1.
Moreover note that by the definition of LN , we have
LNNt/2,1
(
1
2
Nt+
√
Nx
)
= log τNt/2,1
(
1
2
Nt+
√
Nx
)
.
From the property of inverse gamma distribution, E
[
Γ−1(
√
N)
]
= 1√
N−1 , the conver-
gence of L˜N1 (t, x) now follows and this finishes the proof. 
In the following we perform one more rescaling in order to get rid of the
√
2.
Definition 5.11. We define scaled log-gamma line ensemble as follows.
LNi (t, x) := LNNt/8,i
(
1
8
Nt+
1
2
√
Nx
)
−
(
1
4
Nt+
1
2
√
Nx
) (
log 2− log(
√
N − 1)
)
+ log
√
N − log 2.
We remark that LNi (t, x) is defined for t ∈ 8NN, x ∈ 2√NZ and i ≤ (Nt/8) ∧ (Nt/8 +√
Nx/2).
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Now we are ready to state the main application of Theorem 2.13 as follows. We
fix t = 1 for notation simplicity and the same result hold for any t > 0 by the
same argument modulo the modification that LN1 (t, x)+ x
2
2t
converges to a stationary
process.
Theorem 5.12. Fix t = 1. Given k ∈ N, T > 0, the restriction of the line ensemble
LN given by {LNj (1, x) : j ∈ {1, · · · , k}, x ∈ [−T, T ]} is tight as N varies. Moreover,
any subsequential limit line ensemble satisfies the H-Brownian Gibbs property with
H(x) = ex.
Proof. Recall the Gibbs property for LK in Proposition 5.8. The random walk Gibbs
property of LNi (1, x) can be computed directly through change of variables. Fix
N ∈ N. To simplify notations, we denote Li(x) = LNi (1, x). Then Li(x) satisfies
a (HN , HRW,N)-random walk Gibbs property over the region{
x ∈ 2√
N
Z, i ≤ (N/8) ∧ (N/8 +
√
Nx/2)
}
with local interaction Hamiltonian
HN(⊏•⊐(L, k, u)) = 2√
N − 1 exp
(
Lk+1(u+ 2/
√
N)− Lk(u)
)
,(5.13)
and random walk Hamiltonian
HRW,N(x) = log Γ(
√
N) +
√
N
(
x− log(
√
N − 1) + log 2
)
+ exp
(
−x+ log(
√
N − 1)− log 2
)
.
(5.14)
Since for fixed i, Li(x) is defined on {x ≥ −
√
N
4
+ 2i}, which diverges to −∞.
Hence for any choice of compact set C = {k1, · · · , k2}× [a, b], the L is well-define for
N large enough. This implies that for any compact set C, the (HN , HRW,N)-random
walk Gibbs property holds on C when N is larges enough.
We have shown that the scaled log-gamma line ensemble LN enjoys the (HN , HRW,N)
Gibbs property with local interaction and random walk Hamiltonians given by (5.13)
and (5.14) respectively. In light of Theorem 2.13, it suffices to verify assumptions
A1-A4 and the convergence of the lowest indexed curve LN1 .
Through the scaling invariance of the white noise,W (at, bt)
(d)
= (ab)−1/2W (t, x), one
checks that for any λ, β > 0, Zβ(λ2t, λx) (d)= λ−1Zλ1/2β(t, x). Together with Propo-
sition 5.10, LN1 (t, x) converges weakly to logZ1(t, x) + log 2. In [AKQ, Proposition
2.3], it is also shown that for fixed t > 0, Zβ(t, x)/̺(t, x) is a stationary process in x.
Therefore, LN1 (1, x) + x
2
2
converges weakly to a stationary process. In the following
we proceed to verify Assumptions A1-A4.
Assumptions A1(1) is explicit aboutHN in (5.13) and can be verified directly. Since
HN depends only on the second and the sixth entry, to check Assumption A1(2), it’s
sufficient to consider ~a = (a2, a6), ~b = (b2, b6) ∈ (R ∪ {±∞})2 with a2 ≥ b2, a6 ≥ b6
and a2 = b2 or a6 = b6. For the case a2 = b2, let δ > be a fixed number and
~a′ = (a2 + δ, a6), ~b′ = (b2 + δ, b6),
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as in Assumption A1 (2). Then
−HN(~a′) +HN(~a) = 2(e
a6−a2 − ea6−a2−δ)√
N − 1 ,
−HN(~b′) +HN(~b) = 2(e
b6−b2 − eb6−b2−δ)√
N − 1 .
From the convexity of ex, a6 ≥ b6, a2 = b2 and δ > 0, we have
−HN (~a′) +HN(~a) ≥ −HN(~b′) +HN(~b).
For the case a6 = b6, let δ > 0 be a fixed number and
~a′ = (a2, a6 + δ), ~b′ = (b2, b6 + δ),
as in Assumption A1 (2). Then
−HN(~a′) +HN(~a) = 2(e
a6−a2 − ea6−a2+δ)√
N − 1 ,
−HN(~b′) +HN(~b) = 2(e
b6−b2 − eb6−b2+δ)√
N − 1 .
From the convexity of ex, a6 = b6, a2 ≥ b2 and δ > 0, we have
−HN (~a′) +HN(~a) ≥ −HN(~b′) +HN(~b).
This finishes the verification of Assumption A1. Assumptions A2 can be checked
directly from the form of HRW,N (5.14).
Assumption A3 could can be verified through the definition of Riemann integral.
We note that the mesh size for rescaled log-gamma line ensemble is 2/
√
N instead
of 1/N as in Assumption A3. We could relabel N to solve is discrepancy. However,
as long as the mesh size goes to zero and N goes to infinity it has no essential effect
on the rest of the proof, we don’t do such relabelling. Understanding the mesh size
is 2/
√
N , we calculate for any 0 ≤ a < b ∈ R+, and any continuous line ensemble L
∑
u∈Λ
√
N/2
d
(a,b)
HN(⊏•⊐(L, k, u)) = ∑
u∈Λ
√
N/2
d
(a,b)
2√
N − 1 exp
(
Lk+1(u+ 2/
√
N)− Lk(u)
)
≤
√
N√
N − 1e
ω(a,b)(Lk+1,2/
√
N)
∑
u∈Λ
√
N/2
d
(a,b)
2√
N
exp (Lk+1(u)− Lk(u))
≤
√
N√
N − 1e
2ω(a,b)(Lk+1,2/
√
N)+ω(a,b)(Lk,2/
√
N)
∫ b
a
exp(Lk+1(u)−Lk(u))du.
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Hence ∑
u∈Λ
√
N/2
d
(a,b)
HN(⊏•⊐(L, k, u))
≤ exp
(
2ω(a,b)(Lk+1, 2/
√
N) + ω(a,b)(Lk, 2/
√
N)− log(1− 1/
√
N)
)
×
∫ b
a
exp(Lk+1(u)−Lk(u))du.
Similarly,∑
u∈Λ
√
N/2
d
(a,b)
HN(⊏•⊐(L, k, u))
≥ exp
(
− 2ω(a,b)(Lk+1, 2/
√
N)− ω(a,b)(Lk, 2/
√
N)
) ∫ b
a
exp(Lk+1(u)−Lk(u))du.
These two yield Assumption A3.
Now we turn to Assumption A4. For any γ > 0, we denote by Y (γ) = − log Γ−1(γ)
the log-gamma random variable with parameter γ. It is easy to verify that density
function exp(−HRW,N(x)) is the p.d.f. of the random variable −Y (√N)+ log(√N −
1)− log 2. For any N ≥ 2 and L > 0 with
√
N
2
L ∈ N, we define random walk bridges
S˜NL,z conditioned on arriving at z in
√
NL/2 steps, denoted as follows,
S˜NL,z
(
2√
N
k
)
= X˜1 + X˜2 + . . . X˜k
∣∣∣∣∣X˜1 + X˜2 + . . . X˜√NL/2 = z,(5.15)
where X˜j are i.i.d. with X˜1
(d)
= −Y (√N) + log(√N − 1)− log 2. And we still extend
S˜NL,z (t) to t ∈ [0, L] through linear interpolation. Now it suffices to verify that the
random walk bridge defined in (5.15) satisfies the estimate in Assumption A4.
To this end, we rely on [DW, Corollary 8.1], which provides the desired estimates
for normalized random variables. We start by recording the result of [DW, Corollary
8.1]. Let m(γ) and σ(γ)2 be the mean and variance of Y (γ) respectively, which could
be written in terms of the digamma and trigamma functions,
m(γ) = Ψ0(γ), σ
2(γ) = Ψ1(γ).
For any n ≥ 1, 0 ≤ k ≤ n and z ∈ R, we define
Sn,z(k; γ) := X1 +X2 + . . .Xk
∣∣∣∣∣X1 +X2 + . . .Xn = z,(5.16)
where Xj are i.i.d. with X1
(d)
= (Y (γ)−m(γ))/σ(γ). For general t ∈ [0, n], we define
Sn,z(t; γ) through linear interpolation. The following is a direct consequence of [DW,
Corollary 8.1].
Corollary 5.13. For any b > 0 and γ0 > 0, there exists constants 0 < C, a, α
′ <∞
such that for every positive integer n and γ ≥ γ0, there is a probability space on
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which are defined a Brownian bridge B1(·) and a family of processes {Sn,z(·; γ)}z∈R
such that for any r ≥ 0,
P
(
sup
0≤t≤n
∣∣∣∣√nB1(t/n) + tn · z − Sn,z(t; γ)
∣∣∣∣ ≥ r log n
)
≤ Cnα′−arebz2/n.(5.17)
Denote q(N) := log(
√
N − 1) − log 2 −m(√N) and we will use m, σ, q as short-
hand for m(
√
N), σ(
√
N), q(N) to simply notations. Now we have X˜1
(d)
= −Y (√N) +
m(
√
N) + q(N), which implies
S˜NL,z (t)
(d)
= −σS√N
2
L,−σ−1(z−
√
N
2
Lq)
(√
N
2
t;
√
N
)
+
√
N
2
qt.(5.18)
Remark that Corollary 5.13 fails to directly apply here since the endpoint −σ−1(z−√
N
2
Lq) blows up as N goes to infinity. To overcome this, we seek to apply a tilting
trick to RHS((5.18)) and identify the random walk bridge in RHS((5.18)) with an-
other bridge for which Corollary 5.13 applies.
For two random variables X and X ′ with p.d.f. fX and fX′ separately, we say X
and X ′ are related through tilting if there exist t ∈ R and a positive constant C such
that
fX(x) = Ce
txfX′(x).
We need the following result.
Lemma 5.14. Suppose X and X ′ are related through tilting. Then the random
walk bridges, constructed by the distribution of X and X ′ separately, have the same
distribution.
Proof. This lemma could be proved by directly comparing the two bridges densities
as we are in discrete time setting. 
Now if we choose ξ and µ such that
m(ξ) =m(
√
N) + q(N),
µ =σ(ξ)/σ(
√
N),
by direct verification, we have that (Y (
√
N)−m(√N)−q(N))/σ(√N) and µ(Y (ξ)−
m(ξ))/σ(ξ) are related through tilting. Hence by Lemma 5.14 we see that
S√N
2
L,−σ−1(z−
√
N
2
Lq)
(√
N
2
t;
√
N
)
−
√
N
2
qt
σ
(d)
= µS√NL/2,−σ−1µ−1z
(√
Nt
2
; ξ
)
.
Let n =
√
N
2
L and t′ =
√
N
2
t. Through relation (5.18) and the scale invariance for
Brownian bridge
√
LB1(t/L)
(d)
= BL(t), we could couple all of the random bridges
below in a probability space such that
µσ
(√
nB1(t
′/n) +
t′
n
· z
µσ
+ Sn,−µ−1σ−1z(t
′; ξ)
)
(d)
= 2−1/2µσN1/4BL(t) +
t
L
· z − S˜NL,z(t).
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In order to apply Lemma 5.13, we compute the asymptotics for ξ and µ. First by
[DW, (8.10)], as N goes to infinity, for m, σ and q we have
m(
√
N) = log
√
N +O(N−1/2),
σ(
√
N) =N−1/4 +O(N−3/4),
q(N) = log(
√
N − 1)− log 2−m(
√
N)
=− log 2 +O(N−1/2).
Hence
ξ =
√
N
2
+O(1),
µ =21/2 +O(N−1/2).
Since ξ goes to infinity, (5.17) applies and we obtain the following estimate. For
any b > 0, there exist 0 < C, a, α′ <∞ such that for every N ≥ 2 and L > 0
P
(
sup
0≤t≤L
∣∣∣∣2−1/2µσN1/4BL(t) + tL · z − S˜NL,z(t)
∣∣∣∣ ≥ r · µσ log(√NL/2)
)
≤C(
√
NL/2)α
′−ar exp
(
2bz2
µ2σ2N1/2L
)
.
(5.19)
We are ready to verify Assumption A4. Fix b1, b2 > 0. From the asymptotic of σ
and µ, we can choose b > 0 such that
sup
N≥2
2b
µ2σ2N1/2
≤ b2.
Let C, a and α′ be determined through Corollary 5.13 with γ0 = infN ξ. Take r > 0
such that α′ − ar = −b1 and then take a1 such that
a1 ≥ 23/2r sup
N
µ(N)σ(
√
N)N−1/4.
Take a2 = {8, 2C}. Then by rewriting (5.19)
P
(
sup
0≤t≤L
∣∣∣∣2−1/2µσN1/4BL(t) + tL · z − S˜NL,z(t)
∣∣∣∣ ≥ a12 (
√
N/2)−1/2 log(
√
NL/2)
)
≤a2
2
(
√
NL/2)−b1eb2z
2/L.
The last step is to change to coefficient of BL(t) to 1. From the asymptotics, there
exists a constant C0 such that for all N ,
|2−1/2µσN1/4 − 1| ≤ C0N−1/2.
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We calculate
P
(
sup
0≤t≤L
∣∣∣C0N−1/2BL(t)∣∣∣ ≥ a1
2
(
√
N/2)−1/2 log(
√
NL/2)
)
=P
(
sup
0≤t≤1
|B1(t)| ≥ 2−1/2a1C−10 N1/4L−1/2 log(
√
NL/2)
)
≤4 exp(−1
2
· 1
2
a21C
−2
0 N
1/2L−1(log(
√
NL/2)2))
≤4(
√
NL/2)−
1
4
·a21C−20 N1/2L−1.
By taking N large enough depending on L and b1, we can arrange
4(
√
NL/2)−
1
4
·a21C−20 N1/2L−1 ≤ a2
2
(
√
NL/2)−b1 .
Thus
P
(
sup
0≤t≤L
∣∣∣∣BL(t) + tL · z − S˜NL,z(t)
∣∣∣∣ ≥ a1(√N/2)−1/2 log(√NL/2)
)
≤P
(
sup
0≤t≤L
∣∣∣∣2−1/2µσN1/4BL(t) + tL · z − S˜NL,z(t)
∣∣∣∣ ≥ a12 (
√
N/2)−1/2 log(
√
NL/2)
)
+
+P
(
sup
0≤t≤L
∣∣∣C0N−1/2BL(t)∣∣∣ ≥ a1
2
(
√
N/2)−1/2 log(
√
NL/2)
)
≤a2(
√
NL/2)−b1eb2z
2/L.
This finishes the verification of Assumption A4 and hence finishes the proof. 
6. Appendix
In this section we prove the monotone coupling lemma, Lemma 2.11 by adapt-
ing the approach of [CH16] which generalized the argument in [CH14] from non-
intersecting Brownian bridges to H-Brownian line ensembles where H is a convex
Hamiltonian function. In [CH16, CH14], they first construct monotone couplings
along a sequence of Markov chains with only finite state spaces and the invariant mea-
sures converge to the bridge line ensembles (either non-intersecting or H-Brownian)
and hence demonstrate the monotone coupling in the limit. We take the same ap-
proach and recall that in our case HRW (see (2.3)) is the Hamiltonian corresponding
to an underlying random walk which is continuous in space. We will approximate
this continuous-in-space underlying random walk by a sequence of finite-state dis-
crete random walks, from which it suffices to construct the monotone coupling along
this sequence and the two convexity assumptions A1 and A2 guarantee that path
measure stay coupled in order.
We start by proving monotone coupling for finite-state discrete random walks.
Let X be a random varibable, by abuse of notation, we say a line ensemble enjoys
(H,X)-Gibbs property if the free random walk bridge measures (Definition 2.4) are
constructed using the law of X. We also replace HRW by X when the the law of X
plays the role of the law defined through HRW .
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Lemma 6.1. Let δ,M > 0 be any positive numbers and suppose that the underlying
random walk X takes value in δZ ∩ [−M,M ]. To modify convexity Assumption A2
for such random walk, we assume − logP(X = kδ) is a convex function in k ∈ Z
with the convention − log 0 = ∞. Further assume that the Hamiltonian H satisfies
Assumption A1. Then the result in Lemma 2.11 holds for (H,X)-Gibb line ensembles.
Precisely, fix k1 ≤ k2 and a < b ∈ Λd. For i = 1, 2 define pairs of vectors
(~xi, ~yi) ∈ (δZ)k2−k1+1, pairs of measurable functions (f i, gi) : Λd[a, b] → R ∪ {±∞}.
We define Pi = P
k1,k2,Λd[a,b],~x
i,~yi,f i,gi
H,X for i = 1, 2, which denotes the probability measure
for the (H,X)-random walk bridge ensemble with X playing the role of defining the
underlying random walk as the random walk Hamiltonian as HRW .
For i ∈ {1, 2}, let Qi = {Qij}k2j=k1 be a [k1, k2]Z × Λd[a, b]-indexed line ensemble
on a probability space (Ωi,Bi,Pi). Assume that the i = 1 vectors and functions are
pointwise greater than or equal to their i = 2 counterparts (e.g. f 1(s) ≥ f 2(s) for all
s ∈ Λd[a, b]). Then there exists a coupling of the probability measure P1 and P2 such
that almost surely Q1j (s) ≥ Q2j (s) for all j ∈ [k1, k2]Z and s ∈ Λd[a, b].
Proof. By abuse of notation, we denote
HRW (kδ) = − logP(X = kδ),(6.1)
with the convention − log 0 =∞. Equivalently,
P(X = kδ) = exp(−HRW (kδ)).
We will construct the monotone coupling associated to the random walk with same
distribution as X. It is enough to demonstrate that if ~x1 ≥ ~x2, ~y1 ≥ ~y2 and (f 1, g1) ≥
(f 2, g2), then there is a probability space (Ω,P) on which both Q1 = (Q1j )k2j=k1 and
Q2 = (Q2j )k2j=k1 are defined and enjoy the respective marginals P1 and P2 as defined
above.
In order to construct such coupling, we will use a Markov chain argument. Let us
first introduce the dynamics of the Markov chain on the random walk bridges Q1
and Q2. At time t = 0, the initial configuration of (Q1)0, (Q2)0 are chosen to be the
lowest as possible trajectory of random walk bridges having the given endpoints and
satisfying the boundary conditions. It is obvious that (Q1j (s))0 ≥ (Q2j(s))0 for all
s ∈ Λd[a, b]. The dynamics of the Markov chain are follows: for each um ∈ Λd[a, b]
and each j ∈ [k1, k2]Z and each l ∈ {+1,−1}, there are an independent exponential
clock with rate one and an independent uniform random variables on [0, 1], U j,um,l.
When the clock labeled (um, j, l) rings, one tries to update Qij(um) to Q˜ij(um) =
Qij(um) + lδ. This proposed update is accepted according to the rule Ri ≥ U j,um,l,
where
Ri =
W
k1,k2,Λd[a,b],~x
i,~yi
H (Q˜i)Pk1,k2,Λd[a,b],~x
i,~yi
free,X (Q˜i)
W
k1,k2,Λd[a,b],~xi,~yi
H (Qi)Pk1,k2,Λd[a,b],~x
i,~yi
free,X (Qi)
.
The two discrete line ensembles Qi, with i = 1, 2, are now coupled through the
same collection of clocks and uniform random variables U j,um,l. We will prove that
this dynamics preserves the ordering between two line ensembles, i.e. for all time
t, (Q1j (s))t ≥ (Q2j (s))t. Since at each update step, we could only change Qij(um) to
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Q˜ij(um) = Qij(um)+δ or Q˜ij(um) = Qij(um)−δ, hence there are only two cases that the
ordering could probably be violated. The first case is when the clock (um, j,+) rings
and Q1j (um) = Q2j(um) = z, then the ordering will not be hold if R1 ≤ U j,um,l ≤ R2
and R1 < R2. We will prove now that when (um, j,+) rings we always have R1 ≥ R2,
hence the monotonicity is preserved. From the definition of Ri, one obtains (we omit
the index k1, k2, a, b for notation simplicity)
R1 = R1,RW · R1,H ,
where
R1,RW =
exp
(
−HRW
(
z + δ −Q1j(um−1)
)
−HRW
(
Q1j (um+1)− z − δ
))
exp
(
−HRW
(
z −Q1j (um−1)
)
−HRW
(
Q1j (um+1)− z
)) ,
and
R1,H =exp
(
−H
(
⊏•⊐(Q˜1, j, um)
)
+H
(
⊏•⊐(Q1, j, um)
))
×exp
(
−H
(
⊏•⊐(Q˜1, j, um−1)
)
+H
(
⊏•⊐(Q1, j, um−1)
))
×exp
(
−H
(
⊏•⊐(Q˜1, j, um+1)
)
+H
(
⊏•⊐(Q1, j, um+1)
))
×exp
(
−H
(
⊏•⊐(Q˜1, j − 1, um)
)
+H
(
⊏•⊐(Q1, j − 1, um)
))
×exp
(
−H
(
⊏•⊐(Q˜1, j − 1, um−1)
)
+H
(
⊏•⊐(Q1, j − 1, um−1)
))
×exp
(
−H
(
⊏•⊐(Q˜1, j − 1, um+1)
)
+H
(
⊏•⊐(Q1, j − 1, um+1)
))
.
Since HRW is convex and Q1 ≥ Q2, we have
−HRW (z + δ −Q1j(um−1)) +HRW (z −Q1j(um−1))
≥ −HRW (z + δ −Q2j(um−1)) +HRW (z −Q2j(um−1))
and
−HRW (Q1j (um+1)− z − δ) +HRW (Q1j (um+1)− z)
≥ −HRW (Q2j (um+1)− z − δ) +HRW (Q2j (um+1)− z).
Hence R1,RW ≥ R2,RW . Also, by Assumption A2 and Q1 ≥ Q2, we have each individ-
ual term in R1,H is greater than or equal to the one in R2,H . For instance, take
~a = ⊏•⊐(Q1, j, um), ~a′ = ⊏•⊐(Q˜1, j, um),
and
~b = ⊏•⊐(Q2, j, um), ~b′ = ⊏•⊐(Q˜2, j, um).
Then Assumption A1 implies
exp
(
−H
(
⊏•⊐(Q˜1, j, um)
)
+H
(
⊏•⊐(Q1, j, um)
))
≥ exp
(
−H
(
⊏•⊐(Q˜2, j, um)
)
+H
(
⊏•⊐(Q2, j, um)
))
.
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The other five terms are dealt with similarly. This implies R1 ≥ R2 and therefore the
monotonicity is well preserved after this update.
For the other case when (um, j,−) rings, the proof is similar. We have proved that
for all t > 0, under our dynamics, we always have (Q1j (tm))t ≥ (Q2j(tm))t.
Since the jumps of the random walk HRW can only take finite size (cutoff by M),
the Markov chain has finite states, moreover it is irreducible and aperiodic with an
invariant measure given by the measure P1 and P2. Hence by taking t to infinity, we
can obtain the desired coupling and hence complete the proof. 
Proof of Lemma 2.11. We approximate the underlying random walkX by random
variables Xℓ as ℓ goes to infinity and argue Xℓ satisfies the assumption in Lemma
2.11 as follows. For any ℓ ≥ 1, define discrete random variables Xℓ by
P(Xℓ = kℓ−1) =
{
C−1ℓ exp(−HRW (kℓ−1)) k ∈ [−ℓ2, ℓ2]Z,
0 others,
where Cℓ is the normalizing constant Cℓ =
∑ℓ2
k=−ℓ2 exp(−HRW (kℓ−1)).
Because exp(−HRW (x)) is a continuous probability density function, ℓ−1Cℓ con-
verges to 1 and Xℓ converges to X in distribution. From Assumption A2, the convex-
ity of HRW implies that Xℓ satisfies the assumption in Lemma 6.1 with δ = ℓ−1 and
M = ℓ. Choose boundary vectors such that ~xi,ℓ ≥ ~yi,ℓ and ~xi,ℓ → ~xi, ~yi,ℓ → ~yi. Let
Pi,ℓ = P
k1,k2,Λd[a,b],~x
i,ℓ,~yi,ℓ,f i,gi
H,Xℓ , i = 1, 2
and let Qi,ℓj (s) be the corresponding line ensembles. By Lemma 2.11, P1,ℓ and P2,ℓ
can be coupled together and almost surely Q1,ℓj (s) ≥ Q2,ℓj (s).
Since Xℓ converges to X in distribution, Qi,ℓ also converges to Qi in distribution
and therefore is tight in ℓ. Hence (Q1,ℓ,Q2,ℓ) is also tight in ℓ and converges to a
coupling measure for Q1 and Q2 as ℓ goes to infinity. On such coupling we have
almost surely Q1j (s) ≥ Q2j (s) which finishes the proof of Lemma 2.11. 
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