Abstract. If a probability distribution is sufficiently close to a normal distribution, its density can be approximated by a Gram/Charlier Series A expansion. In option pricing, this has been used fit risk-neutral asset price distributions to the implied volatility smile, ensuring an arbitrage-free interpolation of implied volatilities across exercise prices. However, the existing literature is restricted to truncating the series expansion after the fourth moment. This paper presents an option pricing formula in terms of the full (untruncated) series and discusses a fitting algorithm, which ensures that a series truncated at a moment of arbitrary order represents a valid probability density. While it is well known that valid densities resulting from truncated Gram/Charlier Series A expansions do not always have sufficient flexibility to fit all market-observed option prices perfectly, this paper demonstrates that option pricing in a model based on these densities is as tractable as the (far less flexible) original model of Black and Scholes (1973) , allowing non-trivial higher moments such as skewness, excess kurtosis and so on to be incorporated into the pricing of exotic options: Generalising the Gram/Charlier Series A approach to the multiperiod, multivariate case, a model calibrated to standard option prices is developed, in which a large class of exotic payoffs can be priced in closed form. Furthermore, this approach, when applied to a foreign exchange option market involving several currencies, can be used to ensure that the volatility smiles for options on the cross exchange rate are constructed in a consistent, arbitrage-free manner.
Introduction
Ever since the seminal paper of Breeden and Litzenberger (1978) , it has been recognised that given liquid option prices for a continuum of strike prices and a fixed maturity, one can imply the risk-neutral density for the distribution of the future value of the underlying asset. These densities should not be interpreted in terms of probabilities under which the underlying asset will take on some value; rather, they represent state prices in the sense of Arrow (1964) and Debreu (1959) . Each state price is the market value today of a unit payoff in a given future "state of the world". These implied distributions are very useful when pricing further contingent claims on the same underlying asset, which can be valued by simply integrating their future (contingent) payoffs with respect to the state price densities. Historical probabilities, calculated from time series data by some statistical method, do not enter the equation. Arguably, fitting a model to state price densities is the most direct way of ensuring consistency with current market prices. In market practice, this consistency is the foremost requirement placed on models for the pricing and risk management of derivative financial instruments.
From a more theoretical viewpoint, it also seems preferable to imply model parameters from liquid prices whenever possible, rather than from statistical estimation. In the work that followed Black and Scholes (1973) , 1 it has become clear that the drift under the historical probability measure does not matter for the arbitrage pricing of financial derivatives.
For volatility parameters, it is important to note that the future volatility determines the value of an option, whereas statistical estimation is necessarily based on past observations.
If one accepts the argument that the market efficiently aggregates all relevant information and communicates it via prices, volatility as implied from option prices is the best estimate of the future volatility under the probability measure used for pricing derivatives. Note that this is not contradicted by the apparent empirical observation that implied volatility is, at best, a biased estimate of future realised volatility. 2 For one, Penttinen (2001) finds that this bias can be explained, in fact should be expected, if jumps in volatility are taken 1 See, in particular, Harrison and Kreps (1979) and Pliska (1981, 1983) 2 Papers documenting this bias include Beckers (1981) , Christensen and Prabhala (1998), Fleming (1998) , Jorion (1995) , Lamoreux and Lastrapes (1993) , Amin and Ng (1997) and Canina and Figlewski (1993) .
into account. Also, in general only instantaneous volatility is not affected by a change from the historical to the risk-neutral probability measure, but what is in fact observed is variance over intervals of time. Thus volatility as estimated from time series data does not necessarily coincide with the volatility as required for pricing a derivative.
3
There is a considerable body of literature dealing with methods to extract the riskneutral distribution from option prices. 4 Studies applying these methods empirically invariably find that the market puts more weight on extreme events than can be explained by a lognormal distribution, 5 highlighting the need to depart from the classical Black/Scholes model toward one which can be calibrated to the implied volatility smile, or is at least flexible enough to allow for non-trivial higher order moments, in particular skewness and excess kurtosis.
Following Jarrow and Rudd (1982) , Corrado and Su (1996) 6 expand the standardised density of the logarithm of the underlying asset price around a standard normal density using a Gram/Charlier Type A series truncated after the fourth order term. This allows one to take into account higher order moments (i.e. skewness and excess kurtosis) of the distribution of the underlying asset when pricing options. Jondeau and Rockinger (2001) show how one can constrain skewness and excess kurtosis in order to ensure that the truncated series is a valid density. However, there is no theoretical reason why one needs to truncate the series after the fourth (rather than some arbitrary other) moment. Rather, since the objective is to obtain an implied distribution which fits observed option prices 3 Similar arguments apply to higher moments of the distribution implied by option prices; see for example the discussion of implied "crash risk" in Bates (2008) .
4
See Bahra (1997) for an overview of the early work in this area. More recently, Haven, Liu, Ma and Shen (2009) took the alternative approach of extracting an implied moment generating function from option prices.
5
See for example Jackwerth and Rubinstein (1996) .
6
The formula given in Corrado and Su (1996) contains an error, later corrected by Brown and Robinson (2002) and Jurczenko, Maillet and Negrea (2002) .
on a particular day as closely as possible, one might increase the order after which the series is truncated until a perfect fit is achieved. Section 3 below gives an example of this, using a calibration algorithm guaranteeing a valid density at an arbitrary (even) order of truncation.
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Probability densities given by Gram/Charlier Type A series expansions are in a way as tractable as the normal density. As in Corrado (2007) , European option prices can be expressed in terms of the full (untruncated) series expansion. The present paper will demonstrate that this is also true of a large class of exotic options, involving multiple time points and multiple assets: As Skipper and Buchen (2003) show in the Black/Scholes setting, multiple assets and multiple event dates underlying the payoffs of exotic options can be treated in a general, unified framework. We will see how, by appropriately employing Gram/Charlier Type A series expansions to represent the joint distribution of multiple assets over multiple time horizons, the Skipper/Buchen notation can be applied to derive a generic option pricing formula covering a large class of exotic options in a model consistently calibrated to traded option prices across all available maturities and strikes.
Thus the aim and the contribution of the present paper is methodological rather than empirical. While specific applications of the methods described here are beyond the scope of this paper, in the light of the widespread use of Gram/Charlier Series A option pricing in the empirical literature, 8 one would expect that the extension to multiple assets and time horizons, along with the algorithm for ensuring valid densities at truncation levels beyond the fourth moment, will prove useful in future empirical analyses.
This problem has hitherto been considered intractable in the literature, see e.g. Leon, Mencia and Sentana (2009) , who instead propose to use the semi-parametric densities of Gallant and Nychka (1987) .
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See e.g. Backus, Foresi, Li and Wu (1997) , Ane (1999) , Jondeau and Rockinger (2000) , Navatte and Villa (2000) , Capelle-Blancard, Jurczenko and Maillet (2001) , Flamouris and Giamouridis (2002) , Nikkenin (2003a) , Nikkenin (2003b) , Jurczenko, Maillet and Negrea (2004) , Serna (2004) Edgeworth expansion of the probability distribution of the future value of a coupon bond to price swaptions in affine models of the term structure of interest rates. Building on this work, Tanaka, Yamada and Watanabe (2010) use the Gram/Charlier expansion under one forward measure rather than many forward measures and early able to obtain approximate solutions for a larger class of interest-rate-and credit-risk-contingent claims.
The paper is organised as follows. Using the simplest case of a European call option, Section 2 introduces the techniques used for option pricing where the standardised distribution of the logarithmic price of the underlying asset is given by a full Gram/Charlier Type A series expansion. A calibration algorithm ensuring a valid density at an arbitrary (even) order of truncation of the series expansion is described in Section 3. As a sufficient condition for the absence of arbitrage for a fixed maturity T , we make the following 1. Assumption. The standardised risk-neutral distribution, viewed at a fixed time t for a fixed maturity T , of the normalised logarithm y of the asset price X(T ) is given by the Gram/Charlier Type A series expansion
Interest rates are assumed to be deterministic.
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Note that "normalised" refers to translation and scaling such that the resulting random variable has zero mean and unit variance, i.e. the relationship between X(T ) and y is given by
(2) X(T ) = e σy+µ .
9 Since in this section we are only dealing with a single time horizon, one could alternatively allow for stochastic interest rates by casting Assumption 1 in terms of the distribution under the forward measure.
However, the resulting option pricing formula would remain unchanged.
2. Proposition. Under Assumption 1, the risk-neutral expected value µ of the logarithm of the asset price X(T ) must satisfy
where X(t) is the current asset value, B(t, T ) is the value at time t of a zero coupon bond maturing in T , and σ is the standard deviation of ln X(T ).
Note that Proposition 2 corresponds to what Corrado (2007) calls an "explicit martingale restriction" in Gram/Charlier option prices, attributed to Backus, Foresi, Li and Wu (1997) , Knight and Satchell (2001) and Kouchard (1999) .
3. Proposition. Under Assumption 1, the price of a call option at time t on the asset X(T ) with expiry T is given by
A calibration algorithm ensuring a valid density Given Proposition 3, one can use a set of market option prices for different strikes at a fixed maturity to calibrate the risk-neutral distribution of the underlying asset price. When calculating option prices using (4), the infinite sum is truncated after a finite number of terms. It is well known that in this case, due to the polynomial terms in the Gram/Charlier Series A expansion, conditions need to be imposed on the expansion coefficients c j in (1) in order to ensure that f (x) represents a valid probability density with f (x) ≥ 0 ∀x. It always holds that c 0 = 1, and we standardise f (x) by setting c 1 = 0 and c 2 = 0. We truncate the series expansion by setting c j = 0 ∀j > k for some choice of k ≥ 4. Denote
This condition is sufficient for f (x) to be a valid density, since
follows from the properties of Hermite polynomials.
11
See e.g. Corrado and Su (1996) , Bahra (1997) , Brown and Robinson (2002) and Jurczenko, Maillet and Negrea (2002) .
the set of permissible coefficients when the series is truncated at k. Note that if c j = 0 for j odd, then we must have c j+1 = 0 in order to obtain a valid density. This is because if the highest exponent, say j, in the polynomial term of f (x) is odd, for c j > 0 there exists a η < 0 such that f (x) < 0 ∀x < η, and for c j < 0 there exists a η > 0 such that
, and it is therefore sufficient to consider only even k.
To carry out the optimisation in k − 2 dimensions to calibrate the "best fitting" coeffi- To achieve this, note the following properties of the domain of permissible coefficients
4. Lemma. The following statements hold:
Then c ∈ C k if and only if for at least one
for an even number of different j = i.
12 See Press, Teukolsky, Vetterling and Flannery (1992), Section 10.6 onwards.
It is a consequence of a) that for any d ∈ IR k−2 there exist a λ lower ∈ IR ∪ {−∞} and a
If one assumes that the domain of permissible coefficients is bounded, 13 it is a consequence of a) and b) that λ lower and λ upper can easily be identified numerically, i.e. by two runs of a bisection algorithm, which determine, respectively, the smallest λ > 0 and the largest λ < 0 such that for
has at least one real root 14 x (i) ∈ IR, and if x (i) is a multiple root of the polynomial, the multiple is odd (this ensures that the polynomial passes through zero, rather than just touching it).
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We can then modify Brent's line search to find a λ min moving us from c (0) to the minimum of the calibration objective function along the direction d while ensuring that
Once we have this one-dimensional minimisation algorithm along an arbitrary direction d, we can implement an optimisation method using line minimisations. For the present paper, Powell's algorithm for minimisation in multiple dimensions was used.
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13 For k = 4, Jondeau and Rockinger (2001) demonstrate that the domain is bounded (not infinite). In the present implementation of the calibration algorithm, |λ| is prevented from becoming too large by an arbitrary bound, but in all cases considered so far this arbitrary constraint always turned out to be not binding, suggesting that the domain of permissible constraints is bounded in higher dimensions as well, but an explicit proof of this is not of any practical consequence for the model calibration.
14 The polynomial roots can easily be calculated using Laguerre's method -see e.g. Press, Teukolsky, Vetterling and Flannery (1992) . (Table 1) . As is typical in OTC FX options, option values are given as "implied volatility quotes," for at-the-money, and 25% and 10% "delta" risk reversals (RR) and butterflies (BF). The "implied volatility" σ RR of a risk reversal is given by the difference of the Black/Scholes implied volatility of an outof-the-money call and put, and the "implied volatility" σ BF of a butterfly is given by the average of the Black/Scholes implied volatilities of the out-of-the-money call and put, minus the at-the-money volatility σ ATM .
The "delta" determines the strikes of the out-of-the-money options, which are such that the absolute value of the option delta equals the proscribed level.
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Feeding the market data for the maturity of one month into the Powell optimisation, we obtain a reasonable fit for m = 4, a better fit for m = 6, and a perfect fit for m = 8, as Table 2 shows. Figure 1 compares the resulting normalised (i.e. zero mean and unit 17 Characterising strikes by option delta is more informative than absolute strikes or relative "moneyness," as it is primarily determined (though in a non-linear fashion) by how many standard deviations of the distribution of the underlying asset lie between the forward price of the underlying and the strike.
Absolute strikes say nothing about whether an option is in, at or out of the money, while relative "moneyness" is the quotient of the current price of the underlying and the strike, which does not take into account volatility. This example is fairly typical of the improved fit achieved by increasing the order after which the Gram/Charlier expansion is truncated. Note that in this example (and in all other example calibrations carried out by the author) the implied distribution remains unimodal even at the higher order of truncation.
Extension to multiple time horizons and multiple assets
The modelling of implied risk neutral distributions by Gram/Charlier expansions can be extended to multiple assets and multiple time horizons. Typically a discrete set of time horizons will be given by the maturities of liquidly traded vanilla options to which the model is calibrated, and the model will need to provide the transition densities for the evolution of asset prices from one time horizon to the next. In particular, it is worth noting that any market information available in reality only determines "averaged volatility to a time horizon" and not "instantaneous volatility." This motivates the following 5. Assumption. The value of the h-th asset at time T k can be represented as
where the increments ∆x l,j are independently distributed with densities
where for all l, j, C l,j,0 = 1, C l,j,1 = C l,j,2 = 0, i.e. the ∆x l,j have zero mean and unit variance.
Thus
C is a (time × factor × moment) array of coefficients σ is an (asset × time × factor) array of factor loadings η is an (asset × time) array of "volatility levels"
µ is an (asset × time) array of "means" under the pricing measure
The model is therefore driven by (and Markovian in) d state variables x (i.e. the value at time T k of the j-th state variable is x k,j ), which have transition densities given by
Gram/Charlier expansions.
The factor loadings σ typically will be chosen in such a way that the factor loading vectors σ h,k,· for each X h (T k ) will have unit norm, so that the correlation between the logarithmic increments of two different assets can be expressed as the sum product of the corresponding factor loading vectors, see the construction of a joint distribution in the application example in Section 5. It is therefore convenient to separate the volatility of each asset into volatility levels η and (normalised) factor loadings σ.
6. Proposition. Under Assumption 5, in order to satisfy the no-arbitrage requirement that the discounted asset price processes must be martingales under the risk-neutral measure, the coefficients µ h,k must satisfy
where B(0, T k ) is the value at time 0 of a zero coupon bond maturing in
is a "discount factor" embodying the continuous dividend yield of the asset X h .
18
18 E.g.B h (0, T k ) = e −qT k for a dividend yield of q. In the case where X h represents an exchange rate in terms of units of domestic currency per unit of foreign currency,B h (0, T k ) is a foreign zero coupon bond maturing at time T k .
In order to treat a large class of exotic payoffs in a unified framework in the Black/Scholes setting, Skipper and Buchen (2003) define what they call an M-Binary. Paraphrasing this in our notation, we can state the following 7.
Definition. An M-Binary is a derivative financial instrument, the payoff of which depends on the prices of a subset of the assets X h observed at a set of discrete times
. . , K, and can be represented as
The M-Binary is a European derivative in the sense that payoff is assumed to occur at time T K . N is the payoff dimension, i.e. the number of (asset, time) combinations, on which the payoff of the M-Binary depends. Thus 1 ≤ N ≤ N · K and the index mapping functionsī(·) andk(·) serve to select (asset, time) combinations from the X × T set of possible combinations. M is the exercise dimension, i.e. the number of indicator functions of events determining whether a payoff occurs or not. The payoff amount must be representable as a product of powers α j of asset prices. Similarly, the indicator functions condition on the product of (possibly different) powers A j,l of asset prices being greater than some constants a l where this in equality can be reversed by setting S l = −1 (instead of S l = 1 for the "greater than" case).
Assuming deterministic interest rates, 19 the time zero value of a derivative paying V T K can be calculated as
where B(0, T K ) is the time zero price of a zero coupon bond maturing in T K . Thus we need to evaluate
Then the latter expectation in (11) can be written as
and using Lemma 12
where the densities of the shifted variables ∆x l,j = ∆x l,j − ν l,j under the new measure are given byf
To evaluateẼ [I] where the exercise dimension M is 1, i.e.
so what is required is the distribution of a linear combination of ∆x l,m . This is given by the following 8. Lemma. Let the densities of n independent random variables Z k be given by
and define the random variable Z by
where
Further defining
where % denotes modulo division, this becomes (23)P S 1 Z > S 1 z * with the coefficients c (k) j of the density g k (see (18)) given by
We have
with g(z) given by (19). Setting
# of observation times 1
Payoff powers α (1 0) (0 1)
Thresholds a κ 2 /κ 1 κ 2 /κ 1 Table 3 . Inputs to calculate the price of options to exchange one asset for another using the M -Binary formula.
this becomes
where the c l are given by (20). Applying Lemma 13, we have
Thus we are now in a position to price a number of exotic options, including geometric average options and options to exchange one asset for another (Margrabe (1978) options).
The payoff of the latter is given by
e. by two M -Binaries with parameters as given in Table 3 , which can be inserted into (26) to assemble the time zero value of the above payoff.
5. Options on the cross rate and the implied joint distribution.
Consider a "triangle" of exchange rates, say dollar/yen, dollar/euro and yen/euro. The knowledge of any two of these three exchange rates fixes the third (cross-) rate. For options on these three currency pairs, this does not hold: The volatility of the yen/euro exchange rate is determined by the volatilities of dollar/yen and dollar/euro and the correlation between the two. In the simplest case, if the world were described by the Black/Scholes model, given option prices for all three exchange rates, we could immediately imply the correlation coefficient. In the real world this correlation coefficient will not be constant across strikes -in fact, it is hard to give it any unambiguous meaning for anything but at-the-money options. However, by fitting the joint distribution of the dollar/yen and dollar/euro (and thereby also the yen/euro) exchange rates to all available dollar/yen, dollar/euro and yen/euro FX options, one can extract a meaningful dependence structure (copula) from market prices. Where options on the cross exchange rate are not liquidly traded, the same approach can be used to ensure that the volatility smiles for options on the cross exchange rate are constructed in a consistent, arbitrage-free manner.
Suppose X 1 and X 2 are exchange rates with respect to the same base (say, domestic) currency USD, e.g. USD/EUR and USD/JPY. Then the cross exchange rate is given by
eg. EUR/JPY. The price of a call option on JPY with EUR as the base currency can then be written as 
and thus the option on the cross rate is equivalent to an option (27) to exchange one asset for another.
Suppose that a univariate calibration has been carried out separately for h = 1 and
where the ∆z l,h have densities under the domestic risk neutral measure of
The univariate calibration will have determined the η h,k andC l,h,m for h = 1, 2. Now suppose that the distributions of X 1 and X 2 under the domestic risk neutral measure are given by Assumption 5. Comparing (32) and (7), we have
As noted previously, in the model at hand stochastic interest rates are not explicitly considered, so the forward and spot risk neutral measures in any given currency can be considered to be identical -the relevant measure change is between risk neutral measures for different currencies. 
Truncating after the fourth moment (i.e. ∀l, n, C l,n,j=0 ∀j > 4), and assuming two factors (d = 2), we have for each time step l C l,h,0 = 1
Given σ h,k,n andC l,1,3 ,C l,1,4 ,C l,2,3 ,C l,2,4 , the underlying moments C l,·,· are uniquely determined. Since theC ·,·,· are outputs of the univariate calibration for X 1 and X 2 , it only remains to fix σ h,k,n . Noting that the correlation between the increments of ln X 1 and ln X 2 is given by
for d = 2 we can set
We can then proceed to price options on the EUR/JPY cross exchange rate under the USD measure using the formula for an option to exchange one asset for another. Alternatively, we can use the vanilla call option pricing formula after calculating the coefficientsC l,3,· of the distribution of the cross exchange rate under the EUR risk neutral measure:
9. Proposition. Let the USD/EUR and USD/JPY exchange rates X 1 and X 2 be given by Assumption 5, where the distribution of the ∆x l,j is understood to be given under the USD risk neutral measure. Then the cross exchange rate for EUR/JPY is given by
and can be expressed as
and where the ∆ẑ l,3 for l = 1, . . . , k are independent random variables under the EUR risk neutral measure with densities
In particular, setting d = 2 and truncating after the fourth moment, we obtain
Thus given the correlation between X 1 and X 2 , the distribution of X 3 is fully determined.
Alternatively, the correlation could be extracted from one option on the cross exchange rate for each maturity. In order to fit the cross smile, a richer structure than the simple additive independent factors in Assumption 5 is required, for example by assuming a truly multivariate Hermite expansion for the joint distribution of the factor increments in each time step.
However, the present approach is nevertheless useful, as it allows two existing FX smiles to be connected in an arbitrage-free, consistent manner to produce the smile for the cross rate. Consider the data for USD/EUR (X 1 ) and USD/AUD (X 2 ) options given in Table   4 . A perfect fit of the two univariate volatility smiles can be achieved by truncating the Gram/Charlier expansions after order 8, see the calibration results given in Table 5 must be constructed. In this example, in the notation of Assumption 5, we are working with a single time horizon (k = 1) and we set the factor loadings
for some correlation coefficient ρ. Thus we have two factors, ∆x 1,1 and ∆x 1,2 , and the Gram/Charlier coefficients for the distribution of the first factor are identical to the coefficients of the marginal distribution for USD/AUD (X 2 ). For USD/EUR (X 1 ), this implies
Thus the distribution of ∆x 1,2 must be chosen so that the distribution of the left-hand side of (47) matches the marginal distribution for X 1 already calibrated. By Lemma 8, we have that
has the density 
where the c 
j , which therefore must satisfy
and can thus be calculated by iterating forward in m (note that c
2 = 0). Now we have all the inputs to apply Proposition 9 to yield the coefficientsĈ 1,3,m of the univariate (marginal) Gram/Charlier density for X 3 , where the "volatility level" is calculated using (41). For an assumed ρ = 0.5, the normalised (zero mean and unit variance) marginal densities for logarithmic X 1 , X 2 and X 3 (the cross exchange rate) are plotted in Figure 2 , along with a standard normal density for comparison. These can then be used to calculate cross-currency option prices (and thus implied volatilities) vi Proposition 3. The different cross-currency volatility smiles resulting from different choices of ρ are plotted in Figure 3 . Note that since the cross exchange rate EUR/AUD is given by the quotient of the primary exchange rates USD/AUD and USD/EUR, increasing the correlation between primary exchange rates will decrease the volatility of the cross exchange rate, which is reflected in the graph. 
Conclusion
This paper has extended option price modelling based on the risk neutral distributions being given by Gram/Charlier densities to multiple assets and multiple time horizons, while maintaining tractability in the sense that standard -and also a large class of exotic -options can be priced by analytical formulae. These formulae are given at the level of the full (i.e. untruncated) Gram/Charlier expansions, which means that the user can choose an arbitrary level of truncation. Importantly, for any (even) level of truncation, the calibration algorithm presented here guarantees that the truncated expansions represent valid densities. As illustrated by the market data example, choosing a higher order for the truncated expansion allows an ever closer fit of the volatility smile observed in the market. It is worth noting that although the higher order coefficients of the Gram/Charlier expansion also can be interpreted in terms of higher moments of the implied risk neutral distribution, this should not necessarily be seen as a statement on the statistical properties of the underlying financial variable. Rather, the implied risk neutral distributions are a convenient way of constructing a (potentially high-dimensional) linear pricing rule to value a large class of exotic options in a manner consistent (in a no-arbitrage sense) with all observed, liquid market prices.
A first illustration of such an application is given by the construction of a EUR/AUD volatility smile that is consistent with the observed USD/EUR and USD/AUD volatility smiles. The extension to multiple assets and multiple time horizons allows a multitude of applications beyond the scope of the present paper, including empirical analysis of joint (both intertemporal and interasset) implied distributions.
Appendix A. Some useful results on Hermite polynomials under linear coordinate transforms
In the following, we will use the definition of Hermite polynomials customary in statistics, as given for example in Kendall and Stuart (1969) , where they are called "ChebyshevHermite polynomials."
10. Definition. The Hermite polynomials He i (·) are defined by the identity
is the differential operator and
is the standard normal density function.
11. Lemma. The Hermite polynomials He i (·) satisfy
This Lemma is a special case of scaling and translation results well-known in white noise theory, see e.g. Kuo (1996) or Hida, Kuo, Potthoff and Streit (1993) .
22 Similarly, it is highly likely that the other results derived in this section have been been derived and used previously in fields other than mathematical finance. Nevertheless, an accessible presentation is given here for the reader's convenience.
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Proof: By virtue of an untruncated Taylor expansion of φ, we have
and so it holds that
The author thanks John van der Hoek for pointing this out.
23 Note also the recurrence relation for Hermite polynomials (see e.g. Abramowitz and Stegun (1964) ),
Other basic properties of Hermite polynomials include
On the other hand, we can write
Comparing the coefficients of t k in (56) and (57) yields (53). Similarly,
so comparing the coefficients of t k in (58) and (59) yields (54). Lastly,
so comparing the coefficients of t k in (60) and (61) yields (55). 2 12. Lemma. The following holds:
and applying (54)
where Φ(·) is the cumulative distribution function of the standard normal distribution. If
It also follows that if Y is normally distributed with mean µ and unit variance, we have He
Setting µ = 0, this collapses to 
Applying Lemma 13 and solving for µ yields (3). 
For the second integral on the RHS, we have (69)
and applying Lemma 13, this becomes
For the first integral on the RHS of (68), we have (71)
and by Lemma 13 this is
becomes
and again applying Lemma 11
Substituting (70), (74) and (75) into (68) and noting that
Applying Lemma 11 to replace He j−1−i (−d * ) by He j−1−i (−d * + σ) and noting that 
Furthermore, by the properties of Hermite polynomials, the polynomial
will be positive for at least some x. Therefore, c ∈ C k if and only if the polynomial (77) passes through zero (as opposed to just touching it). This will be the case if and only if (77) has at least one real root x (i) ∈ IR, and if x (i) is a multiple root of the polynomial, the multiple is odd.
B.4. Proof of Proposition 6. In order for Assumption 5 to be consistent with the absence of arbitrage, we must have
This is equivalent to
and applying Lemma 13
Inserting this into (78) yields (9). 
, we can apply integration by parts, i.e. The Radon/Nikodym derivative relating the USD and EUR risk neutral measures for time horizon T k is (81) dP
Thus the density of the ∆x l,j under the EUR risk neutral measure is f l,j (∆x l,j ) dP Taking logarithms on both sides yields the desired identity (82).
