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In this paper we enlarge the language of MV-algebras by a unary operation r equationally
described so as to preserve the basic properties of a state in its original meaning. The
resulting class of algebras will be called MV-algebras with internal state (or SMV-algebras
for short). After discussing some basic algebraic properties of SMV-algebras, we apply them
to the study of the coherence problem for rational assessments on many-valued events.
Then we propose an algebraic treatment of the Lebesgue integral and we show that inter-
nal states deﬁned on a divisible MVD-algebra can be represented by means of this more
general notion of integral.
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States on MV-algebras have been introduced by Mundici in [23] as averaging processes for formulas in Łukasiewicz logic.
Moreover, states constitute measures on their associated MV-algebras which generalize the usual probability measures on
boolean algebras.1 States have been deeply investigated by several authors. Many interesting results have been obtained, which
connect states with integrals. For instance, we quote the characterization by Kroupa [17] and by Panti [28] of states on semi-
simple MV-algebras as integrals with respect to a suitable Borel measure, as well as the work by Marra and Mundici on the
Lebesgue state (cf. [20]), and Navara’s paper [26], where it is shown that a huge class of measures on subclasses of (r-complete)
MV-algebras are represented by integrals with respect to classical probability measures.
Finally, states are related to de Finetti’s coherence criterion. According to de Finetti (cf. [7–9]), a probabilistic assessment
v : Pðu1Þ ¼ a1; . . . ; PðunÞ ¼ an of classical events u1; . . . ;un is said to be coherent iff there is no system of reversible bets on
the events which leads to a win independently on the truth of u1; . . . ;un. In other words, the assessment v is coherent iff for
every k1; . . . ; kn 2 R, there is a valuation V such thatXn
i¼1
kiðai  VðuiÞÞP 0:The celebrated de Finetti’s Theorem states that an assessment v is coherent iff it can be extended to a ﬁnitely additive mea-
sure on the boolean algebra of formulas.. All rights reserved.
aper ‘‘An algebraic approach to states on MV-algebras” (cf. [13]) appeared in the Proceedings of Eusﬂat
presented.
montagna@unisi.it (F. Montagna).
l deﬁnition of a state (see Deﬁnition 2.7), Panti (cf. [28, 1.1]) has recently shown that states on an MV-
ular Borel measures (which are r-additive!) on the algebra of the maximal ideals of A (see Theorem 2.11).
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ﬁrstly studied de Finetti’s coherence for an assessment of formulas of any ﬁnite-valued Łukasiewicz logic in [29].
Theorem 1.1 (Mundici [25]). Let u1; . . . ;un be formulas of Łukasiewicz logic and a1; . . . ;an 2 ½0;1. Then the following are
equivalent:
(i) For all k1; . . . ; kn 2 R, there is a valuation V such thatXn
i¼1
kiðai  VðuiÞÞP 0:
(ii) There is a state s on the Lindenbaum algebra of Łukasiewicz logicFðkÞ generated by the propositional variables occurring in
u1; . . . ;un, such that sð½uiÞ ¼ ai for all i ¼ 1; . . . ; n, where ½ui denotes the equivalence class of ui .
Kühr and Mundici then improve the above stated result in [19]. In fact they show that a map s : fu1; . . . ;ung ! ½0;1 (the
ui’s being formulas of any [0,1]-valued algebraic logic with continuous connectives) satisﬁes the de Finetti’s coherence cri-
terion iff s can be extended to a state on the Lindenbaum algebraFðkÞ generated by the propositional variables occurring in
u1; . . . ;un iff s has an integral representation.
Thus states are also related to probability, and hence to reasoning under uncertainty. Parallel to the investigation of
states, various probabilistic logics have been introduced. In particular Hàjek (cf. [15]) presents a fuzzy logic (FPðŁÞ) with a
modality P (interpreted as probably) which is suitable for the treatment of probability of classical (i.e., {0,1} -valued) events.
The axioms of these logics are suggested by the following semantic interpretation: the probability of an event / is inter-
preted as the truth value of Pð/Þ. Along these lines, Flaminio and Godo (see [11,12]) introduce another fuzzy logic
(FPðŁ; ŁÞ) with a modality, in which one can treat probability of many-valued events. Although FPðŁ; ŁÞ appears to be the log-
ical counterpart of states, as far as we know, there has been no interaction between the semantic side (states on MV-alge-
bras) and the syntactic side (probabilistic many-valued logics): experts on states did not investigate any formal logical
system corresponding to them, and experts on probabilistic many-valued logics did not use states as a semantics for their
logics, but rather some kind of Kripke models.
In this paper we propose a uniﬁed treatment of states and probabilistic many-valued logic in a logical and algebraic set-
ting. From the logical point of view, we extend the system FPðŁ; ŁÞ by dropping the restrictions on its formulas: the class of
FPðŁ; ŁÞ well-founded formulas includes all the formulas of Łukasiewicz logic (that are the non-modal formulas), and the
class of modal formulas deﬁned as follows: for each non-modal formula u, PðuÞ is a modal formula, the truth constant 0
(for falsum) is modal, ﬁnally these formulas are combined by means of the Łukasiewicz connectives. In our language,
Pð/Þ is a formula whenever / is a formula, whilst in FPðŁ; ŁÞ, Pð/Þ is a formula only if / is a formula without occurrence
of P. Moreover in FPðŁ; ŁÞ a Łukasiewicz connective  is not admitted in contexts like /  PðwÞ where / does not contain P.
A similar situation occurs with states: indeed, a Łukasiewicz formula / is interpreted as an element a of an MV-algebra A
and a formula of the form Pð/Þ can be interpreted as sðaÞ, where s is a state on A. Thus sðaÞ is a real number which need
not be in A, and a is an element of A which need not be a real number. Therefore, there is no natural way to interpret the
formulas of the form /! PðwÞ when / is a Łukasiewicz formula. Thus our language is more expressive. For instance, in it
we can express formulas like: if it rains, then probably a few people will go to the sea, which are not permitted in FPðŁ; ŁÞ
and which are hardly interpretable by means of a semantics using states on MV-algebras (in FPðŁ; ŁÞ we can only express
the sentence probably, if it rains, then a few people will go to the sea, which is not exactly the same as the previous formula).
Our language also includes some uninteresting formulas like probably, probably it will rain, which is equivalent to the simpler
formula probably it will rain. However, in our opinion, restricting the language in order to eliminate these useless formulas
would constitute a complication rather than a simpliﬁcation.
The logic obtained in this way, which will be called SFPðŁ; ŁÞ, has the following axioms:
(1) Those of Łukasiewicz logic (see [15]),
(2) Pð/Þ $ ðPð/ÞÞ,
(3) Pð/ wÞ $ ðPð/Þ  Pðw ð/ wÞÞÞ,
(4) PðPð/Þ  PðwÞÞ $ ðPð/Þ  PðwÞÞ,
where * is Łukasiewicz negation,  is Łukasiewicz truncated sum,  is Łukasiewicz conjunction, deﬁned by / w ¼
ð/  wÞ, ! is Łukasiewicz implication, deﬁned by /! w ¼ /  w,  is deﬁned by / w ¼ / w and $ is deﬁned by
/$ w ¼ ð/! wÞ  ðw! /Þ.2
The rules of SFPðŁ; ŁÞ are Modus Ponens: from / and /! w, derive w and Necessitation: from /, derive Pð/Þ.
The semantic counterpart of SFPðŁ; ŁÞ is constituted by MV-algebras with an internal state (SMV-algebras for short). The
idea is that an internal state r has some properties which are reminiscent of states (namely, axioms (2) and (3) with P re-
placed by r and with$ replaced by¼, plus the axiom rð1Þ ¼ 1), but, while a state is a map from an MV-algebra into [0,1], an2 We refer the reader to Section 2 for a complete treatment.
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of the form rða rðbÞÞ, which would be meaningless if r were just a state, denotes a well-deﬁned element of A. Thus not
only SMV-algebras allow us to interpret a more powerful logic, but they also constitute a variety of universal algebras which
is the equivalent algebraic semantics of the logic SFPðŁ; ŁÞ in the sense of Blok and Pigozzi [3]. Therefore, when reasoning
about the probability of many-valued events, we can safely use an equational logic. Finally, SFPðŁ; ŁÞ is strongly complete
with respect to the SMV semantics, (we shall prove this in Theorem 4.5, Section 4), whereas even FPðŁ; ŁÞ is not strongly com-
plete with respect to Kripke semantics (as far as we know, even weak completeness of FPðŁ; ŁÞ via Kripke models is still an
open problem). In our opinion, the presence of a strongly complete algebraic semantics and of an equational calculus for
SFPðŁ; ŁÞ is very useful, especially in the absence of a proof theory for the above mentioned probabilistic many-valued
logics.
Of course, we do not ignore that states in the usual sense have important and deep applications to pure and applied math-
ematics, which only partially extend to SMV-algebras. This is due to the fact that states use the whole structure of (the unit
interval of) the reals, which are only deﬁnable in second-order logic. To the contrary, SMV-algebras are equationally deﬁn-
able, whence we cannot expect to be able to deﬁne the reals in them: we can only say that in a subdirectly irreducible SMV-
algebra ðA;rÞ, the image of A under r is contained in a non-standard extension of [0,1].
In any case, in this paper we prove that some important applications of states to integration and to probabilistic coher-
ence, can be extended somehow to SMV-algebras. More precisely, we prove the following:
(a) There is a standard way of obtaining a state over an MV-algebra A from an SMV-algebra having A as MV-reduct, and
conversely, there is a standard way of obtaining an SMV-algebra from an MV-algebra with a state.
(b) In Section 5.1 we shall reduce the coherence problem to a satisﬁability problem in SMV-algebras.
(c) If we add the axioms of divisible MVD-algebras to SMV-algebra, thus getting the variety of divisible SMVD-algebras,
then, in any subdirectly irreducible algebra of such variety, we can deﬁne the concept of Lebesgue integral in a very
simple and completely algebraic way.
This paper is organized as follows: in the following section we recall some basic deﬁnitions and properties of MV-algebras
and states on MV-algebras. Then in Section 3 we deﬁne the notion of internal state of an MV-algebra, and hence we deﬁne
the variety SMV of SMV-algebras. Section 4 is devoted to an algebraic analysis of SMV. In the same section we prove a
strong completeness theorem of SFPðŁ; ŁÞ with respect to the class of SMV-algebras. In Section 5 we relate the two notions
of state on an MV-algebra and internal state of an MV-algebra. In particular we present a method for obtaining an SMV-alge-
bra starting from an MV-algebra with a state and vice versa. The results of that section enable us to characterize the coher-
ence of a rational assessment inside the theory of SMV-algebras. In Section 6 we introduce a generalization of Lebesgue
integral and we show that this notion of integral can be formulated inside any subdirectly irreducible divisible SMVD-alge-
bra. We end this paper discussing some open problems and future work.2. Preliminary notions
An MV-algebra is a system ðA;;;0Þ, where ðA;;0Þ is a commutative monoid with neutral element 0, and for each
x; y 2 A the following equations hold:
(i) ðxÞ ¼ x,
(ii) x 1 ¼ 1, where 1 ¼ 0,
(iii) x ðx yÞ ¼ y ðy xÞ.
The class of MV-algebras forms a variety which henceforth will be denoted byMV. In any MV-algebra one can deﬁne fur-
ther operations as follows:x! y ¼ ðx  yÞ; x y ¼ ðx! yÞ; x y ¼ ðx  yÞ; x$ y ¼
ðx! yÞ  ðy! xÞ; x _ y ¼ ðx! yÞ ! y; and x ^ y ¼ ðx _ yÞ:Henceforth we shall use the following notation: for every x 2 A and every n 2 N,nx ¼ x . . .  x|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
n-times
; and xn ¼ x . . . x|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
n-times
:Any MV-algebra A can be equipped with an order relation so deﬁned: for all x; y 2 A,x 6 y iff x! y ¼ 1:An MV-algebra is said to be linearly ordered (or an MV-chain) if the order 6 is linear.
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(1) Consider the real unit interval [0,1] equipped with (Łukasiewicz) operations so deﬁned: for all x; y 2 ½0;1,3 In f
for a co
formula
4 Spe
believe
5 Sim
that anyx y ¼minf1; xþ yg; and x ¼ 1 x:
The algebra ½0;1MV ¼ ð½0;1;;;0Þ is an MV-chain. Chang (cf. [5]) proved that the whole variety MV is generated by
½0;1MV. ½0;1MV is called the standard MV-algebra.(2) Fix a k 2 N, and let FðkÞ be the set of all the McNaughton functions (cf. [6]) from the hypercube ½0;1k into [0,1]. In
other words, let FðkÞ be the set of all those functions f : ½0;1k ! ½0;1which are continuous, piecewise linear and such
that each piece has integer coefﬁcient. The following pointwise operations deﬁned on FðkÞ:ðf  gÞðxÞ ¼minf1; f ðxÞ þ gðxÞg; and f ðxÞ ¼ 1 f ðxÞ;
make the structureFðkÞ ¼ ðFðkÞ;;;0Þ an MV-algebra, where 0 is the function constantly equal to 0. Actually,FðkÞ is
the free MV-algebra over k-free generators. HenceforthFðxÞ will denote the free MV-algebra over x-free generators.(3) Boolean algebras coincide with MV-algebras satisfying the additional condition of idempotency x x ¼ x. In this sense
MV-algebras provide a generalization of boolean algebras. Moreover, in any MV-algebra A, the set of idempotent ele-
ments BðAÞ ¼ fx 2 A : x x ¼ xg, is the domain of the largest boolean subalgebra of A, the so-called boolean skeleton
of A.McNaughton functions as described in the above example (2) play an important role in the theory of MV-algebras. In fact,
to any term uðx1; . . . ; xkÞ of the language of MV-algebras one can easily associate a function fu : ½0;1k ! ½0;1 by stipulating
that: for every variable xi, and for every a 2 ½0;1k, fxi ðaÞ ¼ a, f0ðaÞ ¼ 0, fu ðaÞ ¼ 1 fuðaÞ, fðuwÞðaÞ ¼minf1; fuðaÞ þ fwðaÞg.
For every term u (or equivalently for every Łukasiewicz formula u3), fu is called the truth-table of u.
Theorem 2.2 (McNaughton [21]). A function f : ½0;1k ! ½0;1 is a truth table of a Łukasiewicz formula in k-variables iff f is a
McNaughton function.
A ﬁlter f of an MV-algebra A is a subset of A satisfying the following conditions: (i) 1 2 f, (ii) if x; y 2 f, then x y 2 f, and
(iii) if xP y and y 2 f, then x 2 f. A ﬁlter f of an MV-algebra A is said to be prime if f–A and, whenever x _ y 2 f, then either
x 2 f or y 2 f. We shall henceforth write SpecðAÞ to denote the set of all prime ﬁlters of an MV-algebra A.4 A ﬁlter m ismaximal
(and in this case it will be also called an ultraﬁlter) if m–A and for any other ﬁlter f of A such that f 	 m, then either f ¼ A or
f ¼ m. The set of all maximal ﬁlters of an MV-algebra A will be henceforth denoted by UðAÞ, or, when there is no danger of con-
fusion, by U. The set U is non-empty and it can be viewed as a compact Hausdorff space with the so-called spectral topology,
whose closed sets are in the form Cf ¼ fm 2 UðAÞ : m+fg for any ﬁlter f of A.
Deﬁnition 2.3. Let A be an MV-algebra. Then A is said to be:
(i) Simple if A is non-trivial, and {1} is its only proper ﬁlter.
(ii) Semisimple if the intersection of all its maximal ﬁlters is {1}.5
Clearly every simple MV-algebra also is semisimple, but not vice versa. As a matter of fact notice that the standard MV-
algebra ½0;1MV of Example 2.1 (1) is simple, whilst the algebraFðkÞ of (2) is semisimple but not simple. In fact any simple
MV-algebra is, up to isomorphism, an MV-subalgebra of ½0;1MV, henceFðkÞ, being not linearly ordered, cannot be simple. On
the other hand, if A is any MV-algebra and m 2 U, then the quotient A=m is simple.
Deﬁnition 2.4 (Gerla [14]). A divisible MV-algebra (DMV-algebra for short) is a structure A ¼ ðA;; ; fdngn2N;0Þ where
ðA;; ;0Þ, is an MV-algebra, and for each n 2 N, dn is an unary operator satisfying, for each x 2 A, x dnðxÞ ¼ ðn 1ÞdnðxÞ.
As shown in [14] the variety DMV of DMV-algebras is generated by the algebra ½0;1DMV ¼ ð½0;1;; ; fdngn2N; 0Þ, where
ð½0;1;; ; 0Þ is the standard MV-algebra, and for each x 2 ½0;1, dnðxÞ ¼ xn. In any DMV-algebra we can multiply elements by
rationals in [0,1]: 0x ¼ 0, and if 0 < m 6 n, then mn x ¼ mdnðxÞ.
In [22] Mundici proved the existence of a categorical equivalence C between the category of MV-algebras and that of ‘-
groups with strong order unit. Recall that a lattice-ordered abelian group (‘-group for short) G ¼ ðG;;þ;^;_;0Þ is an abelian
group ðG;;þ; 0Þ equipped with a lattice structure ðG;^;_Þ and further satisfying: xþ ðy ^ zÞ ¼ ðxþ yÞ ^ ðxþ zÞ for all
x; y; z 2 G. An element u 2 G is said a strong order unit for G if for all x 2 G, there is an n 2 N such that nuP x (where nu standsact Łukasiewicz logic is algebraizable in the sense of Blok and Pigozzi (cf. [3]) and its equivalent algebraic semantics is the class of MV-algebras (see [27]
mplete treatment of algebraizable many-valued logics). Among others, this means that terms of the language of MV-algebras can be regarded as
s of the language of Łukasiewicz logic, and vice versa.
cðAÞ usually denotes the set of prime ideals of an MV-algebra A (see, for instance [6]), and here we are using it to denote the set of prime ﬁlters. We
that this small abuse will not cause problems in the understanding of this paper. Actually, ideal and ﬁlter are dual notions.
ple and semisimple MV-algebras, respectively, are simple and semisimple algebras in their universal algebraic meaning. In particular it is easy to show
simple MV-algebra is subdirectly irreducible, and any semisimple MV-algebra is a subdirect product of simple MV-algebras (see [4] for further details).
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call a strong order unit u, a unit for the ‘-group G.
An ‘-group G is said to be divisible if for every x 2 G and for every n 2 N, there is an y 2 G (usually denoted by xn) such that
ny ¼ x.
Given an ‘-group G with a unit u, the MV-algebra CðG;uÞ has universe fx 2 G : 0 6 x 6 ug, and operations so deﬁned:
x y ¼ u ^ ðxþ yÞ, and x ¼ u x. Given an MV-algebra A, C1ðAÞ will henceforth denote that unique (up to isomorphism)
‘-group G with unit u such that CðG;uÞ ¼ A. The existence of such a structure is shown in [22].
In [14] Gerla showed that Mundici’s functor C can be extended to a categorical equivalence between DMV-algebras and
divisible ‘-groups with unit, while Theorem 2.2 can be reformulated by saying that the free DMV-algebra over k generators is
isomorphic to the algebra of continuous, piecewise linear functions with rational coefﬁcients from ½0;1k into [0,1].
The next theorem will ﬁnd use in Section 6.1, and it states that every MV-algebra A can be regarded as an algebra of func-
tions taking value in the unit interval of a totally ordered ﬁeld.
Theorem 2.5 (Di Nola [10]). Up to isomorphism, every MV-algebra A is an algebra of ½0;1H-valued functions over SpecðAÞ, where
½0;1H is an ultrapower of the real unit interval [0,1], only depending on the cardinality of A.
The previous theorem can be reﬁned when we restrict to semisimple MV-algebras. The theorem is shown in Belluce’s pa-
per [2], but it can be also derived from Chang’s completeness theorem (cf. [5]).
Theorem 2.6 (Belluce [2], Chang [5]). Up to isomorphism every semisimple MV-algebra A is an algebra of [0,1]-valued
continuous functions deﬁned on the compact Hausdorff space UðAÞ with the spectral topology. Moreover, for all m; n 2 UðAÞ such
that m–n, there exists an f 2 A such that f ðmÞ–f ðnÞ.2.1. States on MV-algebras
In order to generalize probability measures to MV-algebras, Mundici introduced in [23] the notion of state on MV-
algebras.
Deﬁnition 2.7. [23] Let A be an MV-algebra. Then a map s : A! ½0;1 is a state on A if the following are satisﬁed:
(i) sð1Þ ¼ 1,
(ii) whenever x y ¼ 0, then sðx yÞ ¼ sðxÞ þ sðyÞ.A state is said to be faithful if sðxÞ ¼ 0 implies x ¼ 0.
The following proposition collects some properties of states. The easy proof is left to the reader.
Proposition 2.8. Let s be a state on an MV-algebra A. Then the following properties hold for any x; y 2 A:
(i) sð0Þ ¼ 0.
(ii) sðxÞ ¼ 1 sðxÞ.
(iii) if x 6 y, then sðxÞ 6 sðyÞ.
(iv) sðxÞ þ sðyÞ ¼ sðx yÞ þ sðx yÞ.
(v) sðxÞ þ sðyÞ ¼ sðx _ yÞ þ sðx ^ yÞ.
(vi) sðx _ yÞ 6 sðx yÞ 6 sðxÞ þ sðyÞ.
Hence any state is monotone, subadditive, and moreover (by (v)), the restriction of s to the boolean skeleton of A is a ﬁ-
nitely additive probability measure.
By a state on an ‘-group Gwith a unit uwemean a normalized positive homomorphism h : G! R. Precisely a state h on G
has to satisfy: for each x; y 2 G, hðxþ yÞ ¼ hðxÞ þ hðyÞ, hðxÞP 0 whenever xP 0, and hðuÞ ¼ 1. The equivalence between MV-
algebras and ‘-groups with unit has the following counterpart for states.
Proposition 2.9. [23]
(1) Let G ¼ ðG;;þ;^;_;0Þ be an ‘-group with a unit u, let h be a state on G, and let s be the restriction of h to CðG;uÞ. Then s is
a state on the MV-algebra CðG;uÞ.
(2) Any state s on an MV-algebra A can be extended to a state on the ‘-group corresponding to A.
In the light of Theorems 2.5 and 2.6 it is natural to ask if states correspond to integrals. Using Theorem 2.6, and [18,
4.4.10], Kroupa proved:
Theorem 2.10 (Kroupa [17,18]). Let s be a state on a semisimple MV-algebra A. Then there is a unique Borel probability measure
l on UðAÞ with the spectral topology such that for any f 2 A,
6 Pan
T. Flaminio, F. Montagna / International Journal of Approximate Reasoning 50 (2009) 138–152 143sðf Þ ¼
Z
UðAÞ
fdl:The above theorem has been improved by Panti by the following.
Theorem 2.11 (Panti [28]). Let A be an MV-algebra, and let PðUðAÞÞ be the set of all regular Borel probability measures on UðAÞ
(with the spectral topology). Then the states on A are in one–one correspondence with the elements of PðUðAÞÞ.63. MV-algebras with an internal state
Deﬁnition 3.1. AnMV-algebra with internal state (SMV-algebra for short) is a structure ðA;rÞ ¼ ðA;; ;r;0Þ, where ðA;; ;0Þ
is an MV-algebra, and r is an unary operator on A satisfying, for each x; y 2 A:
ðr1Þ rð0Þ ¼ 0.
ðr2Þ rðxÞ ¼ ðrðxÞÞ.
ðr3Þ rðx yÞ ¼ rðxÞ  rðy ðx yÞÞ.
ðr4Þ rðrðxÞ  rðyÞÞ ¼ rðxÞ  rðyÞ.
An SMV-algebra ðA;rÞ is said to be faithful if it satisﬁes the quasi-equation: rðxÞ ¼ 0 implies x ¼ 0.
Clearly the class of SMV-algebras constitutes a variety which will be henceforth denoted by SMV.
Example 3.2
(a) We start from a trivial example. Let A be any MV-algebra and r be the identity on A. Then ðA;rÞ is an SMV-algebra.
(b) A slightly less trivial example. Let r be an idempotent endomorphism of an MV-algebra A (for example, we may take A
to be a non-trivial ultrapower of the standard MV-algebra ½0;1MV and r to be the standard part function). Then ðA;rÞ
is an SMV-algebra.
(c) This is a sufﬁciently general example for our purposes. Let A be the MV-algebra of all continuous and piecewise linear
functions with real coefﬁcients from ½0;1n into [0,1]. Then A, with the pointwise application of MV-algebraic  and *,
forms an MV-algebra. Now let for f 2 A, rðf Þ be the function from ½0;1n to [0,1] which is constantly equal toZ
½0;1n
f ðxÞdx:
Then ðA;rÞ is an SMV-algebra. As will be clear from the results of the next section, ðA;rÞ is simple, whence it is sub-
directly irreducible, but is not totally ordered. Although rather general, this algebra is faithful: it satisﬁes the quasi
equation rðxÞ ¼ 0 implies x ¼ 0, which is not valid in general.Lemma 3.3. In any SMV-algebra ðA;rÞ the following properties hold:
(a) rð1Þ ¼ 1.
(b) If x 6 y, then rðxÞ 6 rðyÞ.
(c) rðx yÞ 6 rðxÞ  rðyÞ, and if x y ¼ 0, then rðx yÞ ¼ rðxÞ  rðyÞ.
(d) rðx yÞP rðxÞ  rðyÞ, and if y 6 x, then rðx yÞ ¼ rðxÞ  rðyÞ.
(e) Letting dðx; yÞ ¼ ðx yÞ  ðy xÞ, we have dðrðxÞ;rðyÞÞ 6 rðdðx; yÞÞ.
(f) rðxÞ  rðyÞ 6 rðx yÞ. Thus if x y ¼ 0, then rðxÞ  rðyÞ ¼ 0:
(g) rðrðxÞÞ ¼ rðxÞ.
(h) The image rðAÞ of A under r is the domain of an MV-subalgebra of A.Proof
(a) By (r1) and (r2).
(b) If x 6 y, then y ¼ x ðy xÞ, and hence rðyÞ ¼ rðx ðy xÞÞ. Since x ðy xÞ ¼ 0, by (r3) we get rðyÞ ¼
rðx ðy xÞÞ ¼ rðxÞ  rðy xÞP rðxÞ.
(c) By (b), rðyÞP rðy ðx yÞÞ, whence rðx yÞ ¼ rðxÞ  rðy ðx yÞÞ 6 rðxÞ  rðyÞ. If ðx yÞ ¼ 0, then rðx yÞ ¼
rðxÞ  rðy ðx yÞÞ ¼ rðxÞ  rðyÞ.
(d) Using (r2), (c) and the order-reversing property of *, we obtain: rðx yÞ ¼ rððx  yÞÞ ¼ ðrðx  yÞÞ P
ðrðxÞ  rðyÞÞ ¼ ððrðxÞÞ  rðyÞÞ ¼ rðxÞ  rðyÞ. Moreover, if y 6 x, then x  y ¼ 0. Hence again by (c), rðx yÞ ¼
ðrðx  yÞÞ ¼ ðrðxÞ  rðyÞÞ ¼ rðxÞ  rðyÞ.ti’s theorem refers to the space of maximal ideals, but his result can be equivalently expressed in terms of maximal ﬁlters.
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(f) We have x y ¼ x y, whence by (d) and (r2), rðx yÞ ¼ rðx yÞP rðxÞ  rðyÞ ¼ rðxÞ  ðrðyÞÞ ¼ rðxÞ  rðyÞ. If
x y ¼ 0, then 0 ¼ rðx yÞP rðxÞ  rðyÞ. Therefore, rðx yÞ ¼ 0.
(g) By (a), rð0Þ ¼ 0, whence using (r4) we get rðrðxÞÞ ¼ rðrðxÞ  rð0ÞÞ ¼ rðxÞ  rð0Þ ¼ rðxÞ.
(h) By (g), the range of r consists of all the ﬁxed points of r. Therefore, it is sufﬁcient to prove that the set of such ﬁxed
points is closed under  and under *. Closure under  follows from (r4). As regards to closure under *, using (r2) and
(g), we get rððrðxÞÞÞ ¼ ðrðrðxÞÞ ¼ ðrðxÞÞ. h4. Subdirectly irreducible SMV-algebras
A r-ﬁlter of an SMV-algebra ðA;rÞ is an MV-ﬁlter of A which is closed under r. Given a congruence h of an SMV-algebra
ðA;rÞ, we deﬁnefh ¼ fx 2 A : ðx;1Þ 2 hg:
Conversely, given a r-ﬁlter f of ðA;rÞ, we deﬁnehf ¼ fðx; yÞ : ðdðx; yÞÞ 2 fg:Theorem 4.1. The maps f#hf and h#fh are mutually inverse isomorphisms between the lattice of congruences of an SMV-algebra
ðA;rÞ, and the lattice of r-ﬁlters of ðA;rÞ.
Proof. The above deﬁned maps are mutually inverse isomorphisms between the lattice of MV-congruences and of MV-ﬁl-
ters. Thus it sufﬁces to prove that f is a r-ﬁlter iff hf is an SMV-congruence. Since rð1Þ ¼ 1, the congruences classes of 1 are r-
ﬁlters. Conversely, let f be a r-ﬁlter of an SMV-algebra ðA;rÞ. If ðx; yÞ 2 hf, then ðdðx; yÞÞ 2 f, whence rðdðx; yÞÞ 2 f, f being a
r-ﬁlter. Finally, by Lemma 3.3 (e), dðrðxÞ;rðyÞÞ 6 rðdðx; yÞÞ, and thus by the order-reversing property of *,
ðdðrðxÞ;rðyÞÞÞ P ðrðdðx; yÞÞÞ 2 f. Hence ðdðrðxÞ;rðyÞÞÞ 2 f, and ðrðxÞ;rðyÞÞ 2 hf. Thus hf is a congruence of ðA;rÞ. h
Lemma 4.2. Let ðA;rÞ be an SMV-algebra. Then the r-ﬁlter frðxÞ generated by a single element rðxÞ 2 rðAÞ, is frðxÞ ¼
fy 2 A : 9n 2 NðyP rðxÞnÞg.
Proof. Let h ¼ fy 2 A : 9n 2 NðyP rðxÞnÞg. By deﬁnition of r-ﬁlter, every element of h also belongs to frðxÞ. Thus h# frðxÞ. For
the other inclusion, it is sufﬁcient to prove that h is a r-ﬁlter, and rðxÞ 2 h. Let us show that h is closed under r. If y 2 h, then
there is an n 2 N such that yP rðxÞn. By Lemma 3.3 (b), (f) and (g), one hasrðyÞP rðrðxÞnÞÞP ðrðrðxÞÞÞn P rðxÞn:
Thus rðyÞ 2 h. That rðxÞ 2 h is trivial. h
Now we are ready to prove the main result of this section.
Theorem 4.3
(a) If ðA;rÞ is a subdirectly irreducible SMV-algebra, then rðAÞ is linearly ordered.
(b) If ðA;rÞ is faithful, then ðA;rÞ is subdirectly irreducible iff rðAÞ is subdirectly irreducible (as an MV-algebra).
Proof
(a) Let h be the smallest non-trivial r-ﬁlter of ðA;rÞ and let x 2 h n f1g. Suppose by contradiction that rðAÞ is not linearly
ordered, and let rðaÞ;rðbÞ 2 rðAÞ be such that rðaÞirðbÞ and rðbÞirðaÞ. Then the ﬁlters frðaÞ!rðbÞ and frðbÞ!rðaÞ gen-
erated by rðaÞ ! rðbÞ and rðbÞ ! rðaÞ respectively, are non-trivial. Hence they both contain h. In particular
x 2 frðaÞ!rðbÞ and x 2 frðbÞ!rðaÞ. Since rðaÞ ! rðbÞ 2 rðAÞ, and rðbÞ ! rðaÞ 2 rðAÞ, by Lemma 4.2 there is an n 2 N such
that xP ðrðaÞ ! rðbÞÞn and xP ðrðbÞ ! rðaÞÞn. Therefore,
xP ðrðaÞ ! rðbÞÞn _ ðrðbÞ ! rðaÞÞn ¼ 1:
Hence x ¼ 1 which is a contradiction.
(b) If ðA;rÞ is faithful, then by deﬁnition rðxÞ ¼ 0 implies x ¼ 0, and hence rðxÞ ¼ 1 implies x ¼ 1. It follows that the inter-
section of a non-trivial r-ﬁlter h of ðA;rÞ with rðAÞ, is a non-trivial r-ﬁlter of rðAÞ. Moreover, every ﬁlter of rðAÞ is
closed under r. Then every MV-ﬁlter of rðAÞ is indeed a r-ﬁlter. Hence, if h is a minimal r-ﬁlter of ðA;rÞ, h \ rðAÞ is
a minimal non-trivial r-ﬁlter of rðAÞ. In fact if f is another non-trivial ﬁlter of rðAÞ, the r-ﬁlter f0 of ðA;rÞ generated
by f contains h, andf ¼ f0 \ rðAÞ 	 h \ rðAÞ:
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Conversely, if h is the minimal non-trivial ﬁlter of rðAÞ, then the r-ﬁlter f of ðA;rÞ generated by h is the minimal non-trivial
r-ﬁlter of ðA;rÞ. In fact if g is another non-trivial r-ﬁlter of ðA;rÞ, then g \ rðAÞ 	 f \ rðAÞ ¼ h. Then g contains the r-ﬁlter
generated by h, that is, f# g, i.e., f is minimal. Thus ðA;rÞ is subdirectly irreducible. h
Remark 4.4. The variety SMV is not generated by its linearly ordered elements. To see this, one just notes that the equation
rðx _ yÞ ¼ rðxÞ _ rðyÞ is valid in any linearly ordered SMV-algebra, but does not hold in general. In fact take, in Example 3.2
(c), f ðxÞ ¼ x, and gðxÞ ¼ 1 x. Then rðf Þ ¼ rðgÞ ¼ 12, and rðf _ gÞ ¼ 34 > rðf Þ _ rðgÞ ¼ 12.
Now we are ready to prove that the modal logic SFPðŁ; ŁÞ introduced in the ﬁrst section, is strongly complete with respect
to the variety of SMV-algebras. Moreover, we shall show that an SFPðŁ; ŁÞ-formula / is derivable in SFPðŁ; ŁÞ from a (count-
able) set C of formulas (and we write C‘SLP/) iff / holds in every SMV-algebra ðA;rÞ being a model of C, and such that rðAÞ is
a totally ordered MV-algebra.
Theorem 4.5. Let C [ f/g be a set of SFPðŁ; ŁÞ sentences. The following are equivalent:
(1) C‘SFP/.
(2) For every valuation v into any SMV-algebra ðA;rÞ, if vðwÞ ¼ 1 for every w 2 C, then vð/Þ ¼ 1.
(3) For every valuation v into any SMV-algebra ðA;rÞ such that rðAÞ is totally ordered, if vðwÞ ¼ 1 for every w 2 C, then
vð/Þ ¼ 1.Proof
(1)) (3). The claim is proved by an easy induction on the length of the derivation of / from C.
(3)) (2). Arguing by way of contradiction, suppose that (2) does not hold. Thus for some SMV-algebra ðA;rÞ and for some
valuation v into ðA;rÞwe have vðwÞ ¼ 1 for every w 2 C and vð/Þ < 1. Let us represent ðA;rÞ as a subdirect product
of subdirectly irreducible factors fðAi;riÞgi2I . By Theorem 4.3, each algebra riðAiÞ is a totally ordered MV-algebra.
Moreover, for some i 2 I we have ðvð/ÞÞi < 1 and ðvðwÞÞi ¼ 1 for all w 2 C. Thus letting for every formula c,
viðcÞ ¼ ðvðcÞÞi, we have that vi is a valuation into ðAi;riÞ which contradicts claim (3).
(2)) (1). Once again, arguing by way of contradiction, assume that / is not derivable from C. Consider the Lindenbaum
algebra ðAC;rCÞ of the theory C over SFPðŁ; ŁÞ. Then ðAC;rCÞ is an SMV-algebra. For every formula c, let ½c denote
its equivalence class modulo provable equivalence in SFPðŁ; ŁÞ plus C. Then ½/ < 1, as / is not derivable from C,
and for w 2 C, ½w ¼ 1. Thus letting for every formula c, vðcÞ ¼ ½c, we have that v is a valuation in ðAC;rCÞ which
contradicts (2). h5. SMV-algebras and states on MV-algebras
In this section we relate the two notions of SMV-algebras and states. Among others, we shall show that, starting from an
SMV-algebra ðA;rÞ, one can deﬁne a state s on the MV-algebra A. Vice versa starting from a state s on an MV-algebra A, we
shall build an MV-algebra T containing A as MV-subalgebra, and an internal state r on T.
Let us start with an SMV-algebra ðA;rÞ. By Lemma 3.3 (h), ðrðAÞ;;;0Þ (where  and * respectively denote the restric-
tions of the MV-algebraic operations of A to rðAÞ) is an MV-subalgebra of A. Ifm is a maximal ﬁlter on rðAÞ, then the quotient
MV-algebra rðAÞ=m is simple, and hence it is embeddable into the standard MV-algebra ½0;1MV (recall Section 2 and see [6]
for further details). Call i : rðAÞ=m,!½0;1MV such an embedding, and let gm : rðAÞ ! rðAÞ=m be the canonical MV-homomor-
phism induced by the ultraﬁlter m. Finally, let us call s that map obtained by the composition i 
 gm 
 r : A! ½0;1MV.
Then s is a state on A as the following theorem shows:
Theorem 5.1. Let ðA;rÞ be any SMV-algebra, and let s : A! ½0;1MV be deﬁned as above. Then s is a state on A.
Proof. Given that rð1Þ ¼ 1 and i and gm preserve 1, it is clear that sð1Þ ¼ 1. To show that s is additive, let x; y 2 A be such that
x y ¼ 0. Thus by Lemma 3.3 (c), one has rðx yÞ ¼ rðxÞ  rðyÞ. Moreover, by the same lemma (f), rðxÞ  rðyÞ ¼ 0, thus
sðxÞ  sðyÞ ¼ 0. Hence sðx yÞ ¼ sðxÞ  sðyÞ ¼ sðxÞ þ sðyÞ  ðsðxÞ  sðyÞÞ ¼ sðxÞ þ sðyÞ. h
Conversely, we shall obtain an SMV-algebra from an MV-algebra equipped with a state. To this purpose, recall that the
tensor product A1  A2 of two MV-algebras A1 and A2 is an MV-algebra (unique up to isomorphism) such that there is a uni-
versal bimorphism b from the cartesian product A1  A2 into A1  A2 (cf. [[24, Deﬁnition 2.1] for the concept of bimorphism).
Universal means that for every (other) bimorphism b0 : A1  A2 ! B (B being an MV-algebra) there exists a unique homomor-
phism k : A1  A2 ! B such that b0 ¼ k 
 b.
In the following we shall only consider tensor products of the form T ¼ ½0;1MV  A, ½0;1MV and A being the standard MV-
algebra and an MV-algebra, respectively. Henceforth, for a 2 ½0;1 and a 2 A, we shall denote bða; aÞ by a a.
Proposition 5.2. Let T ¼ ½0;1MV  A. Then the following conditions hold for any a;a1;a2 2 ½0;1 and any a; a1; a2 2 A:
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(b) ða 1Þ ¼ ð1 aÞ  1, and ð1 aÞ ¼ 1 a.
(c) The maps a# ða 1Þ, and a#ð1 aÞ are, respectively, embeddings of ½0;1MV and A into T.
(d) If a1  a2 ¼ 0, then ða1 þ a2Þ  a ¼ ða1  aÞ  ða2  aÞ, and if a1  a2 ¼ 0, then a ða1  a2Þ ¼ ða a1Þ  ða a2Þ.
(e) a ða1  a2Þ ¼ ða a1Þ  ða a2Þ, and ða1  a2Þ  a ¼ ða1  aÞ  ða2  aÞ.
(f) 1 1 is the top element of T, while for every a 2 A and every a 2 ½0;1, 0 a and a 0 coincide with the bottom element of T.Proof. The proof follows from the tensor product construction of ½0;1MV  A (cf. [24, Section 3]).
Due to Proposition 5.2 (c), for any a 2 ½0;1 and without any danger of confusion, we shall sometimes denote a 1 by a.
Let now s : A! ½0;1 be a state, and let T ¼ ½0;1MV  A be the MV-algebra deﬁned as above. Then consider the unary oper-
ation r : T ! T to be so deﬁned: for each a a 2 T ,
rða aÞ ¼ a  sðaÞ:Notice that r maps T into T, and hence r is a unary operation on T. Moreover:
Theorem 5.3. Let s, T and r be deﬁned as above. Then r is well deﬁned, and ðT;rÞ is an SMV-algebra.
Proof. Let ðG;uÞ ¼ C1ðAÞ be the ‘-group with unit u corresponding to A and let h be the state on G as in Proposition 2.9 (1).
In turn, let Gd the divisible extension of G, and let hd : Gd ! R be the unique state extending h. Finally, let Ad ¼ CðGd;uÞ and
let sd be the restriction of hd to Ad. By Proposition 2.9 (2) sd : Ad ! ½0;1 is a state on Ad extending s. Let now TQ be the MV-
algebra ð½0;1MV \QÞ  A. Then
Claim 1
The map k : q a#qa is a homomorphism from TQ into Ad.
As a matter of fact, let b : ð½0;1 \QÞ  A! Ad be deﬁned as: bðq; aÞ ¼ qa. Then b enjoys the following properties for each
q; q1; q2 2 ½0;1 \Q, and each a; a1; a2 2 A:
(i) bð1;1Þ ¼ 1. In fact bð1;1Þ ¼ 1  1 ¼ 1.
(ii) bð0; aÞ ¼ bða;0Þ ¼ 0.
(iii) bðq; a1 _ a2Þ ¼ bðq; a1Þ _ bðq; a2Þ. In fact bðq; a1 _ a2Þ ¼ qða1 _ a2Þ ¼ qa1 _ qa2. Analogously it can be shown that
bðq; a1 ^ a2Þ ¼ bðq; a1Þ ^ bðq; a2Þ, bðq1 _ q2; aÞ ¼ bðq1; aÞ _ bðq2; aÞ, and bðq1 ^ q2; aÞ ¼ bðq1; aÞ ^ bðq2; aÞ.
(iv) If a1  a2 ¼ 0, then bðq; a1Þ  bðq; a2Þ ¼ 0. In fact bðq; a1Þ  bðq; a2Þ ¼ qa1  qa2 6 a1  a2 ¼ 0. Moreover, since  distrib-
utes on , one also has bðq; a1  a2Þ ¼ bðq; a1Þ  bðq; a2Þ.
(v) If q1  q2 ¼ 0, then bðq1; aÞ  bðq2; aÞ ¼ 0, and bðq1  q2; aÞ ¼ bðq1; aÞ  bðq2; aÞ. This can be easily shown using the
same argument of (iv).
This means that b is a bimorphism (in the sense of [24]). Therefore, there is a homomorphism k0 such that k0ðq aÞ ¼ qa
for all q 2 ½0;1 \Q, and for all a 2 A. Thus k0 ¼ k and k is a homomorphism as required. The claim is settled.
Turning back to the proof of Theorem 5.3, we can deﬁne an internal state rQ in TQ as follows: rQ ðq aÞ ¼ sdðkðq aÞÞ.
Note that rQ is well deﬁned. In fact, if q a ¼ r  b, then kðq aÞ ¼ kðr  bÞ. Therefore, rQ ðq aÞ ¼ sdðkðq aÞÞ ¼
sdðkðr  bÞÞ ¼ rQ ðr  bÞ. Furthermore, rQ ð1 1Þ ¼ sdðkð1 1ÞÞ ¼ sdð1Þ ¼ sð1Þ ¼ 1. Moreover, if ðq aÞ  ðr  bÞ ¼ 0, then
qa rb ¼ kðq aÞ  kðr  bÞ ¼ kððq aÞ  ðr  bÞÞ ¼ kð0Þ ¼ 0, and hence rQ ððq aÞ  ðr  bÞÞ ¼ sdðqa rbÞ ¼ sdðqaÞ
sQ ðrbÞ ¼ rQ ðq aÞ  rQ ðr  bÞ. This shows that rQ maps TQ into [0,1], and satisﬁes the property of a state on TQ . Thus,
given that [0,1] is the domain of an MV-subalgebra of TQ , rQ maps TQ into TQ , whence it is immediate to show that rQ enjoys
the properties of an internal state. Hence ðTQ ;rQ Þ is an SMV-algebra. Now note that:
(a) Recalling the deﬁnition of rða aÞ, it is easy to show that, for all a a 2 T ,
rða aÞ ¼ supfqsðaÞ : q 6 ag ¼ inffrsðaÞ : r P ag:(b) r is well deﬁned. Suppose a a ¼ b b. Then for all q 6 a and for all r P b, q a 6 r  b. Since rQ is a well-deﬁned
internal state of TQ , in particular rQ ðq aÞ 6 rQ ðr  bÞ. Hence rða aÞ ¼ supfqsðaÞ : q 6 ag ¼ supfsdðqaÞ : q 6 ag ¼
supfrQ ðq aÞ : q 6 ag 6 inffrQ ðr  bÞ : r P bg ¼ inffsdðrbÞ : r P bg ¼ inffrsðbÞ : r P bg ¼ rðb aÞ.
(c) The veriﬁcation of the axioms of SMV-algebras is almost immediate since ðTQ ;rQ Þ is an SMV-algebra, and r : T ! T
extends rQ by continuity. h5.1. Characterizing coherence within SMV-algebras
Theorem 5.1 and Theorem 5.3, allow us to treat the coherence problem for a rational assessment of formulas of Łukas-
iewicz logic inside the theory of SMV-algebras.
The main result of this section states that, if we restrict to rational assessments, then the coherence problem can be equa-
tionally characterized in the theory of SMV-algebras.
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u1; . . . ;un can be regarded as terms in the language of MV-algebras. Let us now assume that all the ai are rational numbers,
say ai ¼ nimi. Moreover, let x1; . . . ; xn be fresh variables, and consider for each i ¼ 1; . . . ;n, the equations:ei : ðmi  1Þxi ¼ xi ; and di : rðuiÞ ¼ nixi:
Then we can prove the following:
Theorem 5.4. Let v : PðuiÞ ¼ nimi be a rational assessment of the Łukasiewicz formulas u1; . . . ;un. Then the following are
equivalent:
(a) v is coherent.
(b) The equations ei and di (for i ¼ 1; . . . ;n) are satisﬁed in some non-trivial SMV-algebra.Proof. By Theorem 1.1 it is sufﬁcient to prove that (b) is equivalent to the existence of a state s on FðkÞ such that, for all
i ¼ 1; . . . ;n, sð½uiÞ ¼ nimi.
(a)) (b). Let s be a state on FðxÞ extending v. Recalling the tensor product construction (see Theorem 5.3), let
T ¼ ½0;1MV FðxÞ, and let r : T ! T be deﬁned for a ½w 2 T , by rða ½wÞ ¼ a  sð½wÞ. Given that 1 ½ui 2 T , and
rð1 ½uiÞ ¼ sð½uiÞ (for each i ¼ 1; . . . ;n) it is clear that r extends s (up to isomorphism).
Let now v be an evaluation on ðT;rÞ such that vðxiÞ ¼ 1mi for each i ¼ 1; . . . ;n (notice that 1mi ¼ 1mi  ½1 2 T , whence v is an
evaluation on ðT;rÞ). Then v satisﬁes the equations ei becauseðmi  1ÞvðxiÞ ¼ mi  1mi ¼ 1
1
mi
¼ vðxi Þ:Moreover v satisﬁes the equations di because:rð1 ½uiÞ ¼ 1  sð½uiÞ ¼ sð½uiÞ ¼
ni
mi
¼ nivðxiÞ:Thus the equations ei and di are satisﬁed in a non-trivial SMV-algebra as required.
(b)) (a). Let now ðA;rÞ be an SMV-algebra, and let v be an evaluation on ðA;rÞ satisfying the equations ei and di for each
i ¼ 1; . . . ;n. Without loss of generality we may assume the MV-algebra A to be ﬁnitely (or even countably) generated, so that
there is an epimorphism hv :FðxÞ ! A such that hvð½xÞ ¼ vð½xÞ for every propositional variable x. Thenðmi  1Þhvð½xÞ ¼ ðhvð½xiÞÞ; and rðhvð½uiÞÞ ¼ nihvð½xiÞ:
As in the proof of Theorem 5.1, let m be a maximal MV-ﬁlter of rðAÞ, and deﬁne, for each ½w 2FðxÞ, sð½wÞ ¼ rðhvð½wÞÞ=m.
Since quotients preserve identities, one hassð½uiÞ ¼ ðnihvð½xiÞÞ=m; and ðmi  1Þðhvð½xiÞ=mÞ ¼ ðhvð½xiÞ=mÞ:
Hence the MV-homomorphism gm : rðAÞ=m! ½0;1MV maps hvð½xiÞ=m in 1mi, and sð½uiÞ in
ni
mi
. Now there remains to be proved
that s is a state. First of all it is clear that sð½1Þ ¼ 1. As to additivity, let ½w1; ½w2 2FðxÞ such that ½w1  ½w2 ¼ 0. Then:
sð½w1  ½w2Þ ¼ ðrðhvð½w1Þ  hð½w2ÞÞÞ=m ¼ ðrðhvð½w1ÞÞÞ=m ðrðhvð½w2ÞÞÞ=m ¼ sð½w1Þ  sð½w2Þ ¼ sð½w1Þ þ sð½w2Þ:(where the last equality follows from the fact that, if ½w1  ½w2 ¼ 0, then hvð½w1Þ  hvð½w2Þ ¼ 0 in A, and so
sð½w1Þ  sð½w2Þ ¼ ðrðhvð½w1ÞÞÞ  rðhvð½w2ÞÞ=m ¼ 0=m ¼ 0, and sð½w1Þ  sð½w2Þ ¼ sð½w1Þ þ sð½w2Þ). Hence s is a state on
FðxÞ, and it extends the assessment v. Thus v is coherent. h6. Lebesgue integral on MV-algebras
In this section we propose an algebraic treatment of the Lebesgue integral. This generalization is obtained as follows:
(a) Instead of the real ﬁeld, we consider a divisible and totally ordered ‘-group G ¼ ðG;^;_;þ;;0Þ with a unit u. There-
fore, the structure we are considering need not have a multiplication, and need not be complete with respect to the
order. Anyway, if we interpret u as 1, then we have a copy of rational numbers in G: the rational  nm is identiﬁed by
ðn umÞ. Moreover, in Gwe can deﬁne multiplication by a rational number: for each x 2 G, and for each nm 2 Q, ðnm xÞ can
be identiﬁed by ðn xmÞ. Hence we may assume without loss of generality that the ordered group ðQ;6;þ;;0Þ is an
ordered subgroup of G. In particular, the unit u will be henceforth denoted by 1. Moreover, G can be regarded as a
vector space over the rational ﬁeld ðQ;þ;; ;1;0;1Þ.
(b) Instead of the usual measure on the reals, we have a G \ ½0;1-valued measure l from a boolean algebra B, that is, a
map l : B! G \ ½0;1 such that lð1Þ ¼ 1, and, if a ^ b ¼ 0, then lða _ bÞ ¼ lðaÞ þ lðbÞ. By Stone representation theo-
rem, B can be identiﬁed with the family of clopen subsets of the topological space UðBÞ, of ultraﬁlters of B, equipped
with the spectral topology (in our picture the elements of B represent l-measurable subsets of UðBÞ). We shall use the
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UðBÞ.
An element x 2 G is said to be bounded if there is a rational q > 0 such that jxj 6 q (jxj standing for x _ x). Every bounded
element x 2 G has a standard part stðxÞ deﬁned by stðxÞ ¼ supfq 2 Q : q 6 xg ¼ inffq 2 Q : x 6 qg, where inﬁma and suprema
refer to the reals.
To each G \ ½0;1-valued measure on B we can associate a ½0;1 \ R -valued measure lst letting lstðbÞ ¼ stðlðbÞÞ.
To simplify our description, we restrict our attention to the set of functions f which are bounded, that is, there is q 2 Q,
q > 0, such that for all m 2 U, jf ðmÞj 6 q.
Deﬁnition 6.1. Let G be a divisible ‘-group with a unit u, let B be a boolean algebra, and let U be the set of ultraﬁlters of B.
Then a function h : U ! G \ ½0;1 is said to be basic if there are a partition X1; . . . ;Xn of U, with X1; . . . ;Xn 2 B, and mutually
distinct rationals q1; . . . ; qn, such that for i ¼ 1; . . . ; n and for m 2 Xi, one has hðmÞ ¼ qi. Then we deﬁne the integral of h asIðhÞ ¼ st
Xn
i¼1
lðXiÞqi
 !
¼
Xn
i¼1
lstðXiÞqi: ð1ÞBy deﬁnition IðhÞ is a real number. The second equality of (1) follows from the fact that the standard part function
st : G! R is linear.
Now let f : U ! G \ ½0;1 be a bounded function and let F (Fþ, respectively) denote the set of all basic functions h : U !
G \ ½0;1 such that hðmÞ 6 f ðmÞ for all m 2 U (hðmÞP f ðmÞ for all m 2 U, respectively), and let Iðf Þ ¼ supfIðhÞ : h 2 Fg and
Iþðf Þ ¼ inffIðhÞ : h 2 Fþg.
Deﬁnition 6.2. We say that f is Lebesgue-integrable iff Iðf Þ ¼ Iþðf Þ. In this case we deﬁne the integralZ
fdlto be the common value Iðf Þ ¼ Iþðf Þ.
Remark 6.3. If f is Lebesgue integrable, then
R
fdl is a real number, but possibly not an element of G. The Lebesgue integral
is a linear and weakly monotonic functional, in the sense that for every q; r 2 Q and for every pair f ; g of integrable functions,
we have that qf þ rg is integrable and R ðqf þ rgÞdl ¼ q R fdlþ r R gdl, and if f ðmÞ 6 gðmÞ for all m 2 U, then R fdl 6 R gdl.
Deﬁnition 6.4. A function f : U ! G \ ½0;1 is said to be measurable if it is bounded and for every q 2 Q, the sets
Uf<q ¼ fm 2 U : f ðmÞ < qg and Uf¼q ¼ fm 2 U : f ðmÞ ¼ qg are measurable (that is, they are elements of the boolean algebra B).
Since measurable sets are closed under the boolean operations, it follows that if f is measurable, then for all r; q 2 Q with
r < q, also the set Uf2½q;rÞ ¼ fm 2 U : q 6 f ðmÞ < rg is measurable.
Lemma 6.5. With the same terminology of Deﬁnitions 6.1 and 6.4, every measurable function is Lebesgue integrable.
Proof. It sufﬁces to show that for every rational e > 0 there are h 2 F and k 2 Fþ such that IðkÞ  IðhÞ < e. Let q 2 Q be such
that for all m 2 U we have q < f ðmÞ < q. Let n be a natural number such that 2qn < e and let for i ¼ 0; . . . ; n, ai ¼ qþ 2iqn .
Deﬁne hðmÞ and kðmÞ as follows: let m 2 U be given and let iðmÞ be the unique integer i with 0 6 i < n such that
ai 6 f ðmÞ < aiþ1. Deﬁne now hðmÞ ¼ ai and kðmÞ ¼ aiþ1, it follows that hðmÞ 6 f ðmÞ 6 kðmÞ. Moreover, for every m 2 U, we
have kðmÞ  hðmÞ ¼ 2qn . ThusIðkÞ  IðhÞ ¼ 2q
n
Xn1
i¼0
l Uf2½ai ;aiþ1Þ
  ¼ 2q
n
< e: We want to introduce a completely algebraic treatment of Lebesgue integration of bounded functions. For simplicity, we
assume that our functions are ½0;1 \ G-valued. This is not a strong restriction: modulo a linear transformation, every
bounded function from U into ½0;1 \ G can be transformed into a function from U into [0,1]. In our picture, an element a
of ½0;1 \ G is represented by the function which is constantly equal to a.
We are going to prove that all the structures we need, that is, the boolean algebra B, the set U of its ultraﬁlters, the divis-
ible and totally ordered group G with unit u, the measure l, the functions from U into [0,1] and their integrals, can be re-
duced to a unique type of algebraic structure, namely, to divisible SMVD, which will be introduced below.
6.1. Integral representation of divisible SMVD-algebras
Deﬁnition 6.6. An MVD-algebra is an algebra ðA;;;D;0;1Þ whose D-free reduct is an MV-algebra, and D (cf. [1]) is a unary
operator on A satisfying the following identities:
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ðD2Þ DðxÞ 6 x,
ðD3Þ DðDðxÞÞ ¼ DðxÞ,
ðD4Þ Dðx! yÞ 6 DðxÞ ! DðyÞ,
ðD5Þ DðxÞ _ ðDðxÞÞ ¼ 1,
ðD6Þ Dðx _ yÞ ¼ DðxÞ _ DðyÞ.Any MVD-algebra A can be regarded as an algebra of functions from a compact Hausdorff space into the unit interval
½0;1H of a hyperreal ﬁeld. The representation is as follows: the set DðAÞ is the domain of a subalgebra of Awhich is a boolean
algebra. Now take its dual space ðU; TÞ (which is a compact Hausdorff space), where U ¼ UðDðAÞÞ is the set of ultraﬁlters of
DðAÞ and T is the topology generated by all sets of the form Ca ¼ fm 2 U : a 2 mg for a 2 DðAÞ. For every m 2 U there is a un-
ique ultraﬁlter m0 of A extending m, namely m0 ¼ fx 2 A : DðxÞ 2 mg. Then consider the quotient A=m0 of Amodulo m0. We can
construct an extension ½0;1H of the standard MV-algebra ½0;1MV such that for every ultraﬁlter m0 of A, A=m0 embeds into
½0;1H. One may prove this using the fact that the class of MV-chains has the amalgamation property which, in turns, follows
from the amalgamation property of totally ordered abelian groups (cf. [30, Corollary 2.2]), via Mundici’s functor C (cf. [22])).
We can associate to each a 2 A the function fa on U deﬁned for m 2 U by faðmÞ ¼ a=m0 (the equivalence class of a modulo
the congruence determined by the unique ultraﬁlter m0 of A extending m). Operations on these functions are deﬁned com-
ponentwise. The elements of B ¼ DðAÞ correspond to the f0;1g-valued functions.
With respect to Di Nola’s representation, we have the following advantages: (1) the elements of B are precisely those of
the form DðxÞ, whence we have a very simple way to express them; (2) in the case of MVD-algebras, the topological space
ðU; TÞ is compact and totally disconnected.
In any MV-algebra we can simulate sum, because  is a truncated sum, but we cannot simulate rationals and multipli-
cation by a rational. To allow multiplication by rationals we shall use DMV-algebras and their states.
A state on a DMV-algebra A is a state on the MV-reduct of A. It is easy to show that in any divisible SMV-algebra,
rðdnðxÞÞ ¼ rðxÞn .
In the light of Theorems 2.10 and 2.11, states on semisimple MV-algebras are the same as integral maps induced by reg-
ular Borel measures on their maximal spectral spaces.
Deﬁnition 6.7. A DMVD-algebra with an internal state (SDMVD-algebra for short) is an algebra ðA;; ;0;D; fdngn2N;rÞ such
that:
(1) ðA;; ;0;DÞ is an MVD-algebra.
(2) ðA;; ;0; fdngn2NÞ is a DMV-algebra.
(3) ðA;; ;r;0Þ is an SMV-algebra satisfying the following equation:ðr5Þ rðDðrðxÞÞÞ ¼ DðrðxÞÞ.
Lemma 6.8. Let A be an SDMVD-algebra. Then:
(a) If q is a rational in [0,1] and f 2 A, then rðqf Þ ¼ qrðf Þ,
(b) The set rðAÞ ¼ frðxÞ : x 2 Ag is (the domain of) a divisible MVD-subalgebra of A which is closed under r.Proof
(a) If q ¼ 0 or q ¼ 1, the claim is obvious (note that rð0Þ ¼ 0 follows from (r1) and (r2)). Now suppose q ¼ mn with
0 < m < n. Then using (2) and the fact that for iþ j 6 n we have ðiÞdnðxÞ  ðjÞdnðxÞ ¼ 0, we get that
rðxÞ  rðdnðxÞÞ ¼ rðx dnðxÞÞ ¼ rððn 1ÞdnðxÞÞ ¼ ðn 1ÞrðdnðxÞÞ. Thus rðdnðxÞÞ ¼ dnðrðxÞÞ, whence rððmÞdnðxÞÞ ¼
ðmÞdnðrðxÞÞ, as desired.
(b) We already know that rðAÞ is closed under , * and r (recall Lemma 3.3). Moreover we have just proved that
rðdnðxÞÞ ¼ dnðrðxÞÞ, and hence rðAÞ is closed under dn. Now there remains to be proved that rðAÞ is closed under D.
Axiom (r5) states that if a 2 rðAÞ, say a ¼ rðxÞ for some x, then DðaÞ ¼ rðDðaÞÞ, whence DðaÞ 2 rðAÞ. h
In our representation of MVD-algebras as algebras of functions, an element f of DðAÞ represents the characteristic function
of the set Zf of all m 2 U such that f ðmÞ ¼ 1. Our idea is that, if f 2 DðAÞ, then rðf Þ should represent the measure lðZf Þ of Zf
and if f is an arbitrary element of A, then rðf Þ should represent R fdl. When trying to formalize this idea, we meet a problem:
in general, rðAÞ is not totally ordered, whereas the set of integrals, being a set of reals, is totally ordered. Even worse, in Di
Nola’s representation of A, the elements of rðAÞ need not be constant. We shall show that these problems do not occur if A is
subdirectly irreducible.
We start from the following:
Deﬁnition 6.9. A fr;Dg-ﬁlter of an SDMVD-algebra is a ﬁlter of its MV-reduct which is closed under r and D.
Let ðA;rÞ be an SDMVD-algebra. Then:
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(1) The maps h#fh associating to each congruence h the set fh ¼ fx 2 A : ðx;1Þ 2 hg and f#hf mapping each fr;Dg-ﬁlter f into
hf ¼ fðx; yÞ 2 A A : x! y 2 f; y! x 2 fg are mutually inverse homomorphisms between the congruence lattice and the
fr;Dg-ﬁlter lattice of ðA;rÞ.
(2) The fr;Dg-ﬁlter generated by an element rðaÞ 2 rðAÞ is the set fx : DðrðaÞÞ 6 xg.Proof
(1) By Theorem 4.1, it is sufﬁcient to prove that a r-ﬁlter f is a fr;Dg-ﬁlter iff hf is a congruence of ðA;rÞ.
ð)Þ: Suppose that f is a fr;Dg-ﬁlter. If ðx; yÞ 2 hf, then for every n 2 N, dnðxÞ $ dnðyÞP x$ y 2 f. Thus hf is compatible
with dn for each n 2 N. Moreover, if ðx; yÞ 2 hf, then Dðx$ yÞ 2 f, as f is closed under D. Since Dx$ Dy 6 Dðx$ yÞ,
Dðx$ yÞ 2 f, and ðDx;DyÞ 2 hf. Thus hf is also compatible with D and is a congruence of ðA;rÞ.
ð(Þ: Suppose that hf is a congruence of ðA;rÞ. Then hf is a congruence of the SMV-reduct of ðA;rÞ, whence f is a ﬁlter
closed under r. Finally, if x 2 f, then ðx;1Þ 2 hf and ðDx;1Þ 2 hf as hf is compatible with D. Thus Dx 2 f and f is closed
under D.
(2) Let h ¼ fx : DðrðaÞÞ 6 xg. Then the fr;Dg-ﬁlter generated by rðaÞ must contain DðrðaÞÞ, and hence it must contain h.
For the opposite direction, it sufﬁces to show that h is a ﬁlter containing rðaÞ and closed under D and under r. That
rðaÞ 2 h follows from the condition DðxÞ 6 x. That h is upwards closed is trivial, and that h is closed under  follows
from the fact that DðxÞ  DðxÞ ¼ DðxÞ. Closure under D follows from the condition DðDðxÞÞ ¼ DðxÞ, and closure under r
follows from condition (r5). h
As usual, we shall interpret the elements of A as functions from the set U of ultraﬁlters of DðAÞ into some non-standard
interval ½0;1H. Note that all MV-operations, as well as D and the operations dn, are deﬁned componentwise, while r is not,
because a congruence of the underlying MVD-algebra need not be a congruence of A.
Lemma 6.11. Let ðA;rÞ be a subdirectly irreducible SDMVD -algebra. Then:
(1) rðAÞ is linearly ordered.
(2) Let G be the unique totally ordered abelian group with unit 1 such that the MV-reduct of A is isomorphic to CðG;1Þ. Then the
map l on DðAÞ deﬁned, for DðxÞ 2 DðAÞ, by lðDðxÞÞ ¼ rðDðxÞÞ, is a measure on DðAÞ taking values in G \ ½0;1.
(3) For every element f of A (represented as a function from the set of maximal D-ﬁlters of the MVD reduct of A), stðrðf ÞÞ is
constant.
(4) Every f 2 A is a measurable function, whence it is Lebesgue integrable (in the sense of Deﬁnition 6.2).
Proof
(1) Let f be the smallest non-trivial fr;Dg-ﬁlter of ðA;rÞ. Let c 2 f, and c < 1. Suppose by contradiction that
rðaÞ;rðbÞ 2 rðAÞ are incomparable with respect to the order. Then by Lemma 6.10, the ﬁlter generated by
rðaÞ ! rðbÞ is f ¼ fx : DðrðaÞ ! rðbÞÞ 6 xg. Moreover, such ﬁlter is non-trivial, and hence c 2 f, and
DðrðaÞ ! rðbÞÞ 6 c. Similarly we can prove that DðrðbÞ ! rðaÞÞ 6 c. Hence 1 ¼ DðrðaÞ ! rðbÞÞ_ DðrðaÞ ! rðbÞÞ 6 c,
which is a contradiction.
(2) This follows easily from (r1) and (r3).
(3) We have rð1Þ ¼ 1, rð0Þ ¼ 0 and for 0 < m < n, rððmÞdnðxÞÞ ¼ ðmÞdnðrðxÞÞ. It follows immediately that for every
rational q 2 ½0;1, rðqÞ ¼ q, and hence q 2 rðAÞ. Since rðAÞ is linearly ordered, for every f 2 A and for every q 2 ½0;1
we either have that q 6 rðf Þ, or rðf Þ 6 q. Thus if we interpret q as the constant function qðmÞ on U which is equal
to q on each m 2 U, we either have that for all m 2 U, q ¼ qðmÞ 6 rðf ÞðmÞ, or for all m 2 U, rðf ÞðmÞ 6 qðmÞ ¼ q. Thus
stðrðf ÞðmÞÞ is constantly equal to supfq 2 ½0;1 : q 6 rðf Þg ¼ inffq 2 ½0;1 : rðf Þ 6 qg.
(4) Let q 2 ½0;1. Then Uf<q ¼ Dðf ! qÞ ^ ðDðq! f ÞÞ, and Uf¼q ¼ Dðf ! qÞ ^ Dðq! f Þ. Since DðAÞ is closed under all MV-
operations, we have that Uf<q and Uf¼q belong to DðAÞ, the algebra of measurable sets. hTheorem 6.12. Under the assumptions of Lemma 6.11, we have
R
fdl ¼ stðrðf ÞÞ.
Proof. By Lemma 6.11, (4),
R
fdl exists, whence we only have to prove that
R
fdl ¼ stðrðf ÞÞ. It sufﬁces to prove that for every
(arbitrarily small) positive real number e, there are h 2 F and k 2 Fþ such that IðhÞ 6 rðf Þ 6 IðkÞ and IðkÞ  IðhÞ < e. Now let
e > 0 be given, and let n 2 x be such that 1n < e. Leth ¼ Dðf Þ  n1
i¼0
i
n
D
i
n
! f
 
^ D iþ 1
n
! f
    
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i¼0
iþ 1
n
D
i
n
! f
 
^ D iþ 1
n
! f
    
:Note that for all m 2 U, the following conditions hold:
(1) If f ðmÞ ¼ 1, then hðmÞ ¼ kðmÞ ¼ 1.
(2) If in 6 f ðmÞ 6 iþ1n (i ¼ 0; . . . ;n 1), then hðmÞ ¼ in and kðmÞ ¼ iþ1n . Thus h 6 f 6 k, and hence rðhÞ 6 rðf Þ 6 rðkÞ.
Moreover,IðkÞ  IðhÞ ¼
Xn1
i¼0
1
n
lst Uf2½ in;iþ1n Þ
 
¼ 1
n
< e:To settle our claim, it sufﬁces to prove that stðrðhÞÞ ¼ IðhÞ and stðrðkÞÞ ¼ IðkÞ. Now let for i ¼ 0; . . . ;n 1,
ti ¼ ðDð in ! f Þ ^ ðDðiþ1n ! f ÞÞ and let tn ¼ Dðf Þ. Then for i; j ¼ 0; . . . ;n, if i–j, then ti  tj ¼ 0, (because if i < n, then ti is the
characteristic function of Uf2½ in;iþ1n Þ and tn is the characteristic function of Uf¼1). Thus by Lemma 3.3, (b) and (c),rðhÞ ¼
Xn1
i¼0
i
n
rðtiÞ and rðkÞ ¼
Xn1
i¼0
iþ 1
n
rðtiÞ;and hencestðrðhÞÞ ¼
Xn1
i¼0
i
n
ðstðrðtiÞÞÞ ¼
Xn1
i¼0
i
n
ðlst Uf2½ in;iþ1n Þ
 
¼ IðhÞandstðrðkÞÞ ¼
Xn1
i¼0
iþ 1
n
ðstðrðtiÞÞÞ ¼
Xn1
i¼0
iþ 1
n
ðlst Uf2½ in;iþ1n Þ
 
¼ IðkÞ: 7. Conclusions and open problems
In this paper we have introduced a new approach to states on MV-algebras. This approach allows us to treat a variant of
the concept of state within the framework of universal algebra. We have thus introduced the variety of SMV-algebras, which
is the equivalent algebraic semantics of a variant of a probabilistic logic introduced by Flaminio and Godo in [12]. Then we
have started a general investigation of the variety of SMV-algebras. Several interesting problems remain still open, namely:
(a) Is the variety of SMV-algebras generated by all SMV-algebras of the form ðA;rÞ where A is a semisimple MV-algebra
and rðAÞ is a simple MV-algebra?
(b) Is the variety of SMV-algebras generated by all algebras of the form ð½0;1MV  A;rÞ where A is any MV-algebra and
there is a state s on A such that for all a 2 A and for all a 2 ½0;1, rða aÞ ¼ asðaÞ?
(c) What is the computational complexity of the coherence problem for probabilistic assessments of MV-valued events? It
follows from [16,25] that the coherence problem for many valued events is in PSPACE. We wonder if it is possible to
improve this bound showing, e.g., that the problem is in NP.
(d) What is the computational complexity of the equational logic of SMV-algebras?
(e) What is the computational complexity of the satisﬁability problem of equations of SMV-algebras?
(f) Same problems as in (d) and (e) but for the variety generated by all SMV-algebras of the form ðA;rÞ with A a semisim-
ple MV-algebra and rðAÞ simple.
(g) Is there any connection between the semantics of SMV-algebras and the Kripke semantics for probabilistic logics
introduced in [12,16]?
(h) Try to establish an equivalence of categories between the category of MV-algebras with a state, with morphisms the
state preserving MV-homomorphisms, and a suitably deﬁned full subcategory of the category of SMV-algebras, with
morphisms the SMV-homomorphisms.
(i) Give a characterization of some remarkable classes of SMV-algebras, like ﬁnite SMV-algebras, simple SMV-algebras,
and subdirectly irreducible SMV-algebras.
We plan to investigate all these problems in a future paper.
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