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Abstract of thesis presented to the Senate of Universiti Putra Malaysia in 
fulfi lment of the requirement for the degree of Master of Science 
PARALLEL IMPLEMENTATION ON IMPROVED ERROR SIGNAL OF 
BACKPROPAGATION ALGORITHM 
By 
TEH NORANIS BT MOHO ARIS 
May 2001 
Chairman: Associate Professor Md. Yazid Mohd Saman, Ph.D. 
Faculty : Computer Science and Information Technology 
The research work presented in this thesis is a continuation of 
Shamsuddin's work regarding proposed error signal for the 
backpropagation (BP) algorithm. The main focus is to parallelise 
Shamsuddin's work in order to improve the speedup of the BP algorithm. 
The experiments are implemented using the Sequent Symmetry SE30 
parallel machine. The BP algorithm uses the data partitioning method with 
columnwise block striped and the batch mode weight updating strategy. 
Twenty-six patterns consisting of uppercase letters from 'A' to 'Z' are tested 
in the experiments. Two main factors taken into consideration in this, 
experiments are the execution time and speedup and the recognition rates. 
i i i  
Shamsuddin's proposed BP parallel version, is compared with the 
sequential version .  Experimental results shows that the execution time of 
the parallel version is much less than the execution time of the sequential 
version . The parallel version produces a good speedup as the number of 
processors, are increased due to the value that is near the ideal value. 
Experiments for testing the recognition rates involves the twenty-six 
trained sample data with perfect pattern and untrained sample data with 
1 0% corrupted pattern. The recognition rates results show 1 00% accuracy 
for the trained and untrained data using the standard BP and Shamsuddin's 
proposed BP running sequentially. 
iv 
Abstrak tesis yang dikemukakan kepada Senat Universiti Putra Malaysia 
sebagai memenuhi keperluan untuk ijazah Master Sains 
PERLAKSANAAN SECARA SELARI ALGORITMA RAMBATAN BALIK 
ISYARAT RALAT YANG TELAH DIPERBAIKI 
Oleh 
TEH NORANIS BT MOHO ARIS 
Mei 2001 
Pengerusi: Profesor Madya Md. Yazid Mohd Sarnan, Ph.D. 
Faculti: Sains Kornputer dan Teknologi Maklurnat 
Kerja-kerja yang dibentangkan dalam tesis ini adalah sambungan 
kepada kerja Shamsuddin yang berkaitan dengan kaedah isyarat ralat bagi 
algoritma rambatan balik (BP). Fokus utama adalah menjalankan kerja 
Shamsuddin secara selari untuk memperbaiki kelajuan algoritma BP. 
Pengujianan dilaksanakan menggunakan mesin selari Sequent Symmetry 
SE30. Algoritma BP ini menggunakan kaedah pembahagian data dengan 
strategi jalur blok berdasarkan lajur dan mod kelompok pengemaskinian 
pemberat. Dua puluh enam paten yang terdiri daripada huruf besar dari 'A' 
ke 'Z' d iuji dalam experimen. Dua faktor utama yang d itekankan dalam 
eksperimen ini ialah masa larian dan kelajuan dan kadar pengecaman .  
v 
Versi selari cadangan BP Shamsuddin's dibandingkan dengan versi 
berturutan.  Keputusan eksperimen menunjukkan masa larian bagi versi 
selari adalah jauh lebih kurang berbanding masa larian bagi versi 
berturutan. Versi selari menghasilkan kelajuan yang baik apabila bilangan 
pemproses ditambah kerana nilai kelajuan adalah berhampiran dengan 
nilai kelajuan mengikut teori . 
Eksperimen bagi menguji kadar pengecaman melibatkan dua puluh 
enam data sampel dengan paten lengkap yang dilatih dan data sampel 
dengan paten yang dirosakkan sebanyak 1 0% yang tidak dilatih. Kadar 
pengecaman menunjukkan ketepatan pengecaman 1 00% bagi data yang 
dilatih dan tidak dilatih menggunakan BP piawai dan BP cadangan 
Shamsuddin yang dilarikan secara berturutan.  
vi 
ACKNOWLEDGEMENTS 
I would l ike to express my most gratefulness and faithful 
appreciation to the Chairman of my Supervisory Committee, Associate 
Professor Dr. Md. Yazid Bin Mohd Saman for his precious guidance, 
motivation and advice throughout my studies. I would also l ike to 
acknowledge the members of my Supervisory Committee, Dr. Md. Nasir 
Bin Sulaiman of the Department of Computer Science and Dr. Mohamed 
Bin Othman of the Department of Communication Technology and 
Network. Their suggestions and comments are valuable to the completion 
of this thesis. 
Special thanks to the Dean of Faculty of Computer Science and 
Information Technology, Dr. Abdul Azim Bin Abd Ghani, Deputy Dean of 
Faculty of Computer Science and I nformation Technology, Dr. Ramlan Bin 
Mahmod and Head of Computer Science Department, Associate Professor 
Dr. Ali Bin Mamat. I also l ike to thank the academic and administrative staff 
of Faculty of Computer Science and Information Technology, Universiti 
Putra Malaysia for their assistance. 
Thank you to my helpful husband for his encouragement, support 
and motivation throughout my studies. Special thanks for the help with my 
research work, to my friends who are also researchers in this field 
especially Dr. Rozita Bt Johari ,  Razali Bin Yaacob, Ummu Salmah Bt Mohd 
Hussin,  Norhayati Bt Abdul lah, Azuraliza Bt Abu Bakar and Lee Lai Soon. 
vii 
I certify that an Examination Committee met on 25th May 2001 to conduct 
the final examination of Teh Noranis Bt Mohd Aris on her Master of Science 
thesis entitled "Parallel Implementation on I mproved Error Signal of 
Backpropagation Algorithm" in accordance with Universiti Pertanian 
Malaysia (H igher Degree) Act 1 980 and Universiti Pertanian Malaysia 
(Higher Degree) Regulations 1 981 . The Committee recommends that the 
candidate be awarded the relevant degree. Members of the Examination 
Committee are as follows: 
Ramlan Bin Mahmod, Ph.D., 
Lecturer, 
Faculty of Computer Science and Information Technology, 
Universiti Putra Malaysia. 
(Chairman) 
Md. Yazid Bin Mohd Saman, Ph.D., 
Associate Professor, 
Faculty of Computer Science and Information Technology, 
Universiti Putra Malaysia. 
(Member) 
Md. Nasir Bin Sulaiman, Ph.D., 
Lecturer, 
Faculty of Computer Science and Information Technology, 
Universiti Putra Malaysia. 
(Member) 
Mohamed Bin Othman, Ph.D., 
Lecturer, 
Faculty of Computer Science and I nformation Technology, 
Universiti Putra Malaysia. 
(Member) 
Date: 1 8 JUN 2001 
viii 
This thesis submitted to the Senate of Universiti Putra Malaysia has been 
accepted as fulfilment of the requirement for the degree of Master of 
Science. 
ix 
AINI IDERIS, Ph.D., 
Professor, 
Dean of Graduate School ,  
Universiti Putra Malaysia. 
Date: 
DECLARATION 
I hereby declare that the thesis is based on my original work except for 
quotations and citations which, have been duly acknowledged. I declare 
that it has not been previously or concurrently submitted for any other 
degree at UPM or other institutions. 
TEH NORANIS BT MOHO ARIS 
Date: 1 1  July 2001 
x 
TABLE OF CONTENTS 
Page 
DEDiCATION.............................................................. i i 
ABSTRACT................................................................ i i i 
ABSTRAK.................................................................. v 
ACKNOWLEDGEMENTS.............................................. vii 
APPROVAL SHEETS................................................... viii 
DECLARATION FORM................................................. x 
LIST OF TABLES...................... ......... . . . . . . . . . . . . . . . . . . . . . .  . . . .  xii i  
LIST OF FIGURES....................................................... xiv 
LIST OF ABBREViATIONS........ ....................... . . .  . . . .  . . .  . . .  xvi 
CHAPTER 
INTRODUCTION................ ............... . . .  . . . . . . .  . . . . . . . . 1 
Background . ... . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . .  . . . . .  1 
Problem Statement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 
Objectives of the Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4 
Scope of the Research . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 
Methodology. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 
Thesis Organization Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6 
I I  BACKGROUND OF PARALLEL NEURAL NETWORK 8 
Introduction . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . .  8 
Neural Network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8 
Neural Network H istory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 0  
Neural Network Capabilities. . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . .  1 2  
Neural Network Learning . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . .  1 6  
Neural Network Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 7  
Activation Functions. . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 9  
Standard Backpropagation.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  22 
Standard Backpropagation Algorithm .  ............ .. 24 
Parallel Computing. . . . . . . . . . . . . . . . . . . . . . . . .  . ........... . . . . . . . . . . .  27 
Computing H istory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  27 
Parallel Paradigm........................................................ ... 29 
Sequent Symmetry SE30 Architecture . . . . . . . . . . . . . . . . . . . . . . . .  35 
Elements of Paral lel Programming on Sequent SE30 . . . . 36 
Programming Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37 
Process Creation and Termination . .  . . . . . . . . . . . . . . . . . 38 
Shared and Local Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39 
Scheduling Algorithms. . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . .  39 
xi 
Loop Parallelism, Communication and Program 
Dependence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . .  41  
Process Synchronization . . . . . . .  . . .  . . . . . . . . .  . . . . . .  . . . . . . . .  43 
Locks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43 
Data Partitioning Technique. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  45 
Function Partitioning Technique. . . . . . . . . . . . . . . . . . . . . . . .  46 
Performance Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49 
Run Time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  49 
Speedup. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  50 
Amdahl's Law. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  51 
Gustafson's Law. . . . .  . . .  . . .  . . . . . . . .  . . . . . . . . . . . . . . . . . .  . . . . . . . . .  . . . .  . . .  52 
Related Research Work. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53 
Improved Error of Backpropagation Algorithm . . . . . . . . . . . . . . .  53 
Related Research Work on Parallel Neural Network. . . . . . . 55 
Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  60 
I I I  METHODOLOGY OF PARALLEL METHOD............... 61 
Introduction . . . . . . . . . . . . . .  . . . . .  . . . .  . . . . . . . . . . . .  . . . . . .  . . . . . . . . . . .  . . . .  . . . .  61 
Parallel Paradigms for Neural Network. . . . . . . . . . . . . . . . . . . . . . . .  61  
Sequential Backpropagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  64 
General Workflow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  65 
Design Framework of Parallel Backpropagation . . . . . . . . . . . .  66 
Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  70 
IV IMPLEMENTATION AND RESULTS . . . . . . . . . . . . . . . . . . . . . . . . . . .  71 
Introduction . . . . . . .  . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . .  . . . .  . . .  . . . . . .  . . . . . . . .  7 1  
Implementation . . . . . . . . . . . . . . . . . . . . . . . .  , .  . . .  . . . . . .  . . . . .  . . . . . .  . . . . . . . . . .  71  
Description of the Experiments . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . .  76 
Results of Execution Time and Speedup. . . . . . . . . . . . . . . . . . . . . . 77 
Results of Recognition Rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  87 
Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  88 
V DISCUSSIONS AND CONCLUSiONS.......................... 89 
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  , . . .  . . . . . .  . . . . . 89 
Discussion of Results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  90 
Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  91  
Suggestions for Further Works. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  91  
REFERENCES.................................................................. 93 
APPENDIX 
A Trained Input Data Samples with Perfect Pattern . . . . . . . . . . . . . . . . . .  98 
B Untrained Input Data Samples with 1 0% Corrupted Pattern . . . . 1 07 
C Target Value for Input Data Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 1 6 
D Output Results of Trained Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 1 7 
ViTA . . .. . . . . . . . . . . . . . . . . . . . .. . .... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 30 
xii 
LIST OF TABLES 
Table Page 
1 Parallel Programming Library Routines . . . . . . . . . . . . . . . . . . . . . . . . . 44 
2 Execution Times (in seconds) for Standard BP and leBP 
Running Sequentially and in Parallel Based on 1 0  Cycles 
Using 1 00 H idden Units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  78 
3 Speedup Values for Standard BP and leBP Based on 1 0  
Cycles Using 1 00 Hidden Units . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  79 
4 Execution Times (in seconds) for Standard BP and leBP 
Running Sequentially and in Parallel Based on 1 0  Cycles 
Using 200 H idden Units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  80 
5 Speedup Values for Standard BP and leBP Based on 1 0  
Cycles Using 200 Hidden Units . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . .  81  
6 Execution Times (in seconds) for Standard BP and leBP 
Running Sequentially and in Parallel Based on 1 0  Cycles 
Using 300 H idden Units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  82 
7 Speedup Values for Standard BP and leBP Based on 1 0  
Cycles Using 300 H idden Units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  83 
8 Execution Times (seconds) and Speedup Values for leBP 
Based on Network Convergence with cycles = 1 52 and 
Error = 0.05 using 1 00 Hidden Units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84 
9 Execution Times (seconds) and Speedup Values leBP 
Based on Network Convergence with cycles = 276 and 
error = 0.05 using 300 Hidden Unit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84 
1 0  Comparison of leBP and Standard BP in terms of Number 
Of Cycles And Execution Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  86 
xiii 
LIST OF FIGURES 
Figures Page 
1 Artificial Neural Network. . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9 
2 Biological Neuron (Fausett, 1 994}. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 0  
3 Single Layer Perceptron. . .. . . . . . .  . . .  . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 8  
4 Multi Layer Perceptron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 8  
5 Identity Function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 9  
6 Binary Step Function . . . . . . . . . . . . .  . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . .  ... 20 
7 Binary sigmoid . Steepness . parameters (j = 1 and (j = 3 . . .. 21  
8 Bipolar Sigmoid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 21  
9 Backpropagation Architecture. . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . .. 22 
1 0  Flow of Backpropagation of Error Signal . . . . . . . . . . . . . . . . . . . . . ... 23 
1 1  Single Instruction Stream, Single Data Stream 
Arch itectu re . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  '" 30 
1 2  Single Instruction Stream, Multiple Data Stream 
Arch itectu re. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  31  
1 3  Multiple Instruction Stream, Single Data Stream 
Architecture. . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . .  . . . . . . . . . . .  32 
1 4  Multiple Instruction Stream, Multiple Data Stream 
Architecture . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . .  . . .  . . . .  . . .  . . . . . . . . . .. 33 
1 5  Multiprocessor Organization.. ........... . . . ..... . . ... . . ... ...... 34 
1 6  Multicomputer Organization.. .. . . . . . . . .. . . . . . . . . . . . . . . . . .. . . . . ... 34 
1 7  Sequent Shared Memory Architecture. . . . . . . . . . . . . . . . . . . . . . . .  35 
1 8  Fork-join Function Partitioning Model (Sequent Computer 
Systems, 1 994). . ... . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 47 
xiv 
1 9  Pipeline Function Partitioning Model (Sequent Computer 
Systems, 1 994) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . .  48 
20 NN parallelism paradigms: (a) Node parallelism 
(b) Training set parallelism (c) Pipelining 
(Ammar and Miao, 2000) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  , .  63 
21  Standard Backpropagation Training Using Batch 
Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  64 
22 General Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  65 
23 Design Framework of Parallel I nitialization . . . . . . . . . . . . . . . . .  67 
24 Design Framework of Parallel Forward Propagation . . . . 68 
25 Design Framework of Parallel Backpropagation Error . . .  69 
26 Portion of Backpropagation Main Program . . . . . . . . . . . . . . . . .  72 
27 Portion of BP _Training Subprogram . . . . . . . . . . . . . . . . . . . . . . . . . 73 
28 Shared Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . 76 
29 Standard BP and leBP Execution Times (in seconds) 
with 1 0  Cycles Using 1 00 Hidden Units . . . . . . . . . . . . . . . . . . . .  78 
30 Standard BP and leBP Speedup Values with 1 0  Cycles 
Using 1 00 Hidden Units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  79 
3 1  Standard BP and leBP Execution Times (in seconds) 
with 1 0  Cycles Using 200 Hidden Units . . . . . . . . . . . . . . . . . . . .  80 
32 Standard BP and leBP Speedup Values with 1 0  Cycles 
Using 200 Hidden Units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  81  
33 Standard BP and leBP Execution Times (in seconds) 
with 1 0  Cycles Using 300 Hidden Units . . . . . . . . . . . . . . . . . . . .  82 
34 Standard BP and leBP Speedup  Values with 1 0  Cycles 
Using 300 Hidden Units . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . .  83 
35 leBP Execution Times (in seconds) Based on Network 
Convergence Using 1 00 and 300 H idden Units . . . . . . . . . . 85 
36 leBP Speedup Values Based on Network Convergence 
Using 1 00 and 300 Hidden Units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85 
xv 
ADALINE 
ART 
BAM 
BP 
BSB 
CPN 
CPU 
ENIAC 
leBP 
1/0 
MADALINES ­
MIMD 
MISD 
MSE 
NN 
SIMD 
SISD 
VLSI 
LIST OF ABBREVIATIONS 
Adaptive Linear Neuron 
Adaptive Resonance Theory 
Bidirectional Associative Memory 
Backpropagation 
Brain-State-in-a-Box 
Counterpropagation Network 
Central Processing Unit 
Electronic Numerical I ntegrator and Calcalator 
Improved error of BackPropagation algorithm 
Input/Output 
Multiple ADALINEs 
Multiple Instruction Stream, Multiple Data Stream 
Multiple I nstruction Stream,  Single Data Stream 
Mean Squared Error 
Neural Network 
Single Instruction Stream, Multiple Data Stream 
Single I nstruction Stream, Single Data Stream 
Very Large Scale Integration 
xvi 
1 
CHAPTER I 
INTRODUCTION 
Background 
There is a high demand of computational speed for a great number 
of areas such as numerical modeling and simulation of scientific and 
engineering problems (Wilkinson and Allen, 1 999). These problems require 
huge repetitive calculations on large volumes of data to give valid results. 
The computations must be fast and completed within a time period. Solving 
these problems using parallel computers is the answer. Parallel computers 
consist of several processors running concurrently. The execution speed is 
much faster compared to a computer with a single processor. 
Artificial neural networks or referred to, as neural network (NN) is 
one of the artificial intelligence areas which has a close connection with 
parallel processing. NN attempts to imitate the computational power of the 
human brain. The human brain characteristic is a h ighly complex, 
nonl inear, and parallel processing system (Haykin, 1 999). It has the 
powerful capability to perform certain computations such as pattern 
recognition, perception and motor control many times faster than the 
fastest d igital computer available today. 
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A N N  model consists of a massive interconnection of simple 
computing cells called nodes or neurons. Each node is connected to other 
nodes by directed communication l inks. Each node is also provided with an 
activation level and an associated weight. The activation level produces 
the output of the node. The weights contain fundamental information 
concerning the problem being solved by the NN. The weights are adjusted 
in a step by step procedure called the training process. The training 
process is repeated until the NN reaches a stage where it is well trained .  
NN training process is  time consuming. Therefore NN simulation 
requires computational speed in order to reduce the execution time of the 
training process, which involves repetitive calculations. The 
backpropagation (BP) algorithm (Rumelhart et al., 1 986) is one of the most 
popular NN algorithms. It has been used in a large number of appl ications 
(Shekhar and Amin, 1 992, Dutta and Shekhar, 1 988, White, 1 988 
Sejnowski and Rosenberg, 1 986). Much research has been performed to 
speed up the BP training process. Two approaches used are improving the 
BP algorithm or implementing the BP using parallel machines 
(Mangasarian and Solodov, 1 994). 
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Shamsuddin (2000) has proposed an error signal for the BP NN 
algorithm,  hereafter will be called leBP (Improved error of BackPropagation 
algorithm). A modified error function has been generated to increase the 
convergence rates of the BP training, replaced by the Mean Squared Error 
(MSE) used in standard BP. From the experimental results, the leBP also 
proved that the epoch size of the modified BP is less than the epoch size of 
the standard BP. Therefore, the execution time of the leBP is faster than 
the standard BP. The experiments are carried out using a sequential 
computer. 
The usage of parallel computers is becoming popular after 40 years 
of complete focus on sequential computers (Lester, 1 993). The growth of 
Very Large Scale Integrated (VLSI) processor had produced high speed 
computers which operate in parallel. The approach used is to assemble 
together large numbers of VLSI chips in one computer. 
The massively parallel characteristics of NN make it very well suited 
to be implemented using parallel processors. I n  addition , much research 
had focused on parallel implementations of NN (Ammar et al. , 1 998). 
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Problem Statement 
As mentioned earlier, the leBP introduced by Shamsuddin (2000) 
has been implemented on a sequential computer. However, as the input 
data sets become large, the execution time of the leBP becomes slow. 
Therefore, the execution time can be improved by implementing the leBP 
on a parallel processor. Thus, in this research , applying parallel processing 
to the leBP is the main focus. 
Objectives of the Research 
The objective of this research is to combine the usage of parallel 
processing and leBP to produce a much faster BP training algorithm. The 
detailed objectives of this research are as fol lows: 
i .  To parallelise the standard BP and leBP controlled by the number of 
cycles using the columnwise block striping parallel method on the 
Sequent Symmetry SE30 shared memory machine for pattern 
recognition appl ication. 
i i .  Compare the parallel version of the standard BP and the leBP in terms 
of speedup. 
i i i .  Test recognition rates of leBP. 
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Scope of the Research 
The scope of the research is l imited to the input data consisting of 
twenty-six uppercase patterns from 'A' to 'Z' with size four hundred binary 
inputs. This input data is used as the trained data set. The trained data set 
is used during the training process and the recal l  back process. Another set 
of data. which is the same as the input data mentioned but 1 0% corrupted 
is used as untrained data. The untrained data is used during the recal l  back 
process. 
Methodology 
The standard BP and the leBP are developed using the C 
programming language. The parallel programming method applied is data 
partitioning. The data partitioning schemes used is columnwise block 
striping. Columnwise block striping method is used due to the number of 
input columns (four hundred), which is greater than the number of row 
patterns (twenty-six) resulting in less execution time. Another method, 
which is the rowwise cycl ic striping is adopted by Sanossian ( 1 992) and 
Sulaiman and Evans (1 996). They used the rowwise cyclic striping method 
because the number of input columns (fourty) is less than the number of 
row patterns (fifty). I n  this research , the weight updating strategy appl ied is 
batch mode strategy and training set parallelism. Batch mode strategy and 
training set parallelism is used because experiments from previous 
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research (Sanossian, 1 992, Sulaiman and Evans, 1 996 and Ammar and 
Miao, 2000) proved that the speedup produced is much better than other 
types of parallelism. 
Thesis Organization Structure 
This thesis consists of five chapters, including the introduction 
chapter, which explains in general about the background of parallel 
processing, NN and the leSP. The problem statement discussed 
suggestion to improve leSP algorithm using parallel processor. The 
objectives of the research, scope of the research and methodology are also 
discussed in the introduction chapter. 
I n  Chapter II , explanation on NN history, NN capabilities, NN 
learning, NN architectures, activation functions,  standard SP and leSP are 
given .  This chapter also briefs the computing history, parallel paradigms, 
Sequent Symmetry SE30 Architecture, elements of parallel programming 
on Sequent SE30, performance measurements, Amdahl's Law and 
Gustafson's Law. In addition, related research work, are also explained in 
this chapter. 
Chapter I I I  describes the parallel paradigms for NN,  the Sequential 
SP and the general workflow of the whole system. I n  addition, this chapter 
includes detailed design framework of parallel SP. 
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Implementation issues on the parallel techniques are discussed in 
Chapter IV. It also presents the experimental results. Finally, in Chapter V 
the thesis, concludes the research work and suggest recommendations for 
further work. 
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CHAPTER I I  
BACKGROUND OF PARALLEL NEURAL NETWORK 
Introduction 
NN has been used to solve the real-world application problems, 
such as pattern recognition, vision and speech recognition . In this research , 
pattern recognition application wil l be applied. The ability of NN to adapt is 
very important in the pattern recognition area. I n  add ition ,  the massively 
parallel nature of NN makes it very well su ited to be implemented using 
parallel processors. 
This chapter includes explanations on NN ,  the standard BP, parallel 
computing and the Sequent Symmetry SE30 parallel machine, which is 
used as a platform in this research. The last section will stress on the 
previous research work on leBP and parallel NN.  
Neural Network 
NN can be described from two viewpoints, artificial NN and 
biological NN (Fausett, 1 994). Artificial NN processing is carried out in 
simple processing elements called neurons, nodes,  units or cells as shown 
in Figure 1 .  Each neuron is connected to each other with an associated 
