INTRODUCTION
============

The parent cuprate compounds are antiferromagnetic charge-transfer insulators that evolve into conductors and superconductors upon doping. The superconducting transition temperature is highest at an optimal level of *p* ≈ 0.16 doped holes per planar CuO~2~ unit, and therefore, the phase diagram is divided into underdoped and overdoped regions. The highly overdoped materials behave as conventional Fermi-liquid metals, with a large Fermi surface that corresponds to 1 + *p* holes per CuO~2~ unit and a planar resistivity that exhibits quadratic temperature dependence ([@R1]). The underdoped region features the pseudogap regime below a characteristic temperature *T*\* that decreases linearly with doping and extrapolates to zero around *p*~c~ ≈ 0.20 ([@R1]). The pseudogap is associated with a depletion of electronic states at the Fermi level and with myriad charge and magnetic ordering tendencies. Above *T*\*, in the unusual "strange-metal" regime, the resistivity is approximately linear in an extended temperature range.

Recent transport and optical conductivity experiments revealed that the itinerant carriers below a characteristic temperature *T*\*\* \< *T*\* behave like a Fermi liquid ([@R2]--[@R7]), with a carrier density that is equal to the nominal concentration *p*. The itinerant carrier concentration therefore evolves from *p* in the pseudogap regime to 1 + *p* in the overdoped regime. As would be expected from these observations, the inverse Hall mobility \[i.e., the cotangent of the Hall angle, cot(Θ~H~)\], a measure of the transport scattering rate, also exhibits Fermi-liquid behavior below *T*\*\*. The quadratic temperature dependence of cot(Θ~H~) continues uninterrupted beyond *T*\*, into the strange-metal regime, with virtually no doping or compound dependence ([@R5], [@R6]). These observations constitute a crucial constraint that has not been captured theoretically. Interpreted in the simplest possible manner ([@R5]), the transport data imply that the carrier density acquires temperature dependence in the strange-metal regime and that the same underlying Fermi-liquid physics describes the itinerant carriers throughout the entire phase diagram.

A second ubiquitous feature of the cuprates is structural and electronic inhomogeneity on multiple length scales ([@R8]--[@R11]). Surface-sensitive probes such as scanning tunneling microscopy (STM) ([@R12]) reveal broad distributions of local electronic gaps, and bulk local probes such as nuclear magnetic resonance (NMR) ([@R13]) provide evidence of intrinsic electrostatic inhomogeneity. Recent conductivity and magnetization experiments show that the superconducting precursor regime is dominated by inhomogeneity, leading to percolation ([@R14]--[@R16]). Yet, inhomogeneity is often disregarded in modeling the salient features of the cuprates.

Here, we present a phenomenological model of the cuprate phase diagram that respects the experimental observation of universal underlying Fermi-liquid behavior and combines it with spatially inhomogeneous (de)localization-induced changes in the itinerant hole density. The model does not involve specific assumptions about microscopics but rather provides a broad framework to understand the cuprates, and it parametrizes their common behavior with a small number of experimentally constrained constants. The model is thus comparable to well-known phenomenological approaches in science, such as the Standard Model of particle physics, the Landau theory of phase transitions, and models of population growth. Along with a comprehensive description of the normal state, our model gives fresh insight into key aspects of the superconducting state that are at odds with existing theories, and it therefore paves the way toward a microscopic understanding of cuprate superconductivity. In particular, we show that the unexpected decrease of the superfluid density in the overdoped part of the phase diagram ([@R17]) follows naturally if we simply assume that the pairing glue is associated with the localized holes. The superfluid density is thus obtained from the evolution of the normal-state properties.

The model
---------

The above-listed experimental facts provide the foundation of our model, leading to three general premises. First, two electronic subsystems coexist within the unit cell: itinerant and localized holes, with the *p* holes introduced via doping always being itinerant. Along with the aforementioned transport and optical experiments (see the Supplementary Materials) ([@R18]), local-probe evidence for the two components comes from NMR ([@R19], [@R20]), and specific heat results are consistent with this scenario ([@R21]). Second, we use the experimental fact that the itinerant component exhibits a universal Fermi-liquid transport scattering rate throughout the phase diagram ([@R5], [@R6]). The third premise is that the localized subsystem consists of exactly one hole per CuO~2~ unit, separated from the Fermi level by a spatially inhomogeneous, doping-dependent localization gap Δ ([@R11], [@R12]). In photoemission experiments, this is manifested as a partially gapped Fermi surface that is repopulated from arcs to the full carrier density of 1 + *p* with increasing doping as the individual gaps close with doping, there is no essential change in the shape of the underlying Fermi surface ([@R22]). The states on the arcs therefore are exactly the same as those found at high doping levels ([@R5]), where a Fermi liquid exists. We associate the localization gap with the strong electronic correlations that cause the charge-transfer gap of the undoped parent insulators. As itinerant carriers are introduced into the material, they are expected to influence the electronic interactions. The gap should therefore decrease with doping and, eventually, close beyond optimal doping, where the carrier density approaches 1 + *p*. Moreover, the gap is taken to be inhomogeneous, i.e., to vary from one CuO~2~ unit to another, again in line with experiments. To examine the predictions of the model, we quantify the above statements in the simplest possible manner. The basic quantity is the effective density *p*~eff~(*p*,*T*) of itinerant carriers, which depends on temperature and doping. Doping provides *p* itinerant carriers per per CuO~2~ unit. Each CuO~2~ unit also contains one localized hole that can be thermally activated, giving rise to an *e*^−Δ/2*kT*^ term (*k* = 1.38 × 10^−23^ J/K is the Boltzmann constant). Once the local gap Δ closes, the corresponding hole is added to the Fermi sea. Since the gap is inhomogeneous, the effective hole density is$$\mathit{p}_{\text{eff}}(\mathit{p},\mathit{T}) = \mathit{p}_{\text{eff}}(\mathit{p},0) + \left. \int{}_{0} \right.^{\infty}\mathit{g}(\Delta)\mathit{e}^{- \Delta/2\mathit{k}\mathit{T}}\mathit{d}\Delta$$where *p*~eff~ (*p*,0) is the effective density at zero temperature and *g*(Δ) is the doping-dependent normalized gap distribution function. We start by considering a simple Gaussian function for the distribution of local environments, with a doping-independent width δ and a mean Δ~p~ that decreases linearly with doping, Δ~p~ = Δ~0~ (1 -- *p*/*p*~c~), where Δ~0~ and *p*~c~ are constants. Our results are not very sensitive to the precise choice of the distribution function or to the form of its doping dependence (see extended discussion in the Supplementary Materials). The portion of the Gaussian with nominally negative gaps simply represents those CuO~2~ units whose gaps have closed and thus have their holes added to the Fermi sea ([Fig. 1A](#F1){ref-type="fig"}). The effective density at zero temperature then is simply$$\mathit{p}_{\text{eff}}(\mathit{p},0) = \mathit{p} + \left. \int{}_{- \infty} \right.^{0}\mathit{g}(\Delta)\mathit{d}\Delta$$

![Gap inhomogeneity and phase diagram of the cuprates.\
(**A**) Gaussian gap distribution function *g* at several doping levels, shown as a function of energy. The parameters are *p*~c~ = 0.2, Δ~0~ = 4000 K, and δ = 800 K. The fraction of the distribution that has reached the Fermi level (the portion above zero energy indicated with a dashed line) is added to the *p* delocalized doped charge carriers at temperature *T* = 0. (**B**) Effective density of delocalized carriers per CuO~2~ unit at *T* = 0, obtained as the sum of the doped hole concentration *p* and delocalized holes from the distributions shown in (A) (full line). The dashed line corresponds to the (skewed Gaussian) gap distribution parameters used for comparison with experiments on La~2−*x*~Sr~*x*~CuO~4~ \[LSCO; see [Figs. 2](#F2){ref-type="fig"} (C and D) and [4](#F4){ref-type="fig"}, Materials and Methods, and Supplementary Materials\], with *p*~c~ = 0.22, Δ~0~ = 3900 K, δ = 800 K, and skew parameter α = 2. (**C**) Second derivative of the normal-state resistivity, multiplied by *p*~eff~ at *T* = 0. This result is obtained by combining the effective carrier density from [Eq. 1](#E1){ref-type="disp-formula"}, obtained with the gap distributions in (A), with the experimentally determined Fermi liquid scattering rate of itinerant carriers ([@R5]). The characteristic features of the phase diagram are apparent: a quadratic resistive regime at both low and high doping, the temperatures *T*\*\* and *T*\*, and the linear-*T*-like regime around optimal doping.](aau4538-F1){#F1}

The thermal activation term is approximate, since it assumes a constant prefactor (of unity), whereas the true density of states may be temperature dependent. We note that the same form was used in previous analyses of the Hall density ([@R23], [@R24]), and we use it for simplicity. [Equation 1](#E1){ref-type="disp-formula"} has physically compelling limits: *p*~eff~ is 1 + *p* both at high temperatures and high doping levels. Furthermore, the density of localized holes is *p*~loc~ = 1 + *p* − *p*~eff~.

Neglecting compound-specific Fermi-surface complications that can cause a failure of the effective-mass approximation but not of the applicability of Fermi-liquid concepts (see the Supplementary Materials) ([@R5]), we take ρ = *C*~2~*T*^2^/*p*~eff~ and *R*~H~ = 1/(*ep*~eff~) for the resistivity and Hall constant (per CuO~2~ unit), respectively. Notably, the universal temperature dependence cot(Θ~H~) = *C*~2~*T*^2^ is embedded in these calculations, i.e., the experimentally established value *C*~2~ = 0.0175 K^−2^ ([@R5], [@R6]) is used to obtain the absolute value of ρ. We note that this experimental value is consistent with estimates for conventional Umklapp electron-electron scattering ([@R25], [@R26]).

We model the superfluid density ρ~s0~ by assuming that pairing only occurs in the vicinity of localized holes$$\rho_{s0} = \gamma\sigma_{\text{dc}}^{\text{res}}\mathit{T}_{c}\mathit{p}_{\text{loc}} = \rho_{s0}^{H}\mathit{p}_{\text{loc}}$$

This expression consists of two parts: (i) the conventional dirty Bardeen-Cooper-Schrieffer (BCS) expression for itinerant holes (Homes' law) ([@R27]), $\rho_{s0}^{H} = \gamma\sigma_{\text{dc}}^{\text{res}}\mathit{T}_{c}$, where γ = 35.2 cm/K·microhm is a universal numerical constant, *T*~c~ is taken as a measure of the superconducting gap as per BCS theory, and $\sigma_{\text{dc}}^{\text{res}}$ is the residual normal-state conductivity, a measure of (pair-breaking) disorder; (ii) *p*~loc~, obtained directly from modeling the normal state. The simplest possible, linear dependence is assumed between ρ~s0~ and *p*~loc~. Homes' law fails to give the correct dependence of ρ~s0~ on doping (or *T*~c~) for overdoped compounds ([@R17]). Note also that Homes' law breaks down in the limit of low levels of pair-breaking (point) disorder ([@R27]), which some cuprates, such as HgBa~2~CuO~4+δ~ (Hg1201), might approach.

Modification of the model at low superfluid densities
-----------------------------------------------------

In a local pairing scenario with short coherence lengths and underlying spatial inhomogeneity, superconducting gap inhomogeneity should also play an important role when bulk superconductivity is not fully established. It was recently shown (for *p* \< *p*~c~) that superconductivity appears in a percolative fashion upon cooling toward *T*~c~ ([@R14]--[@R16]). The underlying inhomogeneity induces a superconducting gap distribution of nearly universal width Ξ~0~ \~ 30 K. Close to the critical doping levels *p*~c1~ ≈ 0.06 and *p*~c2~ ≈ 0.26 that define the zero-temperature extent of the bulk superconducting state, we thus expect the simple relation [Eq. 3](#E3){ref-type="disp-formula"} to be modified by a percolative term. We will show that this provides an excellent description of the superfluid density near *p*~c2~.

RESULTS
=======

[Figure 1](#F1){ref-type="fig"} shows a generic calculation with a Gaussian distribution with *p*~c~ = 0.2, Δ~0~ = 4000 K, and δ = 800 K ([Fig. 1A](#F1){ref-type="fig"}). The density of itinerant holes at *T* = 0 obtained from [Eq. 1](#E1){ref-type="disp-formula"} is shown in [Fig. 1B](#F1){ref-type="fig"}: *p*~eff~(*T* = 0) begins to deviate from *p* around optimal doping and smoothly crosses over to 1 + *p* holes at high doping/temperature. Motivated by experimental work ([@R7]), the temperature and doping dependence of the resistivity curvature, *d*^2^ρ/*dT*^2^·*p*~eff~(*T* = 0), is plotted to obtain the phase diagram in [Fig. 1C](#F1){ref-type="fig"}. All defining normal-state features are captured as follows: the *T*^2^ regime in the underdoped region that ends at *T*\*\*; the characteristic temperature *T*\*; an extended linear-*T*-like regime around optimal doping; and a smooth crossover to Fermi-liquid behavior on the overdoped side. This is achieved with a mere three parameters with values consistent with experiments: δ is consistent with the widths of features seen in optical conductivity and STM (figs. S3 and S4) ([@R18], [@R28]), *p*~c~ is roughly the doping level where *T*\* extrapolates to zero, and Δ~0~ is broadly consistent with the charge-transfer gap scale ([@R24]). As noted, an additional parameter, the experimentally determined universal scattering-rate coefficient *C*~2~, is needed to obtain numerical values of the resistivity ([@R5], [@R8]). The results are not sensitive to details of the distribution shape (see the Supplementary Materials).

[Figure 2](#F2){ref-type="fig"} demonstrates excellent quantitative agreement of the model with transport data for Hg1201 and La~2−*x*~Sr~*x*~CuO~4~ (LSCO). Motivated by STM and nuclear quadrupole resonance work (see the Supplementary Materials and fig. S3) ([@R12], [@R13]), we use a slightly different, skewed Gaussian gap distribution, although the generic Gaussian ([Fig. 1](#F1){ref-type="fig"}) leads to similar results (see the Supplementary Materials and figs. S1 and S2). [Figure 2](#F2){ref-type="fig"} (A and B) shows the resistivity and Hall constant of underdoped Hg1201 ([@R5]) along with the model results. The doping level (*p* ≈ 0.1) was chosen because all characteristic features are observed there, including *T*\*\*, *T*\*, and the linear-*T* resistivity regime. [Figure 2](#F2){ref-type="fig"} (C and D) demonstrates that the model captures the doping and temperature dependence of the resistivity curvature of LSCO. It also captures the "anomalous criticality" observed in the resistivity above optimal doping (fig. S7) ([@R29]), the temperature dependence of the Hall constant at all doping levels (fig. S6) ([@R23]), and the universal dependence of the linear and quadratic sheet resistance coefficients on doping (fig. S8) ([@R2]).

![Comparison of the model to experiments.\
(**A**) Resistivity and (**B**) Hall constant for underdoped Hg1201 \[*p* ≈ 0.1; blue circles; data from ([@R5])\] compared with the gap disorder model (red lines). A skewed Gaussian gap distribution and linear mean gap doping dependence are used, with *p*~c~ = 0.2, Δ~0~ = 4000 K, δ = 600 K, and α = 2 (see Materials and Methods). The asymptotic value of the measured *R*~H~ at *T* = 0 corresponds to \~90% of the nominal concentration of itinerant carriers, and the calculated curve is thus multiplied by the same factor. Note that this value is within the experimental uncertainty due to sample size and shape uncertainty ([@R2], [@R5]). (**C**) Resistivity curvature map of LSCO normalized at each doping level to ρ(300 K), from ([@R7]). In addition to the characteristic temperatures *T*\*\* and *T*\*, LSCO features a structural transition, which is detected in the resistivity measurement (red downward sloping line) ([@R5]). (**D**) Calculated resistivity curvature map, with added percolative superconducting precursor regime ([@R14]) close to *T*~c~ and parameters *p*~c~ = 0.22, Δ~0~ = 3900 K, δ = 800 K, and α = 2 (same as for the dashed line in [Fig. 1B](#F1){ref-type="fig"}). Resistivity is normalized by *p*~eff~(*T* = 0), which is nearly equivalent to the experimental normalization and multiplied by a factor of 4·10^−6^ to have the same absolute color scale as (C).](aau4538-F2){#F2}

Charge transport is a good probe of the itinerant subsystem, since it is sensitive to an energy window \~*kT* around the Fermi level, yet it is only an indirect probe of the localized-carrier subsystem below the Fermi level. More detailed insight into energy scales related to the charge-transfer gap can be obtained from spectroscopic techniques, and we compare our model to these results. Experimental signatures of the gap scale (see the Supplementary Materials) ([@R11], [@R18]) include broad features in tunneling and photoemission spectroscopy, as well as a characteristic mid-infrared peak in optical spectroscopy (fig. S4). As shown in [Fig. 3](#F3){ref-type="fig"}, the agreement between the model parameters obtained from transport and the spectroscopic techniques is remarkable in the superconducting doping range (*p* \> 0.05). Not surprisingly, at low doping, a simple linear doping dependence of the mean gap scale is inadequate, as it extrapolates to a value that is substantially smaller than the charge-transfer gap ([@R24]). To correct for this deviation, in agreement with spectroscopic results, alternative parametrizations of the doping dependence are possible (see Materials and Methods) that extrapolate to the correct charge-transfer gap value and yield even better agreement with transport results. Microscopically, the nonlinear dependence is expected, since the gap decreases because of the influence of the itinerant subsystem, and the density of itinerant holes, in turn, depends on the value of the mean gap.

![Mean localization gap.\
Comparison of the characteristic high-energy scale for different compounds: high-energy pseudogap scale in photoemission \[angle-resolved photoemission spectroscopy (ARPES)\], superconductor-insulator-superconductor (SIS) tunneling spectra, and mid-infrared peak in optical conductivity data. The solid green line is our generic parameterization of the localization gap, and the shaded green band indicates the gap distribution width ([Fig. 1](#F1){ref-type="fig"}). The dashed line is an alternative phenomenological form of the doping dependence (see Materials and Methods), which features an upward curvature and extrapolates to the transport charge-transfer gap of \~1 eV at zero doping ([@R24]). ARPES and SIS data for LSCO and Bi~2~Sr~2~CaCu~2~O~8+δ~ (Bi2212) are adapted from ([@R11]); the data are from multiple experiments \[see ([@R11]) for original references\]. For LSCO optical conductivity peak extraction, see the Supplementary Materials. YBCO data are from ([@R18]).](aau4538-F3){#F3}

Once the gap distribution parameters are known for the normal state, the superfluid density naturally follows---crucially, no additional free parameters are introduced (except for the description of the narrow region close to *p*~c2~; see below). To calculate ρ~s0~ for LSCO, we approximate $\sigma_{\text{dc}}^{\text{res}}$ in [Eq. 2](#E2){ref-type="disp-formula"} by a small constant in the overdoped regime \[$1/\sigma_{\text{dc}}^{\text{res}}$ = 15 microhm·cm, consistent with experiments ([@R7], [@R29])\], use doping-dependent values of $\sigma_{\text{dc}}^{\text{res}}$ from experiment below optimal doping ([@R7]), and calculate *p*~loc~ from [Eq. 1](#E1){ref-type="disp-formula"}. As shown in [Fig. 4](#F4){ref-type="fig"}, the result of this calculation is in excellent agreement with the experimentally determined doping dependence of ρ~s0~. On the overdoped side, ρ~s0~ is limited by *p*~loc~, whereas on the underdoped side, *p*~loc~ = 1, and Homes' law is recovered.

![Superfluid density, inhomogeneous localization, and superconducting percolation.\
(**A**) Zero-temperature superfluid density ρ~s0~ across the cuprate phase diagram calculated from [Eq. 4](#E4){ref-type="disp-formula"} (orange line) and compared with experiments. The same parameters as in [Figs. 1B](#F1){ref-type="fig"} and [2D](#F2){ref-type="fig"} are used (*p*~c~ = 0.22, Δ~0~ = 3900 K, δ = 800 K, and α = 2). At low doping, ρ~s0~ is limited by the density of mobile holes (red circles) and by pair-breaking impurities, whereas at high doping, the limiting factor is the density of localized holes (green squares). Diamonds are data from ([@R17]), whereas the other symbols are data for La~2−*x*~Ba~*x*~CuO~4~ (at *p* = *x* = 0.095) and LSCO from optical conductivity \[empty circles ([@R97])\], penetration depth \[full circles ([@R98])\], and muon spin rotation \[squares ([@R51])\]. The insets are schematic, and one green square represents approximately four planar CuO~2~ units. A percolation regime is expected on both ends of the superconducting (SC) dome due to spatial inhomogeneity of superconducting gaps ([@R14]--[@R16]). (**B**) ρ~s0~ for overdoped LSCO ([@R17]) in units of holes CuO~2~ units cell (blue diamonds). Between optimal doping and *T*~c~ \~ 12 K (0.17 \< *p* \< 0.24), ρ~s0~ is determined by the density of localized holes *p*~loc~ (dash-dotted line), whereas at lower *T*~c~ superconducting gap inhomogeneity causes percolation \[dash-dotted green line; see Materials and Methods for the form of *f*(*T*~c~)\]. The product of the two (full line) gives a reasonable description of the entire curve. Inset: Log-log plot of ρ~s0~ at low *T*~c~ demonstrates good agreement with percolative scaling ρ~s0~ \~ *T*~c~^1.6^ (see the Supplementary Materials) (dashed dotted line) compared with the previously used quadratic scaling (full line) ([@R17]). A power-law fit ρ~s0~ \~ *T*~c~^γ^ below 9 K gives γ = 1.64 ± 0.07.](aau4538-F4){#F4}

As noted, in the narrow regions at the edges of the superconducting dome, [Eq. 3](#E3){ref-type="disp-formula"} ought to be modified by a percolative correction due to intrinsic superconducting gap disorder. We take this corrective term from previous work on granular superconductors (see Materials and Methods) and use the detailed measurements of ρ~s0~(*p*) for overdoped LSCO ([@R17]) to test this idea. As seen from [Fig. 4B](#F4){ref-type="fig"}, we again find excellent quantitative agreement with experiments: The model captures the kink at *T*~c~ \~ 12 K and, in particular, the low-*T*~c~ regime is consistent with superconducting percolation scaling. We emphasize that this scaling, ρ~s0~ \~ *T*~c~^1.6^, directly follows from the data of ([@R17]) and, hence, constitutes independent support for percolation (note that it is independent of the particular model for the percolation correction). The width of the superconducting gap distribution, Ξ~0~, is introduced as a free parameter, and the data are best fit with Ξ~0~ = 23 ± 1 K, remarkably close to the value 27 ± 2 K obtained in previous studies of the superconducting precursor as a function of temperature ([@R14], [@R16]). Alternatively, no additional free parameter is necessary if we take this previous result as input, and we achieve nearly the same good agreement in the percolation regime. Signatures of granular superconductivity have also been observed ([@R30]) in experiments on underdoped thin films of YBa~2~Cu~3~O~6+δ~ (YBCO), which mirror the percolative regime discussed here.

DISCUSSION
==========

Our minimalistic phenomenological model captures both the normal- and superconducting-state behavior at a quantitative level, yet it provides neither the microscopic origin of the inhomogeneous gap nor the exact nature of the pairing glue. Nevertheless, the model enables crucial insight into several salient aspects of cuprate physics---the origin of the pseudogap and related unconventional magnetism, the universal intrinsic inhomogeneity, the nature of the strange-metal state, and superconductivity---which we briefly discuss in what follows. Notably, the myriad pseudogap features and the superconducting glue must be related to the strong correlation physics associated with the localized hole. Our simple model does not explicitly include short-range interunit cell correlations (which ought to be important for the hole localization) and should thus be viewed as coarse grained.

Within the proposed picture, the density of itinerant carriers at the Fermi level starts to decrease upon cooling at temperatures comparable to the localization gap scale, which corresponds to the opening of local (pseudo)gaps. These temperatures are very high in underdoped compounds but approach zero at high doping. Once a significant fraction of the carriers is localized, the pseudogap is manifested in spectroscopic experiments ([Fig. 3](#F3){ref-type="fig"}), with a characteristic energy/temperature somewhat dependent on the experimental probe ([@R11]). Since the localization is a residue of Mott physics, it will be accompanied by the emergence of antiferromagnetic correlations. Neutron scattering experiments show a distinct decrease of antiferromagnetic fluctuations above *T*\* ([@R31]) and a vanishing of low-energy antiferromagnetic fluctuations typically associated with local moments above *p* \~ 0.28 ([@R32]). Moreover, the universal unconventional intraunit cell magnetism ([@R33]) and related nematicity ([@R34]) below *T*\* might already emerge at higher temperatures along with the localization of holes, through a coupling to phonons ([@R35]) or the possible formation of loop currents ([@R33], [@R36]). Kerr effect measurements indicate broken time-reversal symmetry for *T* \< *T*\* yet show a memory effect that stems from temperatures far above *T*\* ([@R37]). Likewise, magnetization anisotropy measurements detect nematicity with a predetermined direction below *T*\* ([@R34]). This can be attributed to the broad distribution of localization energies, with incipient order at high temperatures, and *T*\* a lower, emergent scale. There should exist a higher emergent temperature scale *T*~p~ (*T*~p~ \> *T*\* \> *T*\*\*) where the localized holes percolate. This percolation scale may already have been observed in susceptibility and resistivity measurements on LSCO (see the Supplementary Materials).

An important feature of our model is the universal gap disorder, which might originate from either electronic correlations ([@R38]) or intrinsic structural effects ([@R8], [@R9]). Inhomogeneity is an intrinsic feature of many perovskites ([@R8]--[@R10]). For the cuprates, this is well documented through structural data ([@R8]) and various direct local probes, particularly STM ([@R12], [@R28]), NMR ([@R13]), and x-ray absorption fine structure (see also the Supplementary Materials) ([@R39]). We emphasize that the inhomogeneity is at best weakly correlated with the level of (chemical) point disorder introduced by doping, since the model parameters are similar for LSCO and Hg1201, two cuprates with distinctly different doping chemistry and point defect severity ([@R40]). Yet, it is a distinct possibility that mechanical strain and strain accommodation associated with the perovskite-based structure are the primary causes of the gap distribution ([@R8], [@R9], [@R39]). This would result in prominent electronic features, since charge and spin degrees of freedom naturally couple to strain (and vice versa). For example, in colossal magnetoresistance manganites, strong coupling between elastic and electronic degrees of freedom is understood to be the cause of the observed multiscale inhomogeneity ([@R41]). Furthermore, recent nonlinear response experiments have found similar superconducting inhomogeneity in different perovskite-based materials that are otherwise very different ([@R42]), which indicates a common structural origin of the inhomogeneity. We find that the doping-dependent structural phase transition temperature in LSCO corresponds to nearly full charge localization (*p*~loc~ \~ 98%), which suggests that this transition is an emergent phenomenon as well (see the Supplementary Materials and fig. S5) and that the coupling of charge carriers to the lattice is considerable. In agreement with our picture, state-of-the-art ultrafast photoemission results ([@R43]) were interpreted in terms of both correlation-induced localization physics and intrinsic inhomogeneity associated with the antinodal regions of the Fermi surface. We emphasize that ours is an effective low-energy model that packages in a simple fashion the complicated infrared (and higher energy) physics of the doped cuprates. For example, the optical spectra are complex ([@R18], [@R44]), and electronic correlations up to energies of several electron volts manifest themselves upon cooling below *T*~c~ ([@R44]). Lattice anharmonicity may play a role and affect the relative importance of covalent and ionic characteristics ([@R45]).

In the proposed picture, two highly unconventional features---linear-*T* resistivity and nonmonotonic superfluid density---originate from the same underlying gap distribution. The linear-*T*-like resistivity appears whenever the temperature is high enough compared with a significant fraction of the gaps. This behavior is not limited to optimal doping and is observed between *p* ≈ 0.05 and *p*~c~ ≈ 0.20, with ρ ∝ *T*/*p* ([@R2], [@R46]). Close to optimal doping, the gap distribution extends up to the Fermi energy, and thus, the linear-*T*-like resistivity also extends to low temperatures, again consistent with experiments ([@R29]). Because of the integration in [Eq. 1](#E1){ref-type="disp-formula"}, any featureless distribution will give a broad region of approximately *T*-linear resistivity up to temperatures determined by the distribution width (δ \~ 800 K). This should be contrasted with power-law resistivity dependences due to quantum criticality, e.g., in heavy-fermion materials ([@R47]). Although often conjured to explain cuprate properties, quantum criticality results in a number of scaling laws---e.g., for the Grüneisen ratio and the dynamical spin susceptibility ([@R47])---that have not been convincingly demonstrated, especially at the lowest temperatures/energies ([@R29]). In contrast, the existence of a universal Fermi-liquid transport scattering rate and related scaling laws are well documented throughout the phase diagram ([@R2]--[@R5]). Another possible source of linear-*T* resistivity was suggested to be a bad-metal incoherent transport ([@R48]), which would imply a short electronic mean-free path that violates the Mott-Ioffe-Regel limit. However, it was shown that this conventional, semiclassical limit is a serious underestimate ([@R2], [@R49]) and that the cuprates mostly lie in the coherent regime. As noted in ([@R6]), the experimental value of *C*~2~ corresponds to a room-temperature mobility of μ = \[*H*cot(Θ~H~)\]^−1^ ≈ 10 cm^2^ V^−1^ s^−1^, which is not unusual and comparable to that of ordinary metals such as aluminum ([@R5]). Nevertheless, it is reasonable to expect deviations from simple Fermi-liquid behavior at very low doping and/or high temperatures, since other/additional scattering processes might become significant (e.g., optical phonons) or *kT* becomes comparable to the effective Fermi energy associated with arcs ([@R2], [@R50]), causing saturation ([@R49]). Our calculations demonstrate that an extended linear-*T* resistivity can be obtained in a simple manner, without invoking bad-metal transport or quantum criticality. However, we note that a quantum critical point associated with the emergent unconventional magnetism below *T*\* may well be present but, without a significant influence on transport and superconducting properties, especially at high temperatures.

The doping dependence of the superfluid density is captured using the extremely simple [Eq. 2](#E2){ref-type="disp-formula"}. The well-known Uemura relation ρ~s0~ ∝ *T*~c~ for underdoped cuprates ([@R51]) directly follows from [Eq. 2](#E2){ref-type="disp-formula"} if $\sigma_{\text{dc}}^{\text{res}}$ is doping independent, which for some compounds is rather well satisfied ([@R7], [@R51]). In contrast, $\sigma_{\text{dc}}^{\text{res}}$ of underdoped LSCO exhibits considerable doping dependence ([@R7]). The essential ingredients in the calculation of ρ~s0~ are a local superconducting mechanism \[as also suggested in ([@R17])\] and an underlying spatially inhomogeneous pairing strength, which naturally explains the deviations from both Leggett's theorem and Homes' law for overdoped compounds. Notably, the physical picture is in remarkable agreement with previous STM work that shows strong association between the local pairing gap and normal-state electronic correlations ([@R28]).

While our model gives an overarching picture of the normal state and captures the doping dependence of the superfluid density, it is less obvious how to treat the pairing mechanism (and thus *T*~c~ itself). Nevertheless, it is clear that the cuprate phenomenology is consistently explained by assuming two-component physics---Fermi liquid and localized---with the pairing caused by the localized component. This suggests that the mechanism belongs to the broad class of electron-electron--mediated pairing that is fast compared with the electron-phonon time scales ([@R52]). More specifically, the pairing glue is plausibly related to the mechanism first proposed by Little ([@R53]) in the context of organic conductors and, only recently, tested explicitly in a carbon nanotube system ([@R54]). This electron-electron mechanism involves (virtual) oscillations of localized charge that provide an interaction between itinerant carriers (see also the Supplementary Materials). Several experiments give evidence of the importance of oxygen-oxygen charge transfer (see the Supplementary Materials), which points to the relevance of O--Cu--O charge fluctuations ([@R45]). Qualitatively, the superconducting transition temperatures are high because of the large energy scales involved. For this pairing, the relevant energy scale should be related to the localization gap, which increases monotonically with decreasing doping, yet *T*~c~(*p*) is dome shaped. This can be understood by considering the experimental fact that electron-electron interactions are not instantaneous but retarded ([@R55]): For any local superconducting glue with retarded interactions, two electrons/holes must be at the same location within a given time scale. This will not occur frequently in underdoped compounds, where the carrier density is low, which leads to a decrease in *T*~c~ (see the Supplementary Materials). In overdoped compounds, the magnitude of the localization gaps decreases, which causes a concomitant decrease of *T*~c~.

If inhomogeneous nanoscale charge localization is a generic property of perovskites, then our model could be relevant to a wide class of doped charge-transfer or Mott insulators. A Fermi-liquid scattering rate, pseudogap effects, and nontrivial resistivity have been detected in titanates ([@R56]), whereas iridates show local gap disorder, Fermi arcs, and unconventional magnetism similar to the underdoped cuprates ([@R57]). Our model provides a unifying description of low-energy cuprate physics and captures the most relevant features of the phase diagram. All this simply follows from a spatially inhomogeneous hole (de)localization process, Fermi-liquid behavior of the itinerant (delocalized) carriers, and a local superconducting mechanism associated with the localized holes.

MATERIALS AND METHODS
=====================

Superfluid density in the percolation regime
--------------------------------------------

At doping levels close to the critical values *p*~c1~ and *p*~c2~, where bulk superconductivity disappears, we expect the underlying superconducting gap disorder \[seen in temperature-dependent experiments at lower doping ([@R14]--[@R16])\] to influence the superfluid density: When the gap distribution is close to zero energy, patches of superconducting material will form in the material at *T* = 0. Quantitatively, this effect can be included into the superfluid density by modifying [Eq. 2](#E2){ref-type="disp-formula"}$$\rho_{s0}^{\text{corr}} = \gamma\sigma_{\text{dc}}^{\text{res}}\mathit{T}_{c}\mathit{p}_{\text{loc}}\mathit{f}(\mathit{T}_{c})$$where the function *f*(*T*~c~) is the gap distribution correction. The shape of *f*(*T*~c~) is taken from a previous study of a diluted granular superconductor ([@R58]), where it was found that the (normalized) superfluid density is equal to the normal-state conductivity of the equivalent percolating resistor network ([@R59]). To a good approximation, the dependence of the superfluid density on the superconducting fraction (at zero temperature) is then *f* = \[(*P* − *P*~C~)/(1 − *P*~C~)\]^γ^, where *P* is the fraction of superconducting patches, *P*~C~ the percolation threshold, and γ an exponent that depends on the dimensionality of the percolation. Note that the function *f* is normalized to the value at *P* = 1. To obtain the link between *P* and the mean *T*~c~ needed for [Fig. 4](#F4){ref-type="fig"}, we must specify the local gap distribution function \[similar to the calculations of different responses in dependence on temperature ([@R14], [@R16])\]. *P* then is the integral of the distribution function. Similar to previous work, we chose a Gaussian distribution with width Ξ~0~, leading to$$\mathit{f}(\mathit{T}_{c}) = \left\lbrack \frac{1}{2(1 - \mathit{P}_{C})}\left( 1 + \mathit{E}\left( 2\frac{\mathit{T}_{c}}{\Xi_{0}} + \mathit{E}^{- 1}(2\mathit{P}_{C} - 1) \right) - \mathit{P}_{C} \right) \right\rbrack^{\gamma}$$where *E* and *E*^−1^ denote the direct and inverse error function, respectively. The exponents are γ ≈ 1.6 and γ ≈ 1.0 for three-dimensional (3D) and 2D percolation, respectively ([@R59]). The data are compatible with the 3D case (see inset of [Fig. 4B](#F4){ref-type="fig"}), in agreement with temperature-dependent experiments that probe superconducting percolation above *T*~c~ in multiple cuprates ([@R14]--[@R16]). The corresponding critical concentration is then *P*~C~ = 0.3 ([@R59]).

Phase diagram and skewness of distribution
------------------------------------------

The gap distribution is usually skewed to the high-energy side (see also Supplementary Text) ([@R12], [@R60]). To quantify and assess the impact of this tendency, we parametrized the distribution as a Gaussian multiplied by its integral$$\mathit{g}(\Delta,\Delta_{p},\delta) = 2\phi(\Delta,\Delta_{p},\delta)\int\limits_{- \infty}^{\alpha\Delta}\phi(\Delta^{\prime},\Delta_{p},\delta)\mathit{d}\Delta\prime$$where α is a dimensionless parameter that controls the skewness of the distribution, and ϕ is a normalized Gaussian distribution with mean Δ~p~ and full width at half maximum δ. The skewness can be continuously varied by changing α. For α = 0, the distribution reduces to a simple Gaussian.

In fig. S1, we tested different values of the skew parameter and different functional forms for the gap distribution to demonstrate that this yields essentially the same phase diagrams. The main features are rather insensitive to the choice of distribution shape, mainly due to the fact that the resistivity calculation involves an integral over energy. Along with skewed Gaussians, we tested a shifted gamma distribution that features a heavier tail at high energies and gives a broader linear-*T* resistivity region on the overdoped side of the phase diagram.

Choice of doping dependences of distribution parameters
-------------------------------------------------------

The simplest assumption of a linear decrease of the mean energy and doping-independent distribution width may be relaxed by introducing additional parameters and assumptions. While these assumptions are purely phenomenological (and detract somewhat from the main message of the simplest possible calculation), an eventual microscopic theory should be capable of providing the true doping dependences, at least in principle. To test the robustness of our calculation, we introduced a curvature into the dependence of the mean gap on doping, using the function of the form$$\Delta_{p}(\mathit{p}) = \Delta_{0}\lbrack 1 - \text{tanh}(\mathit{p}/\mathit{p}_{c})/\text{tanh}(1)\rbrack$$

This function still crosses zero at *p* = *p*~c~ (and contains no additional parameters) but has an upward curvature at higher doping. A similar function can be used for the dependence of the distribution width on doping, but with a more general form$$\delta(\mathit{p}) = \delta_{0}\lbrack 1 - \beta\text{tanh}(\mathit{p}/\mathit{p}_{c})\rbrack$$where β is a numerical constant. The more constrained form with β = 1/tanh(1) cannot be used for δ, since it would lead to a zero distribution width at *p*~c~ and nonphysical divergences in the calculations. We chose β \~ 0.4, but again, it turned out that the exact value is not very important. The main features of the phase diagram were unchanged, but introducing these nontrivial doping dependences of Δ~p~ and δ somewhat broadened the region of the phase diagram where the resistivity is linear in temperature on the overdoped side (fig. S2). To introduce curvature in Δ~p~(*p*) at low doping, in line with some experiments ([Fig. 3](#F3){ref-type="fig"} in the main text), we further modified [Eq. 7](#E7){ref-type="disp-formula"} and cast it in the form$$\Delta_{p}(\mathit{p}) = \Delta_{0}\left\lbrack 1 - {(\text{tanh}(\mathit{p}/\mathit{p}_{c})/\text{tanh}(1))}^{1/2} \right\rbrack$$without introducing additional free parameters. This form gives better agreement between calculated and measured Hall coefficients for strongly underdoped LSCO (see the Supplementary Materials), as well as a better match between the modeled mean energy (dashed line in [Fig. 3](#F3){ref-type="fig"}) and the characteristic high-energy scale from experiments. Moreover, it has the physically appealing feature that Δ~0~ is approximately 1 eV, the charge-transfer gap at zero doping as determined from Hall-effect measurements ([@R24]). Yet again, this introduces no considerable changes to the overall picture.

Supplementary Material
======================
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Fig. S1. Normal-state phase diagram for different gap distributions.

Fig. S2. Normal-state phase diagrams for two doping dependences of the gap distribution parameters.

Fig. S3. Local probes of disorder in cuprates.

Fig. S4. High-energy gap scale in cuprates.

Fig. S5. Characteristic temperature and localization.

Fig. S6. Temperature and doping dependence of Hall constant for LSCO.

Fig. S7. Doping dependence of linear and quadratic resistivity coefficients of LSCO.

Fig. S8. Doping dependence of sheet resistance coefficients.
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