. We give sufficient conditions on C to get Σ(M C ) = Σ(M 0 ), where Σ runs over a large class of spectra. We also discuss the case of some spectra for which the latter equality fails.
Introduction

In this paper, X and Y are Banach spaces and L(X, Y ) denotes the space of all bounded linear operators from X to Y . We let L(X) denote L(X, X). For a bounded linear operator T ∈ L(X), let N (T ), R(T ), σ(T ), σ e (T ), σ SF (T ), σ w (T ), σ ap (T ),
and σ s (T ) denote the null space, the range, the spectrum, the essential spectrum, the Semi-Fredholm spectrum, the Weyl spectrum, the approximate point spectrum, and the surjectivity spectrum of T , respectively.
Let D(λ, r) be the open disk centred at λ ∈ C and with radius r > 0. The corresponding closed disc will be denoted by D (λ, r) . For an open set U in C, we denote by O(U, X) and E(U, X) the Fréchet space of all X-valued analytic functions on U and the Fréchet space of all X-valued C ∞ -functions on U , respectively. A bounded linear operator T ∈ L(X) is said to have the single-valued extension property (SV EP for short) at λ ∈ C if there exists r > 0 such that for every open subset U ⊂ D(λ, r), the only analytic solution of the equation (T − µ)x(µ) = 0 is the null function. We use S(T ) to denote the set where T fails to have the SV EP , and we say that T has the SV EP when S(T ) is the empty set, [11] .
An operator T is said to satisfy Bishop's property (β) at λ ∈ C (resp. (β) ) if there exists r > 0 such that for every open subset U ⊂ D(λ, r) and for any sequence
) be the set of all points where T does not have property (β) (resp. (β) ). Then T is said to satisfy Bishop's property (β) (resp. (β) ) precisely when σ β (T ) = ∅ (resp. σ β (T ) = ∅).
The operator T is said to have the spectral decomposition property (δ) at λ if there exists an open neighbourhood U of λ such that for every finite open cover
where X T (F ) is the set of elements x ∈ X such that the equation (T − λ)x(λ) = x has a global analytic solution on C \ F . Following [13, page 32], X T (F ) is called the glocal analytic spectral subspace associated with F , since the analytic functions in their definition are globally defined on C \ F , but will depend on x.
If moreover in Equation (1) the glocal subspaces are closed, then T is said to be decomposable at λ.
The δ-spectrum σ δ (T ) and the decomposability spectrum σ dec (T ) are defined in a similar way.
The properties (β) and (δ) are known to be dual to each other in the sense that σ δ (T ) = σ β (T * ). An operator is decomposable at λ if it has both (β) and (δ) at λ. Thus σ dec (T ) = σ δ (T ) ∪ σ β (T ). We refer to [1, 5, 6, 13] for a complete study of local spectral theory and further details.
For
From the factorisation formula
it is not hard to see that for every C,
. The latter inclusion may well be strict as shown for A = S, B = S * and C = I − SS * , where S is the usual shift operator on the Hardy space. On the other hand, this inclusion turns out to be an equality in the case where X and Y are finite dimensional.
Numerous mathematicians were interested in the following equality:
See for instance [3, 9, 12, 17] . It is in particular known that if A or B is normal or more generally if A * or B has the SV EP , then Equation (3) holds. If for A and B given, Equation (3) is not valid for some C, it is natural to study the class of all operators C such that σ(M C ) = σ(A) ∪ σ(B). This has motivated M. Barraa and M. Boumazgour in [3] where the main result is:
Here L A (resp. R B ) is the left (resp. right) multiplication operator given by In this paper, we extend Theorem 1.1 in two directions. We substitute the spectrum by spectra with some universal properties. This provides analogues of Theorem 1.1 for a large classe of spectra. We also extend the class of operators C for which Equation (3) is valid. Our tools are some basics from local spectral theory and the RS − SR technique used in [2, 4, 17] .
Spectral properties of
We start with the next result. 
Proof. We split the proof into 3 steps.
Step 1.
and (c) implies that
Therefore by induction
Now if we take
then in a similar way, we get
and so (7), we infer that
Step 2. Suppose now that C 3 ∈ N (δ A,B ) and write
Step 3. For C 4 ∈ R(δ A,B ), it is not hard to see that M C 4 +C 3 +C 2 +C 1 and M C 3 +C 2 +C 1 are similar. Thus, from (a) it follows that
We complete the proof by appealing to the upper semicontinuity of the spectral mapping T → Σ(T ).
Remarks. (1) Property (a) has been studied in several papers and turns out to be true for S, σ β , σ β , σ δ and σ dec in general. If moreover S or R are supposed to be normal or injective with dense range, then (a) holds also for the spectrum, left and right spectrum and for the corresponding essential spectra. We refer to [2, 4, 16] for more details.
(2) Assumptions (c) and (d) in Theorem 2.1 are satisfied for a large class of spectra. They are well known and are usually obtained by straightforward calculations.
(3) To check (b) for the spectrum, left or right spectrum and the corresponding essential spectra, it suffices to compute the inverse of (T + N − λ) in terms of the inverse of (T − λ). This property for spectra provided by local spectral theory is less well known. We assemble in the following lemma some spectra for which (b) is valid.
Lemma 2.1. Let T be a bounded operator and N an operator commuting with
Proof. Because of symmetry, only one inclusion is needed. We treat the case σ β (T ). The claim for the other spectra arising from local spectral theory is obtained either in a similar way or as a corollary. Suppose that λ / ∈ σ β (T ) and let V be a neighbourhood of λ. If f n is any sequence of analytic X-valued functions such that (T + N − µ)f n (µ) converges to zero on compact sets, then (T − µ)Nf n (µ) = N (T + N − µ)f n (µ) converges to zero on compact sets, and so is Nf n . This clearly leads to (T − µ)f n (µ) converging to zero on compact sets. Again, from λ / ∈ σ β (T ), we conclude that f n converges to zero on compact sets. Finally λ / ∈ σ β (T
+ N ). (4) The mapping T → S(T ) is not upper semicontinuous. However, since (a)-(c) are satisfied in this setting, we deduce that S(M
As a consequence of Theorem 2.1, we get For Σ ⊂ C, we set Σ * = Σ \ {0}.
Theorem 2.2. Let S, R, T, N and Σ satisfy the assumptions (b)-(d) of Theorem
and suppose that (a * ) Σ * (RS) = Σ * (SR).
Then, whenever A ∈ L(X), B ∈ L(Y ) and C ∈ cl[R(δ
If moreover, (e) for all T and all N such that T N = 0 (or NT = 0) and N 2 = 0 we have
Proof. We proceed as in the previous theorem. The possible changes are in the first step, since condition (a * ) only gives
. We then end the proof as in Theorem 2.1. We recall that for x ∈ X, the resolvent set ρ T (x) of T at x is defined as follows: A complex number λ is in ρ T (x) if there exists a neighborhood O of λ and f : O → X, an analytic function, such that (T −µ)f (µ) = x for every µ ∈ O. The local spectrum of T at x is then given by σ T (x) = C \ ρ T (x). One may expect to get similar results for local spectra. To be precise, if C is as in Theorem 2.1, does the following equality hold: 1) for every x = 0, we obtain a contradiction.
Remark. In Theorem 2.2, it is not generally possible to get Σ(M C
In contrast with the example above, we have 
If in addition B is injective, we get
Proof. From the decomposition R = I 0 0 B and S = I C 0 I A 0 0 I and using [4, Proposition 3.1 (ii)] we obtain 
where π 00 (T ) consists of the isolated points of σ(T ) which are eigenvalues of finite multiplicity.
We say that Weyl's theorem holds for an operator T ∈ L(X) if Equation (9) holds. Weyl's theorem has been extended to several classes of operators including normals and hyponormals.
Let A and B be given. In general, the fact that Weyl's theorem holds for M 0 (= A ⊕ B) does not imply that Weyl's theorem holds for M C ; see for instance [14] . It also may happen that M C satisfies Weyl's theorem while M 0 does not satisfy it. We consider the following example to show the last claim. 
(H).
A sufficient condition is given by the Rosenblum-Davis-Rosenthal Corollary, [ (10) is immediate from [9] .
We also mention here a result of L. 2) We finally note that for Σ = σ w , we may have Σ(M 0 ) = Σ(A) ∪ Σ(B), as for the example above. However for Σ ∈ {σ, σ e , σ ap , σ s , σ β , σ β , σ δ , σ dec } it is not hard to see that Σ(M 0 ) = Σ(A) ∪ Σ(B). In particular Theorem 1.1 is recaptured for all these spectra.
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