In [1] we proved strong convergence with order 1/2 of the Ninomiya-Victoir scheme X N V,η with time step T /N to the solution X of the limiting SDE. In this paper we check that the normalized error defined by √ N X − X N V,η converges to an affine SDE with source terms involving the Lie brackets between the Brownian vector fields. The limit does not depend on the Rademacher random variables η. This result can be seen as a first step to adapt to the Ninomiya-Victoir scheme the central limit theorem of Lindeberg Feller type, derived in [2] for the multilevel Monte Carlo estimator based on the Euler scheme. When the Brownian vector fields commute, the limit vanishes. This suggests that the rate of convergence is greater than 1/2 in this case and we actually prove strong convergence with order 1.
Introduction
We consider a general n-dimensional stochastic differential equation, driven by a d-dimensional standard Brownian motion W = W 1 , . . . , W d , of the form
where x ∈ R n is the starting point, b : R n −→ R n is the drift coefficient and σ j : R n −→ R n , j ∈ {1, . . . , d}, are the Brownian vector fields. We are interested in the study of the normalized error process for the Ninomiya-Victoir scheme. To do so we will consider in the whole paper a regular time discretization, with time step h = T /N , of the time interval [0, T ]. We introduce some notations to define the Ninomiya-Victoir scheme. Let , for s ∈ (t k , t k+1 ] and j ∈ {1, . . . , d},
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• η = (η k ) k≥1 be a sequence of independent, identically distributed Rademacher random variables independent of W .
For V : R n −→ R n Lipschitz continuous, exp(tV )x 0 denotes the solution, at time t ∈ R, of the following ordinary differential equation in R n dx(t) dt = V (x(t)) x(0) = x 0 .
(1.2)
To deal with the Ninomiya-Victoir scheme, it is more convenient to rewrite the stochastic differential equation (1.1) in Stratonovich form. Assuming C 1 regularity for the vector fields, the Stratonovich form of (1.1) is given by: .
(1.4)
Now, we present the Ninomiya-Victoir scheme introduced in [11] .
• Starting point: X N V,η t 0 = x.
• For k ∈ {0 . . . , N − 1}, if η k+1 = 1: 5) and if η k+1 = −1:
The strong convergence properties of a numerical scheme, which approximates the diffusion (1.1), are useful to control the variance of the multilevel Monte Carlo estimator based on this scheme (see [5] and [9] ). This motivated our study of the strong convergence of the NinomiyaVictoir scheme in [1] . More precisely, under some regularity assumptions on the coefficients of the SDE, we proved strong convergence with order 1/2:
In this present paper, we focus on the convergence in law of the normalized error defined by √ N X − X N V,η . The asymptotic distribution of the normalized error for the continuous time Euler scheme was established by Kurtz and Protter in [8] . The asymptotic behavior of the normalized error process for the continuous time Milstein scheme [10] , which is known to exhibit strong convergence with order 1, was studied by Yan in [14] . In both cases, the normalized error converges to the solution of an affine SDE with a source term involving additional randomness given by a Brownian motion independent of the one driving both the SDE and the scheme. This paper is organized as follows. In Section 2, we recall basic facts about the theory of stable convergence in law, introduced by Rényi [12] and developed by Jacod [6] and Jacod-Protter [7] . In Section 3, we will discuss the interpolation between time grid points and then derive the asymptotic error distribution for the Ninomiya-Victoir scheme in the general case. More precisely, we prove the stable convergence in law of √ N X − X N V,η to the solution of the following SDE: where σ j , σ m = ∂σ m σ j − ∂σ j σ m , for j, m ∈ {1, . . . , d} , m < j, denotes the Lie bracket between the Brownian vector fields σ j and σ m , ∂b is the Jacobian matrix of b, defined analogously to (1.4), and (B t ) 0≤t≤T is a standard
-dimensional Brownian motion independent of W . This result ensures that the strong convergence rate is actually 1/2. Moreover, it can be seen as a first step to adapt to the Ninomiya-Victoir scheme the central limit theorem of Lindeberg Feller type, derived by Ben Alaya and Kebaier in [2] for the multilevel Monte Carlo estimator based on the Euler scheme. Their approach leads to an accurate description of the optimal choice of the parameters for the multilevel Monte Carlo estimator. When the Brownian vector fields commute, the limit vanishes, which suggests that the rate of convergence is greater than 1/2. In Section 4, we focus on the commutative case and we provide a suitable interpolation between time grid points, to show strong convergence with order 1.
Stable convergence
We start with the definition of the stable convergence in law which is stronger than the convergence in law.
be a sequence of random variables all defined on the same probability space (Ω, F, P) and with values in a metric space (E, d). Let (Ω * , F * , P * ) be an "extension" of (Ω, F, P), and let Z be an E-valued variable on this extension. The sequence Z N N ∈N stably converges in law to Z and we write this convergence as follows
if, and only if, for all f : E −→ R bounded continuous and for all bounded random variable Ξ on (Ω, F, P):
We do not go into details of the definition of an "extension" (see [6] for more information). The purpose of this section is to recall basic facts about stable convergence to study a sequence of stochastic differential equations in R n of the form
where H j,N , j ∈ {0, . . . , d}, take values in R n × R n , R N is a remainder term and J N a source term. This is motivated by the decomposition of the error process (3.25).
The following fundamental proposition will be used to study the stable convergence in law of a random sequence of couple of variables (see section 2-1 in [6] ). be two sequences of random variables all defined on the same probability space (Ω, F, P), with values in a metric space (E, d), and Λ be a random variable on an extension, with values in (E, d). Let Θ N N ∈N be a sequence of random variables and Θ be a random variable all defined on (Ω, F, P), with values in an other metric space
for the product topology on E × E ′ .
In the following, we work on the filtered probability space (Ω, F, F, P), where
We consider the metric space E = C ([0, T ], R n ) equipped with the supremum-norm. The following theorem, dedicated to the convergence of a sequence of semimartingales, is a simplified version of Theorem 2.1 in [6] .
be a sequence of continuous semimartingales with values in R p , such that Y N = M N + A N , ∀N ∈ N, where M N is a sequence of continuous F-local martingales null at t = 0 and A N is a sequence of F-predictable continuous processes with finite variation. Assume that, there exist A and f such that:
where and B a pdimensional standard Brownian motion defined on a Wiener space Ω B , F B , P B and independent of W . The stable convergence takes place in the canonical Wiener extension of W , denoted by (Ω * , F * , P * ) defined as follows
In comparison with Theorem 2.1 of [6] , the assumption,
. . , p} and N a bounded martingale orthogonal to W, is obvious, since we can write M in terms of an Itô integral with respect to the Brownian motion W , by using the martingale representation theorem. We will use Theorem 2.3, together with the following proposition to study the source term J N in the decomposition (2.1). This proposition is a consequence of Theorem 2.3 in [7] (see the proof of Theorem 2.5 (c) in [7] ).
be a sequence of continuous semimartingales with values in Y is a semimartingale and with respect to the filtration generated by the limit process (K, Y ) and 9) where
The following theorem deals with a sequence of stochastic differential equations in R n of the form and J such that:
• J N stably =⇒ N →+∞ J.
• sup
Then, U N stably converges in law towards U , where U is the unique solution of the following affine stochastic differential equation:
Proof : On the one hand, denoting by
the first assumption ensures that
On the other hand, (2.2) from Proposition 2.2 gives us
Then, applying (2.3) from Proposition 2.2, we have
is tight, we get the desired result using Theorem 2.5 (c) in [7] .
3 Asymptotic error distribution for the Ninomiya-Victoir scheme in the general case
Main result
In order to study the stable convergence in law of the normalized error process, we have to build an interpolated scheme. Let us first introduce some more notation.
• Letτ s be the last time discretization before s ∈ [0, T ], ieτ s = t k if s ∈ (t k , t k+1 ], and for s = t 0 = 0, we setτ 0 = t 0 .
• Letτ s be the first time discretization after s ∈ [0, T ], ieτ s = t k+1 if s ∈ (t k , t k+1 ], and for s = t 0 = 0, we setτ 0 = 0.
• By a slight abuse of notation, we set
A natural and adapted interpolation, at time t ∈ [0, T ], for the Ninomiya-Victoir scheme could be defined as follows:
where 
Although the stochastic processes X j,η
, j ∈ {1, . . . d}, are not adapted to the filtration
is adapted with respect
, for j ∈ {1, . . . d}. Then, by independence, W j is a also a Brownian motion with respect to this filtration and the stochastic
Using this interpolation, we proved in [1] the strong convergence with order 1/2. More precisely:
• σ 0 , σ j and ∂σ j σ j , ∀j ∈ {1, . . . , d}, are Lipschitz continuous functions.
Then, the normalized error process is defined as follows
In this section, we check that the normalized error V N converges to an affine SDE with source terms. Here is the main result.
Theorem 3.2 Assume that:
and is a Lipschitz continuous function with polynomially growing second order derivatives.
• ∀j ∈ {1, . . . , d} , σ j ∈ C 2 (R n , R n ) and is Lipschitz continuous together with its first order derivative.
• ∀j, m ∈ {1, . . . , d} , ∂σ j σ m is Lipschitz continuous.
• ∀j ∈ {1, . . . , d} , ∂σ j σ j ∈ C 2 (R n , R n ) with polynomially growing second order derivatives.
Then:
where V is the unique solution of the following affine equation:
with σ j , σ m = ∂σ m σ j −∂σ j σ m , and (B t ) 0≤t≤T a standard
-dimensional Brownian motion independent of W .
Discrete scheme
To compute the asymptotic error distribution, the method consists in writing the normalized error in the form (2.1) . Since the interpolation (3.4) is not adapted to the natural filtration of the Brownian motion W , we were not able to derive a decomposition (2.1) with V N replacing U N . To get around this problem, we build an adapted approximationX D,η of X N V,η , with order 1 − ǫ, ∀ǫ > 0, and introduce U N = √ N X −X D,η . Then, we obtain the decomposition of the form (2.1) (see (3.25) ) and study the satble convergence in law of U N to deduce the convergence of V N . The approximation is defined as follows:
In the following proposition, we compare X N V,η andX D,η .
Proposition 3.3
Under the assumptions of Theorem 3.2:
The proof of this proposition is postponed to the Appendix.
The next lemma gives estimation of the moment ofX D,η and its increments. Its hypotheses are consequences of the ones of Theorem 3.2. We omit its standard proof.
Lemma 3.4 Assume that:
• b ∈ C 0 (R n , R n ) has an affine growth.
• ∀j ∈ {1, . . . , d} , σ j has an affine growth.
• ∀j, m ∈ {1, . . . , d} , ∂σ j σ m has an affine growth.
(ii)
Proof of the stable convergence
We recall that
converges in probability to 0 as N goes to +∞.
3) from Proposition 2.2 ensures that Theorem 3.2 is a consequence of the following proposition dedicated to the stable convergence in law of U N . 
where V is the unique solution of (3.11).
Proof : We begin by describing the limiting process for
ential of U N can be written as:
Then, the proof will go through several steps.
Step 1: linearisation of the two terms in the first line of the right-hand side of (3.17).
Let j ∈ {1, . . . , d} and i ∈ {1, . . . , n}. By the mean value theorem, we get:
where:
. Using a compact matrix notation, we can write:
where: ∂σ
Then, we obtain
In the same way:
where: ∂b
and ξ i0and the remainder
which is of order 1/N , we deduce that:
where
and
The expression of J N can be arranged as follows
(3.28)
Step 3: stable convergence in law of J N To lighten up the notations, we introduce:
for j, m {1, . . . , d}, m < j.
•
and Ψ 2 t = 1+ηt 2 .
Then, we have that
With a view to apply Proposition 2.4, in order to obtain the stable convergence in law of J N , we first study the stable convergence in law of Y N . By virtue of Theorem 2.3, it is enough to study the asymptotic behavior of
Step 3.1: asymptotic behavior of Y j,m,N , W k t for j, m, k ∈ {1, . . . , d} , m < j and
Computing the quadratic covariation we get
Then, computing the L 2 −norm, we obtain
and m < j, then it follows that:
(3.34)
Step 3.2: asymptotic behavior of
Then, we distinguish three cases. In the case j = l and m = k, the bracket is given by
By independence, the L 2 −norm of the bracket Y j,m , Y j,k t is given by
(3.38)
Once
The second case k = m and j = l, is similar to the first case since
As previously, we have:
The third and last case k = m and j = l provides a nonzero limit
To identify the limit we proceed to a preliminary calculus of the expectation of this bracket 
(3.45)
To prove the convergence in L 2 , it suffices to show that
Computing the square of the L 2 norm of the bracket
(3.49)
Step 3.3: conclusion of the step 3.
Applying Theorem 2.3 we conclude that 2 T Y N stably converges in law to a standard
Now, it remains to prove the convergence in probability of K N . We recall that for j, m {1, . . . , d}, m < j, K 
Once again, the continuity of σ j , σ m , j, m {1, . . . , d}, m < j, together with the continuity of the solution X ensure that
Then, combining (3.50) and (3.51), we obtain
Thus, according to Proposition 2.2, we have the following convergence:
The convergence of Y N T ensures its tightness. Then Proposition 2.4 leads us to:
(3.54)
Step 4: convergence of R N .
We show the convergence in L 2 of the remainder R N towards 0. Applying a convexity inequality, then Doob's martingale inequality to each stochastic integral, we get
and, for j ∈ {1, . . . , d}
Step 4.1: estimation of E 0 .
Let i ∈ {1, . . . , n}. Using the integration by parts and Itô's formulae we get:
where (H s ) 0≤s≤T is a n × d-dimensional process built with the following columns: Step 4.2: estimation of E j , j ∈ {1, . . . , d}.
Let i ∈ {1, . . . , n}. Denoting Since b, σ j , ∂σ j , ∂σ j σ m , j, m ∈ {1, . . . , d} , are Lipschitz continuous, using (3.14) and (3.15) from Lemma 3.4, we get a constant γ ∈ R + independent of N such that:
Then, it follows that:
Step 4.3: conclusion of the step 4.
Taking the Euclidean norm, we conclude that:
Step 5: stable convergence in law of U N .
We recall that U
Thanks to (3.54) and (3.64), we conclude using Theorem 2.5 since the continuity of ∂b and ∂σ j , j ∈ {1, . . . , d} , together with Proposition 3.3 ands Theorem 3.1, ensure that
and ∀j ∈ {1, . . . , d},
Particular case: the Brownian vector fields commute
In this section, we assume the following commutativity condition
The commutativity of the Brownian vector fields implies the commutativity of the associated flows. Then, the order of integration of these fields no longer matters and η is useless. We also assume the following regularity assumptions:
• ∀j ∈ {1, . . . , d} , σ j ∈ C 1 (R n , R n ) with bounded first order derivatives.
• σ 0 ∈ C 2 (R n , R n ) with bounded first order derivatives and polynomially growing second order derivatives.
• d j=1 ∂σ j σ j is a Lipschitz continuous function.
∂σ j σ j is also Lipschitz continuous. We denote by L ∈ R * + a common Lipschitz constant of σ j , j ∈ {0, . . . , d}, b and
∂σ j σ j . When the vector fields corresponding to each Brownian coordinate in the SDE commute, the solution of (3.11) is zero. This suggests that the rate of convergence is greater than 1/2 in this case. In fact, we prove strong convergence with order 1.
Interpolated scheme and strong convergence
In the commutative case we can define a smart interpolation. We define three intermediate processes.
The dynamics of X t t∈(t k ,t k+1 ] is given by:
Proof : Frobenius' theorem (see [4] or [3] ) ensures that there exists a unique function h ∈ C 1,2 R n × R d , R n such that:
Then, it is clear that, by induction on j ∈ {1, . . . , d}:
Finally, we obtain the desired result by applying the chain rule for the Stratonovich integral.
The interpolated scheme is defined as follows:
Theorem 4.2 Let p ∈ [1, +∞). Under the commutativity assumption, and the regularity assumptions made in the beginning of the section, we have the following convergence rate
When all the vector fields commute, the Ninomiya-Victoir scheme solves the SDE (1.1). This suggests that the asymptotic distribution of the normalized error process N X − X N V involves the Lie brackets between the Brownian vector fields and the drift vector field. We plan to investigate this question in a further work. In order to prove Theorem 4.2, we first need to prove that the Ninomiya-Victoir scheme has uniformly bounded moments under the assumptions made in the beginning of this section. This is the aim of the following subsection.
Intermediate results
Proposition 4.3 Let p ≥ 1, Z = (Z t ) 0≤t≤h and Y = (Y t ) 0≤t≤h be the solutions of the following n−dimensional SDEs, driven by a d−dimensional brownian motion, on the time interval [0, h]:
respectively. Assume that α, β and γ are Lipschitz continuous functions. Then,
(4.10) If α = γ, we have:
If β = 0, we have a better estimation:
The constant C 0 only depends on α(0) , β(0) , γ(0) , T , p, and the Lipschitz constants of α, βand γ.
Proof : Only (4.10) requires a proof, the other results are well known (see [13] ). Let t ∈ [0, h], and s ∈ [0, t]. Applying a convexity inequality, we get:
Taking the expectation of the supremum, and using the Burkholder-Davis-Gundy inequality, we get:
where K is the constant that appears in the Burkholder-Davis-Gundy inequality. By the Lipschitz assumption, and by using (4.9), we obtain:
and L the common Lipschitz constant of α, β, and γ. We conclude using Gronwall's lemma and changing C 0 .
The next results are similar to Lemmas 2.5 and 2.6 in [1] . However, they require slightly different regularity assumptions since the Brownian vector fields commute.
Lemma 4.4 Assume that:
• ∀j ∈ {0, . . . , d} , σ j ∈ C 1 (R n , R n ) with bounded first derivatives.
∂σ j σ j is a Lipschitz continuous function.
14)
is the solution of the following ODE:
is the solution of the following SDE:
Applying (4.9) from the Proposition 4.3, we get, ∀t ∈ (t k , t k+1 ]
Using backward induction on (4.17), (4.18) and (4.19) we get:
for j ∈ {0, d + 1}, and
The proof of the next Lemma is a straightforward consequence of Lemma 4.4, (4.12) and (4.13) from Proposition 4.3.
Lemma 4.5 Under the assumptions of the previous Lemma we have the following result.
Proof of the strong convergence in the commutative case
Proof : The error process is given by:
(4.25)
Then, using a convexity inequality, we get for t ∈ [0, T ] and p ≥ 1
27)
For the reader's convenience, the proof of this theorem is split into intermediate steps.
Step 1: estimation of E 0 .
Introducing σ 0 (Xτ u ) and σ 0 X N V τu , and using convexity inequality, we obtain:
The two last integrals are easy to estimate. On the one hand, since σ 0 is Lipschitz,
On the other hand, using (4.22) from Lemma 4.5 together with the Lipschitz property of σ 0 , we get
Now we look at the first integral. For i ∈ {1, . . . , n}, using the integration by parts formula, we have
Then, applying Itô's formula, we get:
is the diffusion matrix. Taking the expectation of the supremum and using a convexity inequality, the Burkholder-Davis-Gundy inequality andτ u − u ≤ h, we get:
where K is the constant that appears in the Burkholder-Davis-Gundy inequality. By the regularity assumption on σ j , j ∈ {0, . . . d}, we easily get two constants α 0 ∈ R + and q 1 ∈ N * which only depend on p, T, σ and σ 0 , such that
Moreover, by the Lipschitz assumption on b, σ j , j ∈ {0, . . . d}, (4.9) from Proposition 4.3 ensures that E 1 + X u 2q 1 < +∞. Finally, by combining our different inequalities, we obtain a constant β 0 ∈ R * + independent of N , such that
Step 2: estimation of E d+1 .
Introducing σ 0 (Xτ u ) and σ 0 X N V τu , and using convexity inequality, we get
We have already dealt with the two first terms int the right-hand side in the estimation of E d+1 . Let i ∈ {1, . . . , n}, we use integration by parts and Itô's formula to get:
Once again, by the regularity assumption on σ j , ∀j ∈ {1, . . . , d}, and by using Lemma 4.4 anď τ u − u ≤ h, we get a constant α 2 ∈ R + independent of N such that
Finally, by summing up our different inequalities, we obtain β d+1 ∈ R * + , independent of N , such that
Step 3: estimation of E.
Re-expressing the integrals in Itô's form, we get:
Applying a convexity inequality, the Burkholder-Davis-Gundy inequality, together with the Lipschitz property of σ j , j ∈ {1, . . . , d} and
and K is the constant that appears in the BurkholderDavis-Gundy inequality. To estimate E X u −X u 2p , we introduce the following piecewise continuous process X u u∈[0,T ] such that for u ∈ [t k , t k+1 ):
Then, using a convexity inequality, we obtain
An estimation of the first expectation is given by (4.10) in Proposition 4.3:
We estimate the second expectation using (4.11) in Proposition 4.3:
in the right-hand side of the inequality, we get:
Applying (4.22) from Lemma 4.5 to the last expectation, we obtain:
We conclude by combining our different results, we get a constant β ∈ R * + independent of N , such that
Step 4: conclusion.
Combining (4.26), (4.30), (4.31),(4.33), and Gronwall's lemma, we get the following estimation.
Appendix
This section is devoted to the proof of Proposition 3.3. To compareX D,η with X N V,η , we introduce the following non-adapted interpolation of X D,η
(5.1) Proposition 3.3 is a consequence of the next lemma, which comparesX D,η and X D,η , and the next proposition, which compares X D,η and X N V,η .
Lemma 5.1 Under the assumptions of Lemma 3.4, we have:
Proof : Let p ≥ 1, q, r > 1, 1 q + 1 r = 1, and t ∈ [0, T ]. Subtracting (5.1) from (3.12), we obtain
Then, combining a convexity inequality and the Hölder inequality, we get
Since ∂σ j σ m for j, m ∈ {1, . . . , d}, has an affine growth, using Lemma 3.4 we obtain a constant β 3 , independent of N , such that:
Then a straightforward calculation gives us:
Using Doob's submartingale inequality, we get
where γ 3 = β 3 r r−1
2
. Finally, we obtain:
r |G| 2pr and G a normal random variable.
Proposition 5.2
Under the assumptions of Theorem 3.2, we have a first order of strong convergence:
Before proving this proposition, we recall some useful results stated and proved in [1] .
Lemma 5.3 Assume that:
• ∀j ∈ {1, . . . , d} , σ j ∈ C 1 (R n , R n ).
• F ∈ C 2 (R n , R n ) with polynomially growing first and second order derivatives. Using the Burkholder-Davis-Gundy inequality and a convexity inequality, we obtain
where K is the constant that appears in the Burkholder-Davis-Gundy inequality,
with F 0 = F d+1 = σ 0 and F j = ∂σ j σ j , ∀j ∈ {1, . . . , d}.
Step 1: estimation of E j , for j ∈ {1, . . . , d}.
We first introduce the vector R j u , for u ∈ [0, t], defined by:
with coordinates R ij u 1≤i≤n
. Denoting
By the mean value theorem, ∃α ij u ∈ [0, 1] such that: where L ∈ R * + denotes a common Lipschitz constant of σ j , j ∈ {0, . . . , d} , ∂σ j and ∂σ j σ m , j, m ∈ {1, . . . , d}. Then, using the Cauchy-Schwarz inequality, we get Step 2: estimation of I j , for j ∈ {0, . . . , d + 1}.
Let j ∈ {0, . . . , d + 1}. Hence: where γ 2 = α 3 C 1 + L 2p .
Step 3: conclusion is finite.
