In this paper, a direct design method using plant responses is proposed for PID control for the purpose of good disturbance attenuation with a specified stability margin. In our previous studies, the stability margin condition is represented by the maximum sensitivity condition. However, since this condition is concave with respect to PID gains, the design problem becomes non-convex. A linear condition on the loop transfer function is introduced in this paper, by which the design problem becomes convex and the optimal solution can be obtained immediately by solving a linear programming problem once. Adequacy of the linear condition is explained from the viewpoints of stability margin and empirically-supported desirable closedloop transfer functions. A few examples are included.
INTRODUCTION
PID control is widely used for many industrial plants, and a simple tuning method of the PID gains that is applicable to wide range of plants is desired. Many tuning methods of PID gains have been developed for simple mathematical models of the plant (Åström & Hägglund [2006] , Suda et al. [1992] ). However, construction of a mathematical model becomes sometimes costly and these tuning rules often do not give appropriate values because of modeling errors.
It is expected that these difficulties may be avoided by data-driven approach, namely, by using plant responses as a non-parametric model. Recently, two major approaches have been studied; IFT(iterative feedback tuning) (Hjalmarsson et al. [1999] ), VRFT(virtual reference feedback tuning) (Campi et al. [2002] ) and related studies. Conditions of an easy to use method are (a) Plant responses used for design can be obtained in normal operation conditions, (b) Design parameters can be selected without the knowledge about plant properties such as time-delay. IFT does not satisfy (a). Since VRFT is based on model matching and hence the knowledge is necessary to determine an appropriate reference model, it does not satisfy (b).
Loop shaping is recognized as a useful and primary design criteria in the classical and also robust control design ( Skogestad et al. [1996] ). A very useful loop shaping problem for PI control has been studied under the assumption that the plant transfer function is available (Åström et al. [1998] ), where optimization of disturbance attenuation under the maximum sensitivity constraint is examined and a solution is obtained by non-convex optimization.
We have developed a data-driven loop shaping design method (DDLS) of PID control for this problem under the assumption that one-shot plant response data is available. First, we have proposed a parameter plane method that makes the solution set visible ( Saeki et al. [2005] ), and then an optimization method based on a linear approximation technique ( Saeki. [2008] ). Our method almost satisfies (a) and (b). However, it is necessary to find an adequate stabilizing controller for convex approximation of non-convex constraints in the design procedure.
In this paper, we will introduce a convex constraint on the loop transfer function, and develop a data-driven method for stable plants based on the passivity condition of input-output stability. Adequacy of the constraint is explained from the viewpoint of desirable closed-loop transfer functions. This problem can be easily solved by linear programming , and a selection of a stabilizing gain is unnecessary. Usefulness is demonstrated by a few examples.
For signals w(t), v(t) ∈ R, t ∈ [0, ∞), we use the notations;
DESIGN PROBLEM ON THE FREQUENCY DOMAIN
A design specification in the frequency domain is given in this section, and it will be approximated in the timedomain in the next section. First, we will explain our previous design problem, named Problem A, and then we will present a new design problem, named Problem B.
Design problem A
Consider the next system described by
where y is the plant output, e is the control input, and w is the external input. The plant P is single-input single- 
where b is a positive constant. The sensitivity function and the loop transfer function are
The following properties are satisfied for the feedback system described by (1)-(3).
1)
Assume that the feedback system is stable. Then, the disturbance response y(t) for the step input w(t) = 1, t ≥ 1 satisfies
2) Maximum sensitivity defined by M S = max ω |S(jω)| is a measure for stability margin, and the appropriate value of γ usually lies between 1.2 and 2. This condition is represented as, for γ ∈ [1.2, 2],
3) For low frequencies, the sensitivity function is approximated by
In order to get good disturbance attenuation with an adequate stability margin, we have considered the next design problem from the properties 1) and 2).
Design problem A:
Find a stabilizing PID gain by which K I is maximized under the constraint (8).
This problem is considered as a loop-shaping problem from the properties 2) and 3) as illustrated in Fig. 2 Since the constraint (8) is concave with respect to the PID gains, it is difficult to find the global solution. In our previous study, we have proposed a method of linearizing the concave constraint to this problem, and we can usually find a good solution by this method.
However, a stabilizing gain that satisfies the maximum sensitivity condition is necessary for the linearization. Such a PID gain can be selected by drawing a permissible set of PID gains by our parameter plane method, but the selection is not unique and it makes our solution method less easy to use. Further, several numerical experiments show that the step responses of closed-loop systems given by Design problem A often have overshoots, and it is sometimes difficult to make overshoots zero by tuning γ.
In the next subsection, we will give a new design method without these two drawbacks, but restricted to stable plants.
Design problem B
Design problem B: Let −1 < a < 0. Find a stabilizing PID gain by which K I is maximized under the constraint
This problem has the following features.
1) The constraint (10) is linear with respect to the PID gains. Therefore, the global solution can be obtained.
2)
We have the next theorem.
Theorem 1. If P (s) is stable and (10) is satisfied, the closed-loop system is stable. If P (s) is unstable, there is no stabilizing PID gain that satisfies (10). Proof) Since L(s) has a pole s = 0 and all the other poles are stable, the closed-loop system is stable if and only if the vector locus of L(jω) does not encircle the point −1 + 0j. This is guaranteed by (10) [dB] 4) The condition (10) with −1 < a < 0 guarantees the following gain margin g m and phase margin φ m ( Fig.  3) .
The condition (10) with −1 < a < 0 guarantees absolute stability of the closed-loop system against the time-varying nonlinearities inside the
inside the disc with center 0.5(1 + 2a)/(1 + a) and radius 0.5/(1 + a) on the complex plain. Namely, the right-half plane Re{L} > a is mapped to the inside of the disc by the linear transformation
The above properties 3)-5) imply that a sufficient stability margin can be ensured. Next, in the following, we will explain that the condition (10) is not so restrictive as to make the closed-loop system too sluggish.
Desirable closed-loop transfer functions have been given in the next canonical form ( Kessler et al. [1960] , Manabe.
[2002], Kitamori. [1979] ).
The coefficients α = [α i ] of Kessler and Kitamori canonical forms are given by
, respectively. The bandwidth of the closed-loop transfer function can be set by a positive constant σ.T have good step responses for both coefficients, where the overshoot for Kessler's coefficients is smaller than that for Kitamori's.
The closed-loop transfer function of a unity feedback system corresponds to the complementary sensitivity function. i.e.,T
Therefore, the corresponding desirable open-loop transfer function is given by
The vector loci of the desirable L(jω) are shown in Fig.  4 , where the solid line corresponds to Kessler's coefficients (14) and the broken line to Kitamori's (15) . This figure shows that these desirable L(jω) satisfy the constraint (10) with a = −0.5.
The condition (10) with a = −0.5 is almost satisfied for the PID gains given by the set point response method of CHR (Chien, Hornes and Reswick) method (Åström & Hägglund [2006] ). However, it is not satisfied in the case of the CHR load disturbance response method. From the above observation, we can expect that the constraint (10) is not restrictive to the design of a PID controller that gives a good set-point response. In this section, we will represent the frequency domain condition in the time-domain approximately using an input output response of the plant and we will propose a new data driven design method.
Data-driven design problem
We assume that an input-output response data of the plant, e(t), y(t), t ∈ [0, T ], is given, and we will derive a time-domain condition from (10). Lemma 1. Let G(s) be stable and proper. If
for all x ∈ L 2e and any T > 0.
This lemma is known as a passivity condition in the theory of input output stability ( Vidyasagar [1993] ). Lemma 2. Let K be given by (3). Then, the condition (10) implies
for all e, y ∈ L 2e and any T > 0.
Proof) Since K(s) has a pole at s = 0 and P (s) is stable, G (s) = K(s+ )P (s) is stable for > 0. Then, (10) implies
for a sufficiently small . Thus, from Lemma 1, if (21) is satisfied, the next condition is satisfied for any T > 0 and all e ∈ L 2e .
e, G e T ≥ a||e||
By using y = P e, this condition is represented as
, where the transfer function of K is K(s + ). (20) 
This filter has a peak gain at ω = ω i (1 + α 2 ) 0.5 . α is the parameter for bandwidth tuning.
Thus, consider the next design problem. Design problem Find a PID gain for which K I is maximized under the constraints
Design method
From (20),
28) where y I and y D are given by
Thus,
≥ a e, e T (30) The constraints (27) are given by substituting e = e Fi , y = y Fi , i = 1, 2, . . . , n ω (31) into (30).
Design procedure
Step 1) Set ω i , i = 1, 2, · · · , n ω and a ∈ (−1, 0).
Step 2) Measure a plant response e(t), y(t), t ∈ [0, T]
by giving an exogenous input (usually a step reference input) to the plant at the steady state.
Step 3) If e(0), y(0) are not zero, use zero bias data e(t)− e(0), y(t) − y(0) t ∈ [0, T] for design.
Step 4) Generate responses e Fi , y Fi using bandpass filters F i (s), i = 1, 2, · · · , n ω .
Step 5) Obtain the linear constraints (30), (31).
Step 6) Obtain a PID gain that maximizes K I subject to the constraints by linear programming.
The inner products such as e, y T are computed approximately by discretization in Step 5. The linear programming problem in Step 6 is always solvable for stable plants, because K P = K I = K D = 0 is a stabilizing gain and the constraint is always satisfied for this gain.
DESIGN EXAMPLES
First, we will define the following two methods.
Method A; Our previous method for Design problem A, where the constraint is given by the time-domain approximation of the next condition.
|S(jω)| < γ, ω ∈ R (32) In this method, we need to give a stabilizing gain K a (s) to linearize concave constraints.
Method B;
Our new method for Design problem B given in the previous section, where the constraint is given by the time-domain approximation of the next condition.
Example 1
We will examine the following three plants, which are typical process models.
P 2 (s) = 1 (s + 1)(1 + 0.2s)(1 + 0.04s)(1 + 0.008s) (35)
These plants have been tested inÅström et al. [1998] . They have treated the next class of PI controllers, where θ is a tuning parameter of feed-forward control and typically, θ = 1 or θ = 0.
They have obtained the PI gains by applying a nonlinear optimization method to the problem of maximizing K I subject to the sensitivity constraint |S(jω)| < γ, ω ∈ R. This problem is almost the same as Design problem A. An important different point is that their method is modelbased, namely, the plant transfer function is used in their optimization. It is considered to be significant to compare our results with their results. The optimal PI gains of Aström et al. [1998] are listed in Table 1 . Now, let us apply Methods A and B. First of all, we obtain a response e(t), y(t) of the next system with K(s) = 0.1 for the step reference input r(t) = 1, t ≥ 0. The response for P 2 (s) is shown in Fig. 5 , and the response in the interval [0, T] , T = 150 is used for design. Similar responses are also obtained for other plants. Step response for r=1 
K(s)
The PI and PID gains for Method A are listed in Table 2 , and for Method B in Table 3 . From these tables, the difference between methods A an B is small, and this implies that the new constraint is not so restrictive for these typical process models. Furthermore, the PI gains of Table 2 have similar values to those of Table 1 . Since the PI gains of Table 1 are obtained for the mathematical models rigorously, we may consider that this small difference shows the adequacy of our data-driven design method.
A step response of the closed-loop system by the PID controller of Method B for P 2 (s) is shown in Fig. 6 . Nyquist plots of L(jω) for P 2 (s) by Methods A and B are shown in Fig.7 and Fig.8 , respectively, where the dashed lines represent the constraints. Step response for r=1 
Example 2
We will apply our methods to an experimental setup (Model 220, Industrial plant emulator, Educational Control Products(ECP)). This is a two-mass damper system; the load disc, a drive disc, and a DC-motor are connected by belts, and the control input e [V] is the input voltage to the motor and the control output y [rad/s] is the angular velocity of the load disc. The magnitude of the input voltage is bounded by 5 [V] . α = 0.5 and the sample frequencies are logarithmically equally spaced 100 points between 10 −1 and 10 2.5 . The response used for design is shown in Fig.9 . The noises of the response e and y are correlated, because it is measured in the closed-loop operation with K(s) = 0.1. PID controllers with the time constant b = 0.01 are designed by Method A with K a (s) = 0.1 and Method B, respectively, and the results are listed in Table  4 . Step responses for Methods A and B are shown in Fig.10 and Fig. 11 , respectively. The overshoot cannot be made zero by Method A even if γ is set close to 1. The overshoot can be made zero and the response speed is tunable by Method B. (1)The design problem is convex and the optimal solution can be obtained by solving a linear programming problem only once. (2) In our previous design method, we need to find an adequate stabilizing PID controller. In our new method, this drawback is removed, but the applicable plant is restricted to stable plants. (3) Our method contains only a few design parameters, and they can be easily chosen. (4) A plant step response or a plant response in the closed-loop operation with the step reference input can be used for design. (5) If several plant response data at different operating conditions are available, a robust PID controller can be designed simply by including all the constraints derived from these data. This is not demonstrated in this paper. 
