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Chapitre 1
Introduction
Les systèmes quantiques ouverts décrivent l'évolution d'un système de référence S en inter-
action avec un ou plusieurs autres systèmes R1,R2, ... généralement appelés réservoirs ou envi-
ronnements. On rencontre dans la littérature deux approches à l'étude des systèmes ouverts : les
approches hamiltoniennes et markoviennes. L'approche hamiltonienne est plus fondamentale au
sens où on s'intéresse à une description complète du système (petit système + environnement).
Si on se place dans le cadre usuel de la description de la mécanique quantique, le système S
est décrit par un espace de Hilbert HS (espace des états) et son évolution est engendrée par un
Hamiltonien HS , voir l'équation (1.7). De la même façon, le système R est décrit par un espace
de Hilbert HR et un Hamiltonien HR. L'espace de Hilbert du système joint est alors donné par
H : HS bHR, (1.1)
l'interaction entre les deux systèmes est décrite par un opérateur auto-adjoint v, appelé opérateur
d'interaction et agissant sur l'espace HS b HR, et l'évolution du système en interaction est
engendrée par le Hamiltonien
H : HS b 1lR   1lS bHR   v. (1.2)
A l'inverse, dans l'approche markovienne, on abandonne l'idée de décrire le système dans
son ensemble et on se concentre sur le petit système S uniquement, la philosophie étant que
l'environnement est trop compliqué à décrire (dans l'approche hamiltonienne, seuls des environ-
nements très simples ont été traités avec succès), voire même il est tel que l'on n'a pas accès
aux informations le concernant. A la place, on considère uniquement la dynamique eﬀective du
système S qui est générée par l'interaction avec cet environnement. L'inﬂuence de ce dernier
est typiquement modélisée par l'ajout de termes de type dissipatif (opérateur de Lindblad) ou
stochastique.
Le lecteur intéressé pourra consulter [AJP06a], resp. [AJP06b], pour plus de détails sur
l'approche Hamiltonienne, resp. Markovienne.
Une classe particulière de systèmes ouverts va nous intéresser dans cette thèse : les systèmes
quantiques à interactions répétées (abrégé SIR par la suite). Ils sont structurés de la manière sui-
vante : on a un petit système S et une suite de sous-systèmes pEjqj indépendants qui interagissent
de façon successive avec S. Plus précisément S interagit avec E1 durant l'intervalle r0, τ1r, puis
9
10 CHAPITRE 1. INTRODUCTION
avec E2 durant l'intervalle rτ1, τ1   τ2r, etc. Durant l'interaction entre S et En les autres Ej
évoluent librement. L'évolution totale du système est alors déterminée par les dynamiques des
systèmes Ej et S   Ej .
Le cas le plus simple, appelé cas idéal, est celui où tous les sous-systèmes Ej sont des copies
d'un même sous-système E , initialement dans un même état invariant pour la dynamique libre
des Ej , et interagissent de la même façon et pendant la même durée τ avec S. L'évolution du
système S au cours d'une interaction sera alors décrite par un opérateur L appelé opérateur
de dynamique réduite, voir (1.21), qu'il suﬃra d'itérer n fois pour avoir l'évolution du système
après n interactions comme nous le verrons dans la Section 1.3.2. Les SIR sont ainsi à la fois
Hamiltonien, le système total étant décrit par un Hamiltonien (dépendant du temps, constant
par morceaux), et Markovien en temps discret puisque l'état de S après n interactions peut-
être déduit de l'état après n  1 interactions en appliquant l'opérateur L, voir (1.22). L'étude
des SIR a donné lieu à de nombreux travaux ces dernières années. On peut citer par exemple
[ADP14, AJ07a, AJ07b, AP06, BDBP11, BJM06, BJM08, BJM10, HJPR17, Pe08, Pe10, TZ15,
TZ16, V12]. Une introduction à ce sujet est donnée dans l'article de revue [BJM14].
D'un point de vue physique, l'étude des SIR est motivée par les problèmes d'interaction
matière-lumière : le système S décrit un, ou plusieurs, mode du champ électromagnétique dans
une cavité et les sous-systèmes Ej représentent les atomes d'un faisceau (expérience du maser
à 1 atome [CDG, FJM86, MWM85, WVHW99, WBKM00] et quelques élaborations [DRBH87,
GKG+07, RH07, RBH01]). De tels systèmes jouent un rôle fondamental dans la compréhension
pratique et théorique des processus d'interaction matière-lumière ainsi qu'en optique quantique.
L'expérience du maser consiste en un champ électromagnétique quantiﬁé et piégé dans une
cavité optique (le système S) et traversé par un faisceau d'atomes (les Ej) de telle sorte qu'un
seul atome soit dans la cavité à la fois. Pour des travaux plus mathématiques on peux citer
[Br14, BP09, NVZ14].
Cette thèse porte sur l'étude d'un système de type maser à un atome. Le modèle considéré
décrit un champ électromagnétique S dans une cavité et traversé par un faisceau d'atomes pEjqj
mais auquel on ajoute un réservoir supplémentaire R interagissant de façon continue avec S.
L'idée est que la cavité n'est pas parfaitement isolée et le réservoir R permet de modéliser les
fuites dans la cavité. Une telle situation a été considérée dans [BJM10] mais dans le cas où S est
un système de dimension ﬁnie alors qu'ici S sera décrit par un mode du champ électromagnétique
(unitairement équivalent à un oscillateur harmonique). L'environnementR sera décrit par un gaz
de bosons sans masse initialement à l'équilibre thermique et sans condensat de Bose-Einstein.
Enﬁn les atomes du faisceau seront décrits par des systèmes à deux niveaux.
Dans [NVZ14], les auteurs étudient un tel système mais avec une approche Markovienne de
la description de l'interaction entre S et R. Ils décrivent l'interaction entre S et les Ej via les
SIR, et les fuites de la cavité sont décrites par une extension de type Kossakowski-Lindblad
de la dynamique Hamiltonienne, voir l'équation (1.27). Ils ont montré l'existence d'un unique
état invariant pour l'évolution dans la cavité, donné une formule explicite de celui-ci, montré
la relaxation en temps long vers cet état. Ils donnent par ailleurs des formules pour la valeur
moyenne du nombre de photons dans la cavité en fonction du temps et étudient les variations
d'énergie dans la cavité. Dans le cadre de l'approche Markovienne la question de la déﬁnition
de la production d'entropie n'est pas complètement claire, ils n'ont donc pas pu décrire la
production d'entropie du système et il s'agira d'une des questions abordées dans cette thèse.
En l'absence d'atomes le système cavité+réservoir a été étudié par Könenberg dans [Ko11a,
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Ko11b] en se basant sur des travaux antérieurs de Arai [Ar81a, Ar81b]. Arai étudie un système
couplé constitué d'un oscillateur harmonique, système unitairement équivalent à la cavité consi-
dérée dans cette thèse, couplé avec un champ électromagnétique quantiﬁé à température nulle,
tandis que Könenberg considère un système similaire mais avec un réservoir à température po-
sitive. L'idée essentielle derrière leurs travaux est que le hamiltonien du système couplé est un
hamiltonien bosonique quadratique et peut être diagonalisé, permettant ainsi d'étudier plus
facilement l'évolution des opérateurs d'annihilation/création. Les travaux [Ko11a, Ko11b] re-
posent en particulier sur des formules explicites obtenues dans [Ar81a] et l'auteur montre des
propriétés de retour à l'équilibre pour le système couplé (voir le Théorème 3.13 page 60). La
question de la diagonalisation des hamiltoniens bosoniques quadratiques a été récemment étu-
diée de façon générale dans [BB16, NNS16, Der17]. Dans le Chapitre 2 nous utiliserons leurs
travaux pour donner un nouvel éclairage sur ceux de [Ar81a, Ko11a].
Dans la suite de cette introduction nous allons commencer par présenter le cadre mathéma-
tique dans lequel se situe cette thèse en rappelant les outils principaux utilisés par la suite :
espaces de Fock bosoniques (ou symétriques), systèmes dynamiques quantiques, systèmes en in-
teractions répétées. Nous présenterons ensuite plus en détails le modèle étudié dans cette thèse.
1.1 Espaces de Fock bosoniques
La théorie quantique des champs est une théorie permettant de décrire des systèmes ayant un
très grand nombre ou une inﬁnité de degrés de liberté. Elle est basée sur la seconde quantiﬁcation
des champs introduite par Dirac en 1927. Dans cette théorie pour décrire un nombre variable de
particules indiscernables on utilise les espaces de Fock. Nous donnons ici une brève présentation
des principaux objets et résultats que nous serons amenés à utiliser dans cette thèse. Le lecteur
intéressé pourra consulter par exemple [AJP06a, BR2, DG] pour plus d'informations sur le sujet.
1.1.1 Déﬁnition et opérateur de seconde quantiﬁcation
Les espaces de Fock sont les espaces de Hilbert appropriés pour décrire un système ayant un
nombre variable de particules. L'espace des états pour une particule est un espace de Hilbert
complexe h, appelé par la suite espace à une particule. L'espace décrivant n particules est alors
le produit tensoriel hilbertien
hbn : hb    b hlooooomooooon
n fois
.
Pour prendre en compte le caractère indistinguable des particules on est amené à considérer
seulement certains sous-espaces de hbn, symétrique pour les bosons et antisymétrique pour les
fermions. Plus précisément les produits tensoriels symétriques et antisymétriques sont déﬁnis
comme suit
f1 bs    bs fn : 1
n!
¸
σPSn
fσp1q b ...b fσpnq, f1, ..., fn P h,
f1 ba    ba fn : 1
n!
¸
σPSn
εpσqfσp1q b ...b fσpnq, f1, ..., fn P h,
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où Sn est le groupe des permutations à n éléments et εpσq la signature de la permutation σ. Dans
cette thèse nous aurons uniquement besoin des espaces symétriques et nous nous restreindrons
donc à la description de ces derniers. Le vecteur d'état de n bosons est un élément de l'espace
Fn phq : Vectptf1 bs    bs fn | f1, ..., fn P huq.
Par exemple, si h  L2pR3,dkq alors Fn phq est isomorphe à L2s
 pR3qn,dk1    dkn l'ensemble
des fonctions fpk1, . . . , knq de L2
 pR3qn,dk1    dkn symétriques par rapport à pk1, . . . , knq.
On peut maintenant déﬁnir l'espace de Fock symétrique.
Déﬁnition 1.1. Soit h un espace de Hilbert, l'espace de Fock bosonique sur h est l'espace de
Hilbert déﬁni par
F phq :
8à
n0
Fn phq,
où par convention F0 phq  C.
L'espace à nombre ﬁni de particules est le sous-espace dense de F phq déﬁni par
Ffin  phq  tΨ  pΨ0, . . . ,Ψn, . . .q P F phq | Dn0, Ψn  0 @n ¥ n0u.
Le vecteur Ω  p1, 0, 0, . . .q est appelé l'état du vide. Enﬁn, si D  h est un sous-espace vectoriel
(D jouera ultérieurement le rôle de domaine), on notera Fn pDq le produit tensoriel algébrique
symétrique de n copies de D et Ffin  pDq l'espace à nombre ﬁni de particules correspondant.
Etant donné un opérateur auto-adjoint h agissant sur l'espace à une particule h on peut
généraliser à l'espace de Fock bosonique sur h de la façon suivante.
Déﬁnition 1.2. Soit h un opérateur auto-adjoint agissant sur h de domaine Dphq. On déﬁnit
l'opérateur de seconde quantiﬁcation H  dΓphq sur Fn pDphqq par
dΓphq 
n¸
j1
1lb    b 1llooooomooooon
j1
bhb 1lb    b 1llooooomooooon
nj
.
Il déﬁnit un opérateur essentiellement auto-adjoint sur Ffin  pDphqq. Lorsque h  1l on notera
alors N  dΓp1lq. Cet opérateur est appelé opérateur de nombre : si Ψ P Fn phq alors NΨ  nΨ.
Remarque 1.3. Si h est le hamiltonien engendrant la dynamique pour une particule, l'opérateur
dΓphq engendre la dynamique du système à plusieurs particules identiques et sans interactions.
Remarque 1.4. Il découle directement de la déﬁnition que si h est positif alors dΓphq également.
Pour décrire la variation du nombre de particules on utilise les opérateurs de création et
d'annihilation qui ajoute ou retire une particule à l'état quantique décrit, ils sont notés respec-
tivement a et a.
Déﬁnition 1.5. Soit f P h. On déﬁnit les opérateurs de création apfq et d'annihilation apfq
sur Fn phq, n P N, par
apfq : f1 bs    bs fn ÞÑ
?
n  1 f bs f1 bs    bs fn P Fn 1  phq,
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et
apfq : f1 bs    bs fn ÞÑ 1?
n
n¸
j1
xf, fjy f1 bs    bs fj1 bs fj 1 bs    bs fn P Fn1  phq,
si n ¥ 1 et apfqΩ  0.
Les opérateurs apfq et apfq déﬁnissent des opérateurs fermables sur Ffin  phq. On notera de
la même façon leur fermeture, et on a alors apfq  papfqq. On peut noter que les opérateurs
apfq et apfq sont bien déﬁnis sur DpN1{2q. Ils vériﬁent les relations dites de commutation
canonique (ou CCR) suivantes
rapfq, apgqs  0, rapfq, apgqs  0, rapfq, apgqs  xf, gy,
les égalités étant à comprendre au sens fort sur DpNq. On peut noter aussi que pour tous
f1, . . . , fn P h on a
f1 bs    bs fn  1?
n!
apf1qapf2q...apfnqΩ,
et que apfq est linéaire par rapport à f tandis que apfq est antilinéaire.
Notation 1.6. On utilisera souvent la notation bra-ket. Si f P h, |fy et xf | désigneront
respectivement
|fy : C Q λ ÞÑ λf P h et xf | : h Q g ÞÑ xf, gy P C.
Ainsi, si f, g P h la notation |fyxg| désignera l'opérateur
|fyxg| : h Q h ÞÑ xg, hyf P h.
En particulier si }f}  1 alors |fyxf | désigne le projecteur orthogonal de rang 1 sur Vectpfq.
Remarque 1.7. Si h  |fyxf | alors
dΓp|fyxf |q  apfqapfq.
Plus généralement, si h est auto-adjoint et pfnqn est une base Hilbertienne de h telle fn P Dphq
pour tout n on a alors
dΓphq 
8¸
n,m0
xfn, hfmyapfnqapfmq.
Les inégalités suivantes sont souvent utiles et parfois appelées estimations Nτ dans la littérature.
Elles remontent à [GJ87], voir aussi par exmple [Ar81a, BFS98, Der17].
Proposition 1.8. Soit h un opérateur auto-adjoint positif et f P Dph1{2q. Alors pour tout
Ψ P DpdΓphqq on a
}apfqΨ}2 ¤ }h1{2f}2xΨ, dΓphqΨy,
}apfqΨ}2 ¤ }h1{2f}2xΨ, dΓphqΨy   }f}2}Ψ}2.
Enﬁn on déﬁnit l'opérateur suivant.
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Déﬁnition 1.9. Soient h1 et h2 deux espaces de Hilbert et u : h1 Ñ h2 un opérateur borné. On
déﬁnit alors Γpuq : F  ph1q ÝÑ F  ph2q par
ΓpuqrFn ph1q ub    b u.
Si u est unitaire alors Γpuq également. Enﬁn, si h est auto-adjoint sur h, alors
Γpeithq  eitdΓphq.
1.1.2 Les algèbres CCR
Déﬁnition 1.10. Soit f P h un espace de Hilbert. L'opérateur de champ associé est déﬁni sur
Ffin  phq par
φpfq : 1?
2
papfq   apfqq.
Proposition 1.11. On a les propriétés suivantes.
1. Pour tout f P h, φpfq est essentiellement auto-adjoint sur Ffin  phq. On notera toujours
φpfq son unique extension auto-adjointe. On a DpN1{2q  Dpφpfqq.
2. Pour tous f, g P h on a, au sens fort sur DpNq,
rφpfq, φpgqs  iIm xf, gy.
3. Si pfnqn est une famille de h qui converge vers f P h alors φpfnq converge vers φpfq au
sens fort sur DpN1{2q.
Déﬁnition 1.12. Si f P h on déﬁnit sur F phq l'opérateur unitaire
W pfq : eiφpfq.
Les W pfq sont appelés opérateurs de Weyl.
L'avantage des W pfq sur les opérateurs de champs est que ce sont des opérateurs bornés. La
Proposition 1.11 se traduit par
Proposition 1.13. On a les propriétés suivantes.
1. Pour tout f P h l'opérateur W pfq laisse DpNq invariant.
2. Pour tous f, g P h on a la version suivante des CCR
W pf   gq  e i2 Im xf,gyW pfqW pgq. (1.3)
3. Si fn Ñ f dans h alors W pfnq converge vers W pfq au sens fort sur F phq. Cependant
pour tous f  g dans h on a
}W pfq W pgq}  2. (1.4)
On appelle CCRphq la C-algèbre engendrée par les opérateurs de Weyl sur F phq. Sauf dans
le cas où h est de dimension ﬁnie, l'algèbre CCRphq est strictment plus petite que l'ensemble
BpF phqq des opérateurs bornés sur F phq. Elle est cependant suﬃsamment grosse dans le sens
suivant.
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Proposition 1.14. Le vecteur Ω est cyclique pour CCRphq, c'est-à-dire que le sous-espace
VecttW pfqΩ | f P hu est dense dans F phq, et CCRphq agit de façon irréductible sur F phq,
c'est-à-dire que si A P BpF phqq est telle que rA,W pfqs  0 pour tout f P h alors il existe
λ P C tel que A  λ1l. Il découle du Théorème du bicommutant de Von Neumann que CCRphq
est dense dans B pF phqq pour la topologie faible et pour la topologie forte des opérateurs.
Si D  h on notera de même CCRpDq la C-algèbre engendrée par les W pfq, f P D.
Remarque 1.15. Le manque de continuité de W pfq par rapport à f , en particulier l'identité
(1.4), a pour conséquence que CCRpDq  CCRphq dès que D  h, même si ce dernier est un
sous-espace dense.
La proposition suivante indique comment évolue un opérateur de Weyl sous l'action d'opé-
rateurs Γpuq.
Proposition 1.16. [DG] Si u : h1 Ñ h2 est unitaire alors, pour tout f P h1,
ΓpuqW1pfqΓpu1q W2pufq,
où W1 et W2 désignent les opérateurs de Weyl sur F ph1q et F ph2q respectivement. En parti-
culier, si h est auto-adjoint sur h alors pour tout t P R on a
eitdΓphqW pfqeitdΓphq W peithfq. (1.5)
1.1.3 Produit tensoriel d'espaces de Fock
Etant donnés deux espaces h1 et h2 et ji : hi Ñ h1`h2, i  1, 2, les injections canoniques, on
déﬁnit l'opérateur U : Ffin  ph1qbFfin  ph2q Ñ Ffin  ph1`h2q par : si Ψ1 P Fn1  ph1q et Ψ2 P Fn2  ph2q
U Ψ1 bΨ2 
d
pn1   n2q!
n1!n2!
pΓpj1qΨ1q bs pΓpj2qΨ2q. (1.6)
On a alors le résultat suivant, voir par exemple [DG].
Théorème 1.17. 1. L'opérateur U déﬁni en (1.6) s'étend en un opérateur unitaire de F ph1qb
F ph2q vers F ph1 ` h2q.
2. UΩ1 b Ω2  Ω où Ωi désigne le vide de F phiq et Ω celui de F ph1 ` h2q.
3. Pour tous f1 P h1, f2 P h2 on a
a#pf1 ` f2qU  U
 
a#pf1q b 1l  1lb a#pf2q

,
où a# désigne a ou a, et donc
W pf1 ` f2qU  U W pf1q bW pf2q,
4. Si h1 et h2 sont auto-adjoints sur h1 et h2 respectivement alors
dΓph1 ` h2qU  U pdΓph1q b 1l  1lb dΓph2qq .
5. Si u1 P Bph1q et u2 P Bph2q alors
Γpu1 ` u2qU  U Γpu1q b Γpu2q.
Ce résultat est appelé loi exponentielle pour les espaces de Fock. Il permet d'identiﬁer le produit
tensoriel de deux espaces de Fock avec un unique espace de Fock. On l'utilisera régulièrement
dans la suite de cette thèse, voir par exemple la Section 1.4.1.
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1.2 Description mathématique des systèmes quantiques ou-
verts
Dans cette section on introduit le cadre algébrique de la mécanique statistique dont on aura
besoin dans cette thèse. Il sera nécessaire pour prendre en compte les fuites dans la cavité et en
particulier décrire le gaz de bosons à température positive qui modélisera le réservoir additionnel.
On ne rappelle ici que les principaux éléments dont on aura besoin. Le lecteur intéressé trouvera
une description plus complète par exemple dans [BR1, BR2, Pi06].
1.2.1 Systèmes ouverts et trace partielle
Dans sa forme la plus simple, un système en mécanique est décrit à l'aide d'un espace de
Hilbert H et d'un opérateur auto-adjoint, également appelé hamiltonien ou opérateur d'énergie,
H agissant sur H. L'état du système est alors donné par un vecteur Ψ P H de norme 1. Si Ψ0
est l'état initial du système son évolution est décrite par l'équation de Schrödinger
i
d
dt
Ψptq  HΨptq, Ψp0q  Ψ0, (1.7)
et le Théorème de Stone permet alors d'écrire Ψptq  eitHΨ0 où eitH désigne le groupe unitaire
engendré par H. Une observable du système est alors un élément auto-adjoint O P BpHq et la
valeur moyenne de l'observable O dans l'état Ψ est xOy : xΨ, OΨy. Ainsi, la valeur moyenne
d'une observable O au temps t si le système est initialement dans l'état Ψ0 est
xOyt  xΨptq, OΨptqy  xΨ0, eitHOeitHΨ0y.
Plutôt que de considérer que l'état du système évolue et que l'observable évolue (point de vue
de Schrödinger), un point de vue équivalent est de considérer que les états sont ﬁxes et que les
observables évoluent (point de vue de Heisenberg). L'observable Optq évoluée au temps t est
alors Optq  eitHOeitH . Son évolution est décrite par l'équation
d
dt
Optq  irH,Optqs.
Considérons maintenant deux systèmes S et R en interactions, voir (1.1)-(1.2). Une obser-
vable du système S aura la forme OS b 1lR. Cependant même si l'état initial du système est de
la forme Ψ0  ΨSbΨR (état produit) ce ne sera pas le cas de l'état Ψptq au temps t. On montre
alors facilement qu'il existe un unique opérateur à trace ρptq agissant sur HS uniquement et tel
que, pour tout OS P BpHSq on ait
TrHS pρptqOSq  xΨptq, OS bHSbHR 1lRΨptqy. (1.8)
On vériﬁe facilement que ρ est auto-adjoint positif et que Trpρq  1. On parlera de matrice
densité. Il est ainsi naturel d'étendre la notion d'état d'un système quantique : un état est
donné par une matrice densité ρ. Un état donné par un vecteur Ψ P H comme ci-dessus est
appelé état pur et correspond à ρ  |ΨyxΨ|.
1.2. DESCRIPTION MATHÉMATIQUE DES SYSTÈMES QUANTIQUES OUVERTS 17
Si un système est dans l'état ρ et O est une observable du système, la valeur moyenne de
O dans l'état ρ est alors xOyρ  TrpρOq. L'évolution de l'état du système est lui décrit par
l'équation de Liouville
d
dt
ρptq  irH, ρptqs, (1.9)
i.e. si l'état initial est ρ0 on a ρptq  eitH ρ0 eitH , et on a pour tout t P R
TrpρptqOq  TrpρOptqq. (1.10)
Finalement l'opération de réduction donnée par (1.8) se généralise immédiatement de la
façon suivante.
Déﬁnition 1.18. Soit ρ un opérateur à trace sur HS bHR, on appelle trace partielle de ρ par
rapport à HR l'unique opérateur à trace ρS sur HS tel que
TrHS pρS OSq  TrHSbHRpρOS b 1lRq, @OS P BpHSq.
On notera ρS  TrHRpρq. Si ρ est positif alors TrHRpρq aussi et TrHS pTrHRpρqq  TrHSbHRpρq.
En particulier si ρ est une matrice densité alors TrHRpρq également. On parle alors de matrice
densité réduite.
1.2.2 Systèmes dynamiques quantiques
Aﬁn de décrire un système inﬁniment étendu ayant une densité positive de particules le
cadre usuel brièvement rappelé dans la section précédente ne suﬃt plus et il est commode de
passer à une description plus algébrique. Pour ne donner qu'un exemple, si on est en dimension
ﬁnie et H est le hamiltonien du système, l'unique état d'équilibre à température T ¡ 0 est
donné par la matrice densité ρβ  e
βH
TrpeβHq où β 
1
T . Dans certains cas cette formule peut
s'étendre en dimension inﬁnie mais cela nécessite que l'opérateur eβH soit de classe trace,
en particulier le spectre de H doit être purement discret. C'est le cas par exemple pour un
oscillateur harmonique mais ça ne le sera pas pour le réservoir bosonique qui apparaitra dans le
modèle que nous étudierons. On donne ici une brève description de cette approche.
Déﬁnition 1.19. L'algèbre des observables est une C-algèbre A.
Remarque 1.20. On supposera toujours que les C-algèbres possèdent une unité.
Déﬁnition 1.21. Etant donné une C-algèbre A, un état ω est une forme linéaire positive sur
A, i.e. ωpOOq ¥ 0 pour tout O P A, telle que }ω}  1.
Remarque 1.22. Sur une C-algèbre une forme linéaire positive est automatiquement continue,
ainsi }ω} est bien déﬁnie. On peut par ailleurs montrer que dans ce cas }ω}  ωp1lAq et donc la
condition de normalisation peut s'écrire ωp1lAq  1.
On voit facilement que la situation décrite dans la section précédente est un cas particulier
de celui-ci dans lequel A  BpHq et l'état ω est déﬁni par ωpOq  TrpρOq. La quantité ωpOq
sera ainsi naturellement appelée valeur moyenne de l'observable O dans l'état ω.
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Déﬁnition 1.23. Une dynamique sur une C-algèbre A est un groupe à un paramètre pτ tqtPR
de -automorphismes de A.
Le point de départ est ici l'évolution des observables. Si ω0 est un état donné jouant le rôle
d'état initial, l'état du système au temps t est alors naturellement donné par ωt  ω  τ t et on a
ωtpOq  ωpτ tpOqq
qui est l'analogue de (1.10).
Déﬁnition 1.24. Un état ω sur A est dit τ t-invariant si ω  τ t  ω pour tout t P R.
On peut remarquer que dans la déﬁnition ci-dessus on n'a imposé aucune propriété de conti-
nuité par rapport à t. Dans le cadre des C-algèbres la notion naturelle de continuité est celle
de continuité forte : pour tout O P A l'application t ÞÑ τ tpOq est continue pour la norme . Un
tel couple pA, τ tq est alors appelé C système dynamique. Cette situation est cependant vite
restrictive. En eﬀet, si on reprend la situation de la section précédente la dynamique est alors
donnée par
τ tpOq  eitHO eitH ,
et on peut montrer que pτ tqt est fortement continu si et seulement si l'opérateur H est borné.
Il est donc nécessaire d'aﬀaiblir l'hypothèse de continuité sur τ t. Cela amène à la déﬁnition
suivante.
Déﬁnition 1.25. Un système dynamique quantique est un triplet pA, τ t, ωq où
 A est une C-algèbre (décrivant l'ensemble des observables),
 τ t est un groupe de -automorphisme (décrivant la dynamique du système),
 ω est un état, dit de référence, qui est τ t-invariant,
tel que t ÞÑ ω pOτ tpOqq est continue pour tout O P A.
1.2.3 Mélange et états KMS
La notion de mélange donne des informations sur le comportement en temps long d'un
système dynamique quantique, et dans un certain sens sur la stabilité des états invariants. Au
préalable on a besoin pour cela de la notion d'état relativement normal.
Théorème 1.26. Soit A une C-algèbre et ω un état sur A. Il existe un espace de Hilbert H,
une représentation (un -morphisme de C-algèbre) pi : AÑ BpHq et Ω P H un vecteur cyclique,
i.e. tpipOqΩ, O P Au est dense dans H, tel que pour tout O P A
ωpOq  xΩ, pipOqΩy.
Le triplet pH, pi,Ωq est appelé représentation GNS de pA, ωq. Une telle représentation est unique
à équivalence unitaire près.
Exemple 1.27. Soit h un espace de Hilbert séparable et ρ une matrice densité sur h telle que
ker ρ  t0u. On considère A  Bphq et ω l'état donné par la matrice densité ρ. En prenant
H  J2phq l'espace des opérateurs Hilbert-Schmidt sur h, pi : Bphq Ñ BpHq déﬁnie par si
A P Bphq alors pipAq : H Q X ÞÑ AX P H et Ω  ρ1{2 P H, on vériﬁe facilement que pH, pi,Ωq
est une représentation GNS de pA, ωq.
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Une autre façon équivalente de décrire la représentation GNS de pA, ωq est la suivante.
Elle sera utilisée dans le Chapitre 4. On se ﬁxe une conjugaison complexe ψ ÞÑ ψ¯ sur h, i.e.
une involution anti-unitaire. On vériﬁe alors que l'application ϕ b ψ¯ ÞÑ |ϕyxψ| s'étend en un
opérateur unitaire U : hb hÑ J2phq. En notant H˜  hb h, p˜ipAq  UpipAqU et Ω˜  UΩ, le
triplet pH˜, p˜i, Ω˜q fournit une autre représentation GNS de pA, ωq et on vériﬁe facilement que
p˜ipAq  Ab 1l, @A P A,
et si pφjqj¥1 est une base orthonormée de vecteurs propres de ρ, ρφj  λjφj, alors
Ω˜ 
¸
j¥1
λ
1{2
j φj b φ¯j .
Déﬁnition 1.28. Soit ω et µ deux états sur une C-algèbre A et pH, pi,Ωq la représentation
GNS de pA, ωq. On dit que µ est un état ω-normal si, et seulement si, il existe une matrice de
densité ρµ sur H tel que pour tout O P A on a
µpOq  Tr pρµ pipOqq .
Déﬁnition 1.29. On dit qu'un système quantique dynamique pA, τ t, ωq est mélangeant (mixing)
si pour tout état ω-normal µ et tout A P A on a
lim
tÑ 8µ
 
τ tpAq  ωpAq.
Parmi les états invariants d'un système dynamique quantique les états KMS (Kubo-Martin-
Schwinger) jouent un rôle important.
Déﬁnition 1.30. Soient A une C-algèbre, pτ tqt un groupe de -automorphismes et β ¡ 0.
On dit qu'un état ω est pτ t, βq-KMS si pour tout A,B P A il existe une fonction FβpA, B; zq
analytique sur la bande
Sβ : tz P C |0   Im z   β u ,
continue sur Sβ et vériﬁant les égalités suivantes sur BSβ
FβpA, B; tq  ω
 
Aτ tpBq , @t P R, (1.11)
FβpA, B; t  iβq  ω
 
τ tpBqA , @t P R.
D'un point de vue physique ces états décrivent les états d'équilibre thermique. Si A  BpHq
avec H de dimension ﬁnie et τ tpOq  eitH O eitH , pour tout β ¡ 0 il existe un unique état
pτ t, βq-KMS donné par
ωβpOq  Tr

eβH
TrpeβHq O


.
Physiquement β joue le rôle de l'inverse de la température d'où le fait qu'on déﬁnit les états
KMS pour β positif. Néanmoins, comme ce sera le cas dans le Chapitre 4, on peut déﬁnir
mathématiquement un état pτ t, βq-KMS avec β   0 en utilisant la même déﬁnition mais avec
Sβ : tz P C |β   Im z   0u .
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Lorsque β  0 la condition KMS devient simplement ωpABq  ωpBAq pour tous A,B P A. On
parle alors d'état tracial.
On peut alors montrer que si ω est un état pτ t, βq-KMS alors il est τ t-invariant. De plus, en
prenant A  B dans (1.11), la continuité de la fonction FβpB, B; tq sur le bord de Sβ assure
que pA, τ t, ωq déﬁnit un système dynamique quantique.
Finalement, on vériﬁe facilement que pour tout λ  0 si un état est pτ t, βq-KMS alors il est
pτλt, β{λq-KMS. En particulier il est pσt,1q-KMS où
σtpAq  τtβpAq.
1.2.4 Etats sur l'algèbre CCRphq
Dans le cas de l'algèbre CCRpDq, D  h, un état ω est complètement déterminé par la
donnée des ωpW pfqq, f P D. Cela conduit à la déﬁnition suivante.
Déﬁnition 1.31. Soit ω un état sur CCRpDq. La fonction caractéristique de ω est la fonc-
tion Sω : D Ñ C déﬁnie par Sωpfq  ω pW pfqq. Un état ω est entièrement déterminé par la
connaissance de Sω.
Déﬁnition 1.32. Soit ω un état sur CCRpDq.
1. On dit que ω est régulier si pour tout f P h la fonction s ÞÑ Sωpsfq est continue.
2. On dit que ω est analytique, resp. entier, si pour tout f P D la fonction s ÞÑ Sωpsfq admet
une extension analytique au voisinage de 0, resp. sur C.
Remarque 1.33. L'intérêt d'un état ω analytique est de pouvoir déﬁnir la valeur moyenne d'un
opérateur de champ φpfq
ωpφpfqq  iBsSωpsfqrs0, @f P D. (1.12)
Plus généralement, si ω est analytique et f1, f2 P D alors
ωpφpf1qφpf2qq  Bs1Bs2ω pW ps1f1qW ps2f2qq rs1s20
 Bs1Bs2e
i
2 s1s2Im xf1,f2ySωps1f1   s2f2qrs1s20. (1.13)
Pour plus d'informations le lecteur intéressé pourra consulter [BR2].
Parmi les états sur CCRpDq certains états jouent un rôle particulier, les états dits quasi-libres.
Déﬁnition 1.34. Un état ω sur CCRpDq est dit quasi-libre si sa fonction caractéristique est de
la forme
Sωpfq  exp

1
4
}f}2  1
2
%pfq


où % est une forme quadratique positive sur D.
On vériﬁe alors aisément qu'un état quasi-libre est analytique. Par ailleurs si T est l'opérateur
auto-adjoint positif associé à % on doit avoir D  DpT 1{2q. Cette condition expliquera le choix
de l'algèbre des CCR utilisée dans la suite de cette thèse, voir (1.28)-(1.29).
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Finalement, étant donné un opérateur auto-adjoint h sur h, pour tout sous-espace D  h
on a CCRphq  BpHq où H  F phq, et H  dΓphq engendre une dynamique sur CCRpDq.
Alternativement, (1.5) permet de déﬁnir τ t par
τ tpW pfqq W peithfq.
On peut alors montrer, en utilisant les CCR (1.3), que pour tout β ¡ 0, l'unique état quasi-libre
qui est pτ t, βq-KMS a pour fonction caractéristique
Spfq  exp

1
4
}f}2  1
2
B
f,
1
eβh  1f
F

 exp

1
4
B
f, coth

βh
2


f
F

. (1.14)
On voit qu'un tel état existe uniquement si h est positif et que 0 n'est pas valeur propre de h.
La condition D  DpT 1{2q ci-dessus se traduit alors par D  Dph1{2q.
1.3 Les systèmes en interactions répétées
Aﬁn de simpliﬁer la présentation des systèmes en interactions répétées on commence par se
placer dans le cadre usuel décrit dans la Section 1.2.1. Pour plus d'informations sur les SIR le
lecteur est invité à aller lire l'article de revue [BJM14] dont cette partie est inspirée.
1.3.1 Description mathématique
Les systèmes quantiques en interactions répétées (SIR par la suite) sont structurés de la
manière suivante : on a un petit système S, dont l'évolution libre est régie sur un espace de
Hilbert hS par le Hamiltonien HS , et une inﬁnité de sous-systèmes pEjqjPN dont chacun est
déﬁni sur son espace de Hilbert HEj par son propre Hamiltonien HEj . Chaque sous-systèmes Ej
interagit un à un avec S pendant un temps τj ¡ 0. Pour M interactions le système total est
décrit par l'espace de Hilbert
HM : HS b
Mâ
j1
HEj .
On notera aussi l'environnement formé par les sous-systèmes Ej par
HMenv :
Mâ
j1
HEj .
On note Vj les opérateurs décrivant les interactions entre S et les sous-systèmes Ej . Vj est un
opérateur auto-adjoint sur HS b HEj . On note tj  τ1   ...   τj pour 1 ¤ j ¤ M . Pour M
interactions l'évolution du système en interactions répétées est alors décrite par le Hamiltonien
Hptq : HS  
M¸
j1
HEj  
M¸
j1
χjptqVj , t P r0, tM q, (1.15)
où χj est la fonction caractéristique de l'intervalle rtj1, tjq. On supposera que
Hj : HS  HEj   Vj (1.16)
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déﬁnit un opérateur auto-adjoint sur HS bHEj . L'opérateur Hptq est constant par morceaux
Hptq  rHj  Hj   ¸
kj
HEk , t P rtj1, tjq. (1.17)
Dans les identités ci-dessus, pour plus de clarté, on a omis d'écrire les facteurs 1l triviaux, le
contexte et les indices indiquant généralement sur quel espace agit l'opérateur de façon non-
triviale. Par exemple, dans (1.15) HS devrait être HS b 1lE1 b    b 1lEM tandis que dans (1.16)
on devrait écrire HS b 1lE . On utilisera cette convention sans plus de précision dans toute la
suite.
Le cas le plus simple de SIR, appelé idéal, est le cas où tous les sous-systèmes Ej sont des
copies d'un même sous-système E interagissant tous de la même façon et pour la même durée
avec S. Autrement dit, dans le cas idéal on a HEj  HE , HEj  HE , Vj  V et τj  τ . Le modèle
considéré dans cette thèse se placera dans le cadre des interactions idéales et pour simpliﬁer la
présentation on restreindra la suite de la description des SIR à ce cas. Une généralisation dans
un cadre aléatoire a été étudiée dans [BJM08].
1.3.2 L'opérateur de dynamique réduite
Un état initial du sous-système S est donné par une matrice densité ρS . De la même manière
on note pρEj q1¤j¤M les états initiaux (matrices densité) des sous-systèmes Ej . A nouveau, pour
simpliﬁer la présentation, on supposera que les ρEj sont les copies d'un même état ρE et que
celui-ci est invariant pour la dynamique libre des Ej , i.e. eitHE ρE eitHE  ρE . L'état du système
couplé après n ¤M interactions est donné par la matrice de densité suivante
ρpnq : eiτH˜n    eiτH˜1

ρS b
Mâ
j1
ρEj

eiτH˜1    eiτH˜n .
En notant
Un : eiτH˜n    eiτH˜1 ,
on obtient alors que l'état du système S après ces n interactions est alors donné par la trace
partielle de ρpnq par rapport à l'environnement., i.e.
ρSpnq  TrHMenv

Un

ρS b
Mâ
j1
ρEj

Un
ﬀ
. (1.18)
De par la nature des SIR, les diﬀérents sous-systèmes pEjq1¤j¤M n'interagissent pas entre
eux ce qui se traduit par 
HEj , HEk
  0, @j  k.
De plus, le système S n'interagit qu'une seule fois avec chacun des sous-systèmes Ej ce qui se
traduit par
rHj , HEk s  0, @j  k.
Ainsi on peut factoriser Un sous la forme
Un  U n  eiτHn    eiτH1  Un (1.19)
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où
U n  exp

i
n1¸
j1
pn jqτHEj

et Un  exp

i
n¸
j2
pj  1qτHEj

.
L'opérateur U n décrit l'évolution (libre) des Ej après leur interaction avec S tandis que Un
décrit celle des Ej avant leur interaction avec S. Puisque les Ej sont initialement dans un état
invariant pour la dynamique libre les opérateurs Un ne jouent aucun rôle, et comme on s'intéresse
uniquement à la matrice densité réduite ρSpnq les U n ne jouent aucun rôle non plus (ce qui se
voit mathématiquement à l'aide de la cyclicité de la trace). En insérant (1.19) dans (1.18) on
obtient ainsi
ρSpnq
 TrHMenv

eiτHn    eiτH1

ρS b
Mâ
j1
ρEj

eiτH1    eiτHn
ﬀ
 TrHnenv

eiτHn    eiτH1

ρS b
nâ
j1
ρEj

eiτH1    eiτHn
ﬀ
 TrHEn

eiτHn

TrHn1env

eiτHn1    eiτH1

ρS b
n1â
j1
ρEj

eiτH1    eiτHn1
ﬀ
b ρEn

eiτHn
ﬀ
 TrHEn

eiτHn

ρSpn 1q b ρEn
	
eiτHn

. (1.20)
On rappelle que ni ρEn ni Hn ne dépendent de l'indice n. Le rôle de ce dernier est juste d'indiquer
quelle copie de E interagit avec S. L'équation (1.20) amène donc naturellement à la déﬁnition
suivante.
Déﬁnition 1.35. Etant donné un SIR idéal on déﬁnit l'opérateur L sur l'espace J1pHSq des
opérateurs de classe trace sur HS par
Lpρq : TrHE

eiτH pρb ρEq eiτH

, (1.21)
où H  HS  HE  V est le hamiltonien décrivant une interaction SE. L est appelé opérateur
de dynamique réduite.
Les propriétés de L ci-dessous découlent directement de sa déﬁnition.
Proposition 1.36. Pour tout SIR, l'opérateur de dynamique réduite L est un opérateur complè-
tement positif et préservant la trace sur J1pHSq. En particulier c'est un opérateur de contraction
(pour la norme trace).
L'opérateur L décrit la dynamique eﬀective de S lors d'une interaction. On a ainsi, pour tout
n ¤M ,
ρSpnq  LpρSpn 1qq, (1.22)
et donc, si S est initialement dans l'état ρS ,
ρSpnq  LnpρSq.
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On met ici en évidence l'évolution Markovienne mentionnée au début de l'introduction obtenue
à partir de la description Hamiltonienne des interactions.
A ce niveau le nombre M d'atomes ne joue plus de rôle et on considèrera par la suite un
nombre arbitraire d'interactions, l'idée étant d'étudier le comportement du système en temps
long, c'est-à-dire lorsque n tend vers l'inﬁni. Le temps physique est ici nτ puisque n décrit le
nombre d'interactions, chacune ayant une durée τ .
Dans ce qui précède nous nous sommes placés dans le point de vue de Schrödinger, nous
avons fait évoluer l'état du système en laissant les observables ﬁxes. On peut facilement obtenir
le point de vue dual (de Heisenberg) dans lequel l'état est ﬁxe et les observables évoluents. Le
dual de J1pHSq est identiﬁé avec BpHSq via le crochet de dualité
xO, ρy  TrpρOq.
On déﬁnit alors sur BpHSq l'adjoint L de L. Pour tous ρ P J1pHSq et O P BpHSq
TrpLpρqOq  TrpρLpOqq.
LpOq décrit l'évolution de l'observable O après une interaction. L'évolution, en temps discret,
de l'observable O est ainsi décrite par le semi-groupe pLnqnPN. En utilisant (1.21) on obtient
également la formule explicite suivante pour le calcul de L
LpOq  TrHE

eiτH O b 1lE eiτH 1lS b ρE

, @O P BpHSq. (1.23)
On a vu dans la Section 1.2.2 que pour décrire un système quantique on pouvait être amené
à considérer des états qui ne sont pas décrits par des matrices densité. Ce sera le cas dans
cette thèse pour modéliser les fuites dans la cavité. Pour cette raison on se placera par la suite
dans le point de vue de Heisenberg et on étudiera le semi-groupe pLnqnPN associé au modèle
d'interactions répétées décrit dans la section suivante. Aﬁn d'éviter d'avoir à écrire l'adjoint L
tout au long de la thèse on notera L  L l'opérateur déﬁni par (1.23). Il agira sur l'algèbre des
observables du système (on vériﬁera que cette dernière est bien invariante par L).
1.4 Le modèle de type maser à un atome
Le modèle considéré dans cette thèse modélise la situation suivante. Un champ électromagné-
tique quantiﬁé est piégé dans une cavité optique et interagit avec un faisceau d'atomes pEjqj¥1.
Le faisceau est réglé de façon à ce que les atomes interagissent un à la fois avec la cavité, comme
c'est le cas dans les travaux [DRBH87, GKG+07, RH07, RBH01], ce qui conduit à une structure
en interactions répétées telle que décrite dans la section précédente. En parallèle on considère
la situation dans laquelle la cavité n'est pas parfaitement isolée et on la couple donc, de façon
continue, avec un environnement modélisé par un gaz de bosons sans interactions ni conden-
sat de Bose-Einstein et initialement à l'équilibre thermique. En désignant par C la cavité et R
l'environnement additionnel le système est donc représenté par le schéma suivant
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Ce système pourra être considéré comme un système en interactions répétées mais dans lequel
le petit système S sera le système composé S  C  R.
1.4.1 Modélisation mathématique du modèle
Dans cette section on propose une modélisation mathématique du système que l'on va consi-
dérer. On va supposer que les atomes sont préparés dans un mélange de deux états d'énergies
E0   E et on supposera que la cavité est presque résonante avec la transition entre ces deux
niveaux d'énergie. On négligera les modes non-résonants et on ne considèrera qu'un seul mode
de fréquence θ  E E0. Sans perte de généralité on pourra supposer que E0  0 et on décrira
les atomes par des systèmes à deux niveaux (fondamental d'énergie 0 et excité d'énergie E).
La cavité C. L'espace de Hilbert pour la cavité est l'espace de Fock bosonique sur l'espace C (on
ne considère qu'un mode)
HC : F pCq.
On notera par la suite ΩC le vecteur de vide correspondant. Pour alléger les notations on notera
simplement A  ap1q et A les opérateurs d'annihilation et de création (si c P C on a alors
apcq  c¯A et apcq  cA). Ils vériﬁent les relations de commutation canonique (ou CCR)
suivantes
rA,As  0, rA, As  0, rA,As  1l.
Le Hamiltonien de la cavité est
HC : dΓpθq  θAA
où θ ¡ 0 est le mode du champ électromagnétique considéré.
Remarque 1.37. Il est bien connu que ce système correspond à un oscillateur harmonique de
fréquence θ. Si Hosc  12P 2   θ
2
2 Q
2 est le hamiltonien d'un oscillateur de fréquence θ, agissant
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sur L2pRq et où Q et P sont les opérateurs de position et d'impulsion usuels, on déﬁnit les
opérateurs d'annihilation et de création
Aosc 
c
θ
2
Q i?
2θ
P, Aosc 
c
θ
2
Q  i?
2θ
P.
On a alors Hosc  θAoscAosc   θ2 . Si ψ désigne l'état fondamental de Hosc, l'opérateur
U : F pCq Q pAqnΩC ÞÑ pAoscqnψ P L2pRq
s'étend en un opérateur unitaire et on a UHCU1  Hosc  θ2 .
L'état initial de la cavité sera a priori arbitraire. L'algèbre des observables de la cavité est
naturellement
AC  BpHCq  CCRpCq, (1.24)
et la dynamique de la cavité libre est donnée par le groupe de -automorphismes
τ tCpOq  eitHC O eitHC .
Les atomes E. On considère ici des atomes à deux niveaux d'énergies 0 et E ¡ 0. L'espace de
Hilbert pour un atome est donc
HE : C2.
On introduit les opérateurs d'annihilation b et de création b sur C2 par
b :

0 1
0 0


, b :

0 0
1 0


.
Le hamiltonien d'un atome s'écrit alors
HE : Ebb 

0 0
0 E


.
La notation en terme d'opérateurs b{b prend sa source dans le fait que C2 est unitairement
équivalent à l'espace de Fock fermionique FpCq et dans ce point de vue HE  dΓpEq.
L'algèbre des observables pour un atome est AE  BpC2q. Ceux-ci sont initialement envoyés
dans une mixture des deux états fondamentaux et excités. Si on note p P r0, 1s la probabilité
que l'atome soit initialement dans l'état excité, l'état initial ωE d'un atome est donc donné par
ωEpOq  TrpρEOq où ρE est la matrice densité
ρE :

1 p 0
0 p


 p1 pqbb   pbb. (1.25)
La dynamique d'un atome libre est donnée par le groupe de -automorphismes
τ tEpOq  eitHE O eitHE .
L'interaction cavité-atome. L'interaction entre la cavité et un atome est donnée par l'opérateur
d'interaction
HIE : γpA Aq b bb, (1.26)
agissant surHCbHE et où γ P R est une constante de couplage. On peut noter deux particularités
de cette interaction :
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1. les atomes arrivant dans l'état fondamental sont transparents pour la cavité,
2. lors de l'interaction les atomes restent dans le même état qu'initialement (le terme HIE
commute avec le hamiltonien libre HE , et avec ρE).
Un autre choix d'interaction est plus couramment étudié dans la littérature, tant physique
[FJM86] que mathématique [BP09, Br14] : une interaction dipolaire dans l'approximation des
ondes tournantes
H˜IE : γpAb b  A b bq.
Cette dernière est cependant plus diﬃcile à traiter mathématiquement et dans cette thèse nous
nous restreindrons à l'interaction donnée par (1.26).
Ce choix d'interaction a été étudié dans [NVZ14], et peut être considéré comme une sorte de
limite d'atomes rigides. Dans cet article les auteurs étudient le modèle d'interactions répétées
cavité+atomes. Dans un premier temps ils considèrent le cas plus simple où la cavité est sans
fuites, autrement dit le modèle de SIR dont l'opérateur de dynamique réduite L est donné par
(1.21) avecH  HC HE HIE . Dans un deuxième temps ils modélisent les fuites dans la cavité en
ajoutant à l'évolution libre de la cavité des termes de nature dissipative (approche Markovienne).
Plus précisément, en l'absence d'interaction avec les atomes ils remplacent l'équation de Liouville
d
dtρ  irHC , ρs, voir (1.9), par l'équation de Lindblad
d
dt
ρ  irHC , ρs   1
2
σ prAρ,As   rA, ρAsq   1
2
σ  prAρ,As   rA, ρAsq , (1.27)
où les paramètres σ et σ  représentent respectivement les taux d'émission et d'absorption de
photons dans la cavité. L'objectif ici est de remplacer cet ajout de termes dissipatifs par une
interaction avec un réservoir additionnel, autrement dit de se placer entièrement dans l'approche
hamiltonienne.
Le réservoir R. L'environnement est modélisé par un gaz de bosons libres, non-massifs, initia-
lement à l'équilibre thermique à température inverse β ¡ 0 et sans condensat. Sa description
repose sur les objets introduits dans les Sections 1.1 et 1.2.4. L'espace à une particule est
hR  L2pR3,dkq,
et le hamiltonien à une particule est l'opérateur de multiplication par la fonction $pkq  |k|
hR : f ÞÑ $f.
k est l'impulsion et $pkq est appelé relation de dispersion. L'opérateur hR est auto-adjoint sur
son domaine naturel DphRq  tf P L2pR3q |$f P L2pR3qu.
On ﬁxe β ¡ 0. L'état initial sera donné par l'état quasi-libre ωRβ dont la fonction caractéris-
tique est donnée par (1.14), ou par une petite perturbation de celui-ci. L'algèbre des observables
sera donc (voir la ﬁn de la Section 1.2.4)
AR  CCRpfq, (1.28)
l'algèbre des CCR sur le domaine dense
f  tf P L2pR3q |$1{2f P L2pR3qu. (1.29)
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En particulier ωRβ est analytique et on pourra considérer les valeurs moyennes d'observables
données par des expressions polynomiales en terme des opérateurs de champs.
La dynamique libre du réservoir est donnée par le groupe de -automorphismes
τ tRpW pfqq W
 
eit$f

, f P f,
et ωRβ est un état pτ tR, βq-KMS. Alternativement on peut écrire
τ tRpW pfqq  eitHRW pfqeitHR ,
où
HR : dΓp$q
agissant sur
HR : F 
 
L2pR3,dkq .
On notera par la suite ΩR le vide de HR.
L'interaction cavité-réservoir. Pour décrire l'interaction entre la cavité et le réservoir on com-
mence par se donner une fonction ρ P hR  L2pR3,dkq, appelé facteur de forme. On fera sur ρ
l'hypothèse suivante.
(H1) La fonction ρ est invariante par rotation, strictement positive et vériﬁe
$1ρ P L2pR3,dkq.
Remarque 1.38. On sera amené ultérieurement à faire une hypothèse supplémentaire sur ρ,
essentiellement technique et liée à l'usage de déformations analytiques. Cette hypothèse n'est pas
nécessaire à ce niveau et on préfère la repousser aﬁn de clariﬁer la présentation.
L'interaction entre C et R est alors donnée par
HIR 
λ?
2
pA Aq b φ

$1{2ρ
	
agissant sur HC bHR et où λ P R est une constante de couplage. La présence du facteur
?
2 est
juste par convention. La raison de ce choix apparaitra clairement dans (1.33). A cette interaction
s'ajoute un terme supplémentaire, appelé contre-terme et déﬁni par
R : λ
2
4
$1ρ2 pA Aq2 b 1lR.
Ce terme additionnel n'agit de façon non-triviale que sur la partie cavité.
Remarque 1.39. Comme on l'a mentionné précédemment la cavité correspond à un oscillateur
harmonique quantique. Dans ce langage les deux termes de l'interaction s'écrivent
HIR  λθ1{2Qb φ

$1{2ρ
	
, R  λ
2θ
2
$1ρ2Q2 b 1lR,
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où Q désigne l'opérateur de position sur L2pRq. Cette interaction provient d'une approxima-
tion dipolaire à partir d'un modèle oscillateur harmonique + champ électromagnétique avec
couplage minimal, voir par exemple [Sp97]. On peut voir alors que le contre-terme R a un rôle
de renormalisation de la fréquence de l'oscillateur, dûe à la présence du champ. Ainsi qu'on
l'a mentionné au début de l'introduction, le système couplé cavité+réservoir a été étudié dans
[Ar81a, Ar81b, Ko11a] en partant de ce point de vue oscillateur harmonique.
Le système couplé. Le système étudié dans cette thèse est composé de la cavité, d'un faisceau
d'atomes et du réservoir. La cavité interagit de façon continue avec le réservoir et sous le schéma
des interactions répétées avec les atomes. Les atomes et le réservoir n'interagissent pas directe-
ment mais uniquement via la cavité. L'idée est que le temps d'interaction τ entre le mode du
champ et les atomes est beaucoup plus petit que le temps de relaxation dû à la présence du
réservoir. Les atomes n'ont donc pas le temps de ressentir les eﬀets du réservoir au cours de leur
interaction avec le champ.
Ainsi le système étudié peut être vu comme un système de type SIR dans lequel S est le
système couplé cavité+réservoir, les Ej sont les atomes et l'interaction entre S et les Ej est
décrite par (1.26). Comme on l'a vu dans la Section 1.3, pour comprendre le système total il suﬃt
de décrire le système couplé pour une interaction. On obtient ainsi l'opérateur de dynamique
réduite associé dont il s'agira de comprendre le comportement des itérés. On commence donc
par décrire le système couplé cavité+ réservoir + 1 atome.
L'espace de Hilbert pour une interaction est donc
H  HC bHR bHE  F pCq b F pL2pR3,dkqq b C2,
et le hamiltonien du système couplé est
H : HC  HR  HE  HIR  R HIE (1.30)
Remarque 1.40. Comme mentionné à la ﬁn de la Section 1.3.1 on a omis ici d'écrire certains
facteurs 1l. Par exemple HIE agit trivialement sur la partie réservoir et devrait s'écrire γpA  
Aq b 1lR b bb.
Le Hamiltonien du système couplé cavité + réservoir en l'absence d'atome jouera un rôle
primordial par la suite. On notera
H0 : HC  HR et HC R : H0  HIR  R. (1.31)
Ces opérateurs agissent sur HC bHR  F pCq b F pL2pR3,dkqq.
Comme on l'a vu dans la Section 1.1.3 on peut identiﬁer le produit tensoriel F pCq b
F pL2pR3,dkqq avec
HC R : F pC` L2pR3,dkqq.
Notation 1.41. Dans la suite de cette thèse on notera hC R  C` L2pR3,dkq, et alternative-
ment c `f ou

c
f


un élément générique de hC R, avec c P C et f P L2pR3,dkq. Dans le même
esprit, si κ P R et hR est un opérateur auto-adjoint sur L2pR3,dkq on pourra noter alternative-
ment κ`hR ou

κ 0
0 hR


l'opérateur auto-adjoint sur C`DphRq déﬁni par c` f ÞÑ κc`hRf .
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Via cette identiﬁcation les opérateurs H0, HIR , R et HIE s'écrivent
H0  dΓph0q, où h0  θ `$, (1.32)
HIR  λφ p1` 0q φ

0`$1{2ρ
	
, (1.33)
R  λ
2
2
$1ρ2 φp1` 0q2, (1.34)
HIE  γ
?
2φp1` 0q b bb. (1.35)
Les opérateurs H0, HIR et R agissent sur F pC`L2pR3,dkqq, h0 sur C`L2pR3,dkq et HIE sur
F pC` L2pR3,dkqq b C2. On se placera désormais dans cette description du système C  R.
Finalement l'algèbre des observables du petit système cavité+réservoir est
AC R : AC b AR  CCRpC` fq
où f a été déﬁni en (1.29).
1.4.2 L'opérateur de dynamique réduite
Comme on l'a vu dans la Section 1.3.2, la structure en interactions répétées permet de
ramener l'étude du comportement en temps long du système cavité+réservoir à l'étude des
itérés de l'opérateur de dynamique réduite L donné en (1.23) et où ici H est le hamiltonien
couplé (1.30). Comme on l'a indiqué en (1.16) il faut au préalable s'assurer que H déﬁnit bien
un opérateur auto-adjoint. Notons que H peut se mettre sous la forme
H  HC R b p1lE  bbq  

HC R   γ
?
2φp1` 0q   E
	
b bb.
La base orthonormée de C2 formée des états fondamentaux et excités de HE permet d'identifer
HC R b C2 avec HC R `HC R. L'opérateur H est alors diagonal par blocs
H 

HC R 0
0 HC R   γ
?
2φp1` 0q   E


, (1.36)
et l'étude de son auto-adjonction se ramène donc à celle des opérateurs apparaissant sur la
diagonale.
Remarque 1.42. On retrouve ici que si un atome arrive dans son état fondamental il est
transparent pour la cavité.
L'opérateur h0 déﬁni en (1.32) est auto-adjoint sur son domaine naturel
Dph0q  C` tf P L2pR3q |$f P L2pR3qu.
L'opérateur H0  dΓph0q est donc essentiellement auto-adjoint sur Ffin  pDph0qq, voir Section
1.1.1. On notera DpH0q le domaine de son unique extension auto-adjointe.
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Proposition 1.43. Les opérateurs
H : HC R  H0  HIR  R et H  : HC R   γ
?
2φp1` 0q   E (1.37)
sont auto-adjoints sur DpH0q. En conséquence
H  H b p1lE  bbq  H  b bb (1.38)
est auto-adjoint sur DpH0q b C2.
L'auto-adjonction de H  HC R sur DpH0q a été montrée dans [Ar81a] en utilisant le
Théorème du commutateur de Nelson ([RS2], Section X.5). On reviendra dessus dans le Chapitre
2 lorsque nous étudierons la question de la diagonalisation de l'opérateur H. L'auto-adjonction
de H  découle de celle de H via le Théorème de Kato-Rellich ([RS2], X.2). La preuve sera
donnée dans la Section 2.1.
Bien que l'algèbre des observables CCRpC` fq ne soit pas BpHC Rq tout entier, à ce niveau-
ci l'opérateur L est bien déﬁni sur BpHC Rq. La structure (1.38) de H permet d'obtenir une
expression plus maniable de L qui ne fait pas apparaitre de trace partielle.
Proposition 1.44. Pour tout O P B  F pC` L2pR3qq on a
L pOq  p1 pq eiτH O eiτH   p eiτH  O eiτH  . (1.39)
Remarque 1.45. On peut voir ici que le choix particulier de l'interaction HIE , en particulier
le fait qu'elle commute avec HE (et avec ρE), entraine l'apparition d'une sorte de processus
classique. Si on note X la variable aléatoire (de Bernoulli) prenant la valeur 1 avec probabilité
p1 pq et  1 avec probabilité p, et si HX désigne l'opérateur auto-adjoint égal à H si X  1
et à H  si X   1, l'évolution d'une observable O au cours d'une interaction est donnée par
eiτHX O eiτHX où X  1 correspond au cas où l'atome arrive dans l'état fondamental et
X  1 à celui où il arrive dans l'état excité. L'opérateur de dynamique réduite est alors obtenu
comme l'espérance de cette évolution : LpOq  E  eiτHX O eiτHX .
Si on se donne maintenant une suite pXnqn de variables aléatoires i.i.d de même loi que X
(la variable Xn va décrire l'état initial du n-ème atome) on pourra alors écrire
LnpOq  E  eiτHX1    eiτHXn O eiτHXn    eiτHX1  .
Preuve. L'identité (1.38) permet d'écrire
eiτH  eitH b p1lE  bbq   eitH  b bb.
Par ailleurs on a ρE  p1  pqp1lE  bbq   pbb. En partant de (1.23) on a donc, pour tout
O P B  F pC` L2pR3qq,
L pOq
 TrC2

eiτH pO b 1lEq eiτH p1lC R b ρEq

 TrC2

eiτH b p1lE  bbq   eiτH  b bb
	
O b 1lE
	
eiτH b p1lE  bbq   eiτH  b bb
	


p1 pq1lC R b p1lE  bbq   p1lC R b bb
	
 p1 pq eiτH O eiτH   p eiτH  O eiτH  ,
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où à la dernière ligne on a utilisé le fait que p1lE  bbqbb  0 (bb est le projecteur sur l'état
excité de l'atome).
Remarque 1.46. On peut aussi écrire le calcul ci-dessus en utilisant l'identiﬁcation de HC Rb
C2 avec HC R `HC R comme dans (1.36). On voit alors que le produit présent dans la trace
partielle correspond simplement à un produit de matrices diagonales par blocs.
A ce niveau il n'est pas évident que l'algèbre des observables AC R  CCRpC ` fq soit
invariante par L et il s'agira de s'en assurer comme on l'a mentionné à la ﬁn de la Section 1.3.2.
1.5 Plan de la thèse
L'objectif de cette thèse est d'étudier le comportement en temps long du modèle présenté dans
la section précédente. Celui-ci repose principalement sur l'étude de l'opérateur de dynamique
réduite L et la Proposition 1.44 montre que les opérateurs H et H  déﬁnis en (1.37) joueront
un rôle important.
Le Chapitre 2 est consacré à l'étude de ceux-ci. En plus du caractère auto-adjoint de H  sur
DpH0q on s'intéressera surtout à la diagonalisation de l'opérateur H aﬁn de pouvoir faciliter le
calcul de l'évolution des observables de Weyl W pfq, f P C` f. Ce chapitre s'appuiera principa-
lement sur les travaux de Nam, Napiórkowki et Solovej [NNS16] concernant la diagonalisation
des Hamiltoniens bosoniques quadratiques. Il s'appuiera également, pour traiter l'évolution en-
gendrée par H , sur l'article [Der03] qui concerne les perturbations linéaires d'opérateur dΓphq.
Les principaux résultats sur le comportement en temps long du système seront présentés dans
le Chapitre 3. Nous étudierons d'abord l'évolution des observables de Weyl. Nous obtiendrons
des formules explicites pour l'évolution au temps n (Proposition 3.3) que nous utiliserons ensuite
pour en déduire le comportement en temps long du système (Théorème 3.9). Nous étudierons
également l'évolution d'observables généralisées du type φpfq ou φpfqφpgq (Proposition 3.4 et
Théorème 3.19). Ces résultats seront utilisés entre autre pour étudier les variations d'énergie.
Ainsi qu'on peut le voir dans (1.15) le hamiltonien total décrivant un système en interactions
répétées est dépendant du temps (constant par morceaux). Il n'y a donc aucune raison pour
que l'énergie totale du système soit conservée au cours du temps. Le système étant inﬁniment
étendu cette énergie est bien sûr inﬁnie et on s'intéressera à la variation de l'énergie totale
(Théorème 3.25). En plus de la variation totale on s'intéressera aux échanges d'énergie dans le
système. Comme on l'a mentionné le choix de l'interaction HIE a pour eﬀet que l'état des atomes
reste invariant et donc l'énergie dans le faisceau d'atome sera inchangée. Cependant la cavité
étant de dimension inﬁnie (c'est essentiellement un oscillateur harmonique) il est intéressant
d'étudier les échanges d'énergie entre celle-ci et le réservoir (Théorème 3.29). On terminera ce
chapitre en comparant les divers résultats avec ceux obtenus dans [NVZ14] en utilisant la version
markovienne de ce modèle.
Ainsi qu'on l'a mentionné au début de cette introduction, le fait de se placer dans l'approche
markovienne n'a pas permis d'aborder les questions de production d'entropie dans [NVZ14].
Celles-ci feront l'objet du Chapitre 4. L'outil clé sera la formule de production d'entropie (4.12).
Celle-ci a été prouvée dans [JP03] et repose en particulier sur la théorie de perturbation des états
KMS d'Araki [A75, A77]. Nous aurons besoin ici d'une petite généralisation de cette formule
(Théorème 4.42). Enﬁn on reliera la production d'entropie aux variations d'énergie étudiées dans
la Section 3.3 et on vériﬁera que le système satisfait le second principe de la thermodynamique.
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On donnera en appendices quelques notations et un résultat provenant des travaux [Ar81a],
[Ko11a] et [Ko11b].
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Chapitre 2
Etude des opérateurs H et H 
Comme on l'a vu dans la Section 1.4 nous allons dans un premier temps étudier certaines
propriétés des opérateurs H et H  déﬁnis en (1.37). D'une part leur caractère auto-adjoint est
nécessaire aﬁn de s'assurer que la dynamique du système est bien déﬁnie. D'autre part, comme
on l'a vu dans la Proposition 1.44, la dynamique réduite des observables du système C  R se
ramène à celle des groupes unitaires engendrés par H et H .
L'opérateur H fait partie de la classe des opérateurs bosoniques quadratiques. C'est-à-dire
qu'ils peuvent s'écrire sous forme d'expression quadratique en les opérateurs d'annihilation et
de création comme le montrent (1.31)-(1.34), voir aussi la Remarque 1.7. Pour un opérateur de
seconde quantiﬁcationH  dΓphq, ce qui correspond à l'absence de terme de la forme apfqapgq
ou apfqapgq dans l'expression quadratique, l'évolution d'observables de Weyl se ramène à l'espace
à une particule et à l'étude du groupe unitaire eith, voir (1.5). Cependant l'opérateurH contient
de tels termes du type apfqapgq ou apfqapgq. L'idée est donc de diagonaliser l'opérateur H.
Plus précisément on va montrer qu'il existe une transformation, dite de Bogoliubov, telle que
H soit unitairement équivalent, à constante près, à un opérateur de seconde quantiﬁcation. La
diagonalisation des Hamiltoniens bosoniques quadratiques remonte à [Bog47] et a été étudiée
récemment dans [BB16, GS13, LNSS15, NNS16].
2.1 Auto-adjonction
Comme nous l'avons mentionné précédemment Arai a montré dans [Ar81a] que l'opérateur
H est auto-adjoint sur DpH0q en utilisant le Théorème du commutateur de Nelson, et que par
ailleurs celui-ci est positif. Nous reviendrons dessus par une méthode alternative via le Théorème
KLMN ([RS2], X.2) à la ﬁn de la Section 2.2.2. Dans cette section nous achevons la preuve de
la Proposition 1.43 en montrant que l'opérateur H  est également auto-adjoint sur DpH0q. On
rappelle que H  peut sécrire
H   H   γ pap1` 0q   ap1` 0qq   E.
L'idée est de montrer que la perturbation γ pap1` 0q   ap1` 0qq est relativement bornée par
rapport à H avec borne inﬁnitésimale, ce qui permet ainsi d'appliquer le Théorème de Kato-
Rellich.
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La Proposition 1.8 avec f  1` 0 et h  θ ` 0 nous donne, pour tout ϕ P DpH0q,
} pap1` 0q   ap1` 0qqϕ}2 ¤ 2}ap1` 0qϕ}2   2}ap1` 0qϕ}2
¤ 4
θ
xϕ,dΓpθ ` 0qϕy   2}ϕ}2. (2.1)
Si on prend maintenant f  0 ` $1{2ρ et h  0 ` $, l'Hypothèse (H1) assure que f P
Dph1{2q et on peut donc à nouveau appliquer la Proposition 1.8. On a ainsi pour tout ϕ P DpH0q
xϕ, pdΓp0`$q  HIR  Rqϕy
¥
A
ϕ,

}$1ρ}2ap0`$1{2ρqap0`$1{2ρq
  λ?
2
φp1` 0q

ap0`$1{2ρq   ap0`$1{2ρq
	
  λ
2
2
}$1ρ}2 φp1` 0q2


ϕ
F

 λ?2}$1ρ}φp1` 0q   }$1ρ}1ap0`$1{2ρq


ϕ
2
¥ 0. (2.2)
En combinant (2.1) et (2.2) on obtient, pour tout ϕ P DpH0q et ε ¡ 0,
} pap1` 0q   ap1` 0qqϕ}2 ¤ 4
θ
xϕ,Hϕy   2}ϕ}2
¤ ε}Hϕ}2  

2  4
εθ2


}ϕ}2,
ce qui prouve que γ pap1` 0q   ap1` 0qq est H-borné avec borne inﬁnitésimale. L'auto-
adjonction de H  sur DpH0q en découle par application du Théorème de Kato-Rellich.
Remarque 2.1. L'inégalité (2.2) assure que
xϕ,Hϕy ¥ xϕ,dΓpθ ` 0qϕy ¥ 0,
et donc que l'opérateur H est bien positif.
2.2 Diagonalisation de H
Comme on l'a indiqué précédemment, l'opérateur H déﬁni sur F phC Rq par
H  dΓph0q   λφp1` 0qφ

0`$1{2ρ
	
  λ
2
2
}$1ρ}2 φp1` 0q2,
fait partie de la classe des Hamiltoniens quadratiques bosoniques dans le sens où ils s'écrivent
comme une expression quadratique en a et a. De façon générale un Hamiltonien quadratique
bosonique est un opérateur, agissant sur un espace de Fock bosonique F phq, de la forme
H  dΓphq   1
2
¸
m,n¥0

〈JhRfm, fn〉 apfmqapfnq   〈JhRfm, fn〉apfmqapfnq
	
, (2.3)
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où h est un opérateur auto-adjoint positif sur h, J : hÑ h une conjugaison complexe, hR : hÑ h
un opérateur tel que Dphq  DphRq et réel symétrique, i.e. tel que hR  JhRJ , et pfnqn¥0 une
base Hilbertienne de h formée d'éléments appartenant àDphq. Ecrite ainsi une telle expression est
en général formelle. On peut lui donner un sens à l'aide de la théorie des formes quadratiques en
utilisant les notions de matrices densité à une particule. Nous n'en aurons cependant pas besoin
ici puisque nous savons déjà que H déﬁnit un opérateur auto-adjoint sur DpH0q, H0  dΓph0q.
Une grande simpliﬁcation ici vient du fait que H n'a qu'un nombre ﬁni de termes de la forme
apfqapgq et apfqapgq. L'opérateur hR sera donc ici de rang ﬁni. Nous renvoyons le lecteur à
l'article [NNS16] pour plus de détails sur la déﬁnition de l'opérateur H donné par (2.3) dans le
cas général.
Dans certains cas le Hamiltonien quadratique (2.3) peut être diagonalisé par une transfor-
mation dite de Bogoliubov. Plus précisément, sous certaines conditions suﬃsantes en termes des
opérateurs h et hR, on peut trouver un unitaire sur F phq qui transforme H en opérateur du
type dΓ tout en préservant l'algèbre des CCR, voir le Théorème 2.6 ci-dessous. Nous allons voir
dans cette section que cette théorie s'applique bien à l'opérateur H. Nous allons pour cela nous
baser sur les résultats de [NNS16]. Pour cela, on va commencer par rappeler quelques notations
et les principaux résultats que nous utiliserons. La présentation qui suit est largement inspi-
rée de l'introduction de [NNS16]. Dans un deuxième temps on montrera comment ces résultats
s'appliquent à notre cas.
2.2.1 Diagonalisation des hamiltoniens quadratiques bosoniques
N. Bogoliubov dans [Bog47] montre que la diagonalisation dans l'espace de Fock F phq, où
h est un espace de Hilbert, peut-être associée à une diagonalisation sur l'espace h ` h. Pour
cela il est nécessaire d'introduire la notion d'espace conjugué h et une conjugaison complexe
J : hÑ h. L'opérateur, dit d'interaction, hR est alors déﬁni sur h à valeurs dans h. Plusieurs
choix canoniques d'espace conjugué sont possibles, le plus simple étant de prendre h  h
et J une involution anti-unitaire. Ce choix est particulèrement adapté lorsqu'une conjugaison
complexe naturelle est présente comme dans le cas d'espaces de type L2, ce qui sera le cas ici
et justiﬁe donc ce choix. Nous adapterons la présentation donnée dans l'article [NNS16] à cette
situation. Pour plus de détails sur ces notions d'espaces conjugués nous renvoyons le lecteur par
exemple à [DG, Der17].
On déﬁnit sur h` h les opérateurs d'annihilation et de création généralisés
Apf ` Jgq  apfq   apgq, Apf ` Jgq  apfq   apgq, f, g P h,
et sur h` h
J 

0 J
J 0


, S 

1l 0
0 1l


L'opérateur J est anti-unitaire et S est unitaire. De plus
ApF q  ApJF q, rApF q, ApGqs  xF,SGy, @F,G P h` h. (2.4)
Déﬁnition 2.2. Un opérateur V borné sur h`h est dit unitairement implémentable sur l'espace
de Fock s'il existe un opérateur unitaire UV tel que
UVApF qUV  ApVF q, @F P h` h.
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En utilisant les deux identités dans (2.4) on peut voir que si V est implémentable alors pour
tous F,G P h` h on a
ApVF q  UVApF qUV  UVApJF qUV  ApVJF q  ApJVJF q,
et
xF,SGy  UVxF,SGyUV  UV rApF q, ApGqsUV  rApVF q, ApVGqs  xVF,SVGy,
d'où l'on déduit que
JVJ  V, VSV  S  VSV. (2.5)
La première identité dans (2.5) entraine que V peut s'écrire sous la forme
V 

U JV J
V JUJ


(2.6)
avec U : hÑ h, V : hÑ h et les autres identités (2.5) assurent que
UU  1  V V, UU  1  JV V J, V JU  UJV. (2.7)
On peut également noter qu'il découle de (2.5) que
V1  SVS.
Déﬁnition 2.3. Une transformation V qui vériﬁe (2.5) est appelée transformation de Bogoliu-
bov.
Remarque 2.4. Si V est unitairement implémenté par UV en prenant F  f ` Jf pour f P h
on en déduit que pour tout f P h on a
UVW pfqUV W ppU   JV qfq. (2.8)
C'est surtout sous cette forme que nous utiliserons les transformations de Bogoliubov dans la
suite. On peut noter ici qu'à cause de la présence de la conjugaison complexe J l'opérateur U JV
est seulement réel-linéaire. Nous reviendrons dessus ultérieurement, on verra en particulier que
c'est une transformation symplectique, voir la Section 2.3.1.
Le Théorème de Shale [Sh62] assure qu'une transformation de Bogoliubov V est implémen-
table si, et seulement si, V est Hilbert-Schmidt (voir également la Remarque 2.25 dans la Section
2.3.2). L'objectif de la diagonalisation des opérateurs quadratiques bosoniques est de trouver
une transformation de Bogoliubov V implémentable telle que en plus de (2.8) on ait
UVHUV  dΓpξq   C, (2.9)
où ξ est auto-adjoint sur h et C P R. Avant d'énoncer le résultat de [NNS16] voyons l'intérêt d'une
telle transformation. Si on note Z  U   JV , les relations (2.7) assurent que Z est inversible
d'inverse Z1  U  V J et en combinant (2.8) et (2.9) on obtient
eitHW pfqeitH  UV eitpdΓpξq Cq W pZfq eitpdΓpξq Cq UV
 UV W
 
eitξZf

UV
W  Z1eitξZf . (2.10)
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L'évolution d'observables de Weyl sous la dynamique engendrée par un tel opérateur quadratique
se réduit à l'étude de la dynamique wtpfq : Z1eitξZf sur l'espace à particule.
Dans [NNS16] les auteurs donnent des conditions suﬃsantes pour pouvoir diagonaliser un
Hamiltonien quadratique bosonique par une transformation de Bogoliubov. Comme on l'a men-
tionné ci-dessus une telle diagonalisation peut-être associée à la diagonalisation d'un certain
opérateur A déﬁni sur l'espace h` h.
Déﬁnition 2.5. Soient h un opérateur auto-adjoint tel que h ¡ 0 et hR un opérateur réel
symétrique tel que Dphq  DphRq. On déﬁnit l'opérateur A sur Dphq ` JDphq par
A :

h JhRJ
hR JhJ


.
On regroupe dans le théorème ci-dessous les deux Théorèmes de [NNS16] que nous utiliserons.
Théorème 2.6. ([NNS16], Thm 1 et 2). Soient h, hR et A comme dans la Déﬁnition 2.5.
1. On suppose que l'opérateur G : Jh1{2JhRh1{2 est densément déﬁni et s'étend à un
opérateur borné vériﬁant }G}   1. Alors A déﬁnit un opérateur auto-adjoint avec A ¡ 0. De
plus A peut être diagonalisé sur h` h par une transformation de Bogoliubov V dans le sens où
il existe un opérateur auto-adjoint ξ ¡ 0 sur h tel que
VAV 

ξ 0
0 JξJ


,
et on a
}V} ¤

1  }G}
1 }G}

1{4
.
2. Si de plus l'opérateur G est Hilbert-Schmidt et en mettant V sous la forme (2.6), V est
Hilbert-Schmidt aussi avec
}V }HS ¤ 2
1 }G}}G}HS ,
où }  }HS désigne la norme Hilbert-Schmidt. En particulier V est unitairement implémentable.
3. Si on suppose de plus que l'opérateur hRh
1{2 est Hilbert-Schmidt alors le Hamiltonien
quadratique H, donné par l'expression formelle (2.3), déﬁnit une forme quadratique bornée in-
férieurement et fermable. Sa fermeture déﬁnit donc un opérateur auto-adjoint qu'on note encore
H. De plus, si UV est l'opérateur unitaire sur l'espace de Fock implémentant la transformation
de Bogoliubov V alors
UVHUV  dΓpξq   inf sppHq,
où sppHq désigne le spectre de H.
Remarque 2.7. Dans le cas de l'opérateur H étudié ici l'intérêt du point 3. dans le théorème
précédent est l'équivalence unitaire, à constante près, avec un opérateur dΓpξq. L'auto-adjonction
de H est en eﬀet déjà assurée par les travaux de Arai.
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2.2.2 Application à l'opérateur H
Dans cette section nous montrons que les résultats de [NNS16] donnés dans la section précé-
dente s'appliquent au cas de l'opérateur H. Ici h  hC R  C ` L2pR3,dkq et la conjugaison
complexe J est la conjugaison usuelle
J : c` f ÞÑ c¯` f¯
où f¯ est la fonction déﬁnie par f¯pkq  fpkq. On va commencer par identiﬁer les opérateurs h et
hR permettant de mettre H sous la forme (2.3).
Si on note f0  1` 0 et f1 le vecteur 0`$1{2ρ normalisé alors H peut se mettre sous la
forme
H  dΓph0q   λφpf0qφ pf1q   λ
2
2
}$1ρ}2 φpf0q2
 dΓph0q   λ}$
1{2ρ}
2

apf1qapf0q   apf0qapf1q
	
  λ
2}$1ρ}2
2
apf0qapf0q
  λ}$
1{2ρ}
2

apf0qapf1q   apf0qapf1q
	
  λ
2}$1ρ}2
4

apf0qapf0q   apf0qapf0q
	
  λ
2}$1ρ}2
4
.
Soit hR l'opérateur agissant sur C` L2pR3q et déﬁni par
hR  1
2

λ2}$1ρ}2 λ @$1{2ρ
λ
$1{2ρD 0


. (2.11)
Remarque 2.8. Comme $1{2ρ P L2  R3 l'opérateur hR est borné. Par ailleurs le fait que ρ
soit à valeurs réelles assure que hR vériﬁe bien JhRJ  hR. En fait on a en plus hR auto-adjoint.
On vériﬁe alors aisément que l'opérateurH λ
2}$1ρ}2
4 est de la forme (2.3) avec h  h0 hR
et où hR est donné par (2.11). Comme hR est borné h est auto-adjoint sur Dphq  Dph0q et on
a évidemment Dphq  DphRq. Notons aussi que les opérateurs h et h0 ont également le même
domaine de forme, i.e. Dp|h|1{2q  Dph1{20 q.
Dans la suite de cette section nous allons montrer que toutes les hypothèses du Théorème
2.6 sont satisfaites :
1. L'opérateur h est déﬁni positif, ce sera l'objet du Lemme 2.9, et ainsi l'opérateur h1{2 est
bien déﬁni et Dph1{2q  Dph1{20 q.
2. L'opérateur G  Jh1{2JhRh1{2 est densément déﬁni et s'étend en un opérateur borné
avec }G}   1 (Proposition 2.10). On peut ici noter que l'opérateur h commute avec la
conjugaison J , cela provient du fait que h0 est un opérateur de multiplication et du fait que
hR est à la fois réel symétrique et auto-adjoint. Ainsi l'opérateur G s'écrit ici simplement
G  h1{2hRh1{2. (2.12)
3. Les opérateurs hRh1{2 et G sont Hilbert-Schmidt.
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Lemme 2.9. L'opérateur h, auto-adjoint sur Dph0q, est déﬁni positif.
Preuve. Soit c` f P Dph0q, on aB
c
f


, h

c
f

F


θ   λ
2}$1ρ}2
2


|c|2   λ Re

c¯ x$1{2ρ, fy
	
  }$1{2f}2. (2.13)
Par ailleurs on aλ Re c¯ x$1{2ρ, fy	
¤ |λ| $1ρ |c| $1{2f
¤ |λ|
2
$1ρθ   λ2}$1ρ}2
2

1{2 
θ   λ
2}$1ρ}2
2


|c|2   }$1{2f}2

, (2.14)
où on a utilisé l'inégalité |ab| ¤ 12 pa2   b2q avec a 

θ   λ
2}$1ρ}2
2

1{2
|c| et b  }$1{2f}. En
insérant (2.14) dans (2.13) on a ainsiB
c
f


, h

c
f

F
¥

1 |λ|
2
$1ρθ   λ2}$1ρ}2
2

1{2
loooooooooooooooooooooooooooomoooooooooooooooooooooooooooon
¡0

θ   λ
2}$1ρ}2
2


|c|2   }$1{2f}2

.
l
On s'intéresse maintenant à l'opérateur G donné formellement par (2.12).
Proposition 2.10. Le domaine
DpGq :
!
ψ P Dph1{2q  hRh1{2ψ P Dph1{2q)
est dense dans hC R et l'opérateur G déﬁni sur DpGq par G : h1{2hRh1{2 s'étend à un
opérateur borné sur C` L2  R3 avec }G}   1. De plus G est Hilbert-Schmidt.
Comme hR  h h0 on peut écrire, au moins formellement, G sous la forme
G  1l h1{2h0h1{2
Il est donc naturel de s'intéresser à l'opérateur h1{20 h
1{2.
Lemme 2.11. Pour tout ψ P Dph1{20 q  Dph1{2q on a
Bxψ, h0ψy ¤ xψ, hψy ¤ B xψ, h0ψy, (2.15)
où
B 
a
λ2}$1ρ}2   4θa
λ2}$1ρ}2   4θ 	 |λ|}$1ρ}. (2.16)
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En conséquence l'opérateur h
1{2
0 h
1{2 initialement déﬁni sur Dph1{2q s'étend à un opérateur
borné inversible. De plus h1{2h0h1{2  ph1{20 h1{2qph1{20 h1{2q vériﬁe
0   B1  ¤ h1{2h0h1{2 ¤ B1   2. (2.17)
Remarque 2.12. Il découle du fait que h1{20 h
1{2 s'étend à un opérateur borné qu'on a également
Dph1{20 q  Dph1{2q. En eﬀet, si ϕ P Dph1{20 q et ψ P Dph1{2q on peut écrire
|xh1{20 ϕ, h1{2ψy|  |xϕ, h1{20 h1{2ψy| ¤ B1{2 }ϕ}}ψ},
ce qui prouve que h
1{2
0 ϕ P Dph1{2q et donc Dph1{20 q  h1{20 Dph1{20 q  Dph1{2q.
Preuve. La preuve est dans le même esprit que celle du Lemme 2.9. Soit ψ  c` f P Dph1{2q.
Pour tout K ¡ 0 on a
xψ, hψy  θ |c|2  
$1{2f2   λ2}$1ρ}2
2
|c|2   λ Re

c¯ x$1{2ρ, fy
	
¤ θ |c|2  
$1{2f2   λ2}$1ρ}2
2
|c|2   |λ| $1ρ |c| $1{2f
¤ θ |c|2  
$1{2f2   λ2}$1ρ}2
2
|c|2   |λ|}$
1ρ}
2

K|c|2   1
K
}$1{2f}2


.
En prenant K  1
2
a
λ2}$1ρ}2   4θ  |λ|}$1ρ}
	
on obtient
xψ, hψy ¤ B 

θ |c|2  
$1{2f2
  B xψ, h0ψy.
L'autre inégalité s'obtient de même en écrivant, pour tout K ¡ 0,
xψ, hψy ¥ θ |c|2  
$1{2f2   λ2}$1ρ}2
2
|c|2  |λ|}$
1ρ}
2

K|c|2   1
K
}$1{2f}2


,
puis en prenant K  1
2
a
λ2}$1ρ}2   4θ   |λ|}$1ρ}
	
.
Si ψ P Dph1{2q alors h1{2ψ P Dph1{2q et donc en appliquant la première inégalité de (2.15)
à h1{2ψ on obtient
}h1{20 h1{2ψ} ¤ B1{2 }ψ},
ce qui prouve que h1{20 h
1{2 s'étend à un opérateur borné, de norme inférieure à B1{2  
?
2.
Un argument similaire prouve que h1{2h1{20 s'étend aussi en opérateur borné et donc h
1{2
0 h
1{2
est inversible.
Finalement (2.17) découle directement de (2.15). l
Preuve de la Proposition 2.10. On rappelle que hR est donné par (2.11). L'hypothèse (H1)
assure que RanphRq  Dph1{20 q  Dph1{2q et donc!
ψ P Dph1{2q  hRh1{2ψ P Dph1{2q)  Dph1{2q
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est dense. Par ailleurs (H1) assure également que hRh
1{2
0 déﬁni un opérateur borné et donc
hRh
1{2 et G  h1{2hRh1{2 également. Comme hR est de rang ﬁni l'opérateur G l'est égale-
ment donc en particulier Hilbert-Schmidt.
Il reste à montrer que }G}   1. Puisque hR  h h0, pour tout ψ P Dph1{2q on peut écrire
xψ,Gψy  xψ, p1l h1{2h0h1{2qψy
et (2.17) donne
p1B1 q}ψ}2 ¤ xψ,Gψy ¤ p1B1  q}ψ}2.
L'opérateur G vériﬁe donc (on rappelle que B1   2)
}G} ¤ max  1B1  , B1  1(   1.
l
Remarque 2.13. Le fait que hR soit de rang ﬁni et hRh1{2 déﬁnisse un opérateur borné assure
que hRh
1{2 est également de rang ﬁni et donc en particulier Hilbert-Schmidt.
Le Lemme 2.9, la Proposition 2.10 et la Remarque ci-dessus prouvent que dans notre cas
toutes les hypothèses du Théorème 2.6 sont satisfaites. On en déduit donc le résultat suivant
concernant la diagonalisation de l'opérateur H.
Théorème 2.14. Il existe une transformation de Bogoliubov V 

U JV J
V JUJ


sur hC R`hC R
avec V Hilbert-Schmidt, un opérateur unitaire UV sur F phC Rq et un opérateur auto-adjoint
ξ ¡ 0 sur hC R tels que
UVApF qUV  ApVF q, @F P hC R ` hC R, (2.18)
V

h JhRJ
hR JhJ


V 

ξ 0
0 JξJ


, (2.19)
et
UVHUV  dΓ pξq   inf sppHq. (2.20)
Remarque 2.15. On peut noter que l'auto-adjonction de l'opérateur H fait partie des résultats
du Théorème 2.6, ce qui fournit ainsi une autre preuve que celle de [Ar81a]. Cependant le
Théorème 2.6 ne fournit aucune information sur le domaine de H alors que dans [Ar81a]
l'auteur montre qu'on a DpHq  DpH0q. La raison principale est que les travaux de [NNS16]
se basent essentiellement sur des techniques de formes quadratiques. On pourrait donc s'attendre
à obtenir par cette méthode une information sur le domaine de forme de H. C'est en eﬀet le
cas comme on le montre ci-dessous.
Proposition 2.16. Le domaine de forme de H est égal à celui de H0, i.e. DpH1{2 q  DpH1{20 q.
Corollaire 2.17. Le domaine de forme de H  est égal à celui de H0, i.e. Dp|H |1{2q  DpH1{20 q.
Remarque 2.18. L'égalité entre les domaines de forme de H0 et H avait été notée dans
[Ar81a].
44 CHAPITRE 2. ETUDE DES OPÉRATEURS H ET H 
L'identité (2.15) assure que les formes quadratiques positives dΓphq et H0  dΓph0q ont
même domaine. Il suﬃt donc de montrer que le domaine de forme de H est le même que celui
de dΓphq. Le résultat découle du lemme ci-dessous en appliquant le Théorème KLMN.
Lemme 2.19. Au sens des formes quadratiques HdΓphq est relativement bornée par rapport
à dΓphq avec borne relative inférieure ou égale à }G}   1.
La preuve du Lemme est une application du résultat suivant de [NNS16].
Lemme 2.20. ([NNS16], Lemme 9) Si H est un Hamiltonien bosonique quadratique de la
forme (2.3) tel que h ¡ 0, h1{2hR est Hilbert-Schmidt et hR h1hR ¤ Λ JhJ avec 0 ¤ Λ   1,
alors
1 Λ1{2
	
dΓphq  Λ
1{2
2
h1{2hR2
HS
¤ H ¤

1  Λ1{2
	
dΓphq   Λ
1{2
2
h1{2hR2
HS
au sens des formes quadratiques. En particulier H  dΓphq est relativement borné au sens des
formes par rapport à dΓphq avec borne relative Λ1{2.
Preuve du Lemme 2.19. La positivité de h et le fait que h1{2hR soit Hilbert-Schmidt ont
déjà été prouvés (ce dernier est même de rang ﬁni).
On rappelle que h commute avec J et il reste donc à montrer que hR h1hR ¤ }G}2h. Il
suﬃt pour ça d'écrire
hR h
1hR  h1{2GGh1{2 ¤ }G}2h.
l
Preuve du Corollaire 2.17. Ça découle directement du résultat de la Section 2.1 et du
Théorème KLMN, en utilisant le fait que si un opérateur B est A-borné avec borne relative a
alors il est relativement borné au sens des formes par rapport à A avec même borne relative. l
2.3 Dynamique engendrée par H
2.3.1 Dynamique symplectique associée à H
Comme expliqué dans la Section 2.2 un des avantages de la diagonalisation du Hamiltonien
est de pouvoir calculer plus facilement l'évolution des observables et notamment des opérateurs
de Weyl W pfq. Comme on l'a noté dans la Section 2.2.1, voir (2.10), en combinant les identités
(2.18) et (2.20) du Théorème 2.14 on a, pour tout f P hC R,
eitHW pfqeitH W  Z1eitξZf , (2.21)
où Z  U   JV est inversible avec Z1  UV J , et U , V et ξ sont donnés par le Théorème
2.14. On notera que l'antilinéarité de J fait que Z est uniquement réelle-linéaire. Bien sur ici cela
ne semble pas simpliﬁer le problème puisque ni Z ni ξ ne sont explicites à ce niveau. L'objectif
de cette section est d'exprimer ces derniers, et en particulier l'opérateur Z1eitξZ à l'aide des
opérateurs h et hR.
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La structure sous-jacente aux transformations de Bogoliubov est en fait celle de transforma-
tion symplectique. On rappelle que si h est un espace de Hilbert alors l'application
h h Q pf, gq ÞÑ Im xf, gy
déﬁnit une forme symplectique.
Proposition 2.21. Si V 

U JV J
V JUJ


est une transformation de Bogoliubov sur h ` h et
Z  U   JV , alors Z est une transformation symplectique sur h, i.e.
Im xZf,Zgy  Im xf, gy, @f, g P h. (2.22)
Avant de donner la preuve de cette Proposition on introduit quelques notations que l'on
utilisera également ci-dessous. Cela permet de rendre plus transparents certains calculs qui
seraient autrement fastidieux. On introduit pour cela le sous-espace
Y  tF  f ` Jf P h` h | f P hu
de l'espace doublé h ` h vu comme R espace vectoriel. L'application σ : Y  Y Ñ R donnée
par
σpf ` Jf, g ` Jgq : Im xf, gy (2.23)
déﬁnit alors une forme symplectique sur Y. L'identité JVJ  V, voir (2.5), traduit alors le fait
que V laisse Y invariant et il est facile de voir que si F  f ` Jf P Y alors
VF  Zf ` JZf. (2.24)
Preuve de la Proposition 2.21. L'identité VSV  S traduit le fait que V déﬁnit une
transformation symplectique sur Y, i.e.
σpVF,VGq  σpF,Gq, @F,G P Y. (2.25)
La relation (2.22) découle directement de (2.23), (2.24) et (2.25). l
Cela nous conduit au théorème suivant qui sera mis en relation avec les résultats de [Ko11a]
dans la section suivante.
Théorème 2.22. Pour t P R on note wt  Z1eitξZ. Alors pwtqt déﬁnit un groupe fortement
continu de transformations symplectiques sur hC R. Son générateur est l'opérateur i ph JhRq,
et on a pour tout f P hC R et t P R
eitHW pfqeitH W pwtpfqq.
Preuve. Pour tout t P R, eitξ est unitaire donc symplectique. Comme Z est également symplec-
tique cela assure que wt est symplectique. Le fait que pwtqt déﬁnisse un groupe fortement continu
découle directement du fait que peitξqtPR est un groupe fortement continu (ξ est auto-adjoint)
et que Z et Z1 sont des opérateurs bornés.
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Il reste à justiﬁer que le générateur Z1iξZ de pwtqt est bien i ph JhRq. Les opérateurs
V, V et A 

h JhRJ
hR JhJ


laissent l'espace Y invariant et on vériﬁe facilement que si F 
f ` Jf P Y alors
VF  Zf ` JZf, (2.26)
où Z  U  V J 1, et
AF  ph  JhRqf ` Jph  JhRqf.
Ainsi l'identité de diagonalisation (2.19) du Théorème 2.14 se traduit par
Zph  JhRqZ  ξ. (2.27)
Par ailleurs l'opérateur iS préserve également Y et on a
iSpf ` Jfq  if ` Jif. (2.28)
En combinant (2.24), (2.26) et (2.28), l'identité VSV  S se traduit donc par la relation, on
rappelle que Z n'est que réel-linéaire,
ZiZ  i. (2.29)
Finalement, cette relation et (2.27) entrainent que, on rappelle que ξ est bien complexe-linéaire
lui,
Z1ξiZ  ph  JhRqZiZ  ph  JhRqi  iph JhRq.
l
2.3.2 Théorème de Shale et comparaison avec Arai-Konenberg
L'objectif de cette section est de comparer les résultats obtenus dans les Sections 2.2 et 2.3.1
avec certains résultats obtenus par Könenberg dans [Ko11a] et qui reposent sur des travaux
antérieurs de Arai, [Ar81a, Ar81b], et en particulier une diagonalisation explicite de l'opérateur
H. Ceux-ci requièrent un peu plus de régularité sur le facteur de forme ρ décrivant le couplage
cavité-réservoir. En plus de l'hypothèse (H1) on supposera à partir de maintenant que ρ P C2.
Cette hyopthèse n'est pas restrictive, on sera de toute manière amené à la renforcer par la suite
dans l'étude du comportement en temps long.
On commence par rappeler quelques notations. L'algèbre des observables du système ca-
vité+réservoir est AC R  CCRpC` fq, où
f :
!
g P L2pR3q |$1{2g P L2pR3q
)
,
tandis que AR  CCRpfq désigne l'algèbre des observables du réservoir seul, i.e. d'un gaz de
bosons libres. On rappelle également que ωRβ désigne l'état quasi-libre dont la fonction caracté-
ristique est donnée par (1.14), et que c'est un état KMS pour la dynamique libre τ tR du réservoir.
Le résultat suivant, issu de [Ko11a], montre que le système C  R est équivalent à un gaz de
bosons libres. La notion de transformation symplectique apparaissant dans le théorème est la
même que dans la section précédente, la forme symplectique étant donnée par la partie imaginaire
du produit scalaire.
1. Si Z : hÑ h est réelle-linéaire, Z désigne son adjoint sur h vu en tant qu'espace de Hilbert réel muni du
produit scalaire pf, gq : Re xf, gy.
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Théorème 2.23. ([Ko11a], Thm II.1) Il existe une unique application symplectique v : C`fÑ
f, tel que ν : AC R QW pfq ÞÑW pvpfqq P AR déﬁnisse un -isomorphisme et l'état
ωC Rβ : ωRβ  ν
est un état KMS à température inverse β pour la dynamique τ tC R engendrée par H  HC R,
i.e. τ tC RpAq  eitHA eitH pour A P AC R. Sa fonction caractéristique est donnée par
SC Rβ pfq : ωC Rβ pW pfqq  exp

1
4
B
vpfq, coth

β$
2


vpfq
F

. (2.30)
De plus, pour tout t P R on a
τ tR  ν  ν  τ tC R,
et il existe une unique transformation symplectique wt : C` fÑ C` f, tel que
eitH W pfq eitH W pwtpfqq et wt s  wt  ws.
On peut noter que la dernière assertion correspond au résultat obtenu dans la section précé-
dente dans laquelle on a obtenu une expression explicite du générateur du groupe pwtqtPR. Par
ailleurs les relations
νpW pfqq W pvpfqq et ν  τ tC R  τ tR  ν (2.31)
sont les directs analogues des relations
UVW pfqUV W pZfq et UVHUV  dΓ pξq   inf sppHq. (2.32)
En eﬀet, si on note ν˜ le -isomorphisme de AC R déﬁni par
ν˜pAq  UVAUV ,
alors les relations ci-dessus se traduisent par
ν˜pW pfqq W pZfq et ν˜  τ tC R  τ˜ tC R  ν˜
où τ˜ tC R est la dynamique engendrée par dΓpξq.
Comme on l'a indiqué ci-dessus le résultat du Théorème 2.23 repose sur les travaux de
[Ar81a]. En particulier il repose sur l'existence d'opérateurs d'annihilation et de création asymp-
totiques obtenue via des formules exactes, et plus ou moins explicites, pour l'évolution des obser-
vables de champs. Dans la suite de cette section nous allons voir comment la transformation de
Arai-Könenberg peut en fait être unitairement implémentée. En combinant cela avec les résul-
tats des sections précédentes on verra que l'on peut en fait écrire (2.31) sous une forme similaire
à (2.32). Pour cela on commence par rappeler quelques éléments sur l'implémentation unitaire
des transformations de Bogoliubov.
Etant donné un espace de Hilbert complexe h (ce dernier joue le rôle d'espace à une particule),
on note hR l'espace h vu comme espace de Hilbert réel muni du produit scalaire pf, gq  Re xf, gy.
La forme σpf, gq  Im xf, gy déﬁnit alors une forme symplectique sur hR. Etant donnée une
application réelle-linéaire R : hR Ñ hR on note alors R son adjoint pour le produit scalaire
p, q. Si R est une transformation symplectique sur hR, la question de l'implémentation unitaire
de R est : existe-t-il un unitaire UR sur F phq tel que W pRfq  URW pfqU1R pour tout f P h,
où les W pfq désignent les opérateurs de Weyl. La réponse est donnée par le Théorème de Shale
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Théorème 2.24. [Sh62] Soit R : h Ñ h une application linéaire bornée, inversible et symplec-
tique. Il existe un opérateur unitaire UR sur F phq tel que
W pRfq  URW pfqU1R , @f P h,
si et seulement si pRRq1{2  1l est Hilbert-Schmidt.
Lorsque R est symplectique, pour tous f, g P h on a
Im xf, gy  Im xRf,Rgy ðñ Re xif, gy  Re xiRf,Rgy  Re xRiRf, gy.
On en déduit que son adjoint R vériﬁe RiR  i, ou encore R1  iRi, où i désigne
l'opérateur de multiplication par i. Cette relation est l'équivalent de (2.29).
Puisque R est bornée l'opérateur pRRq1{2  1l est un opérateur borné inversible et la condi-
tion du Théorème de Shale est équivalente au caractère Hilbert-Schmidt de l'opérateur
RR 1l  R pR  iRiq  RipRi iRq,
et donc R est unitairement implémentable si et seulement si Ri iR est Hilbert-Schmidt.
Remarque 2.25. Dans le langage de la Section 2.3.1 cette condition est équivalent à la condi-
tion, voir (2.24) et (2.28), VS  SV 

0 2JV J
V 0


est Hilbert-Schmidt, et on retrouve donc
que V est implémentable si et seulement si V est Hilbert-Schmidt.
Aﬁn de pouvoir montrer que l'application symplectique v apparaissant dans le Théorème 2.23
est unitairement implémentable nous avons besoin d'une petite généralisation du Théorème de
Shale. En eﬀet ici les espaces de départ et d'arrivée ne sont pas les mêmes, respectivement
C` L2pR3q et L2pR3q. Elle est donnée par le Lemme suivant.
Lemme 2.26. Soit R : h1 Ñ h2 une application linéaire bornée, inversible et symplectique,
i.e. Im xRf,Rgyh2  Im xf, gyh1 pour tous f, g P h1. On note Wi les opérateurs de Weyl sur
F phiq, pour i  1, 2. L'application R est unitairement implémentable, dans le sens où il existe
un opérateur unitaire UR : F ph1q Ñ F ph2q tel que
W2pRfq  UW1pfqU, @f P h1
si et seulement si pRRq1{21l est un opérateur Hilbert-Schmidt sur h1, ou de façon équivalente
si l'opérateur Ri iR : h1 Ñ h2 est Hilbert-Schmidt.
Preuve. L'équivalence entre les caractères Hilbert-Schmit des opérateurs pRRq1{2  1l et
Ri iR se montre comme dans le cas h1  h2.
On note R  V |R| la décomposition polaire de R avec |R| : h1 Ñ h1 et V : h1 Ñ h2
une application orthogonale (R est réelle-linéaire inversible). Comme R est symplectique, les
éléments de sa décomposition polaire sont également symplectiques, voir [Sh62, DG]. Ainsi V
est à la fois orthogonale, donc Re xV f, V gy  Re xf, gy pour tous f, g, et symplectique, donc
Im xV f, V gy  Im xf, gy pour tous f, g, V est donc unitaire. Ainsi R  V |R| avec V : h1 Ñ h2
unitaire et |R| : h1 Ñ h1 symplectique.
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L'opérateur ΓpV q, voir la Section 1.1.1, est unitaire et la Proposition 1.16 assure que, pour
tout f P h1,
W2pRfq W2 pV |R|fq  ΓpV qW1p|R|fq ΓpV q.
Ainsi R : h1 Ñ h2 est unitairement implémentable si et seulement si |R| : h1 Ñ h1 l'est.
D'après le Théorème de Shale, ce dernier est implémentable si et seulement si p|R||R|q1{2  1l
est Hilbert-Schmidt sur h1. Comme
RR  |R|V V |R|  |R||R|,
on en déduit que R est implémentable si et seulement si pRRq1{2  1l est Hilbert-Schmidt sur
h1. l
En utilisant les résultats de [Ar81a], Könenberg montre dans [Ko11a] que v peut s'écrire sous
la forme
vpc` gq W  g   cQ  W

g  cQ, @c` g P C` f, (2.33)
où
W : L2pR3,dkq Ñ L2pR3,dkq avec Wpfq  f et W Hilbert-Schmidt
et
Q  1
2

$1{2 $1{2
	
Q où Q P Dp$1q XDp$1{2q et Q, $Q P L8pR3,dkq. (2.34)
En particulier les fonctions Q  et Q sont dans f. Les formules explicites et certaines propriétés
additionnelles de Q et W sont rappelées dans l'annexe A. Le choix des notations suit celui de
[Ar81a] aﬁn de simpliﬁer la lecture de [Ar81a, Ko11a] pour le lecteur qui le souhaiterait.
Remarque 2.27. Bien que dans [Ko11a] l'auteur indique que v : C` fÑ f, l'expression (2.33)
montre que v est une application déﬁnie sur hC R tout entier, à valeurs dans hR, et telle que
vpC` fq  f.
On vériﬁe facilement que
vi iv : c` g ÞÑ 2ipWg   cQq,
qui est donc Hilbert-Schmidt. La proposition suivante découle donc directement du Lemme 2.26
Proposition 2.28. L'opérateur v est unitairement implémentable, i.e. il existe Uv : F phC Rq Ñ
F phRq unitaire tel que pour tout f P hC R on ait
νpW pfqq W pvpfqq  UvW pfqUv .
La seconde relation dans (2.31) se traduit alors par une diagonalisation explicite de l'opé-
rateur H  HC R. En eﬀet, en appliquant cette dernière à un élément W pfq, f P hC R on
a
ν
 
τ tC RpW pfqq
  τ tR pνpW pfqqq
ðñ ν pW pwtpfqqq  eitdΓp$qνpW pfqqeitdΓp$q
ðñ UvW pwtpfqqUv  eitdΓp$q UvW pfqUv eitdΓp$q
ðñ Uv eitH W pfq eitH Uv  eitdΓp$q UvW pfqUv eitdΓp$q
ðñ

Uv eitdΓp$q Uv eitH ,W pfq

 0.
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D'après la Proposition 1.14, et comme Uv eitdΓp$qUveitH est unitaire, on en déduit que pour
tout t P R il existe ζptq P R tel que
Uv eitdΓp$q Uv eitH  eiζptq1l ðñ eitH  eiζptqUv eitdΓp$q Uv.
Le fait que eitH et eitdΓp$q déﬁnissent des groupes à un paramètre fortement continus assure
que ζptq  ζt pour un certain ζ P R, d'où on déduit que l'opérateur Uv diagonalise H :
UvHUv  dΓp$q   ζ.
En considérant la borne inférieure du spectre on en déduit que ζ  inf sppHq. Par ailleurs,
si on compare avec (2.20) on en déduit que les opérateurs dΓpξq et dΓp$q sont unitairement
équivalents.
Remarque 2.29. L'équivalence unitaire ci-dessus montre que sppHq  rinf sppHq, 8r,
que inf sppHq est valeur propre simple et que le reste du spectre de H est purement absolu-
ment continu. Ces propriétés sont mentionnées dans [Ar81a] mise à part l'absolue continuité du
spectre, seule l'absence de valeurs propres plongées y est prouvée.
Remarque 2.30. Les opérateurs iξ et i$ sont eux symplectiquement équivalents. En eﬀet, on
a pour tout f P hC R
W pwtpfqq  τ tC RpW pfqq
 ν1  τ tR  νpW pfqq
 ν1

eitdΓp$qW pvpfqqeitdΓp$q
	
W  v1peit$vpfqq ,
autrement dit
v  wtpfq  eit$vpfq. (2.35)
En combinant cela avec (2.21) on en déduit que
eitξ  pvZ1q1eit$vZ1
et donc iξ  pvZ1q1i$vZ1.
2.4 Dynamique engendrée par H 
Dans les sections précédentes nous nous sommes concentrés sur la dynamique engendrée par
H. Comme le montre la Proposition 1.44, aﬁn d'étudier la dynamique du modèle présenté
dans la Section 1.4 et en particulier l'opérateur de dynamique réduite L il est nécessaire de
comprendre aussi la dynamique engendrée par H . Ce dernier est une perturbation linéaire, en
les opérateurs d'annihilation/création, de l'opérateur quadratique H, voir (1.37). En ce sens,
il est très proche des hamiltoniens de la forme
H  dΓphq   apgq   apgq. (2.36)
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Un tel hamiltonien est parfois appelé Hamiltonien de Van Hove et a été étudié par exemple dans
[Der03]. Les résultats de diagonalisation obtenus dans les sections précédentes vont permettre
de se ramener à un Hamiltonien de Van Hove et d'en déduire des résultats sur l'évolution des
observables de Weyl par le groupe unitaire eitH  .
En eﬀet, la relation (2.18), en prenant F  f ` Jf avec f  γ ` 0, et (2.20) on obtient
UVH UV  dΓpξq  ApVF q   inf sppHq   E
 dΓpξq   a pZ γ ` 0q   a pZ γ ` 0q   inf sppHq   E. (2.37)
De façon similaire, la diagonalisation explicite décrite dans la Section 2.3.2 permet d'écrire
UvH Uv  dΓp$q   a pvpγ ` 0qq   a pvpγ ` 0qq   inf sppHq   E. (2.38)
A constante près ces deux formulations sont bien de la forme (2.36).
Pour énoncer le résultat concernant l'évolution engendrée par H  on introduit au préalable
quelques notations.
Notation 2.31. Pour s P R et f P hC R on note
αspfq :
?
2γ Im 〈1` 0, wspfq〉 . (2.39)
La propriété de groupe de pwtqt entraine que pour tous s, t P R,
αs pwtpfqq  αs tpfq. (2.40)
Notons également que pour tout s l'application f ÞÑ αspfq est réelle-linéaire.
La proposition suivante décrit l'évolution des observables de Weyl pour la dynamique engen-
drée par H .
Proposition 2.32. Pour tout t P R et tout f P hC R on a
eitH W pfqeitH   exp

i
» t
0
αspfq ds


W pwtpfqq. (2.41)
Comment on l'a mentionné ci-dessus l'idée est de se ramener à un hamitlonien de Van Hove.
Le calcul du groupe unitaire engendré par de tels opérateurs repose sur la propriété suivante
Proposition 2.33. [Der03] Soient h un opérateur auto-adjoint positif sur un espace de Hilbert
h et soit f P Dph1{2q. Alors, pour tout t P R
eitpdΓphq apfq a
pfqq
 exp

iIm xh1f, eithh1fy  it}h1{2f}2
	
eitdΓphqW
?
2
1 eith
ih
f


.
Remarque 2.34. L'hypothèse f P Dph1{2q assure que les diﬀérentes quantités ci-dessus sont
bien déﬁnies. En particulier le terme Im xh1f, eithh1fy est à comprendre commeB
h1{2f,
sinpthq
h
h1{2f
F
.
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Preuve de la Proposition 2.32. Aﬁn d'utiliser la Proposition 2.33 l'idée est soit d'utiliser
(2.37) sur h  hC R avec h  ξ et f  Zγ ` 0, et il faut s'assurer que Zγ ` 0 P Dpξ1{2q, soit
(2.38) sur h  hR avec h  $ et f  vpγ` 0q, et il faut alors s'assurer que vpγ` 0q P Dp$1{2q.
Le fait d'avoir des formules explicites pour v incite à utiliser plutôt (2.38). Les équations (2.33)
et (2.34) donnent
vpγ ` 0q  γ$1{2Q¯
qui appartient bien au domaine de $1{2 puisque Q P Dp$1q. On peut donc appliquer la
Proposition 2.33 avec h  $ et f  vpγ ` 0q. On obtient ainsi pour tout f P hC R,
eiτH W pfqeiτH  (2.42)
 Uv eiτpdΓp$q 
?
2φpvpγ`0qqq UvW pfqUv eiτpdΓp$q γ
?
2φpvp1`0qqq Uv
 Uv eitdΓp$qW
?
2
1 eit$
i$
vpγ ` 0q


W pvpfqqW


?
2
1 eit$
i$
vpγ ` 0q


eitdΓp$qUv.
En utilisant les CCR (1.3) on a, pour tous f, g P hR,
W pfqW pgqW pfq  eiIm 〈f, g〉W pgq, (2.43)
et donc (2.42) devient
eiτH W pfqeiτH 
 exp

iγ
?
2Im
B p1 eit$q
i$
vp1` 0q, vpfq
F

Uv eitdΓp$qW pvpfqqeitdΓp$qUv
 exp

iγ
?
2Im
B p1 eit$q
i$
vp1` 0q, vpfq
F

eitH W pfq eitH
 exp

iγ
?
2Im
B p1 eit$q
i$
vp1` 0q, vpfq
F

W pwtpfqq. (2.44)
On remarque par ailleurs, en utilisant (2.35), que
1 eit$
i$
v p1` 0q 
» 0
t
eis$ v p1` 0q ds

» 0
t
v pws p1` 0qq ds
 v
» 0
t
ws p1` 0q ds


,
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et donc
Im
〈 p1 eit$q
i$
vp1` 0q, vpfq
〉
 Im
〈
v
» 0
t
ws p1` 0qds


, vpfq
〉
 Im
〈» 0
t
ws p1` 0q ds, f
〉
 Im
〈
1` 0,
» 0
t
ws pfq ds
〉
 Im
〈
1` 0,
» t
0
ws pfqds
〉
, (2.45)
où on a utilisé le fait que v et wt sont symplectiques ainsi que la propriété de groupe de pwtqt.
En insérant (2.45) dans (2.44) on en déduit (2.41).
Remarque 2.35. Dans l'approche markovienne du modèle de la Section 1.4 considérée dans
[NVZ14], l'opérateur de dynamique réduite (agissant sur la cavité) a une structure similaire à
celle apparaissant dans (1.39). Le terme correspondant à H  a une structure de type Van Hove
et aﬁn d'étudier la dynamique engendrée par celui-ci les auteurs introduisent une transformation
unitaire U dont l'eﬀet correspondrait, pour les hamiltoniens de Van Hove, à écrire
U pdΓphq   a pfq   a pfqqU  dΓphq   C,
où C est une constante. Dans le cadre des hamiltoniens de Van Hove l'opérateur U est appelé
opérateur d'habillage (dressing operator) mais n'existe que sous la condition f P Dph1q, voir
[Der03]. Cela nécessiterait ici que la fonction Q vériﬁe Q P Dp$3{2q ce qui n'est pas le cas. La
Proposition 2.33 permet de contourner ce problème.
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Chapitre 3
Dynamique d'interactions répétées
Dans ce chapitre on étudie l'évolution, en temps discret, engendrée par la dynamique d'in-
teractions répétées. C'est-à-dire qu'on s'intéresse au comportement du semi-groupe pLnqn¥1 où
L est l'opérateur de dynamique réduite donné par (1.39), et en particulier au comportement de
ce semi-groupe en temps long nÑ8.
3.1 Evolution en temps ﬁni
On rappelle que l'opérateur de dynamique réduite L, qui décrit l'évolution des observables
du système cavité+réservoir sous l'eﬀet des interactions répétées avec les atomes, est donné par
LpOq  p1 pq eiτH O eiτH   p eiτH  O eiτH  .
Aﬁn d'alléger les notations il est commode d'introduire la quantité αpfq suivante.
Notation 3.1. Pour tout f P hC R on note
αpfq 
» τ
0
αspfq ds,
où αspfq est déﬁni par (2.39). A nouveau l'application f ÞÑ αpfq est réelle-linéaire.
Remarque 3.2. La relation (2.40) entraine directement que pour tout f on a
αpwnτ pfqq 
» pn 1qτ
nτ
αspfq ds, @n ¥ 0, (3.1)
et en utilisant la linéarité de f ÞÑ αpfq on en déduit que pour tout entier n
α

n1¸
j0
wjτ pfq


» nτ
0
αspfq ds. (3.2)
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Pour une observable de Weyl O  W pfq le Théorème 2.22 et la Proposition 2.32 donnent
alors
eiτH W pfq eiτH W pwτ pfqq, eiτH  W pfq eiτH   eiαpfqW pwτ pfqq. (3.3)
et donc, pour tout f P hC R,
LpW pfqq 

p eiαpfq   p1 pq
	
W pwτ pfqq . (3.4)
En particulier le fait que wt préserve C ` f assure que L préserve bien l'algèbre des obser-
vables AC R. La proposition suivante qui décrit l'évolution d'une observable de Weyl après n
interactions découle directement de (3.4) par récurrence.
Proposition 3.3. Pour tout f P C` f et n ¥ 1 on a
LnpW pfqq 

n¹
j1

p ei αpwpj1qτ pfqq   p1 pq
	ﬀ
W pwnτ pfqq , (3.5)
où pwtqt est le groupe réel-linéaire et symplectique sur C`L2pR3q engendré par i ph JhRq et
αpfq 
» τ
0
αspfq ds  γ
?
2
» τ
0
Im 〈1` 0, wspfq〉 ds.
Le prochain résultat étend la proposition précédente en considérant l'évolution d'opérateurs
de champs. Bien que ce ne soient pas des observables au sens strict du terme leur évolution
sera utile par la suite dans l'étude des variations d'énergie et d'entropie, voir la Section 3.3 et
le Chapitre 4.
Proposition 3.4. L'évolution après n ¥ 1 interactions d'un opérateur de champ est donnée
par, pour tout f P C` f,
Lnpφpfqq  φpwnτ pfqq  p
» nτ
0
αspfqds, (3.6)
l'égalité ayant lieu au sens fort sur D

H
1{2
0
	
.
Par ailleurs, pour tous f, g P C` f,
Ln pφpfqφpgqq (3.7)
 φ pwnτ pfqqφ pwnτ pgqq  p
» nτ
0
αs pgq ds φ pwnτ pfqq  p
» nτ
0
αs pfq ds φ pwnτ pgqq
 pp1 pq
n¸
j1
α
 
wpj1qτ pfq

α
 
wpj1qτ pgq
  p2 » nτ
0
αspfqds

» nτ
0
αspgqds


,
où l'égalité est à nouveau à comprendre au sens fort, ici sur Dom pH0q.
Preuve. On commence par démontrer (3.6). D'après la Proposition 2.16 et le Corollaire 2.17
on a DpH1{2 q  Dp|H |1{2q  DpH1{20 q. Ainsi pour tout f P C ` f  Dph1{20 q la Proposition
1.8 assure que les opérateurs
eiτHφpfqeiτH et eiτH φpfqeiτH 
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sont bien déﬁnis sur DpH1{20 q. Il découle alors de (3.3) que
eiτHφpfqeiτH  φpwτ pfqq et eiτH φpfqeiτH   φpwτ pfqq  αpfq. (3.8)
Ainsi L pφpfqq est bien déﬁni sur Dom

H
1{2
0
	
et on a
L pφpfqq  peiτH φpfqeiτH    p1 pqeiτHφpfqeiτH  φ pwτ pfqq  pαpfq.
Comme wt préserve C ` f on peut alors itérer le calcul et une simple récurrence donne, en
utilisant (3.2),
Lnpφpfqq  φ pwnτ pfqq  p
» nτ
0
αspfq ds.
Comme DpHq  DpH q  DpH0q le même raisonnement que ci-dessus assure que pour
tous f, g P C` f les opérateurs
eiτHφpfqφpgqeiτH et eiτH φpfqφpgqeiτH 
sont bien déﬁnis sur DpH0q et (3.8) montre que
L pφpfqφpgqq
: peiτ H φpfqφpgqeiτ H    p1 pqeiτ Hφpfqφpgqeiτ H
 peiτ H φpfqeiτ H eiτ H φpgqeiτ H    p1 pqeiτ Hφpfqeiτ Heiτ Hφpgqeiτ H
 φ pwτ pfqqφ pwτ pgqq  pαpgqφ pwτ pfqq  pαpfqφ pwτ pgqq   pα pfqα pgq , (3.9)
ce qui prouve (3.7) pour n  1.
On montre ensuite le résultat par récurrence. Etant donné n ¥ 1 on suppose (3.7) vraie au
rang n pour tous f, g P C` f. En utilisant (3.9) on a
Ln 1 pφpfqφpgqq
 Ln pLpφpfqφpgqqq
 Ln

φ pwτ pfqqφ pwτ pgqq
	
 pα pgqLn

φ pwτ pfqq
	
 pα pfqLn

φ pwτ pgqq
	
  pα pfqα pgq .
On applique maintenant l'hypothèse de récurrence avec wτ pfq et wτ pgq (on utilise à nouveau
que wt préserve C` f) ainsi que (3.6), ce qui donne
Ln 1 pφpfqφpgqq
 φ  wpn 1qτ pfqφ  wpn 1qτ pgq
p
» nτ
0
αs pwτ pgqq ds φ
 
wpn 1qτ pfq
 p » nτ
0
αs pwτ pfqq ds φ
 
wpn 1qτ pgq

 pp1 pq
n¸
j1
α pwjτ pfqqα pwjτ pgqq   p2
» nτ
0
αs pwτ pfqq ds

» nτ
0
αs pwτ pgqq ds


pαpgq

φ
 
wpn 1qτ pfq
 p » nτ
0
αs pwτ pfqq ds

 pαpfq

φ
 
wpn 1qτ pgq
 p » nτ
0
αs pwτ pgqq ds

 pα pfqα pgq .
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En utilisant (2.40) et en regroupant la deuxième ligne du membre de droite avec les termes en
φ de la quatrième ligne on obtient
Ln 1 pφpfqφpgqq
 φ  wpn 1qτ pfqφ  wpn 1qτ pgq
p
» pn 1qτ
0
αs pwτ pgqq ds φ
 
wpn 1qτ pfq
 p » pn 1qτ
0
αs pwτ pfqq ds φ
 
wpn 1qτ pgq

 pp1 pq
n¸
j1
α pwjτ pfqqα pwjτ pgqq   pα pfqα pgq
 p2
» pn 1qτ
τ
αspfq ds
» pn 1qτ
τ
αspgq ds

  p2αpgq
» pn 1qτ
τ
αspfq ds  p2αpfq
» pn 1qτ
τ
αspgq ds.
En écrivant dans la troisième ligne
n¸
j1
α pwjτ pfqqα pwjτ pgqq 
n 1¸
j1
α
 
wpj1qτ pfq

α
 
wpj1qτ pgq
 αpfqαpgq
et en factorisant la quatrième sous la forme
p2
» pn 1qτ
0
αs pfqds
» pn 1qτ
0
αs pgq ds

 αpfq αpgq
ﬀ
,
on obtient bien (3.7) au rang n  1. l
3.2 Comportement en temps long et état asymptotique
L'objectif dans cette section est d'étudier la limite en temps long du système C   R. Plus
précisément, étant donné un état initial ω on cherche à savoir s'il existe un état asymptotique
ω  i.e. tel que pour toute observable O P AC R on ait
lim
nÑ8ω pL
npOqq  ω pOq. (3.10)
De plus on se posera la question de la dépendance de ω  par rapport à l'état initial ω, autre-
ment dit de l'unicité de l'état asymptotique. A la vue de la Proposition 3.3 il est important de
comprendre la limite lim
nÑ8ω pW pwnτ qq correspondant au système cavité+réservoir sans interac-
tions avec le faisceau d'atomes et qui a été étudiée dans [Ko11a]. Pour cela on a besoin d'une
hypothèse additionnelle sur le facteur de forme ρ qui apparait dans le couplage entre la cavité
et le réservoir. On rappelle que ρ vériﬁe l'hypothèse (H1), voir la Section 1.4.1. La fonction ρ
étant invariante par rotation on note ρ˜ la fonction déﬁnie sur R  et telle que
ρ˜p|k|q : ρpkq, @k P R3.
On supposera en plus que ρ˜ vériﬁe l'hypothèse suivante, on rappelle que β ¡ 0 est l'inverse de
la température du réservoir.
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(H2) ρ˜ a un prolongement analytique sur tz P C : |Im pzq| ¤ 2piβ1u, que l'on
notera toujours ρ˜, tel que ρ˜prq  ρ˜prq pour tout r P R  et
sup
|s|¤2piβ1
»
R
|ρpr   isq|2 p1  |r|3qdr    8.
On supposera toujours à partir de maintenant que les deux hypothèses (H1) et (H2) sont
vériﬁées.
Avant d'énoncer le principal résultat de cette section on introduit quelques notations supplé-
mentaires. Pour f P L2pR3q on note f˜ : R S2 Ñ C la fonction déﬁnie par
f˜pr, ψq 
"
fpr, ψq, r ¥ 0
fpr, ψq, r   0.
Etant donné κ ¡ 0 on note H2pκq l'espace des fonctions f : p0,8q Ñ L2pS2q tel que f˜ a un
prolongement analytique sur tz P C, |Im pzq|   κu et tel que»
R
sup
sPR, |s| κ
f˜pr   isq2
L2pS2q
p1  |r|3qdr    8.
On déﬁnit aussi
Rpκq :
!
ai$1{2   b$1{2
	
f P f : a, b P R, f P H2pκq
)
,
et gpκq l'espace vectoriel réel des fonctions h P C` f telles que vphq P Rpκq. Les propriétés de la
fonction Q, voir Appendice A, assurent que c` 0 P gpκq pour tout c P C et tout κ ¡ 0.
On rappelle également que ωC Rβ est l'état quasi-libre dont la fonction caractéristique est
donnée par (2.30) et est un état KMS pour la dynamique engendrée par H. Enﬁn on introduit
une certaine classe d'observable Aa ainsi qu'une classe d'états Sa dits analytiques pour lesquels
on aura une convergence exponentielle dans (3.10). La déﬁnition ci-dessous provient de [Ko11a].
Déﬁnition 3.5. Etant donné κ ¡ 0, les éléments de l'algèbre
Aapκq :
 
W pgq  g P gpκq( ,
sont appelés des observables analytiques et les éléments de
Sapκq :
!
µ état de C  R  DB P Aapκq, @A P AC R, µpAq  ωC Rβ pBABq)
sont appelés des états analytiques.
Remarque 3.6. Puisque c ` 0 P gpκq les observables de la cavité, i.e. de la forme W pc ` 0q
sont toutes analytiques.
Remarque 3.7. Si µ est de la forme
µpAq  ωC Rβ pW puqAW puqq , (3.11)
avec u P C` f, en particulier si µ P Sapκq, alors µ est analytique au sens de la Déﬁnition 1.31.
En eﬀet, sa fonction caractéristique est alors donnée par
Sµpfq  µpW pfqq  ωC Rβ pW puqW pfqW puqq  eiIm 〈f,u〉ωC Rβ pW pfqq . (3.12)
où on a utilisé (2.43). L'analyticité de µ découle de celle de ωC Rβ .
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Déﬁnition 3.8. On notera Sa l'ensemble des états de la forme (3.11) avec u P C` f.
Le résultat principal de cette section est le théorème suivant.
Théorème 3.9. Il existe λ0 ¡ 0 tel que pour tout 0   |λ|   λ0, tout état initial µ sur AC R
qui est ωC Rβ -normal et toute observable A P AC R on a
lim
nÑ8µ pL
npAqq  ω8pAq,
où ω8 est déterminé par, pour tout f P C` f,
ω8pW pfqq 
 8¹
j1

p ei αpwpj1qτ pfqq   p1 pq
	ﬀ
ωC Rβ pW pfqq . (3.13)
De plus, il existe κˆpλq tel que pour tout 0   κ   κˆpλq, si µ P Sapκq et A P Aapκq alors il existe
C ¡ 0 tel que
|µ pLnpAqq  ω8 pAq| ¤ C eκnτ , @n ¥ 1. (3.14)
Remarque 3.10. La constante κˆpλq est reliée au prolongement analytique de la fonction Q
déﬁnie en (2.33)-(2.34). Par souci de commodité sa déﬁnition précise est rappelée dans l'annexe,
voir le Lemme A.3.
Remarque 3.11. La convergence du produit inﬁni dans (3.13) fait partie du résultat du théo-
rème. Cette convergence est à comprendre dans le sens usuel si tous les facteurs sont non nuls
et dans le sens où si au moins un des termes du produit est nul alors le produit inﬁni est
nul. On vériﬁe facilement que ce dernier cas ne peut arriver que si p  12 et f est tel que
αpwjτ pfqq P p2Z  1qpi pour un certain j.
Remarque 3.12. Si l'état initial est analytique on a toujours convergence exponentielle quand
on se restreint aux observables de la cavité, i.e. de la forme W pc ` 0q. En eﬀet, comme on l'a
mentionné ci-dessus celles-ci sont toutes analytiques.
Ce théorème repose bien entendu sur la formule (3.5) qui exprime l'évolution après n inter-
actions. D'un côté, le comportement en temps long de µpW pwnτ pfqqq  µ
 
τnτC RpW pfqq

a été
étudié dans [Ko11a].
Théorème 3.13. [Ko11a] Pour λ  0 suﬃsamment petit le système

AC R, τ tC R, ω
C R
β
	
est
mélangeant. De plus il existe κˆpλq tel que pour tout 0   κ   κˆpλq, tout A P Aapκq, µ P Sapκq il
existe C ¡ 0 tel que µ  τ tC RpAq ωC Rβ pAq ¤ Ceκt.
Aﬁn de prouver le Théorème 3.9 il reste donc à montrer que pour tout f P C` f le produit
inﬁni converge et que si de plus f P gpκq alors la convergence de ce produit est exponentielle.
Ces convergences reposent sur les deux lemmes suivants.
Lemme 3.14. Pour tout f P C`f les séries
¸
α
 
wpj1qτ pfq

et
¸
α
 
wpj1qτ pfq
2
convergent.
3.2. COMPORTEMENT EN TEMPS LONG ET ÉTAT ASYMPTOTIQUE 61
Lemme 3.15. Si f P gpκq alors il existe C ¥ 0 tel que
|αspfq| ¤ Ceκs, @s ¥ 0. (3.15)
En particulier il existe C ¥ 0 tel que pour tout j on ait |α pwjτ pfqq| ¤ Cejτκ.
La preuve du Lemme 3.15 découle directement de la déﬁnition de αs, du fait que 1` 0 P gpκq
et du Lemme ci-dessous prouvé dans [Ko11a]. Ce dernier repose sur un principe de déformation
analytique.
Lemme 3.16. [Ko11a] Soient f, g P gpκq, il existe C ¥ 0 tel queIm 〈vpfq, eit$vpgq〉 ¤ Ceκt, @t ¥ 0.
Preuve du Lemme 3.14. On rappelle que
αpwjτ pfqq  γ
?
2
» pj 1qτ
jτ
Im 〈1` 0, wspfq〉 ds
 γ
?
2
» pj 1qτ
jτ
Im
〈
vp1` 0q, eis$vpfq〉 ds
 γ
?
2
» pj 1qτ
jτ
Im
〈
$1{2Q¯, eis$vpfq
〉
ds,
où v est donné par (2.33). On rappelle également que si f P C` f alors vpfq P f. Dans la suite de
la preuve on notera simplement aj cette dernière intégrale. On doit donc prouver que les deux
séries
°
aj et
°
a2j convergent.
La somme partielle des aj se calcule facilement et on a, pour tout n ¥ 1
n1¸
j0
aj 
» nτ
0
Im
〈
$1{2Q¯, eis$vpfq
〉
ds
 Im
〈
$1{2Q¯,
einτ$  1
i$
vpfq
〉
.
Puisque Q P Dp$1q d'après (2.34) et vpfq P f  Dp$1{2q la fonction g  $1Q$1{2vpfq
est dans L1pR3,dkq et on a
n1¸
j0
aj  Im
»
R3
peinτ |k|  1qgpkq dk.
En passant en coordonnées sphériques, i.e. si on note g˜ la fonction déﬁnie sur R  par
g˜prq :
»
S2
gprΘqdσpΘq,
alors le fait que g P L1pR3q assure que la fonction r2g˜prq P L1pR q et donc
n1¸
j0
aj  Im
»
R 
peinτr  1qg˜prqr2 dr nÑ8ÝÑ Im
»
R 
g˜prqr2 dr
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d'après le Lemme de Riemann-Lebesgue.
On montre maintenant que la série
°
a2j converge. L'idée de la preuve est similaire. En
utilisant l'inégalité de Cauchy-Schwarz on a
a2j ¤ τ2
» pj 1qτ
jτ
〈$1{2Q¯, eis$vpfq〉2 ds,
et il faut donc montrer que la fonction s ÞÑ
〈
$1{2Q¯, eis$vpfq
〉
est dans L2pR ,dsq. On note
cette fois g  Q  $1{2vpfq et en passant en coordonnées sphériques on a de la même façon
que ci-dessus 〈
$1{2Q¯, eis$vpfq
〉

»
R 
eisr g˜prqr2 dr,
et il suﬃt donc de prouver que la fonction r2g˜prq P L2pR , drq. On a»
R 
r4|g˜prq|2 dr 
»
R 
r4
»
S2
gprΘqdσpΘq
2 dr
¤ 4pi
»
R 
r4
»
S2
|gprΘq|2dσpΘq


dr
 4pi
»
R3
|k|2|gpkq|2 dk, (3.16)
où on a utilisé l'inégalité de Cauchy-Schwarz à la deuxième ligne. Puisque vpfq P f on a
$1{2vpfq P L2pR3,dkq et, d'après (2.34), $Q P L8. Ainsi $g P L2pR3,dkq et (3.16) prouve
que r2g˜prq P L2pR , drq. l
Remarque 3.17. L'identité (3.2) montre que la convergence de la série
¸
α
 
wpj1qτ pfq

est
équivalente à l'existence de la limite lim
nÑ8
» nτ
0
αspfq ds. Le même raisonnement que dans la
preuve ci-dessus montre qu'en fait, pour tout f P C ` f, la limite lim
tÑ8
» t
0
αspfqds existe. La
fonction s ÞÑ αspfq n'est par contre pas nécessairement intégrable. Par la suite, si f P C ` f,
lorsqu'on écrira
» 8
0
αspfq ds on sous-entendra toujours que celle-ci est déﬁnie dans le sens
» 8
0
αspfq ds : lim
tÑ 8
» t
0
αspfq ds, (3.17)
sans pour autant que la fonction αspfq soit intégrable sur R .
Remarque 3.18. Le même raisonnement ci-dessus montre que non seulement lim
tÑ8αtpfq  0
mais que quels que soient f, g P C` f on a
lim
tÑ8 Im 〈f, wtpgq〉  limtÑ8 Im
〈
vpfq, eit$vpgq〉  0. (3.18)
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Preuve du Théorème 3.9. On supposera par la suite qu'aucun des termes du produit dans
(3.13) n'est nul sinon il n'y a rien à prouver.
1. Le Lemme 3.14 assure que aj : αpwpj1qτ pfqq Ñ 0 lorsque j Ñ8 et donc la convergence
du produit (3.13) est équivalente à celle de la série¸
ln
 
1  p  eiaj  1 .
Celle-ci découle du Lemme 3.14 en développant
ln
 
1  p  eiaj  1  ipaj  Opa2j q.
2. On suppose maintenant que f P gpκq et on montre (3.14). Dans toute la suite C ¥ 0
désignera une constante pouvant varier d'une ligne à l'autre pouvant dépendre de κ et f mais
pas des indices temporels j,m, n, . . . En utilisant (3.1) et l'inégalité (3.15) on a pour tout j ¥ 0ei αpwjτ pfqq  1 ¤ |α pwjτ pfqq| ¤ Cejτκ. (3.19)
Pour la suite de la preuve on note
Pnpfq :
n¹
j1

p ei αpwpj1qτ pfqq   p1 pq
	
.
On sait que pPnpfqqn converge et notera P8pfq sa limite. On va commencer par montrer que
Pnpfq converge exponentiellement rapidement vers P8pfq.
Si a1, . . . , an P C on montre facilement par récurrence que

n¹
j1
p1  ajq

 1
 ¤

n¹
j1
p1  |aj |q

 1,
et donc, en majorant 1  |aj | par e|aj |,

n¹
j1
p1  ajq

 1
 ¤ exp

n¸
j1
|aj |

 1.
On en déduit que pour tous m ¡ n on a m¹
jn 1

p ei αpwpj1qτ pfqq   p1 pq
	
 1
 ¤ exp

m¸
jn 1
p
ei αpwpj1qτ pfqq  1 1
¤ exp  C enτκp1 emτκq 1,
où on a utilisé (3.19), et donc
|Pmpfq  Pnpfq| ¤ |Pnpfq|
 
exp
 
C enτκp1 emτκq 1 .
En passant à la limite mÑ8 et en utilisant le fait que pPnpfqqn est bornée, on en déduit
|Pnpfq  P8pfq| ¤ |Pnpfq|
 
exp
 
C enτκ
 1
¤ C enτκ, (3.20)
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ce qui prouve la convergence exponentielle de Pnpfq vers P8pfq si f P gpκq.
Soit maintenant µ P Sapκq. Le Théorème 3.13 assure que pour tout n ¥ 1 on aµ pW pwnτ pfqqq  ωC Rβ pW pfqq  µ  τnτC RpW pfqq ωC Rβ pW pfqq ¤ C eκnτ . (3.21)
Ainsi en combinant (3.20) et (3.21) on a, pour tout f P gpκq,µ pLn pW pfqqq  ω8 pW pfqq 
¤
Pnpfqµ pW pwnτ pfqqq  ωC Rβ pW pfqq	  pPnpfq  P8pfqq ωC Rβ pW pfqq
¤ Cenτκ,
où à la dernière ligne on a utilisé à nouveau le fait que Pnpfq est borné. l
Tout comme dans la section précédente, en vue de l'étude de l'évolution du nombre de photons
dans la cavité et des variations d'énergie et d'entropie, on va s'intéresser au comportement en
temps long de l'évolution des opérateurs de champs.
Théorème 3.19. Soit µ P Sa, alors pour tous f, g P C` f,
lim
nÑ8µ pL
n pφpfqqq  p
»  8
0
αs pfq ds, (3.22)
lim
nÑ8µ pL
n pφpfqφpgqqq (3.23)
 1
2
Re
〈
vpfq, coth

β$
2


vpgq
〉
  i
2
Im 〈f, g〉  p2
»  8
0
αspfqds

»  8
0
αspgqds


 pp1 pq
 8¸
j1
α
 
wpj1qτ pfq

α
 
wpj1qτ pgq

.
Remarque 3.20. La convergence de la série ci-dessus est assurée par le Lemme 3.14.
Preuve. Soit u P C`f tel que µpAq  ωC Rβ pW puqAW puqq, et donc la fonction caractéristique
de µ est reliée à celle de ωC Rβ par, voir (3.12),
Sµpfq  eiIm xf,uySC Rβ pfq  eiIm xf,uy exp

1
4
B
vpfq, coth

β$
2


vpfq
F

.
Comme on l'a mentionné dans la Remarque 3.7 l'état µ est analytique. On peut donc calculer la
valeur moyenne d'observables de type champ en utilisant (1.12)-(1.13) et on a ainsi, pour tous
f, g P C` f,
µ pφpfqq  Im 〈f, u〉 , (3.24)
µ pφpfqφpgqq  1
2
Re
〈
vpfq, coth

β$
2


vpgq
〉
  i
2
Im 〈f, g〉  Im 〈f, u〉 Im 〈g, u〉 . (3.25)
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En utilisant (3.6) et (3.24) on obtient donc, pour tout f P C` f,
µ pLn pφpfqqq  Im 〈wnτ pfq, u〉 p
» nτ
0
αs pfq .
et (3.22) découle de (3.17)-(3.18).
On montre maintenant (3.23). On commence par remarquer que pour tous f, g P C ` f et
tout t P R on a
µ pφpwtpfqqφpwtpgqqq
 1
2
Re
〈
v  wtpfq, coth

β$
2


v  wtpgq
〉
  i
2
Im 〈wtpfq, wtpgq〉  Im 〈wtpfq, u〉 Im 〈wtpgq, u〉
 1
2
Re
〈
vpfq, coth

β$
2


vpgq
〉
  i
2
Im 〈f, g〉  Im 〈wtpfq, u〉 Im 〈wtpgq, u〉
où on a utilisé (2.35) et le fait que wt est symplectique. En utilisant (3.24)-(3.25) dans (3.7) on
obtient donc, pour tous f, g P C` f,
µ pLn pφpfqφpgqqq (3.26)
 1
2
Re
〈
vpfq, coth

β$
2


vpgq
〉
  i
2
Im 〈f, g〉  Im 〈wnτ pfq, u〉 Im 〈wnτ pgq, u〉
 p
» nτ
0
αs pgq ds Im 〈wnτ pfq, u〉  p
» nτ
0
αs pfq ds Im 〈wnτ pgq, u〉
 pp1 pq
n¸
j1
α
 
wpj1qτ pfq

α
 
wpj1qτ pgq
  p2 » nτ
0
αspfqds

» nτ
0
αspgqds


.
A nouveau le résultat découle de (3.17)-(3.18), la convergence de la série étant assurée, d'après
le Lemme 3.14, par le caractère `2 de α
 
wpj1qτ pfq

et α
 
wpj1qτ pgq

l
Application à l'évolution du nombre de photons dans la cavité.
Comme première application de la Proposition 3.4 et du Théorème 3.19 on considère l'évo-
lution du nombre de photons dans la cavité. On notera N l'opérateur décrivant le nombre de
photons dans la cavité, i.e. l'opérateur N  dΓp1lq déﬁni sur HC  F pCq.
Notation 3.21. Pour tout j ¥ 1 on note
uj : α
 
wpj1qτ p1` 0q

, u˜j : α
 
wpj1qτ pi` 0q

, cj : uj   i u˜j . (3.27)
Les équations (3.1)-(3.2) entrainent que
uj 
» jτ
pj1qτ
αsp1` 0q ds et
» nτ
0
αsp1` 0q ds 
n¸
j1
uj , (3.28)
avec également des relations similaires pour u˜j.
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Proposition 3.22. L'évolution de l'opérateur du nombre de photons dans la cavité après n
interactions est donnée par
LnpNq  1
2

φ pwnτ p1` 0qq2   φ pwnτ pi` 0qq2  1

 p φ

wnτ

n¸
j1
cj ` 0

  pp1 pq
2
n¸
j1
|cj |2   p
2
2
 n¸
j1
uj
2
 

n¸
j1
u˜j
2ﬁﬂ . (3.29)
L'égalité est à comprendre au sens fort sur DompH0q.
Si µ P Sa alors
lim
nÑ8µ pL
npNqq  1
4
〈
vp1` 0q, coth

β$
2


vp1` 0q
〉
  1
4
〈
vpi` 0q, coth

β$
2


vpi` 0q
〉
 1
2
  pp1 pq
2
 8¸
j1
|cj |2   p
2
2
 8¸
j1
uj
2
 
 8¸
j1
u˜j
2ﬁﬂ . (3.30)
Remarque 3.23. Toutes les séries apparaissant dans (3.30) convergent. Autrement dit le
nombre moyen de photons dans la cavité converge dans la limite des grands temps vers une
valeur indépendante de l'état initial µ.
Preuve. En utilisant l'identiﬁcation entre HC b HR et F phC Rq introduite à la ﬁn de la
Section 1.4.1 on écrit
N  ap1` 0qap1` 0q  1
2
 
φp1` 0q2   φpi` 0q2  1 .
La Proposition 3.4 donne alors
LnpNq  1
2

φ pwnτ p1` 0qq2   φ pwnτ pi` 0qq2  1

 p
» nτ
0
αs p1` 0q ds φ pwnτ p1` 0qq  p
» nτ
0
αs pi` 0qds φ pwnτ pi` 0qq
  pp1 pq
2
n¸
j1
pu2j   u˜2j q  
p2
2
» nτ
0
αsp1` 0qds

2
 
» nτ
0
αspi` 0qds

2ﬀ
,
et (3.29) en découle en utilisant (3.28) et le fait que φ et wt sont réel-linéaires.
De façon similaire (3.30) est une conséquence du Théorème 3.19 (en particulier la convergence
des séries
°
un,
°
u˜n et
° |cn|2). l
3.3 Variations d'énergie
Dans cette section on va s'intéresser aux considérations d'énergie. D'une part le système
total n'est pas totalement isolé et on s'intéressera à la variation d'énergie totale dans le système.
D'autre part on s'intéressera à la question de la répartition de cette énergie dans les diﬀérentes
composantes (cavité, réservoir, atomes), autrement dit aux échanges d'énergie.
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3.3.1 Variation de l'énergie totale
Si Hptq est un Hamiltonien dépendant du temps, τt la dynamique engendrée par Hptq et µ
l'état initial, l'énergie totale du système au temps t1 est formellement donnée par µ pτt1 pHpt1qqq ,
et la variation d'énergie entre l'instant t1 et l'instant t2 ¡ t1 est donc donnée par, toujours
formellement,
µ pτt2 pHpt2qq  τt1 pHpt1qqq .
On revient à notre système. Comme on considère le système total on revient un instant à la
situation où il y a M atomes dans le faisceau et n ¤ M . Ici le Hamiltonien dépend du temps
mais est constant par morceaux, voir (1.17). Ainsi la variation de l'énergie totale au cours d'une
même interaction est nulle. Aﬁn de comprendre la variation de l'énergie totale du système il faut
donc comprendre comment celle-ci varie quand on passe d'une interaction à l'autre. En utilisant
(1.17), on voit que le propagateur du système entre les instants 0 et t est donné par
Uptq  eiptnτqH˜n 1eiτH˜n ...eiτH˜1 , t P rnτ, pn  1qτq.
On notera simplement Un  Upnτq. Pour 0 ¤ pn  1qτ ¤ t1   nτ ¤ t2   pn   1qτ , on vériﬁe
alors facilement que
Upt2qHpt2qUpt2q  Upt1qHpt1qUpt1q
Un eipt2nτqH˜n 1H˜n 1eipt2nτqH˜n 1Un  Un1eipt1pn1qτqH˜nH˜neipt1pn1qτqH˜nUn1
Un H˜n 1Un  Un1eiτH˜nH˜neiτH˜nUn1
Un

H˜n 1  H˜n
	
Un
Un

HIEn 1 HIEn
	
Un.
On rappelle que HIEn désigne l'interaction entre la cavité et le n-ième atome et est donné par
(1.35). Si µ est l'état initial de la partie cavité+réservoir du système on note µ˜  µÂbMj1ωE
où ωE est l'état initial d'un atome, donné par la matrice densité ρE déﬁnie en (1.25)
ωEpBq  TrrρEBs. (3.31)
La variation d'énergie entre les instants t1 et t2 s'écrit donc
δEpt2, t1q  µ˜

Un

HIEn 1 HIEn
	
Un
	
,
On retrouve ici le fait que cette variation d'énergie ne dépend pas précisément des instants t1 et
t2, et correspond au saut d'énergie lorsque l'on passe de la n-ième à la pn  1q-ième interaction.
Cette discussion conduit à la déﬁnition suivante.
Déﬁnition 3.24. Pour tout état initial µ du système C   R et 1 ¤ n ¤ M  1 on déﬁnit la
variation d'énergie entre la n-ième interaction et la pn  1q-ième interaction par
δEµpnq  µ˜

Un

HIEn 1 HIEn
	
Un
	
,
où µ˜  µÂbMj1ωE .
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La variation de l'énergie totale du système après n ¤M interactions est déﬁnie par
∆Eµpnq :
n¸
k1
δEµpkq.
On obtient alors le résultat suivant.
Théorème 3.25. Pour tout état initial µ et n ¤M on a
δEµpnq  2γ2 pp1 pq
 p1 cospτ$qq1{2$1{2 vp1` 0q
2  δE.
Remarque 3.26. On constate que la variation d'énergie entre la pn  1q-ième et la n-ième
interaction d'une part ne dépend pas de l'état initial µ mais surtout ne dépend pas de n et
qu'elle est positive. Ainsi la variation d'énergie est linéaire en temps ∆Eµpnq  nδE et le
passage d'une interaction à l'autre requiert de l'énergie.
Enﬁn, à nouveau ici le nombre M d'atomes ne joue plus aucun rôle et la variation asymp-
totique moyenne d'énergie
∆E : lim
nÑ8
∆Eµpnq
nτ
par unité de temps ne dépend pas de µ et vaut
∆E  1
τ
δE  2γ
2
τ
pp1 pq
 p1 cospτ$qq1{2$1{2 vp1` 0q
2 . (3.32)
Preuve. Etant donné un état initial µ on a
µ˜

UnHIEn 1Un
	
 µ

TrÂM
j1HE

UnHIEn 1Un

1lC R b
Mâ
j1
ρE
ﬀ
 µ

TrÂn 1
j1 HE

UnHIEn 1Un

1lC R b
n 1â
j1
ρE
ﬀ
.
En écrivant
HIEn 1  γ
?
2φp1` 0q b 1lE  1lC R b bn 1bn 1,
où bn 1 désigne l'opérateur d'annihilation correspondant au pn  1q-ième atome, on peut com-
muter 1lC R b bn 1bn 1 avec Un et donc
µ˜

UnHIEn 1Un
	
 γ
?
2 µ

TrÂn 1
j1 HE

Unφp1` 0qUn

1lC R b
nâ
j1
ρE b bbρE
ﬀ
 γ
?
2 µ

TrÂn
j1HE

Unφp1` 0qUn

1lC R b
nâ
j1
ρE
ﬀ
 TrpbbρEq
 pγ
?
2µ pLnpφp1` 0qqq . (3.33)
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En raisonnant de façon similaire, et en utilisant le fait que le terme bnbn provenant de HIEn
commute avec Un, on a
µ˜
 
UnHIEnUn

 γ
?
2 µ

TrÂn
j1HE

Unφp1` 0qUn

1lC R b
n1â
j1
ρE b bbρE
ﬀ
 γ
?
2 µ

TrÂn1
j1 HE

Un1TrHE

eiτHφp1` 0qeiτH p1lC R b bbρEq

Un1

1lC R b
n1â
j1
ρE
ﬀ
 pγ
?
2 µ

TrÂn1
j1 HE

Un1 e
iτH φp1` 0qeiτH  Un1

1lC R b
n1â
j1
ρE
ﬀ
 pγ
?
2µ
 Ln1peiτH φp1` 0qeiτH q . (3.34)
En combinant (3.33) et (3.34) on obtient
δEµpnq  γ
?
2 p µ

Ln pφp1` 0qq  Ln1  eiτH φp1` 0qeiτH  	
 γ
?
2 p µ  Ln1

L pφp1` 0qq  eiτH φp1` 0qeiτH 
	
.
En utilisant (3.6), pour n  1, et (3.8) on a
L pφp1` 0qq  eiτH φp1` 0qeiτH   φ pwτ p1` 0qq  p αp1` 0q  φ pwτ p1` 0qq   αp1` 0q
 p1 pq αp1` 0q,
et donc, on rappelle que αp1` 0q est un scalaire et que Lp1lq  1l,
δEµpnq  γ
?
2 pp1 pq µ  Ln1 pαp1` 0qq  γ
?
2 pp1 pq αp1` 0q.
Finalement on a
αp1` 0q  γ
?
2
» τ
0
Im 〈1` 0, wsp1` 0q〉ds
 γ
?
2
» τ
0
Im
〈
vp1` 0q, eis$vp1` 0q〉 ds
 γ
?
2 Im
〈
vp1` 0q, e
iτ$  1
i$
vp1` 0q
〉
 γ
?
2
 p1 cospτ$qq1{2$1{2 vp1` 0q
2 , (3.35)
et donc
δEµpnq  2γ2 pp1 pq
 p1 cospτ$qq1{2$1{2 vp1` 0q
2 .
l
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3.3.2 Echanges d'énergie
Comme on l'a remarqué dans la Section 1.4 (voir les remarques qui suivent l'équation (1.26))
le choix de l'interaction cavité-atome a pour eﬀet de laisser l'état des atomes inchangé. Il n'y
a donc pas d'échange d'énergie avec le faisceau d'atomes. On va donc s'attacher à déterminer
comment la variation d'énergie dans le système se répartit entre la cavité et le réservoir. Ces
dernières ne faisant appel qu'à des observables qui agissent sur C   R on pourra étudier leur
évolution via l'opérateur de dynamique réduite L.
Déﬁnition 3.27. Etant donné un état initial µ du système C   R on déﬁnit les variations
d'énergie de la cavité, du réservoir et du système cavité+réservoir entre les instants 0 et nτ par
∆EC,µpnq  µ pLnpHCq HCq ,
∆ER,µpnq  µ pLnpHRq HRq ,
∆EC R,µpnq  µ pLnpHC Rq HC Rq ,
et, si elles existent, les variations asymptotiques par unité de temps
∆EC,µ  lim
nÑ8
∆EC,µpnq
nτ
, ∆ER,µ  lim
nÑ8
∆ER,µpnq
nτ
et ∆EC R,µ  lim
nÑ8
∆EC R,µpnq
nτ
.
Remarque 3.28. Ces variations d'énergie ne sont a priori pas forcément déﬁnies pour tout
état initial µ, les quantités LnpHCq  HC et LnpHRq  HR ne déﬁnissant pas des opérateurs
bornés.
Théorème 3.29. Pour tout µ P Sa on a
∆EC,µ  0 et ∆ER,µ  ∆EC R,µ  2γ
2
τ
pp1 pq
 p1 cospτ$qq1{2$1{2 vp1` 0q
2  ∆E.
Autrement dit, asymptotiquement toute l'énergie transmise au système est absorbée par le réser-
voir R.
Le résultat concernant l'énergie de la cavité sera une conséquence immédiate de l'étude de
l'évolution du nombre de photons dans la cavité eﬀectuée à la ﬁn de la Section 3.2. Pour étudier
la variation de l'énergie dans le réservoir l'idée est d'écrire
HR  HC R HC HIR R,
et d'étudier séparément l'évolution de chacun de ces termes. Les termes HC , HIR et R sont
quadratiques en les opérateurs de champs et leurs contributions s'obtiennent à l'aide de (3.26).
Le lemme qui suit donne l'évolution du terme correspondant à HC R. On rappelle que les uj
sont déﬁnis en (3.27).
Lemme 3.30. Pour tout n ¥ 1 on a
LnpHC Rq HC R (3.36)
 γp
?
2φ pwnτ p1` 0qq   γp
?
2φp1` 0q   γp2
?
2
n¸
j1
uj   nγpp1 pq
?
2α p1` 0q ,
où l'identité ci-dessus est à comprendre au sens fort sur DpH0q.
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Preuve. De la même manière que pour la Proposition 1.44 on a, au sens fort sur DpH0q,
LpHC Rq HC R  p eiτH HC R eiτH    p1 pq eiτHHC R eiτH HC R,
Puisque HC R  H on a donc
LpHC Rq HC R  p
 
eiτH H eiτH  H

.
En écrivant H  H   γ
?
2φp1 ` 0q et en utilisant (3.8) on obtient, toujours au sens fort sur
DpH0q,
LpHC Rq HC R  pγ
?
2
 
φp1` 0q  eiτH φp1` 0qeiτH  (3.37)
 pγ
?
2 φ ppwτ  1q p1` 0qq   pγ
?
2 α p1` 0q ,
ce qui correspond à (3.36) pour n  1.
En appliquant la Proposition 3.4 à (3.37) on obtient, au sens fort sur DompH0q et pour tout
j ¥ 1,
LjpHC Rq  Lj1pHC Rq
 pγ
?
2 φ

pwjτ  wpj1qτ q p1` 0q
	
  p2γ
?
2
» pj1qτ
0
αs

pwτ  1q p1` 0q
	
ds  pγ
?
2 α p1` 0q
 pγ
?
2 φ

pwjτ  wpj1qτ q p1` 0q
	
  p2γ
?
2 α

pwpj1qτ  1qp1` 0q
	
  pγ
?
2 α p1` 0q ,
 pγ
?
2 φ

pwjτ  wpj1qτ q p1` 0q
	
  p2γ
?
2uj   pp1 pqγ
?
2 α p1` 0q , (3.38)
où on a utilisé (3.2). En sommant (3.38) pour j allant de 1 à n on en déduit (3.36). l
Preuve du Théorème 3.29. Soit µ P Sa et u P C` f tel que µpAq  ωC Rβ pW puqAW puqq.
1. Les résultats concernant les variations d'énergie de C découlent directement du fait que
HC  θN et de la Proposition 3.22.
2. Passons maintenant à la moyenne asymptotique de la variation d'énergie pour le système
C  R. D'après le Lemme 3.30 on a
1
nτ
µ pLn pHC Rq HC Rq (3.39)
 γp
?
2
nτ
µ

φ pwnτ p1` 0qq
	
  γp
?
2
nτ
µpφp1` 0qq   γp
2
?
2
nτ
n¸
j1
uj   γpp1 pq
?
2
τ
α p1` 0q .
En utilisant (3.24) on peut écrire
µ

φ pwnτ p1` 0qq
	
 Im 〈wnτ p1` 0q , u〉
qui tend vers 0. Par ailleurs la série
°
un converge (voir la Remarque 3.23). On en déduit que
lim
nÑ8
1
nτ
µ pLn pHC Rq HC Rq  γpp1 pq
?
2
τ
α p1` 0q ,
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et donc en utilisant (3.35) et (3.32) que
∆EC R,µ : lim
nÑ8
1
nτ
µ pLn pHC Rq HC Rq  ∆E.
3. On termine avec la variation d'énergie dans le réservoir R. En écrivant
HR  HC R HC HIR R,
on a
∆ER,µpnq  ∆EC R,µpnq  µ
 Ln pHIRq HIR µ Ln pRq R∆EC,µpnq,
et il reste à analyser les termes µpLnpRq Rq et µ pLn pHIRq HIRq. Ceux-ci se traitent de la
même manière que l'évolution de l'opérateur de nombre N . On rappelle que
R  λ
2
2
$1ρ2 φ p1` 0q2 ,
et
HIR  λφ p1` 0qφ

0`$1{2ρ
	
.
Puisque 1`0 et 0`$1{2ρ P C` f le Théorème 3.19 assure que chacun des termes µpLnpRqRq
et µ pLn pHIRq HIRq convergent lorsque nÑ8 ce qui termine la preuve. l
Remarque 3.31. La preuve ci-dessus montre que de façon plus précise chacune des limites
ci-dessous existe et est ﬁnie
lim
nÑ8∆EC,µpnq, limnÑ8∆ER,µpnq  nτ∆E et limnÑ8∆EC R,µpnq  nτ∆E.
On a convergence de la variation totale d'énergie dans la cavité tandis que modulo un terme de
bord l'énergie dans le réservoir croit linéairement en temps.
3.4 Comparaison avec [NVZ14]
Comme on l'a mentionné dans l'introduction, dans [NVZ14] les auteurs étudient un modèle
similaire mais avec une approche Markovienne de la description de l'interaction entre C et R.
Ils appellent ce système cavité ouverte et le mettent en parallèle avec le SIR cavité+atomes
qu'ils appellent cavité idéale. L'approche Markovienne de la description de l'interaction entre la
cavité C et l'environnementR revient à considérer uniquement la dynamique eﬀective du système
C qui est générée par l'interaction avec l'environnement R. Pour ce faire, en absence d'atome
l'évolution de la cavité est décrite par l'équation de Lindblad (1.27). En présence d'atomes le
système est décrit sur l'espace de Hilbert
HMNV Z : HC b
Mâ
j1
HE .
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Pour la cavité idéale (ce qui correspond dans cette thèse à prendre λ  0), le Hamiltonien du
système en interactions répétées est donné par
HNV Zptq : HC  
M¸
j1
HEj  
M¸
j1
χrpj1qτ,jτqptqHIEj , @t P r0,Mτq,
et l'évolution d'une observable O est donnée par
d
dt
Optq  i rHNV Zptq, Optqs . (3.40)
Comme dans le cas sans atomes pour décrire la cavité ouverte on remplace alors l'équation
d'évolution (3.40) par l'équation de Lindblad
d
dt
Optq  i rHNV Zptq, Optqs   σpA b 1lqOptqpAb 1lq  σ
2
tAAb 1l, Optqu (3.41)
  σ pAb 1lqOptqpA b 1lq  σ 
2
tAA b 1l, Optqu
où σ  et σ représentent, respectivement, les taux d'émission et d'absorption de photons dans
la cavité. L'algèbre des observables de la cavité est toujours AC .
Dans [NVZ14] les auteurs étudient alors le comportement en temps long du système, dans
les deux cas d'une cavité idéale ou ouverte. Ils montrent l'existence et donnent une formule
explicite d'un unique état invariant pour l'évolution dans la cavité ouverte, ils donnent des
formules pour la valeur moyenne du nombre de photons dans la cavité et pour les variations
d'énergie dans le système. Dans cette section nous comparons leurs résultats sur la dynamique
et sur les variations d'énergie à ceux obtenus dans ce chapitre. Notamment nous allons voir
comment on peut interpréter leurs résultats à partir des ceux obtenus dans cette thèse.
3.4.1 La cavité ouverte dans l'approche markovienne
En l'absence d'atomes l'évolution markovienne τ tC,Mark d'une observable de WeylW pcq, c P C,
dans la cavité ouverte se calcule explicitement, voir par exemple l'Appendice dans [NVZ14], et
est donnée par
τ tC,Mark pW pcqq  exp

|c|
2
4

1 epσσ qt
	 σ   σ 
σ  σ 


W

eΘtc
	
, (3.42)
où
Θ : iθ   σ  σ 
2
.
Dans l'approche markovienne l'évolution d'une observable de la cavité reste bien entendu une
observable de la cavité. Aﬁn de comparer avec l'évolution obtenue dans l'approche hamiltonienne
utilisée dans cette thèse, dans laquelle τ tC RpOq P ACbAR, on peut alors prendre la trace partielle
de cette dernière sur le réservoir, l'état de référence de celui-ci étant l'état d'équilibre ωRβ . Si on
écrit wtpc` 0q sous la forme
wtpc` 0q : wCt pc` 0q ` wRt pc` 0q P C` f,
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on a
τ tC RpW pc` 0qq W pwtpc` 0qq W pwCt pc` 0qq bW pwRt pc` 0qq P AC b AR
et τ tC,Mark pW pcqq est alors à comparer avec
1lC b ωRβ

W pwtpc` 0qq
	
 ωRβ

W pwRt pc` 0qq
	
W pwCt pc ` 0qq
 exp

1
4
B
wRt pc` 0q, coth

β$
2


wRt pc` 0q
F

W
 
wCt pc ` 0q

.
On déﬁnit la version markovienne wMarkt de wt par
wMarkt pc` 0q : eΘtc`Rtpcq, Rtpcq :

1 epσσ qt
	1{2
cρMark,
où ρMark P f est ﬁxé, de norme 1, et décrit la façon dont la cavité est couplée au réservoir (ρMark
joue un rôle similaire au facteur de forme ρ apparaissant dans HIR). On vériﬁe alors facilement
que pour tous c, c1 P C on a
Im
〈
wMarkt pc` 0q, wMarkt pc1 ` 0q
〉  Im 〈c` 0, c1 ` 0〉 ,
i.e. wMarkt est symplectique. De plus
1lC b ωRβ

W
 
wMarkt pc` 0q
 	
(3.43)
 ωRβ

W pRtpcqq
	
W

eΘtc
	
 exp

|c|
2
4

1 epσσ qt
	B
ρMark, coth

β$
2


ρMark
F

W peΘtcq.
En choisissant ρMark de façon à ce queB
ρMark, coth

β$
2


ρMark
F
 σ   σ 
σ  σ  (3.44)
on retrouve alors bien (3.42).
On va voir que si dans chacun des résultats obtenus on remplace wt par sa version marko-
vienne wMarkt on retrouve alors exactement les résultats de [NVZ14].
3.4.2 Evolution des observables de Weyl.
On rappelle la formule de l'évolution après une interaction d'un observable de Weyl pour la
cavité ouverte obtenue dans [NVZ14].
Théorème 3.32. [NVZ14] Pour tout c P C et n ¥ 1 on a
LnNV Z pW pcqq W

enΘτ c
	
exp

|c|
2
4

1 enpσσ qτ
	 σ   σ 
σ  σ 


(3.45)

n¹
j1

p exp

γ?
2

1 eΘτ
Θ
epj1qΘτ c 1 e
Θτ
Θ
epj1qΘτ c

  p1 pq
ﬀ
.
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Aﬁn de décrire les versions markoviennes de nos résultats on remplace comme on l'a dit wt
par wMarkt . En particulier les phases
αpwpj1qτ pfqq 
» jτ
pj1qτ
αspfq ds 
?
2γ
» jτ
pj1qτ
Im 〈1` 0, wspfq〉 ds
deviennent, pour f  c` 0,
α

wMarkpj1qτ pc` 0q
	

?
2γ
» jτ
pj1qτ
Im
〈
1` 0, eΘsc`Rspcq
〉
ds

?
2γ Im

1 eΘτ
Θ
epj1qΘτ c

(3.46)
Ainsi la version markovienne de la Proposition 3.3 devient
LnMarkpW pc` 0qq :

n¹
j1

p ei αpwMarkpj1qτ pc`0qq   p1 pq
	ﬀ
W
 
wMarknτ pc` 0q

.
En utilisant (3.43), (3.44) et (3.46) on en déduit facilement que pour tout c P C et tout n ¥ 1
on a
1lC b ωRβ

LnMarkpW pc` 0qq
	
 LnNV Z pW pcqq ,
autrement dit l'évolution markovienne obtenue dans [NVZ14] coincide bien avec celle obtenue
dans l'approche hamiltonienne en remplaçant wt par sa version markovienne.
3.4.3 Nombre de photons dans la cavité
L'évolution de l'observable N décrivant le nombre de photons dans la cavité ouverte obtenue
dans l'approche markovienne (équation (3.38) dans [NVZ14]) s'écrit
LnNV ZpNq (3.47)
 epσσ qnτN   ipγ
Θ

epσσ qnτ  eΘnτ
	
A  ipγ
Θ

epσσ qnτ  eΘnτ
	
A
  σ 
σ  σ 

1 epσσ qnτ
	
  p γ
2
|Θ|2 e
pσσ qτ p1 eΘτ qp1 eΘτ q1 e
pσσ qnτ
1 epσσ qτ
p2 2γ
2
|Θ|2
1 epσσ qnτ
1 epσσ qτ

1 epσσ qτ{2 cospθτq
	
  p2 2γ
2
|Θ|2

1 epσσ qnτ{2 cospθnτq
	
,
que l'on va comparer avec le résultat de la Proposition 3.22, en remplaçant wt par wMarkt dans
(3.29).
D'une part pour tout c P C on a
φ
 
wMarkt pc` 0q
  φeΘtc	b 1lR   1lC b φpRtpcqq, (3.48)
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et donc
1lC b ωRβ

φ
 
wMarkt pc` 0q
2	  φeΘtc	2   2ωRβ pφpRtpcqqqφeΘtc	  ωRβ  φpRtpcqq2
 φ

eΘtc
	2
  1
2
Re
〈
Rtpcq, coth

β$
2


Rtpcq
〉
 φ

eΘtc
	2
  1
2
σ   σ 
σ  σ 

1 epσσ qt
	
|c|2.
On obtient ainsi
1lC b ωRβ
1
2

φ
 
wMarkt p1` 0q
2   φ  wMarkt pi` 0q2  1 	
 1
2

φ

eΘt
	2
  φ

eΘti
	2
 1

  1
2
σ   σ 
σ  σ 

1 epσσ qt
	
 epσσ qtAA  σ 
σ  σ 

1 epσσ qt
	
. (3.49)
Par ailleurs, en utilisant (3.46) avec c  1 et c  i pour calculer respectivement uj et u˜j puis
les cj on trouve
uj  γ
?
2 Im

eΘpj1qτ  eΘjτ
Θ


, u˜j  γ
?
2 Re

eΘpj1qτ  eΘjτ
Θ


,
et donc
cj  uj   iu˜j  iγ
?
2
eΘpj1qτ  eΘjτ
Θ
.
On en déduit que
1lC b ωRβ

φ

wMarknτ

n¸
j1
cj ` 0

 φ

eΘnτ
n¸
j1
cj

(3.50)
 φ

i
γ
?
2
Θ
eΘnτ
 
1 eΘnτ

 i γ
Θ
eΘnτ
 
1 eΘnτA  i γ
Θ
eΘnτ

1 eΘnτ
	
A,
où on a utilisé (3.48) et le fait que ωRβ pφpfqq  0 pour tout f P f, et que
n¸
j1
|cj |2  2γ
2
|Θ|2
eΘτ  12 n¸
j1
eΘpj1qτ 2  2γ2|Θ|2 eΘτ  12  1 epσσ qnτ1 epσσ qτ , (3.51)
et  n¸
j1
cj

2
 2γ
2
|Θ|2
eΘnτ  12 . (3.52)
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En partant de (3.29) et en utilisant (3.49)-(3.52) on obtient
1lC b ωRβ

LnMarkpNq
	
 epσσ qnτN  ipγ
Θ
eΘnτ
 
1 eΘnτA   ip γ
Θ
eΘnτ

1 eΘnτ
	
A
 pp1 pqγ
2
|Θ|2
eΘτ  12  1 epσσ qnτ
1 epσσ qτ  
p2γ2
|Θ|2
eΘnτ  12
  σ 
σ  σ 

1 epσσ qnτ
	
,
et on vériﬁe aisément, en se rappelant que Θ  iθ  σ  σ 
2
, que cela coincide avec (3.47), i.e.
1lC b ωRβ

LnMarkpNq
	
 LnNV ZpNq.
Remarque 3.33. Dans le cas de la cavité idéale l'évolution du nombre de photons dans la cavité
obtenue dans [NVZ14] est donnée par (Lemme 2.3)
LnidealpNq  N   p
γ
θ
 
1 eiθnτA    1 eiθnτA (3.53)
 npp1 pq2γ
2
θ2
p1 cospθτqq   p2 2γ
2
θ2
p1 cospθnτqq.
On peut noter qu'ici on a génériquement une croissance linéaire du nombre de photons dans la
cavité.
Dans notre approche cela correspond à prendre la constante de couplage λ  0. Dans ce
cas l'opérateur wt devient simplement wtpc ` fq  eiθtc ` ei$tf (la cavité et le réservoir sont
découplés), et le même raisonnement que ci-dessus donne
1
2

φ pwtp1` 0qq2   φ pwtpi` 0qq2  1

 N et cj  γ
?
2
θ
 
1 eiθτ eipj1qθτ .
On en déduit aisément que dans ce cas (3.29) devient
LnpNq  N  pγ
θ
eiθnτ
 
1 eiθnτA  pγ
θ
eiθnτ
 
1 eiθnτA
 npp1 pqγ
2
θ2
1 eiθτ 2   p2 γ2
θ2
eiθnτ  12 ,
et on retrouve bien (3.53).
3.4.4 Saut d'énergie
On compare ﬁnalement l'expression pour les sauts d'énergie obtenue dans [NVZ14] avec celle
obtenue dans la Section 3.3.1. Il faut noter que dans l'approche markovienne cela ne correspond
pas à la variation de l'énergie totale. En eﬀet, si au cours d'une interaction l'énergie totale est
constante dans l'approche hamiltonienne ce n'est plus le cas dans l'approche markovienne où le
système est dissipatif.
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Dans le cas de la cavité ouverte, l'expression du saut d'énergie lorsqu'on passe de la pn 1q-
ème à la n-ème interaction est donnée par (équation (4.27) dans [NVZ14])
δENV Z pnτ, pn 1qτq (3.54)
 pp1 pq2γ
2θ
|Θ|2

1 epσσ qτ{2 cospθτq
	
 pp1 pqγ
2pσ  σ q
|Θ|2 e
pσσ qτ{2 sinpθτq.
Dans la Section 3.3.1 on a obtenu, voir le Théorème 3.25 et (3.35),
δE pnτ, pn 1qτq 
?
2 γ pp1 pqαp1` 0q.
En remplaçant αp1` 0q par sa version markovienne donnée par (3.46) on obtient alors
δEMark pnτ, pn 1qτq  2γ2 pp1 pq Im

1 eΘτ
Θ

 δENV Z pnτ, pn 1qτq .
Remarque 3.34. Dans le cas de la cavité idéale on a simplement
αp1` 0q  γ
?
2
» τ
0
Im
〈
1` 0, eisθ ` 0〉 ds  γ?2
θ
p1 cospθτqq,
et donc
δE pnτ, pn 1qτq  pp1 pq2γ
2
θ
p1 cospθτqq,
qui coincide bien avec l'expression obtenue dans [NVZ14] (Théorème 4.2).
Chapitre 4
Production d'entropie
Dans ce chapitre on s'intéresse à la production d'entropie dans le système. Supposons un
instant que tous les états considérés soient donnés par des matrices densité. Si ρ et ρ1 sont deux
matrices densité sur un espace de Hilbert H l'entropie relative de ρ1 par rapport à ρ est déﬁnie
par
Ent
 
ρ1|ρ  Tr  ρ1 log ρ ρ1 log ρ1 ¤ 0,
cette quantité pouvant éventuellement être égale à 8 (c'est le cas si ρ1 n'est pas relativement
normal par rapport à ρ). Etant donné un état de référence ρref , ρ0 l'état initial du système
et ρpnq l'état après n interactions on va s'intéresser à la variation d'entropie relative après n
interactions, c'est-à-dire la quantité
∆Spnq : Ent pρpnq|ρrefq  Ent pρ0|ρrefq ,
ainsi qu'à la production moyenne d'entropie par unité de temps, c'est-à-dire la quantité
∆S : lim
nÑ 8
1
nτ
∆Spnq.
Ici tous les états ne sont pas représentés par des matrices densité, en particulier pour le réservoir.
On est donc amené à utiliser un cadre plus général pour déﬁnir l'entropie relative. Celui-ci a
été développé par H. Araki, il a étendu la déﬁnition de l'entropie relative à des états arbitraires
d'une algèbre de von Neumann dans [A75, A77]. Avant de s'intéresser à la production d'entropie
dans notre modèle on commence par rappeler le cadre algébrique nécessaire dans la Section 4.1.
4.1 Quelques pré-requis
On rappelle ici les principales déﬁnitions et les principaux résultats dont on aura besoin par
la suite. Le lecteur intéressé peut consulter [BR2, DJP03, Pi06] pour plus de détails.
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4.1.1 Algèbres de Von Neumann et théorie modulaire
On rappelle qu'une algèbre de von Neumann M  BpHq est une C-algèbre qui est fermée
pour la topologie faible. Si M  BpHq est une sous -algèbre on note
M1 : tA P BpHq | @B PM, rA,Bs  0u
son commutant. Le théorème du bicommutant de von Neumann assure qu'une sous -algèbre
M de BpHq contenant l'identité est fermée pour la topologie faible si et seulement si M  M2
où M2  pM1q1 désigne le bicommutant de M.
Remarque 4.1. Si A  BpHq est une C-algèbre alors A2 est une algèbre de von Neumann
appelé algèbre enveloppante de A. Par exemple, la Proposition 1.14 traduit le fait que CCRphq2 
BpF phqq.
Déﬁnition 4.2. SoitM une algèbre de von Neumann, N M une sous-algèbre de von Neumann
et ω un état sur M. On appelle support de ω respectivement à N
sNω  inf tP P N : P est une projection orthogonale et ω p1l P q  0u .
Dans la suite on notera
sω : sMω , s1ω : sM
1
ω ,
et on dit que ω est ﬁdèle si sω  1l.
Si ωpAq  〈Ω, AΩ〉 on notera
sΩ : sω, s1Ω : s1ω.
On peut alors montrer que
Ran s1Ω MΩ, Ran sΩ M1Ω.
En particulier ω est ﬁdèle si et seulement si Ω est cyclique pour M1. De plus
pMΩqK  kerps1Ωq  p1 s1ΩqH.
On peut également facilement montrer que Ω est cyclique pour M1 si et seulement si Ω est
séparateur pour M, c'est-à-dire si A PM vériﬁe AΩ  0 alors A  0.
Déﬁnition 4.3. Soient M  BpHq une algèbre de von Neumann et Ω P H un vecteur cyclique
et séparateur pour M. On déﬁnit l'opérateur antilinéaire SΩ sur MΩ par
SΩ : AΩ ÞÑ AΩ.
SΩ est un opérateur fermable et on note toujours SΩ sa fermeture. Si SΩ  J∆1{2Ω désigne la
décomposition polaire de SΩ on appelle ∆Ω l'opérateur modulaire et J la conjugaison modulaire.
Remarque 4.4. Le fait que Ω soit séparateur assure que SΩ est bien déﬁni, et le fait que Ω
soit cyclique assure que son domaine de déﬁnition soit dense.
Remarque 4.5. La conjugaison modulaire J possède une certaine universalité par rapport au
vecteur Ω, voir la Remarque 4.12. C'est pourquoi on la note en général simplement J et pas JΩ.
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Déﬁnition 4.6. [A77] Soient M  BpHq une algèbre de von Neumann et Ψ,Ω P H. On déﬁnit
l'opérateur antilinéaire SΩ,Ψ sur le domaine MΨ  p1 s1ΨqH par
SΩ,ΨpAΨ Θq : sΨAΩ,
où A P M, Θ P p1  s1ΨqH. SΩ,Ψ est un opérateur fermable et on note SΩ,Ψ sa fermeture.
L'opérateur modulaire relatif est déﬁni par
∆Ω,Ψ  SΩ,ΨSΩ,Ψ.
Remarque 4.7. Si Ω est cyclique et séparateur alors SΩ,Ω  SΩ et donc ∆Ω,Ω  ∆Ω.
C'est la notion d'opérateur modulaire relatif qui permettra de généraliser celle d'entropie
relative de deux états (voir la Section 4.1.3).
4.1.2 Forme standard et Liouvillien
La théorie générale sur les formes standard a été développée par Haagerup [H75] suivant les
travaux de Araki [A76] et Connes [C73].
La notion de forme standard fait appel à celle de cône et en particulier de cône auto-dual
d'un espace de Hilbert. On rappelle que C  H est un cône si pour tout ψ P C et t ¥ 0 on a
tψ P C.
Déﬁnition 4.8. Soit H un espace de Hilbert et C un cône. Le cône dual de C est l'ensemble
pC :  ψ P H@φ P C, 〈φ, ψ〉 ¥ 0( .
Un cône C est dit auto-dual si pC  C, et il est automatiquement fermé.
Déﬁnition 4.9. Une algèbre de von Neumann M  BpHq est dite sous forme standard, s'il
existe une involution anti-unitaire J sur H et un cône auto-dual H   H tels que
1. JMJ M1,
2. JAJ  A pour A PMXM1,
3. Jψ  ψ pour tout ψ P H ,
4. AJAH   H  pour tout A PM.
On notera pM, H, J, H q une algèbre de von Neumann sous forme standard.
Le théorème suivant montre qu'il y a unicité, à isomorphisme près, d'une représentation
standard. Une idée de la preuve peut être trouvée dans [Pi06]. Elle repose sur la représentation
GNS (voir le Théorème 1.26) et la théorie modulaire de Tomita-Takesaki.
Théorème 4.10. Toute algèbre de von Neumann M possède une représentation pi : MÑ BpHq
telle que pipMq soit sous forme standard. Cette représentation est unique à équivalence unitaire
près.
De la même façon, si A est une C-algèbre, ω un état ﬁdèle sur A, et pH, pi,Ωq la repré-
sentation GNS de pA, ωq alors l'algèbre enveloppante M : pipAq2 est sous forme standard.
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L'opérateur J est la conjugaison modulaire associée au vecteur représentatif Ω et le cône H 
est
H   tAJAJΩ, A PMu. (4.1)
On dira que pH, pi, J,H q est une représentation standard de A.
Les deux théorèmes suivants montrent l'importance de la notion de représentation standard
dans l'étude des systèmes dynamiques quantiques.
Théorème 4.11. Soit pM, H, J, H q une algèbre de von Neumann sous forme standard. Pour
tout état normal ω sur M il existe un unique vecteur représentatif Ψω P H  tel que
ωpAq  〈Ψω, AΨω〉 , @A PM.
De plus, si ω et µ sont deux états normaux on a
 }Ψω Ψµ}2 ¤ }ω  µ} ¤ }Ψω Ψµ} }Ψω  Ψµ} .
 Ψω est cyclique pour pipMq ô Ψω est cyclique pour pipMq1 ô ω est ﬁdèle.
 Plus généralement pipMqΨω  JpipMq1Ψω.
Remarque 4.12. Si M est sous forme standard et Ψ P H , alors Ψ est cyclique si et seulement
si il est séparateur. On peut alors montrer que la conjugaison modulaire JΨ associée à Ψ vériﬁe
JΨ  J et que le cône H Ψ : tAJAJΨ, A PMu ne dépend pas non plus de Ψ, i.e. H Ψ  H .
En particulier si A est une C-algèbre, ω un état ﬁdèle, pH, pi, J,H q la représentation stan-
dard de A associée à ω, et si µ est un autre état relativement normal par rapport à ω, alors
µˆppipAqq : µpAq
s'étend en un état normal sur M  pipAq2. Il existe donc un vecteur représentatif Ψµ P H . Si
de plus µ est ﬁdèle alors Ψµ est séparateur, donc cyclique et la conjugaison modulaire associée
à Ψµ et la même que celle associée à ω.
Le second résultat concerne l'implémentation unitaire des -automorphismes sur M. Soit
pM,H, J,H q une algèbre de von Neumann sous forme standard. On note AutpMq le groupe
des -automorphismes deM muni de la topologie de la convergence σ-faible, et U l'ensemble des
opérateurs unitaires de H tels que
UMU M et UH   H .
Muni de la topologie forte des opérateurs U est un groupe et τU pAq : UAU déﬁnit un mor-
phisme continu de U dans AutpMq.
Théorème 4.13. L'application U ÞÑ τU est un homéomorphisme. En particulier pour tout -
automorphisme σ de M il existe un unique U P U tel que σ  τU . U est appelé l'implémentation
standard de σ.
De plus, pour tout U P U et tout état normal ω sur M on a
 rU, Js  0.
 UM1U M1.
 UΨω  ΨωτU .
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Finalement, étant donné un système dynamique quantique pA, τ t, ωq, voir la Déﬁnition 1.25,
et pH, pi,Ωq la représentation GNS de ω, il est naturel de chercher à décrire la dynamique τ t
dans cette représentation. En utilisant l'unicité à équivalence unitaire près de la représentation
GNS et le fait que ω est invariant on montre alors
Proposition 4.14. Soit pA, τ t, ωq un système dynamique quantique et pH, pi,Ωq la représenta-
tion GNS associée. Il existe un unique opérateur auto-adjoint L sur H tel que, pour A P A,
 pi pτ tpAqq  eitLpipAqeitL, pour tout A P A et t P R,
 LΩ  0.
L est appelé Liouvillien associé au système dynamique quantique pA, τ t, ωq.
Exemple 4.15. On reprend la situation de l'Exemple 1.27. Soient A  Bphq, τ tpAq  eitH A eitH
où H est un opérateur auto-adjoint sur h, et ω est l'état associé à une matrice densité ρ ¡ 0
invariante, i.e. telle que eitH ρ eitH  ρ pour tout t P R. pA, τ t, ωq est un système dynamique
quantique dont la représentation GNS est donnée dans l'Exemple 1.27, et on vériﬁe facilement
que le Liouvillien associé est
L  H b 1l 1lb H¯,
où on rappelle que H¯ est déﬁni par H¯ψ  Hψ¯.
L'opérateur L permet bien entendu d'étendre la dynamique à M  pipAq2. En utilisant le
Théorème 4.13 on peut alors montrer que si ω est ﬁdèle alors
LJ   JL  0 et eitLH   H , @t P R. (4.2)
Un cas particulier important est celui dans lequel ω est un état pτ t, βq-KMS. On peut alors
relier le Liouvillien avec l'opérateur modulaire associé au vecteur représentatif Ω de ω
∆Ω  eβL. (4.3)
4.1.3 Entropie relative
On peut maintenant déﬁnir l'entropie relative d'un état µ respectivement à un état de réfé-
rence ω. Celle-ci a été introduite par Araki dans [A75] et [A77] et repose sur la notion d'opérateur
modulaire relatif introduit dans la Section 4.1.1. Il sera utile de déﬁnir l'entropie relative non
seulement de deux états mais plus généralement de deux formes linéaires positives pas nécessai-
rement normalisées.
Déﬁnition 4.16. Soit pM,H, J,H q une algèbre de von Neumann, ω, µ deux états normaux
sur M, et Ω,Ψ P H  leurs vecteurs représentatifs. L'entropie relative de µ par rapport à ω est
déﬁnie par
Entpµ |ωq 
" 〈Ψ, log ∆Ω,ΨΨ〉 si sµ ¤ sω,
8 sinon.
De la même façon, si pA, τ t, ωq est un système dynamique quantique avec ω ﬁdèle, pH, pi, J,H q
une représentation standard associée à ω, et µ un état relativement normal par rapport à ω,
l'entropie relative de µ par rapport à ω est alors déﬁnie par
Entpµ |ωq 
" 〈Ψ, log ∆Ω,ΨΨ〉 si sµ ¤ sω,
8 sinon,
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où Ω,Ψ sont les vecteurs représentatifs de ω et µ dans le cône H .
On rappelle deux propriétés utiles sur les opérateurs modulaires relatifs et sur l'entropie
relative.
Proposition 4.17. Soient ω, µ deux formes linéaires positives sur M de vecteurs représentatifs
respectifs Ω,Ψ.
1. Pour tout a P R , le vecteur représentatif de aµ est
?
aΨ.
2. Pour tous a, b P R ,
∆aΩ,bΨ  a
2
b2
∆Ω,Ψ.
3. Pour tous a, b P R 
Entpaµ | b ωq  a Entpµ |ωq   a µp1lqplog b log aq.
4. Soit I : MÑM un -automorphisme, alors
Ent pµ  I |ω  Iq  Ent pµ |ωq .
Proposition 4.18. [A77] Soient ω, µ deux formes linéaires positives sur M de vecteurs repré-
sentatifs respectifs Ω,Ψ. Alors
J∆Ω,ΨJ∆Ψ,Ω  ∆Ψ,ΩJ∆Ω,ΨJ  s1ΩsΨ.
En particulier, si ω et µ sont ﬁdèles on a ∆1Ψ,Ω  J∆Ω,ΨJ et donc
log ∆Ψ,Ω  J log ∆Ω,ΨJ.
4.1.4 Convergence au sens fort de la résolvante
Dans cette partie on rappelle quelques résultats sur la convergence forte au sens de la résol-
vante qui nous seront utiles dans la Section 4.3. On commence par deux conditions équivalentes
impliquant la convergence au sens fort de la résolvante.
Proposition 4.19. [RS1] Supposons que An et A sont des opérateurs auto-adjoints. Alors les
conditions suivantes sont équivalentes :
(1) Soit z0 R
8
n1 σpAnq (par exemple si Im z0  0). Alors
pz0 Anq1 nÑ 8ÝÑ pz0 Aq1 fortement.
(2) Si f est une fonction continue et bornée sur
8
n1 σpAnq, alors
fpAnq nÑ 8ÝÑ fpAq fortement.
Si l'une de ces conditions est vériﬁée alors An
nÑ 8ÝÑ A fortement au sens de la résolvante.
Proposition 4.20. [RS1]
Supposons que An, A sont des opérateurs auto-adjoints, A est essentiellement auto-adjoint sur
D et Anψ nÑ 8ÝÑ Aψ pour ψ P D. Alors An nÑ 8ÝÑ A au sens fort de la résolvante.
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Proposition 4.21. [DJP03]
Supposons que An, A sont des opérateurs auto-adjoints et An
nÑ 8ÝÑ A fortement au sens de
la résolvante. Supposons que ψn, ψ tel que ψn
nÑ 8ÝÑ ψ faiblement et }Anψn}   C. Alors ψ P
DompAq, la limite faible de Anψn existe et Anψn nÑ 8ÝÑ Aψ faiblement.
Proposition 4.22. [DJP03] Soit pM, H, J, H q une forme standard d'une C-algèbre A.
On suppose que, pour Ωn, Ψn P H ,
 ∆Ωn,Ψn nÑ 8ÝÑ M fortement au sens fort de la résolvante,
 Ψn nÑ 8ÝÑ Ψ faiblement,
 sΨn nÑ 8ÝÑ sΨ fortement,
 Ωn nÑ 8ÝÑ Ω faiblement.
Alors M  ∆Ω,Ψ.
4.2 Retour au modèle
On revient ici au modèle étudié dans les chapitres précédents. Tout comme pour les varia-
tions d'énergie l'étude de l'entropie nécessite de considérer le système total, c'est-à-dire ca-
vité+réservoir+atomes. On procède comme dans la Section 3.3 en revenant d'abord à la situa-
tion où il y a M atomes dans le faisceau et où n ¤M . L'algèbre des observables du système est
donc
ApMq : AC b AR b
Mâ
j1
AEj ,
où AC , AR sont déﬁnies respectivement en (1.24), (1.28) et AEj  AE  BpC2q. On rappelle que
si µ est un état sur AC b AR on note
µ˜ : µb
Mâ
j1
ωE (4.4)
où ωE désigne l'état initial des atomes, voir (3.31). Si µ est l'état initial du système C  R alors
l'état du système total après n interactions est
µ˜UnpAq : µ˜ pUnA Unq (4.5)
où Un désigne le propagateur unitaire correspondant à n interactions (voir la Section 3.3.1).
Aﬁn de déﬁnir la production d'entropie on se ﬁxe un état de référence ωref ﬁdèle du système
C R. On supposera aussi par la suite que p P s0, 1r aﬁn que les états ωE soient également ﬁdèles.
On reviendra sur les deux cas particuliers p  0 et p  1 dans la Section 4.5.
Déﬁnition 4.23. Soit µ l'état initial du système C  R. La variation d'entropie après n inter-
actions est donnée par
∆Spnq : Ent pµ˜Un | ω˜refq  Ent pµ˜ | ω˜refq .
A priori la déﬁnition de ∆Spnq dépend du choix de l'état de référence ωref et du nombre
M d'atomes. Cependant au temps nτ seuls les n premiers atomes ont interagi avec la cavité
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tandis que les autres atomes sont restés invariants (les atomes sont initialement dans un état
invariant pour leur dynamique libre). Ainsi, après n interactions, seuls les n premiers atomes ont
contribué à la production d'entropie et ∆Spnq ne dépend pas du choix de M ¥ n. A nouveau le
nombre M d'atomes ne joue plus de rôle et on omettra de l'écrire.
Déﬁnition 4.24. La production d'entropie dans le système est déﬁnie, si elle existe, par
∆S : lim
nÑ8
1
nτ
∆Spnq.
L'objectif de la suite de ce chapitre est d'étudier la production d'entropie dans le système.
Nous allons dans un premier temps calculer la variation d'entropie au temps nτ et relier celle-ci à
la variation d'énergie. En s'appuyant sur les résultat de la Section 3.3 on pourra alors déterminer
la production d'entropie dans le système. Comme on l'a mentionné la variation d'entropie dépend
à priori du choix de l'état de référence ωref . Pour ce dernier on va considérer le cas correspondant
à l'état d'équilibre ωC Rβ du système C R couplé et dont la fonction caractéristique est donnée
par (2.30).
Comme on l'a vu dans la Section 4.1.3 la déﬁnition de l'entropie relative de deux états
nécessite de se placer dans la représentation standard de l'état de référence. On commence donc
par décrire ci-dessous la représentation standard de l'état de référence mentionné ci-dessus. Pour
cela on commence par décrire la représentation standard de l'état KMS découplé ωCβ b ωRβ . On
en déduiera ensuite celle de l'état ωC Rβ .
4.2.1 Représentation standard de ωCβ b ω
R
β
On rappelle que τ tC et τ
t
R décrivent respectivement les dynamiques des systèmes C et R
découplés, voir la Section 1.4.1. On donne ici la représentation standard de l'état
ωref  ωCβ b ωRβ .
Ici ωCβ est l'état donné par la matrice densité
ρCβ 
1
Tr peβHC qe
βHC .
En notant
τ t0,C R  τ tC b τ tR (4.6)
la dynamique du système découplé, le triplet pAC b AR, τ t0,C R, ωCβ b ωRβ q déﬁnit donc bien
un système dynamique quantique et l'état ωCβ b ωRβ est un état pτ t0,C R, βq-KMS. Comme on
l'a mentionné à la ﬁn de la Section 1.2.3 un état pτ t, βq-KMS est également pσt,1q-KMS où
σtpAq  τβtpAq. On en déduit que ωCβ b ωRβ est un état pσ0,C R, 1q-KMS où σ0,C R est la
dynamique agissant sur AC b AR et déﬁnie par
σt0,C RpAq  τβtC b τβRtR pAq (4.7)
 eitβpHC HRqA eitβpHC HRq.
Elle est appelée dynamique modulaire associée à ωCβbωRβ . Son intérêt apparaitra dans la Section
4.3.
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Remarque 4.25. On vériﬁe facilement que pour tout c P C et tout f P f on a
ωCβ b ωRβ pW pcq bW pfqq  ωCβ pW pcqq  ωRβ pW pfqq
 exp

1
4
〈
c
f


, coth

βθ
2 0
0 β$2



c
f

〉

.
Comme on l'a vu dans la Section 4.1.2, aﬁn d'obtenir une représentation standard de ACbAR
associée à ωCβbωRβ on commence par déterminer la représentation GNS de celui-ci. L'état ωCβbωRβ
est un état produit, il suﬃt donc de déterminer la représentation de chacun des composants
séparément.
La représentation de ωCβ
La représentation GNS p rHC , piC ,ΩC,βq de pAC , ωCβq est donnée par, voir l'Exemple 1.27,rHC  F pCq b F pCq,
piC : AC  B pF pCqq ÝÑ B
 rHC	 ,
A ÞÝÑ Ab 1l,
ΩC,β :
 8¸
j1
λ
1{2
j φj b φj .
où pφjqj est une base orthonormée de vecteurs propres de ρCβ et λj la valeur propre correspon-
dante.
Remarque 4.26. La conjugaison complexe est la conjugaison usuelle sur C étendue ensuite à
F pCq, et on a en fait φ¯j  φj. Si on identiﬁe F pCq avec L2pRq comme dans la Remarque 1.37
la conjugaison complexe utilisée correspond à la conjugaison usuelle sur L2pRq. Les φj sont alors
les fonctions propres de l'oscillateur harmonique de fréquence θ et vériﬁent donc bien φ¯j  φj.
On peut alors vériﬁer que MC  piCpACq  BpF pCqq b 1l et que la conjugaison modulaire
JC : rHC Ñ rHC est donnée par JC : φb ψ ÞÑ ψ¯ b φ¯.
Enﬁn, le Liouvillien associé au système dynamique quantique pAC , τ tC , ωCβq dans la représen-
tation standard ci-dessus est, voir l'Exemple 4.15,
LC : HC b 1lC  1lC bHC ,
où on a utilisé le fait que HC commute avec la conjugaison complexe choisie et donc HC  HC .
La représentation de ωRβ
La représentation GNS d'un gaz de bosons libres a été obtenue dans [AW63] et est appelée
représentation d'Araki-Woods dans la littérature.
 L'espace de Hilbert est rHR  F   L2pR3qb F   L2pR3q .
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 La représentation piR est donnée par
piR : W pfq ÝÑ B
 rHR	
W pfq ÞÝÑW

p1  %q1{2 f
	
bW

%1{2 f
	
où %   eβ$  11 et f¯ désigne la conjugaison complexe usuelle sur L2pR3q.
 Le vecteur représentatif est rΩR  ΩR b ΩR,
où on rappelle que ΩR est le vecteur de vide de l'espace de Fock F 
 
L2pR3q.
La conjugaison modulaire JR : rHR Ñ rHR est ici aussi donnée par JR : φ b ψ ÞÑ ψ¯ b φ¯, le
Liouvillien par
LR : HR b 1lR  1lR bHR,
et on notera MR : piRpARq2 l'agèbre enveloppante associée à AR.
La représentation de ωCβ b ωRβ
A partir des représentations décrites ci-dessus on obtient celle de ωCβ b ωRβ :
 l'espace de Hilbert de la représentation estrH : rHC b rHR,
 la représentation est donnée par pi : AC b AR ÝÑ Bp rHq avec
pi pAbBq : piCpAq b piRpBq,
 le vecteur représentatif
Ω0  ΩC,β b rΩR,
 la conjugaison est
J  JC b JR,
 l'algèbre est
MC R MC bMR,
 le cône H   rH est obtenu comme dans la Section 4.1.2, i.e.
H   tAJAJΩ0, A PMC Ru
Enﬁn le Liouvillien associé à la dynamique découplée τ t0,C R donnée par (4.6) est
L0 : LC b 1l  1lb LR,
tandis que celui associé à la dynamique modulaire σt0,C R, (4.7), est
L˜0 : βL0.
Comme dans les chapitres précédents il est utile d'étendre la représentation pi aux opérateurs
de champs qui ne sont pas à proprement parler des observables. Cette extension repose sur la
notion d'opérateur aﬃlié à une algèbre de von Neumann.
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Déﬁnition 4.27. Un opérateur auto-adjoint P agissant sur un espace de Hilbert H est aﬃlié à
M  BpHq si et seulement si eitP PM pour tout t P R.
La notion d'opérateur aﬃlié est plus générale que celle donnée ici, voir par exemple [BR1].
Comme nous ne l'utiliserons que pour les opérateurs de champs qui sont auto-adjoints la déﬁ-
nition ci-dessus sera suﬃsante. On vériﬁe facilement que pour tout c` f P C` f les opérateurs
de la forme φpc` fq sont aﬃliés à AC R. La représentation pi s'étend alors à ces opérateurs par
pipφpc` fqq  φpcq b 1lb 1l rHR   1l rHC b

φ

p1  %q1{2f
	
b 1l  1lb φ

%1{2f
		
. (4.8)
Remarque 4.28. Comme nous l'avons indiqué dans la Section 1.1.3, pour c P C et f P f, on a
UF pW pcq bW pfqqUF W pc` fq ,
où UF : F pCqbF pL2pR3qq Ñ F pC`L2pR3qq est déﬁni comme dans (1.6). Pour simpliﬁer les
notations nous noterons toujours pi la composée pi piF où piF : AC R Q A ÞÑ UFAUF P ACbAR
et ainsi, pour tout c P C et f P f
pi pW pc` fqq :W pcq b 1lC bW

p1  %q1{2f
	
bW

%1{2f
	
.
4.2.2 La représentation standard de ωC Rβ
La construction de la représentation standard pour ωC Rβ va reposer sur celle de ω
C
β b ωRβ
et de la théorie de perturbation des états KMS. On rappelle que τ tC R est la dynamique du
système C   R couplé engendrée par HC R (voir le Théorème 2.23) et que ωC Rβ est un état
pτ tC R, βq-KMS.
Le théorème suivant fournit une représentation standard de AC b AR associée à ωC Rβ à
partir de celle associée à ωCβ b ωRβ . On rappelle que le couplage entre la cavité et le réservoir
est donné par les deux termes HIR et R, voir la Section 1.4.1, et que λ désigne la constante de
couplage.
Théorème 4.29. ([Ko11a], Thm III.2 et [Ko11b]) Soit β ¡ 0. Il existe λ0 ¡ 0 tel que, pour
tout 0 ¤ |λ|   λ0,
1. les opérateurs
L0   pipHIR  Rq et L0   pipHIR  Rq  JpipHIR  RqJ
sont essentiellement auto-adjoints sur DpL0q X DppipHIR   Rqq et DpL0q X DppipHIR  
Rqq XDpJpipHIR  RqJq,
2. Ω0 P D

eβpL0 pipHIR Rqq{2
	
et
Ωλ : e
βpL0 pipHIR Rqq{2Ω0eβpL0 pipHIR Rqq{2Ω0 P H  (4.9)
est le vecteur représentatif de ωC Rβ dans H , i.e.
ωC Rβ pAq  〈Ωλ, pipAqΩλ〉 , @A P AC b AR,
et est cyclique pour pipAC b ARq2.
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Remarque 4.30. Le point 1. est prouvé dans [Ko11b] en utilisant le Théorème du commutateur
de Neslon, de façon similaire à celle pour l'opérateur HC R dans [Ar81a]. Voir aussi le Théorème
4.46 dans la Section 4.4 ci-dessous.
Le fait que le vecteur Ω0 P D
 
eβpL0 pipHIR Rqq{2

est également prouvé dans [Ko11b]. Il
découle de la théorie de perturbation des états KMS d'Araki que le vecteur Ωλ déﬁnit un état
pτ tC R, βq-KMS. Le fait qu'il coincide avec ωC Rβ est l'objet du Théorème III.2 dans [Ko11a].
Le théorème ci-dessus montre que p rH, pi,Ωλq est une représentation GNS de pACbAR, ωC Rβ q.
Par ailleurs, comme Ωλ P H , la Remarque 4.12 assure que la conjugaison modulaire et le cône
associé sont également J et H , autrement dit p rH, pi, J,H q fournit une représentation standard
associée à l'état ωC Rβ . Enﬁn le Liouvillien correspondant à la dynamique couplée τ
t
C R est donné
par [DJP03]
Lλ  L0   pi pHIR  Rq  Jpi pHIR  Rq J.
Comme dans la section précédente on peut déﬁnir la dynamique modulaire σtλ,C R associée à
ωC Rβ . Puisque ce dernier est un état pτ tC R, βq-KMS on a simplement σtλ,C R : τβtC R, ωC Rβ
est ainsi pσtλ,C R,1q-KMS et le Liouvillien associée à la dynamique modulaire couplée est
L˜λ  βLλ.
4.2.3 Représentation des états du système total
On décrit brièvement la représentation pour l'état du système total, atomes inclus, corres-
pondant aux états du système cavité+réservoir étudiés dans les Sections 4.2.1 et 4.2.2, i.e. aux
états
ω0  ωCβ b ωRβ b
Mâ
j1
ωE et ωλ  ωC Rβ b
Mâ
j1
ωE .
Comme ces états correspondent à des états produits, leur représentation est obtenue à partir de
celles des diﬀérents composants.
La représentation de ωE
La représentation d'un atome est obtenue de façon similaire à celle de ωCβC en utilisant
l'Exemple 1.27. Si p|y, | yq est la base canonique de HE  C2, et la conjugaison complexe est
la conjugaison usuelle sur C2 alors la représentation de pAE , τ tE , ωEq est donnée parrHE  C2 b C2,
piE : B
 
C2
 ÝÑ B  rHE	
A ÞÝÑ Ab 1l
ΩE :
a
1 p |y b |y   ?p | y b | y,
ME  piEpAEq  BpC2qb1l, la conjugaison modulaire JE : rHE Ñ rHE est donnée par JE : φbψ ÞÑ
ψ¯ b φ¯, le cône H E est H E  tAJEAJEΩE , A PMEu et le Liouvillien
LE : HE b 1lE  1lE bHE .
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Le système total
La représentation standard des états ω0 et ωλ est alors donnée par p rHpMq, pipMq, J pMq,H ,pMqq
où
rHpMq  rHb Mâ
j1
rHE ,
pipMq  pi b
Mâ
j1
piE ,
J pMq  J b
Mâ
j1
JE ,
H ,pMq  H  b
Mâ
j1
H E .
Le vecteur représentatif de ω0 est rΩ0  Ω0 b Mâ
j1
ΩE ,
et celui de ωλ est rΩλ  Ωλ b Mâ
j1
ΩE .
Le Liouvillien du système dynamique pApMq, τ t0,C R b
ÂM
j1 τ
t
E , ω0q est
L
pMq
0  L0 b
Mâ
j1
1l rHE   1l rH b
Mâ
j1
LE ,
et celui de pApMq, τ tC R b
ÂM
j1 τ
t
E , ωλq est
L
pMq
λ  Lλ b
Mâ
j1
1l rHE   1l rH b
Mâ
j1
LE .
Remarque 4.31. Comme LEΩE  0, la relation (4.9) donne
rΩλ  eβpLpMq0  pipMqpHIR Rqq{2rΩ0eβpLpMq0  pipMqpHIR Rqq{2rΩ0 .
On rappelle que la matrice densité ρE décrivant l'état initial ωE d'un atome est donnée par
(1.25). On voit aisément que cela correspond à un état pτE , βEq-KMS avec
βE  logppq  logp1 pq
E
.
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Tout comme dans les sections précédentes, les dynamiques
σt0 : σt0,C R b
Mâ
j1
τβEtE  τβtC b τβtR b
Mâ
j1
τβEtE (4.10)
et
σtλ : σtλ,C R b
Mâ
j1
τβEtE  τ tC R b
Mâ
j1
τβEtE (4.11)
sont telles que ω0 et ωλ sont respectivement des états pσt0,1q et pσtλ,1q-KMS. Elles sont
appelées dynamiques modulaires associées et leurs Liouvilliens sont
L˜
pMq
0  L˜0 b
Mâ
j1
1l rHE  βE1l rH b
Mâ
j1
LE ,
et
L˜
pMq
λ  L˜λ b
Mâ
j1
1l rHE  βE1l rH b
Mâ
j1
LE .
4.3 Généralisation de la formule de production d'entropie
L'étude de la variation d'entropie nécessite de calculer des quantités de la forme
Ent pµU |ωq  Ent pµ |ωq
où µ et ω sont deux états, U un unitaire et µU est l'état déﬁni par µU pAq  µpUAUq. Dans le
cas qui nous intéressera, ω sera un des états de référence considérés dans la section précédente, µ
l'état inital du système et U le propagateur unitaire de la dynamique, voir la Déﬁnition 4.23 et
(4.5). L'approche pour calculer de telles quantités est la formule dite de production d'entropie.
Théorème 4.32. [JP03] Soit A une C-algèbre, σt une dynamique sur A dont le générateur
sera noté δσ et ω un état pσ, 1q-KMS. Soit µ un état ω-normal et U P AXDpδσq un opérateur
unitaire, on note µU pAq : µpUAUq pour A P A. Alors on a
Ent pµU |ω q  Ent pµ |ω q  i µ pUδσpUqq . (4.12)
Le fait que dans le théorème ci-dessus l'état ω soit un état KMS joue un rôle crucial. On voit
ici apparaitre l'importance des dynamiques modulaires σt0 et σ
t
λ déﬁnies en (4.10)-(4.11).
Dans notre modèle la C-algèbre est ApMq, l'état de référence ωλ, la dynamique est la dyna-
mique modulaire σtλ, et l'opérateur unitaire U est le propagateur
Un  eiτH˜n    eiτH˜1 .
Le générateur de σtλ est
AÑ i

βHC R   βE
M¸
j1
HE , A
ﬀ
,
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et 
βHC R   βE
M¸
j1
HE , Un
ﬀ
n'est pas borné (plus de détails sont donnés dans la Section 4.4, Lemme 4.45). Il faut donc
au préalable généraliser le Théorème 4.32 au cas d'un opérateur unitaire U n'appartenant pas
nécessairement à Dpδσq.
La preuve de (4.12) donnée dans [JP03] repose sur la théorie d'Araki de perturbation des
états KMS [A77].
Lemme 4.33. Soient pM,H, J,H q est une algèbre de von Neumann sous forme standard, σt
une dynamique sur M, ω un état pσt, βq-KMS ﬁdèle, Ω le vecteur représentatif de ω dans H ,
L le Liouvillien associé à pM, σt, ωq, et P PM un élément auto-adjoint. Alors
1. Ω P D  eβpL P q{2.
2. ΩP : eβpL P q{2Ω P H .
3. ωP pAq : 〈ΩP , AΩP 〉}ΩP }2 déﬁnit un état pσ
t
P , βq-KMS où σtP est la dynamique engendrée par
L  P , i.e.
σtP pAq  eitpL P qA eitpL P q, @A PM,
et LP  L  P  JPJ est le Liouvillien associé.
4. Pour tout état µ qui est ω-normal on a
Entpµ |ωP q  Entpµ |ωq  βµpP q  log }ΩP }2. (4.13)
Remarque 4.34. Cette formule a été prouvée dans le cas où µ est un état ﬁdèle par [A76, A77]
et a été généralisée pour µ un état ω-normal quelconque par [Do90].
Remarque 4.35. La dynamique perturbée σP peut également être déﬁnie à partir de σ et d'une
série de Dyson
σtP pAq 
¸
n¥0
in
»
0¤tn¤¤t1¤t

σtnpP q,    , σt1pP q, σtpAq     dt1    dtn.
Si δ est le générateur de σ alors celui de σP a le même domaine que δ et est donné par δP pAq 
δpAq   i rP,As.
Aﬁn d'obtenir la généralisation de la formule (4.12) dont nous aurons besoin on va au préa-
lable étendre (4.13) au cas de certaines perturbations P non-bornées. La théorie de perturbation
des états KMS (propriétés 1. à 3. du Lemme 4.33) au cas de perturbations non-bornées a été
étudiée par Derezi«ski-Jak²i¢-Pillet.
Théorème 4.36. [DJP03] Soient pM,H, J,H q est une algèbre de von Neumann sous forme
standard, σt une dynamique sur M, ω un état pσt, βq-KMS ﬁdèle, Ω le vecteur représentatif de
ω dans H , L le Liouvillien associé à pM, σt, ωq, et P auto-adjoint aﬃlié à M. On suppose que
 L  P est essentiellement auto-adjoint sur DpLq XDpP q,
 LP est essentiellement auto-adjoint sur DpLq XDpP q XDpJPJq,
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 eβ P {2Ω    8.
On déﬁnit
σtP pAq : eitpL P qAeitpL P q, @A PM.
Alors on a
1. Ω P D  eβpL P q{2 .
2. ΩP : eβpL P q{2Ω P H .
3. ωP pAq : 〈ΩP , AΩP 〉}ΩP }2 déﬁnit un état pσ
t
P , βq-KMS et LP  L P JPJ est le Liouvillien
associé.
4. ΩP est cyclique et séparateur.
5. log ∆ΩP ,Ω  βL βP .
6. On a l'inégalité de Golden-Thompson
}ΩP } ¤
eβ P {2Ω .
7. Pour tout 0 ¤ c ¤ 1, cP satisfait les hypothèses du théorème, ainsi ΩcP est bien déﬁni.
De plus, lim
cÑ0 
}ΩcP  Ω}  0.
L'idée de la preuve de ce théorème est d'approcher P par une suite pPnqn d'opérateurs
bornés puis d'utiliser des arguments de passage à la limite. On va procéder de façon similaire
pour étendre (4.13).
Lemme 4.37. On reprend les hypothèses et notations du Théorème 4.36. Soit µ un état ω-
normal et ﬁdèle. On note Ψ P H  son vecteur représentatif. On suppose que log ∆Ω,Ψ  βP est
essentiellement auto-adjoint sur Dplog ∆Ω,Ψq XDpP q et que Ψ P DpP q. Alors
Ent pµ|ωP q  Ent pµ|ωq  βµpP q  log }ΩP }2 .
Remarque 4.38. L'hypothèse sur l'auto-adjonction de log ∆Ω,Ψ  βP apparait naturellement
du fait que l'entropie relative Entpµ |ωq est déﬁnie à partir de l'opérateur modulaire relatif ∆Ω,Ψ,
voir (4.14).
Dans le cas où µ  ω on a ∆Ω,Ω  eβL (voir (4.3)). Ainsi la condition log ∆Ω,Ψ  βP
est essentiellement auto-adjoint sur Dplog ∆Ω,ΨqXDpP q se ramène à L P est essentiellement
auto-adjoint sur DpLq X DpP q. On verra plus loin, Remarque 4.41, que cette situation est en
fait un peu plus générale.
Remarque 4.39. La restriction à µ ﬁdèle n'est probablement pas nécessaire en ajustant l'hypo-
thèse sur l'auto-adjonction de log ∆Ω,Ψ  βP (∆Ω,Ψ a alors un noyau non trivial). Elle permet
cependant de simpliﬁer la preuve et nous suﬃra par la suite où, tout comme dans la Section 3.3,
on considèrera des états analytiques µ P Sa, voir la Déﬁnition 3.8.
Preuve. La preuve de (4.13) repose sur l'identité
log ∆ΩP ,Ψ  log ∆Ω,Ψ  βP. (4.14)
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Celle-ci a été prouvée dans [A77] dans le cas où P est borné. On va montrer qu'elle reste valable
sous nos hypothèses et comment on en déduit alors (4.13).
Etape 1 : De (4.14) à (4.13).
On note rΩP : }ΩP }1ΩP . rΩP est le vecteur représentatif de ωP dans H . D'après le
Théorème 4.36 ce vecteur est séparateur, on a donc sΩP  1l et ainsi
Ent
 
µ
ωP   〈Ψ, log ∆rΩP ,ΨΨ〉
Par ailleurs, en utilisant la Proposition 4.17 et (4.14) on a
log ∆rΩP ,Ψ  log
 }ΩP }2∆ΩP ,Ψ
 log ∆ΩP ,Ψ  log }ΩP }2
 log ∆Ω,Ψ  βP  log }ΩP }2,
d'où
Ent
 
µ
ωP   〈Ψ,  log ∆Ω,Ψ  βP  log }ΩP }2Ψ〉
 Ent  µω βµpP q  log }ΩP }2.
Etape 2 : Preuve de (4.14).
Dans le cas particulier µ  ω, l'identité (4.14) s'écrit
log ∆rΩP ,Ω  log ∆Ω,Ω  βP  βL βP,
qui n'est rien d'autre que le 5. du Théorème 4.36. Pour démontrer le cas général on suit la
méthode utilisée dans [DJP03]. L'idée est d'approcher P par une suite pPnqnPN d'opérateurs
bornés, d'utiliser (4.14) pour Pn et de passer à la limite.
On déﬁnit
Pn : 1lrn,nspP qP, @n P N,
où 1lrn,nspP q est la projection spectrale de P associée à l'intervalle rn, ns. Ainsi Pn converge
vers P au sens fort de la résolvante, et comme Pn est borné on a pour tout n
log ∆ΩPn ,Ψ  log ∆Ω,Ψ  βPn, (4.15)
et on va chercher à passer à la limite nÑ  8.
1. Pour tout Φ P DpP q on a PnΦ Ñ PΦ et donc pour tout Φ P Dplog ∆Ω,Ψq XDpP q on a
plog ∆Ω,Ψ  βPnqΦ Ñ plog ∆Ω,Ψ  βP qΦ.
Comme log ∆Ω,Ψ  βP est essentiellement auto-adjoint sur Dplog ∆Ω,ΨqXDpP q, la Proposition
4.20 permet d'en déduire que log ∆Ω,Ψ  βPn converge vers log ∆Ω,Ψ  βP au sens fort de la
résolvante.
2. On va montrer que le membre de gauche de (4.15) converge fortement au sens de la
résolvante vers log ∆ΩP ,Ψ. Le point 1. assure qu'il converge au sens fort de la résolvante et il
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reste à justiﬁer que sa limite est bien log ∆ΩP ,Ψ, ce qui en utilisant la Proposition 4.19 est
équivalent à la convergence au sens fort de la résolvante de ∆ΩPn ,Ψ vers ∆ΩP ,Ψ. On va pour cela
utiliser la Proposition 4.22 avec Ωn  ΩPn et Ψn  Ψ. Il reste donc à justiﬁer que
w  lim
nÑ 8ΩPn  ΩP . (4.16)
On va pour cela utiliser la Proposition 4.21 avec An  eβpL Pnq{2, A  eβpL P q{2 et ψn 
ψ  Ω.
La convergence au sens fort de la résolvante de L  Pn vers L  P , et donc de An vers A, se
montre comme au 1. On a évidemment w  limψn  ψ. Enﬁn, comme Pn vériﬁe les hypothèses
du Théorème 4.36, l'inégalité de Golden-Thompson nous donne
}ΩPn} ¤ }eβPn{2Ω}.
Or par hypothèse Ω P D  eβP {2 et donc
eβPn{2Ω  1lrn,nspP qeβP {2Ω nÑ 8ÝÑ eβP {2Ω.
La suite ΩPn  eβpL Pnq{2Ω  Anψn est donc bornée. D'après la Proposition 4.21 on a donc
w  limAnψn  Aψ ce qui est exactement (4.16). l
Dans la pratique il peut être diﬃcile de vériﬁer que log ∆Ω,Ψ  βP est essentiellement auto-
adjoint sur Dplog ∆Ω,Ψq X DpP q. La diﬃculté est qu'il n'est pas forcément aisé d'avoir une
expression simple pour l'opérateur modulaire relatif ∆Ω,Ψ. Dans la section 4.4 on sera amené à
considérer le cas où ω  ωC Rβ et µ P Sa, i.e. de la forme µpAq  ωpW puqAW puqq. On pourra
alors utiliser le lemme suivant.
Lemme 4.40. Soit pA, σt, ωq un système dynamique quantique tel que ω soit un état pσt, βq-
KMS ﬁdèle, U P A un unitaire et µ  ωU l'état déﬁni par µpAq  ωpUAUq. Si pH, pi, J,H q
est une représentation standard associée à ω, Ω le vecteur représentatif de ω dans H  et L le
Liouvillien associé à pA, σt, ωq, alors le vecteur représentatif de µ dans H  est
Ψ  pipUqJpipUqΩ,
et on a
log ∆Ω,Ψ  βJpipUqLpipUqJ  βJpipUqJLJpipUqJ. (4.17)
Remarque 4.41. Pour un état µ de la forme ci-dessus la preuve de l'essentielle auto-adjonction
de log ∆Ω,Ψ  βP se ramène donc à celle JpipUqJLJpipUqJ   P et ainsi à celle de L  
JpipUqJPJpipUqJ . Comme P est aﬃlié à M et que JpipUqJ PM1 on a JpipUqJPJpipUqJ  P
et l'essentielle auto-adjonction de log ∆Ω,Ψ  βP se ramène à celle de L  P .
Preuve. 1. On rappelle que J est une involution anti-unitaire, en particulier
〈Φ1, JΦ2〉  〈Φ2, JΦ1〉 , @Φ1,Φ2 P H, (4.18)
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et vériﬁe JΩ  Ω et JMJ M1. Ainsi on a, pour tout A P A,
µpAq  〈Ω, pi pUAUqΩ〉
 〈JΩ, pi pUAUq JΩ〉
 〈Jpi pUAUq JΩ,Ω〉
 〈Jpi pUAUq JΩ, pi pUUqΩ〉
 〈pi pUq Jpi pUAUq JΩ, pi pUqΩ〉
 〈Jpi pUAUq Jpi pUqΩ, pi pUqΩ〉
 〈Jpi pUqΩ, pi pUAUq Jpi pUqΩ〉
 〈pi pUq Jpi pUqΩ, pi pAqpi pUq Jpi pUqΩ〉
où on a utilisé (4.18) aux 3e et 7e lignes, et le fait que Jpi pUAUq J P M1 à la 6e ligne. Par
déﬁnition de H , voir (4.1), le vecteur Ψ  pi pUq Jpi pUqΩ est dans H  et est donc l'unique
vecteur représentatif de µ dans celui-ci.
2. On commence par déterminer ∆Ψ,Ω. On utilisera ensuite la Proposition 4.18. Par déﬁnition,
pour tout A P A on a
SΨ,ΩpipAqΩ  pipAqΨ
 pipAqpipUqJpipUqJΩ
 JpipUqJpipAqpipUqΩ
 JpipUqJSΩpipUqpipAqΩ
 JpipUq∆1{2Ω pipUqpipAqΩ,
où on a utilisé JΩ  Ω à la 1e ligne, JpipUqJ PM1 à la 2e et SΩ  J∆1{2Ω à la 4e. Comme ω est
un état pσt, βq-KMS on a de plus ∆Ω  eβL et donc
SΨ,ΩpipAqΩ  JpipUqeβL{2pipUqpipAqΩ.
Comme pipUq est unitaire, pipUqeβL{2pipUq est auto-adjoint positif et on en déduit que
∆Ψ,Ω  pipUqeβLpipUq  eβpipUqLpipU
q.
Finalement (4.17) découle de la Proposition 4.18 et où on a utilisé (4.2) pour obtenir la deuxième
égalité. l
Finalement on peut généraliser le Théorème 4.32.
Théorème 4.42. Soient pA, σt, ωq un système dynamique quantique tel que ω soit un état
pσt,1q-KMS ﬁdèle, µ un état ωnormal ﬁdèle et U P A un unitaire. On note pH, pi, J,H q
une représentation standard associé à ω, Ω le vecteur représentatif de ω dans H , Ψ celui de µ
et L le Liouvillien associé à pA, σt, ωq. On suppose que iUδσpUq est aﬃlié à A où δσ est le
générateur de σt, et si P : pi piUδσpUqq on suppose que
 L  P est essentiellement auto-adjoint sur DpLq XDpP q,
 LP  L  P  JPJ est essentiellement auto-adjoint sur DpLq XDpP q XDpJPJq,
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 }eP {2Ω}    8,
 log ∆Ω,Ψ   P est essentiellement auto-adjoint sur D plog ∆Ω,Ψq XDpP q,
 Ψ P DpP q.
Alors
Ent pµU | ωq  Ent pµ |ω q   µpiUδσpUqq,
où on rappelle que µU pAq : µpUAUq.
Preuve. Cette preuve est similaire à celle du Théorème 4.32 dans [JP03].
La Proposition 4.17 donne
Ent pµU |ω q  Ent pµ |ωU q .
et on note que d'après le Lemme 4.40 le vecteur représentatif de l'état ωU est
ΩU  pipUqJpipUqΩ.
D'après le Théorème 4.36, l'état
ωP pAq : 〈ΩP , AΩP 〉}ΩP }2 , ΩP : e
pL P q{2Ω,
est pσtP ,1q-KMS où σtP est la dynamique engendrée par L   P . L'idée est de montrer que
ωU  ωP et de pouvoir ainsi appliquer le Lemme 4.37.
Soient T t : eitpL P qeitL et Tt : pi pUσtpUqq  pi pUq eitLpipUq eitL. D'une part
d
dt
T t  i T t eitLP eitL, T 0  1l,
et, par déﬁnition de L,
d
dt
Tt  pi  Uσt pδσpUqq
 pi pUq eitLpi pδσpUqq eitL
 TteitLpi pUqpi pδσpUqq eitL
 i TteitLP eitL.
Puisque T0  1l on en déduit que pour tout t on a T t  Tt et donc que
eitpL P qΩ  T teitLΩ  TteitLΩ  pipUqeitLpipUqΩ. (4.19)
Vu la déﬁnition de ΩP l'idée va être d'eﬀectuer une continuation analytique de l'identité ci-dessus
jusqu'à t  i{2. On utilise pour cela la proposition suivante.
Proposition 4.43. ([DJP03], Prop. A.2.) Soit H un opérateur auto-adjoint et il existe s ¡ 0
tel que Ω P D  esH. Alors z Ñ ezHΩ est analytique dans la bande 0   Re pzq   s, continue en
norme sur sa fermeture et ezHΩ ¤ esHΩRe pzq{s }Ω}1Re pzq{s .
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D'après le Théorème 4.36, Ω P D  epL P q{2 donc la fonction z ÞÑ eizpL P qΩ est analytique
dans la bande  12   Im pzq   0 et est fortement continue sur sa fermeture. Ainsi la continuation
analytique de (4.19) jusqu'à z   i2 donne
ΩP  epL P q{2Ω  pipUqeL{2pipUqΩ.
Comme ω est pσt,1q-KMS et que L est le Liouvillien associé on a ∆Ω  eL et donc
eL{2  ∆1{2Ω  JSΩ.
Ainsi
ΩP  pipUqJSΩpipUqΩ,
 pipUqJpipUqΩ
 ΩU .
On a donc bien ωU  ωP et comme ΩU est le vecteur représentatif de l'état ωU il est de
norme 1. Le Lemme 4.37 donne donc ﬁnalement (on a ici β  1)
Ent pµU |ω q  Ent pµ |ωU q
 Ent pµ |ωP q
 Ent pµ |ω q   〈Ψ, PΨ〉 log }ΩP }2
 Ent pµ |ω q   µpiUδσpUqq.
l
4.4 Application au modèle
Dans cette section on va calculer la variation d'entropie relative et la production d'entropie
par unité de temps, voir la Déﬁnition 4.23, en prenant comme état de référence
ωλ  ωC Rβ b
Mâ
j1
ωE .
On relie aussi ces variations d'entropie aux variations d'énergie étudiées dans la Section 3.3.
Etant donné un état initial µ sur AC b AR et µ˜ l'état déﬁni sur ApMq par (4.4) on note
∆Sλpnq la variation d'entropie correspondante, i.e.
∆Sλpnq  Entpµ˜Un |ωλq  Entpµ˜ |ωλq.
On va chercher à utiliser le Théorème 4.42. Le système dynamique considéré est pApMq, σtλ, ωλq.
Le générateur δσλ de la dynamique modulaire σλ associée à ωλ est
δσλpAq  i

βHC R   βE
M¸
j1
HEj , A
ﬀ
,
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et sa représentation standard est donnée dans la Section 4.2. L'opérateur unitaire U est l'opéra-
teur d'évolution Un qui n'est pas dans le domaine de δσλ comme on l'a mentionné au début de
la section précédente. Enﬁn pour l'état initial µ on supposera, comme dans la Section 3.3, que
µ P Sa. Le résultat principal de cette section est
Théorème 4.44. Soit µ P Sa. La variation d'entropie ∆Sλpnq après n interactions est donnée
par
∆Sλpnq  β ∆EC R,µpnq,
et la production d'entropie moyenne par unité de temps existe et vaut
∆Sλ  β ∆E.
Aﬁn de pouvoir utiliser le Théorème 4.42 la première chose est de s'assurer que iUn δσλpUnq
est aﬃlié à ApMq et de déterminer son image Pn dans la représentation standard, les autres
hypothèses du théorème s'exprimant en terme de celui-ci. Aﬁn de ne pas alourdir les notations
on notera aussi Pn : iUn δσλpUnq. Comme on l'a déjà noté la dynamique du système couplé
laisse invariants les atomes. Ainsi Un commute avec les HEj et on a
Pn  βUn rHC R, Uns
 β pUnHC RUn HC Rq .
Lemme 4.45. Soit l'opérateur Pn déﬁni sur
DpPnq :
#
ψ P DpHC Rq b
Mâ
j1
HE
Unψ P DpHC Rq b Mâ
j1
HE
+
,
par
Pn  β pUnHC R Un HC Rq .
Alors Pn est aﬃlié à A
pMq, s'étend à D

H
1{2
0
	
bÂMj1HE , et on a
Pn  βγ
?
2
n¸
l1
φ
 pwlτ  wpl1qτ qp1` 0qb bl bl (4.20)
 βγ
?
2u1
n¸
l1
bl bl  βγ
?
2
¸
1¤k l¤n
pulk 1  ulkq b bkbk b bl bl,
où on rappelle que les uj sont des scalaires et sont déﬁnis en (3.27).
Preuve. Sur DpPnq on a
Pn  β pUnHC R Un HC Rq ,
où
Un  eiτHn    eiτH1 , rHn  HC R  HIEn   M¸
j1
HEj .
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Le choix de l'interaction cavité-atome entraine que, pour tous j, k, rHIEk , HEj s  rHC R, HEj s 
0, et donc
eiτ
HnHC Reiτ
Hn  eiτpHC R HIEn qHC ReiτpHC R HIEn q
 HC R  HIEn  eiτpHC R HIEn qHIEn eiτpHC R HIEn q
 HC R  HIEn  eiτ
HnHIEn e
iτHn .
Ainsi, pour tout n ¥ 1,
Pn  β

Un1e
iτHnHC Reiτ
HnUn1 HC R
	
 β  Un1HC RUn1 HC R  β  UnHIEnUn  Un1HIEnUn1
 Pn1   β
 
UnHIEnUn  Un1HIEnUn1

,
où P0  0. Par récurrence on en déduit que
Pn  β
n¸
l1

Ul HIElUl  Ul1HIElUl1
	
 β
n¸
l1
Ul1

e
iτpHC R HIEl qHIEl e
iτpHC R HIEl q HIEl
	
Ul1,
où U0  1l.
En raisonnant comme dans le Lemme 1.44 on peut écrire
e
iτpHC R HIEl q  eiτH b p1lEl  bl blq   eiτH  b bl bl
tandis que
HIEl  γ
?
2φp1` 0q b bl bl,
où bl{bl désigne les opérateurs d'annihilation/création sur C2 associé au l-ième atome. En uti-
lisant (3.8) on en déduit
e
iτpHC R HIEl qHIEl e
iτpHC R HIEl q HIEl
 γ
?
2
 
eiτH φp1` 0qeiτH   φp1` 0qb bl bl
 γ
?
2 pφ ppwτ  1lqp1` 0qq  αp1` 0qq b bl bl,
et donc, en notant que Ul1 agit trivialement sur HEl et ainsi commute avec bl bl,
Pn  βγ
?
2
n¸
l1
Ul1
 
φ ppwτ  1lqp1` 0qq  αp1` 0q
b bl bl Ul1
 βγ
?
2
n¸
l1
Ul1φ
 pwτ  1lqp1` 0qUl1 b bl bl  αp1` 0q1lC R b bl bl. (4.21)
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Etant donné f P C` f, en utilisant (3.8) et en raisonnant comme ci-dessus on a, sur DpH0qb
HE
eiτpHC R HIE qφpfqeiτpHC R HIE q  eiτHφpfqeiτH b p1lE  bbq   eiτH φpfqeiτH  b bb
 φpwτ pfqq b p1lE  bbq  

φpwτ pfqq  αpfq
b bb
 φpwτ pfqq  αpfqbb. (4.22)
En utilisant (4.22) on obtient donc
Ul1φ
 pwτ  1lqp1` 0qUl1 b bl bl
 Ul2e
iτ
 
HC R HIEl1

φ
 pwτ  1lqp1` 0qeiτ HC R HIEl1 Ul2 b bl bl
 Ul2φ
 pw2τ  wτ qp1` 0qUl2bl bl  α pwτ  1lqp1` 0qbl1bl1 b bl bl,
et par récurrence
Ul1φ
 pwτ  1lqp1` 0qUl1 b bl bl
 φ pwlτ  wpl1qτ qp1` 0qb bl bl  l1¸
k1
α
 pwplkqτ  wplk1qτ qp1` 0qbkbk b bl bl.
En insérant cette identité dans (4.21) et en utilisant la notation uj  α
 
wpj1qτ p1` 0q

, voir
(3.27), on obtient (4.20).
Finalement, comme 1` 0 P C` f et que wt laisse C` f invariant, Pn est de la forme
Pn 
n¸
l1
φpflq b bl bl  
n¸
l1
ζlb

l bl  
¸
1¤k l¤n
ζjkb

kbk b bl bl (4.23)
où les fl sont dans C` f et les ζl, ζjk sont des scalaires, et Pn est donc bien aﬃlié à ApMq. l
On va maintenant s'attacher à vériﬁer les diﬀérentes hypothèses du Théorème 4.42. La repré-
sentation standard associée au système dynamique pApMq, σtλ, ωλq est p rHpMq, pipMq, J pMq,H ,pMqq,
le vecteur représentatif de ωλ est Ω˜λ et le Liouvillien L˜pMq. En notant également Ψ le vecteur
représentatif de µ˜ il faut donc vériﬁer :
1. L˜pMqλ   pipMqpPnq est essentiellement auto-adjoint sur D

L˜
pMq
λ
	
XD  pipMqpPnq,
2. L˜pMqλ   pipMqpPnq  J pMqpipMqpPnqJ pMq est essentiellement auto-adjoint sur
D

L˜
pMq
λ
	
XD

pipMqpPnq
	
XD

J pMqpipMqpPnqJ pMq
	
,
3.
epipMqpPnq{2Ω˜λ    8,
4. log ∆Ω˜λ,Ψ   pipMqpPnq est essentiellement auto-adjoint sur D

log ∆Ω˜λ,Ψ
	
XDppipMqpPnqq,
5. Ψ P DppipMqpPnqq.
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On a supposé que µ P Sa, il existe donc u P C` f tel que µ˜pAq  ωλ pW puqAW puqq où on
a simplement écrit W puq pour W puq bÂMj1 1lE . D'après le Lemme 4.40 on a donc
Ψ  pipMqpW puqqJ pMqpipMqpW puqqΩ˜λ  pipMqpW puqqJ pMqpipMqpW puqqJ pMqΩ˜λ, (4.24)
et la Remarque 4.41 assure que l'hypothèse 4. se ramène à 1. Les hypothèses 1. et 2. découlent
directement du théorème ci-dessous, qui est un cas particulier du Théorème 4.2. dans [Ko11b],
et du fait que les parties correspondant aux atomes (les LE et bb) sont bornées.
Théorème 4.46. Soient Aj , Bj , C P C` f,
L  LC b 1l  1lb LR,
et
Q :
r¸
j1
pi pφpAjqqpi pφpBjqq   pi pφpCqq (4.25)
où LC, LR, pi  piC b piR sont déﬁnis dans la Section 4.2.1. Alors les opérateurs
L, L Q JQJ, L Q, L JQJ,
sont essentiellement auto-adjoints sur D  Ffin  pCqbFfin  pCqbFfin 
 
C8c pR3,dkq
bFfin   C8c pR3,dkq.
En eﬀet, HIR   R et Pn sont bien tous de la forme (4.25) et D est inclus dans chacun des
domaines D

L˜
pMq
λ
	
, D
 
pipMqpPnq

et D
 
J pMqpipMqpPnqJ pMq

.
Il reste donc à vériﬁer les hypothèses 3. et 5. C'est l'objet des deux lemmes suivants.
Lemme 4.47. Pour tout u P C` f, le vecteur Ψ déﬁni en (4.24) est dans D  pipMqpPnq.
Preuve. Comme V : pipMqpW puqqJ pMqpipMqpW puqqJ pMq est unitaire, Ψ P DppipMqpPnqq si et
seulement si Ω˜λ est dans le domaine de
V pipMqpPnqV


J pMqpipMqpW puqqJ pMq
	
pipMqpW puqqpipMqpPnqpipMqpW puqqJ pMqpipMqpW puqqJ pMq
 pipMqpW puqqpipMqpPnqpipMqpW puqq
 pipMqpW puqPnW puqq.
où on a utilisé que J pMqpipMqpW puqqJ pMq est dans le commutant pipMq  ApMq1. Comme
W puqφpfqW puq  φpfq   Im 〈u, f〉 ,
on vériﬁe aisément que W puqPnW puq est également de la forme (4.23), en remplaçant ζl par
ζl   Im 〈u, fl〉. On obtient alors pipMqpW puqPnW puqq en utilisant (4.8) et on a bien Ω˜λ P
D
 
pipMqpW puqPnW puqq

. l
Lemme 4.48. Soit l'opérateur Pn déﬁni dans le Lemme 4.45. Alorse 12pipMqpPnqΩ˜λ    8.
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Preuve. On a e 12pipMqpPnqΩ˜λ2  〈Ω˜λ, epipMqpPnqΩ˜λ〉  ωλ  ePn .
ainsi on cherche à contrôler ωλ
 
ePn

.
Décomposition de Pn
Pour tout j on déﬁnit les projecteurs orthogonaux
η j : bj bj , ηj : p1lEj  η j q.
On rappelle que
ωλ  ωC Rβ b
Mâ
j1
ωE .
L'idée est de décomposer Pn, puis ePn , comme combinaison linéaire de termes produits de la
forme Pn,C RbB1b  bBM dans lesquels les Bj seront soit η j soit ηj . Il découle directement
de (4.20) que Pn est de la forme
Pn 
¸
#Pt ,un
P#n b η#,
où #  p#1, ...,#nq P t ,un, chaque P#n agit sur HC R et est de la forme
P#n  φpf#n q   ζ#n , (4.26)
avec f#n P C` f et ζ#n P C, et
η#  η#11 b    b η#nn .
Comme Pn agit trivialement sur les atomes d'indice j ¡ n il est inutile de décomposer les facteurs
1lEj , j ¡ n, en terme de η j et ηj . On peut noter que les η# sont des projecteurs orthogonaux
tels que ¸
#Pt ,un
η#  1l et η#η#1  0, @#  #1 P t ,un.
η# n'est en fait rien d'autre que le projecteur de rang 1 associé au vecteur propre |#1y b  b|#ny
de
n¸
j1
HEj . On en déduit que
ePn 
¸
#Pt ,un
eP
#
n b η#.
Contrôle de ωλ
 
ePn

Puisque ωEpbbq  p (c'est la probabilité qu'un atome arrive dans l'état exicté) on a
nâ
j1
ωEpη#q  pCard p#q p1 pqCardp#q
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où Card p#q, resp. Cardp#q, est le nombre de  , resp. , dans #. Ainsi
ωλ
 
ePn
  ¸
#Pt ,un
pCard p#q p1 pqCardp#q ωC Rβ

eP
#
n
	

¸
#Pt ,un
pCard p#q p1 pqCardp#q eζ#n ωC Rβ

eφpf
#
n q
	
,
où on a utilisé (4.26). Il nous reste à s'assurer que chacun des termes
ωC Rβ

eφpf
#
n q
	
(4.27)
est ﬁni. Pour cela on va utiliser la théorème de Wick suivant.
Théorème 4.49. [W50] Soit ω un état quasi-libre sur une algèbre CCRphq et pAjq1¤j¤m une
famille d'opérateurs où chaque Aj est une combinaison linéaire d'opérateurs de création et d'an-
nihilation. Alors
ωpA1A2...Amq 
#
0 , si m est impair,°
σPPm{2
ωpAσp1qAσp2qqωpAσp3qAσp4qq...ωpAσpm1qAσpmqq , si m est pair,
où, pour tout entier n, Pn l'ensemble des permutations de t1, . . . , 2nu telles que
σp2l  1q   σp2lq et σp2l  1q   σp2l   1q,
pour tout l P t1, 2, ..., nu. On a par ailleurs CardpPnq  p2nq!
2n n!
.
On applique le Théorème 4.49 à l'état quasi-libre ωC Rβ et A1      Am  φpfq où
f P C` f. Si j  2l   1 P N est impair, on a
ωC Rβ
 
φpfq2l 1  0, (4.28)
et si j  2l P N est pair on a
ωC Rβ
 
φpfq2l  ¸
σPPl
ωC Rβ
 
φpfq2l  p2lq!
2l l!
ωC Rβ
 
φpfq2l .
En utilisant (1.13) et (2.30) on a donc
ωC Rβ
 
φpfq2l  p2lq!
2l l!
coth

β$
2

1{2
vpfq

2l
. (4.29)
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Finalement, en utilisant (4.28) et (4.29), on peut estimer (4.27)
ωC Rβ

eφpf
#
n q
	

¸
jPN
1
j!
ωC Rβ
 
φpf#n qj


¸
lPN
1
p2lq!
p2lq!
2l l!
coth

β$
2

1{2
vpf#n q

2l

¸
lPN
1
2l l!
coth

β$
2

1{2
vpf#n q

2l
 exp
1
2
coth

β$
2

1{2
vpf#n q

2
   8,
ce qui achève la preuve. l
Preuve du Théorème 4.44. Tout ce qui précède assure qu'on peut appliquer le Théorème
4.42 et donc
∆Sλpnq : Ent pµUn |ωλ q  Ent pµ |ωλ q
 µ˜pPnq
 β µ˜ pUnHC RUn HC Rq
 β ∆EC R,µpnq.
Finalement le Théorème 3.29 assure que la production moyenne d'entropie par unité de temps
existe et vaut
∆Sλ  lim
nÑ 8
1
nτ
∆Sλpnq  β∆E.
l
4.5 Cas où les atomes sont tous dans l'état fondamental ou
tous dans l'état excité
On rappelle que la matrice densité ρE décrivant l'état initial ωE d'un atome est donnée par
(1.25). Ainsi si p  0 (tous les atomes arrivent dans l'état fondamental) ou p  1 (tous les
atomes arrivent dans l'état excité) ρE n'est pas de rang maximal et ωE n'est pas ﬁdèle, voir la
Déﬁnition 4.2, et on ne peut pas raisonner comme dans la Section 4.4.
Comme on l'a déjà mentionné, à cause du choix du couplage entre la cavité et les atomes,
l'état de ces derniers est invariant sous la dynamique. Ainsi, si µ est l'état initial de C  R et
µ˜  µb
Mâ
j1
ωE est celui du système total avec M atomes, l'état du système total après n ¤M
interactions est
µ˜Un  pµ  Lnq b
Mâ
j1
ωE .
4.5. CAS OÙ LES ATOMES SONT TOUS DANS L'ÉTAT FONDAMENTAL OU TOUS DANS L'ÉTAT EXCITÉ107
La variation d'entropie relative ∆Sλpnq peut donc aussi s'écrire
∆Sλpnq  Entpµ˜Un |ωλq  Entpµ˜ |ωλq
 Entpµ  Ln |ωC Rβ q  Entpµ |ωC Rβ q.
Or dans les cas p  0 et p  1 l'opérateur de dynamique réduite L correspond en fait à une
évolution unitaire. On a simplement
LpOq 
"
eiτHO eiτH si p  0,
eiτH O eiτH  si p  1.
Ainsi
∆Sλpnq  Ent

µUn#
ωC Rβ 	 Entµ ωC Rβ 	 ,
où #   , et le propagateur U# est donné par U  eiτH si p  0 et U   eiτH  si
p  1. On va alors pouvoir utiliser les résultats de la Section 4.3 en travaillant directement sur
le système réduit cavité+réservoir.
4.5.1 Le cas p  0
Proposition 4.50. Soit µ P Sa et p  0. Pour tout n P N on a
∆Sλpnq  β∆EC R,µpnq  0,
et la production d'entropie par unités de temps vaut donc
∆Sλ  β∆E  0.
Preuve. En utilisant le 4. de la Proposition 4.17 et comme ωC Rβ est τ
t
C R-invariant on obtient
∆Sλpnq  Ent

µUn
ωC Rβ 	 Entµ ωC Rβ 	
 Ent

µ
ωC Rβ 	 Entµ ωC Rβ 	
 0.
Par ailleurs il découle directement de (3.39) que si p  0 on a ∆EC R,µpnq  0. l
4.5.2 Le cas p=1
Comme dans la section 4.4 on va chercher à utiliser le Théorème 4.42. Le système dynamique
considéré est pAC R, σtλ,C R, ωC Rβ q. Le générateur δσλ,C R de la dynamique modulaire σλ,C R
associée à ωC Rβ est
δσλ,C RpAq  iβ rHC R, As ,
et sa représentation standard est donnée dans la Section 4.2. L'opérateur unitaire U est l'opé-
rateur d'évolution Un   einτH  . Comme précédemment on supposera que l'état initial µ est
dans Sa.
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Avant d'utiliser le Théorème 4.42 il faut s'assurer que
Pn : ipUn qδσλ,C RpUn q  β
 
einτH HC ReinτH  HC R

est aﬃlié à AC R, déterminer son image dans la représentation standard et vériﬁer quee 12pipPnqΩλ2    8.
Lemme 4.51. Soit l'opérateur Pn déﬁni sur
DpPnq :
 
ψ P D pHC Rq
Un ψ P D pHC Rq( ,
par
Pn  β
 
einτH HC ReinτH  HC R

.
Alors
Pn  βγ
?
2

φ ppwnτ  1lqp1` 0qq 
» nτ
0
αsp1` 0qds


. (4.30)
En particulier Pn est aﬃlié à AC R et de pluse 12pipPnqΩλ2    8.
Preuve. Comme DpH q  DpHq  DpH0q on a simplement DpPnq  DpH0q. En raisonnant
comme dans le Lemme 3.30 (voir (3.37)) on obtient, sur DpH0q,
Pn  βγ
?
2

φ ppwnτ  1lqp1` 0qq 
» nτ
0
αsp1` 0qds


.
Comme 1`0 P C` f et que wt laisse invariant C` f on en déduit que Pn est bien aﬃlié à AC R.
Il reste à vériﬁer que e 12pipPnqΩλ2    8.
On a e 12pipPnqΩλ2  ωC Rβ  ePn
 exp

βγ
?
2
» nτ
0
αsp1` 0q ds


ωC Rβ

eφpfnq
	
,
où fn  βγ
?
2pwnτ  1lqp1` 0q et il suﬃt donc de vériﬁer que
ωC Rβ

eφpfnq
	
   8.
Ce terme est exactement de la même forme que (4.27) et la preuve est identique. l
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Proposition 4.52. Soit µ P Sa et p  1. La variation d'entropie ∆Sλpnq, pour n ¥ 1, est
donnée par
∆Sλpnq  β ∆EC R,µpnq  βγ
?
2

Im 〈p1l wnτ q p1` 0q , u〉 
» nτ
0
αsp1` 0q dds


,
et la production d'entropie moyenne par unité de temps existe est vaut
∆Sλ  β ∆E  0.
Preuve. On procède de la même manière que dans la Section 4.4, en appliquant le Théorème
4.42. Pour cela il faut vériﬁer les hypothèses suivantes
1. L˜λ   pi pPnq est essentiellement auto-adjoint sur D

L˜λ
	
XD ppi pPnqq,
2. L˜λ   pi pPnq  Jpi pPnq J est essentiellement auto-adjoint sur
D

L˜λ
	
XD ppi pPnqq XD pJpi pPnq Jq ,
3.
e 12pipPnqΩλ2    8,
4. log ∆Ωλ,Ψ   pi pPnq est essentiellement auto-adjoint sur D plog ∆Ωλ,Ψq XD ppi pPnqq,
5. Ψ P D ppi pPnqq,
où Ψ est le vecteur représentatif de µ.
Les preuves des diﬀérents points sont similaires à celles eﬀectuées dans la Section 4.4. On a
supposé que µ P Sa, il existe donc u P C ` f tel que µpAq  ωλ pW puqAW puqq, et d'après le
Lemme 4.40 on a donc
Ψ  pipW puqqJpipW puqqΩλ  pipW puqqJpipW puqqJΩλ.
La Remarque 4.41 assure que l'hypothèse 4. se ramène à 1. Les hypothèses 1. et 2. découlent
directement du Théorème 4.46. Le point 3. est démontré dans le Lemme 4.51. Le point 5. se
montre de la même façon que le Lemme 4.47.
Ainsi on peut appliquer le Théorème 4.42 et on obtient
Ent

µUt 
ωC Rβ 	  Entµ ωC Rβ 	  µpPnq.
et donc
∆Sλpnq  µpPnq  β∆EC R,µpnq.
Par ailleurs, (4.30) et (3.24) donnent
∆Sλpnq  βγ
?
2 Im

〈pwnτ  1lqp1` 0q, u〉
» nτ
0
αsp1` 0q ds


.
Finalement, le fait que ∆E  0 découle directement de (3.32) avec p  1.
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Annexe A
Quelques résultats de [Ar81a],
[Ko11a] et [Ko11b]
Dans cette annexe on rappelle des notations et des résultats provenant du travail de A. Araï
dans [Ar81a] et de M. Könenberg dans [Ko11a] et [Ko11b]. Ces notations sont utilisées dans la
preuve du Lemme 2.26 ainsi que dans la Section 3.4.
Déﬁnition A.1. Pour z P Cz r0,  8q on déﬁni
Dpzq : z   θ   λ2 $1ρ2   λ2 »
R3
ρpkq
z  k2 d
3k,
D  : lim
Ñ0 
Dpr   iq, r P r0,  8q ,
Qpkq : λ ρpkq
D pk2q ,
Qpkq : 1
2
c
$pkq
θ

d
θ
$pkq

Qpkq.
Déﬁnition A.2. On déﬁnit les opérateurs suivant sur L2pR3q
pG˜gqpkq :
»
gpk1q
p$pkq$pk1qq1{2pk2  k12   iqd
3k1,
G˜ : lim
Ñ0 
G˜,
T g : g   λ$1{2QG˜$1{2ρg,
Tg : g  λ$1{2ρG˜$1{2Qg,
W g : 1
2

$1{2T$1{2  $1{2T$1{2
	
,
Wg : 1
2

$1{2T$1{2 $1{2T$1{2
	
.
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Le lemme suivant donne la forme de κˆpλq qui correspond au taux de décroissance apparaissant
dans le Théorème 3.13 et utilisé dans le Théorème 3.9. Ce taux est donné par la partie imaginaire
des zéros du prolongement analytique de R Q r ÞÑ D pr2q sur une bande autour de l'axe des
réels.
Lemme A.3. [Ko11a] Pour λ  0 suﬃsement petit, il existe un prolongement analytique de
R Q r ÞÑ D pr2q sur tz P C : |Im z|   |Im κˆpλq|u qui n'a pas de zéros. De plus, κˆpq est pair,
analytique et
κˆpλq  1  κ2λ2   κ4λ4   ...
où Imκ2  2pi2ρ2p1q.
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