On the $Z_q$-MacDonald Code and its Weight Distribution of dimension 3 by Mahalakshmi, J. & Durairajan, C.
ar
X
iv
:1
50
5.
05
64
2v
1 
 [c
s.I
T]
  2
1 M
ay
 20
15
On the Zq-MacDonald Code and its
Weight Distribution of dimension 3
April 18, 2018
J. Mahalakshmi1 and C. Durairajan2
1,2Department of Mathematics, Bharathidasan University, Tiruchirappalli, Tamil Nadu
Pin - 620024, India.
1mathmaha1984@gmail.com and 2cdurai66@rediffmail.com.
Abstract: In this paper, we determine the parameters of Zq-MacDonald Code of dimen-
sion k for any positive integer q ≥ 2. Further, we have obtained the weight distribution of
Zq-MacDonald code of dimension 3 and furthermore, we have given the weight distribution
of Zq-Simplex code of dimension 3 for any positive integer q ≥ 2.
Keywords: Zq-linear code, Codes over finite rings, Zq-Simplex code, Zq-MacDonald code
and Minimum Hamming distance.
MSC (2010): Primary: 94B05, Secondary: 11T71
1 Introduction
A code C is a subset of Znq where Zq is the set of all integers modulo q and n is any positive
integer. Let x, y ∈ Znq . Then the Hamming distance between x and y is the number of
1
2coordinates in which they differ. It is denoted by d(x, y). Vividly d(x, y) = wt(x − y), the
number of non-zero coordinates in x−y is called the Hamming weight of x−y. The minimum
Hamming distance d of C is defined as
d = min{d(x, y) | x, y ∈ C and x 6= y} = min{wt(x− y) | x, y ∈ C and x 6= y}
and the minimum Hamming weight of C is min{wt(c) | c ∈ C and c 6= 0}. Hereafter we
simply call the minimum Hamming distance and the minimum Hamming weight, the mini-
mum distance and the minimum weight respectively. A code over Zq of length n, cardinality
M with the minimum distance d is called an (n, M, d) Zq-code. Let C be an (n, M, d)
Zq-code. For 0 ≤ i ≤ n, let Ai be the number of codewords of the Hamming weight i. Then
{Ai}
n
i=0 is called the weight distribution of the code C.
We know pretty well that Zq is a group under the addition modulo q. Then Z
n
q is a
group under coordinate-wise addition modulo q. C is said to be a Zq-linear code if C is a
subgroup of Znq . In fact, it is a free Zq-module. Since Z
n
q is a free Zq-module, it has a basis.
Therefore, every Zq-linear code has a basis. Since Z
n
q has a finite basis, Zq-linear code has
a finite dimension. Since Znq is finitely generated Zq-module, it implies that C is a finitely
generated submodule of Znq . The cardinality of a minimal generating set of C is called the
rank of the code C [15]. A generator matrix of C is a matrix the rows of which generate
C. Any linear code C over Zq with generator matrix G is permutation-equivalent to a code
with generator matrix of the form


Ik A01 A02 · · · A0s−1 A0s
0 z1Ik1 z1A12 · · · z1A1s−1 z1A1s
0 0 z2Ik2 · · · z2A2s−1 z2A2s
...
...
...
. . .
...
...
0 0 0 · · · zs−1Iks−1 zs−1As−1s


where Aij are matrices over Zq, {z1, z2, · · · , zs−1} are the zero-divisors in Zq and the
columns are grouped into blocks of sizes k, k1, · · · , ks−1 respectively. Then |C| =
qk( q
z1
)k1 ( q
z2
)k2 · · · ( q
zs−1
)ks−1 . If k1 = k2 = · · · = ks−1 = 0, then the code C is called
k-dimensional code. Every k dimension Zq-linear code with length n and the minimum
distance d is called an [n, k, d] Zq-linear code.
There are many researchers doing research on codes over finite rings [1], [4], [8], [13]
and [16]. In the last decade, there have been many number of researchers doing research on
codes over Z4 and Zq [3], [7], [9], [10] and [14]. Further, in [11], they have determined the
3parameters of Zq-Simplex codes of dimension k and in [12], they have obtained the weight
distribution of Zq-Simplex codes of dimension 2 for any positive integer q ≥ 2.
Theorem 1.1. [11] The Zq-Simplex code of dimension k is an [nk =
qk−1
q−1 , k, dk =
q
p
(p− 1)nk−1 + 1] Zq-linear code where p > 1 is the smallest divisor of q.
In [5], they have defined a Zq-linear code which is similar to the MacDonald code over
finite field. But it gives different weight distribution. In the generator matrix Gk(q) of
Zq-Simplex code Sk(q) of dimension k, by deleting the matrix

 O
Gu(q)


where 2 ≤ u ≤ k − 1 and O is (k − u)× q
u−1
q−1 zero matrix, they have obtained
Gk,u(q) =

Gk(q) \

 0
Gu(q)



 (1.1)
for 2 ≤ u ≤ k−1 and
(
A \B
)
is a matrix obtained from the matrixA by removing the matrix
B. A code generated by the matrix Gk,u(q) is called Zq-MacDonald code. It is denoted by
Mk,u(q). It is clear that the dimension of this code is k. The Quaternary MacDonald codes
were discussed in [6] and the MacDonald codes over finite field were discussed in [2].
In this correspondence, we concentrate on Zq-MacDonald Code. In Section 2, we deter-
mine the parameters of Zq-MacDonald code of dimension k and in Section 3, we obtain the
weight distribution of Zq-MacDonald code of dimension 3, for any positive integer q ≥ 2.
In Section 4, we find the weight distribution of Zq-Simplex code of dimension 3, for any
positive integer q ≥ 2.
2 Minimum Distance of Zq-MacDonald Code
of dimension k
In Equation 1.1, if we put u = k−1, then a generator matrix of k-dimensional Zq-MacDonald
code is
Gk,k−1(q) =


1 11 · · · 1 22 · · · 2 · · · q − 1q − 1 · · · q − 1
0
... Gk−1(q) Gk−1(q) · · · Gk−1(q)
0


4where Gk−1(q) is a generator matrix of Zq-Simplex code of dimension k − 1. Then this
matrix generates the code
Mk,k−1(q) = {(0cc · · · c) + α(112 · · ·q− 1) | α ∈ Zq, c ∈ Sk−1(q)}
where i = ii · · · i ∈ Znq and n =
qk−1−1
q−1 = nk−1. The code generated by the Matrix Gk,k−1(q)
is a [qk−1, k, d(Mk,k−1(q))] Zq-linear code.
Case (i). Let α = 0. Then
min{wt(0cc · · · c) | c ∈ Sk−1(q)} = (q − 1)d(Sk−1(q)) = (q − 1)
(q
p
(p− 1)nk−2 + 1
)
(2.1)
where p > 1 is the smallest divisor of q.
Case (ii). Let α 6= 0.
Subcase (i). Let α ∈ Zq with (α, q) = 1. If αi = αj, then α(i− j) = 0. Since α is a unit, it
implies i = j. Therefore {α1, α2, · · · , α(q− 1)} = {1, 2, · · · , q− 1}.
Consider
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= wt
(
(0cc · · · c) + (α α1 α2 · · · α(q− 1))
)
= wt
(
(0cc · · · c) + (α 1 2 · · · q− 1)
)
= 1 +
q−1∑
i=1
wt(c+ i)
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= 1 +
q−1∑
i=1
wt(−c+ i) since Sk−1(q) is Zq-linear.
Let n(i) be the number of i coordinates in c ∈ Sk−1(q) where i = 0, 1, 2, · · · , q− 1. Then
for 0 ≤ i ≤ q − 1, wt(−c+ i) = n− n(i), where n is the length of Sk−1(q). Therefore,
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= 1 +
q−1∑
i=1
(n− n(i))
= 1 + (q − 1)n−
q−1∑
i=1
n(i)
= 1 + (q − 1)n− (n− n(0))
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= 1 + (q − 2)n+ n(0) for all c ∈ Sk−1(q).
Therefore,
min
{
wt((0cc · · · c) + α(112 · · ·q− 1)) | c ∈ Sk−1(q), α ∈ U(Zq)
}
= 1 + (q − 2)n+ min
c∈Sk−1(q)
{n(0)},
where U(Zq) is the set of all units in Zq. Thus, we have
min
{
wt
(
(0cc · · · c)+α(112 · · ·q− 1)
)
| (α, q) = 1
}
= 1+ (q− 2)n+ min
c∈Sk−1(q)
{n(0)} (2.2)
5The largest weight codeword of Sk−1(q) gives the minimum value of the above Equation 2.2.
Subcase (ii). Let (α, q) 6= 1 and o(α) = d. Then, {α1, α2, · · · , α(q−1)} = {α1, α2, · · · , α(d−
1), 0}. Clearly, in {α1, α2, · · · , α(q − 1)}, each non-zero αi appears q
d
times and zero ap-
pears ( q
d
− 1) times.
Consider
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= wt
(
(0cc · · · c) + (α α1 α2 · · · α(q− 1))
)
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= 1 +
q
d
{
wt(α1 + c) + wt(α2 + c) + · · ·+ wt(α(d − 1) + c)
}
+
(q
d
− 1
)
wt(c) (2.3)
If ci /∈< α > for all i, then wt(αi + c) = n. Therefore, Equation 2.3 becomes
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= 1 +
q
d
(
d− 1
)
n+
( q
d
− 1
)
wt(c) (2.4)
If ci ∈< α > for a few r ci’s, Equation 2.3 becomes
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= 1 +
q
d
[
(d− 1− r)n+ (n− n(c1)) + (n− n(c2)) + · · ·+
(n− n(cr))
]
+
(q
d
− 1
)
wt(c)
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= 1 +
q
d
[
(d− 1)n−
r∑
i=1
n(ci)
]
+
( q
d
− 1
)
wt(c) (2.5)
If there is a c ∈ Sk−1(q) such that ci ∈< α > for all i, then
d∑
i=1
n(ci) = n. Therefore,
Equation 2.3 becomes
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= 1 +
q
d
[
(n− n(c1)) + (n− n(c2)) + · · ·+
(n− n(cd−1))
]
+
(q
d
− 1
)
wt(c)
= 1 +
q
d
[
(n− n(α)) + (n− n(2α)) + · · ·+
(n− n((d− 1)α))
]
+
( q
d
− 1
)
wt(c)
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= 1 +
q
d
[
(d− 1)n−
d−1∑
i=1
n(iα)
]
+
( q
d
− 1
)
wt(c)
6Since n =
d−1∑
i=1
n(ci) + n(0), we get
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= 1 +
q
d
[
(d− 1)n− (n− n(0))
]
+
( q
d
− 1
)
wt(c)
= 1 +
q
d
[
(d− 2)n+ n(0)
]
+
( q
d
− 1
)
wt(c)
= 1 +
q
d
[
(d− 2)n+ n(0)
]
+
( q
d
− 1
)(
n− n(0)
)
,
where ci ∈< α >
= 1 +
q
d
(
d− 2
)
n+
q
d
n(0) +
q
d
n− n−
q
d
n(0) + n(0)
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= 1 + (q − 1)n−
q
d
n+ n(0) (2.6)
From Equations 2.4, 2.5 and 2.6, we have
1+
q
d
[
(d−2)n+n(0)
]
+
( q
d
−1
)
wt(c) ≤ wt
[
(0cc · · · c)+α(112 · · ·q− 1)
]
≤ 1+
q
d
[
(d−1)n
]
+
( q
d
−1
)
wt(c)
for all c ∈ Sk−1(q) and (α, q) 6= 1.
If there exists c ∈ Sk−1(q) such that ci ∈< α > and d is smaller, then the Equation 2.6
gives the smaller value. That is,
min
c∈Sk−1(q)
{
wt
(
(0cc · · · c)+α(112 · · ·q− 1)
)
| (α, q) 6= 1
}
= 1+
(
q−
q
d
−1
)
n+
{
min
c∈Sk−1(q)
n(0)
}
(2.7)
where n(0) is the number of zeros in c such that ci ∈< α > and α must be smaller order
element. Therefore,
min
{
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
| α ∈ Zq, c ∈ Sk−1(q)
}
= min
{
(q − 1)d(Sk−1(q)), 1 + (q − 2)n+
min
c∈Sk−1(q)
{n(0)}, 1 +
(
q −
q
d
− 1
)
n+
min
c∈Sk−1(q)
n(0)
}
= min
{
(q − 1)d(Sk−1(q)),
1 +
(
q −
q
d
− 1
)
n+ min
c∈Sk−1(q)
n(0)
}
Let α be a least order non-zero element in Zq. Since 011 · · ·1 ∈ S2(q), it implies that
c = 0αα · · ·α ∈ S2(q). Therefore, for k = 3, the above Equation 2.7 becomes
min
c∈S2(q)
{wt(0cc · · · c) + α(112 · · ·q− 1)} = 1 + (q −
q
d
− 1)n2 + n(0)
Since n(0) = 1, it implies that,
min
c∈S2(q)
{
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)}
= 2 +
(
q −
q
d
− 1
)
n2
7For k = 3, Equation 2.1 gives min
c∈S2(q)
{wt(0cc · · · c)} = (q−1)d(S2(q)) and Equation 2.2 gives
min
c∈S2(q)
{wt(0cc · · · c) + α(112 · · ·q− 1)} = 1+ (q − 2)n2 + 1 = 2 + (q − 2)n2. Therefore, the
minimum distance of M3,2(q) is
d(M3,2(q)) = min
{
(q − 1)d(S2(q)), 2 +
(
q −
q
d
− 1
)
n2
}
.
Since d(S2(q)) =
q
p
(p− 1) + 1, it follows that d(M3,2(q)) = 2 +
(
q − q
d
− 1
)
n2.
For k = 4, in S3(q), the codeword c = 0αα · · ·α ∈ S2(q) is repeated q times and c
′
= c0c · · · c
is a codeword in S3(q) which gives the minimum number of zeros, and all coordinates of c
′
are in < α >. The number of zeros in c
′
is q + 1. Hence, Equation 2.7 becomes
min
c∈S3(q)
{
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)}
= 1 +
(
q −
q
d
− 1
)
n3 + (q + 1).
For k = 5, the codeword c
′
∈ S3(q) is repeated q times in S4(q) and hence c
′′
= c
′
0c
′
· · · c
′
is codeword in S4(q) which gives the minimum number of zeros, and its coordinates are in
< α >. The number of zeros in c
′′
is [q(q + 1)] + 1. Hence, Equation 2.7 becomes
min
c∈S4(q)
{
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)}
= 1 +
(
q −
q
d
− 1
)
n4 +
[
q(q + 1) + 1
]
.
In general, for any k, in Sk−1(q), there is a codeword c ∈ Sk−2(q) the coordinates of which
are in < α > with minimum number of zeros q
k−3−1
q−1 and hence c1 = c0c · · · c is a codeword
in Sk−1(q) which gives the minimum number of zeros, and its coordinates are in < α >.
The number of zeros in c1 is
qk−2−1
q−1 . Hence, Equation 2.7 becomes
min
c1∈Sk−1(q)
{
wt
(
(0c1c1 · · · c1) + α(112 · · ·q− 1)
)}
= 1 +
(
q −
q
d
− 1
)
nk−1 +
qk−2 − 1
q − 1
.
Therefore,
d(Mk,k−1(q)) = 1 +
(
q −
q
d
− 1
)
nk−1 +
qk−2 − 1
q − 1
.
Thus, we have
Theorem 2.1. The Zq-MacDonald code Mk,k−1(q) is a
[
qk−1, k, 1+
(
q− q
d
−1
)(
qk−1−1
q−1
)
+
qk−2−1
q−1
]
Zq-linear code where d > 1 is the smallest divisor of q.
83 Weight Distribution of Zq-MacDonald Code
of Dimension 3
Let
G3,2(q) =


1 1 1 1 1 · · · 1 2 2 2 2 · · · 2 · · · q − 1q − 1 q − 1 q − 1 · · · q − 1
0 0 1 1 2 · · · q − 1 0 1 1 2 · · · q − 1 · · · 0 1 1 2 · · · q − 1
0 1 0 1 1 · · · 1 1 0 1 1 · · · 1 · · · 1 0 1 1 · · · 1


Then by Theorem 2.1, this matrix generates
[
q2, 3, 2+
(
q− q
d
−1
)(
q+1
)]
Zq-linear code where
d > 1 is the smallest divisor of q. It is M3,2(q) = {(0cc · · · c) + α(112 · · ·q− 1) | α ∈ Zq}.
In [12], they have given the weight distribution of 2-dimensional Zq-Simplex code as
Theorem 3.1. [12] For any integer q ≥ 2, the weight distribution of Zq-Simplex code of
dimension 2 is
A0 = 1
Aq = qφ(q) + q − 1
Aq− q
d
+1 = dφ(d), for d|q and d 6= 1, d 6= q
Aq+1 = q(q − 1)−
∑
d|q,d 6=1
dφ(d).
where d > 1 is the smallest divisor of q.
Note that there is only one codeword in S2(q) such that n(0) = n, dφ(d) codewords in
S2(q) such that n(0) =
q
d
, for all d|q, d 6= 1 and d 6= q, qφ(q) + q − 1 codewords in S2(q)
such that n(0) = 1 and q(q − 1)−
∑
d|q,d 6=1
dφ(d) codewords in S2(q) such that n(0) = 0.
Now, we consider the code M3,2(q).
Case (i). If α = 0, then
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= wt(0cc · · · c)
= (q − 1)wt(c), for all c ∈ S2(q) (3.1)
By Theorem 3.1, we get the following weights:


Number of zero weight codeword is 1.
Number of (q − 1)(q − q
d
+ 1) weight codeword is dφ(d) where d|q, d 6= 1 and d 6= q.
Number of (q − 1)q weight codeword is qφ(q) + q − 1.
Number of (q − 1)(q + 1) = q2 − 1 weight codeword is q(q − 1)−
∑
d|q,d 6=1
dφ(d).
(3.2)
9Case (ii). If (α, q) = 1, then by Equation 2.2,
wt
(
(0cc · · · c) + α(112 · · ·q− 1)
)
= 1 + (q − 2)n+ n(0), (3.3)
for all c ∈ S2(q), and n(0) is the number of zeros in c. By Theorem 3.1, in M3,2(q),


Number of 1 + (q − 1)n weight codeword is 1.φ(q).
Number of 1 + (q − 2)n+ q
d
weight codeword is (dφ(d)).φ(q), for all d|q, d 6= 1 and d 6= q.
Number of 2 + (q − 2)n weight codeword is (qφ(q) + q − 1).φ(q).
Number of 1 + (q − 2)n weight codeword is (q(q − 1)−
∑
d|q,d 6=1
dφ(d)).φ(q).
(3.4)
Case (iii). If α is not relatively prime to q, then by Equation 2.6, we have
wt((0cc · · · c) + α(112 · · ·q− 1)) = 1 + (q − 1)n−
q
d
d−1∑
i=0
n(iα) + n(0) (3.5)
where n(iα) is the number of iα’s in c.
If we know the details of coordinates in c, we can get the remaining weights of M3,2(q).
Example 3.2. For q = 4, k = 3, the Matrix
G3,2(4) =


1 11111 22222 33333
0 01123 01123 01123
0 10111 10111 10111


generates the code
M3,2(4) = {(0ccc) + α(1123) | α ∈ Z4}
By Theorem 3.1, the weight distribution of S2(4) is
A0 = 1, A4 = 11, A3 = 2, A5 = 2
and hence the n(0)s are such that 5, 1, 2 and 0 respectively.
Case (i). If α = 0, then using Equation 3.1, we have
wt((0ccc) + α(1123)) = 3wt(c),
for all c ∈ S2(4). Therefore, by Equation 3.2, there is only one codeword of weight zero, 2
codewords of weight 9, 11 codewords of weight 12 and 2 codewords of weight 15.
Case (ii). If (α, 4) = 1, then α ∈ {1, 3}, by using Equation 3.3, we have,
10
wt((0ccc) + α(1123)) = 1 + (2)(5) + n(0) = 11 + n(0)
By Equation 3.4, there are 2 codewords of weight 16, 4 codewords of weight 13, 22 codewords
of weight 12 and 4 codewords of weight 11.
Case (iii). If α is not relatively prime to 4, then α ∈ {2} and by Equation 3.5, we get,
wt((0ccc) + 2(1123)) = 1 + (4− 1)(5)−
4
2
1∑
i=0
n(i2) + n(0)
= 1 + 15− 2[n(0) + n(2)] + n(0)
wt((0ccc) + 2(1123)) = 16− n(0)− 2n(2).
Using the coordinates of c ∈ S2(q), there is only one codeword of weight 11, only one
codeword of weight 7, 2 codewords of weight 8, 8 codewords of weight 13, 2 codewords of
weight 14 and 2 codewords of weight 15.
By combining cases (i), (ii) and (iii), we have
Theorem 3.3. The weight distribution of Z4-MacDonald code M3,2(4) is
A0 = 1, A7 = 1, A8 = 2, A9 = 2, A11 = 5, A12 = 33, A13 = 12,
A14 = 2, A15 = 4, A16 = 2.
4 Weight Distribution of Zq-Simplex Code of
dimension 3, for any q ≥ 2.
Let
G3(q) =


0 0 0 · · · 0 1 1 1 1 · · · 1 2 2 2 · · · 2 · · · q − 1 q − 1 q − 1 · · · q − 1
0 1 1 · · · q − 1 0 0 1 1 · · · q − 1 0 1 1 · · · q − 1 · · · 0 1 1 · · · q − 1
1 0 1 · · · 1 0 1 0 1 · · · 1 1 0 1 · · · 1 · · · 1 0 1 · · · 1


Then this matrix generates the code S3(q) = {(c0c · · · c) + α(0112 · · ·q− 1) | α ∈ Zq}.
In [11], we have given the parameters of Sk(q), and the weight distribution of S2(q) is given
by Theorem 3.1.
Case (i). Let α = 0. Then,
wt((c0cc · · · c) + α(0112 · · ·q− 1)) = wt(c0cc · · · c)
= (q)wt(c), for all c ∈ S2(q) (4.1)
In this way, we get the following weights.
11
1. Number of zero weight codeword is 1.
2. Number of q
(
q − q
d
+ 1
)
weight codeword is dφ(d), where d|q, d 6= 1 and d 6= q.
3. Number of qq = q2 weight codeword is qφ(q) + q − 1.
4. Number of q(q + 1) weight codeword is q(q − 1)−
∑
d|q,d 6=1
dφ(d).
Case (ii). Let (α, q) = 1. Since {α.1, α.2, · · · , α.(q − 1)} = {1, 2, · · · , q − 1},
wt
(
(c0cc · · · c) + α(0112 · · ·q− 1)
)
= wt
(
(c0cc · · · c) + (0α12 · · ·q− 1
)
= 1 +
q−1∑
i=0
wt
(
c+ i
)
= 1 +
q−1∑
i=0
wt
(
− c+ i
)
= 1 +
q−1∑
i=0
[
n− n(i)
]
= 1 + qn− n
wt
(
(c0cc · · · c) + α(0112 · · ·q− 1)
)
= 1 + (q − 1)n for all c ∈ S2(q). (4.2)
From the above, the number of 1 + (q − 1)n weight codeword is #
(
S2(q)
)
= q2 for all
c ∈ S2(q).
Since there are φ(q) α’s such that (α, q) = 1, it implies that the number of 1 + (q − 1)n
weight codeword is φ(q).q2 and hence
A1+(q−1)n = φ(q).q
2 (4.3)
Case (iii). If α is not relatively prime to q, then
wt
(
(c0cc · · · c) + α(0112 · · ·q− 1)
)
= 1 + wt(c + α0) + wt(c + α1) + · · ·+ wt(c+ α(q − 1))
= 1 + wt(0α − c) + wt(1α − c) + · · ·+ wt((d− 1)α− c) + · · ·
= 1 +
q
d
d−1∑
i=0
wt
(
iα− c
)
= 1 +
q
d
d−1∑
i=0
[
n− n(iα)
]
= 1 +
q
d
[
dn
]
−
q
d
d−1∑
i=0
n(iα)
= 1 + qn−
q
d
d−1∑
i=0
n(iα)
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Therefore,
wt
(
(c0cc · · · c) + α(0112 · · ·q− 1)
)
= 1 + qn−
q
d
d−1∑
i=0
n(iα), (4.4)
where n(iα) is the number of iα’s in c. If we know the details of coordinates in c, we can
get the remaining weights of S3(q).
Example 4.1. For q = 4, k = 3, the Matrix
G3(4) =


00000 1 11111 22222 33333
01123 0 01123 01123 01123
10111 0 10111 10111 10111


generates the code
S3(4) = {(c0ccc) + α(01123) | α ∈ Z4, c ∈ S2(4)} where i = ii · · · i ∈ Z
n
q
Case (i). Let α = 0. Then, using Equation 4.1, we have
wt
(
(c0ccc) + α(01123)
)
= wt(c0ccc) = 4wt(c),
for all c ∈ S2(4). Therefore, by using the weight distribution of S2(4), there is only one code-
word of weight zero, 11 codewords of weight 16, 2 codewords of weight 12 and 2 codewords
of weight 20.
Case (ii). If (α, 4) = 1, then α ∈ {1, 3} and by Equation 4.2, we get
wt
(
(c0ccc) + α(01123)
)
= 1 + 3n
Then, by Equation 4.3, the number of 1 + 3n = 16 weight codeword is φ(4).42 = 32. That
is, there are 32 codewords of weight 16.
Case (iii). If α is not relatively prime to 4, then α ∈ {2} and by Equation 4.4, we get
wt
(
(c0ccc) + 2(01123)
)
= 1 + (4)(5)−
4
2
1∑
i=0
n(i2)
= 21− 2[n(0) + n(2)].
Using the coordinates of c ∈ S2(4), we get, there are 4 codewords of weight 11, 8 codewords
of weight 17 and 4 codewords of weight 19. Therefore, by combining cases (i), (ii) and (iii),
we have
Theorem 4.2. The weight distribution of Z4-Simplex code of dimension 3 is
A0 = 1, A11 = 4, A12 = 2, A16 = 43, A17 = 8, A19 = 4, A20 = 2.
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