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Indecomposable symplectic k(C2 × C2)–modules
and their quadratic forms
Lars Pforte 1 and John Murray 2
Abstract
For the Klein-Four Group G and a perfect field k of characteristic two we determine
all indecomposable symplectic kG-modules, that is, kG-modules with a symplectic, G-
invariant form which do not decompose into smaller such modules, and classify them
up to isometry. Also we determine all quadratic forms that have one of the above
symplectic forms as their associated bilinear form and describe their isometry classes.
1 Introduction
Let k be a field and let G be a group. The classification of the kG-modules up to
isomorphism is equivalent to classifying the conjugacy classes of subgroups isomorphic
to G in the general linear groups over k. In this paper we are interested in kG-modules
with a G-invariant symplectic form. Classifying such modules is equivalent to the
classification of the conjugacy classes of subgroups isomorphic to G in the symplectic
groups over k. We also study G-invariant quadratic forms and classifying them up
to isometry is equivalent to classifying the conjugacy classes of subgroups isomorphic
to G in the orthogonal groups over k. In [5] the conjugacy classes in symplectic and
orthogonal groups have been studied, thus providing an answer to the above problems
in the case of cyclic groups. In this paper we focus on the Klein-Four Group.
Let G be the Klein-Four Group and k be a perfect field of characteristic two. We
classify all indecomposable symplectic kG-modules up to isometry, that is, kG-modules
with a G-invariant symplectic form and which do not decompose into an orthogonal
sum of smaller symplectic kG-modules. In particular if k is finite we give the number of
different isometry classes of indecomposable symplectic kG-modules. Furthermore for
each indecomposable symplectic kG-module we determine if there exists a G-invariant
quadratic form whose associated bilinear form coincides with the given symplectic form.
Finally we also study the isometry classes of those quadratic forms.
In chapter two we give a brief introduction to symmetric, symplectic and quadratic
forms and define what we mean by an indecomposable symplectic kG-module. The
indecomposable modules for the Klein-Four Group are fully described in [1] and they
can be enumerated using the notation
kG, kG, An, Bn, Cn(f) and Cn(∞),
for all n ≥ 1 an integer and all f ∈ k[T ] an irreducible polynomial in the indeterminate
T . We describe these modules in more detail in chapter three and the following kG-
modules give rise to an indecomposable symplectic kG-module:
(kG)
2, kG, (kG)2, An ⊕Bn, Cn(f), Cn(f)
2, Cn(∞), Cn(∞)
2,
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for all n ≥ 1 and all irreducible f ∈ k[T ]. Here M2 denotes M ⊕M . In chapter three
we deal with these modules in this order. In the following we give a brief and rather
loose summary of our main results. The full results for each module can be found in
the Theorems 3.1, 3.2, 3.3, 3.7, 3.16, 3.18, 3.19 and 3.20, respectively. Throughout the
following let P be a full set of representatives for the distinct cosets of the additive
subgroup {x2 + x : x ∈ k} in (k,+).
The case of (kG)
2 is independent of the group and has been studied before. The
indecomposable symplectic kG-modules can be enumerated by the set k∗ and they
form one isometry class. Given such a symplectic form, the set of all corresponding
G-invariant quadratic forms can be enumerated by k, while the isometry classes can
be enumerated by P.
The case kG is also well-understood. If, as in this paper G is the Klein Four Group,
then for every triplet (b, c, d) ∈ k3 such that d 6= b + c there is a symplectic module.
Those triplets where b + c + d = 1k represent the various isometry classes. Finally
given a symplectic form the set of all corresponding G-invariant quadratic forms can
be enumerated by k and all these quadratic forms are isometric.
The isometry classes of the indecomposable symplectic forms on (kG)2 are rep-
resented by the paired module and two disjoint sets of forms each enumerated by k.
That means in the finite case we have 2|k| + 1 different isometry classes. Further-
more for each indecomposable symplectic form the set of all corresponding G-invariant
quadratic forms can be enumerated by k2 and all these quadratic forms are isometric.
In the case of An⊕Bn the indecomposable symplectic kG-module can be enumer-
ated by F := {(ω1, . . . , ω2n) ∈ k
2n : ω1 = . . . = ωj−1 = 0k, ωj = 1k, j = 1, . . . , 2n+ 1}.
In particular in the finite case there are |k|2n−1+ . . .+ |k|+2 different isometry classes.
Furthermore the class associated with the label (ω1, . . . , ω2n) ∈ F has a corresponding
G-invariant quadratic form if and only if ωi = ωi+1, for all even i ∈ {2, . . . , 2n − 2}.
In the case of the paired module there is one isometry class of G-invariant quadratic
forms. Otherwise the isometric classes can be enumerated by P.
For Cn(f) let m denote the degree of f and let l be the largest integers less than or
equal to n
2
. Furthermore let K = k[ǫ] be a field extension of k of degree m where ǫ is
a root of f . Then the indecomposable symplectic kG-modules can be enumerated by
{(a1, . . . , al) ∈ K
l}, that is, in the finite case we have |k|ml isometry classes. Finally
depending on m, n and ǫ at most one symplectic form has a corresponding G-invariant
quadratic form. In this case those quadratic forms can be enumerated by P.
For (Cn(f))
2 let m and K be as before. Then the isometry classes of all inde-
composable symplectic kG-modules can be enumerated by the quadruples (r, s, ϕ, ψ),
where r and s are integers with 2 ≤ r ≤ n + 1 and 0 ≤ s ≤ n−r+1
2
, ϕ ∈ Ks and
ψ ∈ {(ψ1, . . . , ψt) ∈ K
t : ψ1 6= 1k}, where t denotes the largest integer less than or
equal to n−r−2s+1
2
. Note that (n + 1, 0, ∅, ∅) is a permissible label. The existence of
corresponding G-invariant quadratic forms depend on r, m, ǫ and ϕ but not on s or ψ.
Moreover in the case of the paired module there is one isometry class of corresponding
quadratic forms, while otherwise the isometry classes can again be enumerated by P.
Finally if g1 and g2 denote generators of G, then g1 and g2 act on Cn(∞) as g2
and g1 act on Cn(f), respectively, where f(T ) = T ∈ k[T ]. Consequently our results
on indecomposable symplectic kG-modules and corresponding G-invariant quadratic
forms for Cn(∞) and Cn(∞)
2 are the same as for Cn(T ) and Cn(T )
2, respectively.
2 Remarks on Forms and important notation
Remarks on bilinear forms: Let k be a field and let (M,B) be a k-vector space with
bilinear form B :M ×M → k. Also we identify B with its Gram matrix with respect
2
to a fixed basis B on M . For x, y ∈ M we represent the corresponding row-vectors
over k with respect to B by x and y, respectively. Then B(x, y) = xTBy. Vice versa
every B ∈ Matn(k) defines a bilinear form B : (x, y) 7→ x
TBy on M , where n is the
k-dimension of M .
The maps Φ : x 7→ B(x, ·) and Ψ : y 7→ B(·, y) give homomorphisms from M into
the dual M∗ = Homk(M,k) of M . The sets {x ∈ M : B(x, y) = 0, for all y ∈M}
and {y ∈ M : B(x, y) = 0, for all x ∈M} are their respective kernels, called left and
right radical of B, respectively. The form B is called reflexive if for all x, y ∈ M we
have that B(x, y) = 0 implies B(y, x) = 0. In this case the left and right radical
of B coincide and we just talk about the the radical of B. Observe that Φ is a k-
isomorphism if and only if Ψ is a k-isomorphism. In this case the radical of B is zero
and B is called non-degenerate. Furthermore B is non-degenerate if and only if the
matrix B is invertible.
Next let G be a group. IfM is a kG-module, we say B is G-invariant, if B(gx, gy) =
B(x, y), for all x, y ∈ M and all g ∈ G. Note that if B is non-degenerate and G-
invariant, then Φ and Ψ are kG-isomorphisms. In particular a kG-module with a non-
degenerate, G-invariant bilinear form is self-dual. On the other hand every self-dual
kG-module M has a non-degenerate, G-invariant bilinear form B, where B(x, y) :=
ϕ(x)(y), for all x, y ∈M , and ϕ :M →M∗ is a kG-isomorphism.
Set E := EndkG(M). For every α ∈ E, let α also denote the corresponding matrix
over k with respect to the basis B. Two G-invariant forms B and B′ are called isometric
if there is some invertible α ∈ E such B(α(x), α(y)) = B′(x, y), for all x, y ∈ M . This
is equivalent to αTBα = B′. Clearly isometry is an equivalence relation.
Let N be a kG-submodule of M and let B be a reflexive bilinear form on M . Then
N⊥ := {y ∈ M : B(x, y) = 0, for all x ∈ N} is also a kG-submodule of M . Two
kG-submodules N1, N2 of M are called orthogonal if B(x, y) = 0, for all x ∈ N1 and
y ∈ N2, i.e. N2 ⊆ N
⊥
1 and hence also N1 ⊆ N
⊥
2 . If M is a direct sum of pairwise
orthogonal submodules N1, . . . , Nt, then M is an orthogonal sum of N1, . . . , Nt, and
we write (M,B) = (N1, B) ⊥ . . . ⊥ (Nt, B), or more briefly, M = N1 ⊥ . . . ⊥ Nt. If B
is non-degenerate on both M and N , then M = N ⊥ N⊥. Finally let N1, N2 be kG-
modules with respective bilinear forms B1 and B2. Then (N1, B1) ⊥ (N2, B2) denotes
the moduleN1⊕N2 with the form (B1 ⊥ B2)(x1+x2, y1+y2) := B1(x1, y1)+B2(x2, y2),
for all x1, y1 ∈ N1 and x2, y2 ∈ N2.
A form B is called symmetric if B(x, y) = B(y, x), for all x, y ∈ M , and skew-
symmetric if B(x, y) = −B(y, x), for all x, y ∈ M . Note that a symmetric form is
reflexive and corresponds to a symmetric matrix. Vice versa a symmetric matrix gives
rise to a symmetric form. A form B is called alternating if B(x, x) = 0, for all x ∈M .
In this case the corresponding matrix B is hollow, that is, B has a zero main diagonal.
Generally a hollow matrix does not correspond to an alternating form as seen in the
example of the paired module discussed below. Furthermore an alternating form B is
skew-symmetric, as B(x + y, x + y) = 0 implies B(x, y) = −B(y, x), for all x, y ∈ M .
A form B that is alternating and non-degenerate is called symplectic. Finally we call
(M,B) a symmetric/symplectic kG-module if B is symmetric/alternating, G-invariant
and non-degenerate. In particular every symmetric/symplectic kG-module is self-dual.
Next we say a symmetric/symplectic module (M,B) is indecomposable if M is
not an orthogonal sum of two smaller symmetric/symplectic kG-modules. By [2] we
know that for an indecomposable symmetric/symplectic kG-module (M,B), either M
is indecomposable as a kG-module or M ∼= N ⊕ N∗, for some indecomposable kG-
module N . Finally an indecomposable symplectic module is even-dimensional.
Now let B be G-invariant and non-degenerate. For α ∈ E we define Bα(x, y) :=
B(α(x), y), for all x, y ∈M . Then Bα is a G-invariant form on M and Bα corresponds
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to αTB. Thus for every G-invariant bilinear form B′ on M , we have B′ = Bα, where
α corresponds to (B′B−1)T . Therefore {Bα : α ∈ E} gives the space of all G-invariant
bilinear forms on M .
We define the transpose of B as BT (x, y) := B(y, x), for x, y ∈M . Then BT = Bσ,
for some σ ∈ E. Then σ = B−TB. Next recall that for every α ∈ Endk(M) there is
some α◦ ∈ Endk(M), called adjoint of α, such that B(x,α(y)) = B(α
◦(x), y), for all
x, y ∈ M . In fact α◦ = (BαB−1)T . Also if α ∈ E, then α◦ ∈ E. Observe that now
σ◦ = (B(B−TB)B−1)T = B−1BT = σ−1.
Next consider the kG-module M∗ ⊕M = {(f,m) : f ∈M∗, m ∈M}. For f ∈ M∗
and m ∈ M we set q(f,m) := f(m). Then q is a quadratic form on M∗ ⊕M . For
its associated bilinear form P := Bq we get P ((f1, x1), (f2, x2)) = f1(x2) + f2(x1), for
all f1, f2 ∈ M
∗ and x1, x2 ∈ M . Observe that P is G-invariant and non-degenerate.
Finally P is symmetric in general and symplectic in characteristic two. We call the
module (M∗ ⊕M,P ) the paired module.
Lemma 2.1 Let M1,M2 be kG-modules and let (M
∗
1 ⊕M1, P1), (M
∗
2 ⊕M2, P2) and
((M1 ⊕ M2)
∗ ⊕ (M1 ⊕ M2), P ) be various paired modules. Then P is isometric to
P1 ⊥ P2.
Lemma 2.2 Let k have characteristic two and let (M,B) be a symmetric kG-module.
Then (M,B) ⊥ (M2, P ) is isometric to (M,B) ⊥ (M,B) ⊥ (M,B).
Lemmas 2.1 and 2.2 follow quickly by looking at the respective Gram matrices.
Next let M be self-dual with G-invariant, non-degenerate bilinear form B. Then
PB((x1, x2), (y1, y2)) := B(x1, y2) + B(y1, x2), for x1, x2, y1, y2 ∈ M , defines a form
on M2 = M ⊕ M . Note that (M2, PB) is a symmetric kG-module, which is sym-
plectic in characteristic two. If furthermore {b1, . . . , bn} is a basis for M , then with
respect to the basis {(b1, 0), . . . , (bn, 0), (0, b1), . . . , (0, bn)} for M
2 the Gram matrix
of PB equals
(
0 B
BT 0
)
. Finally recall that M ∼=kG M
∗ via the map x 7→ B(x, ·).
As PB((x1, x2), (y1, y2)) = P ((B(x1, ·), x2), (B(y1, ·), y2)) we see that PB is the paired
module.
Next recall that for an indecomposable kG-module M the endomorphism ring E =
EndkG(M) is local, that is, every element in E is either invertible or nilpotent. The
Jacobson radical J(E) is the ideal of all nilpotent elements in E and D := E/J(E) is
a division ring. Since M → M : x 7→ λ · x lies in E, for all λ ∈ k, it follows that k
is isomorphically embedded in D. Note that if k is finite, then D is a field and if k is
algebraically closed then D ∼= k.
Lemma 2.3 Let k have characteristic two and let M be an indecomposable and self-
dual kG-module such that E/J(E) is a field. Then the paired module (M2, P ) is inde-
composable, that is, every submodule of (M2, P ) that is isomorphic to M is degenerate.
Proof: Let B be a non-degenerate G-invariant form on M . Then PB is the form on
the paired module. Next let φ : M → M2 be an injection. Then there are α1, α2 ∈ E
such that φ(x) = (α1(x), α2(x)) ∈M
2, for all x ∈M . Let x, y ∈M . Now
P (φ(x), φ(y)) = PB(φ(x), φ(y)) = B(α1(x), α2(y)) +B(α1(y), α2(x))
= B(α◦2α1(x), y) +B(α
◦
1σα2(x), y) = Bα◦
2
α1+α
◦
1
σα2(x, y)
Hence (φ(M), P ) is isometric to (M,Bα◦
2
α1+α
◦
1
σα2). Write σ = µ1M + δ, for µ ∈ k and
δ ∈ J(E). As δ is nilpotent we have
µ1M + δ
◦ = σ◦ = σ−1 = µ−1
∞∑
n=0
(−µ−1δ)n.
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It follows that µ = µ−1 and so σ = 1M + δ, that is, σ ≡ 1M mod (J(E)). Also
note that α◦i ≡ αi mod (J(E)), for i = 1, 2, and α1α2 ≡ α2α1 mod (J(E)). Thus
α◦2α1 + α
◦
1σα2 ≡ 0 mod (J(E)). In particular Bα◦
2
α1+α
◦
1
σα2 is degenerate, as claimed.
Observe that Lemmas 2.2 and 2.3 imply that in characteristic two for an indecom-
posable symplectic kG-module (M,B) there are two very different decompositions of
(M,B) ⊥ (M,B) ⊥ (M,B) into indecomposable symplectic modules. In particular
symplectic modules do not satisfy the Krull-Schmidt Theorem, as has already been
noticed for instance in [6].
As the main focus of this paper is on characteristic two in the following we wish to
point out some more observations that are relevant in even characteristic. Earlier we
have seen that an alternating form B on M is skew-symmetric. Hence in characteristic
two B is symmetric and thus the corresponding matrix is both hollow and symmetric.
Vice versa every hollow and symmetric matrix B ∈ Matn(k) gives rise to an alternating
form onM . Assume otherwise. Then there must be a change of basis X ∈ GLn(k) such
that XTBX is not hollow. However this is contradicted by the Lemma 2.4 below. In
particular with respect to a fixed basis the alternating forms on M are given precisely
by the set of all hollow and symmetric n×n–matrices and the symplectic forms on M
are given precisely by the set of all hollow, symmetric and invertible n × n–matrices.
The proof of the following lemma is straight forward and omitted here.
Lemma 2.4 In characteristic two let n,m ≥ 1 be integers. Also let A ∈Matn(k) and
X ∈Matn,m(k) be matrices such that A is symmetric. Then for all i ∈ {1, . . . ,m}
(XTAX)i,i =
n∑
s=1
As,s · (Xs,i)
2.
Consequently if A is hollow then XTAX is hollow. In particular if X is invertible,
then A is hollow if and only if XTAX is hollow.
Remark 2.5 In characteristic two let M be an indecomposable self-dual kG-module
with basis {e1, . . . , en}. Also assume that E/J(E) is a field. We face this situation in
sections 3.2 and 3.5 and so we briefly wish to discuss G-invariant symplectic forms
on M2 = M ⊕M∗. With respect to the basis {(e1, 0), . . . , (en, 0), (0, e1), . . . , (0, en)}
of M2, let S =
(
X Y
W Z
)
∈ GL2n(k) be a G-invariant symplectic form on M
2, where
X,Y, Z,W ∈ Matn(k). Note that the restriction of S to span{(e1, 0), . . . , (en, 0)} is
X and the restriction of S to span{(0, e1), . . . , (0, en)} is Z. Hence both X and Z
correspond to G-invariant alternating forms on M . Also if X or Z is non-degenerate,
then (M2, S) decomposes. Hence if (M2, S) is indecomposable, then X and Z are
degenerate. Furthermore W = Y T , as S is symmetric. If we define B(m1,m2) :=
S((m1, 0), (0,m2)), for m1,m2 ∈M , then B is a G-invariant form onM corresponding
to Y . Hence for every indecomposable symplectic kG-module (M2, S) we have that S
corresponds to an invertible matrix
(
X Y
Y T Z
)
, where X,Z ∈ Matn(k) correspond
to G-invariant alternating degenerate forms and Y ∈ Matn(k) corresponds to a G-
invariant form.
On the other hand every such matrix clearly gives rise to a G-invariant symplectic
form S on M2. Furthermore we claim that for such S the symplectic kG-module
(M2, S) is indecomposable. Let B be the form as in the previous paragraph, that is,
Y corresponds to B. Moreover there are α, γ ∈ E := EndkG(M) such that X and Z
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correspond to Bα and Bγ , respectively. Also note that since X and Z are singular,
we have α, γ ∈ J(E). Next assume that (M2, S) is decomposable. Then there is an
injection φ :M → M2 such that (φ(M), S) is a symplectic kG-module. Note that there
are α1, α2 ∈ E such that φ(x) = (α1(x), α2(x)), for all x ∈M . Also recall that there is
σ ∈ E such that BT = Bσ. Overall we get
S(φ(x), φ(y)) = S((α1(x), α2(x)), (α1(y), α2(y)))
= Bα(α1(x), α1(y)) +B(α1(x), α2(y)) +Bσ(α2(x), α1(y)) +Bγ(α2(x), α2(y))
= Bτ (x, y),
where τ = α◦1αα1 + α
◦
2α1 + α
◦
1σα2 + α
◦
2γα2. Now as in the proof of Lemma 2.3 we
get τ ≡ 0 mod J(E), that is, Bτ is degenerate, which is a contradiction. In particular
(M2, S) is indecomposable.
Remarks on quadratic forms: A map q :M → k is called a quadratic form on
M if q(ax) = a2q(x), for all x ∈M and all a ∈ k, and Bq(x, y) := q(x+y)− q(x)− q(y)
is a bilinear form. We call (M, q) a quadratic space and Bq the associated bilinear form
of q. Clearly Bq is symmetric in general and alternating in characteristic two. Also if
M is a kG-module we say q is G-invariant if q(gx) = q(x), for all g ∈ G and x ∈ M .
Finally two G-invariant quadratic forms q and q′ are called isometric if there is some
α ∈ AutkG(M) so that q(α(x)) = q
′(x), for all x ∈M .
Let n be the dimension of M and let Q ∈ Matn(k). Then qQ(x) := x
TQx, for
all x ∈ M , defines a quadratic form on M . Its associated bilinear form is Bq, which
corresponds to the matrix Q + QT . If N ∈ Matn(k) is symmetric and hollow, then
qQ+N (x) = x
T (Q + N)x = xTQx = qQ(x), for all x ∈ M . On the other hand for
every quadratic form q on M there is some Q ∈ Matn(k), such that q(x) = x
TQx,
for all x ∈ M . Note that Q is not uniquely determined in Matn(k), but within the
group of upper-triangular matrices. Now suppose there is another Q′ ∈ Matn(k), such
that q = qQ′ . Then there are symmetric and hollow N,N
′ ∈ Matn(k) such that both
Q + N and Q′ + N ′ are upper triangular. Since qQ+N = q = qQ′+N′ it follows that
Q+N = Q′ +N ′, that is, Q and Q′ differ by a symmetric and hollow matrix.
For matrices Q,Q′ ∈ Matn(k) we define Q ∼= Q
′, if qQ = qQ′ . Then by the
previous paragraph Q ∼= Q′ if and only if Q = Q′+N , for some symmetric and hollow
N ∈ Matn(k). If furthermore qQ and qQ′ are G-invariant, then qQ and qQ′ are isometric
if and only if Q ∼= αTQ′α, for some α ∈ AutkG(M).
For the remainder of this introduction let k have characteristic two. Also let q
and q′ be quadratic forms on M with corresponding matrices Q and Q′ in Matn(k).
If Bq = Bq′ , then Q + Q
T = Q′ + Q′T , and so Q + Q′ is symmetric. In particular
Q′ = Q+N +D, where N ∈ Matn(k) is symmetric and hollow and D ∈ Matn(k) is a
diagonal matrix. Hence Q′ ∼= Q+D.
Next let S ∈ Matn(k) represent a symplectic form on M . We define Ŝ ∈ Matn(k)
as follows
Ŝi,j =
{
Si,j if i < j
0 if i ≥ j
(1)
As Ŝ + ŜT = S we see that the quadratic form qŜ(x) = x
T Ŝx, for all x ∈ M , has S
as its associated bilinear form. In particular by the previous paragraph it follows that
for a quadratic form q on M with corresponding matrix Q ∈ Matn(k) and associated
bilinear form S we have that Q ∼= Ŝ+D, for some diagonal matrix D ∈Matn(k). If now
in addition S is G-invariant the question that remains and which we wish to answer in
the case of the Klein-Four Group is, for which D, if any, does Ŝ +D correspond to a
G-invariant quadratic form.
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Finally let S denote the isometry class of S and let Q be a G-invariant quadratic
form with associated bilinear form S. Then for any α ∈ AutkG(M) we have that
αTQα and Q are isometric and αTQα has associated bilinear form αTSα which is in
S but not necessarily equal to S. In particular the set of all G-invariant quadratic
forms with associated bilinear form S is generally not closed under isometry. However
every G-invariant quadratic form with an associated bilinear form in S is isometric to
a G-invariant quadratic form with an associated bilinear form S. Hence in order to
understand the isometry classes of all G-invariant quadratic forms with an associated
bilinear form in S it is sufficient to find a full set of non-isometric representatives for
the set of all G-invariant quadratic forms with an associated bilinear form S.
Other notation: Still let k denote a field. A matrix with constant diagonals
is called Toeplitz-matrix and a matrix with constant anti-diagonals is called Hankel-
matrix. For m × n-matrices, let Ti(x) be the Toeplitz-matrix where the entries (s, t)
with t − s = i − 1 equal x ∈ k and all other entries equal zero, and let Hi(x) be
the Hankel-matrix where the entries (s, t) with s+ t = i equal x and all other entries
equal zero. Note that the size of the matrices Ti(x) and Hi(x), though crucial, is
not used in the notation but shall always be clear from the context. Furthermore let
Tm×n(k) and Hm×n(k) denote the set of all m × n-Toeplitz-matrices and all m × n-
Hankel-matrices, respectively. Also let I˜m be the m × m-matrix with ones on the
anti-diagonal and zeros everywhere else. Then I˜m ·Ti(x) = Hm+i(x), for all x ∈ k, and
I˜m · Tm×n(k) = Hm×n(k).
We call a Toeplitz-matrix that is zero below the main diagonal upper-triangular
and denote by UTn(k) the set of all upper-triangular Toeplitz-matrices in Tn×n(k).
Multiplication in UTn(k) is commutative, as for all x, y ∈ k and integers i, j ≥ 1 we
have Ti(x) · Tj(y) = Ti+j−1(x · y), if i+ j − 1 ≤ n, and Ti(x) · Tj(y) = 0 otherwise. We
call a Hankel-matrix which is zero above the anti-diagonal lower-triangular and denote
by LHn(k) the set of all lower-triangular Hankel-matrices in Nn×n(k). Note that such
matrices are symmetric. For A ∈ UTn(k)∪LHn(k) we have rank(A) = 0, if A = 0 and
rank(A) = n+1− l, if A =
∑n
i=l Ti(Ai) or A =
∑n
i=lHn+i(Ai), with Al 6= 0. Next let
in addition B ∈ UTn(k) such that AB 6= 0. Then we have
rank(AB) = rank(A) + rank(B)− n. (2)
We write Es,t(x) ∈ Matm×n(k) for the single-entry m×n–matrix where all entries are
zero except for the (s, t)-entry which is x. Finally by Diagn(k) we denote the set of
all diagonal matrices in Matn(k). Also for matrices Ai ∈ Matni(k), for i = 1, . . . , t, let
diag(A1, . . . , At) be the matrix in Matn1+...+nt(k) with A1, . . . , At on its diagonal.
3 Indecomposable symplectic k(C2×C2)-modules
Throughout let G = C2×C2 = {1, g1, g2, g1g2} be the Klein Four-Group. Also let k be
a perfect field of characteristic two. The Klein-Four Group is of tame representation
type and the indecomposable kG modules are described in [1]. They are enumerated
using the notation:
kG, kG, An, Bn, Cn(f) and Cn(∞),
where n ≥ 1 is an integer and f ∈ k[T ] is an irreducible polynomial over k in the
indeterminate T . In [1] the trivial kG-module is A0 = B0 and the regular module kG
is D, but we will instead use the more standard notation kG and kG, respectively.
Recall from the introduction that an indecomposable symplectic kG-module is even-
dimensional and either indecomposable as a kG-module or isomorphic to N ⊕N∗, for
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some indecomposable kG-module N . As for all integers n ≥ 1 the modules An and Bn
are odd-dimensional, A∗n ∼= Bn and Cn(f) and Cn(∞) are self-dual, we see that the
only kG-modules that are candidates for indecomposable symplectic modules are:
(kG)
2, kG, (kG)2, An ⊕Bn, Cn(f), Cn(f)
2, Cn(∞), Cn(∞)
2,
where M2 :=M ⊕M , for some kG-module M . During the remainder of this paper we
discuss these modules one by one and for each module the results are summarized in
the Theorems 3.1, 3.2, 3.3, 3.7, 3.16, 3.18, 3.19 and 3.20, respectively.
We also make frequent use of the floor function, that is, ⌊x⌋ denotes the largest
integer less than or equal to x ∈ R. Also throughout the paper let P be a full set of
representatives for the distinct cosets of the additive subgroup {x2 + x : x ∈ k} in
(k,+). In particular |P| = 2, if k is finite and |P| = 1, if k is algebraically closed.
Finally let IS(M) denote any full set of representatives for the distinct isometry classes
of indecomposable symplectic kG-modules (M,S) and let Q(S) denote any full set of
representatives for the distinct isometry classes of G-invaraint quadratic form with
associated bilinear form S.
3.1 kG ⊕ kG
As the group action on kG⊕kG is trivial any statement about symplectic indecompos-
able modules (kG ⊕ kG, S) is just a statement about k-vector spaces. This theory is
well understood (e.g. see [4], Theorem 2.10 and Theorem 12.9). We briefly summarize
those results and comment on the isometry classes of the quadratic forms.
Theorem 3.1 We have IS(kG ⊕ kG) = {S}, where S is given on a basis {e1, e2} for
kG ⊕ kG by S(e1, e2) = 1k. Next for each d ∈ k set qd(αe1 + βe2) = α
2 + αβ + β2 · d,
for all α, β ∈ k. Then Q(S) = {qx : x ∈ P}.
Proof: Set V := kG⊕kG. By [[4], Theorem 2.10] we know that any two-dimensional
symplectic k-vector space is a hyperbolic plane. In particular there is one isometry
class. Next let (V, S) indecomposable symplectic module and let {e1, e2} for V such
that S(e1, e2) = 1k. Also let q be a quadratic form on V such that Bq = S. Then q is
isometric to qd, for some d ∈ k, by [[4], Theorem 12.9], and q is isometric to qx, for a
unique x ∈ P, by [[4], Proposition 13.14]
3.2 kG and kG⊕ kG
Note that [3] describes all symplectic and quadratic forms of kG, (for any group G)
but gives no details on isometries. For x = a ·1G+ b ·g1+ c ·g2+d ·g1g2 ∈ kG we write
x = (a, b, c, d) and consider the augmentation map kG→ k : x 7→ |x| := a+b+c+d, an
epimorphism of k-algebras. Note that x2 = |x|2 ·1G. Hence x is a unit in kG if |x| 6= 0k,
and x is nilpotent otherwise. Also recall that EndkG(kG) ∼= kG, via ϕ↔ ϕ(1G). Next
let B be the G-invariant symmetric form on kG where B(g, h) = δg,h, for all g, h ∈ G,
is extended k-linearly on kG. Now for ϕ ∈ kG set Bϕ(x, y) := B(ϕx, y), for all
x, y ∈ kG. Then {Bϕ : ϕ ∈ kG} gives the space of all G-invariant bilinear forms
on kG. Note that all Bϕ are symmetric. Furthermore Bϕ is alternating if and only
if ϕ = (0, b, c, d) ∈ kG, and Bϕ is non-degenerate if and only if ϕ is a unit in kG.
Overall it follows that the space of G-invariant symplectic forms on kG is given by
{Bϕ : ϕ = (0, b, c, d) ∈ kG, |ϕ| 6= 0k}.
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Next let Bϕ be a G-invariant symplectic forms on kG, where ϕ = (0, β, γ, δ) is a
unit in kG. Then {qr,ϕ : r ∈ k} gives all G-invariant quadratic form with associated
bilinear form Bϕ, where
qr,ϕ(a, b, c, d) := r · (a+ b+ c+ d)
2 + (ab+ cd)β + (ac+ bd)γ + (ad+ bc)δ, (3)
for all (a, b, c, d) ∈ kG and r ∈ k.
Theorem 3.2 We have IS(kG) = {Bϕ : ϕ = (0, b, c, 1 + b + c) ∈ kG} and Q(Bϕ) =
{q0k ,ϕ}, for any unit ϕ = (0, b, c, d) in kG. In particular if k is finite, then |IS(kG)| =
|k|2 and there is a single isometry class of G-invariant quadratic forms with associated
bilinear form Bϕ.
Proof: Let ϕ = (0, b, c, d) and ϕ′ = (0, b′, c′, d′) be units in kG. Then Bϕ and
Bϕ′ are isometric if and only if there exists ψ ∈ AutkG(kG) so that Bϕ(ψ(x), ψ(y)) =
Bϕ′(x, y), for all x, y ∈ kG. Note that ψ(1G) is a unit, [ψ(1G)]
2 = |ψ(1G)|
2 · 1G
and Bϕ(ψ(x), ψ(y)) = Bϕ(ψ(1G)x, ψ(1G)y) = Bϕ[ψ(1G)]2(x, y). Thus Bϕ and Bϕ′ are
isometric if and only if ϕ and ϕ′ are non-zero multiples of each other. Thus for every
indecomposable symplectic module (kG, S) there is a unique ϕ = (0, b, c, 1+b+c) ∈ kG
such that S is isometric to Bϕ.
Next let ϕ = (0, b, c, d) be a unit in kG and let r ∈ k be given. Then |ϕ| 6= 0.
Also let ζ = (1G, 1G, 1G, 1G) ∈ kG. Then there is ψ ∈ AutkG(kG) so that ψ(1G) =
1G+ r|ϕ|
−1 · ζ ∈ kG. Now for all α ∈ kG we have ψ(α) = α+ tζ, where t = r|ϕ|−1 · |α|.
One checks that Bϕ(α, ζ) = |ϕ| · |α|. Thus
q0k,ϕ(ψ(α)) = q0k,ϕ(α+ tζ) = q0k,ϕ(α) + t
2 · q0k,ϕ(ζ)︸ ︷︷ ︸
=0k
+ t · Bϕ(α, ζ)︸ ︷︷ ︸
=r·|α|2
= qr,ϕ(α).
Let us now turn to kG ⊕ kG. The augmentation map is a homomorphism with
kernel J(kG). Hence kG/J(kG) ∼= k and so EndkG(kG)/J(EndkG(kG)) ∼= k. Next
observe that with respect to the basis {1G, g1, g2, g1g2} the element x = (a, b, c, d) ∈ kG
corresponds to the matrix
xˆ = a · I4 + b ·
(
I˜2 0
0 I˜2
)
+ c ·
(
0 I2
I2 0
)
+ d ·
(
0 I˜2
I˜2 0
)
∈ Mat4(k). (4)
In this sense kG is injectively embedded in Mat4(k) and henceforth we identify x ∈ kG
with its corresponding matrix xˆ ∈ Mat4(k). Also note that xˆ is self-transpose and its
top row equals the vector (a, b, c, d).
For α, β, γ ∈ kG ⊆ Mat4(k) we define S(α, β, γ) :=
(
α β
β γ
)
∈ Mat8(k). Further-
more set A := {g1 + λg2 + (1 + λ)g1g2 : λ ∈ k} and
S := {S(0, 1G, 0)} ∪ {S(α, 1G, 0) : α ∈ A} ∪ {S(g2 + g1g2, 1G, µ(g1 + g1g2)) : µ ∈ k}.
In the following we represent all forms on kG ⊕ kG with respect to the basis B :=
{(1G, 0), (g1, 0), (g2, 0), (g1g2, 0), (0, 1G), (0, g1), (0, g2), (0, g1g2)}.
Theorem 3.3 (a) symplectic forms: We have IS(kG⊕ kG) = S. In particular if k
is finite, then |IS(kG⊕ kG)| = 2|k|+ 1.
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(b) quadratic forms: Next let (kG ⊕ kG, S) be an indecomposable symplectic kG-
module. Then the G-invariant quadratic forms with associated bilinear form S are
precisely given by Qx,y := Ŝ + diag(x · I4, y · I4) ∈ Mat8(k), for all x, y ∈ k. Finally
Q(S) = {Q0,0}.
Proof: (a) 1. Notation: Recall the bijection between kG and the set of G-
invariant bilinear forms on kG, via ϕ↔ Bϕ, as explained in the first paragraph of this
section. Next by Remark 2.5 the indecomposable symplectic kG-modules (kG⊕kG, S)
are precisely given by S = S(α, β, γ), where α, β, γ ∈ kG so that α and γ correspond
to alternating degenerate G-invariant forms Bα and Bγ on kG and β corresponds to a
G-invariant form Bβ on kG. Thus α = (0, α2, α3, α2 + α3), γ = (0, γ2, γ3, γ2 + γ3) and
β = (β1, β2, β3, β4). Furthermore note that since S is non-degenerate it follows that
αγ + β2 is a unit in kG. As α and γ are non-units this forces that β is a unit. In the
following let S = S(α, β, γ) be such a form.
2. A first reduction: Next letM ∈ AutkG(kG⊕kG). ThenM =
(
a b
c d
)
∈Mat8(k),
where a, b, c, d ∈ EndkG(kG) ∼= kG and ad+ bc is a unit. Now
MTSM =
(
a c
b d
)
·
(
α β
β γ
)
·
(
a b
c d
)
=
(
a2α+ c2γ abα+ cdγ + (ad+ bc)β
abα+ cdγ + (ad+ bc)β b2α+ d2γ
)
First note that multiplication by x2, for some x ∈ kG is equivalent to multiplication
by |x|2 ∈ k. Furthermore since k is perfect, for every x′ ∈ k there is x1 ∈ k such
that x21 = x
′ and thus (x1 · 1G)
2 = x′ · 1G. Also given a symplectic G-invariant form
S(α, β, γ) let a = 1G, b = c = 0 and d = β
−1. Then M is invertible and thus S(α, β, γ)
is isometric to S(α, 1G, µγ), for some µ ∈ k
∗. (Here µ satisfies d2 = µ · 1G).
3. A relation between isometric forms: Clearly the isometry class of S(0, 1G, 0)
is the set {S(0, β′, 0) : β′ ∈ kG a unit}. In particular S(0, 1G, 0) is not isometric
to any other element in S. From now on we assume that α and γ are not both
zero. Also S(α, β, γ) is isometric to S(α′, β′, γ′), for some unit β′ ∈ kG, if and
only if α′ = a2α + c2γ and γ′ = b2α + d2γ. Let α′ = (0, α′2, α
′
3, α
′
2 + α
′
3) and
γ′ = (0, γ′2, γ
′
3, γ
′
2 + γ
′
3). Then S(α, β, γ) is isometric to S(α
′, β′, γ′), for some unit
β′ ∈ kG, if and only if (
α2 γ2
α3 γ3
)
·
(
a′ b′
c′ d′
)
=
(
α′2 γ
′
2
α′3 γ
′
3
)
, (5)
for some a′, b′, c′, d′ ∈ k with a′d′ + b′c′ 6= 0k. In the following we distinguish between
α2γ3 + α3γ2 being different from and equal to zero.
4. The case α2γ3+α3γ2 6= 0k: Then for α
′
2 = 0k, α
′
3 = 1k, γ
′
2 = 1k and γ
′
3 = 0k there
are a′, b′, c′, d′ ∈ k with a′d′ + b′c′ 6= 0 such that (5) holds. In particular S(α, β, γ) is
isometric to S(g2 + g1g2, β
′, g1 + g1g2), for some unit β
′ ∈ kG. Hence by our second
step S(α, β, γ) is isometric to S(g2 + g1g2, 1G, µ(g1 + g1g2)), for some µ ∈ k
∗.
For µ ∈ k∗ let Sµ = S(g2+ g1g2, 1g , µ(g1+ g1g2)). Then Sµ cannot be isometric to
some S(α′, β′, 0) as otherwise taking the determinant in (5) leads to a contradiction.
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Now assume that Sµ and Sµ′ are isometric for µ, µ
′ ∈ k∗. Then
g2 + g1g2 = a
2 · (g2 + g1g2) + c
2 · (g1 + g1g2)
µ′(g1 + g1g2) = b
2 · (g2 + g1g2) + d
2 · µ(g1 + g1g2)
1G = ab · (g2 + g1g2) + cd · (g1 + g1g2) + (ad+ bc) · 1G.
The first two equations imply a2 = 1G, c
2 = 0 and b2 = 0, d2µ = µ′, respectively.
Squaring the third equation gives 1G = a
2d2 · 1G = d
2. Thus µ = µ′ ensues. Overall
we can conclude that Sµ is not isometric to any other element in S.
5. The case α2γ3 + α3γ2 = 0k: Observe that S(α, β, γ) is isometric to S(γ, β, α)
with a = d = 0 and b = c = 1G. Hence we can assume that α 6= 0. Now there is
some x ∈ k so that xα ∈ A ∪ {g2 + g1g2} and there is some y ∈ k
∗ so that γ = yα.
Next let a′, b′ ∈ k such that a′2 = x and b′2 = y. Then with a = a′ · 1G, b = b
′ · 1G,
c = 0k ·1G and d = 1k ·1G we get that S(α, β, γ) is isometric to S(a
′2α, β′, 0), for some
unit β′ ∈ kG. Again by step 2 we get that S(α, β, γ) is isometric to S(α, 1G, 0), for
some α ∈ A∪{g2+g1g2}. Finally note that if S(α, 1G, 0) and S(α
′, 1G, 0) are isometric
for α, α′ ∈ A∪{g2+ g1g2}, then there is some a ∈ kG such that a
2α = α′, which forces
α = α′.
(b) 1. G-invariant quadratic forms: Let q be a G-invariant quadratic form
with associated bilinear form S. Then q(g, 0) = q(1G, 0) and q(0, g) = q(0, 1G), for all
g ∈ G. Thus q corresponds to the matrix Qx,y := Ŝ + diag(x · I4, y · I4) ∈ Mat8(k),
where x = q(1G, 0) and y = q(0, 1G). On the other hand suppose that q corresponds
to Qx,y, for some x, y ∈ k. Then q is a quadratic form with associated bilinear form S
and q = qx,y, where
qx,y(a, b) = qx,α(a) + qy,γ(b) +Bβ(a, b),
for all (a, b) ∈ kG⊕ kG, where qx,α and qy,γ are the G-invariant quadratic forms given
by (3). In particular notice that qx,y is G-invariant. Overall {Qx,y : x, y ∈ k} gives a
complete set of all G-invariant quadratic forms with associated bilinear form S.
2. isometry class: Let ψx,y(a, b) = (a+x·ζ ·b, b+y·ζ ·a), where ζ = (1G, 1G, 1G, 1G) ∈
kG. Then ψx,y =
(
1G x · ζ
y · ζ 1G
)
∈ AutkG(kG⊕ kG). Now
q0,0(ψx,y(a, b)) = q0,α(a+ x · ζ · b) + q0,γ(b+ y · ζ · a) +Bβ(a+ x · ζ · b, b+ y · ζ · a)
= q0,α(a+ x · ζ · b) + q0,γ(b+ y · ζ · a) +Bβ(a, b)
+ y ·Bβ(a, ζ · a) + x · Bβ(ζ · b, b) + (xy) ·Bβ(ζ · b, ζ · a)
Now one checks that q0,α(a+x ·ζ ·b) = q0,α(a), q0,γ(b+y ·ζ ·a) = q0,γ(b), Bβ(a, ζ ·a) =
|a|2 · |β| · 1G, Bβ(ζ · b, b) = |b|
2 · |β| · 1G and Bβ(ζ · b, ζ · a) = |a| · |b| · |β| · B(ζ, ζ) = 0.
Hence
q0,0(ψx,y(a, b)) = q0,α(a) + x · |a|
2 · |β| · 1G + q0,γ(b) + y · |b|
2 · |β| · 1G +Bβ(a, b)
= qx·|β|,α(a) + qy·|β|,γ(b) +Bβ(a, b) = qx·|β|,y·|β|(a, b)
As |β| 6= 0 it follows that q0,0 is isometric to qx,y , for all x, y ∈ k.
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3.3 An ⊕Bn
Recall Toeplitz-matrices, Hankel-matrices and single-entry matrices as described near
the end of chapter 2. In the following we describe the first two families of indecompos-
able kG-modules as given by [1]. Let n ≥ 1 be an integer and let An = Bn = k
2n+1 as
k-vector spaces with the basis {e1, . . . , e2n+1} of unit coordinate column vectors. The
action of G on An is given by
g1 =
(
In T2(1)
0 In+1
)
and g2 =
(
In T1(1)
0 In+1
)
.
Here T1(1), T2(1) ∈ Tn×(n+1)(k). The G-action on Bn is given by
g1 =
(
In+1 T1(1)
0 In
)
and g2 =
(
In+1 T0(1)
0 In
)
.
Here T0(1), T1(1) ∈ T(n+1)×n(k). Clearly An and Bn are odd-dimensional and thus
have no symplectic forms.
Lemma 3.4 For all integers n ≥ 1 we have A∗n ∼= Bn.
Proof: Let α : G→ GL2n+1(k) and β : G→ GL2n+1(k) denote the indecomposable
representations An and Bn of G, respectively. Recall that the dual representation α
∗
is given by α∗(g) = α(g−1)T , for all g ∈ G. Hence with respect to the dual basis
{e∗1, . . . , e
∗
2n+1} the G-action on A
∗
n is given by
α∗(g1) =
(
In 0
T0(1) In+1
)
and α∗(g2) =
(
In 0
T1(1) In+1
)
.
As I˜2n+1 · α
∗(g1) · I˜2n+1 = β(g1) and I˜2n+1 · α
∗(g2) · I˜2n+1 = β(g2), we get A
∗
n
∼= Bn.
In the following let Vn := An⊕Bn, for n ≥ 0. For reasons of presentation we work
with respect to the basis
B := {(e1⊕0, ..., en⊕0, 0⊕e1, ..., 0⊕en+1, en+1⊕0, ..., e2n+1⊕0, 0⊕en+2, ..., 0⊕e2n+1}.
Then the G-action on Vn is given by
g1 =
(
I2n+1 T2(1)
0 I2n+1
)
and g2 =
(
I2n+1 I2n+1 + En+1,n+1(1)
0 I2n+1
)
.
For any A ∈ Matn×m(k) we define A
τ := I˜mA
T I˜n. This variation of a transpose
turns the first (second etc.) column of A into the last (second last etc.) row of Aτ but
in reversed order. In the following we use ⋆ to denote an arbitrary matrix over k of
the obvious size.
Lemma 3.5
EndkG(Vn) =


αIn Σ ⋆ ⋆
βIn+1 ⋆ ⋆
αIn+1 Σ
τ
βIn
 : α, β ∈ k,Σ ∈ Tn×n+1(k)
 .
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Proof: Let M =
(
A B
C D
)
∈ Mat4n+2(k), where A,B,C,D ∈ Mat2n+1(k). Then
M ∈ EndkG(Vn) if and only if Mg1 = g1M and Mg2 = g2M , that is, if and only if
(a) A · T2(1) = T2(1) ·D
(b) C · T2(1) = 0 = T2(1) · C
(c) A+A ·En+1,n+1(1) = D + En+1,n+1(1) ·D
(d) C + C · En+1,n+1(1) = 0 = C + En+1,n+1(1) · C
First note that (b) and (d) hold if and only if C = 0. Next (a) holds precisely if for all
k ∈ {1, . . . , 2n} and l ∈ {2, . . . , 2n+ 1} we have
Ak,l−1 = Dk+1,l and A2n+1,k = 0 = Dl,1. (6)
Finally (c) holds if and only if for all k, l ∈ {1, . . . , n, n+ 2, . . . , 2n+ 1} we have
Ak,l = Dk,l and An+1,l = 0 = Dk,n+1. (7)
Hence the matrices described in the statement indeed commute with g1 and g2 and
thus belong to EndkG(Vn).
Next suppose that C = 0 and that M satisfies (6) and (7). By (7) we have
A =
 X1 a1 X201×n a2 01×n
X3 a3 X4
 and D =
X1 0n×1 X2d1 d2 d3
X3 0n×1 X4
, where Xi ∈ Matn(k), for
i = 1, 2, 3, 4, and a1, a3 ∈ Matn×1(k), d1, d3 ∈ Mat1×n(k) and a2, d2 ∈ k. Let k, l ∈
{1, . . . , 2n+ 1}. Then Ak,l = Dk+1,l+1, unless k = 2n+ 1 or l = 2n + 1, by (6). Also
Ak,l = Dk,l, unless k = n+1 or l = n+1, by (7). In particular Ak,l = Ak+1,l+1, unless
k, l ∈ {n, 2n + 1} and Dk,l = Dk+1,l+1, unless k, l ∈ {n + 1, 2n + 1}. Therefore the
following matrices are Toeplitz-matrices(
X1 0n×1
d1 d2
)
,
(
a1 X2
⋆ d3
)
,
(
01×n
X3
)
,
(
a2 01×n
a3 X4
)
.
Above we have seen that the first column of D is zero except possibly for the first entry,
which we call α, and the last row of A is zero except possibly for the last entry, which
we call β. Thus it follows that X1 = αIn, d1 = 01×n, d2 = α, X3 = 0n×n, a2 = β,
a3 = 0n×1, X4 = βIn and d3 = a
τ
2 . Finally set Σ :=
(
a1 X2
)
∈Matn×(n+1)(k). Then
Σ ∈ Tn×n+1(k) and indeed
(
X2
d3
)
= Στ . This completes the proof.
Lemma 3.6 The G-invariant forms on Vn are precisely the matrices
F =

βI˜n
αI˜n+1 Ω
βI˜n+1
αI˜n Ω
T D
 ,
where α, β ∈ k, Ω ∈ Hn+1×n(k) and D ∈ Mat2n+1(k). Furthermore F corresponds to
a symplectic form if and only if α = β 6= 0 and D is hollow and symmetric.
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Proof: One checks easily that gT1 · I˜4n+2 · g1 = I˜4n+2 and g
T
2 · I˜4n+2 · g2 = I˜4n+2.
Hence I˜4n+2 is a G-invariant form and thus {I˜4n+2 · A : A ∈ EndkG(Vn)} gives the
set of all G-invariant forms. Also note that Ω := I˜n+1Σ
τ = ΣT I˜n ∈ Hn+1×n(k), for
Σ ∈ Tn×n+1(k), and (I˜nΣ)
T = I˜n+1Σ
τ . Hence the statement follows.
We define two subsets of H(n+1)×n(k). First let F denote the set of all (n+1)×n–
Hankel-matrices where the entry of the top-most non-zero anti-diagonal is 1k. If,
beginning at one, we count the anti-diagonals of an element in H(n+1)×n(k) starting
in the top left corner and proceeding to the bottom right corner, then we count 2n
anti-diagonals. Now by F′ we denote those elements in F where the entry for each even-
numbered anti-diagonal equals the entry of the ensuing odd-numbered anti-diagonal,
that is, F′ := {X ∈ F : Xi,i = Xi,i−1, for all i = 2, . . . , 2n}. Note that 0 ∈ F
′ ⊆ F.
Also observe that in F′ the top most non-zero anti-diagonal, if it exists, is either the
first or an even numbered one.
For Ω ∈ Hn+1×n(k) let S(Ω) correspond to the symplectic form as described in
Lemma 3.6 with α = β = 1k and D = 0. We can now state the main theorem of this
section.
Theorem 3.7 (a) symplectic forms: We have IS(An ⊕ Bn) = {S(Ω) : Ω ∈ F}. In
particular if k is finite then |IS(An ⊕Bn)| = |k|
2n−1 + . . .+ |k|+ 2.
(b) quadratic forms: For Ω ∈ F there is a G-invariant quadratic form with associ-
ated bilinear form S(Ω) if and only if Ω ∈ F′. In this case all such quadratic forms are
given by the set {QΩ(D
′) : D′ ∈ Diag2n+1(k)}, where QΩ(D
′) := Ŝ(Ω) + diag(D,D′),
and D ∈ Mat2n+1(k) is the diagonal matrix such that
Di,i =

0, if i = 1, . . . , n
Ωi−n,i−n, if i = n+ 1, . . . , 2n
Ωn+1,n, if i = 2n+ 1.
(8)
If Ω = 0, then Q(S(Ω)) = {QΩ(0)}. Otherwise Q(S(Ω)) = {QΩ(Et,t((ηt,t)
−1x)) : x ∈
P}, where η := I˜2n+1DI˜2n+1 and t ∈ {1, . . . , n+ 1} is minimal such that ηt,t 6= 0.
Proof: (a) 1. Notation: By Lemma 3.6 the indecomposable symplectic kG-
modules (Vn, S) are precisely given by S(A,D) :=
(
0 A
AT D
)
, where D ∈Mat2n+1(k)
is symmetric and hollow and A = A(x,Ω′) :=
(
0 xI˜n
xI˜n+1 Ω
′
)
∈ Mat2n+1(k), with
x ∈ k∗ and Ω′ ∈ Hn+1×n. In the following let S = S(A(x,Ω), D) be such a form.
Also let M =
(
M1 M2
0 M4
)
∈ AutkG(Vn), where M1 =
(
αIn Σ
0 βIn+1
)
∈ Mat2n+1(k)
and M4 =
(
αIn+1 Σ
τ
0 βIn
)
∈ Mat2n+1(k), for α, β ∈ k
∗ and Σ ∈ Tn×n+1, and M2 ∈
Mat2n+1(k). Then
MTSM =
(
MT1 0
MT2 M
T
4
)
·
(
0 A
AT D
)
·
(
M1 M2
0 M4
)
=
(
0 MT1 AM4
MT4 A
TM1 M
T
2 AM4 +M
T
4 A
TM2 +M
T
4 DM4
) (9)
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2. We show that S is isometric to S(Ω), for a unique Ω ∈ F: As D is symmetric
and hollow there is some Z ∈ Mat2n+1(k) such that D = Z + Z
T . Hence if we set
M1 = M4 = I2n+1 and M2 = A
−TZ, then it follows from (9) that S is isometric to
S(A, 0). Thus from now on we may assume that D = 0. Also we deduce from (9) that
S(A, 0) is isometric to some S(B, 0), if and only if B = MT1 AM4, for M1 and M4 as
described in step one. We have
MT1 AM4 =
(
0 αβxI˜n
αβxI˜n+1 βx(Σ
T I˜n + I˜n+1Σ
τ ) + β2Ω′
)
=
(
0 αβxI˜n
αβxI˜n+1 β
2Ω′
)
,
as I˜n+1Σ
τ = ΣT I˜n. Note that there is some β ∈ k
∗, such that β2Ω′ ∈ F. Set
α := (βx)−1 ∈ k∗. Then MT1 AM4 = A(1k,Ω), for some Ω ∈ F. Furthermore note that
Ω ∈ F is unique as β2Ω′ ∈ F and (β′)2Ω′ ∈ F, for different β, β′ ∈ k∗, implies that
Ω′ = 0, and thus β2Ω′ = (β′)2Ω′.
(b) 1. Notation: Let S = S(Ω). Then Ŝ =
(
0 A
0 0
)
, where A = A(1k,Ω) ∈
Mat2n+1(k). Then the quadratic forms with associated bilinear form S are precisely
the matrices
(
D1 A
0 D2
)
, where D1, D2 ∈ Diag2n+1(k). Let Q be such a matrix.
2. G-invariant quadratic forms: Set P1 := T2(1) ∈ Mat2n+1(k) and P2 :=
I2n+1 + En+1,n+1(1) ∈ Mat2n+1(k). Then, for j = 1, 2, we have
gTj Qgj =
(
I2n+1 0
P Tj I2n+1
)
·
(
D1 A
0 D2
)
·
(
I2n+1 Pj
0 I2n+1
)
= Q+
(
0 D1Pj
P Tj D1 0
)
+
(
0 0
0 P Tj D1Pj + P
T
j A
)
.
Note that P Tj A = A
TPj , and thus P
T
j D1Pj +P
T
j A is symmetric. Then it follows from
Lemma 2.4 that for all x = (x1, . . . , x4n+2)
T ∈ Vn we have
(gjx)
TQ(gjx) = x
TQx+
2n+1∑
i=1
(P Tj D1Pj + P
T
j A)ii · x
2
2n+1+i.
So (gjx)
TQ(gjx) = x
TQx if and only if (P Tj D1Pj+P
T
j A)ii = 0, for all i = 1, . . . , 2n+1.
Note that XT1 = T0(1) and X
T
2 = X2. As
(T0(1) ·D1 · T2(1) + T0(1) · A)ii =
{
0 if i = 1
(D1)i−1,i−1 + Ai−1,i, if i ∈ {2, . . . , 2n+ 1}
we get (g1x)
TQ(g1x) = x
TQx if and only if (D1)i,i = Ai,i+1, for all i = 1, . . . , 2n.
Likewise we get (g2x)
TQ(g2x) = x
TQx if and only if (D1)i,i = Ai,i, for all i ∈
{1, . . . , 2n + 1}\{n + 1}. As Ai,i+1 = 0 = Ai,i, for all i = 1, . . . , n, it follows that
Q is G-invariant if and only if
(1) (D1)i,i = 0, for all i = 1, . . . , n, and
(2) (D1)n+1,n+1 = An+1,n+2 and
(3) (D1)i,i = Ai,i+1 = Ai,i, for all i = n+ 2, . . . , 2n and
(4) (D1)2n+1,2n+1 = A2n+1,2n+1.
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All four conditions can be met if and only if Ai,i+1 = Ai,i, for all i = n + 2, . . . , 2n,
that is, if and only if Ω ∈ F′. Also note that we have D1 = D, for the diagonal matrix
D ∈ Mat2n+1(k) as described in (8).
3. Isometry classes: Let D′ ∈ Diag2n+1(k) and let QΩ(D
′) be as defined in the
statement. Also note that all assumptions of Lemma 4.1, which we prove in the ap-
pendix, are satisfied. If Ω = 0, then D = 0. Thus QΩ(D
′) is isometric to QΩ(0), by
Lemma 4.1 (a)
Next let Ω 6= 0. Then D 6= 0. Set η := R−1DR−T . A quick matrix calculation
reveals that η = I˜2n+1DI˜2n+1. Also there is a minimal t ∈ {1, . . . , n + 1} such that
ηt,t 6= 0. Now it follows from Lemma 4.1 (b) that there is a unique x ∈ P such that
QΩ(D
′) is isometric to QΩ(Et,t(η
−1
t,t x)). This completes the proof.
3.4 Cn(f)
Let f ∈ k[T ] be an irreducible polynomial of degreem over k in the indeterminate T , let
n ≥ 1 be an integer and let Π ∈ Matmn(k) be the companion matrix of f
n. That means
Π has ones on the first sub-diagonal and the final column of Π is (a0, ldots, amn−1)
T ,
where fn = a0 + a1T + . . . + amn−1T
mn−1 + Tmn. Then there is an indecomposable
kG-module Cn(f) given as follows. Let Cn(f) be the k-vector space k
2mn with the
standard basis of unit coordinate column vectors B := {e1, . . . , e2mn}. The G-action
is given by
g1 =
(
Imn Imn
0 Imn
)
, g2 =
(
Imn Π
0 Imn
)
.
By CMatmn(k)(Π) we denote the set of all elements in Matmn(k) that commute with
Π. Also we define W := {B ∈Matmn(k) : Π
TB = BΠ}.
Lemma 3.8
EndkG(Cn(f)) =
{(
A B
0 A
)
: A ∈ CMatmn(k)(Π),B ∈ Matmn(k)
}
.
Proof: Let M =
(
A B
C D
)
∈ Mat2mn(k), where A,B,C,D ∈ Matmn(k). Then
M ∈ EndkG(Cn(f)) if and only if Mg1 = g1M and Mg2 = g2M . The first equation
holds if and only if A = D and C = 0. The second equation then holds if and only if
AΠ = ΠA. This completes the proof.
Lemma 3.9 The G-invariant forms on Cn(f) are precisely the matrices of the form
F =
(
0 B
B D
)
,
where B ∈ W and D ∈ Matmn(k). Furthermore F is symplectic if and only if B is
invertible and D is symmetric and hollow.
Proof: Let F =
(
A B
C D
)
∈ Mat2mn(k), where A,B,C,D ∈Matmn(k). Then F is
a G-invariant form on Cn(f) if and only if g
T
1 Fg1 = F and g
T
2 Fg2 = F . One checks
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quickly that both equations are satisfied precisely if F is as described in the statement.
For various reasons it is difficult to work within Mat2mn(k) and instead it is more
convenient to switch from Π to its Jordan form. We set up this step in what follows.
First let ǫ1, . . . , ǫm be the roots of f in a splitting field E. Note that f has no repeated
roots, as k is perfect. Now k[ǫi] = {x0 + x1ǫi + . . . + xm−1ǫ
m−1
i : xj ∈ k} is a field
extension over k of degree m, for all i ∈ {1, . . . ,m}. Also note that k[ǫi] is perfect.
Finally let σi : k[ǫ1] → k[ǫi] be the unique k-homomorphism with σi(ǫ1) = ǫi. In
particular σi is the identity map if restricted to k. For simplicity set ǫ := ǫ1.
Next consider the Jordan block matrix J := diag(Jn(σ1(ǫ)), . . . , Jn(σm(ǫ))) ∈
GLmn(E), where Jn(α) = α · In + T2(1) ∈ GLmn(E) denotes the Jordan matrix with
α ∈ E on the main diagonal and ones on the super diagonal and zeros everywhere else.
Lemma 3.10 Let X ∈ Matmn(E). Then
(1) JX = XJ if and only if X = diag(X1, . . . , Xm), for upper triangular Toeplitz-
matrices X1, . . . , Xm ∈ Matn(E).
(2) JTX = XJ if and only if X = diag(X1, . . . , Xm), for lower triangular Hankel-
matrices X1, . . . , Xm ∈ Matn(E). In particular X is symmetric.
Proof: Write X = (Xi,j)i,j=1,...,m, where Xi,j ∈ Matn(E), for all i, j = 1, . . . ,m.
(1) We have JX = XJ if and only if Jn(ǫi)Xi,j = Xi,jJn(ǫj), for all i, j = 1, . . . ,m.
Let Y ∈Matn(E) such that Jn(ǫj)Y = Y Jn(ǫi). Then
ǫi · Y + T2(1) · Y = Jn(ǫi)Y = Y Jn(ǫj) = ǫj · Y + Y · T2(1),
and so (ǫi + ǫj)Y = Y T2(1) + T2(1)Y . By induction (ǫi + ǫj)
tY = Y T2(1)
t + T2(1)
tY ,
for all integers t ≥ 1. But T2(1)
n = 0, and thus Y = 0 ensues, if i 6= j. If i = j, then
Y T2(1) = T2(1)Y . It is now an easy exercise to show that Y is an upper triangular
Toeplitz matrix.
(2) Let R := diag(I˜n, . . . , I˜n) ∈ Matmn(k). Then J
T = R−1JR. Hence JTX = XJ if
and only if J(RX) = (RX)J . Now the statement follows from part (1) since I˜nY , is a
lower triangular Hankel-matrix, for any upper triangular Toeplitz-matrix Y .
Note that Π is similar to J . Thus there exists V ∈ GLmn(E) so that Π = V
−1JV .
If V (i) denotes the i-th column of V , then V (i+1) = V ·Π(i) = J ·V (i) and consequently
V (i+1) = J i · V (1), for all i = 1, . . . ,mn− 1. In particular V is uniquely determined by
its first column.
Furthermore observe (V (1))tn 6= 0, for all t ∈ {1, . . . ,m} as otherwise an inductive
argument gives (V (i+1))tn = (J · V
(i))tn = ǫt · (V
(i))tn = 0, for all i = 1, . . . ,mn− 1,
and thus the tn-th row of V is zero in contradiction to V being invertible. Now let us
write V (1) = (v1, . . . , vm)
T , for row vectors vi ∈ E
n. Then there are upper triangular
Toeplitz matrices Tv1 , . . . Tvn such that vi = Tvi · en, for all i = 1, . . . , n. Note that
all Tvi are invertible and diag(Tv1 , . . . Tvn) commutes with J , by Lemma 3.10. Hence
we can replace V by diag(T−1v1 , . . . T
−1
vn ) ·V and thus without lose of generality we may
assume that V (1) = (en, . . . , en︸ ︷︷ ︸
m-times
)T .
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Next let r, s ∈ {1, . . . ,mn} and write r = (t − 1)n + q, for q ∈ {1, . . . , n}. Then,
since V (s) = Js−1 · V (1), we have
Vr,s =
(
Js−1 · V
)
r,1
=
[
(Jn(σt(ǫ)))
s−1
]
q,n
= σt
(
(Jn(ǫ)
s−1)q,n
)
,
and so Vr,s = σt(Vq,s). In particular there is some V
′ ∈Matn×(mn)(k[ǫ]) such that
V =

V ′
σ2(V
′)
...
σm(V
′)
 . (10)
Throughout the remainder of the paper we set for any X ∈Matn(k[ǫ])
D(X) := diag(X,σ2(X) . . . , σm(X))
V(X) := V T · diag(X,σ2(X) . . . , σm(X)) · V
(11)
Lemma 3.11 (1) W = {V(X) : X ∈Matn(k[ǫ]) a lower triangular Hankel-matrix}
(2) CMatmn(k)(Π) = {V
−1
D(X)V : X ∈Matn(k[ǫ]) an upper triangular Toeplitz-matrix}.
Proof: (1) ”⇐”: Let A = V(X), for some lower triangular Hankel-matrix X ∈
Matn(k[ǫ]). Then J
T (V −TAV −1) = (V −TAV −1)J , by Lemma 3.10(2) and thus
ΠTA = AΠ. It remains to show that A ∈ Matmn(k). In (10) we write V
′ =
(V1 . . . Vm) ∈ Matn×(mn)(k[ǫ]), where Vt ∈ Matn(k[ǫ]). Also write A = (Ai,j)i,j=1,...,m,
for Ai,j ∈ Matn(E). Then
Ai,j =
m∑
t=1
σt(V
T
i XVj).
Now for every k-automorphism τ on E we have τ (Ai,j) =
∑m
t=1(τ ◦ σt)(V
T
i XVj). But
τ permutes the set {σ1, . . . , σm} and thus τ (Ai,j) = Ai,j . Hence Ai,j ∈ Matn(k) and
thus A ∈ Matmn(k). In particular A ∈W.
”⇒”: First let R := diag(I˜n, . . . , I˜n) ∈ Matmn(k). Then B := V
TRV ∈ W, by
the previous paragraph. Note that B is invertible and thus V −1 = B−1V TR. Next
let A ∈W. Then JT (V −TAV −1) = (V −TAV −1)J . Hence by Lemma 3.10(2) we have
V −TAV −1 = diag(X1, . . . , Xm), for lower triangular Hankel-matrices X1, . . . , Xm ∈
Matn(E). Hence (R
TV ) · (B−TAB−1) · (V TR) = diag(X1, . . . , Xn). Now with (10)
it follows that Xt = σt
(
(I˜nV
′) · (B−TAB−1) · (V ′T I˜n)
)
, for all t = 1, . . . ,m. As
(I˜nV
′)·(B−TAB−1)·(V ′T I˜n) ∈Matn(k[ǫ]) we haveX1 ∈Matn(k[ǫ]) and Xt = σt(X1),
for all t = 1, . . . , m.
(2) Still let B = V TRV ∈ W. Then A ∈ CMatmn(k)(Π) if and only if BA ∈ W.
By part (1) this is equivalent to BA = V(X), for some lower triangular Hankel-
matrix X ∈ Matn(k[ǫ]), that is, A = V
−1 diag(I˜nX,σ2(I˜nX) . . . , σm(I˜nX))V , since
B−1V T = V −1R−1 and R−1 = R. As I˜nX is an upper triangular Toeplitz-matrix if
and only if X is a lower triangular Hankel-matrix, the statement follows.
Lemma 3.12 Let A ∈ W and let B,C ∈ CMatmn(k)(Π). Then AB = B
TA and
BC = CB.
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Proof: By Lemma 3.11(1) elements in W are symmetric and one checks quickly
that AB ∈ W. Hence AB = (AB)T = BTAT = BTA. Moreover BC = CB follows
from Lemma 3.11(2) since upper triangular Toeplitz matrices commute.
Lemma 3.13 We have EndkG(Cn(f))/J(EndkG(Cn(f))) ∼= k[ǫ].
Proof: By Lemmas 3.8 and 3.11 the elements in EndkG(Cn(f)) are precisely the ma-
trices M =
(
A B
0 A
)
, where A = V −1D(X)V , for an upper triangular Toeplitz-matrix
X ∈ Matn(k[ǫ] and B ∈ Matmn(k). Note that M is invertible if X1,1 is non-zero, and
M is nilpotent otherwise. Now one checks that EndkG(Cn(f)) → k[ǫ] : M 7→ X1,1 is
an epimorphism of k-algebras with kernel J(EndkG(Cn(f))).
The following two lemmas are of a technical nature and we use them in our main
theorems below.
Lemma 3.14 Let K be a perfect field of characteristic two and n ≥ 1 an integer. For
r ∈ {1, . . . , n} we define
Hr(K) =
{
Hn+r(1K) +Hn+r+1(1K)A
2 : A ∈ UTn(K)
}
⊆ LHn(K). (12)
Next let A ∈ LHn(K) such that rank(A) = n+1−r. Then for every integer s ≥ 0 there
is a unique C ∈ Hr+2s(K) such that AB
2 = C, for some B ∈ UTn(K). Furthermore
if s = 0, then B is invertible.
Proof: By assumption A =
∑n
i=rHn+i(xi), where xi ∈ K, for all i = r, . . . , n.
There are yi, zi ∈ K such that y
2
i = xr+2i−2, for all i such that 1 ≤ i ≤
n−r+2
2
and
yi = 0 otherwise, and z
2
i = xr+2i−1, for all i such that 1 ≤ i ≤
n−r+1
2
and zi = 0
otherwise. Now set A1 =
∑n
i=1 Ti(yi) and A2 =
∑n
i=1 Ti(zi). Then A1, A2 ∈ UTn(K)
with A1 invertible and A = Hn+r(1K) ·A
2
1 +Hn+r+1(1K) ·A
2
2.
Next for B ∈ UTn(K) we have AB
2 = Hn+r(1K) · (A1B)
2+Hn+r+1(1K) · (A2B)
2.
Note that if B = A−11 Ts+1(1K), then AB
2 ∈ Hr+2s(K). More general AB
2 ∈
Hr+2s(K) if and only ifHn+r(1K)·(A1B)
2 = Hn+r+2s(1K). But in this caseHn+r(1K)·
B2 = Hn+r+2s(1K) · A
−2
1 and thus Hn+r+1(1K) · B
2 = Hn+r+1(1K)A
−2
1 . As then
AB2 = Hn+r+2s(1K) +Hn+r+2s+1(1K) · (A
−1
1 A2)
2 uniqueness ensues.
Finally if B is not invertible, then rank(AB2) < rank(A). Consequently if s = 0,
then B must be invertible.
Lemma 3.15 Let χ = Hn+r(1k) +
n−r∑
i=1
i is odd
Hn+r+i(χi) ∈ Matn(k[ǫ]), for some r ∈
{1, . . . , n+1}. Here Hj(⋆) ∈ Matn(k[ǫ]) is defined as the n×n – zero matrix if j > 2n.
Then (ΠTV(χ)Π)i,i = (Π
T
V(χ))i,i, for all i = 1, . . . , mn, if and only if χ satisfies one
of the following cases:
1. χ = 0
2. n+ r is even, f ∈ {T, T + 1k} and χ =
{
H2n(1k) if r = n
Hn+r(1k) +Hn+r+1(1k) if r < n
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3. n+r is odd, f 6∈ {T, T +1k} and χi = (ǫ+ǫ
2)−
i+1
2 , for all odd i ∈ {1, . . . , n−r}.
Proof: We claim that (ΠTV(χ)Π)i,i = (Π
T
V(χ))i,i, for all i = 1, . . . ,mn, if and
only if
(J(ǫ)TχJ(ǫ))i,i = (J(ǫ)
Tχ)i,i, for all i = 1, . . . , n. (13)
As V(χ) ∈ W we have ΠTV(χ)(Π + Imn) ∈ W is symmetric. Hence (Π
T
V(χ)Π)i,i =
(ΠTV(χ))i,i, for all i = 1, . . . ,mn if and only if Π
T
V(χ)(Π + Imn) is hollow, which by
Lemma 2.4 holds if and only if V −TΠTV(χ)(Π+Imn)V
−1 is hollow. Since Π = V −1JV ,
we have V −TΠTV(χ)(Π+Imn)V
−1 = JTV −TV(χ)V −1(J+Imn) = J
T ·D(χ)·(J+Imn).
This matrix is hollow if and only if J(ǫ)Tχ(J(ǫ) + In) is hollow. So the claim follows.
Clearly (13) holds if χ = 0. Hence let now χ 6= 0, that is, r ≤ n. Then
(J(ǫ)TχJ(ǫ))i,i =
n∑
s=1
χs,s · (J(ǫ)s,i)
2,
by Lemma 2.4, and
(J(ǫ)Tχ)i,i =
n∑
s=1
χs,i · J(ǫ)s,i.
Hence (13) holds if and only if χi,i(ǫ + ǫ
2) = χi−1,i−1 + χi−1,i, for all i = 1, . . . , n,
where χ0,0 and χ0,1 are defined as zero. Since χi,j = 0, whenever i + j < n + r, it
follows that (13) is equivalent to
χi,i(ǫ+ ǫ
2) = χi−1,i−1 + χi−1,i , for all integers i with
n+ r
2
≤ i ≤ n. (14)
First assume that n+ r is even. Then
χi,i =
{
1k, if i =
n+r
2
0k, otherwise.
For j = n+r
2
we get from (14) that
(ǫ+ ǫ2) = χj,j(ǫ+ ǫ
2) = χj−1,j−1 + χj−1,j = 0.
Hence ǫ ∈ {0k, 1k}, that is, f ∈ {T, T + 1k}. Also (14) is now equivalent to χi−1,i−1 =
χi−1,i, for all i =
n+r+2
2
, . . . , n. This condition is empty if r = n, and thus χ = H2n(1k)
is the only solution. So let r < n. Note that as χ is a Hankel-matrix we have for all i, j
such that i + j ≥ n + r that χi,j = χi+j−n,n = χr+(i+j−(n+r)),n = χi+j−(n+r). Thus
(14) is equivalent to χ2(i−1)−(n+r) = χ2i−1−(n+r), for all i ≥
n+r+2
2
, that is, χs = χs+1,
for all even s ∈ {0, . . . , n − r − 2}. Since by assumption χ0 = 1k and χs = 0, for all
even s ∈ {2, . . . , n − r − 2}, we conclude that in this case (14) holds if and only if
χ = Hn+r(1k) +Hn+r+1(1k).
Next assume that n+ r is odd. Then
χi,i =
{
0k, if i <
n+r
2
χ2i−(n+r), if i >
n+r
2
.
Then (14) is equivalent to χ1(ǫ + ǫ
2) = 1k and χs(ǫ + ǫ
2) = χs−2, for all odd
s ∈ {3, . . . , n − r}. In particular in this case (14) holds if and only if ǫ 6∈ {0k, 1k}
(that is, f 6∈ {T, T + 1k}) and χs = (ǫ+ ǫ
2)−
s+1
2 , for all odd s ∈ {1, . . . , n− r}.
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Next let H =
Hn+1(1k) +
n∑
i=2
i is even
Hn+i(ai) ∈ Matn(k[ǫ]) : ai ∈ k[ǫ]
. Note that
H = H1(k[ǫ]), as defined in (12). Also for every A ∈ H let S(A) :=
(
0 V(A)
V(A) 0
)
.
We can now state and prove the main Theorem of this section.
Theorem 3.16 (a) symplectic forms: We have IS(Cn(f)) = {S(A) : A ∈ H}. In
particular if k is finite, then |IS(Cn(f))| = |k|
m·⌊n
2
⌋.
(b) quadratic forms: Let A ∈ H. There is a G-invariant quadratic form with asso-
ciated bilinear form S(A), precisely in the following cases:
1. n is odd, f ∈ {T, T + 1k} and A =
{
1k, if n = 1
Hn+1(1k) +Hn+2(1k), if n ≥ 3,
2. n ≥ 2 is even, f 6∈ {T, T + 1k} and ai = (ǫ+ ǫ
2)−
i
2 , for all even i ∈ {2, . . . , n}.
In this case {QA(D) : D ∈ Diagmn(k)} gives all such quadratic forms, where QA(D) :=(
DA V(A)
0 D
)
and DA ∈ Matmn(k) is the diagonal matrix with (DA)i,i = (V(A))i,i,
for all i = 1, . . . ,mn. Finally Q(S(A)) = {QA(Et,t(v
−1x)) : x ∈ P}, where v :=
((V(A))−1)t,t 6= 0, for some t ∈ {1, . . . ,mn}.
Proof: (a) 1. Notation: By Lemma 3.9 the indecomposable symplectic kG-
modules (Cn(f), S) are precisely given by S(B,D) :=
(
0 B
B D
)
, where B ∈ W is
invertible and D ∈ Matmn(k) is symmetric and hollow. Let S = S(B,D) be such
a form. Also let M :=
(
X Y
0 X
)
∈ AutkG(Cn(f)), that is, X ∈ CGLmn(k)(Π) and
Y ∈ Matmn(k). Then
MTSM =
(
0 XTBX
XTBX Y TBX +XTBY +XTDX
)
.
2. S is isometric to S(A), for a unique A ∈ H: First note that there is some
Z ∈ Matmn(k) such that D = Z + Z
T . Hence with X = Imn and Y = B
−1Z we
get MTSM = S(B, 0), that is, S is isometric to S(B, 0). Likewise we see that S is
isometric to some S(C, 0), if and only if C = XTBX, for some X ∈ CGLmn(k)(Π).
Next note that XTBX = BX2, by Lemma 3.12. Furthermore by Lemma 3.11 we
haveX = V −1D(X ′)V , for some invertibleX ′ ∈ UTn(k[ǫ]) and B = V(B
′), for some in-
vertible B′ ∈ LHn(k[ǫ]). By Lemma 3.14 there is a unique A ∈ H1(k[ǫ]) = H such that
A = B′(X ′)2, for some invertible X ′ ∈ UTn(k[ǫ]). Now BX
2 = V(B′(X ′)2) = V(A),
that is, S is isometric to S(A).
(b) 1. G-invariant quadratic forms: Let A ∈ H. Then the quadratic forms
with associated bilinear form S(A) are precisely the matrices
(
D1 V(A)
0 D2
)
, where
D1, D2 ∈ Diagmn(k). Let Q be such a matrix. Note that Q is G-invariant if and only
if xT (gTj Qgj + Q)x = 0, for all x ∈ Cn(f) and j = 1, 2. One checks quickly that for
j = 1, 2
gTj Qgj +Q =
(
0 D1Pj
P Tj D1 P
T
j D1Pj + P
T
j V(A)
)
,
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where P1 = Imn and P2 = Π. Clearly D1, D1 + V(A) and Π
TD1Π are all symmetric.
Also ΠTV(A) is symmetric, since VΠ = JV and AJ = JTA. Therefore gTj Qgj + Q is
symmetric and so Q is G-invariant if and only if P Tj D1Pj + P
T
j is hollow for j = 1, 2,
that is, (D1)i,i = V(A)i,i and (Π
TD1Π)i,i = (Π
T
V(A))i,i, for all i = 1, . . . ,mn. In
particular note that if such D1 exists, it is uniquely determined by the main diagonal
of V(A). Furthermore D2 has no bearing on the G-invariance of Q.
We need to inquire when such a D1 exists. Assume that (D1)i,i = V(A)i,i, for all
i = 1, . . . ,mn. Then D1 + V(A) is symmetric and hollow and thus by Lemma 2.4 we
have (ΠTD1Π)i,i = (Π
T
V(A)Π)i,i, for all i = 1, . . . , mn. Hence Q is G-invariant if and
only if (ΠTV(A)Π)i,i = (Π
T
V(A))i,i, for all i = 1, . . . ,mn. Applying Lemma 3.15 gives
all instances of A such that Q is G-invariant.
2. isometry classes: Let A be such that QA(D) is a G-invariant quadratic form
with associated bilinear form S(A) and set η := V(A)−1DAV(A)
−T . First note that
A is not hollow. This is true because if n is odd, then An+1
2
,n+1
2
= 1k and if n is
even, then An+2
2
,n+2
2
= (ǫ + ǫ2)−1. So it follows from Lemma 2.4 that DA and conse-
quently η are not hollow. Thus there is some t ∈ {1, . . . ,mn} such that ηt,t 6= 0.
Since (DA)i,i = V(A)i,i, for all i ∈ {1, . . . ,mn} it follows from Lemma 2.4 that
ηt,t = (V(A)
−1
V(A)V(A)−T )t,t = (V(A)
−1)t,t. Hence for v := ηt,t Lemma 4.1(b)
shows that QA(D) is isometric to QA(Et,t(v
−1x)), for a unique x ∈ P.
3.5 Cn(f)⊕ Cn(f)
∗
We use the same notation as in subsection 3.4. In particular f = f(T ), Π, W, ǫ and
V are all the same as before. As recall the notations V(−) and D(−) as given in (11).
First we show that Cn(f) is self-dual.
Lemma 3.17 Cn(f)
∗ ∼= Cn(f)
Proof: As every matrix is similar to its transpose, there is some A ∈ GLmn(k)
such that ΠT = A−1ΠA. Hence with B =
(
A 0
0 A
)
we get B−1gT1 B = g1 and
B−1gT2 B = g2. In particular Cn(f) is self-dual as claimed.
For ϕ, µ, ψ ∈ Matn(k[ǫ]) set S(ϕ,ψ, µ) :=
(
0 σ
σ 0
)
, where σ =
(
V(ϕ) V(ψ)
V(ψ) V(µ)
)
.
Furthermore let K be the set of all triplets (ϕ,ψ, µ) such that: ϕ, µ, ψ are lower trian-
gular Hankel-matrices Matn(k[ǫ]) such that µ = Hn+r+2s+1(1k) and
ϕ = Hn+r(1k) +
2s−1∑
i=1
i odd
Hn+r+i(ϕi), ψ = Hn+1(1k) +
t∑
i=1
Hn+i(ψi),
for integers r, s such that 2 ≤ r ≤ n+1 and 0 ≤ s ≤ n−r+1
2
, and where t :=
⌊
n−r−2s+1
2
⌋
and ψ1 6= 1k, if t ≥ 1. Here Hj(−) is defined as the zero n× n–matrix if j > 2n.
In the following we work with respect to the basis
B := {e1⊕0, ..., emn⊕0, 0⊕e1, ..., 0⊕emn, emn+1⊕0, ..., e2mn⊕0, 0⊕emn+1, ..., 0⊕e2mn}.
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Theorem 3.18 (a) symplectic forms: We have IS(Cn(f)
2) = {S(ϕ, µ, ψ) : (ϕ, µ, ψ) ∈
K}. Furthermore if k is finite, then
|IS(Cn(f)
2)| =
{
n|k|m(
n−2
2 ), if n is even
n+1
2
· |k|m(
n−1
2 ) + n−1
2
· |k|m(
n−3
2 ), if n is odd.
(b) quadratic forms: Let (ϕ,ψ, µ) ∈ K. There is a G-invariant quadratic form with
associated bilinear form S = S(ϕ,ψ, µ) precisely if µ = 0 and one of the following cases
hold:
1. ϕ = 0
2. n + r is even, f ∈ {T, T + 1}, ϕ1 = 1k, if s ≥ 1 and ϕi = 0k, for all odd
i ∈ {3, . . . , 2s − 1}
3. n+r is odd, f 6∈ {T, T +1} and ϕi = (ǫ+ǫ
2)−
i+1
2 , for all odd i ∈ {1, . . . , 2s−1}.
In this case {Qσ(D
′) : D′ ∈ Diag2mn(k)} gives all such quadratic forms, where
Qσ(D
′) :=
(
D σ
0 D′
)
∈ Mat4mn(k) and D ∈ Mat2mn(k) is the diagonal matrix such
that Di,i = σi,i, for all i = 1, . . . , 2mn.
If ϕ = µ = 0, then Q(S(ϕ,ψ, µ)) = {Qσ(0)}. Otherwise there is t ∈ {1, . . . , 2mn}
so that ηt,t 6= 0, where η := σ
−1Dσ−T and Q(S(ϕ,ψ, µ)) = {Qσ(Et,t(η
−1
t,t x)) : x ∈ P}.
Proof: (a) 1. Notation: By Lemma 3.13 Remark 2.5 applies. Hence with respect
to the basis {e1 ⊕ 0, ..., e2mn ⊕ 0, 0 ⊕ e1, ..., 0 ⊕ e2mn} the indecomposable symplec-
tic kG-modules (Cn(f)
2, S) are precisely given by S =
(
S1 S2
ST2 S3
)
, where all Si are
G-invariant forms on Cn(f), while S1 and S3 are also alternating and degenerate. By
Lemmas 3.9 and 3.11 we have Si =
(
0 V(ωi)
V(ωi) Ωi
)
, where all ωi ∈ Matn(k[ǫ]) are
lower triangular Hankel-matrices and Ωi ∈ Matmn(k) such that Ω1 and Ω3 are sym-
metric and hollow, and ω1 and ω3 are singular. In the following let S be such a form.
2. Change of basis: From now on we work with respect to the basis B. Then
S =
(
0 ω
ω Ω
)
, where ω :=
(
V(ω1) V(ω2)
V(ω2) V(ω3)
)
and Ω :=
(
Ω1 Ω2
ΩT2 Ω3
)
. Observe that ω
is self-transpose and since S is non-degenerate ω is invertible. Consequently ω2 must
be invertible. Also note that (Cn(f)
2, S(ϕ, ψ, µ)) is an indecomposable symplectic kG-
module for any triplet (ϕ,ψ, µ) of lower triangular Hankel-matrix in Matn(k[ǫ]), where
ϕ and µ and singular and ψ is invertible.
3. S is isometric to S(ω1, ω2, ω3): Next let M ∈ AutkG(Cn(f)
2). Then by Lemma
3.8 and with respect to basis B we have M =
(
υ Υ
0 υ
)
, where υ :=
(
a b
c d
)
, for
a, b, c, d ∈ CMatmn(k)(Π), and Υ ∈Mat2mn(k). Furthermore
MTSM =
(
υT 0
ΥT υT
)
·
(
0 ω
ω Ω
)
·
(
υ Υ
0 υ
)
=
(
0 υTωυ
υTωυ ΥTωυ + υTωΥ+ υTΩυ
)
.
As Ω is symmetric and hollow there is some Z ∈Mat2mn(k) such that Ω = Z+Z
T . So
if we set υ = I2mn and Υ = ω
−1Z, then M is invertible and MTSM = S(ω1, ω2, ω3).
In particular S is isometric to S(ω1, ω2, ω3). Also note that S is isometric to some
S(ϕ, ψ,µ) if and only if υTωυ =
(
V(ϕ) V(ψ)
V(ψ) V(µ)
)
, for some υ has described above.
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4. The isometry class of S(ω1, ω2, ω3): We need to understand υ
Tωυ. First
set ω′i := V(ωi), for i = 1, 2, 3. Also by Lemma 3.11 we have a = V
−1
D(α)V ,
b = V −1D(β)V , c = V −1D(γ)V and d = V −1D(δ)V , for upper triangular Toeplitz-
matrices α, β, γ, δ ∈Matn(k[ǫ]). (Note that M is invertible if and only if υ is invertible
if and only if αδ + βγ is invertible.) Then
υTωυ =
(
aT cT
bT dT
)
·
(
ω′1 ω
′
2
ω′2 ω
′
3
)
·
(
a b
c d
)
=
(
ω′1a
2 + ω′3c
2 ω′1ab+ ω
′
2bc+ ω
′
2ad+ ω
′
3cd
ω′1ab+ ω
′
2bc+ ω
′
2ad+ cd ω
′
1b
2 + ω′3d
2
)
=
(
V(ω1α
2 + ω3γ
2) V(ω1αβ + ω2αδ + ω2γβ + ω3γδ)
V(ω1αβ + ω2αδ + ω2γβ + ω3γδ) V(ω1β
2 + ω3δ
2)
)
,
where the second equality uses Lemma 3.12. Consequently the isometry class of
S(ω1, ω2, ω3) contains precisely all S(ϕ, ψ,µ) where
ϕ = ω1α
2 + ω3γ
2
µ = ω1β
2 + ω3δ
2
ψ = ω1αβ + ω2αδ + ω2γβ + ω3γδ
(15)
for some upper triangular Toeplitz-matrices α, β, γ, δ ∈ Matn(k[ǫ]) such that αδ + βγ
is invertible.
5. Every isometry class contains some S(ϕ, ψ, µ) with (ϕ,ψ, µ) ∈ K: In the
following let C denote a given isometry class. First let C contains S(0, ψ, 0), for some
invertible ψ ∈ LHn(k[ǫ]). Note that ψ
−1I˜n ∈ UTn(k[ǫ]) and set α = ψ
−1I˜n, β = γ = 0
and δ = In. Then S(0, ψ, 0) is isometric to S(0, I˜n, 0). Note that (0, I˜n, 0) ∈ K, with
r = n+ 1, s = 0 and t = 0.
Next assume that C contains some S(ϕ,ψ, µ) such that one of ϕ and µ equals
zero but not both. Note that S(ϕ,ψ, µ) is isometric to S(µ, ψ, ϕ) with α = δ = In
and β = γ = 0. Hence we may assume that µ = 0. By Lemma 3.14 there is some
A ∈ UTn(k[ǫ]) such that ϕA
2 ∈ Hr(k[ǫ]), for some integer r ∈ {2, . . . , n}. Also note
that ψ−1I˜n ∈ UTn(k[ǫ]). Hence with α = A, β = γ = 0 and δ = α
−1ψ−1I˜n we
obtain that S(ϕ,ψ, µ) is isometric to S(ϕA2, I˜n, 0). Note that (ϕA
2, I˜n, 0) ∈ K with
r ∈ {2, . . . , n} and s = ⌊n−r+1
2
⌋.
Finally we can assume that if S(ϕ,ψ, µ) ∈ C, then ϕ, µ 6= 0. Without lose of
generality we may choose S(ϕ,ψ, µ) ∈ C such that for r := n + 1 − rank(ϕ) and
j := n+1−rank(µ) we have j ≥ r and j−r is maximal in C. Note that r, j ∈ {2, . . . , n}.
If j − r = 2i, for some integer i ≥ 0, then set α = In, β = Ti+1(x), where x ∈ k[ǫ]
such that x2 = (ϕr,n)
−1 · µj,n, γ = 0 and δ = In. Now S(ϕ,ψ, µ) is isometric to
S(ϕ, ϕβ+ψ,ϕβ2 + µ). A quick calculation reveals that ϕβ2 + µ has a rank of at most
rank(µ) − 1 thus contradicting the maximality of j − r in C. In particular we have
j = r + 2s+ 1, for some integer s such that 0 ≤ s ≤ ⌊n−r−1
2
⌋.
Recall Hr(k[ǫ]) ⊆ LHn(k[ǫ]) as defined in (12). By Lemma 3.14 there are invertible
A,D ∈ UTn(k[ǫ]) such that ϕA
2 ∈ Hr(k[ǫ]) and µD
2 ∈ Hj(k[ǫ]). Hence with α =
A, β = γ = 0 and δ = D we get that S(ϕ, ψ, µ) is isometric to S(ϕA2, ψAD, µD2).
In particular we may assume that ϕ ∈ Hr(k[ǫ]) and µ ∈ Hj(k[ǫ]). Also since j +
1 − r is even it follows from Lemma 3.14 that there is some B ∈ UTn(k[ǫ]) such that
ϕB2 ∈ Hj+1(k[ǫ]). Now ϕB
2 = Hn+j+1(1k) + Hn+j+2(1k) ·X
2
1 and µ = Hn+j(1k) +
Hn+j+1(1k) ·X
2
3 , for some X1, X3 ∈ UTn(k[ǫ]). Note that ϕ(BX3)
2+Hn+j(1k) · (In+
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T2(1k)X1)
2 = µ. Hence set α = In, β = BX3, γ = 0 and δ = In + T2(1k)X1. Then
αδ+ βγ = In+T2(1k)X1 is invertible and S(ϕ, (ϕβ+ψ)δ
−1, Hn+j(1k)) is isometric to
S(ϕ, ψ,µ). In particular we may assume that µ = Hn+j(1k).
Since ϕ ∈ Hr(k[ǫ]) we have ϕ = ϕ
′ + ϕ′′, where
ϕ′ = Hn+r(1k) +
2s−1∑
i=1
i is odd
Hn+r+i(ϕr+i) and ϕ
′′ =
n−r∑
i=2s+1
i is odd
Hn+r+i(ϕr+i),
with ϕi ∈ k[ǫ], for all i = r + 1, . . . , n. Note that ϕ
′′ = Hn+j(1k) · C
2, where C =∑n
i=1 Ti(ci), with c
2
i = ϕr+2s+2i−1, for all i = 1, . . . , ⌊
n+1−r−2s
2
⌋ and ci = 0 otherwise.
Now with α = δ = In, β = 0 and γ = C we get that S(ϕ,ψ,Hn+j(1k)) is isometric to
S(ϕ +Hn+j(1k)C
2, ψ + Hn+j(1k)C,Hn+j(1k)). Since ϕ + Hn+j(1k)C
2 = ϕ′ we may
assume that ϕ = ϕ′, as required in the statement.
Next set t := ⌊n−r−2s+1
2
⌋ and write ψ = ψ′ + ψ′′, where ψ′ =
∑t
i=1Hn+i(ψi)
and ψ′′ =
∑n
i=t+1Hn+i(ψi), for ψi ∈ k[ǫ], for all i = 1, . . . , n. Note that t ≥ 1,
as r + 2s + 1 ≤ n, and ψ1 6= 0, as ψ is invertible. Set α = In, β = γ = 0 and
δ = In + ψ
−1ψ′′. Then S(ϕ,ψ,Hn+j(1k)) is isometric to S(ϕ,ψδ,Hn+j(1k)δ
2) =
S(ϕ, ψ + ψ′′, Hn+j(1k) + Hn+j(1k)(ψ
−1ψ′′)2). Note that ψ + ψ′′ = ψ′ as required.
Furthermore note that ψ−1ψ′′ is an upper triangular Toeplitz-matrix of rank equal
to rank(ψ′′) = n − t. Consequently rank(Hn+j(1k)(ψ
−1ψ′′)2) = n + 1 − (2t + j),
by (2). But t = ⌊n−j+2
2
⌋. Hence 2t ≥ n − j + 1 and so n + 1 − (2t + j) ≥ 0.
Thus Hn+j(1k)(ψ
−1ψ′′)2 = 0. Overall we have found some S(ϕ, ψ, µ) ∈ C where
(ϕ,ψ, µ) ∈ K with r ∈ {2, . . . , n− 1}, 0 ≤ s ≤ n−r+1
2
and t = ⌊n−r−2s+1
2
⌋.
6. Uniqueness: Let (ϕ,ψ, µ), (ϕ′, ψ′, µ′) ∈ K with accompanying r, r′ ∈ {2, . . . , n+1},
and integers s, s′ with 0 ≤ s ≤ n−r+1
2
and 0 ≤ s′ ≤ n−r
′+1
2
so that S(ϕ, ψ, µ)
and S(ϕ′, ψ′, µ′) are isometric. Then there are upper triangular Toeplitz-matrices
α =
∑n
i=1 Ti(αi), β =
∑n
i=1 Ti(βi), γ =
∑n
i=1 Ti(γi) and δ =
∑n
i=1 Ti(δi) such that
ϕ′ = ϕα2 + µγ2, µ′ = ϕβ2 + µδ2 and ψ′ = ϕαβ + ψαδ + ψγβ + µγδ and αδ + βγ is
invertible. Note that the latter holds precisely if α1δ1 + β1γ1 6= 0.
First suppose that r 6= r′. Without lose of generality r′ < r, that is, rank(ϕ) <
rank(ϕ′). Then
rank(ϕ) < rank(ϕ′) = rank(ϕα2 + µγ2) ≤ min{rank(ϕα2), rank(µγ2)} ≤ rank(ϕ).
This contradiction forces r = r′. Next suppose that s 6= s′ and without lose of
generality s′ < s. Then rank(µ) < rank(µ′). In particular µ′ 6= 0. Also since
rank(µδ2) ≤ rank(µ) < rank(µ′) it follows that µ′ and µ′ + µδ2 have the same rank.
Finally since µ′ + µδ2 = ϕβ2 we get
n+ 1− (r + 2s′ + 1) = rank(µ′) = rank(ϕβ2)
(2)
= rank(ϕ) + 2 rank(β)− 2n
= n+ 1− (r + 2n− 2 rank(β)).
As now 2s′+1 = 2n−2 rank(β) we have a contradiction and thus s = s′. In particular
it follows that µ = µ′ and t = t′.
If r = n+1, then ϕ = 0 = ϕ′, µ = 0 = µ′ and ψ = In = ψ
′. So we may assume that
r ≤ n and thus ϕ, ϕ′ 6= 0. Next note that ϕα2 = ϕ′+µγ2. Since rank(ϕ′+µγ2) = r it
follows that α has full rank and thus is invertible. Also observe that ϕα2 = ϕ′+µγ2 ∈
Hr(k[ǫ]). Since ϕ = ϕ · (In)
2 ∈ Hr(k[ǫ]) the uniqueness statement in Lemma 3.14
implies that ϕ = ϕα2. Consequently ϕ = ϕ′ + µγ2 and therefore ϕ = ϕ′ and µγ2 = 0.
The latter implies that rank(γ) ≤ n − rank(µ)
2
= n+r+2s−2
2
, and so γi = 0, for all
i ∈ {1, . . . , ⌊n−r+1−2s
2
⌋}.
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Also 0 = ϕ · (In + α
2) = ϕ · (In + α)
2 implies that In + α is not invertible, and
so α1 = 1k. Moreover rank(In + α) ≤ n −
rank(ϕ)
2
= n+r−1
2
, and thus αi = 0, for all
i ∈ {2, . . . ⌊n−r+2
2
⌋}. Note that ϕβ2 = µ(In + δ)
2. If ϕβ2 6= 0, then
rank(ϕβ2) = rank(ϕ) + 2 rank(β)− n = 2 rank(β) + 1− r
rank(µ(In + δ)
2) = rank(µ) + 2 rank(In + δ)− n = 2 rank(In + δ)− 2s − r
As this is a contradiction we must have ϕβ2 = 0 and so rank(β) ≤ n− rank(ϕ)
2
= n+r−1
2
.
Hence bi = 0, for all i ∈ {1, . . . , ⌊
n−r+2
2
⌋}. Also µ(In+δ)
2 = 0, now implies that In+δ
is not invertible, and so δ1 = 1k. Moreover rank(In + δ) ≤ n −
rank(µ)
2
= n+r+2s−2
2
.
Hence δi = 0, for all i ∈ {2, . . . , ⌊n−r−2s+12 ⌋}.
In summary we have α1 = δ1 = 1k, β1 = γ1 = 0 and αi = βi = γi = δi = 0, for
all i ∈ {2, . . . , t}. Next let l ∈ {1, . . . , t}. Then (ϕαβ)l,n = (µγδ)l,n = (ψβγ)l,n = 0.
Hence
ψ′l,n = (ψαδ)l,n =
n∑
i=n+1−l
n∑
j=i
ψl,i · αj−i+1 · δn−j+1 = ψl,n.
Therefore ψ′ = ψ and thus overall we have established that (ϕ,ψ, µ) = (ϕ′, ψ′, µ′).
7. number of isometry classes if k is finite: Let (ϕ,ψ, µ) ∈ K and let r, s, t, ϕi
and ψi be accordingly. For a fixed r ∈ {2, . . . , n+1} set r
′ := n+ 1− r and l :=
⌊
r′
2
⌋
.
Then s ∈ {0, 1, . . . , l} and t = l − s. If s = l, that is, t = 0, then for each odd
i ∈ {1, . . . , 2s − 1} we have |k|m choices for ϕi ∈ k[ǫ]. Hence there are |k|
ml different
classes. If s < l, that is, t ≥ 1, then we have |k|ms different choices for ϕ, |k|m − 1
different choices for ψ1 and |k|
m different choices for all ψ2, . . . , ψt. Thus there are
(|k|m − 1) · |k|m(s+t−1) = (|k|m − 1) · |k|m(l−1) = |k|ml − |k|m(l−1) different classes.
Overall for the number xr′ of different isometry classes for a fixed r we have
xr′ = |k|
ml +
l−1∑
s=0
|k|ml − |k|m(l−1) = |k|ml + l · (|k|ml − |k|m(l−1))
= (l + 1)|k|ml − l|k|m(l−1) = |k|−m · ((l + 1)|k|m(l+1) − l|k|ml)
Note that xr′ = xr′+1 for even r
′. Moreover the positive part of xr′ cancels with the
negative part of xr′+2. Also x0 has no negative part. As x =
∑n−1
r′=0 xr′ we see that x
is equal to the positive part of xn−2 and xn−1 survive. Finally if n is even we have
x = 2 · |k|−m ·
(
n− 2
2
+ 1
)
|k|m(
n−2
2
+1) = n|k|m(
n−2
2 ).
If n is odd, then
x = |k|−m ·
((
n− 3
2
+ 1
)
|k|m(
n−3
2
+1) +
(
n− 1
2
+ 1
)
|k|m(
n−1
2
+1)
)
=
(
n− 1
2
)
|k|m(
n−3
2 ) +
(
n+ 1
2
)
|k|m(
n−1
2 ).
(b) 1. G-invariant quadratic forms: Let S = S(ϕ,ψ, µ), where (ϕ,ψ, µ) ∈ K.
Then the quadratic forms with associated bilinear from S are precisely the matrices
Ŝ + D, where D ∈ Diag4mn(k). Let Q be such a form and write D = diag(D1, D2),
for D1, D2 ∈ Diag2mn(k). Then Q =
(
D1 σ
0 D2
)
, where σ =
(
V(ϕ) V(ψ)
V(ψ) V(µ)
)
. Also
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we have gj =
(
I2mn Pj
0 I2mn
)
, for j = 1, 2, where P1 = I2mn and P2 =
(
Π 0
0 Π
)
.
Note that Q is G-invariant if and only if xT (gTj Qgj +Q)x = 0, for all x ∈ Cn(f)
2 and
j = 1, 2. One checks that
gTj Qgj +Q =
(
0 D1Pj
P Tj D1 P
T
j D1Pj + P
T
j σ
)
Note that (P Tj σ)
T = P Tj σ. This is trivial if j = 1 as σ
T = σ, and it is true for
j = 2, since V(ϕ),V(µ),V(ψ) ∈ W, by Lemma 3.11(1). In particular gTj Qgj + Q
is symmetric for j = 1, 2. Hence Q is G-invariant if and only if P Tj D1Pj + P
T
j σ
is hollow for j = 1, 2, that is, (D1)i,i = σi,i and (P
T
2 D1P2)i,i = (P
T
2 σ)i,i, for all
i = 1, . . . , 2mn. Note that if such D1 exists, it is uniquely determined by the main
diagonal of σ and there is no restriction on D2. Next write D1 = diag(d1, d2), for
diagonal matrices d1, d2 ∈ Matmn(k), such that (D1)i,i = σi,i, for all i = 1, . . . , 2mn,
that is, (d1)i,i ∼= (V(ϕ))i,i and (d2)i,i ∼= (V(µ))i,i, for all i = 1, . . . , mn. Then Q is
G-invariant if and only if for all i = 1, . . . ,mn
(ΠT d1Π)i,i = (Π
T
V(ϕ))i,i and (Π
Td2Π)i,i = (Π
T
V(µ))i,i.
As V(ϕ),V(µ) ∈ W are symmetric it follows from Lemma 2.4 that (ΠTd1Π)i,i =
(ΠTV(ϕ)Π)i,i and (Π
Td2Π)i,i = (Π
T
V(µ)Π)i,i, for all i = 1, . . . ,mn. In particu-
lar Q is G-invariant if and only if (ΠTV(ϕ)Π)i,i = (Π
T
V(ϕ))i,i and (Π
T
V(µ)Π)i,i =
(ΠTV(µ))i,i, for all i = 1, . . . ,mn. Note that Lemma 3.15 discusses which ϕ and µ
satisfy this condition. If µ = 0, then we get the three possibilities for ϕ as stated in
the theorem. If µ 6= 0, then r + 2s + 1 ≤ n, and so ϕ 6= 0. Since r + 2s + 1 and
r have different parity we see quickly that none of the remaining possibilities for µ
and ϕ as given in Lemma 3.15 are feasible. In particular Q is G-invariant precisely if
µ and ϕ are as stated and in this case Q ∼= Qσ(D
′), for some diagonal D′ ∈Mat2mn(k).
2. isometry classes: Next let D′ ∈ Mat2mn(k) be a diagonal matrix. If ϕ = 0
and µ = 0, then D = 0. Then Qσ(D
′) is isometric to Qσ(0), by Lemma 4.1 (a).
Hence let ϕ 6= 0 or µ 6= 0. Then ϕ and µ are not both hollow. So V(ϕ) and V(µ)
are not both hollow by Lemma 2.4. Thus σ is not hollow and consequently D 6= 0.
Set η := σ−1Dσ−T and choose t ∈ {1, . . . , 2mn} such that ηt,t 6= 0. Then by Lemma
4.1 (b) there is a unique x ∈ P such that Qσ(D
′) is isometric to Qσ(Et,t(η
−1
t,t x)). In
particular this completes the proof.
3.6 Cn(∞) and Cn(∞)⊕ Cn(∞)
∗
Let n ≥ 1 be an integer. Then Cn(∞) = k
2n and with respect to the basis B :=
{e1, . . . , e2n} the G-action on Cn(∞) is given by
g1 =
(
In T2(1)
0 In
)
and g2 =
(
In In
0 In
)
.
Note that if we switch to the basis B′ := {en, . . . , e1, e2n, . . . , en+1}, then g1 and g2
act on Cn(∞) as g2 and g1, respectively, act on Cn(f), where f(T ) = T ∈ k[T ].
Hence Cn(∞) and Cn(T ) have the same symplectic and quadratic forms and the same
isometry classes. Note that with f(T ) = T we have m = 1, ǫ = 0k and V = I˜n. Finally
note that
(
I˜n 0
0 I˜n
)
switches between the bases B and B′.
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Also let H =
Hn+1(1k) +
n∑
i=2
i is even
Hn+i(ai) ∈ Matn(k) : ai ∈ k
, and for every A ∈
H let S(A) :=
(
0 A
A 0
)
. With respect to the basis B we get by Theorem 3.16
Theorem 3.19 (a) symplectic forms: We have IS(Cn(∞)) = {S(A) : A ∈ H}. In
particular if k is finite, then |IS(Cn(∞))| = |k|
⌊n
2
⌋.
(b) quadratic forms: Let A ∈ H. There is a G-invariant quadratic form with associ-
ated bilinear form S(A) precisely if n is odd and A = 1k, if n = 1 and A = Hn+1(1k)+
Hn+2(1k) if n ≥ 3. In this case {QA(D) : D ∈ Diagn(k)} gives all such quadratic
forms, where QA(D) :=
(
DA A
0 D
)
, and DA ∈ Matn(k) is the diagonal matrix such
that (DA)i,i = Ai,i, for all i = 1, . . . , n. Finally Q(S(A)) = {QA(Et,t(v
−1x)) : x ∈ P},
where v := (A−1)t,t 6= 0, for some t ∈ {1, . . . , n}.
Since Cn(T ) is self-dual by Lemma 3.17, so is Cn(∞). For ϕ, µ, ψ ∈ Matn(k) we
define S(ϕ,ψ, µ) :=
(
0 σ
σ 0
)
, where σ =
(
ϕ ψ
ψ µ
)
. Also recall the definition of K given
just before Theorem 3.18, (remember that now k[ǫ] = k). Finally consider the basis
B := {e1⊕ 0, . . . , en⊕ 0, 0⊕ e1, . . . , 0⊕ en, en+1⊕ 0, . . . , e2n⊕ 0, 0⊕ en+1, . . . , 0⊕ e2n}.
Then with Theorem 3.18 we get
Theorem 3.20 (a) symplectic forms: We have IS(Cn(f)
2) = {S(ϕ, µ, ψ) : (ϕ, µ, ψ) ∈
K}. If k is finite, then
|IS(Cn(f)
2)| =
{
n|k|(
n−2
2 ), if n is even
n+1
2
· |k|(
n−1
2 ) + n−1
2
· |k|(
n−3
2 ), if n is odd.
(b) quadratic forms: Let (ϕ, µ, ψ) ∈ K}. There is a G-invariant quadratic form with
associated bilinear form S(ϕ,ψ, µ) precisely if µ = 0 and one of the following cases
hold:
1. ϕ = 0
2. n+ r is even, ϕ1 = 1k, if s ≥ 1 and ϕi = 0k, for all odd i ∈ {3, . . . , 2s− 1}
In this case {Qσ(D
′) : D′ ∈ Diag2n(k)} gives all such quadratic forms, where Qσ(D
′) :=(
D σ
0 D′
)
∈Mat4n(k), and D ∈Mat2n(k) is the diagonal matrix such that Di,i = σi,i,
for all i = 1, . . . , 2n.
If ϕ = µ = 0, then Q(S(ϕ,ψ, µ)) = {Qσ(0)}. Otherwise there is t ∈ {1, . . . , 2n} so
that ηt,t 6= 0, where η := σ
−1Dσ−T , and Q(S(ϕ,ψ,µ)) = {Qσ(Et,t(η
−1
t,t x)) : x ∈ P}.
4 Appendix
We conclude the paper with the following result which was used in the proofs of Theo-
rems 3.7, 3.16 and 3.18 helping us enumerate the isometry classes of quadratic forms.
Let k be a perfect field of characteristic two and let G be a group. Also let V be a kG-
module of dimension 2n and let B be a basis of V . Unless explicitly stated otherwise
all matrices are with respect to the basis B. Furthermore assume that{(
In Y
0 In
)
: y ∈Matn(k)
}
⊆ AutkG(V ).
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Next let (M,S) be symplectic where S =
(
0 R
RT 0
)
for some R ∈ GLn(k). For
F1, F2 ∈ Matn(k) set QS(F1, F2) :=
(
F1 R
0 F2
)
. Note that for diagonal matrices
D1, D2 ∈ Matn(k) we have that QS(D1, D2) corresponds to a quadratic form with
associated bilinear form S. However in general QS(D1, D2) may not be G-invariant.
Finally let P be a full set of representatives for the distinct cosets of the additive
subgroup {x2 + x : x ∈ k} in (k,+).
Lemma 4.1 With the above assumptions let D1, D2 ∈ Matn(k) be diagonal matrices
such that QS(D1, D2) is G-invariant.
(a) If D1 = 0, then QS(D1, D2) is isometric to QS(0, 0).
(b) If D1 6= 0 set η := R
−1D1R
−T and choose t ∈ {1, . . . , n} such that ηt,t 6= 0.
Then QS(D1, D2) is isometric to QS(D1, Et,t(η
−1
t,t x)) for a unique x ∈ P.
Proof: Let M =
(
In Y
0 In
)
∈ GL2n(k), for Y ∈ Matn(k). Then by assumption
M ∈ AutkG(V ) and
MTQS(D1, D2)M =
(
D1 D1Y +R
Y TD1 Y
TD1Y + Y
TR+D2
)
∼= QS(D1, Y
TD1Y + Y
TR+D2)
First suppose that D1 = 0. Then with Y = R
−TD2 it follows thatM
TQS(D1, D2)M ∼=
QS(0, 0). In particular part (a) of the statement holds.
Next assume that D1 6= 0 and set η := R
−1D1R
−T . By Lemma 2.4 there is
some t ∈ {1, . . . , n} such that ηt,t 6= 0. In the following we construct a symmetric
matrix L ∈ Matn(k) such that Et,t(η
−1
t,t x) + L + LηL ∼= D2, for some x ∈ P. First
for all i, j ∈ {1, . . . , n}\{t} we set Li,j = 0. Then by Lemma 2.4 we have for all
i ∈ {1, . . . , n}\{t}
(Et,t(η
−1
t,t x) + L+ LηL)i,i = ηt,t · (Lt,i)
2.
Thus we can choose Lt,i = Li,t ∈ k so that (Et,t(η
−1
t,t x) + L+ LηL)i,i = (D2)i,i. Also
((Et,t(η
−1
t,t x) + L+ LηL)t,t = η
−1
t,t x+ Lt,t +
n∑
s=1
ηs,s · (Ls,t)
2
= η−1t,t
(
x+ ηt,t · Lt,t + (ηt,t · (Lt,t)
2)+ n∑
s=1
s6=t
ηs,s · (Ls,t)
2
In particular there are x ∈ P and Lt,t ∈ k so that (Et,t(η
−1
t,t x)+L+LηL)t,t = (D2)t,t.
Thus Et,t(η
−1
t,t x)+L+LηL and D2 have the same main diagonal and as L is symmetric
we get D2+L+LηL ∼= Et,t(η
−1
t,t x). Now set Y = R
−TL. Then Y TD1Y +Y
TR+D2 =
LηL+ L+D2 ∼= Et,t(η
−1
t,t x). Consequently M
TQS(D1, D2)M ∼= QS(D1, Et,t(η
−1
t,t x)).
It remains to show that x ∈ P is unique. Let qx denote the G-invariant quadratic
form that corresponds to QS(D1, Et,t(η
−1
t,t x)). First note that(
R−1 0
0 In
)
·QS(D1, Et,t(η
−1
t,t x)) ·
(
R−T 0
0 In
)
=
(
R−1D1R
−T In
0 Et,t(η
−1
t,t x)
)
.
Hence there is a basis {u1, . . . , un, v1, . . . , vn} with respect to which qx corresponds to
the matrix
(
R−1D1R
−T In
0 Et,t(η
−1
t,t x)
)
. Note that B′ := {u1, v1, . . . , un, vn} is a sym-
plectic basis as with respect to B′ the form S corresponds to diag(I˜2, . . . , I˜2) ∈ GL2n(k).
29
Next setAx :=
∑n
i=1 qx(ui)qx(vi). Then Ax = (R
−1D1R
−T )t,t·η
−1
t,t ·x = ηt,t·η
−1
t,t ·x = x.
Finally assume that qx and qy are isometric for x, y ∈ P. Then by [[4], Theorem 13.13]
there is some δ ∈ k such that Ax = Ay + δ
2 + δ. Hence x = y + δ2 + δ and so x = y
ensues.
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