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1. EINLEITUNG 
1st E = (euvhsuscm,osvs~-l mit euv = 0 oder 1, m, n E N, eine Inzidenzmatrix 
mit mindestens einer Eins, e(E) := {(p, v): eUv = l} und X = (x,, ,..., x,) 
eine Menge von Knoten x, mit 0 = x0 < x1 < ... < x,-~ < x, = 1, SO 
la& sich dem Paar (E, X) die konevxe Menge %‘(E, X) aller auf Cn[O, l] 
durch die Vorschrift 
definierten reellen linearen Restfunktionale R mit R(n,-,) = 0 zuordnen. 
B?(E, X) ist also eine Menge von Quadraturformeln, die fur Polynome vom 
Hijchstgrad n - 1 exakt sind. Im folgenden geht es urn das Problem, inner- 
halb einer gewissen Klasse von Inzidenzmatrizen E diejenigen E zu charak- 
terisieren, fur welche W(E, X) f @ ist fiir alle Knotenmengen X. Fur diese E 
lHl3t sich dann zeigen, da13 es zu jedem X in W(E, X) genau eine beste Quadra- 
turformel im Sinn von Sard gibt. 
Das genannte Problem haben Micchelli und Rivlin [9, S. 971 fur die Klasse 
der quasi-Hermite-Matrizen gel&t, indem sie bewiesen, da13 genau dann 
92(E, X) # o ist fur alle X, wenn E eine Pblya-Matrix ist, also einer sehr 
leicht nachpriifbaren Bedingung geniigt (Definitionen in Nr. 2). In Nr. 3 wird 
nun gezeigt, da13 dieses Ergebnis such fur die griiljere Klasse der lnzidenz- 
matrizen ohne ungerade gestutzte Sequenzen richtig ist. Zum Beweis dieser 
Verallgemeinerung werden teilweise andere Methoden als in [9] benutzt. 
Wahrend namlich Micchelli und Rivlin den Nachweis, da13 E notwendig eine 
Polya-Matrix ist, durch Grenziibergang von geeigneten Knotenmengen gegen 
X bewiesen, wobei sie die typische Struktur der quasi-Hermite-Matrizen 
geschickt ausnutzten, werden hier die elementare Theorie linearer Gleichungs- 
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systeme und ein tiefer liegendes Ergebnis von Ferguson [3] iiber bedingte 
Regularitit von Inzidenzmatrizen verwendet. Zum Beweis in umgekehrter 
Richtung wird wie bei Micchelli und Rivlin die von Schoenberg [lo], [12], 
[13],- [14] eingefiihrte und von Greville [4], [5] und Karlin [6] ausgebaute 
Beziehung zwischen Quadraturformeln und Monosplines verwendet. 
Dal3 9(E, X) # o ist, folgt unmittelbar aus der von Atkinson und 
Sharma [l] bewiesenen Tatsache, da13 eine Polya-Matrix ohne ungerade 
gestiitzte Sequenzen -regular ist. In Nr. 4 wird dieses Ergebnis durch den 
Satz verallgemeinert, dag jede Polya-Matrix der Ordnung k, 1 < k < n, 
ohne ungerade gestiitzte Sequenzen k-regular ist. Fur quasi-Hermite-Matrizen 
stammt dieser Satz von Schoenberg [12, S. 2251. 
2. DEFINITIONEN, QUADRATURFORMELN UND MONOSPLINES 
In dieser Nummer werden einige Ergebnisse tiber Polya-Matrizen und 
iiber den Zusammenhang zwischen Quadraturformeln und Monosplines 
bereitgestellt, die im folgenden bendtigt werden. 
Es seien E und X wie in Nr. 1 gewlhlt. Ferner sei N,(E) : = CL,, CiXO e,, 
und N(E) := N,-,(E) gesetzt. Dann heil3t das Paar (E, 1) fur ein k mit 
1 < k < N(E) k-reguliir, wenn von allen p E rrpl nur p = 0 (E, X) homogen 
interpoliert, also die Bedingungen 
p’“‘(x ) 11 = 0 fur alle (l.~, V) E e(E) 
erfiillt. Natiirlich ist (E, X) genau dann N(E)-regular, wenn 
D(E, A’) := det i 
N(E)-1-v 
XLL - 
(u,v)Ee(E) (N(E) - 1 - u)! 
,..., &, # 0 
ist. Dabei wurde x0 : z 1 und X-“/(-V) ! : = 0 fur v E N und x E [w gesetzt. 
E heirjt k-reguliir, falls (E, X) fur alle X k-regular ist. 
E ist eine quasi-Hermite-Matrix, wenn fir alle 1 < TV < m - 1 aus err” = 1 
folgt, dal3 e,, = 1 ist fur alle 0 < X < v. Eine Sequenz in E ist eine Folge 
Guy , eu.v+l ,-, e rr,V+,& die den Bedingungen X > 0 und (p, V) ,..., (p, v + h) E 
e(E) sowie (p, v - I), (I*, v $ h + 1) $ e(E) geniigt. Dabei sei durch 
Definition (p, -l), (p, n) $ e(E). Eine Sequenz heigt ungerade, wenn die 
Anzahl ihrer Elemente ungerade ist. Die obige Sequenz heigt gestiitzt, wenn 
es Indizes CL’, tag, v’, v’! mit 0 < p’ < TV < p”” < m, 0 ,( v’, v” < v und 
(,u’, v’), (CL”, v”) E e(E) gibt. Eine quasi-Hermite-Matrix z.B. besitzt keine 
gestiitzten Sequenzen. 
Im Zusammenhang mit der Frage der k-Regularitat ist der folgende Begriff 
wichtig: E heil3t fiir ein k mit 1 ,( k < n Pdlya-Matrix der Ordnung k, kurz 
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k-Pdlya, wenn N,(E) 3 v + 1 ist fur alle 0 < v < k - 1. Eine n-Polya- 
Matrix heiBt such Pdlya-Matrix. Gilt sogar N,(E) 3 v + 2 fur alle 0 < v < 
n - 2, so liegt eine BirkhofiMatrix vor. Eine groBe Klasse N(E)-regularer 
Matrizen haben Atkinson und Sharma [I, S. 2321 und (mit vereinfachtem 
Beweis) Lorentz und Zeller [8, S. 431 angegeben. 
SATZ AS. Eine Pdlya-Matrix E ohne ungerade gestiitzte Sequenzen ist 
n-regultir. 
E heiBt bedingt reguliir, falls es ein X mit D(E, X) # 0 gibt. Ferguson 
[3, S. 231 (vgl. such Birkhoff [2] und Lorentz [7, S. 4851) hat diese Matrizen 
durch den folgenden Satz charakteriesiert. 
SATZ F. Im Fall N(E) = n ist E genau dann bedingt reguiiir, wenn E eine 
Pdlya-Matrix ist. 
Zur Formulierung der nachsten SItze werden noch weitere Begriffe 
beniitigt. Bezeichnet man mit E* die Inzidenzmatrix, die aus E durch 
Streichen der Zeilen p = 0 und p = m hervorgeht, so sei fiir k > n 
Aflz(E*, X) die konvexe Menge aller reellen Monosplines A4 vom Grad k, 
die den Bedingungen 
M'k-1-q)) = (-j fur (0, V) $ e(E) 
(1) 
M”k-l-v)(l) = () fur (m, v) $ e(E) 
geni.igen. Dabei wurde fur v E N u (0) t+” : = tv fur t > 0, t,” : = 0 fur t < 0, 
(t,“)’ := 0 und (t,)’ : = t+O fur t E R gesetzt. Insbesondere ist fur ME 
Ak(E*, w, 
&f(k-l-YyX,+)- M(k-l-Q-) = 0 fur (p, V) 4 e(E*). (2) 
Entsprechend sei Yk-i(E*, X) der lineare Raum aller reellen Polynomsplines 
Svom Gradk - 1, 
s(t) := p(t) + C b,, :;I- IT?-:,1 , P E Tk-l, 
(u,v)~e(E*) 
die den Bedingungen (1) und eo ipso such (2) geniigen. Mit diesen Bezeich- 
nungen und der Abktirzung llfilz := (Ji (f(t))” dt)lj2 lautet 
SATZ S. Versieht man W(E, X) mit der Norm // R jl := ~up,,~(~~,,~~~ I R(f)1 
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und JI%(E*, X) mit der L&O, l]-Norm II MI/, , so existiert eine isometrische 
Abbildung q~ zwischen den konvexen, abgeschlossenen Mengen g(E, X) und 
./Yn(E*, X). Insbesondere gelten ji2r M : = SIR mit 
R(f) := /‘j(t) dt - 
0 
(u “;I& aJ’Y)(xJ 
die Beziehungen 
a,, = (- l)“+l M(n-l-V)(0) fiir (0, V) E e(E), 
a I1y = (-l>Y+l(M(n-l-“)(xU+) - Mfn-l-“)(xU-)) fiir (p, v) E e(E*), 
a,, = (- 1)” M’“-‘-“‘(l) jiYir (m, V) E e(E). (3) 
Beweis. Der Beweis verhiuft analog zu den Ausftihrungen von Karlin 
[6, S.61 ff.] und kann daher kurz gefaBt werden. Definiert man (formal) 
M(t) : = yR(t) fur 0 < t -C 1 durch R[(t - *)“-l/(n - 1) !], so erhiilt man 
M(t) = $ + 1 
. ‘O,V)EdE) 
(- l)y-1 a,, (n 1”,‘1 v)! 
(4) 
also einen Monospline vom Grad n, falls man M auf ganz R durch die rechte 
Seite in (4) fortsetzt. Dal3 ME &,(E*, X) ist und (3) gentigt, zeigt man durch 
direktes Ausrechnen, wobei man fur (m, V) mit 0 < v < n - 1 und 
t E (x,,+~ , 1) die wegen R(T& = 0 geltende Beziehung 
.n 1 
Ml”-l-v)(t) = ~(?h-l-u, $-- ‘;,! ] = (w-1)" R("-1-d [ (;,--f)f;,l ] 
= (t - 1)y+1 
(v + I>! 'nL,lEem 
sowie die linksseitige Stetigkeit von M (+l-v)(t) in t = 1 ausnutzt. Wegen (3) 
ist q eineindeutig. Ferner ist Jln(E*, X) y-Bildraum von 5@, X), denn durch 
n-fache partielle Integration von j’z+l M(t)f(“)(t) dt fur 0 < p < m - 1 und 
Summation tiber alle Teilintervall~ erhalt man fur alle Funktionen 
n-1 
M(t) : = c (- l)v+l b, (n Tn;“’ v) ! + 
u=-1 
lu v);lEe) (- l)y+l b,, @ - xfi)‘-‘-” 
(n-l-v)! 
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= z. (- l)u+l M(“-r-Y)(O) f’“‘(0) 
m-1 n-1 
+ c c (-l)u+l(M(n-l-~)(xll+) - M(n-l-“)(X,-))f(v)(X~) 
u=l u=o 
+ “c’ (-1)” ~(+-yl)j’q~) + (-1)” I1 M(t)fyt) dt. (5) 
v=o 0 
Setzt man also 
R(f) : = (-I)% j-’ M(t)fcn’(t) dt, 
0 
so ist fur ME An(E*, X) wegen M(“)(t) = 1, (l), (2) und (5) TR = 44, also 
die Behauptung bewiesen. DaB I/ R // = /j TR /I2 ist, folgt aus (6) und TR = A4 
mit Hilfe der Schwarzschen Gleichung und Ungleichung. Die L,-Abgeschlos- 
senheit von A,@*, X) schlierjlich folgt aus der Abgeschlossenheit von 
g(E, X). Diese zeigt man unter Verwendung von Cauchy-Folgen mit dem 
Standardbeweis. 
Der folgende Hilfssatz stammt im Fall einfacher Knoten x1 ,..., x,-~ von 
Greville [5, S. 161 und Schoenberg [14, S. 2841 und im Fall von quasi- 
Hermite-Matrizen von Micchelli und Rivlin [9, S. 961. Man beweist ihn unter 
Verwendung von (5) fur b-, . a= 0 wie bei Micchelli und Rivlin. 
SATZ MR. (E, X) ist genau dann n-regukir, wenn von allen S E Y+,(E*, X) 
nur S = 0 das Paar (E, X) homogen interpoliert. 
3. BESTE QUADRATURFORMELN 
Nach diesen Vorbereitungen ist es nun moglich, die Existenz bester 
Quadraturformeln fur Pblya-Matrizen zu beweisen. Dabei ist R* E W(E, X) 
eine beste Quadraturformel im Sinn von Sard, wenn jj R* II = min,,,(,,,) II R /I 
ist. 
SATZ 1. Fiir eine Inzidenzmatrix E = (eUv),,+~m,Osv~n-l ohne ungerade 
gestiitzte Sequenzen gilt: Genau dann ist B(E, X) # u ftir alle Knotenmengen 
x = (x0 )...) x,) mit 0 = x0 < x1 < ... < xmml < x, = 1, wenn E eine 
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Pdlya-Matrix ist. In diesem Fall gibt es eine beste Quadraturformel R*, 
niim Iich 
R*(f) := joif dt - [ 1 (-l)y+l M*‘“-l-Y’(0)f(Y)(O) 
(O,v’WE’ 
+ 1 (- l)~+l(M*(+l-~)(XU+) - M*(n-l-“)(x~-))f’“‘(X,) 
(u,vWe(E*) 
+ c (-l)v M*(n-l-“)(l)f(v)(l)] 
(m,vEe(E’ 
mit M* : = N*(n), wobei N* E J&?&E*, X) der eindeutig bestimmte Mono- 
spline ist, der (E, X) homogen interpoliert. 
Beweis. Die Aussage [92(E, X) # o fur alle X] bedeutet, da8 zu jedem 
X ein 
mit R(E, X)(T,-,) = 0 existiert. Das wiederum heiDt, da8 fiir jedes X das 
zugehiirige inhomogene Gleichungssystem it n linearen Gleichungen ftir 
die N(E) Unbekannten a,JE, X) liisbar ist. Bezeichnet man daher die 
(N(E), n)-Koeffizientenmatrix des homogenen Systems mit 
4-5 X) := ( (n :y v)! )..*) &,,,,,,,.,, ) 
wobei die durch (p, v) E e(E) indizierten Zeilen lexikographisch angeordnet 
seien, und die erweiterte (N(E) + 1, n)-Matrix des inhomogenen Systems mit 
B(E, X) : = 1 
n i ’ (u.vke(E) 
so gilt 
[L%‘(E, X) # m fur alle X] o [rg A(E, X) = rg B(E, X) fiir alle X]. 
(8) 
Zunachst wird gezeigt, da8 E eine Polya-Matrix ist. Dazu wird die Voraus- 
setzung, da8 E keine ungeraden gesttitzten Sequenzen besitzt, nicht benotigt. 
Sicher ist E I-Polya. Ware E keine Polya-Matrix, so gabe es ein I mit 
2 < I < n derart, daI3 E (I - I)-Polya, aber nicht I-Polya ist. Die aus den 
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ersten 1 Spalten von E bestehende (m + 1, Z)-Inzidenzmatrix El besitzt also 
1 - 1 Einsen. AuBerdem ist fur alle X 
R(J% 7 X>(f) := /o1/(f) dt - c qw(E, X)f’“‘(x,) 
(u,v)WEl) 
aus g(E, , X), also W(& , X) # la und wegen (8) daher 
rgB(E,,X) = rgA(E,,X) <I-- 1 fiir alle X. (9) 
Betrachtet man andererseits die (m + 1, 1 + I)-Inzidenzmatirx 
so ist E, eine Polya-Matrix mit I + 1 Einsen. Daher gibt es nach Satz F 
ein X mit D(E, , ijr> # 0. Durch Ausrechnen bestgtigt man 
! 
--l-l&" ---v 
D(E, ,x) = +det (I-“; - y)! ‘...’ (2$ ’ 
1 1 
1? v*.*, n 9 
= +det B(E, , r?;). 
Also ist ftir die (I, l)-Matrix B(& , S) der rg B(E, , w) = 1, im Widerspruch 
zu (9). 
1st umgekehrt E eine Polya-Matrix, so ist E nach Satz AS sogar n-regular. 
Daraus folgt rg A(E, X) = n fur alle X und somit (8). 
Es bleibt noch zu zeigen, da13 R* aus (7) beste Quadraturformel ist. Nach 
Voraussetzung ist B(E, X) # @, also nach Satz S such M,(E*, X) # 0. 
Da An(E*, X) eine L,-abgeschlossene, konvexe Menge ist, existiert genau ein 
ikf” E An@*, x) mit /I M* 112 = minME&M,(E*,X) 11 M 112 (vgl. etwa [l$ S. 541). 
M* ist wegen A!JE*, X) = M* + 9L1(E*, X) durch die Bedingung 
s 
1 
M*(t) S(t) dt = 0 fur alle S E .5QE*, X) 
0 
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charakterisiert, d.h. such, wenn man N *cn) : = M* setzt, durch die Bedingung 
s 
’ N*(“)(t) S’“‘(t) dt = 0 fur alle S E Y&E*, X). 
0 
Nach Satz MR gibt es genau ein NE &‘&,E*, X), das (E, X) homogen 
interpoliert, da es sich hier urn 2n + N(E*) lineare Gleichungen in ebensoviel 
unbekannten Koeffizienten handelt. Setzt man fiir ein beliebiges SE 
9~,&E*, X) in (5) speziell M: = Stn) E &JE*, X) und f: = N, so erhalt 
man wegen S@@) = 0 
(- l)“+l j-’ S’“‘(t) N(%)(t) dt 
0 
n-1 
= 5 (- l)"+l S'zn-l--v)(0) N'"'(O) 
n-1n-1 
+ C C (- 1)""(~'2~+yx,+) - S’2n-1-v)(~11-))N’“)(x~) 
!A=1 v=o 
n-1 
+ c (- 1)y ,S2”+“(1) NcY)(I) = 0. 
v=o 
Also ist N = N* und somit nach Satz S II R* 1) = min,,,(B.x) 11 R 11. 
4. k-RBGUL~~RE INZIDENZMATRIZEN OHNE UNGERADE GEST~~TZTE SEQUENZEN 
Der folgende Satz 2 zeigt, da13 sich die k-Regularitat einer Inzidenzmatrix 
ohne ungerade gestiitzte Sequenzen direkt aus der Verteilung von Nullen und 
Einsen ablesen Ia&. 
SATZ 2. Es sei E = (%v)osusm.oysn-l eine Inzidenzmatrix ohne ungerade 
gestiitzte Sequenzen und 1 & k < n. Dann ist E genau dann k-regullir, wenn 
E k-Pblya ist. 
Beweis. Nach Schoenberg [II, S. 5401 ist die Bedingung notwendig. 
Umgekehrt sei E nun k-Polya und ohne ungerade gestiitzte Sequenzen. 1st E 
eine Polya-Matrix, so ist E nach Satz AS n-regular, also wegen k < n erst 
recht k-regular. 1st E keine Polya-Matrix, so gibt es ein I mit k < I < n 
derart, da0 E I-Pblya, aber nicht (Z + 1)-Polya ist. Die aus den ersten I 
Spalten von E bestehende (m + 1, l)-Inzidenzmatrix El besitzt also I Einsen 
und keine ungeraden gestiitzten Sequenzen. Stellt man nun El in kanonischer 
Weise als El = A, @ *** @ A, dar, so ist jedes A,, 1 9 p < r, entweder 
eine (m + 1, I)-Inzidenzmatrix mit einer Eins oder eine (m + 1, N(A,))- 
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Birkhoff-Matrix mit N(A,) Einsen und ohne ungerade gestiitzte Sequenzen, 
also N(A,)-regulgr. 
Es sei B := A, mit 1 < s < Y die Inzidenzmatrix, welche die (k - I)-te 
Spalte von E enthslt, etwa als (K - l)-te Spalte. Dann ist B entweder eine 
(m + 1, 1)-Inzidenzmatrix mit einer Eins, also B und damit die (m + 1, k)- 
Inzidenzmatrix E, := A, @ ... @ A,-, @ B mit k Einsen k-regultir, also 
such E k-regulgr. 
Oder B ist eine (m + 1, iV(A,))-Birkhoff-Matrix mit N(.4.J Einsen und ohne 
ungerade gesti.itzte Sequenzen. Dann werden in B t : = Cz=l N(A,) - k 2 0 
Einsen nach folgender Vorschrift gestrichen: zunHchst werden in der letzten 
Spalte oben beginnend ungestiitzte Einsen gestrichen, danach (bei Bedarf) 
gestiitzte Einsen, dies allerdings nur paarweise, d.h. mit jeder gestiitzten 
Eins wird such die unmittelbar links daneben stehende Eins gestrichen. 
Wenn niitig, wird dieser ProzeD in der vorletzten Spalte fortgesetzt, usw. 
Kann man auf diese Weise nur t - 1 Einsen streichen, so wird in der O-ten 
Spalte noch eine weitere Eins gestrichen. Dann enthHlt die Restmatrix Bl 
N(AJ - t = K Einsen und keine ungeraden gestiitzten Sequenzen. Nach 
dem obigen Streichungsverfahren ist B, aul3erdem Kd%lya, wie eine kurze 
Uberlegung zeigt. Streicht man daher in Bl die Nullspalten mit Spalten- 
index >K, so ist die verbleibende (m + 1, K-)-Inzidenzmatrix B, nach Satz AS 
K-regulgr. Daher ist die (m + 1, k)-Inzidenzmatrix E3 := A, @ ..* @ 
A,-, @ B, mit k Einsen k-regulgr, also such E k-regulgr. 
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