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Abstract
This manuscript focusses on an alternative method for computing the eigenvalues of a pencil of two matrices, based on semisep-
arable matrices. An effective reduction of a matrix pair to lower semiseparable, upper triangular form will be presented as well
as a QZ-iteration for this matrix pair. Important to remark is that this reduction procedure also inherits a kind of nested subspace
iteration as was the case when solving the standard eigenvalue problem with semiseparable matrices. It will also be shown, that the
QZ-iteration for a semiseparable-triangular matrix pair is closely related to the QZ-iteration for a Hessenberg-triangular matrix pair.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The generalized eigenvalue problem for a pencil of two n by nmatricesA andB consists of ﬁnding nontrivial solutions
of the equation
Ax = Bx.
A standard procedure to solve this eigenvalue problem can be found for example in [7,8,4]. One ﬁrst reduces, via
unitary transformations the pencil A − B to Hessenberg-triangular form. Following this reduction an iterative pro-
cedure, named theQZ-iteration is performed on this transformed couple, to bring bothmatrices to upper triangular form.
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The generalized eigenvalue problem is a special case of more general polynomial matrix eigenvalue problems. A nice
overview of the quadratic eigenvalue problem, solution methods and applications can be found in the overview article
by Tisseur and Meerbergen [9]
Nowadays a lot of attention is paid to ﬁnding alternative approaches for solving eigenvalue and related problems,
based on structured rank matrices. The ﬁrst publications w.r.t. eigenvalue computations and structured rank matrices
focussed on the effective computation of the eigenvalues of such matrices by reducing them to upper Hessenberg
form or for symmetric matrices to tridiagonal form [1,5]. There are divide and conquer approaches [6] and methods
for directly performing QR-steps on these structured rank matrices [11,2]. Due to the strong relation between lower
semiseparable, a special kind of structured rank matrix, and Hessenberg matrices, one started to search for possible
translations of the reduction to Hessenberg form towards a reduction step based on semiseparable matrices. Several
algorithms were deduced, for reducing the matrices to structured rank form [10] and for performing the QR-algorithms
on thesematrices. The new ‘structured rank’ approach involved slightlymore operations in the reduction aswell as in the
QR-step. However, this increased complexity does not necessarily lead to a global larger complexity when computing
the whole or part of the spectrum. These extra involved operations create an extra convergence behavior, which can
lead to deﬂation already in the reduction to structured rank form, leading to an immediate reduction in complexity of
the following QR-method. A study of these results, the convergence properties inside the reduction and a global cost
comparison was presented in [14].
The aim of this paper is to present an alternative method for solving the generalized eigenvalue problem, based on
structured rank matrices. Instead of a Hessenberg and an upper triangular matrix as intermediate matrices, a matrix
which is lower semiseparable and an upper triangular matrix will be used. We will numerically show that we can
recover the speciﬁc (advantageous) convergence behavior from the standard eigenvalue problem based on structured
rank matrices. Having a reduction algorithm is not sufﬁcient for computing all the generalized eigenvalues. Hence we
present also the associated QZ-iteration. It will be shown that there is close relation between this QZ-iteration and the
QZ-iteration performed on a Hessenberg-triangular pair.
The manuscript is organized as follows. In Section 2 an algorithm is presented to reduce a pair of two general
matrices (A,B) to a lower semiseparable, upper triangular matrix pair. Section 4 describes the QZ-iteration for a
lower semiseparable-triangular matrix pair. Some numerical experiments are discussed in Section 5 followed by some
conclusions.
1.1. Semiseparable matrices and notation
Before continuing the analysis of the generalized eigenvalue problem, we will brieﬂy deﬁne semiseparable matrices,
and present some notations.
Deﬁnition 1. AmatrixA ∈ Cn×n is called a lower semiseparablematrix, if all matrices taken out of the lower triangular
part of the matrix A (including the diagonal), have rank at most 1.
The following property explains the connection between lower semiseparable and Hessenberg matrices, which will
play a vital role in the remainder of this manuscript.
Proposition 2. The inverse of an invertible lower semiseparable matrix A is a Hessenberg matrix H.
The proof of this proposition can, for example, be found in [12,3].
Moreover, as the inverse of a nonsingular upper triangular matrix, is again an upper triangular matrix, one might want
to replace the role of theHessenbergmatrix, when solving the generalized eigenvalue problem, by a lower semiseparable
matrix.
In this article if we use a capital letter to denote a matrix (e.g., A) then the corresponding lower case letter with
subscript ij refers to the (ij) entry of that matrix (e.g., aij ). We will use a Matlab-like notation to denote submatrices,
for example M(i : j, k : l) is the submatrix consisting of the rows i . . . j and columns k . . . l taken out of the
matrix M.
In solving the generalized eigenvalue problem A − B we will need to perform several Givens transformations
on the matrices. The Givens transformations that are applied to the left of the matrices, will be denoted by Qij and
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Givens transformations, that are applied to the right, by Zkl . Here the subscript indicates which rows or columns are
involved in the transformation. When applying consecutive Givens transformations to a matrix M, we add a subscript
and a superscript to the notation of the matrix in the following way M(k)ij . This means that we have performed i Givens
transformations to the left and j Givens ransformations to the right of the matrix M in the kth step of the algorithm.
Note that we will use M and M(0) or M(k)00 and M
(k) interchangeably.
Furthermore this manuscript includes several ﬁgures of matrices. In these ﬁgures we will denote elements of the
matrix by ×, elements that satisfy the semiseparable structure by  and elements that will be annihilated by the next
transformation by ⊗.
2. The reduction to lower semiseparable-triangular form
The reduction of a pair of matrices A and B, to Hessenberg-triangular form, via unitary transformations Q and Z is
well known, and can be found for example in [4].
We will now provide a constructive proof for the following theorem.
Theorem 3. Suppose two matrices A, B ∈ Cn×n are given. Then there exist, two unitary matrices Q and Z such that
Q∗AZ is a lower semiseparable matrix, and Q∗BZ is an upper triangular matrix.
Proof. The proof is constructive. An algorithm will be proposed for reducing the pair A and B to lower semiseparable,
upper triangular form. We will consider the n = 6 case, as it illustrates the general case. We will start by reducing the
matrix B to upper triangular form using unitary transformations. These transformations are also applied to the matrix
A, in order to preserve the eigenvalues. The resulting matrices are depicted below, where A(0) = A, B(0) = B and U∗
denotes the transformation responsible for the triangularization of B.
A
(1)
00 = U∗A(0)00 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
× × × × × ×
× × × × × ×
× × × × × ×
× × × × × ×
⊗ × × × × ×
⎞
⎟⎟⎟⎟⎟⎠ , B
(1)
00 = U∗B(0)00 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 0 ×
⎞
⎟⎟⎟⎟⎟⎠ .
Since B(1) already has the desired upper triangular form, it sufﬁces to reduce the matrix A(1) to lower semiseparable
form, while preserving the form of B(1). First we determine a Givens transformation to annihilate a61. In multiplying
both matrices to the left by this Givens transformation, we destroy the upper triangular form of the matrix B(1), as
shown below.
A
(1)
10 = Q(1)∗56 A(1)00 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
× × × × × ×
× × × × × ×
× × × × × ×
× × × × × ×
0 × × × × ×
⎞
⎟⎟⎟⎟⎟⎠ , B
(1)
10 = Q(1)∗56 B(1)00 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 ⊗ ×
⎞
⎟⎟⎟⎟⎟⎠ .
We can annihilate the nonzero element in the lower triangular part ofB(1), by applying a suitable Givens transformation
to the right of both matrices
A
(1)
11 = A(1)10 Z(1)56 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
× × × × × ×
× × × × × ×
× × × × × ×
⊗ × × × × ×
0 × × × × ×
⎞
⎟⎟⎟⎟⎟⎠ , B
(1)
11 = B(1)10 Z(1)56 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 0 ×
⎞
⎟⎟⎟⎟⎟⎠ .
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In a similar manner, we can create additional zeros in the ﬁrst column of A(1), while preserving the upper triangular
structure of the matrix B(1), such that eventually we get the following result:
A
(1)
54 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 × × × × ×
0 × × × × ×
0 × × × × ×
0 × × × × ×
⎞
⎟⎟⎟⎟⎟⎠ , B
(1)
54 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
⊗ × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 0 ×
⎞
⎟⎟⎟⎟⎟⎠ .
The ﬁnal Givens transformation of this step, Z(1)12 annihilates b21 and simultaneously creates the ﬁrst nontrivial rank
one block in the matrix A(2):
A
(2)
00 = A(1)54 Z(1)12 =
⎛
⎜⎜⎜⎜⎜⎝
 × × × × ×
  × × × ×
  × × × ×
  × × × ×
  × × × ×
  × × × ×
⎞
⎟⎟⎟⎟⎟⎠ , B
(2)
00 = B(1)54 Z(1)12 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 0 ×
⎞
⎟⎟⎟⎟⎟⎠ .
Now assume by induction, that the ﬁrst three columns of A already satisfy the lower semiseparable structure and we
want to create the next low rank block (i.e., add a column to the lower semiseparable structure):
A
(3)
00 =
⎛
⎜⎜⎜⎜⎜⎝
 × × × × ×
  × × × ×
   × × ×
   × × ×
   × × ×
⊗ ⊗ ⊗ × × ×
⎞
⎟⎟⎟⎟⎟⎠ , B
(3)
00 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 0 ×
⎞
⎟⎟⎟⎟⎟⎠ .
As we did before, we create zeros in the matrix A(3), while preserving the upper triangular form of the matrix B(3).
Because of the rank structure already present in the matrix A(3), applying the ﬁrst Givens transformation to the left will
annihilate three elements in its bottom row, resulting in the following matrix pair:
A
(3)
10 = Q(3)∗56 A(3)00 =
⎛
⎜⎜⎜⎜⎜⎝
 × × × × ×
  × × × ×
   × × ×
   × × ×
   × × ×
0 0 0 × × ×
⎞
⎟⎟⎟⎟⎟⎠ , B
(3)
10 = Q(3)∗56 B(3)00 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 ⊗ ×
⎞
⎟⎟⎟⎟⎟⎠ .
As in the previous step we should eliminate the nonzero element in the lower triangular part of B by applying the Givens
transformation Z(3)56 . The reader can verify that we can obtain the following matrix pair by applying Z
(3)
56 followed by
the application of three additional Givens transformations Q(3)∗45 , Z
(3)
45 and Q
(3)∗
34 :
A
(3)
32 =
⎛
⎜⎜⎜⎜⎜⎝
 × × × × ×
  × × × ×
   × × ×
0 0 0 × × ×
0 0 0 × × ×
0 0 0 × × ×
⎞
⎟⎟⎟⎟⎟⎠ , B
(3)
32 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 0 × × × ×
0 0 ⊗ × × ×
0 0 0 0 × ×
0 0 0 0 0 ×
⎞
⎟⎟⎟⎟⎟⎠ .
In eliminating the last nonzero element in the lower triangular part of the matrix B(3) we destroy previously created
rank one blocks in the matrix A(3). But at the same time we do ﬁll up part of the block of zeros in A(3) hereby creating
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part of the desired semiseparable structure.
A
(3)
33 = A(3)32 Z(3)34 =
⎛
⎜⎜⎜⎜⎜⎝
 × × × × ×
  × × × ×
⊗ ⊗ × × × ×
0 0   × ×
0 0   × ×
0 0   × ×
⎞
⎟⎟⎟⎟⎟⎠ , B
(3)
33 = B(3)32 Z(3)34 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 0 ×
⎞
⎟⎟⎟⎟⎟⎠ .
We know that, in continuing to eliminate elements in the ﬁrst column(s) of A(3), we will destroy the upper triangular
form of B(3). The Givens transformations that restore the upper triangular form of B(3) also restore the semiseparable
structure of the lower triangular part of A(3). The following ﬁgures illustrate the restoration of part of the semiseparable
structure:
A
(3)
43 = Q(3)∗23 A(3)33 =
⎛
⎜⎜⎜⎜⎜⎝
 × × × × ×
  × × × ×
0 0 × × × ×
0 0   × ×
0 0   × ×
0 0   × ×
⎞
⎟⎟⎟⎟⎟⎠ , B
(3)
43 = Q(3)∗23 B(3)33 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 ⊗ × × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 0 ×
⎞
⎟⎟⎟⎟⎟⎠ .
A
(3)
44 = A(3)43 Z(3)23 =
⎛
⎜⎜⎜⎜⎜⎝
 × × × × ×
⊗ × × × × ×
0   × × ×
0    × ×
0    × ×
0    × ×
⎞
⎟⎟⎟⎟⎟⎠ , B
(3)
44 = B(3)43 Z(3)23 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 0 ×
⎞
⎟⎟⎟⎟⎟⎠ .
Applying suitable Givens transformations Q(3)∗12 and Z
(3)
12 concludes this step of the reduction and gives us matrices
A(4) and B(4) as pictured below:
A(4) =
⎛
⎜⎜⎜⎜⎜⎝
 × × × × ×
  × × × ×
   × × ×
    × ×
    × ×
    × ×
⎞
⎟⎟⎟⎟⎟⎠ , B
(4) =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 0 ×
⎞
⎟⎟⎟⎟⎟⎠ .
Finally we can create the last nontrivial low rank block in a similar way and hereby get the desired reduction. Compared
to the reduction to Hessenberg-triangular form, the reduction to semiseparable-triangular form uses an extra number
of Givens transformations to restore the semiseparable structure. This leads to an extra cost of 3n3 +O(n2) operations.
At the end of each reduction step an extra column has been added to the semiseparable structure of the matrix A,
while B remains upper triangular. Because of its upper triangular form, multiplying A with B−1 preserves the structure
already present in A. This means that a reduction step of the pair (A,B) towards (semiseparable, upper triangular)
form, can be seen as a reduction step of the matrix AB−1 towards semiseparable form. Although the reduction towards
semiseparable form requires more operations than a reduction towards a Hessenberg matrix, these extra operations
create an added convergence behavior, such that gaps in the spectrum are revealed during the reduction. This implies
that, in the case one is only interested in the dominant eigenvalues, the reduction can be stopped once these eigenvalues
are revealed. Since our reduction is in fact also a reduction of AB−1 to semiseparable form, it also inherits this special
convergence behavior. An example of this convergence behavior will be given in Section 5. More information about the
convergence properties inside the reduction and a global cost comparison can be found in [14]. In that article the results
are presented for the symmetric case, but they can be directly applied to the nonsymmetric case. The only difference
is that the name Lanczos-Ritz values should be replaced by Arnoldi-Ritz values.
Notice that from now on we will denote the lower semiseparable matrix A by S and the upper triangular matrix
B by R. 
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3. Deﬂation
Normally, when describing theQZ-iteration applied to a Hessenberg-triangular pair, one assumes that the Hessenberg
matrix is unreduced. If this is not the case, deﬂation can be performed. We will need a similar notion of unreducibility
for a lower semiseparable matrix. To this end we introduce generator representable lower semiseparable matrices,
which are deﬁned as follows.
Deﬁnition 4. A matrix S ∈ Cn×n is called a generator representable lower semiseparable matrix, if there exist column
vectors u and v such that the following relation is satisﬁed:
tril(S) = tril(uv∗).
In other words, we can say that a lower semiseparable matrix is generator representable, if its lower triangular part
comes from a rank 1 matrix.
In this and in the following sections, we will assume that S is a generator representable lower semiseparable ma-
trix. If this is not the case the matrix can be divided into several different blocks that are generator representable
[12, Proposition 3, p. 845]. When using a Hessenberg matrix H instead of a lower semiseparable matrix, the matrices
are split up if a subdiagonal element of H equals zero, because in that case an entire subdiagonal block of H is zero.
In our approach, we should consider the norm of the whole subdiagonal block to determine whether or not the prob-
lem can be divided into two subproblems. To this end we use the normal deﬂation criterion described in [11]. A fast
method to compute the norms is also described in this article. Below we will illustrate the easiest case, in which the
matrix S has a zero block of dimension (n − k) × k in the lower left position. In this case S − R, can be divided as
follows:
S − R =
(
S11 − R11 S12 − R12
0 S22 − R22
)
.
It should be clear that because of the size of the zero block, S11−R11 is a k×k block and S22−R22 a (n−k)×(n−k)
block. Now it sufﬁces to solve the two smaller problems S11 − R11 and S22 − R22.
Furthermore we will assume that R is nonsingular. If not, the matrices can be split up again. We will illustrate this
process by means of an example. Consider the following situation, where S and R are both 6 × 6 matrices and the
element r33 equals zero:
S =
⎛
⎜⎜⎜⎜⎜⎝
 × × × × ×
  × × × ×
   × × ×
    × ×
     ×
     
⎞
⎟⎟⎟⎟⎟⎠ , R =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 0 0 × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 0 ×
⎞
⎟⎟⎟⎟⎟⎠ .
Similar to the reduction in the previous subsection, we will start by creating zeros in the matrix S, from bottom to top,
all the while preserving the upper triangular form of R. We will need a total of six Givens transformations to create
the situation depicted below. Three of which will be responsible for the creation of the zeros in the structured lower
triangular part of S, while the remaining three see to it that R remains upper triangular and create the semiseparable
structure in the lower left part of S:
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We recognize the above mentioned example, where we could divide the matrices due to a block of zeros in the lower
left part of S. Lets call
S˜11 = S(1 : 3, 1 : 3),
S˜22 = S(4 : 6, 4 : 6),
R˜11 = R(1 : 3, 1 : 3),
R˜22 = R(4 : 6, 4 : 6).
The pair (S˜22, R˜22) is already in the desired form. However R˜11 is still singular. We continue to create zeros in S, while
preserving the form of R, but this time we only apply the Givens transformation to S˜11 and R˜11. Consider this initial
situation:
S˜11 =
(  × ×
⊗  ×
⊗  
)
, R˜11 =
(× × ×
0 × ×
0 0 0
)
.
We apply a Givens transformation to the ﬁrst and the second column of S˜11 and R˜11. As a result the element in position
(2, 1) of R˜11 ﬁlls up. A Givens transformation Q˜12 will be designed to annihilate this element:
S˜
(1)
11 = S˜11Z˜12 =
(  × ×
0  ×
0  
)
, R˜
(1)
11 = R˜11Z˜12 =
( × × ×
⊗ × ×
0 0 0
)
,
S˜
(2)
11 = Q˜∗12S˜(1)11 =
(  × ×
  ×
0 ⊗ 
)
, R˜
(2)
11 = Q˜∗12R˜(1)11 =
(× × ×
0 × ×
0 0 0
)
.
One additional Givens transformation Z˜23 sufﬁces to annihilate the element in position (3, 2) of S˜11, resulting in the
following matrix pair:
The last row of R˜(2)11 consists entirely of zeros, while in the corresponding row of S˜
(2)
11 only the diagonal element differs
from zero. Therefore we have found an inﬁnite generalized eigenvalue. Now we can again deﬂate and continue with
S˜
(2)
11 (2 : 3, 2 : 3) and R˜(2)11 (2 : 3, 2 : 3). The case where S is singular can be solved in a similar manner.
4. The QZ-iteration
In this section we will deduce a QZ-iteration for a pair of matrices S and R, where S is a lower semiseparable
matrix and R is an upper triangular matrix. Performing one step of the QZ-iteration corresponds to performing one
QR-step on the matrix M = SR−1. Since S is a lower semiseparable matrix and R is an upper triangular matrix we
know that the matrix M is lower semiseparable. To perform a QR-step on a semiseparable matrix we need 2n − 2
Givens transformations. These Givens transformations are applied in two consecutive steps. The ﬁrst step consists
of transforming the ﬁrst column of (M − I ) to a multiple of e1, where  represents a chosen shift (e.g., Rayleigh,
Wilkinson). The matrix Qˆ, responsible for the transformation Qˆ∗(M − I )e1 = e1, is then applied to M, namely
Qˆ∗MQˆ. In the second step a matrix Q is determined implicitly such that Qe1 = e1 and Q∗Qˆ∗MQˆQ is again a lower
semiseparable matrix. Due to the implicit Q-theorem for semiseparable matrices [13], we obtain that we performed a
QR-step on M. For more information concerning the implicit QR-method based on semiseparable matrices we refer
the reader to [11].
There are two main goals that have to be satisﬁed by our QZ-iteration. The ﬁrst one consists of performing a QR-step
on SR−1, without explicitly forming this matrix product. The second one requires that performing a QZ-step preserves
the structure of the matrix pair (S, R). Notice that we restricted ourselves to a single shift approach, since discussing
the multishift approach would be a whole manuscript in itself. Therefore it will be addressed in a future manuscript.
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4.1. Part I
We want to reduce the ﬁrst column of (SR−1 − I ), to a multiple of e1. This column can be written as follows:
v = (SR−1 − I )e1
= Sr−111 e1 − e1
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
r−111 s11 − 
r−111 s21
r−111 s31
...
r−111 sn−1,1
r−111 sn1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
It is clear that the last n − 1 elements of v are just a multiple of the last n − 1 elements of the ﬁrst column of S.
Due to the semiseparable structure of S we can easily determine Givens transformations G1, G2 . . . Gn−1 such that
G∗n−1 . . . G∗1S = Rˆ, with Rˆ an upper triangular matrix (c.[12]). Applying these Givens transformations to the column
v gives us
v = (× × 0 . . . 0 )∗.
By applying theseGivens transformations to thematrixSR−1 in the followingmannerG∗n−1 . . . G∗1(SR
−1)G1 . . . Gn−1,
we have in fact performed a step ofQRwithout shift on the matrix SR−1. Therefore SR−1 is again lower semiseparable.
Now, we just need one additional Givens transformation Gn to obtain the desired form, i.e., G∗nG∗n−1 . . . G∗1v = e1.
We do not actually compute the product SR−1, rather we apply the Givens transformations G1, G2 . . . Gn−1 to S and R
separately, resulting in a triangular-Hessenberg pair (S(1), R(1)). Applying the Givens transformation Gn to both S(1)
and R(1) introduces a bulge in the lower triangular part of S(1). The chasing of the bulge happens during the next part
of the QZ-step.
4.2. Part II
In this subsection wewill again refer to the Givens transformations usingQij andZkl . The following ﬁgure illustrates
thematrix pair after applying the ﬁrst nGivens transformations from the ﬁrst part of theQZ-step.We notice a disturbance
in the lower triangular part of S01.
S
(1)
10 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
⊗ × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 0 ×
⎞
⎟⎟⎟⎟⎟⎠ , R
(1)
10 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
× × × × × ×
0 × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
⎞
⎟⎟⎟⎟⎟⎠ .
The bulge in the lower triangular part of S(1), will be annihilated by the next Givens transformation as illustrated below:
S
(1)
11 = S(1)10 Z(1)12 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 0 ×
⎞
⎟⎟⎟⎟⎟⎠ , R
(1)
11 = R(1)10 Z(1)12 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
× × × × × ×
⊗ × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
⎞
⎟⎟⎟⎟⎟⎠ .
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Note that while Z(1)12 annihilated the bulge in S
(1)
, it created a new bulge in R(1), which will have to be annihilated next
S
(1)
21 = Q(1)∗23 S(1)11 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
0 × × × × ×
0 × × × × ×
0 0 0 × × ×
0 0 0 0 × ×
0 0 0 0 0 ×
⎞
⎟⎟⎟⎟⎟⎠ , R
(1)
21 = Q(1)∗23 R(1)11 =
⎛
⎜⎜⎜⎜⎜⎝
× × × × × ×
× × × × × ×
0 × × × × ×
0 0 × × × ×
0 0 0 × × ×
0 0 0 0 × ×
⎞
⎟⎟⎟⎟⎟⎠ .
By multiplying both matrices with Q(1)∗23 a new bulge is created in S(1) and we are back at our starting position, only
now the bulge is situated lower than the original bulge. The next series of Givens transformations will chase the bulges
in S(1) and R(1) down so that in the end we get the triangular-Hessenberg matrix pair (S(2), R(2)). Lastly we have to
reduce R(2) to upper triangular form. We create the necessary zeros by applying n − 1 Givens transformations to the
right of the matrices, from back to front. In doing so, we also create the semiseparable structure of the matrix S(2). This
gives us a semiseparable-triangular matrix pair and ends one QZ-step. Such a QZ-step costs 18n2 + O(n) ﬂops.
4.3. A second look at the QZ-algorithm
The QZ-iteration as developed in this section is based on the QR-iteration for the corresponding SR−1 problem.
Taking a closer look at the QZ-iteration above, we notice that performing the ﬁrst sequence of transformations from
bottom to top transforms our (S, R) pair into a pair (U,H), withU andH, respectively, upper triangular andHessenberg.
Following this ﬁrst sequence of Givens transformations, in fact a kind of QZ-step for the traditional case is performed
on the matrices (U,H). Finally the last sequence of Givens transformations transforms the resulting matrices back to
the semiseparable-triangular form.
In fact one can change from the (S, R) pair to a pair (U,H) and compute the eigenvalues of this pair via the traditional
QZ-iteration. This means that we can combine the advantages of the reduction to semiseparable form and the speed
and knowledge of the traditional QZ-iteration. One has to be careful however because w.r.t. the traditional QZ-iteration
applied on a Hessenberg-triangular pair we work here on a triangular-Hessenberg pair, which causes in some sense an
inverse convergence behavior.
To conclude we might say that the QZ-iteration for semiseparable-triangular matrices also uses as an intermediate
step the QZ-iteration for Hessenberg-triangular (or triangular-Hessenberg) matrices. We remark that this is not the
case in the traditional QR-iteration for semiseparable matrices, w.r.t. the QR-iteration for tridiagonal matrices. This
insight opens the possibility for combining the advantages of the reduction method with the speed and knowledge of
the standard QZ-iteration. This is work in progress.
5. Numerical experiments
In this section two numerical experiments are described. The experiments were executed in Matlab R2006a on a
Linux workstation. For reasons of clarity we explained the algorithms of the previous sections using full matrices.
However in implementing these algorithms we used a Givens-vector representation, as deﬁned in [12], to represent the
semiseparable part of the matrices. This ensures us that the semiseparable structure of the matrix A is maintained in
the presence of rounding errors. The ﬁrst experiment illustrates the convergence properties of the reduction algorithm.
In the second experiment, the accuracy of the eigenvalues found with our QZ-algorithm are compared to those found
by Matlab.
For the ﬁrst experimentwe constructed amatrix pair (A,B) such that the generalized eigenvalues equal 1, 2, . . . , 128,
256, 257, 258, 512, 513, 514, 515. Notice that there are two gaps in the spectrum. After reduction, we get the
semiseparable-triangular matrix pair (S, R). In the left graph of Fig. 1 we plotted the norms of the subdiagonal blocks
of S. The norms of S(129 : 135, 1 : 128) and S(132 : 135, 1 : 131) are negligible. This implies that S(129 : 131, 129 :
131) and S(132 : 135, 132 : 135) can already be deﬂated before performing the ﬁrst step of the QZ, this means that
the reduction revealed the gaps in the spectrum. In fact if one were only interested in the largest eigenvalues, 70 steps
of the algorithm would sufﬁce to deﬂate S(132 : 135, 132 : 135).
A set of test matrices was generated of dimensions 10 × 2k for k = 0, . . . , 6 for the second experiment. First we
computed the generalized eigenvalues in extended precision in Matlab. Then we considered these eigenvalues to be the
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Fig. 1. The ﬁgure on the left contains the norms of the subdiagonal blocks of the matrix S. The relative errors of the eigenvalues for matrices of
dimension 10.2k are pictured in the ﬁgure on the right.
exact eigenvalues. We compared the eigenvalues found by our algorithm and the eigenvalues found by Matlab (using
regular precision) to these exact eigenvalues. The average relative error of the eigenvalues for the different dimensions
is pictured in Fig. 1 on the right. As can be seen on the picture the accuracy of our algorithm is comparable to the
accuracy of the eig-routine of Matlab.
6. Conclusions
In this manuscript we proposed a new method for computing the generalized eigenvalues of a pair of matrices.
The newly described method makes use of a semiseparable-triangular matrix pair instead of a Hessenberg-triangular
matrix pair. The algorithm consists naturally of two steps. In a ﬁrst step a reduction to semiseparable-triangular form
is presented. Important in this reduction is a kind of inherited nested subspace iteration, which is performed on the
matrices. The second step consists of applying the QZ-iteration to this pair.
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