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ON THE SCHMIDT SUBSPACE THEOREM
AARON LEVIN
Abstract. We study extensions and generalizations of the Schmidt Subspace
Theorem in various settings. In particular, we prove results for algebraic points
of bounded degree, giving a sharp version of Schmidt’s theorem for quadratic
points in the projective plane and a more general result that resolves a con-
jecture of Schlickewei.
1. Introduction
The celebrated theorem of Roth in Diophantine approximation describes how
closely an algebraic number may be approximated by rational numbers:
Theorem 1.1 (Roth [14]). Let α ∈ Q be an algebraic number. Let ǫ > 0. Then
there are only finitely many rational numbers pq ∈ Q satisfying∣∣∣∣α− pq
∣∣∣∣ < 1q2+ǫ .
In view of a well-known elementary result of Dirichlet, the exponent 2 + ǫ is
essentially best possible. Roth’s theorem can be appropriately extended [10, 13] to
an arbitrary fixed number field k (in place of Q) and to allow finite sets of absolute
values (including non-archimedean ones).
Instead of taking the approximating elements from a fixed number field, a natural
variation on Roth’s theorem is to consider approximation by algebraic numbers of
bounded degree. In this direction, Wirsing [35] proved the following generalization
of Roth’s theorem.
Theorem 1.2 (Wirsing). Let α ∈ Q. Let δ be a positive integer. Let ǫ > 0. Then
there are only finitely many β ∈ Q with [Q(β) : Q] ≤ δ satisfying
|α− β| <
1
HQ(β)(β)2δ+ǫ
.
Here Hk(x) is the multiplicative Weil height of x relative to the number field k.
The case δ = 1 recovers Roth’s theorem. In this formulation of Wirsing’s theorem
(which we’ve chosen for simplicity), Schmidt [20] showed that the exponent 2δ + ǫ
in the theorem could be improved to δ+1+ǫ, which is best possible. However, as in
Roth’s theorem, Wirsing’s theorem can be proved in a more general setting, allowing
approximation at a finite set of places and replacing Q by an arbitrary number field.
In this more general setting the exponent 2δ + ǫ is sharp (Example 7.4).
In a different direction, Schmidt [21] proved a deep higher-dimensional general-
ization of Roth’s theorem, the Subspace Theorem. We state a general formulation
of the theorem, including subsequent improvements by Schlickewei [18] to allow for
arbitrary number fields and finite sets of places and a result of Vojta [32] on the in-
dependence of the exceptional hyperplanes from the choices of certain parameters.
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For a hypersurface H ⊂ Pn over a number field k defined by a homogeneous form
f ∈ k[x0, . . . , xn] of degree d and a place v of k, define a local Weil function for H
with respect to v by
λH,v(P ) = logmax
i
|xi|dv
|f(P )|v
,
where P = (x0, . . . , xn) ∈ Pn(k) \H (see Section 2 for the definition of | · |v).
Theorem 1.3 (The Subspace Theorem). Let S be a finite set of places of a number
field k. For each v ∈ S, let H0,v, . . . , Hn,v ⊂ Pn be hyperplanes over k in general
position. Let ǫ > 0. Then there exists a finite union of hyperplanes Z ⊂ Pn,
depending only on ∪v∈S ∪1≤i≤n Hi,v, such that the inequality
∑
v∈S
n∑
i=0
λHi,v ,v(P ) < (n+ 1 + ǫ)h(P )
holds for all but finitely many points P ∈ Pn(k) \ Z.
Like Roth’s fundamental result, the Subspace Theorem has a wide range of
important and surprising applications (see [3] for a recent survey). We will be
interested here in proving versions of Schmidt’s theorem for points of bounded
degree, along the lines of Wirsing’s generalization of Roth’s theorem.
For quadratic points in the projective plane, we prove the following theorem.
Theorem 1.4. Let S be a finite set of places of a number field k. Let L0, . . . , Lq ⊂
P2 be lines over k in general position. Let ǫ > 0. Then the inequality
q∑
i=0
∑
v∈S
∑
w∈Mk(P )
w|v
λLi,w(P ) < (8 + ǫ)h(P )
holds for all but finitely many points P ∈ P2(k) \ ∪qi=1Li satisfying [k(P ) : k] ≤ 2.
This theorem is sharp in the sense that the constant 8 on the right-hand side
cannot be replaced by any smaller number (Example 7.4). If we allow finitely many
exceptional lines, then we can give a small improvement.
Theorem 1.5. Let S be a finite set of places of a number field k. Let L0, . . . , Lq ⊂
P2 be lines over k in general position. Let ǫ > 0. Then there exists a finite union
of lines Z ⊂ P2, depending only on L0, . . . , Lq, such that the inequality
(1)
q∑
i=0
∑
v∈S
∑
w∈Mk(P )
w|v
λLi,w(P ) <
(
15
2
+ ǫ
)
h(P )
holds for all but finitely many points P ∈ P2(k) \ Z satisfying [k(P ) : k] ≤ 2.
Conjecturally (see Section 7) the inequality (1) should hold with 152 replaced by
6 (and if one allows higher degree exceptional curves, with 152 replaced by 5).
We also obtain results in higher degrees and higher dimensions, in a more general
context. We recall that generalizations of the Subspace Theorem to projective
varieties have been given, independently, by Corvaja and Zannier [6] and Evertse
and Ferretti [8]. We state a version due to Evertse and Ferretti.
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Theorem 1.6 (Evertse and Ferretti). Let X be a projective subvariety of PN of
dimension n ≥ 1 defined over a number field k. Let S be a finite set of places of k.
For v ∈ S, let H0,v, . . . , Hn,v ⊂ PN be hypersurfaces over k such that
X ∩H0,v ∩ · · · ∩Hn,v = ∅ for v ∈ S.
Let ǫ > 0. Then there exists a proper Zariski-closed subset Z ⊂ X such that for all
points P ∈ X(k) \ Z,
∑
v∈S
n∑
i=0
λHi,v ,v(P )
degHi,v
< (n+ 1 + ǫ)h(P ).
Along the same lines, we prove the following theorem for points of bounded
degree.
Theorem 1.7. Let X be a projective subvariety of PN of dimension n ≥ 1 de-
fined over a number field k. Let S be a finite set of places of k. For v ∈ S, let
H0,v, . . . , Hn,v ⊂ PN be hypersurfaces over k such that
X ∩H0,v ∩ · · · ∩Hn,v = ∅ for v ∈ S.
Let δ ≥ 1 be an integer and ǫ > 0. Then the inequality
(2)
∑
v∈S
∑
w∈Mk(P )
w|v
n∑
i=0
λHi,v ,w(P )
degHi,v
<
(
(δn)2
(
δn− 1
2δn− 3
)
+ ǫ
)
h(P )
holds for all but finitely many points P ∈ X(k) \ ∪v∈S ∪ni=0 Hi,v satisfying [k(P ) :
k] ≤ δ.
In fact, we prove a somewhat more general theorem (Theorem 5.2). In the case
where the Hi,v are hyperplanes and X = P
n = PN , Schlickewei conjectured [19,
Conjecture 5.1] that there exists a constant c(δ, n), depending only on δ and n, and a
finite union of hyperplanes Z ⊂ Pn such that the left-hand side of the inequality (2)
is bounded by (c(δ, n)+ǫ)h(P ) for all points P ∈ Pn(k)\Z satisfying [k(P ) : k] ≤ δ.
Thus, Theorem 1.7 proves Schlickewei’s conjecture as a special case.
Previous work studying Schmidt’s theorem for algebraic points appears to be
limited to partial results of Locher and Schlickewei [19, Th. 5.3] and Ru and Wang
[17]. We refer the reader to [19] for the statement of Locher and Schlickewei’s
technical result. We now describe the result of Ru and Wang. For a linear form
l =
∑n
i=0 aixi, let
⊙
t l denote the t-th fold symmetric tensor product of l. This is
an element in a vector space of dimension
(
n+t
t
)
.
Theorem 1.8 (Ru-Wang). Let S be a finite set of places of a number field k. Let
H1, . . . , Hq ⊂ Pn be hyperplanes defined by linear forms l1, . . . , lq over k. Let δ be
a positive integer. Suppose that for any positive integer t ≤ δ, any
(
n+t
t
)
distinct
elements of {
⊙
t l1, . . . ,
⊙
t lq} are linearly independent. Let ǫ > 0. Then∑
v∈S
∑
w∈Mk(P )
w|v
n∑
i=0
λHi,w(P ) <
(
2
(
n+ δ
δ
)
− 2 + ǫ
)
h(P ) +O(1)
for all points P ∈ Pn(k) \ ∪qi=1Hi satisfying [k(P ) : k] ≤ δ.
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Even if H1, . . . , Hq are in general position, for any t ≥ 2,
⊙
t l1, . . . ,
⊙
t lq may
have many nontrivial relations [17, Ex. 1]. For the purposes of comparison with
Theorems 1.4 and 1.7, when the hypotheses of the Ru-Wang theorem are satisfied
it gives a better bound only in the following cases: n = 2, δ 6= 2; δ = 2, n 6= 2;
n = 3, δ ≤ 6; δ = 3, n ≤ 6.
We now discuss the analogous topics and results in Nevanlinna theory. As dis-
covered initially by Osgood and Vojta, there is a striking correspondence between
statements in Diophantine approximation and statements in Nevanlinna theory.
We refer the reader to [31] for Vojta’s dictionary between the two subjects as well
as the basic notation and definitions from Nevanlinna theory used below. Un-
der the Diophantine-Nevanlinna correspondence, Roth’s theorem is analogous to
Nevanlinna’s Second Main Theorem.
Theorem 1.9 (Nevanlinna’s Second Main Theorem). Let f be a meromorphic
function on C and let a1, . . . , aq ∈ C be distinct numbers. Then for all ǫ > 0,
q∑
i=1
mf (ai, r) ≤ (2 + ǫ)Tf (r)
for all r > 0 outside a set of finite Lebesgue measure.
The proximity function mf is analogous to (− log of) the left-hand side of the
inequality in Roth’s theorem, while the characteristic function Tf is analogous to
the height h. Continuing the analogy, Schmidt’s Subspace Theorem corresponds
to the Second Main Theorem of Cartan. In fact, to obtain the precise analogue of
Schmidt’s theorem, one must use the following form of Cartan’s theorem due to
Vojta [34].
Theorem 1.10 (Cartan’s Second Main Theorem). Let H1, . . . Hq be hyperplanes in
Pn with corresponding Weil functions λH1 , . . . , λHq . Then there exists a finite union
of hyperplanes Z ⊂ Pn such that for any ǫ > 0 and any nonconstant holomorphic
map f : C→ Pn with f(C) 6⊂ Z, the inequality
(3)
∫ 2π
0
max
I
∑
i∈I
λHi (f(re
iθ))
dθ
2π
≤ (n+ 1 + ǫ)Tf(r)
holds for all r outside a set of finite Lebesgue measure, where the max is taken over
subsets I ⊂ {1, . . . , q} such that the hyperplanes Hi, i ∈ I, are in general position.
We also note that Evertse and Ferretti’s Theorem 1.6 was proven in the context
of Nevanlinna theory by Ru [16].
Wirsing’s theorem corresponds to a version of the Second Main Theorem for so-
called algebroid functions (see [15]). Nevanlinna theory for algebroid functions was
developed in the 1920’s and 1930’s by, among others, Selberg [22, 23, 24], Ullrich
[29], and Valiron [30], resulting in the following Second Main Theorem for algebroid
functions.
Theorem 1.11. Let f be a δ-valued algebroid function in |z| <∞. Let a1, . . . , aq ∈
C be distinct numbers. Then for all ǫ > 0,
q∑
i=1
mf (ai, r) ≤ (2δ + ǫ)Tf (r)
for all r > 0 outside a set of finite Lebesgue measure.
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More generally, in higher dimensions Stoll proved the following theorem [15,
Th. 4.3].
Theorem 1.12 (Stoll). Let π : M → C be an (analytic) δ-sheeted covering. Let
f :M → Pn be a holomorphic map. Let H1, . . . , Hq be hyperplanes in Pn in general
position. Then for all ǫ > 0,
q∑
i=1
mf (Hi, r) ≤ (2δn+ ǫ)Tf(r)
for all r > 0 outside a set of finite Lebesgue measure.
The techniques of this paper allow one to prove, for instance, a slightly improved
version of Stoll’s result in the case δ = n = 2.
Theorem 1.13. Let π : M → C be a 2-sheeted covering. Let f : M → P2 be a
holomorphic map. Let L1, . . . , Lq be lines in P
2 in general position. Then for all
ǫ > 0,
(a)
q∑
i=1
mf (Li, r) ≤ (8 + ǫ)Tf(r)
for all r > 0 outside a set of finite Lebesgue measure.
(b) There exists a finite union of lines Z ⊂ P2 such that either f(M) ⊂ Z or
q∑
i=1
mf (Li, r) ≤
(
15
2
+ ǫ
)
Tf (r)
for all r > 0 outside a set of finite Lebesgue measure.
This theorem is, of course, the analogue in Nevanlinna theory of Theorems 1.4
and 1.5.
The proofs of our arithmetic results depend on the Schmidt Subspace Theorem
and formal properties of Weil functions and height functions. Since the formal
properties of Weil functions and height functions carry over without any change
to the corresponding functions in Nevanlinna theory, one may use Cartan’s Second
Main Theorem (Theorem 1.10), in the same manner as Schmidt’s theorem is used
in the proofs given here, to obtain analogues in Nevanlinna theory of all of our
arithmetic results. This is, by now, well known and straightforward so we will omit
the details.
Finally, we give a brief outline of the rest of the paper. In the next section we
give the necessary definitions and background material. In Section 3 we prove an
extension of Theorem 1.6 to numerically equivalent ample divisors. This is based
on the idea that divisors that are numerically equivalent are very close to being
linearly equivalent. In Section 4 we study the relations between various versions of
Schmidt’s theorem for numerically equivalent ample divisors where:
(a) The divisors are in m-subgeneral position.
(b) The dimension of the exceptional set Z is controlled.
(c) The points are defined over fields of bounded degree.
We show that results of type (a) imply results of type (b), which in turn imply
results of type (c). In Section 5 we prove a version of Schmidt’s theorem for numer-
ically equivalent ample divisors in m-subgeneral position, which by the preceding
discussion yields a version of Schmidt’s theorem for algebraic points (Theorem 5.2).
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In Section 6 we prove a sharp version of Schmidt’s theorem for quadratic points
in the projective plane. We give a short overview of the proof. We first reduce the
theorem to a Diophantine approximation problem for rational points on Sym2 P2.
This idea was already present in Ru and Wang’s paper [17], which in turn was
based on a technique of Stoll [28] in Nevanlinna theory. We handle the Diophantine
approximation problem by using variations on the technique pioneered by Corvaja
and Zannier in [5] and subsequently developed in, among others, the papers [1,
2, 4, 6, 7, 11]. The underlying idea, as applied to our specific case, is to embed
Sym2 P2, or its subvarieties, into projective space and apply the Schmidt Subspace
Theorem in an appropriate fashion. Since we have to handle arbitrary subvarieties
of Sym2 P2 in this process, we are led to deal with divisors that are not in general
position, which leads to several technical difficulties. Finally, in the last section we
discuss some conjectural versions of Schmidt’s theorem for algebraic points.
2. Background Material
Let k be a number field and let Ok denote the ring of integers of k. We have a
canonical set Mk of places (or absolute values) of k consisting of one place for each
prime ideal p of Ok, one place for each real embedding σ : k → R, and one place
for each pair of conjugate embeddings σ, σ : k → C. For v ∈ Mk, let kv denote
the completion of k with respect to v. We normalize our absolute values so that
|p|v = p−[kv :Qp]/[k:Q] if v corresponds to p and p|p, and |x|v = |σ(x)|[kv :R]/[k:Q] if v
corresponds to an embedding σ (in which case we say that v is archimedean). If v
is a place of k and w is a place of a field extension L of k, then we say that w lies
above v, or w|v, if w and v define the same topology on k. If S is a set of places of
a number field k and L is a finite extension of k, then we denote by SL the set of
places of L lying above places in S.
We now briefly recall some facts about Weil functions and height functions that
will be used throughout. We note that although the theory of heights is typically
developed in the context of Cartier divisors, the theory can be developed for Weil
divisors or even arbitrary closed subschemes (see [26]). On projective space, for a
point P = (x0, . . . , xn) ∈ Pn(k), the height is given by the formula
h(P ) =
∑
v∈Mk
logmax{|x0|v, . . . , |xn|v}.
More generally, let X be a projective variety defined over a number field k. To
every Weil divisor D ∈ Div(X) we can associate a height function hD : X(k)→ R,
well-defined up to a bounded function. LetD,E ∈ Div(X). Height functions satisfy
the following properties:
(a) hD+E = hD + hE +O(1).
(b) If φ : Y → X is a morphism of projective varieties with φ(Y ) 6⊂ SuppD,
then hφ∗D = hD ◦ φ+O(1).
(c) If D is effective, then hD(P ) ≥ O(1) for all P ∈ X(k) \ SuppD.
Similarly, for every divisor D ∈ Div(X) and every place v ∈Mk we can associate
a local Weil function (or local height function) λD,v : X(k)\SuppD → R. When D
is effective, the Weil function λD,v gives a measure of the v-adic distance of a point
to D, being large when the point is close to D. As noted in the introduction, if D
is a hypersurface in Pn defined by a homogeneous polynomial f ∈ k[x0, . . . , xn] of
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degree d, then a Weil function for D is given by
λD,v(P ) = logmax
i
|xi|dv
|f(P )|v
,
where P = (x0, · · · , xn) ∈ Pn(k) \ SuppD.
Local Weil functions satisfy analogues of properties (a)–(c) above: for all P ∈
X(k) where the relevant Weil functions are defined,
(a) λD+E,v(P ) = λD,v(P ) + λE,v(P ) +O(1).
(b) If φ : Y → X is a morphism of projective varieties with φ(Y ) 6⊂ SuppD,
then λφ∗D,v(P ) = λD,v(φ(P )) +O(1).
(c) If D is effective, then λD,v(P ) ≥ O(1).
Let S be a finite set of places in Mk. For P ∈ X(k) we define the proximity
function mD,S(P ) by
mD,S(P ) =
∑
v∈S
∑
w∈Mk(P )
w|v
λD,w(P ).
This is well-defined up to O(1). Height functions can be decomposed into a sum of
local Weil functions, and in particular we have the inequality
mD,S(P ) ≤ hD(P ) +O(1)
for all P ∈ X(k) \ SuppD.
If D1, . . . , Dq are effective (Cartier or Weil) divisors on a projective variety X ,
then we say that D1, . . . , Dq are in m-subgeneral position if q > m and for any
subset I ⊂ {1, . . . , q}, |I| = m + 1, we have ∩i∈I SuppDi = ∅. We say that the
divisors are in general position if for any subset I ⊂ {1, . . . , q}, |I| ≤ dimX +1, we
have codim∩i∈I SuppDi ≥ |I|, where we set dim ∅ = −1.
Suppose now that X is regular in codimension one. If D,E ∈ Div(X), then we
define
gcd(D,E) =
∑
min{ordF D, ordF E}F,
lcm(D,E) =
∑
max{ordF D, ordF E}F,
where the sums run over all prime divisors F in Div(X) and ordF D denotes the
coefficient of F in D. Recall that we can naturally associate a Weil divisor to every
Cartier divisor on X . Thus, in this context we can also define the gcd and lcm
for Cartier divisors (though the result may only be a Weil divisor). We also define
the vector space L(D) = {f ∈ k(X) | div(f) ≥ −D}, where div(f) is the divisor
associated to f , and l(D) = dimk L(D). We use ∼ to denote linear equivalence of
divisors and ≡ to denote numerical equivalence of divisors.
3. Schmidt’s theorem for numerically equivalent ample divisors
In this section we prove a slight generalization of the theorem of Evertse and Fer-
retti (Theorem 1.6) in the setting of numerically equivalent ample divisors, or more
generally, ample divisors that have a common multiple up to numerical equivalence.
It will be convenient first to give a slight reformulation of Evertse and Ferretti’s
theorem.
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Theorem 3.1 (Evertse and Ferretti, reformulated). Let X be a projective variety
of dimension n defined over a number field k. Let S be a finite set of places of k.
For each v ∈ S, let D0,v, . . . , Dn,v be effective Cartier divisors on X, defined over
k, in general position. Suppose that there exists an ample Cartier divisor A on X
and positive integers di,v such that Di,v ∼ di,vA for all i and for all v ∈ S. Let
ǫ > 0. Then there exists a proper Zariski-closed subset Z ⊂ X such that for all
points P ∈ X(k) \ Z,∑
v∈S
n∑
i=0
λDi,v ,v(P )
di,v
< (n+ 1 + ǫ)hA(P ).
Proof. Let N be a positive integer such that NA is very ample and di,v divides N
for all i and all v ∈ S. LetM = l(NA)−1 and let φ : X → PM be the embedding of
X in PM associated to NA. Then since Ndi,vDi,v ∼ NA,
N
di,v
Di,v = φ
∗Hi,v for some
hyperplane Hi,v defined over k. By functoriality and additivity of Weil functions,
for P ∈ X(k) \ SuppDi,v we have (up to O(1))
λHi,v ,v(φ(P )) = λ N
di,v
Di,v ,v
(P ) = N
λDi,v ,v(P )
di,v
.
Note also that for P ∈ X(k), h(φ(P )) = NhA(P ) + O(1). Substituting these
identities into Theorem 1.6, the result then follows immediately. 
We now show that Theorem 3.1 remains true if we replace linear equivalence by
numerical equivalence.
Theorem 3.2. Let X be a projective variety of dimension n defined over a number
field k. Let S be a finite set of places of k. For each v ∈ S, let D0,v, . . . , Dn,v be
effective Cartier divisors on X, defined over k, in general position. Suppose that
there exists an ample Cartier divisor A on X and positive integers di,v such that
Di,v ≡ di,vA for all i and for all v ∈ S. Let ǫ > 0. Then there exists a proper
Zariski-closed subset Z ⊂ X such that for all points P ∈ X(k) \ Z,∑
v∈S
n∑
i=0
λDi,v ,v(P )
di,v
< (n+ 1 + ǫ)hA(P ).
We will need the following result in algebraic geometry, due to Matsusaka [12]
(see also [9]).
Theorem 3.3 (Matsusaka). Let A be an ample Cartier divisor on a projective
variety X. Then there exists a positive integer N0 such that for all N ≥ N0, and
any Cartier divisor D with D ≡ NA, D is very ample.
Proof of Theorem 3.2. Let d be the least common multiple of the integers di,v.
ReplacingDi,v by
dDi,v
di,v
for all i, A by dA, and using the additivity of Weil functions
and heights (up to bounded functions), we see that it suffices to prove the case where
di,v = 1 for all i and all v ∈ S, i.e., Di,v ≡ A for all i and all v ∈ S. Let ǫ > 0. Let
N0 be the integer of Theorem 3.3 for A. By standard properties of Weil functions
and heights, there exists an integer N > N0 such that
(4)
N0
N
∑
v∈S
n∑
i=0
λDi,v ,v(P ) < ǫhA(P ) +O(1)
for all P ∈ X(k) \ ∪i,v SuppDi,v.
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By the choice of N0, we have that NA − (N − N0)Di,v is very ample for all
i and all v ∈ S. Since for v ∈ S the divisors D0,v, . . . , Dn,v are in general po-
sition and NA − (N − N0)Di,v is very ample for all i, there exist effective divi-
sors Ei,v such that NA ∼ (N − N0)Di,v + Ei,v, and for all v ∈ S, the divisors
(N − N0)D0,v + E0,v, . . . , (N − N0)Dn,v + En,v are in general position. We may
now apply Theorem 3.1 to the linearly equivalent divisors (N − N0)Di,v + Ei,v,
i = 0, . . . , n, v ∈ S, and NA. We obtain∑
v∈S
n∑
i=0
λ(N−N0)Di,v+Ei,v ,v(P ) < (n+ 1 + ǫ)hNA(P )
for all P ∈ X(k) \ Z for some proper Zariski-closed subset Z of X containing
the supports of all Ei,v, v ∈ S, i = 0, . . . , n. Using additivity and that λEi,v ,v is
bounded from below outside of the support of Ei,v, we obtain∑
v∈S
n∑
i=0
(
1−
N0
N
)
λDi,v ,v(P ) < (n+ 1 + ǫ)hA(P ) +O(1)
for all P ∈ X(k) \ Z. Using (4) we find
(5)
∑
v∈S
n∑
i=0
λDi,v ,v(P ) < (n+ 1 + 2ǫ)hA(P ) +O(1)
for all P ∈ X(k)\Z. Since there are only finitely many k-rational points of bounded
height (with respect to A), after adding finitely many points to Z, we see that (5)
holds with 2ǫ replaced by 3ǫ, and without the O(1) term. 
4. Logical relations between some extensions of Schmidt’s theorem
In this section we make precise the following implications:
(a) Schmidt’s theorem for numerically equivalent ample divisors inm-subgeneral
position
⇓
(b) (a) + the dimension of the exceptional set Z is controlled
⇓
(c) (b) for algebraic points of bounded degree
In the next section we will prove a theorem of type (a), and hence obtain results
as in (b) and (c) above. The implication (a) ⇒ (b) will follow from repeated
application of (a) to exceptional sets. The implication (b) ⇒ (c) will follow from
an argument reducing Diophantine approximation problems for algebraic points of
bounded degree on X to Diophantine approximation problems for rational points
on symmetric powers of X .
Let m ≥ n be positive integers. Let X be a projective variety of dimension n
defined over a number field k. Let S be a finite set of places of k. For each v ∈ S, let
D0,v, . . . , Dm,v be effective Cartier divisors on X , defined over k, in m-subgeneral
position, i.e., ∩mi=0 SuppDi,v = ∅. Let D =
∑
v∈S
∑m
i=0Di,v. Suppose that there
exists an ample Cartier divisor A on X , defined over k, and positive integers di,v
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such that Di,v ≡ di,vA for all i and for all v ∈ S. For c ∈ R and δ ∈ N, define
the geometric exceptional set Z = Z (c, δ,m, n, k, S,X,A, {Di,v}) to be the smallest
Zariski-closed subset of X such that the set

P ∈ X(k) \ SuppD | [k(P ) : k] ≤ δ,
∑
v∈S
∑
w∈Mk(P )
w|v
m∑
i=0
λDi,v ,w(P )
di,v
> chA(P )

 \ Z
is finite for all choices of the Weil and height functions.
We now define
C(δ, l,m, n) = sup{c | dimZ (c, δ,m, n, k, S,X,A, {Di,v}) ≥ l
for some k, S, X , A, {Di,v} as above}.
Additionally, it will be useful to define and study the particular cases for rational
points
A(m,n) = C(1, n,m, n),
B(l,m, n) = C(1, l,m, n).
It is also useful to consider a variation of the above definitions. Under the same
hypotheses, let D1, . . . , Dq be effective Cartier divisors on X , defined over k, in
m-subgeneral position and let D′ =
∑q
i=1Di. Suppose that there exists an am-
ple Cartier divisor A on X , defined over k, and positive integers d1, . . . , dq such that
Di ≡ diA for all i. For c′ ∈ R, define the set Z ′ = Z ′ (c′, δ,m, n, k, S,X,A,D1, . . . , Dq)
to be the smallest Zariski-closed subset of X such that the set
(6)
{
P ∈ X(k) \ SuppD′ | [k(P ) : k] ≤ δ,
q∑
i=1
mDi,S(P )
di
> c′hA(P )
}
\ Z
is finite for all choices of the proximity and height functions.
Define
C′(δ, l,m, n) = sup{c′ | dimZ ′ (c′, δ,m, n, k, S,X,A,D1, . . . , Dq}) ≥ l
for some k, S, X , A, D1, . . . , Dq as above}.
As before, we define
A′(m,n) = C′(1, n,m, n),
B′(l,m, n) = C′(1, l,m, n).
We will show in the next section that C(δ, l,m, n) and C′(δ, l,m, n) are always
finite.
Theorem 4.1. For all positive integers δ, l,m, n we have the following inequalities:
B′(l,m, n) ≤ B(l,m, n),
B(l,m, n) ≤ max
l≤j≤n
A(m, j), B′(l,m, n) ≤ max
l≤j≤n
A′(m, j),
C(δ, l,m, n) ≤ B(l, δm, δn) ≤ max
l≤j≤δn
A(δm, j), C′(δ, l,m, n) ≤ B′(l, δm, δn) ≤ max
l≤j≤δn
A′(δm, j).
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Proof. We first prove that B′(l,m, n) ≤ B(l,m, n). For P ∈ X(k) \ ∪qi=1 SuppDi,
we have
(7)
q∑
i=1
mDi,S(P )
di
=
∑
v∈S
q∑
i=1
λDi,v(P )
di
.
Since the divisors Di are in m-subgeneral position, any point P ∈ X(k) can be
v-adically close to at most m of the divisors Di. This implies that there exists a
constant c such that for any P ∈ X(k) \ ∪qi=1 SuppDi and any v ∈ S, there are
indices i1, . . . , im ∈ {1, . . . , q} such that
(8)
q∑
i=1
λDi,v(P )
di
<
m∑
j=1
λDij ,v(P )
dij
+ c.
Using this fact and (7), the result follows.
For the other inequalities, we prove only the notationally simpler inequalities in
the right-hand column (the proofs of the remaining inequalities are nearly identical).
Let c′, l,m, n, k, S,X,A,D1, . . . , Dq, D be as above and let Z
′ be the exceptional
set in (6) with δ = 1. Suppose that dimZ ′ = j ≥ l. Let W be an irreducible
component of Z ′ (over k) with dimW = j. After extending k, we can assume that
W is defined over k. The divisors D1|W , . . . , Dq|W are in m-subgeneral position on
W and A|W is ample. By functoriality of Weil functions and the definitions of Z ′
and W , for any ǫ > 0 the set of P ∈ W (k) \ SuppD such that
q∑
i=1
mDi|W ,S(P )
di
> (c′ − ǫ)hA|W (P )
is Zariski-dense inW . This means that A′(m, j) ≥ c′ which implies thatB′(l,m, n) ≤
maxl≤j≤n A
′(m, j).
Now let δ be a positive integer and let ǫ > 0. Consider the set Z ′ defined to be
the Zariski-closure of the set
(9){
P ∈ X(k) \ SuppD | [k(P ) : k] = δ,
q∑
i=1
mDi,S(P )
di
> (B′(l, δm, δn) + ǫ)hA(P )
}
(in what follows, we may assume without of loss of generality that B′(l, δm, δn) is
finite). To prove that C′(δ, l,m, n) ≤ B′(l, δm, δn) it suffices to show that dimZ ′ <
l (for all possible choices of the parameters).
Using standard properties of Weil functions and heights, replacingDi by
(∏
j 6=i di
)
Di
and A by
(∏q
j=1 di
)
A, it suffices to prove the case where di = 1 for all i. Let X
δ
denote the δth power of X and let X(δ) denote the δth symmetric power of X , i.e.,
X(δ) = Xδ/Sδ, the quotient of X
δ by the natural action of the symmetric group Sδ
acting by permuting the coordinates of Xδ. Let φ : Xδ → X(δ) denote the natural
map. For a point P ∈ X(k) satisfying [k(P ) : k] = δ, let P = P1, . . . , Pδ denote
the δ distinct conjugates of P over k and let ψ(P ) = (P1, . . . , Pδ) ∈ Xδ. Let πi,
i = 1, . . . , δ, denote the ith projection map from Xδ to X . Let Ei = φ∗π
∗
1(Di), i =
1, . . . , q, E =
∑q
i=1Ei, and B = φ∗π
∗
1(A). We note that φ
∗φ∗π
∗
1Di =
∑δ
j=1 π
∗
jDi.
Since the Di are in m-subgeneral position, it is easily seen that the Ei are in
mδ-subgeneral position. Moreover, Di ≡ Dj ≡ A for all i and j implies that
Ei ≡ Ej ≡ B for all i and j. It follows from the fact that A is ample that B is
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ample, and consequently Ei is ample (and effective) for all i. We note also that if
P ∈ X(k), [k(P ) : k] = δ, then the point φ(ψ(P )) ∈ X(δ) is k-rational. Then from
the definition of B′(l, δm, δn), we have the inequality
(10)
q∑
i=1
mEi,S(P ) < (B
′(l, δm, δn) + ǫ)hB(P ), ∀P ∈ X
(δ)(k) \ (Z ∪ SuppE),
for some Zariski-closed subset Z of X(δ) satisfying dimZ ≤ l − 1. For P ∈ X(k) \
SuppD, [k(P ) : k] = δ, we have, up to O(1),
q∑
i=1
mEi,S(φ(ψ(P ))) =
q∑
i=1
mφ∗π∗1Di,S(φ(ψ(P ))) =
q∑
i=1
mφ∗φ∗π∗1Di,S(ψ(P ))
=
q∑
i=1
m∑δ
j=1 π
∗
jDi,S
(ψ(P )) =
q∑
i=1
δ∑
j=1
mπ∗
j
Di,S(ψ(P ))
=
q∑
i=1
δ∑
j=1
mDi,S(πj(ψ(P ))) =
q∑
i=1
δ∑
j=1
mDi,S(Pj)
= δ
q∑
i=1
mDi,S(P ).
A similar calculation gives hB(φ(ψ(P ))) = δhA(P )+O(1). It follows that for an
appropriate choice of the functions,
q∑
i=1
mEi,S(φ(ψ(P ))) > (B
′(l, δm, δn) + ǫ)hB(φ(ψ(P )))
for all P ∈ R, where R ⊂ Z ′(k) is a Zariski-dense set of points in Z ′ satisfying
[k(P ) : k] = δ for all P ∈ R. From (10), we have dimφ(ψ(R)) ≤ l − 1. Since φ is a
finite map and π1(ψ(R)) = R, dimφ(ψ(R)) ≥ dimR = dimZ ′. We conclude that
dimZ ′ ≤ l − 1, as desired.

5. A bound for the function A(m,n) and a Schmidt theorem for
algebraic points
Using the notation from last section, we will prove the bound
A(m,n) ≤
{
n+ 1 if m = n,
m(m−1)(n+1)
m+n−2 if m ≥ 2.
If m = 1 then necessarily m = n = 1 (we always have m ≥ n as the supports of
any n = dimX ample effective divisors on a projective variety X have nontrivial
intersection). The bound A(n, n) ≤ n+ 1 is simply a restatement of Theorem 3.1.
For m ≥ 2 we prove the following theorem.
Theorem 5.1. Let X be a projective variety of dimension n defined over a number
field k. Let S be a finite set of places of k. For each v ∈ S, let D0,v, . . . , Dm,v
be effective ample Cartier divisors on X, defined over k, in m-subgeneral position,
m ≥ 2. Suppose that there exists a Cartier divisor A on X, defined over k, and
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positive integers di,v such that Di,v ≡ di,vA for all i and for all v ∈ S. Let ǫ > 0.
Then the inequality∑
v∈S
m∑
i=0
λDi,v ,v(P )
di,v
<
(
m(m− 1)(n+ 1)
m+ n− 2
+ ǫ
)
hA(P ) +O(1)
holds for all P ∈ X(k) \ ∪i,v SuppDi,v.
Combined with Theorem 4.1, we find that if δm ≥ 2,
C(δ, 1,m, n) ≤ max
1≤j≤δn
A(δm, j) ≤ max
1≤j≤δn
δm(δm− 1)(j + 1)
δm+ j − 2
≤
δm(δm− 1)(δn+ 1)
δm+ δn− 2
.
Explicitly, this gives a version of Schmidt’s theorem for algebraic points.
Theorem 5.2. Let X be a projective variety of dimension n defined over a number
field k. Let S be a finite set of places of k. For each v ∈ S, let D0,v, . . . , Dm,v
be effective ample Cartier divisors on X, defined over k, in m-subgeneral position.
Suppose that there exists a Cartier divisor A on X, defined over k, and positive
integers di,v such that Di,v ≡ di,vA for all i and for all v ∈ S. Let δ be a positive
integer with δm ≥ 2 and ǫ > 0. Then the inequality∑
v∈S
∑
w∈Mk(P )
w|v
m∑
i=0
λDi,v ,w(P )
di,v
<
(
δm(δm− 1)(δn+ 1)
δm+ δn− 2
+ ǫ
)
hA(P ) +O(1)
holds for all points P ∈ X(k) \ ∪i,v SuppDi,v satisfying [k(P ) : k] ≤ δ.
If m = n ≥ 2, then using A(δn, δn) ≤ δn+ 1 gives the slightly better bound
C(δ, 1, n, n) ≤ max
1≤j≤δn
A(δn, j) ≤ (δn)2
δn− 1
2δn− 3
.
As a special case, this gives Theorem 1.7 from the introduction. We note that this
bound is essentially quadratic in δn, while by Example 7.4, C(δ, 1, n, n) ≥ 2δn (and
it’s plausible that equality holds).
Before proving Theorem 5.1 we prove a few lemmas.
Lemma 5.3. Let X be a projective variety of dimension n that is regular in codi-
mension one. Let A and D be effective big Cartier divisors on X with D ≡ A.
Suppose that there exists an integer N0 such that |NA| is basepoint free for N ≥ N0.
For N ≥ N0 a positive integer, let φNA : X → P
l(NA)−1 be the natural morphism
associated to NA. Then for N ≥ N0 there exists a set H of l(NA) hyperplanes of
Pl(NA)−1 in general position such that∑
H∈H
φ∗NAH >
(
An
(n+ 1)!
Nn+1 +O(Nn)
)
D.
Proof. We first assume that D ∼ A. Let N ≥ N0 be a positive integer. Let
Vi = L(NA− iD). We consider the filtration
L(NA) = V0 ⊃ V1 ⊃ V2 ⊃ · · · ⊃ VN ⊃ VN+1 = {0}.
Let B be a basis of L(NA) obtained by taking a basis of VN and successively
completing this basis to a basis of VN−1, VN−2, . . . , V0. For every rational function
f ∈ L(NA) there is a corresponding hyperplane H ⊂ Pl(NA)−1 such that φ∗NAH =
div(f) +NA. So if f ∈ Vi = L(NA− iD) and H is the corresponding hyperplane,
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then φ∗NAH ≥ iD. Let H be the set of hyperplanes corresponding to the basis
B. Since B is a basis of L(NA), the hyperplanes in H are in general position. As
D ∼ A, l(NA− iD) = l((N − i)A). Note also that A is a nef divisor since |NA| is
basepoint free. By Riemann-Roch, for 0 ≤ i ≤ N ,
dimVi = l(NA− iD) = l((N − i)A) = (N − i)
nA
n
n!
+O(Nn−1).
It follows that∑
H∈H
φ∗NAH ≥
(
N∑
i=0
i dimVi/Vi+1
)
D =
(
N∑
i=1
dim Vi
)
D
≥
(
N∑
i=1
(N − i)n
An
n!
+O(Nn−1)
)
D
≥
(
An
(n+ 1)!
Nn+1 +O(Nn)
)
D,
proving the theorem in this case. The case D ≡ A follows from this case using the
same method as in Section 3. 
We’ll also make use of the following linear algebra lemma [7, Lemma 3.2].
Lemma 5.4. Let V be a vector space of finite dimension d. Let V = W1 ⊃ W2 ⊃
· · · ⊃ Wh and V = W ∗1 ⊃ W
∗
2 ⊃ · · · ⊃ W
∗
h∗ be two filtrations of V . There exists a
basis v1, . . . , vd of V which contains a basis of each Wj and W
∗
j .
Lemma 5.5. Let X be a projective variety of dimension n that is regular in codi-
mension one. Let A, D1, and D2 be effective big Cartier divisors on X with
A ≡ D1 ≡ D2. Suppose that there exists an integer N0 such that |NA| is base-
point free for N ≥ N0. For N ≥ N0 a positive integer, let φNA : X → Pl(NA)−1 be
the natural morphism associated to NA. Then for N ≥ N0 there exists a set H of
l(NA) hyperplanes of Pl(NA)−1 in general position such that∑
H∈H
φ∗H >
(
An
(n+ 1)!
Nn+1 +O(Nn)
)
lcm(D1, D2).
Proof. Consider the two filtrations of L(NA) coming from looking at the order of
vanishing along D1 and D2, as in Lemma 5.3. Let B be the basis of L(NA) that
Lemma 5.4 gives with respect to these two filtrations. Let H be the corresponding
set of hyperplanes in Pl(NA)−1. Then by Lemma 5.3 and the definition of B,∑
H∈H
φ∗H >
(
An
(n+ 1)!
Nn+1 +O(Nn)
)
D1,
∑
H∈H
φ∗H >
(
An
(n+ 1)!
Nn+1 +O(Nn)
)
D2.
It follows that
∑
H∈H φ
∗H >
(
An
(n+1)!N
n+1 +O(Nn)
)
lcm(D1, D2). 
We now prove Theorem 5.1.
Proof of Theorem 5.1. For n = 1 the theorem follows immediately from Faltings’
theorem on rational points on curves and the classical Diophantine approximation
results for curves of genus zero and one. We assume from now on that n ≥ 2. Since
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for any v ∈ S the divisors D0,v, . . . , Dm,v are in m-subgeneral position, by the same
reasoning that led to (8), after reindexing the divisors Di,v it suffices to prove that
the slightly weaker inequality
∑
v∈S
m∑
i=1
λDi,v ,v(P )
di,v
<
(
m(m− 1)(n+ 1)
m+ n− 2
+ ǫ
)
hA(P ) +O(1)
holds for all P ∈ X(k) \ ∪i,v SuppDi,v.
We first prove the case where di,v = 1 for all i and v. Suppose first that X is
normal and so, in particular, regular in codimension one. LetN be a positive integer
such that NA is very ample. Let φ = φNA : X → P
l(NA)−1 be the corresponding
embedding. By Lemma 5.5, for each choice of i, j, and v, we have a set Hi,j,v of
l(NA) hyperplanes of Pl(NA)−1 in general position satisfying
(11)
∑
H∈Hi,j,v
φ∗H >
(
An
(n+ 1)!
Nn+1 +O(Nn)
)
lcm(Di,v, Dj,v).
Moreover, since all of our objects are defined over k, the hyperplanes in Hi,j,v may
be chosen to be defined over k. Fixing i and j and applying Schmidt’s theorem to
Pl(NA)−1 and the hyperplanes Hi,j,v, v ∈ S, we find that
(12)
∑
v∈S
∑
H∈Hi,j,v
λH,v(P ) < (l(NA) + ǫ)h(P ) +O(1)
for all P in Pl(NA)−1(k) outside of some finite union of hyperplanes. By (11) and
the functoriality and additivity of Weil functions, for all P ∈ X(k) outside of a
proper closed subset of X , we have, up to O(1),∑
v∈S
∑
H∈Hi,j,v
λH,v(φ(P )) =
∑
v∈S
∑
H∈Hi,j,v
λφ∗H,v(P )
≥
(
An
(n+ 1)!
Nn+1 +O(Nn)
)∑
v∈S
λlcm(Di,v ,Dj,v),v(P ).(13)
Similarly, up to O(1),
(l(NA) + ǫ)h(φ(P )) = (l(NA) + ǫ)hNA(P ) = N (l(NA) + ǫ)hA(P ).
Since l(NA) = N
n
n! A
n +O(Nn−1), we have
(14) (l(NA) + ǫ)h(φ(P )) =
(
An
n!
Nn+1 +O(Nn)
)
hA(P ) +O(1).
Using (13) and (14) and applying (12) to φ(P ), we find that(
An
(n+ 1)!
Nn+1 +O(Nn)
)∑
v∈S
λlcm(Di,v ,Dj,v),v(P ) <
(
An
n!
Nn+1 +O(Nn)
)
hA(P )
or ∑
v∈S
λlcm(Di,v ,Dj,v),v(P ) < (n+ 1 +O(1/N))hA(P )
for all P in X(k) outside of a proper closed subset of X . Choosing N sufficiently
large, we find that
(15)
∑
v∈S
λlcm(Di,v ,Dj,v),v(P ) < (n+ 1 + ǫ)hA(P )
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for all P in X(k) outside of a proper closed subset of X . Summing over allm(m−1)
distinct i, j ∈ {1, . . . ,m}, we obtain
(16)
∑
v∈S
m∑
i,j=1
i6=j
λlcm(Di,v ,Dj,v),v(P ) < m(m− 1)(n+ 1 + ǫ)hA(P )
for all P in X(k) outside of a proper closed subset of X . We now claim that for
any v ∈ S,
(17)
m∑
i,j=1
i6=j
lcm(Di,v, Dj,v) ≥ (m+ n− 2)
m∑
l=1
Dl,v.
Fix i ∈ {1, . . . ,m} and v ∈ S. First, note that any irreducible component E of
Di,v can belong to at most m − n divisors Dj,v, j 6= i. If not, then E would be
contained in the intersection of ≥ m−n+2 divisors Dl,v, and the intersection of E
with the remaining ≤ m+1− (m−n+2) = n− 1 ample effective divisors would be
nonempty. This would violate the fact that the divisors Dl,v are in m-subgeneral
position. That any irreducible component E of Di,v can belong to at most m − n
divisors Dj,v, j 6= i, implies that
m∑
j=1
j 6=i
lcm(Di,v, Dj,v) ≥ (m− 1− (m− n))Di,v +
m∑
j=1
j 6=i
Dj,v
≥ (n− 1)Di,v +
m∑
j=1
j 6=i
Dj,v.
Summing over all i, we arrive at (17). Using the additivity of Weil functions,
combining (16) and (17), we obtain that for any ǫ > 0,
(18)
∑
v∈S
m∑
i=1
λDi,v ,v(P ) <
(
m(m− 1)(n+ 1)
m+ n− 2
+ ǫ
)
hA(P )
for all P in X(k) outside of a proper closed subset Z of X .
If X isn’t normal then we consider the normalization π : X˜ → X and the divisors
π∗A and π∗Di,v for all i and v. Note that for v ∈ S, the divisors π∗D0,v, . . . , π∗Dm,v
are again in m-subgeneral position. Since A is ample, π∗A is big and |Nπ∗A| is
basepoint free for sufficiently large N . Then the argument above gives
∑
v∈S
m∑
i=1
λπ∗Di,v ,v(P ) <
(
m(m− 1)(n+ 1)
m+ n− 2
+ ǫ
)
hπ∗A(P )
for all P in X˜(k) outside of a proper closed subset Z˜ of X˜. By functoriality we
again obtain (18) for all P in X(k) outside of a proper closed subset Z = π(Z˜) of
X .
Note that we can again apply an inequality as in (18) to any irreducible compo-
nent Z ′ of Z (outside ∪i,vDi,v) and the divisors Di,v and A restricted to Z ′. Since
m(m−1)(n+1)
m+n−2 is an increasing function of n, by induction we find that (18) holds
for all but finitely many P in X(k) \ ∪i,v SuppDi,v. This proves the theorem in
the case di,v = 1 for all i and v. The general case follows easily from this case,
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however, by applying this case of the theorem to the divisors
lcmj,v{dj,v}
di,v
Di,v and
lcmj,v{dj,v}A. 
6. Schmidt’s Theorem for quadratic points in the plane
We begin with a Diophantine approximation result for curves in the projective
plane.
Theorem 6.1. Let S be a finite set of places of a number field k. Let L1, . . . , Lq be
distinct lines over k in P2 in m-subgeneral position. Let D =
∑q
i=1 Li. Let ǫ > 0.
Let C be a projective curve in P2.
(a) The inequality
(19) mD,S(P ) < (2δm+ ǫ)h(P ) +O(1)
holds for all points P ∈ C(k) \ SuppD ⊂ P2 satisfying [k(P ) : k] ≤ δ.
(b) If C is not a line, the inequality
(20) mD,S(P ) < ((m+ 1)δ + ǫ)h(P ) +O(1)
holds for all points P ∈ C(k) \ SuppD ⊂ P2 satisfying [k(P ) : k] ≤ δ.
In the proof, we will use the following generalization of Wirsing’s theorem proven
by Song and Tucker [27] based on an inequality of Vojta [33].
Theorem 6.2 (Song-Tucker). Let C be a nonsingular curve defined over a number
field k. Let A be an ample divisor on C and D a reduced effective divisor on C,
both defined over k. Let S be a finite set of places of k. Let δ be a positive integer
and let ǫ > 0. Then
(21) mD,S(P ) ≤ (2δ + ǫ)hA(P ) +O(1)
for all points P ∈ C(k) \ SuppD with [k(P ) : k] ≤ δ.
Proof of Theorem 6.1. Let C be a curve in P2. Let d = degC. Let C˜ be a normal-
ization of C and let φ : C˜ → P2 denote the composition of the normalization map
C˜ → C with the inclusion map of C into P2.
We first prove part (a). The intersection multiplicity of C and D at any point is
at most md. So φ∗D ≤ mdE where E is an effective reduced divisor on C˜. Then
for any point A on C˜, we have
mD,S(φ(P )) ≤ mdmE,S(P ) +O(1),
dhA(P ) ≤ (1 + ǫ)h(φ(P )) +O(1)
for all P ∈ C˜(k)\SuppE. Since by Theorem 6.2, mE,S(P ) ≤ (2δ+ ǫ)hA(P )+O(1)
for all P ∈ C˜(k) \ SuppE satisfying [k(P ) : k] ≤ δ, equation (19) follows.
We now prove part (b). Let Q ∈ C(k) ⊂ P2. Let π : X → P2 be the blow-up of
P2 at Q with exceptional curve E, and let C′ and D′ denote the strict transforms
of C and D, respectively. Let ψ : C˜ → X denote the natural induced map. Let
Q′ ∈ C′(k) be a point lying above Q. Then
(22)
∑
Q˜∈C˜
ψ(Q˜)=Q′
ordQ˜(φ
∗D) = (C′.π∗D)Q′ .
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We first show that
(23) (C′.π∗D)Q′ ≤ d+ (m− 1)(C
′.E)Q′ .
Let µP (C) denote the multiplicity of C at P . Suppose that Q
′ 6∈ SuppD′. Since
π∗D = D′+ lE for some l ≤ m, where l is the number of lines Li meeting at Q, we
have (C′.π∗D)Q′ = l(C
′.E)Q′ . It is a standard fact that
(24) C′.E =
∑
Q′∈C′
(C′.E)Q′ = µQ(C) ≤ d.
So
(C′.π∗D)Q′ ≤ (C
′.E)Q′ + (l − 1)(C
′.E)Q′ ≤ d+ (m− 1)(C
′.E)Q′
and (23) holds. If Q′ is in the support of D′, then since distinct lines intersect
transversally, there is a unique line Li, i ∈ {1, . . . , q}, such that the strict transform
L′i contains Q
′. We have (C′.π∗Li)Q′ ≤ d. Since Q′ 6∈ L′j , j 6= i, we compute
(C′.π∗D)Q′ = (C
′.π∗Li)Q′ + (l − 1)(C
′.E)Q′ ≤ d+ (m− 1)(C
′.E)Q′
and (23) again holds.
Let µ = max{µQ(C) | Q ∈ C(k)}. Let P ∈ C(k) be a point with µP (C) = µ.
Let µ′ = max{µQ(C) | Q ∈ C(k) \ {P}} (we may have µ′ = µ). Then from (22),
(23), and (24), if φ(Q˜) = Q 6= P , then
ordQ˜(φ
∗D) ≤ d+ (m− 1)µ′.
For points Q˜ with φ(Q˜) = P we have∑
Q˜∈C
φ(Q˜)=P
max{ordQ˜(φ
∗D)− d, 0} =
∑
Q′∈C′
π(Q′)=P
∑
Q˜∈C
ψ(Q˜)=Q′
max{ordQ˜(φ
∗D)− d, 0}
≤
∑
Q′∈C′
π(Q′)=P
(m− 1)(C′.E)Q′ ≤ (m− 1)(C.E)
≤ (m− 1)µ.
It follows that we may write
φ∗D ≤ (d+ (m− 1)µ′)F +G,
where F is a reduced effective divisor on C˜ and G is an effective divisor on C˜
satisfying
degG ≤ (m− 1)(µ− µ′).
Since C is not a line, µQ(C) + µQ′(C) ≤ d for any distinct Q,Q′ ∈ C (look at
the intersection number with the line through Q and Q′). So µ + µ′ ≤ d and
degG ≤ (m− 1)(d− 2µ′). Let A be a point on C˜. By Theorem 6.2,
mF,S(P ) < (2δ + ǫ)hA(P ) +O(1)
for all P ∈ C˜(k) \ SuppF satisfying [k(P ) : k] ≤ δ. We also have the bound
mG,S(P ) < (degG+ ǫ)hA(P ) +O(1)
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for all P ∈ C˜(k) \ SuppG. Furthermore, h(φ(P )) ≥ (d− ǫ)hA(P ) +O(1). So
mφ∗D,S(P ) ≤ (d+ (m− 1)µ
′)mF,S(P ) +mG,S(P ) +O(1)
≤ ((d+ (m− 1)µ′)(2δ) + (m− 1)(d− 2µ′) + ǫ)hA(P ) +O(1)
≤ (2dδ + (m− 1)((2δ − 2)µ′ + d) + ǫ)hA(P ) +O(1)
for all P ∈ C˜(k) \ Supp φ∗D satisfying [k(P ) : k] ≤ δ. Since µ′ ≤ d2 ,
mD,S(φ(P )) = mφ∗D,S(P ) +O(1) ≤ (2dδ + (m− 1)dδ + ǫ)hA(P ) +O(1)
≤ ((m+ 1)δd+ ǫ)hA(P ) +O(1) ≤ ((m+ 1)δ + ǫ
′)h(φ(P )) +O(1),
for all P ∈ C˜(k) \ Supp φ∗D satisfying [k(P ) : k] ≤ δ, where ǫ′ → 0 as ǫ→ 0. 
We now prove the main result of this section.
Theorem 6.3. Let S be a finite set of places of a number field k. Let L1, . . . , Lq
be lines over k in P2 in general position. Let D =
∑q
i=1 Li and let ǫ > 0.
(a) There exists a finite union of lines Z ⊂ P2 such that the inequality
(25) mD,S(P ) =
∑
v∈S
∑
w∈Mk(P )
w|v
q∑
i=1
λLi,w(P ) <
(
15
2
+ ǫ
)
h(P ) +O(1)
holds for all P ∈ P2(k) \ Z satisfying [k(P ) : k] ≤ 2.
(b) The inequality
(26) mD,S(P ) =
∑
v∈S
∑
w∈Mk(P)
w|v
q∑
i=1
λLi,w(P ) < (8 + ǫ)h(P ) +O(1)
holds for all P ∈ P2(k) \ SuppD satisfying [k(P ) : k] ≤ 2.
It follows easily from Wirsing’s theorem that the set Z in part (a) may be taken
to consist of the lines L1, . . . , Lq together with the finite set of lines in P
2 that pass
through four distinct intersection points of the lines L1, . . . , Lq.
Proof. We first note that part (b) follows from part (a) and Theorem 6.1(a).
We now prove part (a). Let Sym2 P2 denote the symmetric square of P2. We
have a natural map ψ : P2×P2 → Sym2 P2. Let πi : P2× P2 → P2, i = 1, 2, denote
the projection on to the ith factor. For a line L ⊂ P2, let L(2) denote the divisor
ψ∗π
∗
1L on Sym
2 P2. Let D(2) =
∑q
i=1 L
(2)
i , a divisor on Sym
2 P2. By the same
proof as for the inequality C′(δ, l,m, n) ≤ B′(l, δm, δn) in Theorem 4.1, to prove
part (a) it suffices to prove the inequality
mD(2),S(P ) <
(
15
2
+ ǫ
)
hL(2)(P ) +O(1)
for all P ∈ Sym2 P2(k)\ (Y ∪SuppD(2)) for some finite union of curves Y , where L
is any line in P2. Actually, this only gives part (a) with Z a finite union of curves,
but the additional fact that Z can be taken to consist only of lines follows from
Theorem 6.1(b) as 15/2 ≥ 6. Since at most four divisors L
(2)
i meet at a point,
any point P ∈ Sym2 P2(k) can be v-adically close to at most four divisors L
(2)
i . It
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follows that for any point P ∈ Sym2 P2(k) \ SuppD(2), for some choice of divisors
Li,v ∈ {L1, . . . , Lq} (depending on P ) we have
mD(2),S(P ) ≤
∑
v∈S
4∑
i=1
λ
L
(2)
i,v ,v
(P ) +O(1).
Thus, it suffices to show that for any choice of Li,v (L1,v, . . . , L4,v distinct for fixed
v ∈ S),
(27)
∑
v∈S
4∑
i=1
λ
L
(2)
i,v ,v
(P ) <
(
15
2
+ ǫ
)
hL(2)(P ) +O(1)
for all P ∈ Sym2 P2(k) \ (Y ∪ SuppD(2)) for some finite union of curves Y .
We first show that (27) holds outside a setW , of a certain form, with dimW ≤ 2.
To accomplish this we will use the Subspace Theorem applied appropriately to a
certain embedding of Sym2 P2 in P5. Specifically, consider P2×P2 with coordinates
(x, y, z)× (x˜, y˜, z˜) and the morphism P2 × P2 → P5 given by (x, y, z)× (x˜, y˜, z˜) 7→
(xx˜, yy˜, zz˜, xy˜+x˜y, xz˜+x˜z, yz˜+y˜z). This induces an embedding φ : Sym2 P2 →֒ P5.
In fact, this is just the embedding associated to the linear system |L(2)|.
We will need the following elementary lemma.
Lemma 6.4. Let l1, . . . , l6 be linear forms in k[x, y, z]. Let Pi ∈ P2, i = 1, . . . , 6,
denote the point dual to li (ax + by + cz 7→ (a, b, c) ∈ P2). The polynomials
li(x, y, z)li(x˜, y˜, z˜), i = 1, . . . , 6, are linearly dependent over k if and only if the
points P1, . . . , P6 lie on some (possibly reducible) conic in P
2. In particular, for
any five distinct linear forms l1, . . . , l5, such that no four of the corresponding lines
L1, . . . , L5 ⊂ P2 meet at a point, the polynomials li(x, y, z)li(x˜, y˜, z˜), i = 1, . . . , 5,
are linearly independent.
Proof. Let li(x, y, z) = aix+biy+ciz. Expanding each polynomial li(x, y, z)li(x˜, y˜, z˜)
and writing down the coefficients of xx˜, yy˜, zz˜, xy˜+ x˜y, xz˜ + x˜z, yz˜+ y˜z, we obtain
an associated matrix M with ith row given by (a2i , b
2
i , c
2
i , aibi, aici, bici). The poly-
nomials li(x, y, z)li(x˜, y˜, z˜), i = 1, . . . , 6, are linearly dependent over k if and only if
M has a nontrivial nullspace. Now we note that the vector (d1, . . . , d6)
T is in the
right null-space if and only if the conic d1x
2 + d2y
2 + d3z
2 + d4xy + d5xz + d6yz
contains the six points P1, . . . , P6.
For the last statement of the lemma, note that the assumption implies that no
four of the dual points P1, . . . , P5 are collinear. Since in this case there is a unique
conic through P1, . . . , P5, there is a sixth point P6 such that P1, . . . , P6 do not
lie on any conic. It follows that li(x, y, z)li(x˜, y˜, z˜), i = 1, . . . , 5, must be linearly
independent. 
We now show that (27) holds outside a set W = φ−1(W ′), where W ′ ⊂ P5 is a
finite union of linear spaces of dimension three. This will be a consequence of the
following lemma.
Lemma 6.5. Let H1, . . . , Hq be hyperplanes in P
5, defined over k, such that the in-
tersection of any five of the hyperplanes is a point. For each v ∈ S, let H1,v, . . . , H4,v ⊂
{H1, . . . , Hq} be four distinct hyperplanes. Let ǫ > 0. Then
∑
v∈S
4∑
i=1
λHi,v ,v(P ) <
(
15
2
+ ǫ
)
h(P ) +O(1)
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for all P ∈ P5(k)\W ′, where W ′ ⊂ P5 is a finite union of linear spaces of dimension
three.
Proof. From Schmidt’s theorem, it is immediate that
∑
v∈S
4∑
i=1
λHi,v ,v(P ) < (6 + ǫ)h(P ) +O(1)
for all P ∈ P5(k) outside a finite union of hyperplanes over k. Let X ∼= P4 ⊂ P5 be
a hyperplane in P5 not equal to any Hi, i = 1, . . . , q. We will identify X with P
4.
Then it suffices to show that the inequality
∑
v∈S
4∑
i=1
λHi,v |X ,v(P ) <
(
15
2
+ ǫ
)
h(P ) +O(1)
holds for all P ∈ P4(k) outside a finite union of hyperplanes in P4 ∼= X . This
inequality follows trivially if q ≤ 7, so we may suppose that q > 7. Let H ′i = Hi|X .
We consider two cases:
Case I: All of the hyperplanes H ′i are distinct.
Let r, s, t, u be distinct elements of {1, . . . , q}. Then we first claim that there
is at most one three-element subset I ⊂ {r, s, t, u} such that dimi∈I H ′i 6= 1. On
the contrary, suppose that, without loss of generality, dimH ′r ∩ H
′
s ∩ H
′
t > 1 and
dimH ′r∩H
′
s∩H
′
u > 1. Since H
′
r 6= H
′
s by assumption, dimH
′
r∩H
′
s = 2. Thus, H
′
t ⊃
(H ′r∩H
′
s) andH
′
u ⊃ (H
′
r∩H
′
s). But then this implies that dimH
′
r∩H
′
s∩H
′
t∩H
′
u = 2,
which contradicts the assumption that the intersection of any five hyperplanes in
{H1, . . . , Hq} is a point.
For v ∈ S, if the hyperplanes H ′1,v, H
′
2,v, H
′
3,v, H
′
4,v are not in general position,
then we assume that the hyperplanes are ordered so that dim∩3i=1H
′
i,v = 2. Note
that for j = 1, 2, 3, the hyperplanesH ′i,v, i ∈ {1, 2, 3, 4}\{j}, are in general position.
Then using the Subspace Theorem for P4 three times, we find
3∑
j=1
∑
v∈S
∑
i∈{1,2,3,4}\{j}
λH′
i,v
,v(P ) < (15 + ǫ)h(P ) +O(1)
for all P ∈ P4(k) outside a finite union of hyperplanes. Since for P ∈ P4(k)\∪qi=1H
′
i,
3∑
j=1
∑
v∈S
∑
i∈{1,2,3,4}\{j}
λH′
i,v
,v(P ) > 2
∑
v∈S
4∑
i=1
λH′
i,v
,v(P ),
we obtain
∑
v∈S
4∑
i=1
λH′i,v ,v(P ) <
(
15
2
+ ǫ
)
h(P ) +O(1)
for all P ∈ P4(k) outside a finite union of hyperplanes, as desired.
Case II: H ′m = H
′
n for some m 6= n
22 AARON LEVIN
Since any five distinct hyperplanes in {H1, . . . , Hq} intersect in a point, it follows
that for any subset {i, j, k} ⊂ {1, . . . , q} with {m,n} 6⊂ {i, j, k}, H ′i, H
′
j , H
′
k are in
general position. For j = 1, 2, 3, 4, define
Hj,v =
{
{H1,v, H2,v, H3,v, H4,v} \ {Hj,v} if {Hm, Hn} 6⊂ {H1,v, H2,v, H3,v, H4,v},
{H1,v, H2,v, H3,v, H4,v} \ {Hn} if {Hm, Hn} ⊂ {H1,v, H2,v, H3,v, H4,v}.
Then using the Schmidt Subspace Theorem four times and summing, we find
that
4∑
j=1
∑
v∈S
∑
H∈Hj,v
λH′,v(P ) < (20 + ǫ)h(P ) + O(1)
for all P ∈ P4(k) outside a finite union of hyperplanes. From the definitions, for all
P ∈ P4(k) \ ∪qi=1H
′
i,
4∑
j=1
∑
v∈S
∑
H∈Hj,v
λH′,v(P ) > 3
∑
v∈S
4∑
i=1
λH′i,v ,v(P )− 2
∑
v∈S
λH′n,v(P ) +O(1)
> 3
∑
v∈S
4∑
i=1
λH′
i,v
,v(P )− 2h(P ) +O(1).
Combining these equations appropriately, we find that
∑
v∈S
4∑
i=1
λH′
i,v
,v(P ) <
(
22
3
+ ǫ
)
h(P ) +O(1) <
(
15
2
+ ǫ
)
h(P ) +O(1)
for all P ∈ P4(k) outside a finite union of hyperplanes. 
A polynomial f ∈ Q[x, y, z, x˜, y˜, z˜] that is homogeneous in the variables x, y, z
and the variables x˜, y˜, z˜ and invariant under interchanging x, y, z with x˜, y˜, z˜, nat-
urally defines a closed subset of Sym2 P2. More generally, if a system of poly-
nomial equations defines a closed subset Z of P2 × P2, then on Sym2 P2 we will
say that the system of polynomial equations defines the closed subset ψ(Z), where
ψ : P2 × P2 → Sym2 P2 is the canonical map. If L ⊂ P2 is defined by a lin-
ear form l, then L(2) is defined by l(x, y, z)l(x˜, y˜, z˜), and L(2) = φ∗H for an ap-
propriate hyperplane H ⊂ P5. Let H1, . . . , Hq be hyperplanes in P5 such that
L
(2)
i = φ
∗Hi, i = 1, . . . , q. By Lemma 6.4, since L1, . . . , Lq are in general position,
for any five distinct lines Li1 , . . . , Li5 ⊂ {L1, . . . , Lq}, the corresponding polyno-
mials lij (x, y, z)lij (x˜, y˜, z˜), j = 1, . . . , 5, are linearly independent, or equivalently,
any five distinct hyperplanes in {H1, . . . , Hq} intersect in a single point. Then by
Lemma 6.5,
∑
v∈S
4∑
i=1
λ
L
(2)
i,v ,v
(P ) =
∑
v∈S
4∑
i=1
λHi,v ,v(φ(P )) +O(1)
<
(
15
2
+ ǫ
)
h(φ(P )) +O(1)
<
(
15
2
+ ǫ
)
hL(2)(P ) +O(1),
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for all P ∈ Sym2 P2(k) \W , where W = φ−1(W ′) and W ′ ⊂ P5 is a finite union of
linear spaces of dimension three.
Since it’s easily seen that for W = φ−1(W ′) as above, dimW = 2, we have now
reduced the problem to showing that (27) holds outside a finite union of curves for
rational points on certain surfaces in Sym2 P2. More specifically, let V ⊂ Sym2 P2
be a surface that is an irreducible component of φ−1(W ′), where W ′ is some linear
subspace of P5 of codimension two. We may assume that V is defined over k, since
otherwise V (k) will lie in a finite union of curves in V . We also assume that V is
not contained in the support of any divisor L
(2)
i . Let Di = L
(2)
i |V , Di,v = L
(2)
i,v |V ,
and A = L(2)|V . Then we need to show that
∑
v∈S
4∑
i=1
λDi,v ,v(P ) <
(
15
2
+ ǫ
)
hA(P ) +O(1)
for all P ∈ V (k) \ Y for some finite union of curves Y . We begin by showing that
this inequality must hold if not too many of the divisors Di,v share components.
Lemma 6.6. Suppose that for all v ∈ S, no three of the divisors Di,v, i = 1, . . . , 4,
have a common component. Let ǫ > 0. Then there exists a finite union of curves
Y in V such that
∑
v∈S
4∑
i=1
λDi,v ,v(P ) <
(
36
5
+ ǫ
)
hA(P ) +O(1)
for all P ∈ V (k) \ Y .
Proof. As in the proof of Theorem 5.1, by using the normalization of V and func-
toriality, we easily reduce to the case that V is a normal surface.
We have, for v ∈ S,
∑
i,j
i6=j
lcm(Di,v, Dj,v) =
∑
i,j
i6=j
Di,v+Dj,v−gcd(Di,v, Dj,v) = 6
4∑
i=1
Di,v−
∑
i,j
i6=j
gcd(Di,v, Dj,v).
Since no three of the divisors Di,v, i = 1, . . . , 4, have a common component, it
follows that for fixed i, ∑
j
j 6=i
gcd(Di,v, Dj,v) ≤ Di,v.
So ∑
i,j
i6=j
gcd(Di,v, Dj,v) ≤
4∑
i=1
Di,v.
Then ∑
i,j
i6=j
lcm(Di,v, Dj,v) ≥ 5
4∑
i=1
Di,v.
.
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Translating this information into an inequality of Weil functions and using (15)
multiple times, we obtain that for some finite union of curves Y ,
5
∑
v∈S
4∑
i=1
λDi,v ,v(P ) ≤
∑
v∈S
∑
i,j
i6=j
λlcm(Di,v ,Dj,v),v(P ) < (36 + ǫ)hA(P )
for all P ∈ V (k) \ Y . 
By Lemma 6.6, we may assume from now on that there exist three divisors Di
that share a component. After reindexing and choosing coordinates appropriately,
we may assume that the three divisors are D1, D2, and D3, that L1, L2, and L3
are defined by x = 0, y = 0, z = 0, respectively (so D1, D2, D3 are defined on V ⊂
Sym2 P2 by xx˜ = 0, yy˜ = 0, zz˜ = 0, respectively), and that a common irreducible
component of the three divisors is the curve C ⊂ Sym2 P2 defined by the equation
x = y = z˜ = 0. So V ⊂ φ−1(W ′) is a surface in Sym2 P2 containing the curve C.
It follows that V is an irreducible component of a closed set W ⊂ Sym2 P2 defined
by f = g = 0 with f and g two polynomials of the form
f = f1xx˜+ f2yy˜ + f3zz˜ + f4(xy˜ + yx˜),
g = g1xx˜+ g2yy˜ + g4(xy˜ + yx˜),
where fi, gi ∈ k, i = 1, 2, 3, 4. We consider various cases depending on the form of
f and g.
Case I: f3 = 0
We have
f = (f1x˜+ f4y˜)x+ (f4x˜+ f2y˜)y,
g = (g1x˜+ g4y˜)x+ (g4x˜+ g2y˜)y.
Let
(f1x+ f4y)(g4x+ g2y)− (f4x+ f2y)(g1x+ g4y) = l1(x, y)l2(x, y).
The equation f = g = 0 implies that either x = y = 0 or l1(x˜, y˜)l2(x˜, y˜) = 0.
Similarly, it also implies that either x˜ = y˜ = 0 or l1(x, y)l2(x, y) = 0. It follows
easily that W has two irreducible components. One of the irreducible components
is defined by x = y = 0 in Sym2 P2. The other irreducible component is defined
by l1(x, y) = l2(x˜, y˜) = 0 in Sym
2 P2. The curve C : x = y = z˜ = 0 only belongs
to the component defined by x = y = 0. However, this irreducible component is
contained in the support of L
(2)
1 , and hence is excluded from our analysis.
Case II: g = l(x, y)l(x˜, y˜) for some linear form l and f3 6= 0
Let W be the variety in P2 × P2 defined by f = l(x, y) = 0. The map ψ induces
a surjective morphism (that we will again denote by ψ) ψ :W → V that is injective
outside the closed subset defined by f = l(x, y) = l(x˜, y˜) = 0. We will consider
ψ∗Di = Fi + F˜i, where Fi = (Li × P2) ∩W and F˜i = (P2 × Li) ∩W . Let L ⊂ P2
be the line defined by l(x, y) = 0. We have two projection maps π1 : W → L ∼= P1
and π2 :W → P
2 induced by the two natural projections on P2 × P2.
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Note that f1xx˜ + f2yy˜ + f4(xy˜ + yx˜) is not a multiple of g since this would
imply that V is contained in the closed subset of Sym2 P2 defined by zz˜ = 0, i.e.,
V ⊂ SuppL
(2)
3 . Let P = (x˜0, y˜0, 0) be the unique point in P
2 such that when f is
evaluated at (x˜, y˜, z˜) = (x˜0, y˜0, 0), the result is a scalar multiple of l(x, y). Then π2
is an isomorphism above P2 \ {P} and π−12 (P ) = L × {P}
∼= P1. In fact, the map
π2 realizes W as the blow-up of P
2 at P . The map π1 gives W as a rational ruled
surface.
Since the lines Li are in general position, it follows that aside from the line
L3 given by z = 0, there is at most one other line Lj passing through P . We
will consider the case where Lj 6= L1, L2 (the cases Lj = L1 and Lj = L2 are
very similar). In this case, without loss of generality (adding an appropriate line if
necessary), we can assume that the line L4 contains the point P .
Let r, s, t, u ∈ {1, . . . , q} be distinct. Since L1, . . . , Lq are in general position,
there exists a partition {r, s, t, u} = {i1, i2} ∪ {i3, i4} such that Li1 ∩ Li2 ∩ L =
∅, Li3 ∩ Li4 ∩ L = ∅, and {i1, i2}, {i3, i4} 6= {3, 4}.
Suppose first that {i1, i2} ∩ {3, 4} = ∅. Then we claim that ψ
∗Di1 and ψ
∗Di2
have no components in common. First, from the definitions it follows that for all
i, Fi = π
∗
1(L ∩ Li) and F˜i = π
∗
2Li. Since Li1 ∩ Li2 ∩ L = ∅, Fi1 and Fi2 have no
component in common. Note that Fi ∼= P1 is irreducible for all i and if i 6= 3, 4,
then F˜i is irreducible since P 6∈ Li. More precisely, since F˜i = π
∗
2Li, if i 6= j
then F˜i and F˜j can share a component only in the case {i, j} = {3, 4}, in which
case they share the exceptional divisor E (with respect to the map π2). Thus
F˜i1 and F˜i2 do not have a component in common. Finally, note that for any i,
π2(Fi) is a line containing P . So Fi and F˜j do not have a component in common
if {i, j}∩ {3, 4} = ∅. It follows that ψ∗Di1 and ψ
∗Di2 do not have any components
in common.
Suppose now that, say, {i1, i2} = {3, i}. The same argument as above shows that
Fi and F3 have no common component, F˜i and F˜3 have no common component,
and F˜i and F3 have no common component. However, it may happen that Fi and
F˜3 have a component in common. We have F˜3 = L
′
3 + E, where L
′
3 is the strict
transform of L3 (with respect to the map π2) and L
′
3 may be a common component
of Fi and F˜3. A similar conclusion holds if 4 ∈ {i1, i2}.
It follows from the above that gcd(ψ∗Di1 , ψ
∗Di2)+gcd(ψ
∗Di3 , ψ
∗Di4) ≤ L
′
3+L
′
4.
Using this fact and applying (15) twice, we find that
∑
v∈S
4∑
i=1
λψ∗Di,v ,v(P )−mL′3,S(P )−mL′4,S(P ) < (6 + ǫ)hψ∗A(P ) + O(1)
for all P ∈ W (k) outside a finite union of curves. Note that ψ∗A − L′3 − L
′
4 ∼ E,
which is effective. So
mL′3,S(P ) +mL′4,S(P ) < hL′3(P ) + hL′4(P ) +O(1) < hψ∗A(P ) +O(1)
for all P ∈W (k) \ (E ∪ L′3 ∪ L
′
4). Then
∑
v∈S
4∑
i=1
λψ∗Di,v ,v(P ) < (7 + ǫ)hψ∗A(P ) +O(1)
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for all P ∈ W (k) outside a finite union of curves. Since ψ is birational, using
functoriality we obtain that
∑
v∈S
4∑
i=1
λDi,v ,v(P ) < (7 + ǫ)hA(P ) +O(1),
for all P ∈ V (k) outside a finite union of curves as was to be shown.
Case III: The general case (not Case I or Case II).
Consider W = ψ−1(V ) ⊂ P2 × P2 and the projection on to the first factor
π1 :W → P2. The map π1 is one-to-one above (x, y, z) unless the matrix(
f1x+ f4y f4x+ f2y f3z
g1x+ g4y g4x+ g2y 0
)
has rank one. Since we are not in Case I or Case II, g1x + g4y and g4x + g2y are
linearly independent and f3 6= 0. This implies that π1 is one-to-one above (x, y, z)
unless x = y = 0 or z = (f1x + f4y)(g4x + g2y) − (f4x + f2y)(g1x + g4y) = 0.
Similarly, the projection onto the second factor π2 : W → P2 is one-to-one above
(x˜, y˜, z˜) unless x˜ = y˜ = 0 or z˜ = (f1x˜+f4y˜)(g4x˜+g2y˜)−(f4x˜+f2y˜)(g1x˜+g4y˜) = 0.
We assume now that z = 0, (f1x+ f4y)(g4x+ g2y)− (f4x+ f2y)(g1x+ g4y) = 0,
defines two distinct points (the case where it defines a single point is even easier).
After possibly extending k, we can assume without loss of generality that the two
points are k-rational. Let P = (0, 0, 1) ∈ P2 and let Q,R ∈ P2 be the two distinct
points defined by z = 0, (f1x+ f4y)(g4x+ g2y)− (f4x+ f2y)(g1x+ g4y) = 0. Since
the lines Li are in general position, aside from the line L3 given by z = 0, there is
at most one line Lj passing through Q and at most one line Lk passing through R.
We will prove the case {Lj, Lk} ∩ {L1, L2} = ∅ (the case {Lj, Lk} ∩ {L1, L2} 6= ∅
being almost entirely similar). Then we may assume, without loss of generality,
that the line L4 contains Q and the line L5 contains R (we may add such lines to
{L1, . . . , Lq} if they don’t exist).
We claim that:
(a) For i ≥ 6, no divisor Di has a component in common with any other divisor
Dj , j 6= i.
(b) D3 has components in common with each Di, i ≤ 5.
(c) D1, D2, and D3 all have a component in common.
(d) If 1 ≤ i < j ≤ 5 and Di and Dj are not as in (b) or (c), then Di and Dj
have no components in common.
We will consider the projections of ψ∗Di = Ei+E˜i, where Ei = (Li×P2)∩W and
E˜i = (P
2 × Li) ∩W . We first note that π1(Ei) = Li and π2(E˜i) = Li. Recall that
π1 and π2 are isomorphisms above P
2 \{P,Q,R} (in fact, π1 and π2 both realizeW
as the blow-up of P2 at the three points P,Q, and R; the map π2 ◦ π
−1
1 is a plane
Cremona transformation). In particular, it follows that for i ≥ 6, Ei and E˜i are
irreducible. For two points P1, P2 ∈ P2, let LP1P2 denote the line through P1 and
P2. Then we claim that π
−1
1 (P ) = {P} × LQR = {P} × L3, π
−1
1 (Q) = {Q} × LPR,
and π−11 (R) = {R} × LPQ. From the definitions of P,Q, and R, it’s clear that
π−11 (P ), π
−1
1 (Q), and π
−1
1 (R) are all of the form {pt} × L for some point pt and
some line L. Then a direct calculation using the relevant equations shows that
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(P,Q), (P,R), (Q,R) ∈W , and our claim follows. Note that
π−11 (P ) ∩ E˜i = ({P} × LQR) ∩ (P
2 × Li) = {P} × (LQR ∩ Li) 6= ∅.
Similarly, π−11 (T ) ∩ E˜i 6= ∅ for T ∈ {P,Q,R} and so P,Q,R ∈ π1(E˜i) for all i (in
fact, for i ≥ 6, π1(E˜i) is an irreducible conic containing P,Q, and R). Therefore,
π1(E˜i) 6⊂ π1(Ej) for i 6= j. Since we also have π1(Ei) 6⊂ π1(Ej), i 6= j, this implies
that if i ≥ 6 and i 6= j, then ψ∗Di and ψ∗Dj have no irreducible components in
common. Part (a) follows. The divisors E1, E2, E˜3 share the component x = y =
z˜ = 0. The divisors E3 and E4 share the component π
−1
1 (Q) and E3 and E5 share
the component π−11 (R). This proves (b) and (c). By the same argument as for (a),
one sees that D4 doesn’t share components with D1, D2, or D5, and similarly D5
doesn’t share components with D1 or D2.
Now, if we exclude the divisor D3, then only D1 and D2 share a component. It
follows that for any distinct r, s, t, u ∈ {1, . . . , q}, there is a partition {r, s, t, u} =
{i1, i2}∪{i3, i4}, such that lcm(Di1 , Di2)+lcm(Di3 , Di4) ≥ Di+Dj+Dk+Dl−D3.
Appropriately applying (15) twice, we then obtain
∑
v∈S
4∑
i=1
λDi,v ,v(P )−mD3,S(P ) < (6 + ǫ)hA(P ) +O(1)
for all P ∈ V (k) outside a finite union of curves. Since
mD3,S(P ) < hD3(P ) +O(1) = hA(P ) +O(1),
we find that ∑
v∈S
4∑
i=1
λDi,v ,v(P ) < (7 + ǫ)hA(P ) +O(1).
for all P ∈ V (k) outside a finite union of curves.

7. Conjectures
In this section we discuss some conjectural Schmidt-Wirsing type inequalities and
some related examples. For simplicity, we state conjectures only for hyperplanes in
general position in projective space. This special case seems representative and is
likely to be quite difficult already.
We now state the main conjecture, which as noted below is not essentially new.
Conjecture 7.1. Let S be a finite set of places of a number field k. Let H1, . . . , Hq
be hyperplanes over k in Pn in general position. Let D =
∑q
i=1Hi. Let δ be a
positive integer and let ǫ > 0.
(a) There exists a proper Zariski-closed subset Z ⊂ Pn such that the inequality
mD,S(P ) < (2δ + n− 1 + ǫ)h(P ) +O(1)
holds for all P ∈ Pn(k) \ Z satisfying [k(P ) : k] ≤ δ.
(b) The inequality
mD,S(P ) < (2δn+ ǫ)h(P ) +O(1)
holds for all P ∈ Pn(k) \ SuppD satisfying [k(P ) : k] ≤ δ.
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Part (a) of the conjecture follows easily from Vojta’s conjecture, which in this
context states that there exists a proper Zariski-closed subset Z ⊂ Pn such that
(28) mD,S(P ) < (n+ 1 + ǫ)h(P ) + d(P ) +O(1)
for all P ∈ Pn(k) \ Z satisfying [k(P ) : k] ≤ δ. Here d(P ) = 1[Q(P ):Q] log |DQ(P )/Q|,
where Dk/Q denotes the absolute discriminant of k. Part (a) now follows from (28)
and an inequality of Silverman [25] that states that
d(P ) ≤ (2δ − 2)h(P ) +O(1)
for all points P ∈ Pn(k) satisfying [k(P ) : k] ≤ δ. Part (b) of the conjecture was
conjectured by Ru (Conjecture 4.4 of [15] with l = 1).
We now give some examples related to the conjecture. Let δ be a positive integer.
We will repeatedly use the fact that for any 2δ points P1, . . . , P2δ ∈ P1(k) and any
finite set of places S of k containing the archimedean places with |S| ≥ 2, there
exists an infinite set of points R ⊂ {P ∈ P1(k) | [k(P ) : k] ≤ δ} that is S-integral
with respect to P1, . . . , P2δ, i.e., for each i,
mPi,S(P ) = h(P ) +O(1), ∀P ∈ R,
or equivalently,
2δ∑
i=1
mPi,S(P ) = 2δh(P ) +O(1), ∀P ∈ R.
Explicitly, if φ : P1 → P1 is a morphism over k satisfying φ∗(0) =
∑δ
i=1 Pi and
φ∗(∞) =
∑2δ
i=δ+1 Pi, then we may take R = φ
−1(O∗k,S), identifying O
∗
k,S ⊂ A
1 ⊂ P1
in the usual way.
We first give an example showing that, in contrast to the Schmidt Subspace
Theorem, one must allow varieties other than hyperplanes in the exceptional set Z
in part (a).
Example 7.2. Let L1, . . . , L8 ⊂ P2 be lines over a number field k in general
position and C a conic over k in P2 such that C contains Li ∩ Li+4, i = 1, 2, 3, 4,
and Li is tangent to C for i = 1, 2, 3, 4. Let {Pi} = Li∩C = Li+4∩C, i = 1, 2, 3, 4.
Let S be a finite set of places of k containing the archimedean places and satisfying
|S| ≥ 2. Then the conic C contains an infinite set of quadratic points R that are
S-integral with respect to P1, . . . , P4, that is,
4∑
i=1
mPi,S(P ) = 4hQ(P ) +O(1)
and [k(P ) : k] ≤ 2 for all P ∈ R, where Q is some k-rational point on C. Let
ι : C → P2 be the inclusion morphism. Then for all P ∈ R,
8∑
i=1
mLi,S(ι(P )) =
8∑
i=1
mι∗Li,S(P ) = 3
4∑
i=1
mPi,S(P ) = 12hQ(P ) +O(1).
Since h(ι(P )) = 2hQ(P ) +O(1) for all P ∈ C(k), we find that
8∑
i=1
mLi,S(ι(P )) = 6h(ι(P )) +O(1)
for all P ∈ R. It follows that C must be in the exceptional set Z in Conjecture 7.1
(a) for the lines L1, . . . , L8 and δ = 2.
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We now give examples showing that the quantities 2δ + n − 1 and 2δn in the
conjectures cannot be replaced by any smaller numbers.
Example 7.3. Let δ and n ≥ 2 be positive integers. Let H1, . . . , Hn+2δ−1 ⊂ Pn
be hyperplanes in general position over a number field k. Let {P} = ∩ni=1Hi and
let L be a line through P over k. Let ∪n+2δ−1i=1 (L ∩ Hi) = {P1, . . . , Pt}, where
t ≤ 2δ. Let S be a finite set of places of k containing the archimedean places
and satisfying |S| ≥ 2. Let R ⊂ P1(k) be an infinite set of points satisfying
mPi,S(P ) = h(P ) +O(1), i = 1, . . . , t, and [k(P ) : k] ≤ δ for all P ∈ R. Then
n+2δ−1∑
i=1
mHi,S(P ) = (n+ 2δ − 1)h(P ) +O(1)
for all P ∈ R. So there exist infinitely many lines L ⊂ Pn, with Zariski-dense union
in Pn, each containing infinitely many points P satisfying
n+2δ−1∑
i=1
mHi,S(P ) = (n+ 2δ − 1)h(P ) +OL(1)
and [k(P ) : k] ≤ δ. It follows that for any ǫ > 0, there exists a Zariski-dense set of
points P ∈ Pn(k) satisfying
n+2δ−1∑
i=1
mHi,S(P ) > (n+ 2δ − 1− ǫ)h(P )
and [k(P ) : k] ≤ δ.
Example 7.4. Let δ and n ≥ 2 be positive integers. Let H1, . . . , H2δn ⊂ Pn be
hyperplanes in general position over a number field k such that
⋂jn
i=(j−1)n+1Hi =
{Pj} consists of a single point for j = 1, . . . , 2δ, and P1, . . . , P2δ all lie on a line L
over k. Then by the same argument as in the previous example there exists a finite
set of places S of k and an infinite set of points R ⊂ L(k) ⊂ Pn(k) such that
2δn∑
i=1
mHi,S(P ) = 2δnh(P ) +O(1)
and [k(P ) : k] ≤ δ for all P in R.
In view of Example 7.2, one may also ask for a version of Conjecture 7.1 where
Z can be taken to be a finite union of hyperplanes. For P2, Theorem 6.1 suggests:
Conjecture 7.5. Let S be a finite set of places of a number field k. Let L1, . . . , Lq
be lines over k in P2 in general position. Let D =
∑q
i=1 Li. Let δ be a positive
integer and let ǫ > 0. There exists a finite union of lines Z ⊂ P2 such that the
inequality
mD,S(P ) < (3δ + ǫ)h(P ) + O(1)
holds for all P ∈ P2(k) \ Z satisfying [k(P ) : k] ≤ δ.
Example 7.2 shows that, at least for δ = 2, the quantity 3δ in the conjecture
cannot be replaced by a smaller number.
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