This paper examines the effects of monetary policy in Pakistan economy using a data rich environment. We used the Factor Augmented Vector Autoregressive (FAVAR) methodology, 
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Introduction
Economic growth and price stability are the primary goals of macroeconomic policies and monetary policy is a tool to achieve the objective of economic growth and stable prices. Does monetary policy affect the real economy (economic activity)? If so, what is the transmission mechanism by which these effects occur? These two questions are among the most important and controversial in macroeconomics (Bernanke and Blinder 1992) . Empirical estimation of the effects of monetary policy is another area of controversy among economists. Though now a consensus exist among economists that the long run effects of money fall entirely only on prices however the impact of monetary impulses on real variables in the short run is still open to debate (Walsh 2010) . The short run interaction among the monetary variables and real variables is of vital importance for the conduct of monetary policy and demands thorough investigation.
The vector autoregressive (VAR) approach and the structural vector autoregressive (SVAR) approach have been the standard approaches employed in the monetary policy analysis since 1992 (Sims 1992; Bernanke and Blinder 1992) . However, one of the major shortcomings of these standard VAR/SVAR models is that these are essentially low dimensional, i.e., the number of variables that can be included in the model is not too large i.e. usually less than 10 (Bernanke, Boivin and Eliasz 2005; Senbet, 2008; Blaes, 2009) To the best of our knowledge there are only few studies, focused on Pakistan, which measure the effects of monetary policy. Agha et al. (2005) used VAR to examine how shocks of monetary policy are transmitted to the real economy and conclude that bank lending is the most important channel of transmission in Pakistan. Khan (2008) estimate the impact of an unanticipated change in monetary policy on output and inflation using VAR and SVAR and conclude that transmission mechanism is much faster in case of consumer price index as compared to industrial production index. Hussain (2009) used VAR model to estimate the impact of monetary policy on inflation and output in Pakistan and concluded that exchange rate is a significant channel of monetary policy in controlling inflation and output. Javid and Munir (2011) employed SVAR model to measure the effects of monetary policy on prices, output, exchange rate and money supply and concluded that there is strong existence of price puzzle and exchange rate puzzle in Pakistan.
The studies that have analyzed the effects of monetary policy on macroeconomic variables in Pakistan have not used the FAVAR approach. An understanding of the effects of monetary policy on macroeconomic variables is crucial for the authorities to achieve the objectives of the policies i.e. high growth and stable prices. This study seeks to investigate the effects of monetary 3 policy on macroeconomic variables in Pakistan by using the FAVAR methodology proposed by Bernanke, Boivin and Eliasz (2005) .
The remainder of the study is organized in the following manner. Empirical literature on the effects of monetary policy is discussed in section 2. Methodology and data are described in section 3. The empirical results on the effects of monetary policy on macroeconomic variables are analyzed in section 4. Section5 contains concluding remarks and policy recommendation.
Empirical Literature
After the pioneered work of Sims (1980 Sims ( , 1992 and Bernanke and Blinder (1992) Vector
Autoregressive (VAR) model became the standard toolkit for the analysis of monetary policy. Sims (1992) Although VAR model became the standard toolkit to measure the effects of monetary policy but it has shortcomings and one of the major shortcomings of VAR models is that these are low dimensional i.e. the number of variables that can be included in the VAR model is not too large (Bernanke, Boivin and Eliasz 2005; Senbet 2008; Blaes 2009 ). Bernanke, Boivin and Eliasz (2005) argue that the sparse information set used by low dimensional VAR model leads to at least three potential problems First, central banks or agents in the financial markets have larger information sets than the information set spanned by the variables in the VAR model, the measurement of policy shocks is most likely to be contaminated. This could be due to omitted variable bias inherent in the small scale VAR models (Breitung and Eickmeier 2005) . One example of this policy contamination is the "price puzzle". The price puzzle is the usual finding in the VAR models in which prices increases in response to a contractionary monetary policy. One explanation given for the price puzzle is that the central banks have larger information set which is not captured by the VAR model (Sims 1992 in short term interest rate is associated negatively with production, utilization of productive capacity, disposable income, fixed investment, consumption expenditure and employment, the response of credit and M3 is also negative but start recovering after 24 months, while South African All Share Index (ALSI) respond negatively and quickly to monetary policy and recovers quickly too. They concluded that monetary policy is successful in affecting key macroeconomic variables, the effects are significant with expected signs as suggested by theory. months, while output initially rises and then decline continuously afterward. They concluded that there is strong existence of price puzzle and exchange rate puzzle in Pakistan.
Literature from Pakistan
9 None of the above mentioned studies used FAVAR model to measure the effects of monetary policy in a data rich environment, from the above discussion we can conclude that there is a need to estimate the effects of monetary policy on macroeconomic variables in Pakistan in data rich environment.
Methodology and Data
Assume that there are M small number of observable economic variables that determine the dynamics of the economy contained in the vector Yt (M×1 represented by an observation equation of the form: bias because of the omission of the factors. As a consequence the estimated VAR coefficient and everything that depends on them will be biased.
Estimation
Equation ( Another feature of principal components is that it permits one to deal systematically with data irregularities, Bernanke and Boivin (2003) 
And finally 8 & is estimated as
And the VAR in 8 & and R t is estimated as:
Where n o * (1) = = − n o (1), n o (1) = n o % L + ⋯ + n o w L w a matrix of conformable lag polynomial of finite order p in the lag operator L, n o x (A = 1,2, … E) is a ((K+1)×(K+1)) coefficient matrix and Є & is a ((K+1)×1) vector of structural innovations within the diagonal covariance matrix.
Identification of the VAR
To identify the macroeconomic shock we are assuming a recursive structure, where the factors entering equation (3.5) respond with a lag (i.e. do not respond within the same period -a month here) to an unanticipated change in monetary policy instrument.
The recursiveness assumption makes use of the Cholesky Decomposition 7 of the variance covariance matrix of the estimated residuals; a simple algorithm for splitting a symmetric positive definite matrix into a lower triangular matrix multiplied by its transpose. The Cholesky Decomposition implies a strict causal ordering of the variables in the VAR. The variables ordered last responds contemporaneously to all the others, while none of these variables respond contemporaneously to the variable ordered last. The next to last variable responds contemporaneously to all variables except the last, whereas only the last variable responds contemporaneously to it. An identification assumption in VAR studies of the monetary transmission mechanism is that monetary policy shock is orthogonal to the variables in the policy rule, in the sense that economic variables in the central bank's information set do not respond contemporaneously to the realizations of the monetary policy shock. This implies that some variables are exogenous to the policy shock. We follow the Cholesky Decomposition scheme in which the policy variable i.e. discount rate, is ordered last and treat its innovations as the policy shocks.
7 The Cholesky Decomposition implies short run restrictions on the error term of the VAR model. This is a standard assumption in monetary policy analysis which enables transformation of the errors of the reduced form of the VAR model into structural innovations. This procedure is well explained in Bagliano and Favero (1998) , Christiano, Eichenbaum and Evans (1999) and Gerke and Werner (2001) .
Number of Factors and Lag Selection
The literature on multivariate analysis proposes several criteria for determining the appropriate number of factors, many empirical studies adopt the method proposed in Bai and Ng (2002) . But none of these criteria consider that the factor will be included in the VAR and therefore restrictions are imposed due to the loss of degree of freedom. We have estimated the VAR model using one factor (K=1) and three factors (K=3) .2), therefore the autocorrelation is not eliminated even with the inclusion of lags. As we are using monthly data so to include 12 lags is appropriate to encounter autocorrelation (i.e. p=12); because if at 12 lags autocorrelation does not eliminate, it minimizes the problem of autocorrelation. n o * (1)
Impulse Response Function
The MA(∞) representation is used to estimate the dynamic effects as follows:
We can write it as:
Where, | } @
By using the estimator of Xt in equation (3.2)
More specifically we can write equation (3.8) as:
We can compute the impulse response function of each variable included in Xt by using the equation (3.7) and (3.9) as:
Using the equation (3.7) we get the impulse response function of each variable included in Xt as:
Data
Our data set consists of 115 monthly macroeconomic time series for Pakistan. The data sources In Pakistan there are many data limitations which we have to consider before proceeding further.
The GDP is available at annual frequency only, so we have to use some proxy for GDP i.e.
industrial production index which is available at monthly frequency. Data on employment and unemployment is also available at annual frequency only with many missing values, so we did not include data on employment in the study. The data has been processed in four different stages as follows:
First, as seasonal patterns are often large enough to hide data characteristics of interest, the series are seasonally adjusted. As we are using data at monthly frequency, seasonality is possible in all the macroeconomic time series. The seasonal effects of the series were estimated and removed. The approach used relies on a multiplicative decomposition through X-12 ARIMA, for all positive series and on additive decomposition for the remaining series. Appendix A describe whether a series is seasonally adjusted or not.
Second, we have transformed the series to achieve linearity and stability of the variance.
We performed logarithmic transformation to a series to achieve linearity of the data. As majority of the economic series show exponential growth, therefore logarithmic transformation best suited to secure linearity. The decision whether to transform or not to transform the series depends on the characteristics of the data series. If the series has large variance, it is transformed otherwise not. The transformation of individual series is described in Appendix A. Finally, since all the macroeconomic time series are on different units and scales this can impair factor extraction. To overcome this problem, all the informational series used to compute the factors were standardized to have mean zero and unit variance. The VAR and FAVAR estimation was conducted using non-standardized variables.
The steps discussed above have been followed in the same order in which these have been described.
Results
We begin i. Benchmark FAVAR model (Y=DISR and K=5) ii. Baseline VAR model (Y=IPI, CPIG, M2, DISR and K=0) iii. VAR model with one factor (Y=IPI, CPIG, M2, DISR and K=1) iv. VAR model with three factors (Y=IPI, CPIG, M2, DISR and K=3) 
Appendix A: Description of the Data
The data listed below describe the complete description of the variable, define whether it is consider slow or fast moving variables, and the transformation applied to the series to make it stationary. Below are the numerical codes for the transformations performed on the data: 
