is the space of self-adjoint matrices acting on a vector space X, and P(X) ⊂ S(X) the cone of positive semi-definite matrices. Simplified notation P N := P (1)
Ground state-energy in terms of the 2-RDM The 2-RDM Γ associated with an N -body density matrix Υ ∈ P N is defined by means of Kummer's contraction operator [10, 2] L 2 N as Γ = L 2 N (Υ). The cone C N of N -representable two-body density matrices is by definition the image by L 2 N of the cone P N of N -body density matrices:
Impressive numerical results have been obtained recently by two different algorithms for semidefinite programming: primal-dual interior point methods [15, 11, 14, 16, 8] , or an augmented Lagrangian formulation using matrix factorization of the 2-RDM [12, 13] .
Dual Formulation of the RDM Minimization Problem
Reduction to a one-dimensional optimization problem
The polar cone C * of a cone C in any Hermitian space is defined as C * = {x | ∀y ∈ C, x, y ≥ 0} (where ·, · is the scalar product). Formulating (2) in terms of (C N ) * instead of C N :
Easily derived from (2) Identification of the dual cone :N -representability problem .
Necessary conditions for N -representability are selected, of the form L ℓ (Γ) ≥ 0 where L ℓ : S 2 → S(X ℓ ) is a linear map and X ℓ is some vector space. Minimization over approximated cone and its dual
The associated approximate energy is then a lower bound to the true energy
We denote by µ * app = E app /(N (N − 1)).
Usual necessary N -representability conditions
We consider the P, Q, G conditions [9, 2] . Additional necessary conditions can be considered, such as Erdahl's T 1 and T 2 conditions [6, 16, 8] 
i,k is the one-body RDM associated with the two-body RDM Γ (notice that L G (Γ) is not antisymmetric).
Exemple: Minimization for N 2 in a STO-6G basis set using the P,Q,G conditions 
Algorithm for solving the dual problem
We use a Newton-like scheme to minimize the distance to the dual cone (C app ) * , using
where A µ denotes the projection of K N − µ onto the polar cone (C app ) * . The computation of the distance δ(µ) to the cone, and of the projection A µ of K N − µ is the difficult part of the procedure. We chose to minimize, for a given µ, the objective function
under the constraints B ℓ ≥ 0 (ℓ = 1...L), using a classical limited-memory BFGS algorithm, keeping the last m = 3 descent directions. The positivity constraints were parametrized by B ℓ = (C ℓ ) 2 with C ℓ symmetric, as suggested by Mazziotti in [12, 13] . Finally, since the convergence is poor below the Hartree-Fock level, we use the quasi-linearity of the distance for small µ to devise an efficient stopping criterion.
Numerical results
Correlation energies in a STO-6G basis set 
