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The consequences of disordered charge stripes and antiphase spin domains for the properties of
the high-temperature superconductors are studied. We focus on angle-resolved photoemission spec-
troscopy and optical conductivity, and show that the many unusual features of the experimentally
observed spectra can be understood naturally in this way. This interpretation of the data, when
combined with evidence from neutron scattering and NMR, suggests that disordered and fluctuating
stripe phases are a common feature of high-temperature superconductors.
Recent neutron-scattering experiments by Tranquada
et al. [1] have shown that the suppression of superconduc-
tivity in La1.6−xNd0.4Sr0.12CuO4 is associated with the
formation of an ordered array of charged stripes which
are also antiphase domain walls between antiferromag-
netically ordered spins in the CuO2 planes. This obser-
vation strongly supports the idea that disordered or fluc-
tuating stripe phases are of central importance for the
physics of high-temperature superconductors [3]. In this
Letter, we show that single-particle properties of a dis-
ordered stripe phase can account for the exotic features
in the spectral density measured by angle-resolved pho-
toemission spectroscopy (ARPES) in Bi2Sr2CaCu2O8+x
(for which the best data is available). In particular, we
compute the spectral density in a background of disor-
dered stripes and show that it reproduces the experimen-
tally observed shape of the Fermi surface, the existence
of nearly dispersionless states at the Fermi energy (“flat
bands”), and the appearance of weak additional states
(“shadow bands”) [4,5,6,7], features which have no natu-
ral explanation within conventional band theory. Finally,
we comment briefly on the implications of partially or-
dered spin domains for NMR experiments.
The principal signature of the antiphase spin domains
in La1.6−xNd0.4SrxCuO4 is a set of resolution-limited
peaks in the magnetic structure factor at wave vectors
(12 ± ǫ,
1
2 ) and (
1
2 ,
1
2 ± ǫ) [1,8]. The associated charge
stripes are indicated by peaks in the nuclear structure
factor at wave vectors (±2ǫ, 0) and (0,±2ǫ). A posteri-
ori, it is natural to interpret the inelastic peaks in the
magnetic structure factor previously observed [9] at sim-
ilar locations in reciprocal space in superconducting sam-
ples of La2−xSrxCuO4 as evidence of “extended domains”
[10] of stripe fluctuations, in which the stripes are ori-
ented along vertical or horizontal Cu-O bond directions
respectively. Indeed, any experiment, such as ARPES,
that might be sensitive to the existence of an extended
domain structure should be re-examined from this point
of view; this is an important feature of our interpretation
of the data.
Two mechanisms for producing stripe phases have been
suggested by theories of doped Mott-Hubbard insulators:
a Fermi-surface instability [11] and frustrated phase sep-
aration [12]. The former relies on Fermi-surface nesting
which leads to a reduced density of states, or a gap, at the
Fermi energy. In the latter mechanism, a competition be-
tween phase separation (i.e., the tendency of an antifer-
romagnetic insulator to expel doped holes) and the long-
range part of the Coulomb interaction leads to charge-
ordered phases, and especially stripe phases, which may
be either ordered, quantum melted, or disordered by
quenched randomness [13]. The charge forms an array of
metallic stripes, whose period is determined by the ener-
getics of phase separation and is unrelated to any nest-
ing vector of the Fermi surface. The charge structures,
in turn, drive the modulation of the antiferromagnetic
order. The experiments [1] on La1.6−xNd0.4SrxCuO4
clearly favor the latter point of view. The ordering wave
vectors do not nest the Fermi surface, and the ordered
system has partially-filled hole bands associated with the
stripes. Moreover the magnetic peaks first develop below
the charge-ordering temperature [1,14]. Our interpreta-
tion of the ARPES experiments on Bi2Sr2CaCu2O8+x
lends further support to this conclusion: nesting would
lead to a diminished density of states at the Fermi sur-
face, whereas we find an increased density of states cor-
responding to the flat bands seen in the experiments.
Our objective is to determine a phenomenological band
structure for electrons moving in an effective potential
generated by charge stripes and antiphase spin domains.
We do not propose to solve a particular many-body
model by Hartree-Fock theory; indeed, we have found
that this approximation seems to favor insulating stripes,
even if the long-range part of the Coulomb interaction is
included. Rather we assume a phenomenological one-
body Hamiltonian:
H = −t
∑
〈ll′〉σ
(c†lσcl′σ +H.c.) +
∑
lσ
Vσ(Rl)nlσ, (1)
1
where the first term is the nearest-neighbor hopping on
a square lattice and the second one describes the in-
teraction with the effective stripe potential. Here, clσ
annihilates an electron of spin σ = ± at site Rl and
nlσ = c
†
lσclσ. The effective potential is given by:
Vσ(R) = ρ(R) + σS(R)e
iQ·R, (2)
where Q = (πa ,
π
a ) and a is the lattice spacing. Specif-
ically, for vertical stripes, we use the forms ρ(x, y) =
ρ0
∑
n sech[(x − xn)/ξc] and S(x, y) = S0
∏
n tanh[(x −
xn)/ξs], where R = (x, y), xn are fixed centers of the
stripes, and the parameters ρ0, S0, ξc, and ξs determine
the amplitude of the charge and spin modulation and
whether the stripes are narrow or broad.
According to the usual interpretation [15], the mea-
sured photo-current in a photoemission experiment is
the product of the electronic spectral density A−(k, ǫ)
for the removal of one electron from the system and a
slowly varying matrix element which reflects the pho-
ton polarization selection rules. This spectral density
can be written as A−(k, ǫ) = f(ǫ)A(k, ǫ), where f(ǫ) =
1/[e(ǫ−ǫF )/kBT +1] is the Fermi function, ǫF is the Fermi
energy, and A(k, ǫ) = −(1/π)ImG(k, ǫ + i0+) is the
spectral function of the one-electron Green’s function
G(k, t) = −i〈Tckσ(t)c
†
kσ(0)〉.
First, consider vertical stripes condensed into a regular
array: ρ(x + ℓ) = ρ(x) and s(x + 2ℓ) = s(x), where ℓ
is the separation between vertical stripes. Results will
be presented for bond-centered stripes, xn = nℓ + a/2
with ℓ/a integer, but they are largely insensitive to this
assumption. For even ℓ/a, the unit cell size is (2ℓ/a) ×
2 so the band-structure is computed by diagonalizing a
(4ℓ/a)× (4ℓ/a) matrix for each k-vector. For illustrative
purposes, we have used the parameters ρ0 = −t/2, S0 =
2t, ξc = a, and ξs = 2a, for which the ground-state
of the Hamiltonian in Eq. (1) solves Hartree-Fock self-
consistency conditions at small doping for the Hubbard
model with U/t = 4 – 5. However, to make contact
with the structure observed by Tranquada et al. [1] at 18
doping, we choose ℓ/a = 4, which does not minimize the
Hartree-Fock energy. The results are not very sensitive
to the choice of parameters, so long as the stripes are not
too narrow.
Figure 1 shows the spectral density A− (integrated
over an energy window ∆ǫ = t/30 about ǫF ) as a function
of k. Clearly the general shape of the calculated Fermi
surface is quite different from that of the noninteracting
system (which circles the Γ point) [16]. The fine features
of the Fermi surface reflect the energy gaps at points
spanned by the wave vectors (12 ± ǫ,
1
2 ) of the spin order
and (±2ǫ, 0) of the charge order, where ǫ = a/2ℓ: they
are generated by the multiple foldings of the energy band
in the first Brillouin zone by the effective stripe potential
Vσ(R). Figure 1 also shows shadow bands — weak copies
of the Fermi surface created by the local doubling of the
unit cell in the regions between the stripes.
In order to compare with ARPES experiments on
superconducting materials, the stripes must be disor-
dered [17]. Since the slow collective stripe motion is
not strongly influenced by the single-particle dynamics,
we consider a quenched random distribution of stripes,
which we expect to give essentially the correct band
structure [18]. Specifically, with Bi2Sr2CaCu2O8+x in
mind, we chose 15% doping and a mean stripe separa-
tion ℓ/a = 4. The ensemble of stripe locations was con-
structed by taking xn+1 − xn = ℓ+ δ, where the random
variable δ is uniformly distributed between −3a and 3a.
The spectral density was averaged over five realizations,
and we assumed a non-zero temperature, kBT = t/10,
which further diminished finite size effects. We have
found that the results do not depend markedly on the
choice of ensemble, or the parameters in the effective po-
tential and that the large lattices used in the calculation
(linear dimension 184 sites) are essentially self-averaging.
In other words, our results are robust consequences of a
disordered stripe array, and are largely independent of
other details. (We have not investigated the effects of
orientational disorder.)
Figure 2 summarizes the results by showing the k-
dependence of the spectral density at the Fermi energy,
and the quasi-electron dispersion along the line Γ-M¯1-
X/Y for a single, extended domain, with disordered ver-
tical stripes (running in the Γ-M¯2 direction). Disordering
the stripes has removed the fine details from the Fermi
surface leaving only one sheet which closely resembles the
Fermi surface of Refs. [4] and [6]. In particular, near M¯1,
there is a high density of states and a truly flat “band”
at the Fermi energy, extending towards the Γ and X/Y
points. The flatness along the Γ-M¯1 line is a consequence
of both the smearing of the energy gap structure seen
in the ordered system, and the localization of the elec-
tronic wave functions in the direction perpendicular to
the stripes. The spectral density of the shadow band is
reduced so much that it no longer shows up on a linear
scale, although it would reappear on a logarithmic scale.
In fact, plotted on such a scale, A− looks qualitatively
like that of Ref. [5]. The effect of vertical stripes at M¯2
is completely different: band narrowing in a direction
parallel to the stripes leads to an open Fermi surface.
A stripe phase, even a disordered one, breaks the four-
fold rotational symmetry of the ideal CuO2 plane and
reflection symmetry through a plane at 45◦ to the Cu-
O bond. However reflection symmetry through planes
parallel and perpendicular to the stripes, and the asso-
ciated selection rules on the polarization dependence of
the matrix elements are still obeyed. Extended domains
with horizontal stripes give rise to the same structures,
but rotated through 90◦. With the electric field polarized
along the M¯1 direction, the photoelectron intensity van-
ishes by symmetry in the M¯2 direction, and hence the ob-
served spectrum will de-emphasize the horizontal stripes,
for which there are no Fermi-surface crossings near M¯1.
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The photoemission experiments of Dessau et al. [4] were
performed in this geometry, so it is reasonable to compare
them directly with the results for an extended domain of
vertical stripes shown in Fig. 2(a); indeed, the theoretical
and experimental results look remarkably similar.
For a Fermi liquid, the signature of well-defined quasi-
particles is a spectral density A−(k, ǫ) which approxi-
mates a δ-function of energy as the energy ǫ approaches
ǫF . In the present calculation, it is clear from the energy-
dependence of the spectral density that there are no well-
defined quasiparticle features near the M¯1 point. One
consequence is that the optical conductivity, shown in
Fig. 3, has a rather small weight in the Drude compo-
nent, with most of the oscillator strength appearing in a
broad, ”midgap” peak centered in the neighborhood of
h¯ω ∼ t, which merges into a weak, high-energy contin-
uum. Although the stripe-induced electronic structure
can appear to be an asymmetric dispersionless quasipar-
ticle band, as shown in Fig. 2(b), the lack of well-defined
quasiparticles is consistent with a widely held view of
the normal-state properties of the high-temperature su-
perconductors [19]. This has profound implications for
d.c. transport and other low-energy two-particle proper-
ties.
In summary, Bragg scattering from ordered stripe
phases has been observed in neutron scattering in non-
superconducting La1.6−xNd0.4SrxCuO4, and strong ev-
idence for disordered and/or fluctuating stripes can be
derived from the similar structures seen in the dynamic
spin structure factor of La2−xSrxCuO4. The assumption
that there exist disordered, or slowly fluctuating stripes
in Bi2Sr2CaCu2O8+x provides a natural explanation for
the unusual features of the ARPES data, including the
shape of the Fermi surface and the regions of flat bands.
Since there are also theoretical reasons for believing that
such combined charge and spin structures are the natural
consequences of frustrated phase separation in a doped
antiferromagnet, it is reasonable to look anew at a wide
variety of experiments in the high-temperature supercon-
ductors to see whether they can be better understood in
terms of the properties of extended domains with short-
ranged stripe order. For instance, since stripes break the
four-fold rotational symmetry of the crystal, dramatic
consequences can be expected for any local experiment
which is designed to determine the symmetry of the order
parameter of the superconducting state. This perspective
will be examined in the still broader context of a global
theory of synthetic “bad metals” in a forthcoming pub-
lication. However, it is worth mentioning some of the
more straightforward implications here, for concreteness
focusing on La2−xSrxCuO4.
Since the stripes are charged, they are easily pinned
by disorder. Thus, if the temperature is not too high, we
can think of the system as a quenched disordered array
of stripes, which divides the Cu-O plane into long thin
regions, with weak antiphase coupling between the inter-
vening hole-deficient regions. This picture rationalizes
the observation [20] that NMR sees two distinct species
of Cu nuclei, which we would associate with those in a
pinned stripe and those between the stripes. Since the
antiphase coupling between regions is potentially frus-
trating, this picture gives a microscopic justification for
the observation of a “cluster-spin-glass” phase in samples
with x < 15 % [21]. There is, moreover, evidence that
the creation of dilute metallic stripes can account for the
rapid suppression of the Ne`el temperature for x < 2 %
[22].
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FIG.1 The spectral density A− in the first Brillouin zone
integrated over an energy window ∆ǫ = t/30 about ǫF for
an ordered array of vertical stripes of period ℓ = 4a with 1
8
doping. The size of a circle, denoting a Fermi-surface cross-
ing at a given value of k, shows the relative magnitude of
A(k, ǫF ). The parameters specifying the effective potential
are ρ0 = −t/2, S0 = 2t, ξc = a, and ξs = 2a.
FIG.2 (a) The spectral density A− in the first Brillouin
zone integrated over an energy window ∆ǫ = t/30 about
ǫF , (b) the dispersion relation, and (c) the correspond-
ing spectral density of the highest-energy occupied “band”
as a function of k along the Γ-M¯1-X/Y line. The band
is determined by broadening the energy δ-functions by a
Lorentzian of the full width of t/4 at half maximum and
finding the highest-energy maximum of A−. The results
are for a disordered array of vertical stripes with the mean
separation of ℓ = 4a at 15 % doping at the temperature
kBT = t/10. The rest of the parameters are ρ0 = −t/2,
S0 = 2t, ξc = a, and ξs = 2a.
FIG.3 The real (absorptive) part of the optical conductiv-
ity σ′‖,⊥(ω) with the electric field polarized parallel (dashed
line) and perpendicular (solid line) to a disordered array
of vertical stripes with the mean separation of ℓ = 4a at
15 % doping at zero temperature. The stripe ensemble and
the parameters are the same as in Fig. 2.
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