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第 1 章
序 論
1.1 研究背景
現代社会では，パソコンやディジタルカメラなどの私的利用されるものから ATM や
券売機など公的利用されるもの，はたまた科学技術計算に用いられているスーパーコン
ピュータまで種々のコンピュータが存在している．またコンピュータはインフラの管理な
ど私達が直接見ることのないところに関しても広く利用されており，現代社会には不可欠
なものである．しかし，コンピュータが内部で情報としてとり得る値は０または１の組み
合わせであるため，実社会に存在する連続的な値であるアナログ信号をコンピュータ上で
扱うためには，離散的な値であるディジタル信号へと変換しなければならない．その中で
も光・色などの視覚情報や音声などの聴覚情報，他にも温度や動きといった連続的な値を
センサにより獲得し計算に用いる情報処理は実社会に無くてはならない技術である．
画像処理の場合，現実世界で人の目が捉えるアナログ画像をコンピュータの扱える離散
信号であるディジタル画像へと変換することでコンピュータ上で扱えるようになる．ディ
ジタル画像はグレースケール輝度の強さを示す 2 次元行列あるいは色ごとの輝度を示す
3次元行列として表現される．ディスプレイ上に表示する際にはディスプレイ上の素子一
つ一つに行列の値を対応させ，値に応じて各素子を発色させることで画像として表示され
る．例えばスマートフォン上で画像の一部分拡大を行う等，一度画面上に表示されたディ
ジタル画像でもその行列サイズの変化が求められる場面は日常的に訪れている．しかし行
列のサイズは撮影機器のセンサ数によって決まるため，ユーザーが望む画面上の大きさに
対応させるには行列サイズをそれに適したサイズへと変換する必要がある．また最近の技
術進歩により 4Kや 5K解像度のディスプレイが実用化されるようになっているが，解像
度とは画素の密度を表すものであるため，同じディスプレイサイズであっても解像度が違
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えば単一のディジタル画像の大きさは変化する．同一のディジタル画像に対して解像度の
高いディスプレイを利用するとディスプレイ上に表示される画像サイズが小さくなるた
め，低解像度ディスプレイで利用していた際の表示画像サイズを維持しようとする場合，
より大きな行列サイズへの変換を求められることになる．
また画像処理において処理画像品質を劣化させる原因となるものが，入力画像中に含ま
れるノイズである．ディジタル画像には撮影される際の撮影環境やカメラの内部回路の影
響，また伝送される際の情報欠損など様々な要因からノイズが混入することが知られてい
る．センサ技術が進歩し入手できるディジタル画像の解像度が高くなるほど，それまで問
題とならなかったような細かなノイズの影響がディジタル画像内に見られるようになる．
例えばノイズが混入したディジタル画像に対して画像拡大を行う場合，推定画素値がノイ
ズの影響を受けることで誤推定が生じ，ノイズを強調した画像が生成される等の問題が発
生する．そのため，画像処理を行う前にノイズ成分を取り除く必要がある．またノイズの
発生原因により異なった種類のノイズが生まれる．これにより生まれたノイズはそれぞれ
異なった特性を持つため，ノイズを十分に取り除くためには各ノイズ特性に応じたノイズ
除去手法を選択する必要がある．
このように，日常で触れている高品質な画像は様々な情報処理技術によって支えられて
おり，またディスプレイなどハードウェア技術の進歩に伴ってより高水準な技術が必要と
なる．本研究ではディジタル画像撮影時からディスプレイ上で任意サイズでの表示を行う
までの過程に注目する．本場面において第一に問題となるのが，撮影時や表示機器への
データ転送時に発生するノイズの除去である．この段階では低解像度画像内に存在するノ
イズに対し画像の高周波成分を残しながらノイズ成分のみを除去するかが論点となる．次
に表示機器上に伝送されたディジタル画像に対して任意倍率の画像拡大を行う．自然な画
像を出力することはもちろんであるが，画像拡大において重要な要素が，画像の一部分拡
大やディスプレイ上でのサイズ調整などにおいて素早いレスポンスを求められることであ
る．この２つの問題を解決することでディジタル画像を最終的にノイズのない高品質な画
像を望むサイズでディスプレイ上に表示できるようになる．本研究はこれらの問題に臨
み，数々の場面で広く用いることのできる実用的な手法の提案を目標として研究を行って
いく．
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表 1.1 ガウスノイズとインパルスノイズの比較．
ノイズ ガウスノイズ インパルスノイズ
画素に対して 加算 置換
輝度値 ガウス分布 固定値または一様乱数
影響 全画素値 特定画素のみ
発生原因 暗電流ノイズ センサ故障
1.2 従来研究
1.2.1 ノイズ除去
ディジタル画像には撮影時に生じるフォトダイオード由来の微小信号やセンサ素子の故
障によるドット落ち，伝送時に生じるビット誤りやメモリ欠損など，様々な要因からノイ
ズが混入する．ノイズ除去とはそのようなノイズをディジタル画像から取り除き，本来獲
得するべき理想画素を導出することである．これらのノイズを内包したまま画像拡大を
行ってしまうと，拡大後の画素値はこれらの影響を大きく受けるため，その品質を大きく
低下させることになる．よって本研究は画像拡大を行う前処理としてノイズ除去に注目
した．
ノイズ除去を行うにあたって，ノイズの特性を利用することは不可欠である．しかし異
なる要因から発生したノイズは異なる特性を持つため，それぞれに適した手法を選択して
いく必要がある．ノイズの中でも有名なものとしてガウスノイズとインパルスノイズがあ
る．暗電流ノイズと呼ばれる撮影センサに起因するノイズを近似したものがガウスノイズ
であり，インパルスノイズはビット誤りやメモリ欠損などにより正しい輝度情報が得られ
なかった場合に発生する．これら２種類のノイズ特性の比較を表 1.1に示す．以下ではそ
れぞれのノイズに対して特性に応じた従来ノイズ除去方式を述べる．
ガウスノイズ
ガウスノイズは加算性ノイズと呼ばれるノイズの一種であり，ノイズ画素は本来の輝度
値にノイズ成分が加算された値で表現され，次式で定義される．
yG = x+ n (1.1)
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ここで x,yG はそれぞれ理想画像及びそのガウスノイズ混入画像，n がノイズ成分を表
す．ガウスノイズの場合，nの値がガウス分布に従っている．さらにガウスノイズの内，
白色性を満たすものを AWGN（Additive White Gaussian Noise，加算性ホワイトガウ
スノイズ）と呼ぶ．このノイズは実世界に存在するノイズの近似として適切であるとさ
れ，多くの除去手法が提案されている [1–12]．AWGNへのノイズ除去手法として，古く
から見ると Bilateralフィルタ [1]などの局所処理（Local Processing）を利用する手法が
ある [1–3]．AWGN の場合，白色性によりノイズ成分の平均は零となる．これらの手法
はこの特性に基づき，対象画素とその周辺画素に対して距離や輝度値差を重みとした加重
平均によりノイズ除去を行う．しかし，局所処理手法には強いノイズに対する除去性能の
低さやテクスチャなどの詳細部の欠損といった問題がある．そこで局所処理手法より精度
の高い手法として有名な手法が，非局所処理（Non-local Processing）を用いる手法であ
る [4–8]．非局所処理とはブロックマッチングを利用して類似パッチを集めることで，単
独のパッチではなく複数のパッチ情報を利用して処理を行うものである．これらの手法の
内有名なものが BM3D（Block Matching and 3D filtering）[6] である．BM3D は類似
パッチに対して３次元周波数変換を用いて周波数領域で扱い，閾値処理やウィナーフィル
タを利用した処理を行う．他にも SAIST [7]やWNNM [8]も高精度として有名な手法で
ある．これらの手法は周波数特性は利用せず，代わりに特異値分解を利用した低ランク近
似を行い，ガウスノイズを除去する．類似パッチを利用することで，単独のパッチのみに
注目していた局所処理手法より高い除去性能を発揮し，さらに縞模様等の連続するパター
ンの保持が可能になった．しかし，ブロックマッチングの際の類似度計算は高コストな計
算であるため，速度面では局所処理手法に劣る．
またガウスノイズ除去における重要な要素として，対象のガウスノイズが従うガウス分
布の標準偏差 σ がある．この標準偏差 σ のことをノイズレベルと呼び，ノイズレベルが
高いほど画像への影響が大きいガウスノイズとなる．ノイズ除去の際にもノイズレベルの
大きさに応じてパラメータを変化させるなど，正確なノイズレベルを推定することはノイ
ズ除去精度を高めることと切り離せない問題である．そのためノイズ除去でなくノイズ
レベル推定のみ，あるいはノイズレベル推定まで含めた除去手法研究も盛んに行われて
いる [13–17]．これらの研究により現在では高精度なノイズレベル推定が可能となってお
り，ノイズ除去においてはノイズレベルを既知として行う研究も多い．
4
インパルスノイズ
インパルスノイズは情報欠損により発生するノイズであり，本来の輝度値情報が失われ
ノイズ成分によって置き換わる形で表現され，次式で定義される．
yI (i, j) =
{
n (i, j) with probability p
x (i, j) with probability 1− p (1.2)
ここで x，yI はそれぞれ理想画像及びそのインパルスノイズ混入画像，nがノイズ成分，
(i, j)が画像上の座標を表す．また pは情報の欠損率である．インパルスノイズの内，ノ
イズ成分 n が入力画像の取りうる画素値最小値 Imin または最大値 Imax のどちらかを
取るものをごま塩ノイズ (salt & pepper noise)，[Imin, Imax] の範囲でランダムな値を
取るものを RVIN(Random Value Impluse Noise，ランダム値インパルスノイズ) と呼
ぶ．AWGNと違いインパルスノイズは特定の周波数特性を持たないものの，値が置き換
わったことによる空間的な非連続性に注目することでノイズ除去を行っている手法が多
い [18–32]．また全画素に対して多かれ少なかれノイズの影響を受けていた AWGNと違
い，影響を受けていない画素が存在することから，多くのインパルス除去手法はノイズ画
素検出とノイズ除去の２ステップから成り立っている．ごま塩ノイズの場合ノイズ値が特
定の値を取るため，検出は比較的容易である．しかし RVIN の場合ノイズ値がランダム
であることから，領域によって検出が難しい場合がある．このことからノイズの検出法
と検出された欠損画素の推定法の双方に対して未だ盛んに研究が行われている．[18–25]．
また古くから存在する中間値フィルタはインパルスノイズ除去フィルタの代表例である．
しかし中間値フィルタではノイズ画素検出を行っていないため，ノイズでない画素を置き
換えてしまうこと，欠損率が大きい場合に除去しきれないなどの問題がある．その解決を
目指して提案された手法の一つが DWM（Directional Weighted Median）[18] である．
DWMは対象画素と周囲画素の差を利用することで連続性を調べ，すべての方向について
連続性を見いだせなかった画素をインパルスノイズ画素として検出，検出された画素につ
いて方向性重み付き中間値フィルタによって処理する手法である．インパルスノイズ除去
手法の他の方針としては，[23]のようにガウスノイズ除去手法同様に辞書を用意し，辞書
更新をしながらスパース表現によりインパルスノイズ除去を行う手法なども存在する．
これらのように特定のノイズに対して効果的な手法は既に多く存在している．しかし，
ノイズは異なった要因から発生するために，一枚の画像に対して複数の種類のノイズが混
入することがある．次項ではそれについて述べる．
5
ミックスノイズ
前述のように，ノイズ除去を行うためには対象とするノイズの特性を考え，それに適し
た除去を行う必要がある．しかし異なる要因が同時に発生することで，複数種類のノイズ
が混入する場合がある．これをミックスノイズと呼び，これを除去することが重要なテー
マとなっている．ミックスノイズは異なる種類のノイズが混在したものであるため，複数
の特性が混ざり合っている．そのため単独のノイズのみに対応する従来法では取りきるこ
とができない．
ミックスノイズの内，現在最も盛んに研究されているものが前述の 2種類のノイズ，ガ
ウスノイズとインパルスノイズによるミックスノイズである [33–43]．本ノイズは式 (1.1)
と式 (1.2)の双方の特性を持ち，次の式で表される．
y (i, j) =
{
nI (i, j) with probability p
x (i, j) + nG (i, j) with probability 1− p
(1.3)
ここで nG，nI はそれぞれガウスノイズ由来，インパルスノイズ由来のノイズ成分であ
る．本ノイズが発生する例として，暗所などの撮影など暗電流ノイズが無視できない環境
においてセンサ素子故障が発生した場合などが想定される．本ミックスノイズへの除去法
として用いられている処理として，インパルスノイズ検出とノイズ除去の 2 ステップに
よるものが多い．例えば [33] ではインパルスノイズ画素を検出後，非インパルスノイズ
画素のみについて最適化問題を解くことで除去を行っている．また ROR-NLM [34]では
局所領域の中間値を利用した前処理画像を用いた NLM（Non-Local Means）法を用いて
インパルスノイズ除去を行った後，残るガウスノイズを再び NLM法で除去するという方
法を取っている．他にもWJSR [37]など，ブロックマッチングと貪欲法を用いてパッチ
のスパース表現を利用しミックスノイズを除去すると行った手法も存在する．しかしなが
ら，現在の手法の多くは画像のテクスチャといった詳細部が失われやすいという欠点があ
る．これはミックスノイズの影響により詳細部が検出処理の際にインパルスノイズとして
誤検出されやすく，その後の除去処理の際に削除されてしまったためである．他のミック
スノイズ除去としてはポアソン-ガウス混合ノイズ [44, 45]やポアソン-ガウス-インパルス
の３種混合ノイズ [46]などへの取り組みが知られている．
1.2.2 画像拡大
画像拡大を行う方式として，シングルフレーム方式とマルチフレーム方式が存在する．
マルチフレーム方式は複数枚の低解像度画像のシフト量を推定し，それらの画素情報を単
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一平面に射影することで一枚の高解像度画像を作り出す方式であり，情報量の多さから高
精度な関数・モデル導出が行えるため，高品質な高解像度画像を得やすい．しかしその精
度が低解像度画像の枚数に依存していること，各低解像度画像のシフト量を推定しなけれ
ばならないため，枚数が増えれば増えるほど計算量が多くなり実行時間がかかってしまう
ことなどの問題がある．また実用面を考えると，この方式を用いるには同一の被写体に対
して位置ずれのある複数枚の画像が存在する必要があること自体が問題となる．利用例と
しては撮影時にカメラの連射機能を用いて同一場面の画像を複数枚撮影し，その後カメラ
内で処理を行うことでカメラに内蔵されるセンサ素子数を超えた画素数を持つディジタル
画像を得るといったことが考えられるが，ディスプレイ上での画像サイズの拡大など単独
の画像を持つことが想定される場面には用いる事ができない．しかしながら画像の解像度
向上においての精度面ではマルチフレーム手法はシングルフレームを上回っているため，
これまでも盛んに研究されてきた [47–55]．例えば [47]はその既知点の多さを利用し各点
に対して局所的な関数推定を行い，各関数の近似精度を重みとした加重平均をもって対象
画素を推定する補間ベースの手法，[53]はスパース表現を利用した再帰的処理を行い，画
像を徐々に理想へと近づけていく再構成ベース手法など，多数の方式が知られている．ま
たマルチフレーム手法が利用される場面として，動画への適用がある [56–61]．動画はフ
レームと呼ばれる微小変化する画像の連続で構成されるため，前後数フレームを利用して
マルチフレーム手法による処理が可能である．また動画の場合，画像と同様に単純にそれ
ぞれのフレームの画像サイズを大きくするフレーム内補間 [56–58]のほか，フレームとフ
レームの間に新しい画像を推定するフレーム間補間 [59–61]が存在する．
一方のシングルフレーム方式は一枚の低解像度画像に対してそれに対応する高解像度画
像を推定する方式であり，マルチフレーム方式より広い場面で用いることができる．しか
しこの推定問題は既知点より未知点の方が多いことにより，不良設定問題となるため，そ
の精度は手法ごとに用いられている仮定やモデルに大きく左右される．特にエッジ領域や
テクスチャ領域など高周波数成分を多く含む領域において推定誤差が発生しやすいことが
知られている．本研究ではシングルフレーム方式の画像拡大問題を対象とした．その理由
としてはマルチフレーム方式に比べ，シングルフレーム方式の方が利用できる場面が多い
ため，研究が結実した際に与える影響が大きいと考えたためである．
さらにシングルフレームの画像拡大方式は超解像と画像補間の２つに大別される．その
簡単な比較を表 1.2に示す．超解像と画像補間の大きな違いは高解像度画像と低解像度画
像の関係性についての仮定である．まず低解像度画像 Lとそれに対応する高解像度画像
H は次の式で表すことができる．
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表 1.2 超解像と画像補間の比較．
拡大手法 超解像 画像補間
精度 高い 低い
処理時間 遅い 早い
既知画素に対して 値を更新 値を保持
事前情報 必要 不必要
高周波成分に対する仮定 LPFにより喪失 エイリアシングとして残存
H = (B ∗L) ↓ s (1.4)
ここで ↓ sは 1/s倍ダウンサンプル処理，B はダウンサンプルの前処理を行うフィルタを
表している．サンプリング定理からダウンサンプルの際に高周波数成分の回り込みである
エイリアシングが発生する可能性があることが知られており，その高周波成分を予め B
によって削減することでその影響を抑える．そのため B のことをアンチエイリアスフィ
ルタと呼ぶ．アンチエイリアスフィルタの違いによる低解像度画像の比較を図 1.1 に示
す．超解像の場合，B は LPF(Low Pass Filter，低域通過フィルタ)を仮定する．この場
合画像生成時に高周波成分が削られており低解像度画像内には存在していないことになる
ため，如何にして失われた情報を取り戻すかが論点となる．一方の画像補間の場合，B は
デルタ関数を仮定する．この場合低解像度画像内にはエイリアシングにより回り込んだ高
周波数成分が残っている可能性があるため，回り込んだ成分をどのように正しい成分へと
戻すかが論点となる．本問題の場合，対象とする低解像度画像のエッジ際にはエイリアシ
ングの影響によるジャギーが発生している．そのため，日常で見かける画像とは異なるも
のを対象とするように感じるが，例えばディジタルカメラでの撮影時に連続信号からセン
サによって離散信号へと変換した場合や低い解像度のディジタル画像を高解像度ディスプ
レイに表示する際に一画素に対して複数素子を対応させて拡大表示した場合などに見るこ
とができる．すなわち，これらの画像は人の目に触れる前の状態として確実に日常に存在
している．そのため，これを適切な解像度へと処理して日常で見かける自然な画像へと変
換することはディジタル画像を扱う上で重要な問題である．超解像と画像補間の低解像度
画像生成方法に対する仮定の違いは，画像平面では整数倍などにおいて既知画素にあたる
画素を推定する場合に，超解像は未知画素のみでなく既知画素の値も改めて推定し直すの
に対し，画像補間は既知画素値を維持するという形で表現される．
これら二つの手法は，画像拡大という最終的な目標は同一であるものの，この仮定の違
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(a) 高解像度画像 (b) LPF (c) デルタ関数
図 1.1 ダウンサンプルに用いるアンチエイリアスフィルタ B による低解像度画像の違
い．(b)は超解像，(c)は画像補間でそれぞれ想定する低解像度画像である．
いから同列に扱うことができない．
超解像
前述の通り，超解像は失われた高周波数成分を獲得することを目指す．情報が失われて
いるため，低解像度画像のみから高周波成分を作り出すことは極めて難しい．そのため，
ほぼすべての手法において事前情報を利用している．超解像手法において有名な方針とし
て，辞書ベース手法 [62–67]が挙げられる．辞書ベース手法は事前に同様の多数の低解像
度画像と高解像度画像に関して様々な既知パッチ対を用意し，低解像度パッチから高解像
度パッチを作り出すための辞書と呼ばれる変換行列を導出する．そして入力低解像度画
像から高解像度画像を作り出す際にこれを利用して既知低解像度パッチから未知高解像
度パッチを推定するというものである．また辞書ベースに近い手法ではあるが，予め辞
書を用意しておくのではなく，入力画像内の同一パターンや，スケールを変換させるこ
とで相似するパターンを利用して変換行列を更新していく事例ベースも方針の一つであ
る [68–70]．他にもエッジ検出などを利用し，パラメータ調整や繰り返し処理によりモデ
ルに当てはめることで鮮鋭化する再構成ベース手法 [71–74]などが存在する．また最近で
は深層学習を用いた手法 [75–79]も提案されており，辞書ベースと同様に多数の低解像度
パッチとそれに対応する高解像度パッチの対を用意し，ニューラルネットワークに低解像
度パッチから高解像度パッチへの変換を学習させる．これらの手法に共通するのは多量の
既知画像セットを事前に持つ必要があるという点である．またこれらが学習している変換
は式 (1.4) を考慮すると B の逆畳み込みにあたるものである．しかし，多くの手法では
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単一のフィルタB に対するものを学習させているため，機器ごとに違うB に対して汎用
的に利用することは難しい．
画像補間
画像補間は既知画素から関数やモデルパラメータを導出することで，未知画素を推定す
る．画像補間手法の場合，利用する関数やモデルを仮定する他は事前情報を利用しない事
が多いため，機器ごとの特性などに左右されにくいという特性がある．また画像補間は画
像拡大のみでなく，他の画像処理技術にも取り入れられている．例えば単板式と呼ばれる
画素ごとに一つの色情報を持つ画像を三版式やフルカラー画像と呼ばれる一画素に３色の
情報を持つ画像へと変換するデモザイキング技術などが有名である．
画像拡大技術という括りで考えると，超解像処理より高速な処理が行える手法が多く，
モバイル機器などリアルタイムアプリケーションに用いられやすい．また前述の超解像処
理を行うための前処理として，計算コストの低い画像補間技術を用いて高解像度画像の仮
推定を行うこと手法も存在する．しかし前述のように画像拡大などは不良設定問題である
こと，事前情報を利用せず関数やモデルでの近似を利用することから，輝度変化が大きい
ために近似誤差が生まれやすいエッジやテクスチャなどの領域で画像ボケやジャギーなど
不自然なアーティファクトを産んでしまうことが多い．現在多くのアプリケーションで使
われているアルゴリズムとして Bilinear法および Bicubic法 [80]などに代表される，既
知画素を距離に応じた重み付けによる加重平均を行う手法がある [80–82]．これらは極め
て高速な処理が可能であるものの，局所構造を考慮せずに各領域に対して同一の処理を
行ってしまうため，画像ボケやジャギーなどの推定誤差問題の影響を大きく受ける．こ
れらをベースとした手法もいくつか提案されてはいるものの，いまだ精度には限界があ
る [83, 84]．そこでこれらの問題を解決するために，最小二乗法などの最適化問題を用い
た手法が多く提案されている [85–95]．これらの手法は局所的領域の構造からパターンを
抽出し，それらに共通するモデルパラメータを最適化計算によって導出することで，領域
毎に適した補間を行うものである．これによりエッジやテクスチャ領域に適したモデルを
利用することができるため，画像ボケやジャギーを軽減した高品質な補間を可能にした．
しかし最適化問題を解くのは計算コストが高いため，従来手法より大きく処理時間がかか
るようになり，リアルタイムアプリケーションには不向きとなってしまった．したがって
補間品質と計算コストの両立をどのように行うかが画像補間分野の鍵となっている．また
最適化問題を用いた手法のもう一つの問題点として，拡大率が固定されていることが挙げ
られる．距離に応じた加重平均を行う手法の場合，求めたい座標に対して既知画素の距離
が分かれば処理が行えることから，非整数倍を含めた任意の倍率について画像補間を行う
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ことができる．しかし最適化ベース手法の場合，モデルパラメータを求める際に低解像度
画像内に含まれる同一のパターンを利用して補間を行うため，２倍拡大のみ，そうでなく
とも整数倍までしか手法を拡張することができない．
1.3 研究目的
ここでは研究背景と各問題に対する従来研究の動向を受け，本研究が対象とする問題設
定と解決すべき課題を述べる．背景で述べたように，本研究ではディジタル画像撮影時か
らディスプレイ上で任意サイズでの表示を行うまでの過程に注目する．本過程において問
題となるのが，撮影・伝送時に生じるノイズの除去と，画像の任意倍率拡大である．以下
にそれぞれの問題に対する設定と課題を述べる．
ノイズ除去
近年のノイズ除去において最も盛んに研究されているノイズは，ガウスノイズとインパ
ルスノイズである．これらはともに撮影時・伝送時に頻繁に生じるノイズであるため，ど
ちらかのみを対象とすると残るノイズによる品質劣化が避けられない．そのため，本研究
ではこれら２種類のノイズが混合したガウス-インパルス混合のミックスノイズを対象と
する．従来のミックスノイズ除去手法ではノイズ画素検出の際にテクスチャなどの詳細部
をノイズ画素と誤検出することが問題である．これはインパルスノイズのみが混入する場
合と比べ，本ミックスノイズはガウスノイズの影響からノイズ画素検出が困難であること
が原因である．しかし，誤検出によりノイズ除去後の画像から詳細部が失われてしまい，
結果画像を大きく劣化させる．また詳細部の復元は画像拡大において極めて難しい問題と
なるため，本研究が対象とする過程において本問題の解決は不可欠である．そこで本問題
に対して，本研究は詳細部を保持するガウス-インパルス混合ミックスノイズ除去手法の
提案を目的とする．
画像拡大
実生活において画像処理が最も頻繁に用いられている場面は単独の画像を利用したリア
ルタイム処理である．そこで本研究はそのようなリアルタイム処理が可能な画像補間技術
に注目する．現在実用とされている従来の画像補間手法は非常に高速な処理が可能なもの
の，エッジ領域などの輝度変化の大きい領域においてジャギーが発生するという問題があ
る．特に拡大倍率が大きくなるほどこれらのアーティファクトは顕著になる．しかし画像
補間はリアルタイム処理に用いられるため，実用面を考えると高速な処理を行う必要があ
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る．そこで本研究は実用に足る高速・高品質を両立する任意倍率画像補間法の提案を目的
とする．
1.4 本論文の構成
本論文は，次のように構成される．2章では，本研究の理解に必要な基礎知識および関
連研究，また実験で用いた画像の客観的評価方法などを述べる．3章および 4章では本研
究の提案手法について述べる．3章では画像拡大の前段階処理として行う低解像度画像内
のミックスノイズ除去について，4章では画像補間による画像拡大手法についてをそれぞ
れ説明する．5章では 3章と 4章において提案した 2手法をまとめ，本研究の目的である
ノイズ入低解像度画像からノイズのない高解像度画像の推定する手法を提案する．6章で
は全体を総括し，結論を述べる．
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第 2 章
基礎理論
2.1 従来ノイズ除去
2.1.1 従来ガウスノイズ除去手法：BM3D
本節ではノイズ除去手法の内，ガウスノイズ除去を対象とした手法である BM3D(Block
Matching and 3D filtering)を述べる．
BM3Dはブロックマッチングによる類似パッチ探索を利用し，似通ったパッチ群に対
する３次元周波数変換を用いてノイズ除去を行う手法である．また BM3Dは 2ステップ
により行われる手法であり，以下にその詳細を述べる．
前半部処理：閾値処理
BM3Dの各ステップは，ブロックマッチングによる類似パッチ探索と 3次元周波数空
間でのノイズ除去処理により構成される．まずブロックマッチングにより，N1×N1 サイ
ズの対象パッチ ZxR に対して同サイズの周囲パッチ Zx から類似パッチを以下の式によ
り探索する．
d(Zx, ZxR) = N−11
∥∥∥∥∥Υ
(
F2D(Zx), λ2Dσ
√
2 log(N21 )
)
−Υ
(
F2D(ZxR), λ2Dσ
√
2 log(N21 )
)∥∥∥∥∥
2
(2.1)
ここで Zx は対象パッチ ZxR の周囲パッチであり，d(Zx, ZxR)はこれらの類似度を表す．
また F2D は DCTや DFTといった 2次元線形ユニタリ変換，λ2D は閾値パラメータ，σ
は入力画像に付加されているガウスノイズのノイズレベル，∥ · ∥2 は L2ノルムを表して
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いる．Υはハードスレッショルド処理を表しており，次式で定義される．
Υ(λ, λthr) =
{
λ if |λ| > λthr
0 otherwise,
(2.2)
式 (2.1)で定義された類似度により，周囲パッチからパッチ ZxR に対する類似パッチ郡
SxR を次式で得る．
SxR = {x|d(Zx, ZxR) < τmatch} (2.3)
ここで τmatch は閾値パラメータである．また |SxR |を類似パッチ郡 SxR に含まれるパッ
チの枚数とすると，d(ZxR , ZxR) = 0であるため，|SxR | ≥ 1を満たす．
次に類似パッチと対象パッチを使い，３次元周波数空間上でノイズ除去処理を行う．ま
ず d(Zx, ZxR)の小さいものから昇順に類似パッチを並べ，N1 ×N1 × |SxR |サイズの３
次元行列 ZSxR を作る．その後 ZSxR に対して３次元ユニタリ変換 F3D を加え，３次元
周波数空間上でハードスレッショルド処理を行う．そして F3D の逆変換 F−13D を行い，推
定パッチ郡 YˆSxR を得る．これを定式化すると次のように計算される．
YˆSxR = F
−1
3D
(
Υ
(
F3D
(
ZSxR
)
, λ3Dσ
√
2 log(N21 )
))
(2.4)
ここで λ3D は閾値パラメータである．処理パッチ間のオーバーラップした画素に対する
処理として，加重平均を行う．そのための重みとして，各推定パッチ郡 YˆSxR に対して次
のように重み wxR を計算する．
wxR =
{
1
Nhar
if Nhar ≥ 1
1 otherwise,
(2.5)
ここで Nhar は式 (2.4)における３次元ハードスレッショルド処理
Υ
(
F3D
(
ZSxR
)
, λ3Dσ
√
2 log(N21 )
)
後に残った非ゼロ要素の数である．
入力画像 X 内のすべての対象パッチ xR ∈ X に対して式 (2.4) により推定パッチ郡
YˆSxR を求めたあと，元のパッチ位置に戻す．その際，オーバーラップした画素に関して
は式 (2.5)で求めた重みを使って加重平均を行う．最終的に，前半部処理により獲得する
仮推定画像 yˆ は次の式で計算される．
yˆ(x) =
∑
xR∈X
∑
xm∈SxR wxR Yˆ
xR
xm (x)∑
xR∈X
∑
xm∈SxR wxRχ
xR
xm(x)
,∀x ∈ X (2.6)
ここで yˆ(x)は yˆ での画素 xの値，Yˆ xRxm は YˆSxR の m枚目パッチを表しており，画素 x
を含んでいなかった場合は Yˆ xRxm (x) = 0である．また χxRxm(x)は Yˆ xRxm が画素 xを含んで
いた場合は 1，含んでいなかった場合は 0である．
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後半部処理：ウィナーフィルタ
後半部は前半部の仮推定画像 yˆ を利用した３次元ウィナーフィルタ処理により最終推
定画像を得る．まずブロックマッチングにより類似パッチ探索を行う．前半部では入力ノ
イズ画像を用いて類似パッチ探索を行っていたが，後半部では前半部によって得られた仮
推定画像を用いて次式により類似パッチ探索を行う．
d(Zx, ZxR) = N−11
∥∥∥∥∥(Ex − E¯x)− (ExR − ¯ExR)
∥∥∥∥∥
2
(2.7)
ここで ExR，Ex はそれぞれ仮推定画像 yˆ における対象パッチとその周辺パッチを表して
いる．これを式 (2.3)に用いることで，後半部における類似パッチ郡 SxR を得る．
次に前半部と同様に入力ノイズ画像から３次元行列 ZSxR を，また仮推定画像から
ZSxR に対応するパッチ郡を積んだ３次元行列 ESxR をそれぞれ作り，それに３次元ユニ
タリ変換 F3D を行う．その後次式によりウィナーフィルタ係数WSxR を導出する．
WSxR =
|F3D(ESxR )|2
|F3D(ESxR )|2 + σ2
(2.8)
このフィルタ係数を用いて，後半部における推定パッチ郡 YˆSxR を次式で得る．
YˆSxR = F
−1
3D
(
WSxRF3D(ZSxR )
)
(2.9)
その後，前半部と同様にオーバーラップした画素に関する加重平均を行う．その際の重み
wxR は次の式で導出する．
wxR =
 N1∑
i=1
N1∑
j=1
|SxR |∑
t=1
∣∣∣WSxR (i, j, t)∣∣∣2
 (2.10)
ここでWSxR (i, j, t)は３次元行列WSxR の一要素を表す．これを式 (2.6)に代入するこ
とで最終出力 yˆ を得る．
2.1.2 従来インパルスノイズ除去手法：中間値フィルタ
中間値フィルタは古くからインパルスノイズ除去手法として利用されるフィルタの一つ
である．中間値フィルタは局所領域における中央画素を，周辺画素の中間値によって置き
換えるフィルタであり，次のように定義される．
mi,j = median {y(i+ s, j + t) : (s, t) ∈Wm} (2.11)
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ここで y(i+ s, j+ t)は入力画像での座標 (i+ s, j+ t)における画素値，mi,j は座標 (i, j)
を中心とする局所領域Wm の中心画素の中間値フィルタによる推定値である．インパル
スノイズは周囲画素に対して空間的な画素値の連続性がないため，ごま塩ノイズのような
極端な値を取る固定値インパルスノイズのみでなくある程度の RVIN に対しても本フィ
ルタで取り除くことができる．しかし本フィルタは入力画像全体に対して除去処理を行う
ため，画像由来の画素に対しても処理を行ってしまい，その結果エッジずれや詳細部の損
失といった問題が知られている．
2.1.3 従来ミックスノイズ除去手法：ROR-NLM
ROR-NLR [34]は新たに定義した ROR(Robust Outlyingness Ratio)を用いたインパ
ルスノイズ検出とインパルスノイズ画素に対する NLM，残るガウスノイズ画素に対する
NLMという 2段階の NLM処理によりミックスノイズを除去する手法である．以下にそ
の詳細を述べていく．
インパルスノイズ画素検出
[34]ではインパルスノイズ画素検出として RORを定義し，インパルスノイズ画素検出
を行っている．RORは次の式で定義される．
ROR(yi,j) = |yi,j −median(y)/MADN(y)| (2.12)
ここで yi,j は座標 (i, j)における検出対象画素，yは yi,j を中心とする (2N+1)×(2N+1)
の局所領域である．さらにMADN(y)は以下のように定義される．
MADN(y) = median/0.6457 (2.13)
MAD(y) = median{|y −median(y)| (2.14)
ここで “0.6457” は標準正規乱数の MAD 値である．各点に対して ROR を計算した後，
RORの値に従って各点を 4つのレベルに分類する．分類したレベルにごとに閾値 Tk を
設定し，各点と周囲画素の中間値との絶対差分がその閾値を超えているかどうかでインパ
ルスノイズ画素がどうかを判断する．さらに判断した画素に対して中間値処理を行った一
時推定画像を作る処理を検出処理と反復して行うことで最終的に全体からノイズを除去し
た画像を得ることができる．しかしこの一時推定画像ではエッジに不自然なアーティファ
クトを生むことやミックスノイズに対応できないことから，次のノイズ除去処理により最
終的な画像を推定する．
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推定画像ノイズ画像
RORを用いた
ノイズ画素検出
ノイズ画素マップ
一時推定画像
ガウスノイズ除去
NLM処理
インパルスノイズ
除去NLM処理
図 2.1 ROR-NLMフローチャート
ノイズ除去処理
一般に用いられている NLM はガウスノイズ除去を行う手法であり，以下の式で表さ
れる．
xˆi,j =
∑
(m,n)∈W w(m,n)yi+m,j+n∑
(m,n)∈W w(m,n)
(2.15)
w(m,n) = exp
(−∥y(Ni+m,j+n)− y(Ni,j)∥22/h2) (2.16)
xˆi,j は座標 (i, j) における画素推定値，W はその周辺領域である．また y(Ni,j)，
y(Ni+m,j+n) はそれぞれ yi,j，yi+m,j+n を中心とする局所パッチを表している．イン
パルスノイズ除去に NLM を用いる場合，式 (2.16) に示す重み計算の際にインパルスノ
イズの影響を大きく受けてしまうため，精度が低下しやすい．そのためインパルスノイ
ズ除去として [34]では式 (2.16)の際にインパルスノイズ画素と検出された画素に対して
マスクを掛けることでこれを解決している．さらに [34] では最終的には図 2.1 に示すフ
ローチャートによりミックスノイズ除去へと拡張している．その方法としてはノイズ画素
検出を行った後，上記の方法で一時推定画像からインパルスノイズ除去を行い，その後通
常の NLM処理を行うことによってガウスノイズ除去を行うことでミックスノイズを除去
している．
2.1.4 従来ミックスノイズ除去手法：LSM-NLR
LSM-NLR [38]は LSM(Laplacian Scale Mixture)モデルを利用したガウス-インパル
ス混合ミックスノイズ除去手法であり，他の従来法と比較してノイズ検出部と処理部を分
けることなく，最適化問題を解くことにより画像推定を行う手法である．まず [38] では
式 (1.3)に示すミックスノイズ定義式を次のように変形する．
y = x+ s+ nG (2.17)
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ここで sはインパルスノイズによる画素値変化を表しており，次の式で表される．
s (i, j) =
{
y (i, j)− x (i, j)− nG (i, j) (i, j) with probability p
0 with probability 1− p (2.18)
[38]では理想画像 x，AWGNノイズレベル σ に加え，sを推定することによりミックス
ノイズ除去を行う．これは最大事後確率（Maximum A Posteriori:MAP）問題により次
のように定式化できる．
(x, s, σ) = argmax logP (y|x, s, σ)P (x, s, σ)
= argmax logP (y|x, s, σ) + logP (x) + logP (s) + logP (σ)
= argmax logP (y|x, s, σ) + logP (x) + logP (s) (2.19)
これは x，s，σ がそれぞれ独立であること，σ は [0,∞)において一定確率であることよ
り導くことができる．ここで s がラプラス分布に近い分布を持つ乱数であることに注目
し，標準偏差 θi を持つラプラス分布として si = αiθi とする LSMモデルで近似する．こ
こで αi は標準偏差 1のラプラス分布に則る乱数である．これにより式 (2.19)は次のよう
に変形できる．
(x, s, θ, σ) = argmax logP (y|x, s, σ) + logP (x) + logP (s|θ) + logP (θ) (2.20)
(2.21)
また Λ = diag(ai)とすると，s = Λθ と表せることから，最終的に [38]では以下の最適
化問題を解くことによりミックスノイズ除去を行う．
(x,α,θ, σ) = argmin 12σ2 ∥y − x−Λθ∥
2
2 +
√
2
∑
i
|αi|
+ 2
∑
i
log(θi + ϵ) + η
∑
j
L(R˜jx, ϵ) +N log σ (2.22)
ここで R˜jx はパッチ xj の類似パッチ郡，関数 L(X, ϵ) =
∑
r log(σr(X) + ϵ)（ただし
σr(X)はX の r番目の特異値），ϵ，η，N は定数パラメータである．[38]では σ，θ，α，
xの順に更新し，反復処理により最終的な解 xˆを得る．
σ の更新
式 (2.22)においてノイズレベル σ に注目し，以下の式を得る．
σ = argmin
σ
1
2σ2 ∥y − x−Λθ∥
2
2 +N log σ (2.23)
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右辺の σ による微分が 0となる σ を導出することで，次の閉形式解を得る．
σ =
√
∥y − x−Λθ∥22/N (2.24)
θ の更新
式 (2.22)において θ に注目し，以下の式を得る．
θ = argmin
θ
∥y − x−Λθ∥22 + 4σ2
∑
i
log(θi + ϵ)
= argmin
θ
(yi − xi − αiθi)2 + 4σ2
∑
i
log(θi + ϵ), s.t. θi > 0 (2.25)
θi は互いに独立であるため，次の式を解くことにより導出できる．
θi = argmin
θi
aiθ
2
i + biθi + c log(θi + ϵ), s.t. θi > 0 (2.26)
ただし ai = α2i，bi = 2αi(xi − yi)，c = 4σ2 である．これについて右辺の θi る微分が 0
となる θi を導出することで，次の閉形式解を得る．
θi =
{
0 if (2aiϵ+ bi)2/16a2i − (biϵ+ c)/2ai < 0
argminθi{f(0), f(θi,1), f(θi,1)} otherwise
(2.27)
ここで f(θi)は式 (2.26)の右辺であり，θi,1，θi,2 は次式で表される f(θi)の２停留点で
ある．
θi,1 =
2aiϵ+ bi
4ai
+
√
(2aiϵ+ bi)2
16a2i
− biϵ+ c2ai (2.28)
θi,2 =
2aiϵ+ bi
4ai
−
√
(2aiϵ+ bi)2
16a2i
− biϵ+ c2ai (2.29)
αの更新
式 (2.22)において αに注目し，以下の式を得る．
α = argmin
α
∑
i
(yi − xi − αiθi)2 + 2
√
2σ2
∑
i
|αi| (2.30)
それぞれの αi は次の式により得られる．
αi = argmin
αi
(yi − xi − αiθi)2 + 2
√
2σ2|αi| (2.31)
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これは次に示す閾値 τi による軟判定閾値値処理関数 Sτ (·)を用いた閉形式解を持つ．
αi = Sτ ((yi − xi)/(θi + ϵ)) (2.32)
ただし τi = 2
√
2σ2
θi+ϵ である．
xの更新
式 (2.22)において xに注目し，以下の式を得る．
x = argmin
x
1
2σ2 ∥y − x−Λθ∥
2
2 + η
∑
j
L(R˜jx, ϵ) (2.33)
この問題を解くために，補助変数 Lj を用いて以下のように変形する．
(x,Lj) = argmin
x,Lj
1
2σ2 ∥y − x−Λθ∥
2
2 + η
∑
j
L(Lj , ϵ), s.t.Lj = R˜jx (2.34)
これを ADMM 法 (Alternatibe Direction Multiplier Method) により以下の式に変形
する．
(x,Lj) = argmin
x,Lj
1
2σ2 ∥y−x−Λθ∥
2
2+η
∑
j
L(Lj , ϵ)+µ
∑
j
∥R˜jx−Lj+Uj2µ ∥
2
F (2.35)
ここで Uj は拡張ラグランジュ係数である．これは次式の反復により解くことができる．
x = argmin
x
1
2σ2 ∥y − x−Λθ∥
2
2 + µ
∑
j
∥R˜jx−Lj + Uj2µ ∥
2
F (2.36)
Lj = argmin
Lj
µ
∑
j
∥R˜jx−Lj + Uj2µ ∥
2
F + η
∑
j
L(Lj , ϵ) (2.37)
式 (2.36)は次の閉形式解を持つ．
x = (2σ2µ
∑
j
R˜Tj R˜j + I)−1(y −Λθ + 2σ2µ
∑
j
R˜Tj (Lj +
Uj
2µ )) (2.38)
式 (2.37)について関数 L(X, ϵ) = ∑r log(σr(X) + ϵ)を考慮すると，次の反復計算によ
り解を得ることができる．
Lj = P (Σ˜− η2µdiag(w
(k)))+ +QT (2.39)
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ここで P Σ˜QT は R˜jxの SVDであり，w(k)r = 1
σ
(k)
r
+ ϵ（ただし σ(k)r は k 回目反復で推
定された r 番目特異値）である．また拡張ラグランジュ係数 U は
U
(k+1)
j = U
(k)
j + µ(R˜jx−Lj) (2.40)
このように xは Lj，x，U を更新していくことで推定される．
これらの従来ミックスノイズ手法の持つ問題点として，ガウスノイズの影響によるイン
パルスノイズ検出の誤検知が挙がる．ROR-LSM [34] では新たに定義した ROR によっ
てインパルスノイズ検出を行っているものの，インパルスノイズのみが混入した場合と検
出方法は同じであるため，ある程度の誤検知が発生し詳細部が失われてしまう事がある．
また LSM-NLRではインパルスノイズ画素が既知であるとして類似パッチ探索の際にマ
スクを作成しているが，インパルスノイズ単独より検出が困難なミックスノイズにおいて
この仮定を想定することは実用的には不自然である．
2.2 従来画像補間
2.2.1 従来補間法：Bicubic
画像補間手法の中で，実社会で頻繁に使われている手法の一つが Bicubic 法である．
Bicubic法は Cubic Convolution kernelによって定義される重みを使って，水平・垂直方
向に対して局所的な加重平均を行う手法である．Cubic Convolution kernel はパラメー
タ aを用いて以下の式で表される．
u(s) =

(a+ 2)|s|3 − (a+ 3)|s|2 + 1 |s| ≤ 1
a|s|3 − 5a|s|2 + 8a|s| − 4a 1 < |s| ≤ 2
0 2 < |s|
(2.41)
s は補間対象画素との距離を表している．またパラメータ a の値によらず，u(0) = 1，
u(1) = u(2) = 0を満たしている．
よって補間対象画素 pH = (xH , yH)は重み u(s)を用いた加重平均によって次の式で表
される．
fˆ(pH) =
∑
−2≤sx≤2
∑
−2≤sy≤2
u(sx)u(sy)f(xH + sx, yH + sy) (2.42)
sx，sy はそれぞれ補間画素と既知画素の水平，垂直方向の距離，fˆ(xH , yH) は推定値，
f(xH + sx, yH + sy)は既知画素値を表している．
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(a) (b)
(c)
図 2.2 2倍拡大補間模式図．低解像度画素と高解像度画素の位置関係．菱形 (⋄)が未知
高解像度画素を表し，円形 (◦)が既知低解像度画素を表す．以下の図においてもこれは同
様である．
また２倍補間を例にすると，既知画素と未知画素の位置関係は図 2.2に示すパターンの
いずれかに当てはまるため，式 (2.42)はディジタル画像を行列と考えた時，次の行列式で
表すことができる．
H = A ∗ {(↑ 2)L} (2.43)
A =

u(−1.5)u(−1.5) 0 u(−0.5)u(−1.5) u(−1.5) u(0.5)u(−1.5) 0 u(1.5)u(−1.5)
0 0 0 0 0 0 0
u(−1.5)u(−0.5) 0 u(−0.5)u(−0.5) u(−0.5) u(0.5)u(−0.5) 0 u(1.5)u(−0.5)
u(−1.5) 0 u(−0.5) 1 u(0.5) 0 u(1.5)
u(−1.5)u(0.5) 0 u(−0.5)u(0.5) u(0.5) u(0.5)u(0.5) 0 u(1.5)u(0.5)
0 0 0 0 0 0 0
u(−1.5)u(1.5) 0 u(−0.5)u(1.5) u(1.5) u(0.5)u(1.5) 0 u(1.5)u(1.5)

(2.44)
H は目標高解像度画像，(↑ 2)Lは零挿入を行い，2倍にアップサンプルした低解像度画像
をそれぞれ指す．実際のアプリケーションで処理する場合，低解像度画像に対するフィル
タの畳み込みのみで補間処理を行えるため，古典的手法ではあるものの極めて高速な処理
が可能である．しかしながら，畳み込みで表せることからもわかるようにすべての局所領
域に対して距離による重み付けのみで処理を行っているため，エッジやテクスチャのよう
な特徴的な領域の構造情報を考慮できていない．そのためそういった領域では推定誤差が
生じるため，図 2.3のような不自然な構造を生んでしまうことが知られている．
2.2.2 従来補間法：方向性 Cubic Convolution
Bicubic 法の問題であったエッジやテクスチャのような構造を考慮していないと
いう点に注目し，その問題を解決するために [83] で提案された手法が方向性 Cubic
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(a) 理想画像 (b) 復元画像
図 2.3 Bicubicによる画像復元結果
Convolution(DCC:Directional Cubic Convolution)である．この手法はエッジ検出をす
ることでエッジ方向を見積もり，それに沿った 1次元の Cubic Convolution kernelを利
用する．以下図 2.4に示す座標 (i, j)における目標未知画素の導出過程を述べる．
まずエッジ検出として，以下の 2つのエッジ強度を導出する．
G1(i, j) =
∑
m=3,±1
∑
n=3,±1
|I(i+m, j − n)− I(i+m− 2, j − n+ 2)| (2.45)
G2(i, j) =
∑
m=3,±1
∑
n=3,±1
|I(i+m, j + n)− I(i+m− 2, j + n− 2)| (2.46)
(i, j) は目標未知画素座標，I(p) は座標 p = (x, y) における画素値を表す．G1(i, j)，
G2(i, j) がそれぞれ (i, j) おける 45◦ 方向および 135◦ 方向のエッジ強度であり，これら
の値としきい値 T によって目標未知画素を次のように分類する．
(1 +G1)/(1 +G2) > T : 135◦ 方向に強いエッジ
(1 +G2)/(1 +G1) > T : 45◦ 方向に強いエッジ
otherwise : 弱エッジもしくはテクスチャ領域
(2.47)
ここで (i, j)における 45◦ 方向および 135◦ 方向の Cubic Convolutionによって得られる
画素値それぞれを p1(i, j)，p2(i, j)とする．すなわち
p1(i, j) =u(−1.5)I(2i+ 3, 2j − 3) + u(−0.5)I(2i+ 1, 2j − 1)
+ u(0.5)I(2i− 1, 2j + 1) + u(1.5)I(2i− 3, 2j + 3) (2.48)
p2(i, j) =u(−1.5)I(2i− 3, 2j − 3) + u(−0.5)I(2i− 1, 2j − 1)
+ u(0.5)I(2i+ 1, 2j + 1) + u(1.5)I(2i+ 3, 2j + 3) (2.49)
である．弱エッジもしくはテクスチャ領域ではこれらの値の加重平均を取る．したがって
p(i, j) = w1(i, j)p1(i, j) + w2(i, j)p2(i, j)
w1(i, j) + w2(i, j)
(2.50)
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図 2.4 方向性 CC推定値導出範囲．
であり，重み w1(i, j)，w2(i, j)については次の式を用いて導出する．
w1(i, j) =
1
1 +Gk1(i, j)
(2.51)
w2(i, j) =
1
1 +Gk2(i, j)
(2.52)
以上のことから最終的な推定値 Iˆ(i, j)は以下のように分類される．
Iˆ(i, j) = p2(i, j)(式 2.49) (1 +G1)/(1 +G2) > T
Iˆ(i, j) = p1(i, j)(式 2.48) (1 +G2)/(1 +G1) > T
Iˆ(i, j) = p(i, j)(式 2.50) otherwise
(2.53)
DCCは領域毎のエッジ検出により Bicubicよりは多少計算コストが大きくなったもの
のエッジでのジャギーなどを軽減することができ，後述の SAI法に代表される最適化問
題を利用した手法よりは低計算コストである．しかし斜め方向への１次元関数近似に基づ
いており，領域によっては推定誤差が発生したりするなどいまだ取り切れていないジャ
ギーが存在する．
2.2.3 従来画像補間法：SAI
SAI法は PAR（2-D Piecewise stationary AutoRegressive）モデルと呼ばれるモデル
を利用し，補間を行う手法である．本節では，PARモデルの基本的な説明と，SAI法の
概略を説明する．
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PARモデル
PARモデルは画像特徴に合わせた画像補間を行うために SAI法に取り入れられた手法
である．PARモデルは次の式で表される．
X(i, j) =
∑
(m,n)∈W
α(m,n)X(i+m, j + n) + vi,j . (2.54)
この式は座標 (i, j) における画素と，その近傍との関係を表している．X は画素値を表
し，vi,j は (i, j)における空間情報，画像信号とは独立したランダムなノイズ項である．α
がモデルパラメータであり，局所的な構造情報を表す．SAI法では，このパラメータは局
所的には一定であると仮定されている．最終的には次の最適化問題により，未知画素を推
定する．
y = argmin
y
{T1(y) + T2(y) + λT3(y)} (2.55)
T1(y) =
∑
j∈W
yj − ∑
1≤t≤4
atx
(8)
j⋄t
2 (2.56)
T2(y) =
∑
i∈W
xi − ∑
1≤t≤4
aty
(8)
i⋄t
2 (2.57)
T3(y) =
∑
j∈W
yj − ∑
1≤t≤4
bty
(4)
j⋄t
2. (2.58)
パラメータ λは T3(y)の寄与を調節する．これを解くために SAI法はまず局所領域毎に
モデルパラメータを導出する必要がある．
推定値導出
モデルパラメータ α を図 2.5 のようにななめ方向および水平・垂直方向のパラメータ
a，bで表す．a，bは局所的にモデルパラメータ αは一定であるという仮定に加え，低
解像度画素同士にも同様のモデルパラメータが成り立つと仮定し，最小二乗法を用いて次
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(a) ななめ方向パラメータ a (b) 水平・垂直方向パラメータ b
図 2.5 モデルパラメータ aと b．
式で導出する．
a = argmin
a
∑
i∈W
xi − ∑
1≤t≤4
atx
(8)
i⋄t
2 (2.59)
b = argmin
b
∑
i∈W
xi − ∑
1≤t≤4
btx
(4)
i⋄t
2. (2.60)
x
(4)
i⋄t，x(8)i⋄t はそれぞれ 4方向近傍，8方向近傍の既知画素値を指している（図 2.6参照）．
これらのパラメータを用いて，未知高解像度画素 y を式 (2.55)に代入し，最適化問題を
解くことによって推定画像を得る．
以上の流れから，SAI法は高解像度画像を推定する．PARモデルを利用した最小二乗
問題を解くことにより，構造情報を考慮して局所領域毎に異なるパラメータを導出するこ
とができるため，Bicubic法で問題だったエッジやテクスチャといった領域についてもよ
り正確な補間を行える．一方で，各局所領域で複数の最小二乗問題を解かなければならな
いため，計算コストが大きく増加しているため，結果補間手法としては低速な手法となっ
ており，実用には不向きとなってしまった．
2.2.4 従来画像補間法：RSAI
RSAI [90]は SAI法 [89]を基に改良を加えたものであり，SAI法以上の精度を示す手
法である．RSAIの主たる改良点は，SAI法がモデルパラメータや画素値推定の際に最小
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図 2.6 既知低解像度画素 xi 周辺の x(4) および x(8)．
二乗法により導出するところを重み付き最小二乗法により導出し，精度を向上させたこと
である．
モデルパラメータの推定
各推定において RSAIでは重み付き最小二乗法を利用するため，まず局所領域内に含ま
れる各既知点 xi に関する重み wi を次式にて導出する．
wi = exp
{
−2(
∑
t |x(8)c⋄j − x(8)i⋄j |p)(1/p)
σ1
}
exp
{
−−(|mc −mi|
p + |nc − ni|p)(1/p)
σ2
}
(2.61)
ここで x(8)c⋄j は局所領域中心未知画素 yc（図 2.7緑菱形）の最近傍既知画素（図 2.7赤円），
xi⋄j は既知画素 xi に対する 8方向近傍既知点であり，(mc, nc)，(mi, ni)は yc，xi の座
標である．これは中心部との構造類似性と中心画素との距離によって計算されている．こ
れにより求めた重み行列 w = [w1, w2, · · · , w16]を用いて PARモデルパラメータ導出を
行う．また RSAIではパラメータ bを 4方向近傍画素のみに限定せず，図 2.8のように 8
方向近傍画素に対しても考えている．
a = argmin
a
∑
i∈W
wi
xi − ∑
1≤t≤4
atx
(8)
i⋄t
2 (2.62)
b = argmin
b
∑
i∈W
wi
xi − ∑
1≤t≤8
btxi⋄t
2. (2.63)
ここで xi⋄t は図 2.6に示す 8近傍画素 x(8)，4方向近傍画素 x(4) 双方を含む集合である．
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図 2.7 RSAIで用いる局所領域W．丸が既知点，菱形が未知点．緑菱形が局所領域中心
未知画素であり，赤丸がその最近傍未知点であり重み導出に用いられる．
図 2.8 RSAIにおける PARモデルパラメータ b．
推定値導出
SAI 法における推定値導出式 (2.55) を基に，RSAI では次のように推定値 y を導出
する．
y = argmin
y
{T1,v(y) + T2,v(y) + λT3(y)} (2.64)
T1,v(y) =
∑
j∈W
wj
yj − ∑
1≤t≤4
atx
(8)
j⋄t
2 (2.65)
T2,v(y) =
∑
i∈W
wi
xi − ∑
1≤t≤4
aty
(8)
i⋄t
2 (2.66)
T3(y) =
yc − ∑
1≤t≤8
btyc⋄t
2 . (2.67)
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ここ vは局所領域に含まれる各未知点 yj および各既知点 xi に対する重み行列であり，次
の式で導出される．
wj = exp
(
−|y˜c − y˜j |125
)
exp
{
− (|mc −mj |
2 + |nc − nj |2)(1/2)
2
}
(2.68)
wi = exp
(
−|y˜c − xi|125
)
exp
{
− (|mc −mi|
2 + |nc − ni|2)(1/2)
2
}
(2.69)
ここで y˜c, y˜j は Bilinear 法による未知画素 yc，yj の推定値である．これと式 (2.64) に
よって示される重み付き最小二乗問題を解くことにより，最終的な推定値 y を得る．
RSAIは重み付き最小二乗問題を解くことにより，SAI法以上の精度を示す手法である．
しかし各局所領域における計算がより複雑になっていることから，SAI以上の計算コスト
を必要とする．
また前述の従来手法 DCC [83]および SAI [89]，RSAI [90]に共通する問題点として，
これらのアルゴリズムは２倍拡大に限定されて提案されている．DCCの場合は図 2.4に
示すような既知 16点から中心未知点を求める場合においてのエッジ方向を検出しており，
それ以外の点に関する言及はない．また SAI法や RSAI等類似の最適化問題を利用する
手法 [85–92]の場合，モデルパラメータ導出の際，未知高解像度画素と近傍既知低解像度
画素の位置関係に対して相似する位置関係が低解像度画素同士でも成り立つことを利用し
ている．しかし 2倍以外の倍率ではこのような相似関係は成り立たないため，実質的に 2
倍拡大にしか用いることのできない手法となっている．
2.3 復元画像の定量的指標
画像補間品質の評価するために，復元画像を人の目で見る定性的評価と，原画像と復元
画像をなんらかの数値指標で比較する定量的評価の両面から比較する必要がある．本節で
は本論文で用いている定量的評価指標について述べる．
2.3.1 平均二乗誤差
画像の数値評価法としてよく使われる方法の一つが平均二乗誤差（MSE：Mean Square
Error）である．m× nの画像について，Io を原画像，Ir を復元画像とすると，MSEは
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次式で定義される．
MSE = 1
mn
m∑
i=1
n∑
j=1
{Io(i, j)− Ir(i, j)}2 (2.70)
これは原画像と処理画像の二乗誤差の平均をとったものである．単純に考えればMSEが
小さいほど復元画像は原画像近い画像であると考えられる．
2.3.2 PSNR
PSNR(Peak Signal to Noise Ratio：ピーク信号対雑音比)は信号レベルに対する雑音
レベルの比であり，雑音の大きさに対する信号の大きさの最大値の比として次の式で定義
される．
PSNR = 10 log10
I2max
MSE
(2.71)
ここで Imax とは入力画像が取りうる画素値の最大値である．PSNRは画像復元の指標と
して一般に広く用いられており，この値が大きいほど原画像に近い復元画像に近いものが
得られたことになる．この指標は復元精度を測るためのものとして広い分野で利用されて
いる．本論文でも復元品質の定量的評価指標としてこの PSNRを利用し，この値を高く
することを方針の一つとして研究を行った．しかし本指標は人間の視覚認識と矛盾した値
が出てしまうこともある．例えば僅かな画素ズレや少量のガウスノイズを加えた場合な
ど，人の目ではあまり意識しないような変化でも PSNRは大きく下がり，逆にブロック
ノイズのような目につきやすいものであっても PSNRの結果がさほど低くならない場合
も存在する．したがって復元品質を測る際に意識すべきこととして，定量的評価だけでな
く定性的評価を並行して行うことが必要である．
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第 3 章
2段階処理による
ミックスノイズ除去
3.1 本章の構成
画像の任意サイズ拡大を行うにあたり低解像度画像がノイズを含んでいる場合，推定し
た高解像度画像はノイズの影響を受けたものとなるため，低品質なものとなってしまう．
特に高速な処理を目的とした画像補間では，既知画素を通るような関数近似を行うなどの
方法をとることからその影響が顕著であり，品質を大きく低下させる．そこで本研究では
入力画像に対して撮影時や伝送時などの画像拡大を行う前にノイズ除去を適用し，その影
響を予め取り除くことによってその解決を目指す．
本章では加算性白色ガウス雑音 (AWGN)とインパルスノイズによるミックスノイズの
除去手法を提案する．本章の構成としてまず 3.2節にて従来除去手法の問題点を述べる．
次に 3.3節および 3.3.1節にて提案法の詳細を述べる．最後に 3.5節にて従来法との推定
画像の比較を行い，提案法の優位性を示す．
3.2 従来法の問題点
前述の通り，ノイズを除去するためにはその種類に対応した手法を用いる必要がある．
例えば 2.1.1節で述べた BM3D [6]はガウスノイズに対しては十分な除去性能を発揮する
(図 3.1(c) 参照)が，インパルスノイズに対してはほとんど除去性能を発揮できない手法
である（図 3.1(e)参考）．これは BM3Dが対象としているガウスノイズの特性であるノ
イズの輝度値が標準偏差 σのガウス分布に則るという性質を利用しており，インパルスノ
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(a) 理想画像 (b) ガウスノイズ画像 (c) BM3D推定画像
(d) インパルスノイズ画像 (e) BM3D推定画像
図 3.1 ノイズの種類に対する BM3D推定画像の比較．
イズではそれが成り立っていないためである．したがって異なる特性を持つノイズが混合
したミックスノイズに対してこれらの単独のノイズを対象とする従来手法を利用してもノ
イズを除去することができない．このような背景の下，2.1.3節で述べた ROR-NLM [34]
や 2.1.4 節で述べた LSM-NLR [38] に代表されるようにこれまでにも多くのミックスノ
イズ除去手法が提案されている [33–46]．しかしこれらの手法でもテクスチャ領域などの
ノイズと原画像の分離が難しい領域では，インパルスノイズ画素ではない画素をインパル
スノイズであると誤推定してしまい，その結果詳細部を消してしまうといった問題が知ら
れている．
本研究におけるノイズ除去の位置づけは，画像拡大を行うための前処理である．前処理
のノイズ除去で失われてしまった高周波数成分を画像拡大の際に復元することは極めて難
しいため，如何にしてノイズを取り除きながらもエッジや詳細部などの高周波数成分を維
持するかが課題となる．そこで本章で提案するミックスノイズ除去の目的は，詳細部の保
持を十分行いながらミックスノイズを除去することである．まず詳細部欠損の原因はイン
パルスノイズ検出の際の詳細部の誤検知である．高精度な手法が提案されているインパル
スノイズ単独のノイズ画像での検出に対して，本ミックスノイズでは周辺画素がガウスノ
イズの影響を受けていることから検出精度が低くなりやすい．そこで本章では従来手法で
取られているようなインパルスノイズ単独に対する検出・除去手法によりミックスノイズ
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インパルスノイズ
画素検出
インパルスノイズ
除去処理
BM3D
(ガウスノイズ除去)
ノイズ画像
仮推定画像
インパルスノイズ
画素検出&置換
前半部処理
BM3D
出力画像
後半部処理
DWM
図 3.2 提案法のフローチャート．
中のインパルスノイズを除去するのではなく，新たに仮推定画像を用いた再検出を提案す
る．このときインパルスノイズ画素を完全に検出するのではなく，ガウスノイズ除去手法
が除去しきれないノイズ画素の検出に限定することで誤検知を抑制し，詳細部の保持を
図る．
3.3 DWMと BM3Dによる仮推定画像の生成
まず提案法のフローチャートを図 3.2に示す．提案法の最初の処理として従来ミックス
ノイズ除去手法でも用いられる，インパルスノイズ除去とガウスノイズ除去を組み合わせ
た方法によるミックスノイズ除去画像推定を行う．その組み合わせとしてインパルスノイ
ズ除去手法には DWM [18]，ガウスノイズ除去手法には 2.1.1節で述べた BM3D [6]を採
用した．しかしこの推定ではノイズの除去自体は可能であるものの，詳細部における誤検
出を抑制していないことから従来法と同様に詳細部の欠損が起こりやすい．そこで本章で
はこの推定画像を利用して入力画像に対してノイズの再検出および除去を行うという２段
階処理を提案する．後半部処理では前述の前半部処理で推定した画像と入力ノイズ画像を
利用した新しいインパルスノイズ検出・除去を採用する．これを利用することで前半部よ
りも誤検出数を減らし詳細部を保持したミックスノイズ除去画像を推定する事が可能と
なる．
本節では提案法の前半処理部にあたる，ミックスノイズを構成する各ノイズに対してそ
れぞれのノイズに対する除去手法の組み合わせによるノイズ除去について述べる．提案法
ではインパルスノイズに対して DWM [18]，ガウスノイズに対して BM3D [6] の組み合
わせにより仮推定画像を推定する．前半部の大まかな流れとして，まず DWMによるイ
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4
図 3.3 DWMのノイズ画素検出に用いられる４方向．中心赤画素が検出対象画素，周囲
青画素が検出に用いられる近傍画素
ンパルスノイズ画素検出及びインパルスノイズ除去を行い，その後 BM3Dにて残るガウ
スノイズ除去を行う．以下その詳細を述べる．
入力された画像にはインパルスノイズとガウスノイズが含まれているが，最初の処理と
して DWM [18]によるインパルスノイズ除去を行う．
3.3.1 DWM
DWM [18](Directional Weighted Median)はインパルスノイズを対象としたノイズ除
去手法である．DWMは 2.1.2節で述べた中間値フィルタを基にして改良を加えた重み付
き中間値フィルタを用いてノイズ除去を行う．また中間値フィルタは入力画像全体に対し
てノイズ除去処理を行っていたのに対して，DWMはノイズ画素と原信号画素を判別する
インパルスノイズ画素検出を行っている．これによりノイズ画素のみに除去処理を行うこ
とで精度を向上させている．DWM はノイズ画素検出とノイズ除去の 2 ステップで構成
される．以下にその処理を述べる．
ノイズ画素検出
入力ノイズ画像の各画素に対して，DWM は 5 × 5 の局所領域を利用して中心画素
がノイズ画素かどうかを調べる．まず図 3.3 に示す局所領域内の 4 方向に注目する．
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Sk(k = 1, · · · , 4)をそれぞれの方向に対応する座標郡として，次のように定義する．
S1 = {(−2,−2), (−1,−1), (1, 1), (2, 2)} ,
S2 = {(0,−2), (0,−1), (0, 1), (0, 2)} ,
S3 = {(2,−2), (1,−1), (−1, 1), (−2, 2)} ,
S4 = {(−2, 0), (−1, 0), (1, 0), (2, 0)} .
(3.1)
次に各方向に対して DWM は中心画素と周辺画素の重み付き絶対和 d(k)i,j を次式で計算
する．
d
(k)
i,j =
∑
(s,t)∈Sk
ws,t|yI(i+ s, j + t)− yI(i, j)|, 1 ≤ k ≤ 4 (3.2)
ここで重み ws,t は
ws,t =
{
2 (s, t) ∈ Ω3
1 otherwise,
(3.3)
と計算され，Ω3 = {(s, t) : −1 ≤ s, t ≤ 1}であり，中心部に近いものを重視するように
なっている．その後，これらの最小値を ri,j とし，ノイズ画素検出に利用する．すなわち
ri,j = min
k
{
d
(k)
i,j : 1 ≤ k ≤ 4
}
. (3.4)
最終的に ri,j を次式で閾値処理することで，インパルスノイズ画素であるかそうでないか
を判断する．
y (i, j) is a
{
noisy pixel ri,j > T
noise-free pixel otherwise
(3.5)
ここで T は閾値パラメータである．
重み付き中間値フィルタによるインパルスノイズ除去
検出処理の後，重み付き中間値フィルタを用いてノイズ画素の画素値を推定する．重み
付き中間値フィルタは次の式で定義される．
mi,j = median
{
w′s,t ⋄ y(i+ s, j + t) : (s, t) ∈Wm
}
(3.6)
ここで y(i+s, j+t)は入力画像での座標 (i+s, j+t)における画素値，w′s,tは y(i+s, j+t)
に対する重みである．また a ⋄ bは繰り返し処理を表し，bを a回重複して数えることと
同義である．また重み w′s,t は次の式で定義される．
w′s,t =
{
2 (s, t) ∈ Sli,j
1 otherwise
(3.7)
li,j = argmin
k
{
σ
(k)
i,j : k = 1 to 4
}
(3.8)
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表 3.1 ミックスノイズ除去のための DWMパラメータの変更．
パラメータ DWM 提案法
初期閾値 T0 510 350
反復回数 Nmax 5～10 3
フィルタサイズWm 3× 3 5× 5
ここで σ(k)i,j は中心画素および Sk に含まれるすべての画素の標準偏差である．またDWM
では重み付き中間値フィルタ処理を行う局所領域Wm の大きさは 3 × 3である．最終的
に DWMによる推定画像 yˆdwm は次の式で表される．
yˆdwm(i, j) =
{
mi,j ri,j > T
y(i, j) otherwise.
(3.9)
未検出を減らすため，DWM は式 (3.9) における閾値 T を減らしながら再帰的・反復的
に処理を行う．(n + 1)回目の閾値 Tn+1 は n回目の閾値 Tn を用いて次のように計算さ
れる．
Tn+1 = 0.8 · Tn, 0 ≤ n ≤ Nmax,
T0 = 510 (3.10)
Nmax は最大反復回数を表すパラメータであり，インパルスノイズ除去の場合 [5,10]の範
囲内で設定される．
DWM は中間値フィルタの問題であった全画素に対して処理を行うことによる画像由
来の画素までも処理してしまう問題をノイズ画素検出により解決している．しかし詳細部
では画像由来の画素をインパルスノイズとみなしてしまう誤検知を起こし，その結果詳細
部が失われてしまうという問題が生じる．提案法の前処理で得られる仮推定画像では詳細
部の維持よりもインパルスノイズを減らすことを優先し，かつさほど計算コストの大きく
なりすぎない本手法を採用する．またインパルスノイズ除去として使われている DWM
のパラメータに対して，ミックスノイズ除去である提案法に適応するために変更したパラ
メータを表 3.1に示す．式 (3.5)における閾値パラメータ T および処理の反復数を大きく
することは入力画像でのノイズ画素とみなす画素数を増やすことになるが，インパルスノ
イズ画素でないものに除去処理をかけてしまうとガウスノイズ除去性能を低下させてしま
うことがあり，それを抑制している．また除去処理に用いる重み付き中間値フィルタの大
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(a) 理想画像 (b) 入力ノイズ画像 (c) 前半部 RVIN
除去画像 y˜′
(d) 後半部 RVIN
除去画像 yˆ′
(e) BM3D (f) 仮推定画像 y˜ (g) 最終推定画像 yˆ
図 3.4 エッジ領域におけるノイズ除去推定画像比較．(c)，(d)は前半部および後半部の
インパルス除去後画像， （e），(f)，(g) はそれぞれ (b)， (c) および (d) を入力として
BM3D処理を行った推定画像である．
きさWm はミックスノイズの場合 3× 3と局所的すぎると AWGNに影響され，最終出力
画像に悪影響を起こしてしまうことがわかり，その範囲を広げている．
DWMによりミックスノイズからインパルスノイズを除去した画像を BM3Dにかける
ことで残りのノイズを取り除き，仮推定画像とする．以下入力ノイズ画像を y，DWM処
理後画像を y˜′，前半部処理後の仮推定画像を y˜とする．ここで図 3.4および図 3.5にエッ
ジ部およびテクスチャ部での提案法の各段階における推定画像比較を示す．仮推定画像 y˜
はエッジ際などでのミックスノイズ除去性能は図 3.4(f)に示すように十分なものとなって
いるものの，図 3.5(f)に示すように，従来法の問題であった詳細部の欠損を解決できてい
ない．これは本処理でのインパルスノイズ検出がインパルスノイズのみが付加された画像
を対象とするノイズ検出であることから，従来法と同様にガウスノイズの影響を受けるこ
とで詳細部の誤検知が起こるためである．これを解決するべく，提案法は本ステップで得
られた仮推定画像を利用した新しいインパルスノイズ検出・除去手法を提案し，後半部処
理として採用する．
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(a) 理想画像 (b) 入力ノイズ画像 (c) 前半部 RVIN
除去画像 y˜′
(d) 後半部 RVIN
除去画像 yˆ′
(e) BM3D (f) 仮推定画像 y˜ (g) 最終推定画像 yˆ
図 3.5 テクスチャ領域におけるノイズ除去推定画像比較．(c)，(d)は前半部および後半
部のインパルス除去後画像， （e），(f)，(g) はそれぞれ (b)， (c)および (d)を入力とし
て BM3D処理を行った推定画像である．
3.4 仮推定画像を利用したインパルスノイズ検出および除去
前半部および従来法の問題である詳細部欠損の原因は，前述のように詳細部をインパル
スノイズ画素とみなす誤検知によるものである．しかしインパルスノイズのみが混入し
た場合に比べ，ガウスノイズの影響からミックスノイズでは誤検知を減らしながらイン
パルスノイズのみを検出することは困難である．そこで後半部では前半部の y˜ を利用し，
BM3Dで処理しきれない顕著なインパルスノイズ画素のみを検出・除去する新しいイン
パルスノイズ検出・除去法を提案する．前述のように誤検知なしにインパルスノイズを完
全に検出することはガウスノイズの影響により困難であるが，本手法では顕著なインパル
スノイズという検出しやすいかつ BM3D で除去しきれない成分のみに注目することで，
誤検知を減らしながら続くガウスノイズ処理でのミックスノイズ除去を可能にする．
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図 3.6 閾値 τ = 3σ におけるノイズレベル σ による未検知数・誤検知数の変化．青が前
半部処理，赤が後半部処理を示し，実線が誤検知数，破線が未検知数を示す．
まず入力ノイズ画素 y と仮推定画像 y˜ の誤差 e(i, j)を次のように求める．
e(i, j) = |y˜(i, j)− y(i, j)| (3.11)
ここで y˜(i, j), y(i, j)はそれぞれ 3.3節で推定した仮推定画像 y˜，入力ノイズ画像 y の座
標 (i, j)における画素値である．この誤差 e(i, j)を利用して次式で閾値処理することで，
BM3Dで処理しきれない顕著なインパルスノイズのみを除去する．
yˆ′ (i, j) =
{
y˜ (i, j) e(i, j) > τ
y (i, j) otherwise
(3.12)
ここで yˆ′ を本処理後の画像とし，τ は閾値パラメータである．本処理において最も重要
な値が τ であり，詳細部を保持しながら顕著なインパルスノイズ部のみを検出するような
パラメータを設定しなければならない．経験的にミックスノイズ中の AWGNのノイズレ
ベル σ に対してこれを τ = 3σ とすると良い結果が得られることがわかった．本処理によ
り残るノイズ成分は BM3Dで除去が可能なノイズ成分となるため，最終的に本処理後画
像 yˆ′ を前半部と同様に BM3Dにかけることで最終推定画像 yˆ を得る．
提案法における最も重要な処理は式 (3.11)および式 (3.12)で表される後半部のインパ
ルスノイズ除去である．本処理の有効性を示すため，図 3.6に 512×512サイズの SIDBA
画像 02(図 3.7参照)について，混入率 p = 0.1, 0.3におけるノイズレベル σ によるイン
パルスノイズ画素の未検知数・誤検知数の変化を示す．図 3.6(a)，(b)はほぼ同様の傾向
を示している．前半部処理は未検知数はノイズレベルによらずほぼ一定である一方，誤検
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知数はノイズレベルが大きくなるにつれ増加する．後半部処理では未検知数はノイズレベ
ルが大きくなるにつれ増加するが，誤検知数は減少する．前述のように前半部処理におけ
る誤検知が詳細部欠損の原因であるため，後半部処理において誤検知数が減少しているこ
とは詳細部の保持という提案法の目的に沿ったものであると言える．また図 3.4における
エッジ領域での各段階における推定画像を見ると，仮推定画像 (f)と最終推定画像 (g)の
どちらも同程度にミックスノイズ除去ができていることがわかる．このことからノイズレ
ベル σ が大きい場合，未検知数は後半部の方が増えているものの，後半部の BM3D処理
でも前半部と同程度にエッジ領域での除去性能を発揮できていると言える．言い換えれば
式 (3.12)の処理で未検知だったインパルスノイズ画素は BM3Dで処理できる程度のノイ
ズ画素のみであるということである．一方図 3.4におけるテクスチャ領域での各段階にお
ける推定画像を比較すると，最終推定画像 (g)が仮推定画像 (f)より鮮明に詳細部を保持
していることが観察できた．これは前半部よりも後半部のインパルスノイズ検出が詳細部
を残していることを示しており，誤検知数の減少により詳細部の保持が行われていること
を示している．
次節ではシミュレーション結果をもって従来法と比較し，従来法よりも十分詳細部保持
が行えていることを示す．
3.5 実験
本節では，実験的にミックスノイズを付加した画像に対していくつかの従来法と提案法
での処理を行い，各手法のノイズ除去性能を比較する．
3.5.1 実験内容
本実験では実験で用いた３つのデータセットを使用した．その内訳として SIDBAデー
タセットから図 3.7に示す 512× 512の画像 11枚，Kodakデータセットから図 3.8に示
す 768× 512サイズ画像 24枚，McMデータセットから図 3.9に示す 500× 500サイズ画
像 18枚を利用した．実験方法としてはノイズレベル σ，ランダム値インパルスノイズ混
入率 p，ごま塩ノイズ（固定値インパルスノイズ）混入率 r を指定したミックスノイズを
生成し，原画像に付与したノイズ画像を生成した後，それを各手法で除去した推定画像と
原画像の見た目比較による定性的評価と 2.3.2節に示す PSNR計算による定量的評価の両
面から評価した．実験に用いたパラメータは σ = [10, 20, 30, 40, 50]，p = [10, 20, 30]%，
r = [0, 5, 10, 15]%であり，これらの組み合わせにより計 5 ∗ 3 ∗ 4 = 60パターンについて
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実験した．
3.5.2 比較手法
比較のため利用した手法は，2.1.3節および 2.1.4節で述べた従来ミックスノイズ除去手
法である ROR-NLM [34]，LSM-NLR [38]，また提案法の前半部処理に近い手法である，
中間値フィルタでミックスノイズ中のインパルスノイズを除去し，残るノイズを BM3D
で除去する手法であるMBM3D [6]の３つである．また LSM-NLRではノイズ位置を既
知とし実験を行っていたが，ミックスノイズにおいてインパルスノイズ画素のみを完璧に
検出するのは極めて難しいこと，除去部の性能を提案法と比較したいことの２点から，前
処理として提案法で用いている DWM [18]による検出を行い，それをインパルスノイズ
画素として与え実験を行った．
3.5.3 実験結果
SIDBA512 × 512 サイズ画像，Kodak，McM データセットそれぞれを用いたときの
ミックスノイズ除去による平均 PSNRを表 3.2，表 3.3，表 3.4に，これらすべてのデー
タセットを用いた場合の平均 PSNRを表 3.5に示す．すべてのデータセットおよびミッ
クスノイズに対してMBM3D [6]，ROR-NLM [34]の二手法より高い PSNRを示すこと
ができている．しかし LSM-NLR [38]と比較すると，データセットごとに多少の違いは
あれど，ノイズレベル σおよびインパルスノイズ混入率 p, rがすべてある程度高い場合に
LSM-NLRより低い PSNRとなっていることがわかった．ガウスノイズのノイズレベル
やインパルスノイズ混入率が大きくなると，インパルスノイズ検出部でガウスノイズをイ
ンパルスノイズと検出してしまったり，検出しきれないインパルスノイズが増える．それ
により仮推定画像の精度が低下し，後半部処理の再検出などに悪影響を及ぼしてしまう．
また LSM-NLRではインパルスノイズ混入率を既知のものとし，大きくなるにつれ全体
的になめらかになるようにパラメータを変えているが，提案法では未知としてパラメータ
決定に利用していないこと，さらに提案法は詳細部を残すようにパラメータ設定をしてい
ることも高レベル・高混入率ノイズでの性能低下につながっている．例えば図 3.10，図
3.11ではMBM3D，ROR-NLMは詳細部を完全に失っており，LSM-NLRでもわずかな
がら保持している程度であるが，提案法は十分保持したままノイズ除去を行うことができ
ている．他にも図 3.12では文字部分のノイズ除去であるが，従来法では文字であると認
識することは難しいが，提案法では文字部分であると認識できる．しかし図 3.13，図 3.14
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のような平坦領域では，LSM-NLRは十分なめらかになっている一方，提案法ではインパ
ルスノイズ混入率が高い場合にノイズの影響が模様のように残ってしまう場合があるた
め，平坦領域の多い画像では PSNRが低く出やすいという結果になった．詳細部を残す
か，ノイズを全体的に均したきれいな平坦部を得るかはトレード・オフの関係にある．提
案法は低ノイズレベルであったり低混入率の場合には狙い通り詳細部維持によって従来法
より高い精度の自然な画像を推定している．しかし高レベル・高混入率の場合，ある程度
のノイズ成分を詳細部と誤認するため，従来の全体的に均した画像を生成する手法に劣る
結果になったと考えられる．
3.6 本章のまとめ
本章では，2段階処理によりガウスノイズとインパルスノイズによって構成されたミッ
クスノイズの除去手法を提案した．従来のミックスノイズ除去手法ではノイズ除去自体
は行えるものの，ガウスノイズの影響により画像詳細部をノイズ成分と誤認することで
詳細部が失われてしまうという問題があった．提案法は 2 段階処理の前半部の処理とし
て，まずインパルスノイズ除去手法である DWMとガウスノイズ除去手法での組み合わ
せから全体的にミックスノイズを抑制した仮推定画像を得た．しかし仮推定画像はノイズ
成分は除去できているものの，従来法と同様に詳細部が失われやすいことがわかった．そ
こで提案法は後半部処理として，仮推定画像を用いてノイズ画像から BM3Dで除去しき
れない成分のみを除去する新しいインパルスノイズ検出・除去手法を提案した．本検出法
は仮推定画像とノイズ画像の絶対差を利用し，閾値処理により画素検出を行う．これに
より BM3Dで除去しきれない顕著なインパルスノイズのみを検出することでミックスノ
イズにおけるノイズ画素の誤検知数を減少させた．最終的に本検出法により得た画像を
BM3Dにより処理することにより，提案法は詳細部を保持しながらもミックスノイズを
十分除去できる手法となった．
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図 3.7 SIDBA画像 (512× 512)．最上段一番左の画像を 01とし，右に一つ移動すると
02, 03, · · ·，下に一つ移動すると 05, 09, · · · とする．すなわち最上段一番右が 04，最下段
一番左が 09，最下段一番右が 11
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図 3.8 Kodak データセット．最上段一番左の画像を 01 とし，右に一つ移動すると
02, 03, · · ·，下に一つ移動すると 05, 09, · · · とする．すなわち最上段一番左が 04，最下段
一番左が 21，最下段一番右が 24
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図 3.9 McM データセット．最上段一番左の画像を 01 とし，右に一つ移動すると
02, 03, · · ·，下に一つ移動すると 05, 09, · · · とする．すなわち最上段一番右が 04，最下段
一番左が 17，最下段一番右が 18．
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表 3.2 SIDBA画像 (512× 512サイズ画像,図 3.7)を用いたミックスノイズ除去におけ
る平均 PSNR．
p 10% 20% 30%
σ r [6] [34] [38] 提案法 [6] [34] [38] 提案法 [6] [34] [38] 提案法
0% 28.88 27.43 31.38 30.80 27.79 26.89 28.27 29.43 25.81 26.27 27.58 27.91
10 5% 28.56 27.25 29.58 30.35 27.21 26.71 26.58 29.08 25.01 26.15 26.94 27.64
10% 27.91 27.01 28.22 29.79 26.33 26.55 25.39 28.62 23.87 25.99 26.16 27.28
15% 27.11 26.81 27.20 29.11 25.05 26.38 24.36 28.04 22.71 25.87 25.27 26.79
0% 27.41 25.90 28.68 29.12 26.46 25.50 28.14 28.26 24.96 24.91 27.30 27.27
20 5% 27.17 25.82 28.64 28.79 26.12 25.40 27.86 27.99 24.51 24.84 27.10 27.02
10% 26.82 25.74 28.39 28.39 25.64 25.32 27.73 27.65 23.77 24.75 26.91 26.72
15% 26.37 25.61 28.13 27.91 24.89 25.22 27.47 27.22 22.96 24.66 26.71 26.35
0% 26.22 24.95 26.41 27.78 25.22 24.47 26.03 26.89 23.82 23.80 25.40 25.77
30 5% 25.96 24.90 26.37 27.50 24.92 24.43 25.87 26.68 23.47 23.75 25.21 25.64
10% 25.66 24.83 26.21 27.07 24.52 24.35 25.80 26.36 22.94 23.67 25.02 25.39
15% 25.26 24.74 26.03 26.53 23.98 24.27 25.62 25.92 22.37 23.63 24.83 25.06
0% 25.25 24.23 24.89 26.52 24.20 23.66 24.57 25.24 22.83 22.88 23.90 23.67
40 5% 24.96 24.15 24.90 26.12 23.91 23.60 24.46 24.93 22.52 22.83 23.80 23.45
10% 24.64 24.07 24.78 25.44 23.52 23.52 24.35 24.39 22.07 22.75 23.68 23.00
15% 24.24 23.99 24.67 24.59 23.04 23.43 24.22 23.67 21.60 22.72 23.57 22.46
0% 24.48 23.59 23.78 25.68 23.41 22.94 23.44 24.26 22.08 22.07 22.74 22.62
50 5% 24.19 23.48 23.82 25.40 23.15 22.87 23.38 24.15 21.81 22.02 22.69 22.59
10% 23.88 23.38 23.75 24.80 22.79 22.76 23.31 23.66 21.44 21.93 22.60 22.18
15% 23.50 23.27 23.67 23.88 22.37 22.64 23.22 22.89 21.05 21.89 22.54 21.56
表 3.3 Kodakデータセット (図 3.8)を用いたミックスノイズ除去における平均 PSNR．
p 10% 20% 30%
σ r [6] [34] [38] 提案法 [6] [34] [38] 提案法 [6] [34] [38] 提案法
0% 29.81 28.05 31.98 31.70 28.92 27.66 29.19 30.46 27.25 27.24 28.43 29.16
10 5% 29.53 27.95 30.60 31.26 28.43 27.55 27.73 30.13 26.38 27.15 28.13 28.93
10% 29.04 27.80 29.56 30.75 27.62 27.44 29.71 29.72 25.40 27.06 27.87 28.64
15% 28.19 27.63 28.90 30.14 26.34 27.33 29.43 29.20 24.02 26.96 27.54 28.12
0% 28.35 26.88 29.25 29.76 27.52 26.58 28.83 29.05 26.18 26.16 28.17 28.23
20 5% 28.13 26.83 29.20 29.47 27.20 26.53 28.58 28.80 25.66 26.09 28.01 28.02
10% 27.80 26.75 28.94 29.11 26.74 26.46 28.44 28.50 25.08 26.04 27.84 27.78
15% 27.34 26.69 28.71 28.71 26.00 26.39 28.22 28.14 24.17 25.96 27.64 27.41
0% 27.18 26.18 27.39 28.55 26.26 25.79 27.09 27.80 24.95 25.21 26.59 26.86
30 5% 26.93 26.13 27.37 28.28 25.94 25.74 26.95 27.60 24.53 25.15 26.44 26.71
10% 26.57 26.06 27.21 27.83 25.54 25.68 26.88 27.26 24.09 25.10 26.29 26.45
15% 26.15 26.00 27.05 27.27 24.95 25.60 26.73 26.76 23.42 25.04 26.11 26.02
0% 26.19 25.58 26.08 27.48 25.21 25.06 25.85 26.37 23.90 24.32 25.31 24.85
40 5% 25.89 25.51 26.12 27.11 24.87 25.00 25.76 26.08 23.52 24.26 25.23 24.52
10% 25.48 25.39 25.99 26.36 24.47 24.91 25.67 25.45 23.13 24.20 25.15 23.98
15% 25.04 25.30 25.88 25.41 23.92 24.80 25.56 24.57 22.56 24.12 25.03 23.25
0% 25.45 24.95 25.07 26.72 24.45 24.32 24.85 25.42 23.17 23.49 24.28 23.83
50 5% 25.14 24.84 25.17 26.47 24.13 24.24 24.81 25.32 22.83 23.40 24.24 23.74
10% 24.73 24.67 25.05 25.71 23.75 24.12 24.75 24.74 22.50 23.32 24.19 23.25
15% 24.29 24.52 24.97 24.57 23.25 23.97 24.68 23.68 22.02 23.21 24.12 22.30
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表 3.4 McMデータセット (図 3.9)を用いたミックスノイズ除去における平均 PSNR．
p 10% 20% 30%
σ r [6] [34] [38] 提案法 [6] [34] [38] 提案法 [6] [34] [38] 提案法
0% 31.78 29.88 33.00 33.76 30.32 29.23 29.09 32.32 27.41 28.64 29.08 30.56
10 5% 31.41 29.60 30.89 33.31 29.49 29.08 27.22 31.95 26.29 28.49 28.38 30.28
10% 30.67 29.38 29.63 32.65 28.32 28.92 30.29 31.40 25.03 28.35 27.81 29.86
15% 29.43 29.18 28.86 31.76 26.72 28.76 29.99 30.66 23.46 28.19 27.22 29.18
0% 29.66 27.96 30.58 31.23 28.38 27.52 30.05 30.42 26.27 26.84 29.34 29.36
20 5% 29.37 27.87 30.51 30.94 27.95 27.44 29.69 30.19 25.64 26.74 29.16 29.16
10% 28.95 27.79 30.20 30.52 27.33 27.36 29.74 29.83 24.85 26.68 28.96 28.87
15% 28.34 27.71 29.90 29.99 26.43 27.25 29.47 29.37 23.75 26.58 28.72 28.45
0% 28.11 26.86 28.29 29.51 26.75 26.29 27.90 28.55 24.80 25.38 27.20 27.29
30 5% 27.80 26.82 28.25 29.26 26.38 26.22 27.73 28.42 24.35 25.32 26.98 27.24
10% 27.39 26.75 28.07 28.83 25.89 26.16 27.64 28.11 23.81 25.29 26.77 27.09
15% 26.89 26.65 27.88 28.25 25.25 26.07 27.44 27.65 23.04 25.23 26.50 26.73
0% 26.89 26.03 26.70 28.05 25.45 25.26 26.35 26.63 23.56 24.17 25.57 24.74
40 5% 26.54 25.96 26.70 27.70 25.09 25.19 26.25 26.42 23.19 24.13 25.48 24.60
10% 26.09 25.85 26.57 27.02 24.62 25.11 26.11 25.91 22.74 24.11 25.37 24.25
15% 25.60 25.72 26.42 26.14 24.06 25.02 25.98 25.18 22.12 24.05 25.22 23.72
0% 25.97 25.24 25.49 27.05 24.50 24.33 25.13 25.35 22.67 23.13 24.26 23.32
50 5% 25.63 25.13 25.54 26.82 24.18 24.26 25.09 25.32 22.36 23.08 24.23 23.36
10% 25.18 24.99 25.44 26.17 23.75 24.17 25.00 24.88 21.98 23.06 24.19 23.09
15% 24.71 24.81 25.33 25.20 23.25 24.04 24.91 24.11 21.48 22.99 24.10 22.50
表 3.5 SIDBA(11 枚)+Kodak(24 枚)+McM(18 枚) を用いたミックスノイズ除去にお
ける平均 PSNR．
p 10% 20% 30%
σ r [6] [34] [38] 提案法 [6] [34] [38] 提案法 [6] [34] [38] 提案法
0% 30.29 28.55 32.20 32.21 29.16 28.04 28.97 30.88 27.00 27.51 28.47 29.37
10 5% 29.97 28.37 30.49 31.77 28.54 27.89 27.32 30.53 26.07 27.40 27.97 29.12
10% 29.36 28.17 29.31 31.20 27.59 27.76 29.01 30.06 24.95 27.28 27.49 28.77
15% 28.39 27.99 28.53 30.47 26.20 27.62 28.57 29.45 23.56 27.15 26.96 28.21
0% 28.60 27.04 29.58 30.13 27.59 26.67 29.10 29.35 25.96 26.13 28.39 28.42
20 5% 28.35 26.97 29.53 29.83 27.23 26.60 28.81 29.11 25.42 26.05 28.21 28.20
10% 27.98 26.89 29.25 29.44 26.71 26.53 28.74 28.77 24.73 25.99 28.03 27.93
15% 27.48 26.81 28.99 28.98 25.92 26.44 28.49 28.37 23.78 25.90 27.81 27.54
0% 27.30 26.16 27.49 28.71 26.21 25.68 27.14 27.86 24.66 24.98 26.55 26.78
30 5% 27.02 26.11 27.46 28.45 25.88 25.63 26.99 27.69 24.25 24.92 26.37 26.67
10% 26.66 26.04 27.29 28.01 25.45 25.56 26.91 27.36 23.76 24.87 26.19 26.45
15% 26.21 25.96 27.12 27.45 24.85 25.48 26.74 26.89 23.07 24.81 25.98 26.06
0% 26.23 25.45 26.05 27.48 25.08 24.83 25.75 26.23 23.56 23.97 25.11 24.57
40 5% 25.92 25.38 26.07 27.10 24.75 24.77 25.66 25.96 23.20 23.92 25.02 24.32
10% 25.52 25.28 25.94 26.40 24.32 24.69 25.54 25.38 22.78 23.87 24.92 23.87
15% 25.06 25.17 25.81 25.49 23.78 24.59 25.42 24.59 22.21 23.81 24.79 23.24
0% 25.43 24.77 24.95 26.61 24.25 24.04 24.65 25.15 22.77 23.07 23.95 23.40
50 5% 25.11 24.66 25.01 26.37 23.94 23.96 24.61 25.08 22.46 23.01 23.92 23.37
10% 24.70 24.51 24.91 25.68 23.55 23.85 24.54 24.56 22.10 22.94 23.86 22.97
15% 24.27 24.36 24.82 24.64 23.07 23.72 24.46 23.66 21.64 22.86 23.78 22.22
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(a) 原画像 (b) ノイズ画像
(c) MBM3D [6] (d) ROR-NLM [34]
(e) LSM-NLR [38] (f) 提案法
図 3.10 SIDBA512× 512サイズ画像 05，σ = 30, p = 10, r = 10%ノイズ除去推定．
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(a) 原画像 (b) ノイズ画像
(c) MBM3D [6] (d) ROR-NLM [34]
(e) LSM-NLR [38] (f) 提案法
図 3.11 SIDBA512× 512サイズ画像 02，σ = 40, p = 20, r = 0%ノイズ除去推定．
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(a) 原画像 (b) ノイズ画像
(c) MBM3D [6] (d) ROR-NLM [34]
(e) LSM-NLR [38] (f) 提案法
図 3.12 Kodakデータセット 03，σ = 30, p = 20, r = 5%ノイズ除去推定．
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(a) 原画像 (b) ノイズ画像
(c) MBM3D [6] (d) ROR-NLM [34]
(e) LSM-NLR [38] (f) 提案法
図 3.13 McMデータセット画像 03，σ = 30, p = 30, r = 15%ノイズ除去推定．
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(a) 原画像 (b) ノイズ画像
(c) MBM3D [6] (d) ROR-NLM [34]
(e) LSM-NLR [38] (f) 提案法
図 3.14 McMデータセット画像 06，σ = 20, p = 30, r = 15%ノイズ除去推定．
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第 4 章
方向性関数を用いた画像補間
4.1 本章の構成
本章では本研究における主テーマである入力低解像度画像に対する任意倍拡大として，
拡大手法の中でもリアルタイム処理に向いた高速な処理を行える画像補間手法による画像
拡大を提案する．まず 4.2節にて従来補間手法の問題点および提案法の満たすべき指標を
改めて述べる．次に 4.3.1節にて提案法で最も重要な要素である局所領域毎の方向性関数
の説明を行う．その後 4.4節にて複数の方向性関数を用いて各未知点を求める過程を説明
する．最後に 4.6節にて従来法との推定画像の比較を行い，提案法の優位性を示す．
4.2 従来法の問題点
画像補間による画像拡大手法は，実社会でも頻繁に用いられている．画像補間による画
像拡大を最も利用する機器がリアルタイムアプリケーションである．例えばスマートフォ
ンの画面をタップし，一部分の拡大表示を行われる場合に，素早いレスポンスが必要とな
るため，本技術が利用されている．リアルタイムアプリケーションに対して画像補間が利
用されている理由として，画像拡大手法という観点から超解像手法と比較したとき，画像
補間は計算コストを低く抑えることができることで高速な処理を行えること，また事前情
報を利用しないことから機器によらず処理が行えることが挙げられる．実社会で現在用い
られているような手法は 2.2.1節で述べた Bicubic [80]に代表される距離に応じた重みの
加重平均によるものが主流である．これらの手法は単一ないしは数種類のフィルタと入力
画像の畳込みを利用した局所ごとの並列処理を行えるため，リアルタイム処理に向いた高
速な処理が行える．しかしこれらの手法は平滑部とエッジやテクスチャなどの高周波部に
対して同一の重みを利用するため，輝度変化の大きい領域で推定誤差を生みやすく，特
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にエッジ際ではジャギーと呼ばれる不自然なアーティファクトが問題となる．そこで近
年 2.2.3節で述べた SAI法 [89]などに代表される領域毎に最適化問題を解き，モデルパ
ラメータを計算する手法が提案されている．これらの手法は領域毎に適したパラメータを
導出することで，輝度変化の大きい領域でも高精度な補間を行うことができるため，ジャ
ギーを抑制した画像を推定することが可能になった．しかし高精度を実現するための局所
パラメータ導出の際に，領域毎に最適化問題を解いていることから計算コストが高くなっ
てしまい，リアルタイム処理を行うには不向きであるため実用化には至っていない．さら
に SAI法やその改良手法は整数倍などの固定倍率のみしか対象としていないことも問題
であり，実用化がなされていない要因の一つである．
前述のように本研究の主目的は実社会の広い場面で利用できる手法の提案であり，その
ためのテーマとしてシングルフレームの画像補間に注目した．そこで広い場面で利用でき
る画像補間手法として提案手法は以下の 3点の要素を備えることを目的とする．
1. 高補間品質
2. 高速処理
3. 非整数倍を含めた任意倍率拡大
まず一点目の補間精度は当然のことではあるが，具体的にはジャギーを抑制した自然な画
像を生成できる程度の精度を目標とする．次に処理速度であるが，SAI法などの局所的に
最適化問題を解く手法では画像補間が最もよく利用されるリアルタイム処理を行うことが
できない．そのため提案法は最適化問題を解くことなく全体の処理を行い，リアルタイム
処理が可能な実行時間での処理を目指す．最後に拡大倍率であるが，実利用では入力画像
と出力ディスプレイ間の解像度倍率は非整数倍も含めて多種多様に存在するため，実用に
足る手法とするには任意の倍率をユーザーが設定しても処理を行える手法でなくてはなら
ない．
4.3 方向性関数
Bicubic [80]に代表される画素間の距離に応じた重みの加重平均を利用して未知画素を
推定する手法は，輝度変化の大きい領域において推定誤差を生む．その理由は重みが既知
画素値ではなく距離にのみ依存しているため，局所的な領域構造を考慮できていないこと
に起因する．このような手法は関数近似を基盤としており，平坦領域でも高周波領域でも
同一の関数を利用している．しかし輝度変化の大きな領域を近似するには高次関数が必要
となることから近似しきれなかった結果，このような誤差を生んでしまう．本研究ではこ
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Algorithm 1 提案画像補間法アルゴリズム
Require: 低解像度画像 L，拡大率M
Ensure: 推定高解像度画像 Hˆ
for all 既知点 pi do
式 (4.4)により定数パラメータ α導出
式 (4.7)により方向重み wv,i, wh,i 導出
end for
for all 未知点 pH do
近傍既知点 pi および方向関数選択
選択した各方向関数に対して座標代入を行い推定値計算
式 (4.10)により各方向関数に対して重み λ1,i 決定
式 (4.12)により各方向関数に対して重み λ2,i 決定
式 (4.8)により未知点 pH 推定値 fˆ(pH)決定
end for
れを改善するため，ジャギーが最も発生する領域であるエッジ領域に注目する．画像は
エッジをまたぐ方向には大きな輝度変化があるものの，エッジに沿った方向ではほとんど
輝度変化が起きていないことがわかる．言い換えれば，エッジをまたぐ変化には高次の関
数でなければ追従できないが，沿った方向には低次関数でも近似可能ということである．
そこで本研究ではエッジ方向に注目し，関数が追従する方向を決定する関数を考案した．
上記目的を満たす関数を方向性関数と名付け，次のように定義する．
Γi(x, y) = f(xi, yi) + 2wh,i
{
αx(x− xi) + αxx(x− xi)2
}
+ 2wv,i
{
αy(y − yi) + αyy(y − yi)2
}
(4.1)
ここで (xi, yi)は関数中心点 pi の座標を表し，α = {αx, αy, αxx, αyy}は pi を中心とす
る局所関数 Γi(x, y)の各次数に対する係数パラメータである．また方向性関数と通常の 2
次元線形関数の違いを表す要素が，各方向の変化分に関する影響の大きさを表す方向重み
wv,i, wh,i である．例えば wv,i = 0, wh,i = 1 とすると本関数は垂直方向のみの変化に追
従する関数となる．また方向性関数の例を図 4.1に示した．方向性関数を利用するために
は，係数パラメータ αと，方向重み wv,i, wh,i を求める必要がある．次にそれらの求め方
について述べる．
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図 4.1 方向性関数模式図．水平・垂直方向それぞれに対して青丸で表されている既知点
をすべて通るような 1次元関数近似を行った場合の方向毎の黄丸で表されている未知画素
に対する推定精度とそれによる方向選択について．
4.3.1 係数パラメータ {αx, αy, αxx, αyy}の導出
方向性関数を利用するために，まず係数パラメータ α を求める．α を求めるために，
式 (4.1)で wh,i = wv,i = 0.5とした以下の式を利用する．
Γi(x, y) = f(xi, yi) +
{
αx(x− xi) + αxx(x− xi)2
}
+
{
αy(y − yi) + αyy(y − yi)2
}
(4.2)
この式は pi を中心とする通常の 2元 2次関数を表す．この式に対し，図 4.2に示す既知
中心点 pi とその最近傍既知画素 4点を用いて αを求める．図 4.2のように，最近既知点
間距離を 1とし，(xi, yi)を中心点 pi の座標とすると，最近傍既知画素 4点の座標はそれ
ぞれ (xi +1, yi)，(xi − 1, yi)，(xi, yi +1)，(xi, yi − 1)と表せる．これを式 (4.2)に代入
することで次の連立方程式を得る．
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:最近傍既知画素
:関数中⼼点
図 4.2 関数導出範囲．

f(xi, yi) + αx + αxx = f(xi + 1, yi)
f(xi, yi)− αx + αxx = f(xi − 1, yi)
f(xi, yi) + αy + αyy = f(xi, yi + 1)
f(xi, yi)− αy + αyy = f(xi, yi − 1)
(4.3)
ここで f(x, y)は座標 (x, y)における既知画素値を表す．この方程式を解くことで αの解
として次の式を得る． 
αx = f(xi+1,yi)−f(xi−1,yi)2
αy = f(xi,yi+1)−f(xi,yi−1)2
αxx = f(xi+1,yi)+f(xi−1,yi)−2f(xi,yi)2
αyy = f(xi,yi+1)+f(xi,yi−1)−2f(xi,yi)2
(4.4)
αを求めた後，方向性重みの導出を行う．
4.3.2 方向重み wv,i, wh,i の導出
ここでは方向性関数の最も重要な要素である方向重みの導出について述べる．前述のよ
うに，方向重みは方向性関数が追従するべき方向を示す要素である．ある領域において
エッジが存在し，そこで大きな輝度変化が起こる場合を考える．エッジをまたぐ方向では
大きな輝度変化が生じるため，低次関数で近似すると推定誤差が生まれる．一方エッジに
沿う方向では輝度変化が小さく，低次関数でも近似可能である．そこで wv,i, wh,i は輝度
変化の小さい方向の重みを大きくすることで，近似誤差を小さくすることを目的としてい
る．しかし，もう一つの輝度変化の大きい領域であるテクスチャにおいてこの影響を大き
くした場合，不自然なつながりが生じてしまうこともわかった．これを踏まえた上で，次
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(a) 入力低解像度画像 (b) 第二項有り (c) 第二項なし
図 4.3 式 (4.5)および式 (4.6)における第二項の有無による出力画像への影響．
のように方向重みを計算する．
dv,i = |f(xi, yi + 2) + f(xi, yi − 2)− 2f(xi, yi)|
+
∣∣∣∣∣∣
{f(xi, yi + 2)− f(xi, yi − 2)}
∗ {f(xi + 1, yi + 2)− f(xi − 1, yi − 2)}
∗ {f(xi − 1, yi + 2)− f(xi + 1, yi − 2)}
∣∣∣∣∣∣
1
3
(4.5)
dh,i = |f(xi + 1, yi) + f(xi − 1, yi)− 2f(xi, yi)|
+
∣∣∣∣∣∣
{f(xi + 2, yi)− f(xi − 2, yi)}
∗ {f(xi + 2, yi + 1)− f(xi − 2, yi − 1)}
∗ {f(xi + 2, yi − 1)− f(xi − 2, yi + 1)}
∣∣∣∣∣∣
1
3
(4.6)
wv,i =
1
dv,i + ε1
, wh,i =
1
dh,i + ε1
(4.7)
ε1 は dv,i，dh,i が共に小さい値を取った場合の影響をコントロールする定数パラメータで
ある．また式 (4.7)を計算後，wv,i, wh,iをwv,i = wv,i/(wv,i+wh,i)，wh,i = wh,i/(wv,i+
wh,i)と正規化する．式 (4.5)および式 (4.6)の第一項は (xi, yi)における 1次元 2階微分
（ラプラシアン）を表している．この項が小さいほどこの領域での変化が直線的であり，
逆に大きいほど低次近似が難しいと考えた．第二項は 3方向の局所的な 1次元変化を相乗
平均したものである．エッジ領域では，またぐ方向の場合どれも等しく大きいが，沿う方
向では小さくなるため大きな差が生じる．一方のテクスチャ領域では局所領域内でも様々
に変化するため，方向毎に大きな差が生じない．また第二項の有無による出力画像への影
響を図 4.3に示す．これにより第二項を加えた図 4.3（b）ではきれいな曲線を復元できて
いるが，第二項なしの図 4.3（c）では波打つような不自然な影響が画像内に見られること
がわかる．
4.3.1節および 4.3.2節で述べた方法により係数パラメータ αおよび方向重み wv,i, wh,i
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を導出することができ，各既知点について方向性関数を推定することができた．次の節で
は未知点導出のために，複数の方向性関数を利用し，実際に未知点を求める方法について
述べる．
4.4 複数の方向性関数を利用した未知点の加重平均推定
ここまでで提案した方向性重みにより，各関数における推定誤差を軽減した．導出した
関数に対し未知点座標を代入することで輝度値の推定が可能である．しかし関数を特定方
向のみに追従させることによりエッジズレが起こる場合がある．エッジズレは人の目には
捉えにくいものの PSNRなどの客観的指標を大きく下げる事がある．これを防ぐために，
次式で定義される複数の局所関数推定値を加重平均するという方法を用いて未知画素値を
決定した．
fˆ(pH) =
∑K
i=1 λiΓi(xH , yH)∑K
i=1 λi
(4.8)
fˆ(pH)は座標 (xH , yh)における未知点 pH の最終推定値，λiは局所関数推定値 Γi(xH , yH)
に対する重みである．重み λi は対応する局所関数の信頼度を表しており，次の 2点によ
り評価される．
1. 関数導出範囲における局所変化が低次関数で近似可能である．
2. 未知点と関数中心点の距離が近い．
1つ目の条件は推定難易度を測る．方向性関数は低次近似可能な方向を選択し，追従する
関数であるが，近似次数としては 2次である．そのため，水平・垂直の両方向に変化が大
きい領域の場合，方向性関数でも推定誤差が生じる場合がある．このような領域では信頼
性が落ちるため，1つ目の条件によりこれらを避ける．これを評価する要素として，重み
λ1,i を次式で計算する．
d1,i = wh,i{|f(xi + 1)− f(xi, yi)|+ |f(xi − 1, yi)− f(xi, yi)|}
+ wv,i{|f(xi, yi + 1)− f(xi, yi)|+ |f(xi, yi − 1)− f(xi, yi)|} (4.9)
λ1,i =
1
di + ε2
(4.10)
ここで d1,i は図 4.2で示す関数中心点 pi とその最近傍既知画素間における重み付き誤差
の和であり，ε2 はゼロ除算を防ぐ定数パラメータである．d1,i が 0に近いとき，局所関数
λi は水平面によって表されるため，低次近似可能である．したがって d1,i が小さければ
小さいほど λi の近似誤差が小さくなる，すなわち信頼性が高いと仮定した．2つ目は任
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(a) 2倍拡大 (b) 一般倍率
図 4.4 倍率の違いによる未知点と既知点の配置．
意倍率化に必要な条件である．整数倍，特に 2 倍の場合は図 4.4（a）に示すように各未
知点に対して最近傍既知点の距離は一定である．しかし一般倍率の場合この距離は図 4.4
（b）のように導出点毎に違うものとなる．関数は中心既知点を通るように導出されるた
め，中心既知点と未知点の距離が近いほど信頼性が高いと仮定した．したがって 2つ目の
評価要素を次式で導出する．
d2,i =
√
(xH − xi)2 + (yH − yi)2 (4.11)
λ2,i =
{√
1− d22,i d2,i ≤ 1
0 d2,i > 1
(4.12)
4.3.1節で述べたように関数の形を表す係数パラメータαは [xi−1, xi+1], [yi−1, yi+1]
の範囲で導出される．これによりこの範囲より遠い場所では信頼性は大きく下がると考え
た．最終的に重み λi を次式で計算する．
λi = λ1,iλ2,i (4.13)
また図 4.5では λ2,i の一般倍率における効果を示す．各関数に関して図 4.5を計算した
（c）で復元されたなだらかなエッジに対して，すべての近傍関数について λ2,i = 1とした
（d）ではジャギーを含んだような不自然なエッジを推定していることがわかる．
提案法は各局所領域における推定精度を方向性関数により，全体的な推定精度を加重平
均によりそれぞれ向上させた．
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(a) 理想高解像度画像 (b) 入力低解像度画像 (c) λ2,i あり (d) λ2,i なし
図 4.5 一般倍率における λ2,i の効果．
4.5 2倍拡大特化高速計算法
提案法のアルゴリズムを２倍拡大のみに特化した場合，図 4.4（a）に示したように未
知画素と各最近傍既知画素の距離はすべて同一になることから図 4.5 で導出した距離
項に関する重み λ2,i はすべての近傍関数に対して同じとなり計算する必要がなくなる．
また (xi, yi) 中心の局所関数で推定する未知点の座標は (xi + 1, yi + 1), (xi − 1, yi +
1), (xi− 1, yi− 1), (xi+1, yi− 1)（図 2.2（a））位置の未知画素)および (xi+1, yi), (xi−
1, yi), (xi, yi + 1), (xi, yi − 1)（図 2.2（b），（c）位置の未知画素）の８点である．これら
の値および式 (4.4)を式 (4.1)に代入することで各点は次のように計算できる．

Γi(xi + 1, yi + 1) = f(xi, yi)
+wh,i
{− 12f(xi, yi) + 34f(xi + 2, yi)− 14f(xi − 2, yi)}
+wv,i
{− 12f(xi, yi) + 34f(xi, yi + 2)− 14f(xi, yi − 2)}
Γi(xi − 1, yi + 1) = f(xi, yi)
+wh,i
{− 12f(xi, yi)− 14f(xi + 2, yi) + 34f(xi − 2, yi)}
+wv,i
{− 12f(xi, yi) + 34f(xi, yi + 2)− 14f(xi, yi − 2)}
Γi(xi − 1, yi − 1) = f(xi, yi)
+wh,i
{− 12f(xi, yi)− 14f(xi + 2, yi) + 34f(xi − 2, yi)}
+wv,i
{− 12f(xi, yi)− 14f(xi, yi + 2) + 34f(xi, yi − 2)}
Γi(xi + 1, yi − 1) = f(xi, yi)
+wh,i
{− 12f(xi, yi) + 34f(xi + 2, yi)− 14f(xi − 2, yi)}
+wv,i
{− 12f(xi, yi)− 14f(xi, yi + 2) + 34f(xi, yi − 2)}
(4.14)
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図 4.6 ２倍拡大特化の場合のブロック図．LR は入力低解像度画像，HR(a)，HR(b)，
HR(c)はそれぞれ未知高解像度画素の内図 2.2（a），図 2.2（b），図 2.2（c）の位置関係
にある未知画素を指す．

Γi(xi + 1, yi) = f(xi, yi)
+wh,i
{− 12f(xi, yi) + 34f(xi + 2, yi)− 14f(xi − 2, yi)}
Γi(xi − 1, yi) = f(xi, yi)
+wh,i
{− 12f(xi, yi)− 14f(xi + 2, yi) + 34f(xi − 2, yi)}
Γi(xi, yi + 1) = f(xi, yi)
+wv,i
{− 12f(xi, yi) + 34f(xi, yi + 2)− 14f(xi, yi − 2)}
Γi(xi, yi − 1) = f(xi, yi)
+wv,i
{− 12f(xi, yi)− 14f(xi, yi + 2) + 34f(xi, yi − 2)}
(4.15)
ここで wh,i + wv,i = 1であることを考慮すると次のように変形できる．
Γi(xi + 1, yi + 1) = wh,i
{ 1
2f(xi, yi) +
3
4f(xi + 2, yi)− 14f(xi − 2, yi)
}
+wv,i
{ 1
2f(xi, yi) +
3
4f(xi, yi + 2)− 14f(xi, yi − 2)
}
Γi(xi − 1, yi + 1) = wh,i
{ 1
2f(xi, yi)− 14f(xi + 2, yi) + 34f(xi − 2, yi)
}
+wv,i
{ 1
2f(xi, yi) +
3
4f(xi, yi + 2)− 14f(xi, yi − 2)
}
Γi(xi − 1, yi − 1) = wh,i
{ 1
2f(xi, yi)− 14f(xi + 2, yi) + 34f(xi − 2, yi)
}
+wv,i
{ 1
2f(xi, yi)− 14f(xi, yi + 2) + 34f(xi, yi − 2)
}
Γi(xi + 1, yi − 1) = wh,i
{ 1
2f(xi, yi) +
3
4f(xi + 2, yi)− 14f(xi − 2, yi)
}
+wv,i
{ 1
2f(xi, yi)− 14f(xi, yi + 2) + 34f(xi, yi − 2)
}
(4.16)
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
Γi(xi + 1, yi) = wv,if(xi, yi)
+wh,i
{ 1
2f(xi, yi) +
3
4f(xi + 2, yi)− 14f(xi − 2, yi)
}
Γi(xi − 1, yi) = wv,if(xi, yi)
+wh,i
{ 1
2f(xi, yi)− 14f(xi + 2, yi) + 34f(xi − 2, yi)
}
Γi(xi, yi + 1) = wh,if(xi, yi)
+wv,i
{ 1
2f(xi, yi) +
3
4f(xi, yi + 2)− 14f(xi, yi − 2)
}
Γi(xi, yi − 1) = wh,if(xi, yi)
+wv,i
{ 1
2f(xi, yi)− 14f(xi, yi + 2) + 34f(xi, yi − 2)
}
(4.17)
これが各既知画素での局所関数 Γi で成り立つため，入力低解像度画像と小さなフィルタ
の畳み込みによって並列処理が可能である．最終的に図 4.6 に示すブロック図のように
3× 1または 1× 3の４フィルタとの畳み込みと重み wv,i, wh,i, λi の要素積によって出力
画像を得ることができ，２倍拡大に特化した場合はより高速な処理が可能となる．
4.6 実験
本節では整数倍率と非整数倍率の双方について実験を行い，提案法の性能を測る．整数
倍率では既知画像から生成した低解像度画像を入力として各手法で高解像度画像を復元し
た際の精度を主観評価と客観評価により比較し，非整数倍率では既知画像を入力として高
解像度画像を推定した際の品質を主観評価により比較する．
4.6.1 実験内容
本実験ではノイズ除去で用いた画像（図 3.7，図 3.8，図 3.9）に加え，SIDBAデータ
セットから図 4.7に示す 256× 256サイズ画像 16枚を利用した．また画像拡大率として，
最も多くの手法が提案されている 2倍拡大の他，2倍拡大以外の整数倍，非整数倍につい
てそれぞれ実験を行った．また 2倍を含む整数倍 (倍率M)の場合，まず各データセット
による画像をそれぞれ縦横 1/M にダウンサンプルを行い，各手法によって元のサイズに
復元するというシミュレーションを行い，復元後の推定画像と原画像の見た目比較による
定性的評価と 2.3.2 節に示す PSNR 計算による定量的評価の両面から評価した．非整数
倍に関してはダウンサンプルの仕方により手法ごとの推定画像が大きく左右されることか
ら，ダウンサンプルを行わずデータセット画像をそのまま入力とし，各手法で指定された
倍率での拡大を行った際の推定画像の比較による定性的評価のみを行った．また本研究は
補間品質と計算コストの両立を目的としているため，いくつかの画像サイズに対して提案
法および従来法で２倍拡大を行った際の平均処理時間をそれぞれ調べた．また実装にあた
り，CPU計算のみでなく GPU計算を利用できるものはそれによる平均処理時間も調べ
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た．なお本研究で用いた CPUは Intel Core i7-8700K 3.70GHz，GPUは GTX1070，プ
ログラム環境はMATLABを用いている．
4.6.2 比較手法
２倍拡大
2 倍拡大の際の比較手法として，距離に基づく重みを利用した加重平均ベース手法か
ら実用されている手法として Bicubic 法 [80]，Lanczos 法 [81]，また 2.2.2 節で述べた
Bicubic法の改良である方向性 Cubic Convolution(DCC)，最適化問題により局所モデル
パラメータを導出する手法から 2.2.3節および 2.2.4節述べた SAI法 [89]およびその精度
向上手法である RSAI法 [90]，Bilateral Filter [1]を重み計算に利用することで計算コス
ト削減を目指した BSAI [91]の 6手法を比較手法とした．
一般倍率
2倍拡大以外の拡大を行う一般倍率に関しては，現在実用されている加重平均ベース手
法の Bicubic法 [80]および Lanczos法 [81]の二手法を比較対象とした．
4.6.3 実験結果
各データセットを用いた２倍拡大での PSNR の比較を表 4.1∼ 表 4.4 に示す．２倍拡
大での PSNR での比較としては，加重平均ベース手法である Bicubic 法 [80]，Lanczos
法 [81]，DCC [83]にはほぼすべての画像で上回る値を示している．また最適化問題を利
用する手法のうち，SAI [89],BSAI [91] に対してはすべてのデータセットの平均 PSNR
で高い精度を示すことができている．しかし RSAI [90] に対してはほぼ同等のものから
劣ってしまうもの，逆に上回る精度を示しているものなど，画像ごとに優劣がつく結果
となっている．また２倍拡大処理後の推定画像比較を図 4.8，図 4.9，図 4.10に示す．図
4.8では広い範囲に渡る，さほど角度のないエッジ部を示している．ここでは低計算コス
トを重視する実用的な加重平均ベース手法２つ ((c)と (e))を除く手法ではジャギーのな
いエッジを推定できている．言い換えれば実用的な加重平均ベース手法では低解像度画像
内にエイリアシングを含む場合，ほとんどの拡大画像にジャギーを生じることになる．図
4.11 ではテクスチャに近い，細いエッジ領域を示している．このような領域では実用的
な加重平均ベース手法のみならず，DCCでも波打ったような構造を発生してしまう．ま
た SAIではジャギーが生じてはいないものの，細いエッジの周りに JPEG圧縮の際に生
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じるモスキートノイズのようなアーティファクトが生じている．RSAI では SAI のそれ
らの問題を解決している．一方提案法ではジャギーもなく，モスキートノイズも発生し
ていないが，1 ∼ 2 ピクセル程度しか幅のない細いエッジ領域を注視すると縞模様のよ
うなアーティファクトが見える．PSNR 比較で RSAI より劣る画像が存在する理由とし
て，このような細い領域で RSAIよりも精度が低下しているためであると考えられる．図
4.10では比較的急峻な角度を持ち，またその角度が領域毎に変化するエッジ領域を示して
いる．このような領域では最もジャギーが起こりやすい．実際本領域では実用される２手
法のみならず，DCC，さらには SAIや RSAIなど最適化ベース手法までジャギーが見て
取れる．これは最適化ベースの手法は未知点近傍に存在する同一パターンを利用すること
から，パターンが変化する領域ではそれを十分に利用できないためである．しかし提案法
では局所領域毎に勾配方向を判断しているため，このような領域でもジャギーを抑制した
推定が可能である．次に２倍以外の整数倍として 3, 4, 5倍拡大での PSNR比較を表 4.5∼
表 4.7に示す．２倍以上の整数倍においても提案法は十分性能を発揮しており，こちらで
も PSNRでは殆どの画像において実用される加重平均ベース２手法を上回っている．ま
た図 4.11では３倍拡大後の推定画像，図 4.12では４倍拡大後の推定画像を示している．
これらの推定画像から見て取れるように高倍率になっても提案法はジャギーを抑制した画
像推定が可能である．拡大率が大きくなればなるほど，従来加重平均ベース手法ではジャ
ギーを生みやすく，推定画像の様々な部分にジャギーが現れていることが見て取れる．一
方提案法では高倍率でもそれを十分解決している．また図 4.13および図 4.14では原画像
に対して非整数倍精度での画像拡大を行った推定画像を比較している．この実験では原画
像をそのまま入力としている．もともとの解像度で表示する際はジャギーなどは見えな
かったものの，拡大率を大きくした場合，言い換えれば画素数の大きいディスプレイに投
影した場合，従来法ではジャギーと生んでしまうということである．しかし非整数倍にお
いても提案法はジャギー抑制効果を発揮しており，十分実用に足るものであると考える．
最後に表 4.8において，いくつかの画像サイズに対する各手法の処理時間を示す．また
Bicubic [80]，Lanczos [81]および提案法は CPU実装のみでなく，GPU実装における実
行時間も記載した．やはり実用される手法２種は処理時間の面ではその処理の簡単さから
多くの場合において提案法よりも早い処理が可能である．しかし最適化ベース手法と比較
した場合，提案法は圧倒的に高速に処理できている．特に RSAIは PSNR的には提案法
よりも画像によっては少し優れた精度を持っているが，計算時間的には３桁もの差があ
り，明らかにリアルタイム処理などには向いていないことがわかる．また 4.5節で述べた
２倍特化手法は，GPU計算に極めて適した手法である．GPU計算を用いる場合，最も小
さいサイズに対しては GPUと CPU間の転送にかかるオーバーヘッドにより CPU計算
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のみの方が高速になっているが，全体的に大きなサイズになればなるほど GPU計算の恩
恵を受けることができている．その中でも提案法の２倍特化手法は小さいサイズでは従来
法より多少計算時間がかかっているものの，大きなサイズでは優劣が逆転するという結果
になっている．コーディングの影響は否めないが，現在 GPU実装は実用として欠かせな
いものであるため，この利点は無視できないものである．したがって提案法は最適化ベー
スに匹敵する，ジャギーを抑制した高精度な画像を実用的な処理時間の範囲かつ任意の倍
率で推定することができるという実社会での実用に足る手法である．
4.7 本章のまとめ
本章では，エッジ領域における輝度変化の大きさに注目した方向性関数を考案し，それ
を利用する画像補間手法を提案した．現在実用されている加重平均ベースの補間手法では
エッジ際などの輝度変化の大きな領域において局所構造を考慮しない推定を行っているこ
とにより，ジャギーなどを引き起こすことが知られている．従来研究として最適化問題を
解くことにより局所構造を考慮したモデルパラメータを導出し，これを解決した手法は存
在するものの，そのような手法は処理時間が大きくなることや任意倍率での補間が不可能
なことから実用に至っていない．そこで本研究では輝度変化の小さい，エッジに沿う方向
に強く追従する方向性関数を局所領域毎に定義し，その加重平均により未知画素を導出し
た．これにより局所的に最適化問題を解く手法にくらべ遥かに処理時間を減らし，任意倍
率による補間を可能にしながらも，現在実用されている手法より十分ジャギーを抑制した
画像を推定することが可能になった．
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図 4.7 SIDBA画像 (256× 256)．最上段一番左の画像を 01とし，右に一つ移動すると
02, 03, · · ·，下に一つ移動すると 05, 09, · · · とする．すなわち最上段一番右が 04，最下段
一番左が 13，最下段一番右が 16
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表 4.1 SIDBA画像 (256× 256サイズ画像，図 4.7)を用いた 2倍拡大画像の PSNR．
SIDBA256 Bicubic Lanczos DCC SAI BSAI RSAI 提案法
01 27.30 27.03 27.37 27.41 27.62 27.69 27.69
02 23.36 22.70 22.38 21.04 23.13 19.80 23.39
03 29.37 28.97 29.82 29.69 29.72 29.99 29.87
04 32.21 31.80 32.73 32.64 32.70 32.89 32.96
05 22.21 21.82 22.14 22.30 22.41 22.52 22.28
06 25.41 25.12 25.91 25.89 25.93 26.05 25.92
07 32.71 32.56 32.90 32.94 33.05 33.20 32.96
08 26.67 26.32 26.64 26.79 26.93 26.96 26.77
09 30.01 29.81 30.94 31.00 30.72 31.35 30.68
10 22.92 22.59 22.93 22.98 23.14 23.21 22.57
11 23.90 23.46 23.74 24.10 24.12 24.32 23.99
12 34.07 34.12 34.70 34.24 34.45 35.06 35.11
13 28.34 27.92 28.44 28.80 28.79 29.03 28.66
14 31.23 30.94 32.21 32.44 32.06 32.74 32.66
15 31.36 31.57 30.30 30.45 31.20 31.07 31.58
16 29.34 29.02 29.90 29.84 29.78 30.15 29.59
Ave. 28.15 27.86 28.32 28.29 28.48 28.50 28.54
表 4.2 SIDBA画像 (512× 512サイズ画像，図 3.7)を用いた 2倍拡大画像の PSNR．
SIDBA512 Bicubic Lanczos DCC SAI BSAI RSAI 提案法
01 33.51 33.48 33.13 33.12 33.66 33.61 33.85
02 24.57 23.85 23.49 22.58 24.27 22.17 24.61
03 25.81 25.48 25.65 25.81 25.97 26.01 25.88
04 30.54 30.16 30.53 30.63 30.76 30.81 30.63
05 23.08 22.78 23.25 23.16 23.29 23.31 23.23
06 33.96 33.88 34.43 34.50 34.42 34.78 34.32
07 22.92 22.52 22.88 23.13 23.12 23.36 22.94
08 37.03 36.77 37.22 37.36 37.59 37.80 38.00
09 32.79 32.48 33.24 33.53 33.43 33.71 33.45
10 29.95 29.73 29.49 29.66 30.09 29.98 29.99
11 29.26 29.00 29.56 29.54 29.61 29.79 29.65
Ave. 29.40 29.10 29.35 29.37 29.66 29.57 29.69
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表 4.3 Kodakデータセット (図 3.8)を用いた 2倍拡大画像の PSNR．
Kodak Bicubic Lanczos DCC SAI BSAI RSAI 提案法
01 26.36 26.02 26.23 26.19 26.33 26.49 26.45
02 33.48 33.09 33.63 33.60 33.74 33.91 33.73
03 34.80 34.49 35.21 35.31 35.10 35.61 35.27
04 34.39 34.16 34.28 34.41 34.52 34.67 34.59
05 27.18 26.95 27.86 27.84 27.70 28.08 27.70
06 27.61 27.23 27.61 27.61 27.79 27.94 27.74
07 34.40 34.26 35.16 35.02 34.73 35.38 35.04
08 23.65 23.29 23.72 23.56 23.82 23.77 23.75
09 32.86 32.63 33.14 33.14 33.14 33.29 33.42
10 32.82 32.50 33.22 33.65 32.95 33.94 33.29
11 29.41 29.04 29.51 29.51 29.67 29.78 29.66
12 33.04 32.78 33.17 33.18 33.22 33.44 33.29
13 24.14 23.74 23.98 24.15 24.35 24.36 24.25
14 29.69 29.39 29.86 29.90 29.95 30.14 30.00
15 31.90 31.66 32.04 32.08 31.98 32.48 32.59
16 31.36 30.92 31.27 31.31 31.47 31.60 31.55
17 32.46 32.19 32.82 32.91 32.64 33.11 32.80
18 28.40 28.04 28.27 28.48 28.57 28.69 28.58
19 28.27 27.95 28.45 26.57 28.48 27.73 28.51
20 32.06 31.66 32.73 32.78 32.69 33.03 32.82
21 28.87 28.48 28.79 28.79 29.04 29.09 28.96
22 30.92 30.58 30.83 30.90 31.10 31.19 31.03
23 36.21 36.16 37.01 36.97 36.75 37.43 36.56
24 27.23 26.86 27.04 27.20 27.37 27.43 27.40
Ave. 30.48 30.17 30.66 30.63 30.71 30.94 30.79
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表 4.4 McMデータセット (図 3.9)を用いた 2倍拡大画像の PSNR．
McM Bicubic Lanczos DCC SAI BSAI RSAI 提案法
01 28.22 27.93 28.30 28.28 28.52 28.54 28.57
02 37.53 37.55 38.02 37.97 37.59 38.46 37.87
03 37.65 37.55 37.77 37.80 37.67 38.15 37.99
04 33.46 33.26 34.62 34.67 33.98 34.83 34.13
05 38.86 38.96 39.55 39.58 39.16 39.86 39.63
06 38.03 37.91 38.72 38.94 38.45 39.30 38.67
07 38.67 38.57 39.36 39.35 39.05 39.72 39.27
08 30.93 30.88 30.73 30.71 30.97 31.10 31.07
09 35.14 35.14 34.88 34.83 35.05 35.23 35.35
10 30.00 29.78 30.12 30.49 30.42 30.87 31.07
11 32.21 32.01 32.69 32.80 32.60 33.14 32.99
12 27.72 27.54 28.01 28.17 28.07 28.44 28.06
13 30.56 30.68 31.76 31.62 31.35 31.99 31.60
14 34.30 34.19 34.63 34.63 34.57 34.99 34.82
15 38.83 39.24 38.83 38.63 38.56 39.29 39.24
16 30.91 30.57 30.74 31.05 31.14 31.27 31.18
17 31.73 31.61 31.71 31.76 31.89 32.06 32.02
18 34.68 34.79 35.21 35.05 35.00 35.43 35.24
Ave. 33.86 33.79 34.20 34.24 34.11 34.59 34.38
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表 4.5 SIDBA画像 (512× 512サイズ画像，図 3.7)を用いた一般倍率における PSNR．
3倍 4倍 5倍
SIDBA512 Bicubic Lanczos 提案法 Bicubic Lanczos 提案法 Bicubic Lanczos 提案法
01 29.00 28.76 29.19 26.42 26.12 26.56 24.70 24.37 24.89
02 22.30 21.92 22.42 21.78 21.46 21.93 21.36 21.03 21.49
03 23.10 22.74 23.15 21.70 21.32 21.79 20.73 20.38 20.76
04 27.73 27.45 27.83 26.27 25.94 26.38 25.15 24.78 25.25
05 19.76 19.37 19.65 18.19 17.87 18.07 17.27 16.97 17.17
06 30.18 29.95 30.56 27.98 27.70 28.38 26.42 26.11 26.80
07 20.57 20.16 20.63 19.57 19.17 19.69 19.02 18.65 19.14
08 34.26 33.82 34.31 31.07 30.83 31.74 30.44 30.12 30.39
09 30.06 29.71 30.85 28.34 27.99 29.07 26.94 26.62 27.54
10 26.71 26.43 26.63 24.56 24.29 24.69 23.07 22.79 23.10
11 26.01 25.72 26.27 24.19 23.83 24.42 23.02 22.69 23.27
Ave. 26.33 26.00 26.50 24.55 24.23 24.79 23.46 23.14 23.62
表 4.6 Kodakデータベース (図 3.8)を用いた一般倍率における PSNR．
3倍 4倍 5倍
Kodak Bicubic Lanczos 提案法 Bicubic Lanczos 提案法 Bicubic Lanczos 提案法
01 23.13 22.74 23.09 21.77 21.45 21.82 20.97 20.65 21.08
02 30.48 30.11 30.81 29.30 28.93 29.65 28.54 28.22 28.94
03 31.59 31.18 32.06 30.09 29.72 30.61 29.20 28.82 29.74
04 31.08 30.73 31.35 29.38 29.01 29.71 28.35 28.00 28.62
05 23.47 23.09 23.88 21.78 21.41 22.15 20.87 20.51 21.16
06 24.73 24.33 24.84 23.56 23.18 23.71 23.02 22.65 23.16
07 30.37 30.20 30.76 27.98 27.82 28.25 26.27 25.88 26.41
08 20.43 20.04 20.31 19.09 18.78 19.06 18.41 18.09 18.42
09 29.05 28.73 29.37 27.05 26.70 27.26 25.81 25.46 25.94
10 29.36 28.96 29.77 27.77 27.40 28.08 26.78 26.37 27.13
11 26.21 25.81 26.39 24.91 24.53 25.09 24.08 23.74 24.28
12 30.55 30.17 30.95 29.18 28.81 29.60 28.16 27.78 28.57
13 21.30 20.88 21.44 20.20 19.82 20.39 19.58 19.21 19.78
14 26.18 25.80 26.46 24.57 24.18 24.84 23.70 23.33 23.94
15 30.50 30.12 30.92 28.94 28.58 29.49 28.01 27.63 28.45
16 28.44 28.01 28.64 27.38 27.01 27.61 26.81 26.46 27.00
17 29.37 29.01 29.75 27.84 27.50 28.18 27.04 26.70 27.30
18 25.37 24.99 25.53 23.95 23.59 24.17 23.17 22.79 23.41
19 24.66 24.29 24.79 23.10 22.70 23.22 22.24 21.91 22.38
20 28.67 28.28 29.27 27.10 26.73 27.64 26.13 25.77 26.61
21 25.48 25.09 25.59 24.08 23.72 24.23 23.24 22.88 23.36
22 27.48 27.11 27.56 26.16 25.77 26.30 25.38 25.01 25.57
23 31.89 31.60 32.16 29.70 29.29 29.92 28.40 27.98 28.63
24 24.22 23.78 24.41 23.02 22.65 23.24 22.35 21.97 22.55
Ave. 27.25 26.88 27.50 25.75 25.39 26.01 24.86 24.49 25.10
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表 4.7 McMデータベース (図 3.9)を用いた一般倍率における PSNR．
3倍 4倍 5倍
McM Bicubic Lanczos 提案法 Bicubic Lanczos 提案法 Bicubic Lanczos 提案法
01 24.63 24.29 24.85 22.88 22.56 23.05 21.76 21.41 21.87
02 32.77 32.54 32.99 30.26 29.96 30.57 28.76 28.44 28.98
03 33.43 33.17 33.74 31.20 30.92 31.43 29.70 29.44 29.92
04 29.22 28.85 29.71 27.28 26.91 27.67 26.17 25.79 26.44
05 34.09 33.84 34.45 31.59 31.29 31.91 30.03 29.69 30.34
06 34.04 33.74 34.60 31.93 31.64 32.56 30.68 30.39 31.12
07 34.57 34.37 35.03 32.40 32.10 32.81 31.01 30.70 31.22
08 26.39 26.10 26.45 24.16 23.80 24.25 22.84 22.49 22.93
09 30.43 30.17 30.52 28.07 27.77 28.22 26.67 26.36 26.77
10 25.89 25.61 26.65 23.87 23.54 24.25 22.40 21.99 22.82
11 28.19 27.85 28.64 26.24 25.88 26.65 25.00 24.64 25.40
12 23.74 23.41 23.96 21.88 21.50 22.05 20.75 20.38 20.94
13 25.55 25.34 26.07 22.96 22.70 23.29 21.33 21.04 21.55
14 30.08 29.80 30.39 27.86 27.53 28.12 26.50 26.16 26.77
15 33.17 33.05 33.31 30.00 29.72 30.19 28.26 27.90 28.43
16 27.82 27.52 28.14 26.32 26.00 26.83 25.31 24.98 25.76
17 27.63 27.28 27.87 25.67 25.32 25.92 24.53 24.13 24.82
18 29.87 29.65 30.09 27.47 27.17 27.55 25.98 25.63 26.10
Ave. 29.53 29.25 29.86 27.34 27.02 27.63 25.98 25.64 26.23
表 4.8 入力サイズ毎の処理時間比較 [ms]．太字で表記されているものが最も処理時間が
短いもの．RSAIの高倍率は計算機メモリ不足により未検証．
提案法
画像サイズ [pix×pix] Bicubic Lanczos SAI RSAI 任意倍率 　 ２倍特化
入力画像 出力画像 CPU GPU CPU GPU CPU CPU CPU GPU CPU GPU
256× 256 512× 512 16 24 17 33 536 6600 35 70 9 49
512× 512 1080× 1920 62 31 66 41 2269 26300 199 92 69 59
1080× 1920 2160× 3840 423 86 449 99 18889 測定不能 1625 225 584 92
2160× 3840 4320× 7680 1667 257 1730 302 75513 測定不能 6661 647 2389 207
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(a) 原画像 (b) 入力低解像度画像
(c) Bicubic [80] (d) DCC [83]
(e) Lanczos [81] (f) SAI [89]
(g) RSAI [90] (h) 提案法
図 4.8 SIDBA512サイズ画像 01，２倍拡大推定．
73
(a) 原画像 (b) 入力低解像度画像
(c) Bicubic [80] (d) DCC [83]
(e) Lanczos [81] (f) SAI [89]
(g) RSAI [90] (h) 提案法
図 4.9 McMデータセット画像 12，２倍拡大推定．
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(a) 原画像 (b) 入力低解像度画像
(c) Bicubic [80] (d) DCC [83]
(e) Lanczos [81] (f) SAI [89]
(g) RSAI [90] (h) 提案法
図 4.10 Kodakデータセット画像 20，２倍拡大推定．
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(a) 原画像 (b) 入力低解像度画像
(c) Bicubic [80] (d) Lanczos [81]
(e) 提案法
図 4.11 McMデータセット画像 13，3倍拡大推定．
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(a) 原画像 (b) 入力低解像度画像
(c) Bicubic [80] (d) Lanczos [81]
(e) 提案法
図 4.12 SIDBA512× 512サイズ画像 09，4倍拡大推定．
77
(a) 入力低解像度画像 (b) Bicubic [80]
(c) Lanczos [81] (d) 提案法
図 4.13 Kodakデータセット画像 03，3.5倍拡大推定．
(a) 入力低解像度画像 (b) Bicubic [80]
(c) Lanczos [81] (d) 提案法
図 4.14 Kodakデータセット画像 05，4.5倍拡大推定．
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第 5 章
ノイズ入低解像度画像の
任意倍率拡大
5.1 本章の構成
本章では，3章と 4章で提案した 2手法をまとめ，ノイズ入低解像度画像から任意倍率
の拡大画像を得る手法を提案する．最初に本研究全体の目標であるノイズ除去と画像拡大
をまとめた提案法の一連の流れを述べる．次にテスト画像に対してダウンサンプルを行っ
た低解像度画像にノイズを混入したものから高解像度画像を推定する実験を通して，提案
法の性能を評価する．最後に本章のまとめと今後の展望について述べる．
5.2 ノイズ入低解像度画像に対する任意倍率画像拡大
本節では本研究全体の目標である撮影・伝送時に生じるノイズを除去し，任意倍率の拡
大画像を得る一連の過程を行う手法を提案する．まず本過程における最初の問題はノイズ
の除去である．ここでは 3章で提案したガウス-インパルス混合ミックスノイズ除去手法
によるノイズ除去を行う．しかし低解像度画像に対して提案ノイズ除去法を適用したとこ
ろ，図 5.1に示すように詳細部が失われやすいことがわかった．これはダウンサンプルに
より画像サイズが小さくなったことで，DWMの詳細部誤検知が起こりやすくなるためで
ある．そこで，除去性能を比較するため，提案ノイズ除去法と提案拡大法の組み合わせを
変えた 3種類の手法を提案する．またそれぞれのフローチャートを図 5.2に示す．
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(a) 低解像度画像 (b) ノイズ入低解像度画像 (c) 推定低解像度画像
図 5.1 低解像度画像に対するノイズ除去結果．
提案ノイズ
除去法
ノイズ入
低解像度画像
提案画像
拡大法
推定低解像度
画像
推定高解像度
画像
(a) 提案法１
提案ノイズ
除去法
ノイズ入
低解像度画像
提案画像
拡大法
高解像度
ノイズ画像
推定高解像度
画像
(b) 提案法２
ノイズ除去部
BM3D
ノイズ入
低解像度画像
インパルスノイズ
画素検出&置換
DWMM倍画像拡大
↓M
BM3D M倍画像拡大
推定
高解像度画像
(c) 提案法３
図 5.2 ノイズ入り画像に対する任意倍率拡大手法フローチャート．
提案法１
提案法１は，まずノイズ入低解像度画像に対してノイズ除去を行い，その後除去画像に
対して拡大手法を適用する．この手法は本研究が対象とする過程をそのまま表現したもの
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である．しかし，低解像度画像に対してノイズ画素探索を行ったことで詳細部が誤検知さ
れやすくなり，詳細部が大きく欠損しやすい．
提案法２
提案法２は，まずノイズ入低解像度画像に対して画像拡大を行い，拡大ノイズ画像に対
してノイズ除去を行う手法である．この手法はノイズ画素探索より先に画像拡大を行うこ
とで詳細部の判別が容易になり，詳細部保持という提案ノイズ除去手法の強みを活かしや
すい．しかし，本来の過程とは逆の処理を行っていることから，画像拡大の性能が低下
しやすく，またノイズ画素を拡大してしまうことから平坦部などにノイズ影響が残りや
すい．
提案法３
提案法３は，提案ノイズ除去の DWM処理の前に画像拡大を行い，DWM処理後にダ
ウンサンプルを行い低解像度画像サイズに戻す．その後残りのノイズ除去を行い，その出
力画像に対して再び画像拡大を行い，高解像度画像を得る．DWM処理の際に拡大画像を
利用することで詳細部保持を行いながら，その後の除去処理を低解像度画像サイズで行う
ことで平坦部などのノイズ影響を避ける．画像の拡大回数が多いことから拡大手法の性能
に影響されやすい．
5.3 実験
本章で提案した３手法を比較し，その結果を基に本論文での提案手法を決定する．ノ
イズ入低解像度画像は，まず高解像度画像をダウンサンプルし，その後ガウスノイズ
(AWGN)，インパルスノイズ (RVIN) の順に付加することで生成する．これを各提案法
を用いて高解像度画像を生成し，定性評価と定量評価（PSNR）の双方から品質を評価し，
最終的な提案法を決定する．
まず定量評価として各データセットとノイズレベルにおける２倍拡大時の平均 PSNR
を表 5.1に示す．表 5.1から，ほぼすべてのデータセットおよびノイズに対して提案法３
が最も高い PSNRを示している事がわかる．次に定性評価として，いくつかのノイズお
よび倍率に対しての出力画像を図 5.3∼図 5.7に示す． 図 5.3，図 5.4，図 5.5は拡大率 2
倍における結果比較である．提案法１は図 5.3に示すテクスチャ，図 5.4に示す文字，図
5.5に示す小窓など，部分拡大の際に注目するような詳細部が失われているため，実用に
は不向きである．提案法２は詳細部に関しては提案法３と同等以上に保持できているもの
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表 5.1 ミックスノイズ入低解像度画像に対する２倍拡大時平均 PSNR．
SIDBA512(図 3.7) Kodak(図 3.8) McM(図 3.9)
σ p 提案法１ 提案法２ 提案法３ 提案法１ 提案法２ 提案法３ 提案法１ 提案法２ 提案法３
0% 26.78 28.77 28.69 28.48 29.81 29.73 30.63 32.55 32.48
5 5% 26.39 26.48 27.79 28.07 27.53 28.89 30.00 28.93 31.13
10% 26.00 24.48 26.63 27.70 25.50 27.87 29.34 26.24 29.56
0% 26.31 27.57 27.88 27.85 28.55 28.90 29.44 30.40 30.89
10 5% 26.03 25.90 27.35 27.58 26.86 28.44 29.08 27.99 30.23
10% 25.76 24.21 26.66 27.33 25.16 27.90 28.68 25.77 29.40
0% 25.78 26.34 27.08 27.22 27.23 28.12 28.39 28.54 29.58
15 5% 25.56 25.07 26.74 27.00 25.91 27.82 28.12 26.80 29.19
10% 25.32 23.69 26.29 26.80 24.56 27.48 27.84 25.05 28.69
の，平坦部にはノイズ影響が残っている事がわかる．提案法３は提案法２よりは詳細部が
わずかに失われているが，平坦部の除去性能，詳細部の保持を最も両立している．図 5.6，
図 5.7は拡大率３倍における結果比較である．図 5.6ではいずれの手法も滑らかなエッジ
を推定していることがわかる．また図 5.7では提案法１は細い領域が失われており，提案
法２はノイズを除去しきれていないことから，高い倍率においても提案法３は３手法で最
も優れていると考えられた．
この実験の結果から，本研究は提案法３を最終的なアルゴリズムとして決定し，ノイズ
入低解像度画像に対する任意倍率拡大手法として提案する．
5.4 まとめと今後の展望
本章では 3 章および 4 章にて提案したノイズ除去手法と画像拡大手法をまとめ，ノイ
ズ入低解像度画像に対する任意倍率拡大手法を提案した．3章で対象としていたノイズ画
像と比較して，低解像度画像を対象とするノイズ除去を行う場合，DWM 処理部におい
て詳細部が失われてしまうことがわかった．そこで，DWM処理部を行う前処理として，
ノイズ画像に対して画像拡大を適用した拡大ノイズ画像を推定し，それに対して DWM
処理をかけることで詳細部の欠損を防いだ．しかし，拡大ノイズ画像はノイズの影響を大
きく受けているため，これを用いて提案ノイズ除去手法で得た推定画像はノイズを除去し
きれないことがわかった．そこで，DWM 処理後にダウンサンプルを適用することでそ
れを抑制し，その後残るノイズ処理を加えることにより，低解像度画像に対しても提案ノ
イズ除去手法のノイズ除去性能と詳細部の保持の両面について高い性能を発揮することが
できた．最終的に詳細部を保持したノイズ除去画像に対して提案画像拡大法を適用するこ
とで，ノイズ入低解像度画像から任意倍率の拡大画像を得ることができた．これにより本
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研究が対象としていた撮影・伝送時のノイズ除去と任意倍率画像拡大による詳細部を保持
しながらジャギーなどのアーティファクトを除去した高品質な画像を推定する手法を提案
した．
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(a) 目標高解像度画像 (b) ノイズ入低解像度画像
(c) 提案法１ (d) 提案法２
(e) 提案法３
図 5.3 McMデータセット画像 04，σ = 10, p = 5%，２倍拡大結果．
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(a) 目標高解像度画像 (b) ノイズ入低解像度画像
(c) 提案法１ (d) 提案法２
(e) 提案法３
図 5.4 McMデータセット画像 04，σ = 15, p = 0%，２倍拡大結果．
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(a) 目標高解像度画像 (b) ノイズ入低解像度画像
(c) 提案法１ (d) 提案法２
(e) 提案法３
図 5.5 Kodakデータセット画像 21，σ = 15, p = 5%，２倍拡大結果．
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(a) 目標高解像度画像 (b) ノイズ入低解像度画像
(c) 提案法１ (d) 提案法２
(e) 提案法３
図 5.6 McMデータセット画像 06，σ = 5, p = 0%，3倍拡大結果．
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(a) 目標高解像度画像 (b) ノイズ入低解像度画像
(c) 提案法１ (d) 提案法２
(e) 提案法３
図 5.7 Kodakデータセット画像 20，σ = 5, p = 5%，3倍拡大結果．
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第 6 章
結 論
本論文では私達が日常扱っているディジタル画像の利用として，ディジタル画像撮影時
からなんらかのディスプレイ上において任意サイズでの表示を行うまでの場面に注目し
た．本場面において問題となる事柄が，ノイズ除去と画像拡大の２つである．まず撮影時
の暗電流ノイズやセンサ素子の故障によるドット落ち，伝送時のビット誤りやメモリ欠損
などでにおいてノイズが発生することが知られている．これを残したまま画像拡大を行っ
た場合，推定画像はノイズの影響を受けたものとなるため，その品質を大きく低下させる
ことになる．そして表示機器へと伝送後，表示するディスプレイの解像度や表示サイズに
応じてディジタル画像の行列サイズが決定される．しかし入力画像と求められる行列サイ
ズに相関はないため，任意の倍率について拡大処理を行うことが求められる．また同一
ディスプレイ上でも画像拡大が求められる場面として，スマートフォン上などにおける画
像の一部分拡大などがある．この場合画面タップなどの動作をユーザーが行ってから即画
面上に反映する必要があるため，高速な処理が求められることになる．本論文ではノイズ
除去と画像拡大をそれぞれ別問題として提案を行った後，それら 2つの提案法をまとめる
ことでノイズ入低解像度画像に対する任意倍率拡大を行う手法として結実させた．以下に
それぞれの問題に対する本論文の取り組みと，今後の展望を述べる．
ノイズ除去
本研究におけるノイズ除去の目的は，画像拡大の品質を低下させる低解像度画像内のノ
イズを取り除くことである．ノイズはその発生原因ごとに異なるものが生まれ，またそれ
ぞれが違った性質を持つ．日常的に発生するノイズの例として，暗電流ノイズと呼ばれる
撮影センサに起因するノイズの近似に適すると言われるガウスノイズ，撮影時のセンサ故
障や伝送時のビット誤り，メモリ欠損等によって発生するインパルスノイズなどがある．
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従来の研究から単独のノイズに対してはその特性を十分に利用した除去手法が提案されて
おり，高い除去性能を発揮している．しかし複数の発生原因が同時に起こったことによ
り，異なる特性を持つノイズが混合するミックスノイズと呼ばれるノイズが存在する．単
独のノイズを対象とする手法の場合，混合する他のノイズは取り除けない．そのためミッ
クスノイズを除去するには対象とするミックスノイズに適した除去手法が求められる．そ
こで本研究は 3章において最も主要なミックスノイズであるガウス-インパルス混合ノイ
ズを対象とした．
従来の本ミックスノイズ除去における問題は，ガウスノイズが混入したことでインパル
ス検出が難化し，テクスチャなど画像由来の高周波数成分に対して誤検知が発生すること
によって出力画像から詳細部が失われてしまうことである．ノイズ除去を画像拡大の前処
理として考えたとき，このような失われてしまった高周波数成分を事前情報無しに復元す
ることは極めて難しい．そこで如何にして詳細部を保持しながらノイズを取り除くかが論
点となる．そこで提案法は２段階処理による高周波成分の保持を考案した．１段階目では
入力ノイズ画像に対してインパルスノイズを対象とした DWM法とガウスノイズを対象
とした BM3Dを利用して仮推定画像を得る．仮推定画像ではインパルスノイズ除去とガ
ウスノイズ除去の組み合わせという従来手法に類似する手法であり．従来法と同様に詳細
部が欠損する．そこで本研究では２段階目の処理として，まず入力ノイズ画像と仮推定画
像の差分を利用した新しい検出・除去手法を採用した．本手法ではガウスノイズ除去手法
で取り除くことのできない顕著なインパルスノイズのみに注目する．ガウスノイズの影響
により誤検知なしにインパルスノイズを完全に検出することは困難であるが，顕著なイン
パルスノイズという検出しやすいかつガウスノイズ除去手法で除去しきれない成分のみに
注目することで， 誤検知を減らしながら続くガウスノイズ処理でのミックスノイズ除去
を可能にした. 最終的に本検出・除去法により得られた画像を改めて BM3Dで処理する
ことにより，高周波成分を残しながらもガウスノイズだけでなく残存するインパルスノイ
ズまでも除去することができた．以上により提案法は本ミックスノイズに対して詳細部を
残しながらノイズ除去を行うことができるようになり，画像拡大に適した前処理を行うこ
とができた．
今後の展望として，一定以上にインパルスノイズによる欠損が大きくなると平坦領域に
模様のような構造が生まれてしまうという問題の解決を目指す．本問題は欠損率が大きく
なったことで仮推定画像内にインパルスノイズ成分が残ってしまい，その結果後半部処理
でも除去されないところにある．そこで高欠損率の場合は現在用いている DWMを他手
法に変える，あるいは複数のインパルス検出・除去法を並列にかけ，その平均により仮推
定画像を得るなどの方法が考えられる．さらに本研究の将来的な拡張として，ポアソンノ
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イズなど別のノイズが混入した場合のミックスノイズ除去にも対応が可能かを検証してい
きたい．対応できるノイズ種類を増やすことは実社会での利用場面をさらに拡張すること
と同義である．ノイズの種類によらず低解像度画像にノイズが混入した場合，画像拡大の
際に品質劣化を生むため，様々なシーンから高品質な画像を得るためには日常の利用で混
入しうるノイズを十分想定し，それぞれを混合したミックスノイズの除去を考えていくこ
とが必要である．
画像補間
解像度向上手法という点で画像補間と超解像を比較した場合，画像補間の優れる点は事
前情報を利用しないことで機器によらず利用できることと高速な処理が可能であることの
2点が挙げられる．しかし実用化されている距離による重みを利用した加重平均ベースの
画像補間法は，輝度変化の大きい領域であるエッジ領域にジャギーと呼ばれる不自然な構
造を生むことが知られている．これを解決するために最適化問題を解くことで局所毎のパ
ラメータを導出する手法が提案されているが，領域ごとのパラメータ導出に高計算コスト
を必要とすることから，そのような手法では実用に足る処理時間を満たすことができず一
般倍率にも対応していない．そこで本研究では 4章において広く利用される画像補間法の
条件として，ジャギーを抑制した高品質画像の推定，高速処理，一般倍率への対応という
３点を満たすことを目標とした．
従来法のジャギー発生原因がエッジ際での変化に近似関数が追従できないためであると
考え，本研究ではエッジ領域においては輝度変化の小さいエッジに沿う領域の変化に追従
する方向性関数を考案した．さらに未知点を一関数から決定するのではなく，複数関数に
おける推定値の加重平均により未知画素値を決定した．これにより提案法は一般倍率を可
能としながらジャギーを抑制した画像補間が可能となった．また方向性関数導出には最適
化問題など重い処理が存在せず，また領域ごとの並列処理が可能であるため GPU実装に
も向いている．これにより従来の最適化手法よりはるかに高速な処理時間で処理を行える
ことが可能となった．以上により本研究は画像補間が満たすべき３条件を高い水準で満た
した手法を提案するに至った．
将来への展望として提案補間法の次なる応用を考えていきたい．画像補間は白黒画像の
画像拡大のみでなく，デモザイクなど直接的なものから超解像の前処理など多岐にわたっ
て利用されているため，提案法もそれらの分野への拡張を考えていく．現在最も注目して
いる分野はデモザイクである．デモザイクは主にベイヤー画像 [96] と呼ばれる各画素が
一つの色情報をもつ一平面画像から各画像が３色の情報を持つフルカラー画像を推定する
分野である．存在しない画素を推定することからデモザイクでも補間手法は利用されてい
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る [97–101]．しかし単色の情報のみを利用して推定するだけでは，推定したエッジに色間
でズレが生じる事で偽色と呼ばれる不自然な色構造が生まれることが知られており，色差
補間や残差補間など他の色情報を利用することがその解決策として知られている．そこで
本論文で提案した方向性関数を３次元へと拡張し他の色情報を考慮することで，提案法を
デモザイクを含むカラー画像処理への拡張する．実社会では白黒画像よりカラー画像の方
が広く利用されており，より広い場面での利用可能な実用的手法とすることができる．
ノイズ入低解像度画像に対する任意倍率画像拡大
5章において本研究は 3章，4章提案した 2手法を利用することで，最終目的である撮
影されたディジタル画像をノイズなく任意のサイズで表示するという問題に挑んだ．一連
の過程として本問題を対象とした際に問題となったことが，低解像度画像に対するノイズ
除去である．ダウンサンプル時点で詳細部情報が少なくなっている低解像度画像に対して
ノイズ除去をかけると，3章で対象としていた画像よりも詳細部が失われやすいというこ
とがわかった．そこで本研究では提案ノイズ除去と提案拡大手法の順番などを考慮した 3
種類の手法を提案し比較することでその解決を目指した．
実験の結果詳細部が失われる原因がノイズ除去手法のうちインパルス検出処理にあるこ
とが判明し，その前処理として提案拡大手法，後処理としてダウンサンプル処理を行うこ
とで詳細部を保持できることがわかった．これにより低解像度画像に対しても詳細部を保
持したノイズ除去を行うことが可能となり，それを提案画像拡大法を適用することでノイ
ズ入低解像度画像から任意倍率の拡大画像を得ることができた．これにより本研究が対象
としていた撮影・伝送時のノイズ除去と任意倍率画像拡大による詳細部を保持しながら
ジャギーなどのアーティファクトを除去した高品質な画像を推定する手法を提案した．
今後の展望として画像拡大手法自体にノイズ頑強性を持たせることを考えたい．今回提
案した手法ではノイズ影響を取り除くためにミックスノイズ除去を採用している．しかし
ノイズ除去手法は画像補間に比べ処理時間がかかるため，伝送時など画面上に表示する前
に処理しておく必要がある．そのため動画のストリーミング再生など，伝送されてから表
示するまでの一連の流れに対してリアルタイム処理を求められる場面では本提案法を利用
することができない．その解決策として提案画像補間手法に対してノイズ頑強性を加えノ
イズ除去手法を省略または高速な手法へと置き換えることで，高速性を保ちながらノイズ
入低解像度画像に対する画像拡大を行うことが可能であると考えられる．これにより生放
送配信等のより広い場面での利用に提案法を用いることが可能となるため，実生活により
影響を与える手法とすることが可能になる．
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ディスプレイ上に任意サイズで表示することは日常的に利用されている技術でありなが
ら，高速性が求められる分野であるためにいまだ精度面としては未発達なものが利用され
ている．現在放送技術などでは解像度の限界とされる 8K解像度が実用レベルまでになっ
ていることを考えると，より高い解像度の表示機器が普及し，より大きなサイズのディジ
タル画像が求められることになる．またセンサ技術の進歩からこれまでは無視できたよう
な細かなノイズまでも無視できない分解能を持つカメラが実用化されている．現在の画像
拡大技術ではそれに見合った精度を出すことは不可能であるため，これに変わる新しい手
法を実用化していくことが急務であると言える．ディジタル画像の利用として最も身近な
画像拡大という分野が本研究により提案された手法を通してさらなる発展が行われること
を願い，ここに本論文を結ぶ．
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