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This paper analyzes a binary channel by means of information measures based on
the Rényi entropy. The analysis extends, and contains as a special case, the classic
reference model of binary information transmission based on the Shannon entropy
measure. The extended model is used to investigate further possibilities and
properties of stochastic resonance or noise-aided information transmission. The
results demonstrate that stochastic resonance occurs in the information channel
and is registered by the Rényi entropy measures at any finite order, including the
Shannon order. Furthermore, in definite conditions, when seeking the Rényi
information measures that best exploit stochastic resonance, then nontrivial orders
differing from the Shannon case usually emerge. In this way, through binary
information transmission, stochastic resonance identifies optimal Rényi measures
of information differing from the classic Shannon measure. A confrontation of the
quantitative information measures with visual perception is also proposed in an
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