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Previous  work  has  shown  that  CBIR  Using 
salient  interest  regions  outperforms 
global image descriptors.
-  salient  region  Approaches  avoid  the 
problems inherent with segmentation based 
retrieval approaches. 
For  our  algorithm,  we  select  salient 
regions by detecting scale-space peaks in a 
multi-scale difference-of-Gaussian pyramid.
-  Regions  selected  this  way  have  been 
shown to be very robust.
The  vector-space  model  is 
conceptually simple;
-  Documents  are  parsed  into 
individual terms. 
-  terms  then  undergo  a 
process called stemming.
- Each stemmed term is then 
represented  by  a  unique 
identifier for that term.
-  The  number  of  occurrences 
of each term in the document is 
counted  and  arranged  in  a 
vector of term-frequencies.
-The  vector  often  has  a 
weighting applied to it.
- Documents can be Considered 
to  be  similar  if  the  angle 
between their vectors is small.
The Vector-Space Technique 
depends on a lexical match 
between  the  words  in  the 
documents for them to be 
considered similar.
-  there  is  often  diversity 
in  the  words  used  to 
describe a document.
-  This  makes  the  lexical 
methods  incomplete  and 
imprecise. 
There is an implicit higher-
order  structure  in  the 
association  of  terms  with 
documents.
-  this  structure  can  be 
exploited  by  using  the  k 
largest  singular  values 
from  a  singular  value 
decomposition (SVD) of the 
term by document matrix.
Images  are  modelled  as  visual 
terms using local descriptors from 
t h e i r  s a l i e n t  r e g i o n 
representations. 
-  sift  (Scale  invariant  feature 
transform)  descriptor  is  used 
because  it  has  been  shown  to  be 
very robust.
Each  local  descriptor  is  vector-
quantised  into  a  visual  term.  The 
vector-quantiser  was  trained  by 
c l u s t e r i n g    l o c a l  f e a t u r e 
descriptors using k-means.
The  visual  terms  are  counted  and 
assembled into term vectors.
- the vectors are then weighted. 
T h e  v e c t o r s  c a n  b e  u s e d 
immediately  for  vector-space 
querying, or LSI can be applied.
Future  directions  consist  of  a  number  of 
tasks:
The  labels  describing  each  of  the  images 
need overhauling by applying a well-defined 
vocabulary. 
- This should give a better indication of how 
semantically  relevant  one  image  is  to 
another.
Issues  of  computational  complexity  need 
addressing.
-  what  is  the  trade-off  between  on-  and 
off-line processing for the two models?
investigating  the  effect  of  using  stop-
words  on  the  performance  of  the  vector-
space technique.
investigating the use of other local feature 
descriptors,  and  the  combination  of 
different descriptors.
This  work  has  been  motivated  by  our  previous  work  on  CBIR 
using salient regions within a vector-space model. 
Our  previous  work  has  Investigated  two  areas  of  image 
retrieval; 
-  performance  of  salient  region  detectors  &  how  retrieval 
based  on  salient  regions  can  outperform  other  techniques, 
especially in the presence of image transforms and rotations. 
- query by image content with query images of degraded quality 
(i.e. queries captured by a camera phone). 
- We used salient regions with quantised local descriptors in 
a vector-space.
- The image on the right is typical of the kind of query we 
dealt with; out-of-focus, and overexposed.
Latent Semantic Indexing (LSI) is a logical extension to using a 
vector-space  model.  the  aim  of  this  work  was  to  investigate 
whether  the  LSI  model  brings  any  benefits  over  the  Vector-
Space model.
This  poster  gives  an  overview  of  our  approach  to  modelling 
image content with Vector-spaces and Latent semantic analysis.
all 697 semantically marked images from the Washington dataset were used.
- Each image indexed using the two algorithms with TF-IDF and Log-Entropy weighting schemes.
the  first  graph  above,  shows  the  optimal  k-value  for  lsi.  The  second  summarises  the  best 
performing weighted versions of the two models in the form of precision-recall plots (Vn,Z = 
0.5).
Assume  a  test  set  of  images  with  labels  (such  as  "trees",  "bushes", 
"clear sky", etc.).
-  Reasonable  to  expect  that  the  images  returned  by  the  retrieval 
system should have the same labels as the query image.
This is measured through 'semantic relevance':
Rsemantic =
|A B|
|A|
- A and b represent the sets of labels in the query and result image 
respectively.
Precision  and  recall  can  be  calculated  by  quantising  the  'semantic 
relevance' above and below a threshold, z, to get the true relevance, 
Vn,Z:
Vn,Z =
 
0 if Rsemantic < Z
1 otherwise
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