Abstract. Recently several conjectures about l 2 -invariants of CW-complexes have been disproved. At the heart of the counterexamples is a method of computing the spectral measure of an element of the complex group ring. We show that the same method can be used to compute the finite field analog of the l 2 -Betti numbers, the homology gradient. As an application we point out that (i) the homology gradient over any field of characteristic different than 2 can be an irrational number, and (ii) there exists a CW-complex whose homology gradients over different fields have infinitely many different values.
introduction
Since their introduction by Atiyah [Ati76] , l 2 -Betti numbers of normal coverings of finite CW-complexes have been studied and used in many different contexts. We refer the reader to the very readable introductory article [Eck00] and to the comprehensive book [Lüc02] for more information.
For the current paper, the motivating question goes back to [Ati76] : are the l 2 -Betti numbers rational? This was popularized under the name Atiyah conjecture (e.g. [Lüc02,  Chapter 10]), although in [Ati76] it is stated as a problem. Only recently, Austin [Aus13] showed that there exists a normal covering of a finite CW-complex with at least one irrational l 2 -Betti number. Several improvements followed shortly afterwards ( [Gra14] and [PSŻ10] , [LW13] , [Gra10] ).
Let us note in passing that the Atiyah conjecture remains open and very interesting in the case when the deck transformation group is torsion-free (e.g. [Lin93] , [DLM + 03] ).
If the deck transformation group is either (i) residually finite or (ii) amenable, the l 2 -Betti numbers are equal to the limits of the normalized Betti numbers of (i) intermediate finite coverings, normalized by the cardinality of the fiber, or (ii) subspaces defined via a Følner exhaustion, normalized by the cardinalities of the Følner sets ( [Lüc94] , [CG86] , [Ele06] ). As such, in these situations the l 2 -Betti numbers are sometimes called homology gradients.
This point of view leads to an interesting generalization: instead of the rational homology, one can try to use homology with coefficients in an arbitrary field k. This was first suggested by Farber [Far98] in the case of residually finite deck transformation groups, and by Elek [Ele02] in the case of amenable deck transformation groups. Elek and Szabó [ES11] showed that when a group is both amenable and residually finite then the homology gradients taken as in (i) and (ii) above are the same. Lackenby [Lac09] was the first to give interesting applications and the terminology homology gradient is due to him.
In the case when the deck transformation group is residually finite, it is not known whether the limit of normalized k-homology ranks exists, or whether it depends on the choice of the intermediate coverings. Accordingly, limits have to be replaced by suitable infima.
The situation is much better understood when the deck transformation group is amenable: the limits of normalized k-homology ranks exist and do not depend on the choice of a Følner exhaustion. We call the resulting limits the k-homology gradients. From now on we only consider the situation when the deck transformation group is amenable.
It is interesting to study the analogs of the Atiyah problem for k-homology gradients. For example, in [LLS11] it is shown that when the group ring over k of the deck transformation group has no zero-divisors, then the k-homology gradients are integers, and can be interpreted as the dimensions over the Ore localization of the group ring.
The motivation for the work presented here was to obtain the analogs of the counterexamples of Austin and others for k-homology gradients. By a standard reduction (e.g. [Eck00] ), this is a question about matrices over the integral group ring of the fundamental group.
At the heart of the l 2 -Betti numbers counterexamples lies a method which translates the computation of the spectral measure of such a matrix (an a priori functional analytic task), to the computation of countably many spectra of finite matrices.
Our first result is that the same computational tool can be applied in the context of k-homology gradients. We state it precisely in the next section.
The remaining results are applications of that computational tool. The first two are the direct analogs of the results about the existence of "exotic" l 2 -Betti numbers to the case of k-homology gradients. Theorem 1. If char(k) = 2 then every non-negative real number is a k-homology gradient of some normal covering.
Theorem 2. If char(k) = 2, there exists a finite CW-complex whose fundamental group is residually-finite 2-step solvable and such that one of the k-homology gradients of its universal covers is equal to 1 64
which is an irrational number.
Remark 3. In [Gra14] and [PSŻ10] substantially more could be proven about possible values of Q-homology gradients (i.e. l 2 -Betti numbers) of universal covers. The reason why we cannot translate these results to arbitrary k is that they use the Higmann embedding theorem. As such, the examples in [Gra14] and [PSŻ10] have fundamental groups which are not amenable in general, and consequently their k-homology gradients are not known to be well-defined.
The final result is an example of a CW-complex whose k-homology gradients have infinitely many different values, depending on the characteristic of k.
Theorem 4. There is a CW-complex X whose fundamental group is residually-finite 2-step solvable and a natural number n such that for all k, char(k) > 2, the nth k-homology gradient of the universal cover of X is equal to
. .} is the finite set of minimal representatives in {2, 3, . . . } of the powers 2 i mod char(k), i 0, and for x ∈ L(k) we denote by r k (x) 0 the smallest natural number such that 2
Since L is a finite set, (1) is a rational number. In [Gra10] it is computed that the relevant Q-homology gradient of X is equal to the irrational number 1344 · ( 47 64
. It is not difficult to see that the numbers (1) converge to that number when char(k) → ∞. In particular, the expression (1) represents infinitely many different numbers.
Remarks 5. (i)
In analogy with the homology of a finite CW-complex it has been conjectured by A. Thom that the k-homology gradients stabilize as char(k) → ∞. The above discussion disproves that conjecture.
(ii) It would be interesting to obtain the results above in the case char(k) = 2.
(iii) Just like in characteristic 0, the question of rationality of k-homology gradients up to degree d of a finite CW-complex which is aspherical up to dimension d, remains open.
Such examples would be interesting because they would provide exotic homology gradients of a group. The first k-homology gradient of a residually-finite group is defined as the infimum of the k-ranks of the abelianizations of finite-index subgroups, normalized by the index. In the case of a finitely-presented group it is equal to the first k-homology gradient of the presentation complex (which is a CW-complex aspherical up to dimension 1).
When the group is not assumed to be finitely-presented (and so its first k-homology gradient is not, a priori, equal to the first k-homology gradient of any finite CW-complex), the first k-homology gradient can be an arbitrary non-negative number (see [Pap13] ). As in the case of normal coverings with a non-amenable deck transformation group, it is not known whther the infimum can be replaced by the limit, and whether the infima along different chains of finite-index subgroups give the same gradient.
Computational tool
In order to motivate the statement of our computational tool over k, we start by presenting a basic version for characteristic 0. Various variants of it were used for spectral computations for example in [BVZ97] , [DS02] , [LNW08] , [Aus13] , and [PSŻ10] . A very general version is presented in [Gra14, Section 2].
Recall that when Λ is a group and T is an a×b matrix over the group ring C[Λ], it induces a bounded operator between the Hilbert spaces l 2 (Λ) b and l 2 (Λ) a . For i = 1, . . . , b let ζ i be the vector whose i-coordinate is the indicator function of the neutral element e ∈ Λ, and whose other coordinates are 0. The von Neumann dimension of the kernel of T is defined as
one can construct a finite CW-complex and a normal covering such that one of its l 2 -Betti numbers is equal to dim vN ker T . Thus sometimes dim vN ker T is called the Betti number of T (e.g. [LL95] ).
After the motivating subsection 2.1, we will give a definition of the k-homology gradient of T ∈ k[Λ]. which we will denote by dim k[Λ] ker T . As with l 2 -Betti numbers, following the constructions in [Eck00] one obtains a finite CW-complex and a normal covering such that one of its k-gradients is equal to dim k[Λ] ker T . If Λ happens to be finitely-presented, the resulting covering can be taken to be the universal one.
2.1. Motivation -characteristic 0.
Let A be a discrete abelian group, and let X be its Pontryagin dual, i.e. the set of group homomorphisms A → U (1), where U (1) is the multiplicative group of the complex numbers on the unit circle. Let µ be the Haar measure on X normalized so that µ(X) = 1. The Pontryagin duality gives us an embedding
(see [Fol95] for more information on the Pontryagin duality).
Let Γ A be an action by group automorphisms. The outcome of the action of γ ∈ Γ on a ∈ A is denoted by γ.a. The central dot · is reserved for the group multiplication. The dual action Γ X is the unique action which makes the embedding (2) equivariant. It is also denoted with the lower dot. To simplify the discussion, in this motivational subsection we assume that the dual action Γ X is free on a subset of full measure.
Let T be the sum m i=1 γ i χ i where γ i ∈ Γ, and χ i ∈ C[A] such that χ i are indicator functions of some sets X i ⊂ X.
Consider the oriented graph G defined as follows. The set of vertices of G is X, and there is an edge from x 1 to x 2 if for some i we have x 1 ∈ X i and γ i .x 1 = x 2 . Let G(x) be the connected component of x in G. Let l 2 (G(x)) be the Hilbert space spanned by the vertices of G(x). Let T (x) : l 2 (G(x)) → l 2 (G(x)) be the adjacency operator on G(x), i.e. the entry of the matrix of T (x) corresponding to a pair of vertices (v 1 , v 2 ) is equal to 1 if there is an edge from v 1 to v 2 , and 0 otherwise. Proposition 6. Let us assume that the set of those x for which G(x) is finite is of measure 1. Then the spectral measure of T can be written as
The utility of this proposition comes from the fact that among the graphs G(x), x ∈ X, there are only countably many different ones, and they can be often computed explicitly. In such cases the above integral decomposes as an explicit countable sum of kernel dimensions of finite-dimensional matrices.
Let us give an example studied (by different methods) in [GŻ01] : the operator T := t + t −1 + ta + at −1 in the integral group ring of Z 2 Z (with a a generator of Z 2 and t of Z). The whole procedure is worked out in [Gra14, Section 3]. The outcome is as follows.
Let G(k) be the graph
and let T (k) be the adjacency operator on G(k).
The set of points x such that G(x) is isomorphic to G(k) has measure k 2 k+1 . It is easy to see that T (k) has 1-dimensional kernel for odd k and 0-dimensional kernel otherwise. As such, Proposition 6 gives us
We would like to have the same kind of tool in the case of k-homology gradients. In particular, in analogy with (3), we expect that the k-homology gradient of T should be equal to
where ρ(T (k)) is the adjacency operator on G(k) overt the field k.
This is indeed the case, and it follows from our version of Proposition 6 for k-homology gradients stated in Theorem 9 below.
Definitions.
Let Γ be an amenable group, k be a field of characteristic char(k) = 2, and k[Γ] be the group ring of Γ. For F ⊂ Γ let k[F ] be the subspace of k[Γ] spanned by the elements of F , and π F be the projection
a be the compression of T . We define
where F i is a Følner sequence. The existence of this limit and its independence of the choice of a Følner sequence follows from the Ornstein-Weiss lemma ( [OW87] ). See [Kri07] for a detailed discussion and a proof of that lemma suggested by Gromov [Gro99] .
We will call the number dim k[Γ] ker T the homology gradient of T
The tool.
Let A be a discrete abelian group, X := A be its Pontryagin dual, and µ the Haar measure on X. Throughout, we assume that all the homomorphisms A → U (1) factor through {−1, 1} (which by Pontryagin duality implies that A is locally a finite abelian 2-group). This way we get embeddings
These embeddings commute with the field changes in the following sense.
Following [AM69, Example 3 after Corollary 3.2], let Z 2 be the ring of rational numbers which can be written with denominator a power of 2. Let ρ : Z 2 → k be the natural homomorphism. We use the same letter for Fun(X, Z 2 ) → Fun(X, k) and other homomorphisms induced by ρ. The following diagram commutes:
Remark 7. For the proofs presented here we could just as well assume explicitly that A = ⊕ Z Z 2 . On the other hand, it is clear that generalizations are possible, for example to the case when all the homomorphisms A → U (1) factor through a group which embeds into k * .
Let Γ A be an action by group automorphisms. The outcome of the action of γ ∈ Γ on a ∈ A is denoted by γ.a. The central dot · is reserved for the multiplication in Γ A. The dual action Γ X is the unique action which makes the diagram above Γ-equivariant. It is also denoted with the lower dot.
Let T be the sum
(1) p i are indicator functions of pairwise disjoint subsets of X which are all of the same measure.
G can be a basic graph for many different T at the same time.
Let R(G, T ) be the directed edge-labelled graph whose vertices are symbols p i , and with an edge labelled γ j between p a and p b if supp( p a ) ⊂ supp( f j ) and γ j .p a = p b . We say R(G, T ) is simply-connected if multiplying the edge labels along any closed loop gives the trivial element of Γ (if a loop traverses an edge in the direction opposite to the orientation of the edge, we invert the label.)
We say that G is good if R(G, T ) is simply-connected. In that case define γ(p, q) to be the unique element of Γ such that γ(p, q).p = q, and let
Let S(G, T ) be the directed edge-labelled graph built from R(G, T ) by replacing each label γ j starting at
Remark 8. The key observation is that given a good basic graph G for T , and a fixed 
Finally, a sequence G 1 , G 2 , . . . of good basic graphs is exhausting if
and the G i 's are pairwise disjoint.
. . is an exhausting sequence of good basic graphs for certain sums representing
Remark 10. It is not difficult to provide examples of groups Λ which are residually finite but not amenable, together with T ∈ k[Λ] whose support generates Λ, for which our computational tool, i.e. the formula in Theorem 9, gives a number.
Indeed, let Γ be a finitely-generated group and γ 1 , . . . , γ n be a generating set. Let G be the Cayley graph of Γ with respect to that set.
] be the sum of all the elements of Z p 2 and let
It is not difficult to show (see [LNW08] or [Gra14, Subsection 3.2]) that there exists an exhausting family of good basic graphs for T . As such Theorem 9 gives us a number, and it would be interesting to know if the k-homology gradient of T is well-defined and equal to that number.
Note that in fact we have not assumed that Γ is residually-finite. In case it is not it would be interesting to understand whether the number given by Theorem 9 can be used to define some kind of a homology gradient of T .
Proof of Therem 9. We give the proof just for one operator T represented by the sum
. The general version is very similar. Since we only deal with ρ(T ) and ρ(T G i ) we suppress ρ from the notation in this proof.
, . . .} and let N be such that
Let Σ be some fixed generating set for Γ and let We will now construct a Følner set F in A whose crucial property is as follows. We will be able to find a decomposition of the sets supp( p), p ∈ G i , such that for any set U in the decomposition: (i) the indicator function of U can be written using elements from F , and (ii) for any ϕ ∈ Φ we have that ϕ.U is either completely in one of the sets supp( p) for some p ∈ G i , or completely outside of all of them.
Lemma 11. There exist refinements
Proof. We fix an enumeration ϕ 1 , ϕ 2 , . . . of the elements of Φ and we build families L j of refinements by induction on j, in such a way that the statement of the lemma is fulfilled for ϕ = ϕ 1 , . . . , ϕ j and
We put L 0 := {G 1 , . . . , G N }, and assuming L i−1 is already defined we proceed to define
Let S ⊂ A be the (finite) group generated by
Let F j be an ascending sequence of finite overgroups of S such that F j = A and Φ(
Lemma 12. Φ(
Proof. Recall that . denotes the action Γ A, whereas · denotes group multiplication.
Asymptotic invariance for the chosen set of generators of Γ is clear. On the other hand Φ(
Let F denote a fixed set F j , and let Φ := Φ∪∂ Σ Φ. We proceed to compute dim k ker(T Φ·F ).
Lemma 13. For p ∈ K i we have
Proof. Note that if X F is the Pontryagin dual of F and ν the Haar measure on X F then ν(supp( p)) = µ(supp( p)) (this follows from the functorial properties of the standard Pontryagin duality.) So it is enough to check the equality for ν in place of µ.
We have a k-algebra isomorphism :
be the multiplications by p and p respectively.
The left-hand side of (6) is equal to dim k im(M p ) and the right-hand side is equal to dim k im(M p ). They are equal because is a k-algebra isomorphism which intertwines M p and M p .
For each p ∈ K i we use the previous lemma to fix a set F (p) ⊂ F such that dim k span(pa : a ∈ F (p)) = |F |·µ(supp( p)).
We say that a pair ϕ ∈ Φ, p ∈ K i is lovely if there is i N such that for some q ∈ G i we have supp(ϕ.p) ⊂ supp(q). Then we define G(ϕ, p) := G i , Γ(ϕ, p) := Γ(G i ), and Q(ϕ, p) := q.
We
The following lemma shows that lovely triples are the triples where we have a good control of how T acts.
Lemma 14. Assume (ϕ, p, a), (ϕ 1 , p 1 , a 1 ) and (ϕ 2 , p 2 , a 2 ) are lovely.
(1) Y (ϕ, p, a) , is a direct sum of all the different such spaces.
Proof.
(1) Let q := Q(ϕ, p). Then using that supp(γϕ. p) ⊂ supp(γ. q), we see that (γ.q) · (γϕ.p) = γϕ.p, and so
Recall that f i has a unique value on supp(γ. q). If it is not 0 then by definition γ i ∈ Γ(γ.q) and the unique value is T (γ.q, γ i γ.q). With this in mind we see that the above is equal to
Since supp(γϕ. p) ⊂ supp(γ. q), the last sum simplifies to
This shows that the map Y (ϕ, p, a) → k[G(ϕ, p)] which sends γ · ϕ · p · a to γ.q gives the required isomorphism.
(2) "⇐" is easy to check. For (3) and the other direction of (2), assume
for some s i ∈ k {0}, lovely triples (p i , ϕ i , a i ), and γ i ∈ Γ(ϕ i , p i ). If we just take those summands where γ i · ϕ i is equal to some fixed element in Φ then the sum is still zero, so let us assume that all the γ i · ϕ i are equal. Similarly, since supports of different p i are disjoint, let us assume that all the p i are equal. Now, since the elements of F (p i ) are linearly independent, we can likewise assume that all the a i are equal.
If we denote q i := Q(ϕ i , p i ) then by definition we have supp(ϕ i . p i ) ⊂ supp( q i ). By the previous paragraph we have γ 1 ϕ 1 .p 1 = γ i ϕ i .p i , for every i, so we also have γ 1 .q 1 = γ i .q i . Because the graphs G i are pairwise disjoint we deduce q i ∈ G(ϕ 1 , p 1 ), and so γ
On the other hand we have γ
which is what we need.
We proceed to show that the number of triples which are not lovely is not substantial. , a) is not lovely).
Recall that p ∞ is defined to be 1 − p∈ G i p.
It is clearly enough to show that for a fixed ϕ, the subspace spanned by unlovely ϕ · p · a's has dimension at most ε|F |.
For that note that if (ϕ, p) is unlovely then supp(ϕ. p) lies in supp( p ∞ ), the measure of which is at most ε. Since ϕ acts in a measure-preserving way on X, it follows that
and so the claim follows from Lemma 13.
be the span of all the lovely Y (ϕ, p, a)'s, and T Y be the restriction of T to Y .
For a fixed ϕ ∈ Φ and q ∈ G i we have
which implies that in Y there are between (µ(supp( q)) − ε)|F | and µ(supp( q))|F | subspaces Y (ϕ, p, a) on which T Y acts as T G i . This and Lemma 14(2) show that altogether, i.e. without fixing ϕ, there are between (µ(supp(
which together with Corollary 16 implies the theorem.
Applications
Now that the computational tool, Theorem 9, is available, the proofs of Theorems 1, 2 and 4 follow the same pattern. We use computations of basic graphs for specific group ring elements established elsewhere in the literature, and then compute the k-dimensions of the kernels of the adjacency operators on the basic graphs.
In order to streamline the discussion, all the linear algebra computations are gathered in Section 4. For similar reasons some basic properties of the homology gradients are gathered in the appendix.
In order to prove Theorem 1, we chose to use the group ring elements and the basic graph computations from [Gra14] , but the approach from [PSŻ10] could be used just as well.
The group ring element used in the proof of Theorem 2 is also taken from [Gra14] . It is unclear whether [PSŻ10] could be used to construct a universal cover with an irrational k-homology gradient, for the reason explained in Remark 3. The group ring element from [Gra14] can be used because the group Z 2 Z can be explicitly embedded into a finitely-presented 2-step solvable group (see [GLSŻ00] ).
The group ring element used in the proof of Theorem 4 is taken from [Gra10] .
We start with Theorem 2 as this is the least complex one to prove.
Theorem 2.
Let a ∈ N ∪ {0}, b ∈ {0, 1}. A nice graph of type (a, b) is a rooted tree with edges directed towards the root with additional self loops:
(1) at all internal vertices; these are called internal loops The proof of the following lemma is defered to Section 4.
Lemma 17. Let G be a nice graph of type (a, b) and char(k) = 2. Then
In particular the left-hand side is independent of k. 
For each i there is a nice graph G of some type such that R(G i , S) = G α and R(G i , T ) = G β .
We are ready to give a proof of Theorem 2.
Theorem 2. There is matrix T with entries in Z 2 [(Z 2 Z) 3 ] such that for char(k) = 2 the k-homology gradient of T is equal to
Proof. Note that Γ A is the product of (Z 2 Z) 3 and the finite group Z 3 2 Aut(Z 3 2 ). Therefore, the basic properties of the dimension function (Lemmas 26 and 27 in the appendix) imply that it is enough to show that (7) is equal to the k-homology gradient of a matrix over k[Γ A].
Let S and T be from the previous theorem. We claim that
Convention. Formally we should write dim
. To decrease cluttering, the convention from now on is that all matrices and group ring elements which lie inside
The left hand side of (8) is equal to dim k[Γ A] (ker S ∩ ker T ), which by Theorem 9 is equal to
This, by Lemma 17, is equal to
which by the previous theorem is equal to the right hand side. Theorem 19. For every Σ ⊂ N there is an amenable group Γ, an action Γ A, S, T ∈ Z 2 [Γ A] and an exhausting sequence G 1 , G 2 , . . . of good basic graphs for S and T such that
For each i there is a nice graph G of some type such that R(
Remarks 20. (i) To stress that we take the group Γ A associated to a set Σ ⊂ N, we will denote it by Γ Σ A.
(ii) The only problem in deducing the above theorem is that the group Γ from [Gra14, Section 5.1] is defined as
where * denotes the free product, and M and S are suitable finite groups. As such Γ is not amenable. However, in fact only the subgroup
is used in [Gra14, Section 5.1], where β is certain element of Aut(M ) defined in [Gra14, Section 5.1]. Furthermore, a direct check shows that the action Γ A factors through the action of the amenable group
and so in all of [Gra14, Section 5.1] the group Γ can be used instead of Γ.
The proof of the following corollary is exactly the same as the proof of Theorem 2 in the previous subsection. We are now ready to prove Theorem 1.
Theorem 1. If char(k) = 2 then every non-negative real number is a k-homology gradient.
Proof
is a k-homology gradient.
By additivity (Lemma 26 in the appendix), we see that there exists a natural number N such that every number bigger than N is a k-homology gradient.
Let r be an arbitrary positive real number. By the previous paragraph there exists a natural number k such that 2 k · r is a k-homology gradient. Now Lemma 28 shows that r itself also is a k-homology gradient.
Theorem 4.
We first introduce three classes of labelled graphs: G(k), H(l) and J(k, l). They will correspond to good basic graphs G(k), H(l) and J(k, l) for a suitable group ring element T .
For k 1 let G(k) be the graph on Figure 2 with 2k vertices, with a self-loop with label 1 added for each vertex. Let T G (k), T H (l) and T j (k, l) be the corresponding labelled adjacency operators. The proof of the following lemma is deferred to Section 4.
Lemma 22. We have
(1) If k > 1 and 1 = 2 k−1 in k then dim k ker T G (k) = 1 . Otherwise we have dim k ker T G (k) = 0 0 0 0 1 1 1 0 0 1 1 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 11 11 11 00 00 11 11 Figure 4 .
The following can be deduced from [Gra10,
2 ), and let Γ A be the obvious action.
Theorem 23. There is T ∈ Z 2 [Γ A] and an exhausting family of good basic graphs for T whose elements are denoted by U , G(k), k 1, H(l), l 1, and J(k, l), k, l 1, such the following two conditions hold.
(i) U is a graph with one vertex and no edges, and we have the isomorphisms of labelled graphs
(ii) We have
We are now in a position to prove Theorem 4. To abbreviate, let q := char(k) > 2. Let r be the multiplicative order of 2 in k * , let L ⊂ {2, 3, . . .} be the finite set of minimal representatives in {2, 3, . . .} of the powers 2 i mod q, i 0, and for x ∈ L let r(x) 0 be the smallest natural number such that 2 r(x) = x mod q.
Theorem 4. When char(k) > 2, the k-homology gradient of T is equal to
Remark 24. The additional factor 1344 in the statement of Theorem 4 in the introduction arises from the fact that A Γ is isomorphic to Z 2 Z × (Z Proof. By Theorem 9, dim k[Γ A] ker T is equal to the sum of the terms
and the number 45 64
, corresponding to the basic graph U in Theorem 23. By Lemma 22 the sums above are equal to, respectively,
and 1 64
and so the theorem follows.
Linear algebra computations
In particular the left-hand side is independent of k.
Proof. For v ∈ V (G) let n(v) := v if v is a root, and otherwise let n(v) be the unique vertex different from v such that there is a directed edge from v to n(v). Let r ∈ V (G) be the root.
For every v ∈ V (G) let ζ v ∈ l 2 (V (G)) be the indicator function of the vertex v, and let
v is a leaf vertex without external loop), and that dim ker(T α ) = a. On the other hand clearly if b = 0 then T β is the zero operator and so the claim holds. If b = 1 then ker(T β ) is a codimension 1 subspace which is not contained in ker(T α ), and so in this case the claim also holds.
Let the graphs G(k), H(l) and J(k, l) be as in Subsection 3.3, and let T G (k), T H (l) and T j (k, l) be the corresponding labelled adjacency operators.
Proof. Note that the figures below do not have the self-loops, which are described in Subsection 3.3.
Lemma ("flow lemma at vertex v"). Let T be the adjacency operator on an edge-labelled directed graph, v be a vertex, w 1 , . . . , w n be all the vertices for which there are directed edges towards v , and the corresponding edge-labels be a 1 , . . . , a n ∈ k. Let f ∈ ker k T . Then a i f (w i ) = 0.
(1) We give the vertices of G(k) names as in Figure 5 . A direct check confirms dim k ker T G (1) = 0.
For k > 1 denote T := T G (k). Suppose f ∈ ker(T ). From the flow lemma at A 1 we see that f (A 1 ) = f (B k ), and inductively
On the other hand from the flow lemma at A 2 we see f (A 2 ) = 2·f (A 1 ), and inductively f (A j ) = 2 j−1 ·f (A 1 ), j = 1, . . . , k. Combining these we get
and f = 0 if f (A 1 ) = 0. It follows that ker(T ) = {0} ⇒ dim ker(T ) = 1 and 1 = 2 k−1 .
On the other hand, if 1 = 2 k−1 in k then the function f defined by f (
is a non-trivial element in ker(T ).
(2) We give the vertices of H(l) names as in Figure 6 .
The matrix of T H (l) in the basis C 1 , . . . , C l , D 1 , . . . , D l , F is upper-triangular. The diagonal entries corresponding to C's and D's are equal to 1, and the diagonal entry corresponding to F is 0. This shows the claim.
(3) We give the vertices of J(k, l) names as in Figure 7 .
We will focus on the case k > 1. The arguments in the case k = 1 are very similar and are left to the reader. Denote T := T J (k, l). Finally the flow lemma at D i+1 and f (D i ) = f (C i+1 ) = 0 imply f (D i+1 ) = 0, and so we also get f (D i ) = 0 for all i. Since f (F ) = 0 by assumption, the claim follows.
Note that the indicator function of the vertex F is in ker(T ) for arbitrary (k, l). Thus to finish the proof it is enough to show that if f ∈ ker T is such that f (A 1 ) = 1 and f (F ) = 0 then l = 2 k−1 − 1.
So assume f (A 1 ) = 1. From the flow lemma at A 2 we get f (A 2 ) = 2. Similarly f (A i ) =For a set S ⊂ Γ let ∂S := supp(T ).S S.
Let Φ ⊂ Γ be an ε 2 -Følner set for supp(T ). Let γ 1 , γ 2 , . . . ∈ Γ be right coset representatives for Λ, and let Φ i := Φ ∩ Λγ i . Note that (10)
Let B ⊂ Φ be the set of those ϕ such that ϕ ∈ Φ i and Φ i is not ε-Følner for supp(T ). Clearly we have |∂B| ε|B|, and since Φ is ε 2 -Følner it follows that |B| ε|Φ|. Now the statement follows from (9) and (10).
Lemma 26. The set of k-homology gradients of matrices over a given group ring is closed under addition.
Proof. The proof is straightforward using suitable diagonal block matrices.
Lemma 27. Let Γ be an amenable and Λ a finite group. Let ω : Mat(m × n, k[Λ]) → Mat(m|Λ| × n|Λ|, k) be given by the left regular representation of Λ, and let Proof. For simplicity we assume m = n = 1. Let Φ i be a sequence of Følner sets for Γ. Then Φ i ×Λ is a Følner sequence for Γ×Λ. Let us fix i and put Φ := Φ i . Consider an enumeration λ j of elements of Λ and define the vector space isomorphisms
by demanding that f (ϕ, λ j ) be the vector whose j'th coordinate is ϕ and all the other coordinates are 0. It is straightforward to check that f is an intertwining operator for T and (Id ⊗ω)(T ).
For the next lemma recall our standing assumption that char(k) = 2.
Lemma 28. Let Γ be amenable, m n, T ∈ Mat(m×n, k[Γ]), and I ∈ Mat(m×n, k) such that ker(I) = {0}. Define S := I·Diag n ( Since also dim V + = dim V − the claim follows.
