The ÿnite di erence method (FDM) using the Shortley-Weller approximation can be viewed as a special kind of the ÿnite element methods (FEMs) using the piecewise bilinear and linear functions, and involving some integration approximation. When u ∈ C 3 ( S) (i.e., u ∈ C 3; 0 ( S)) and f ∈ C 2 ( S), the superconvergence rate O(h 2 ) of solution derivatives in discrete H 1 norms by the FDM is derived for rectangular di erence grids, where h is the maximal mesh length of di erence grids used, and the di erence grids are not conÿned to be quasiuniform. Comparisons are made on the analysis by the maximum principle and the FEM analysis, conversions between the FDM and the linear and bilinear FEMs are discussed, and numerical experiments are provided to support superconvergence analysis made.
Introduction
Recently, Yamamoto and his colleagues report some new discoveries for second-order elliptic equations by the Shortley-Weller approximation to the traditional ÿnite di erence method (FDM). Since the associated matrix A of the FDM is an M matrix, the maximum principle can be used to yield the error bounds of the nodal solutions. When u ∈ C 3; 1 ( S) the maximal errors O(h 2 ) is derived for the solutions at interior nodes, and O(h 3 ) for those at the nodes close to the boundary, see [14] . The notation C k; ( S) denotes the H older (locally H older) continuity of kth-order derivatives, sup (P;Q)∈ S P =Q
where P is the Euclidean norm.
In this paper, we follow the ideas in [8] [9] [10] that the FDM can be viewed as a special ÿnite element method (FEM) using the piecewise bilinear and linear functions, and using speciÿc rules of integrations. For the smooth solution u ∈ C 3 ( S), the solution derivatives in a discrete H 1 norm are proved to be O(h 2 ) for the rectangular di erence grids. The di erence grids may not be conÿned to be quasiuniform, and the assumption C 3 ( S) (=C 3; 0 ( S)) is weaker than C 3; 1 ( S) in [14] . Superconvergence of the solutions obtained from FEMs is given in many reports, such as [6, 7, 13, [15] [16] [17] [18] 21] , and in particular in the monographs: [19, 20, 3, 11] . They may fall into two categories of superconvergence: global and locally pointwise; this paper introduces the superconvergence in discrete H 1 norms, which may fall into the global superconvergence. This paper is organized as follows. In the next section, we interpret the Shortley-Weller di erence approximation as a kind of FEMs. In Section 3, superconvergence of solution derivatives is explored, and in Section 4, comparisons of the traditional FDM analysis and the FEM analysis are made. In Section 5, conversions between the FDM and the linear and bilinear FEMs are discussed, and in the last section, numerical experiments are provided to support the theoretical analysis made.
The FDMs

Consider the Poisson equation with the Dirichlet boundary condition
2 u 9y 2 = f(x; y); (x; y) ∈ S; (2.1) u = g(x; y); (x; y) ∈ ; (2.2)
where S is a polygonal domain, is the exterior boundary 9S of S, and f and g are smooth enough (see Fig. 1 ). The domain S is split by di erence grids into small rectangles ij and triangles ij . Denote u i; j = u(x i ; y j ), where (i; j) (=(x i ; y j )) denotes the location of di erence nodes. Let h i = x i+1 − x i ; k j = y j+1 − y j , and the maximal mesh spacing h = max i; j {h i ; k j }. By following [8] [9] [10] , the conventional FDM can be regarded as a special kind of FEMs using piecewise bilinear and linear interpolatory functions v 1 (x; y) on ij , and ij , respectively (see Fig. 2 ), v 1 (x; y) = 1 h i k j {(x i+1 − x)(y j+1 − y)v ij + (x − x i )(y j+1 − y)v i+1; j + (x i+1 − x)(y − y j )v i; j+1 + (x − x i )(y − y j )v i+1; j+1 )} for (x; y) ∈ ij (2.3) The boundary di erence nodes (i; j) are placed on 9S and the triangles ij are located near the boundary 9S of S. Hence, the total number of ij is much less than that of ij , see Fig. 1 . Let V h (⊆ H 1 (S)) denote a ÿnite-dimensional collection of the piecewise bilinear and linear functions v in (2.3) and (2.4) satisfying (2.2), and by V 0 h those in (2.3) and (2.4) satisfying v = 0, (x; y) ∈ . The FDM involving integral approximation on can be expressed by: Find u h ∈ V h such thatâ 
The approximate integrals in (2.7) and (2.8) are evaluated by the following speciÿc rules (see Fig. 2 ):
where u x (i +1=2; j)=u x (x i+1=2 ; y j ); x i+1=2 = 1 2 (x i +x i+1 ), and the rectangle: ij ={(x; y) | x i 6 x 6 x i+1 ; y j 6 y 6 y j+1 } in Fig. 2 . For the down triangle ij = {(x; y) | x i 6 x 6 x i+1 ; 0 6 y 6 y j + k j =h i (x − x i )},
14)
The special rules (2.9)-(2.14) are varieties of the central rule in numerical integration. Eq. (2.10) results from the following approximation:
and Eq. (2.14) from [
where P cen is the centroid of ij . The ÿnite di erence equations at the interior nodes (i; j) are obtained from (2.5),
Dividing two sides of (2.16) by
gives exactly the Shortley-Weller approximation in [2, 14] . The associated linear algebraic equations are given directly from (2.16),
wherex is the unknown vector consisting of the solutions u ij at interior nodes (i; j),b is the known vector, and the matrix A is symmetric and positive deÿnite. In fact, by noting the bilinear interpolant functions (2.3), we have from (2.10), [
Hence,â h (v h ; v h ) is a quadratic form ofx, and the solution u h can also be expressed as
where
Eq. (2.16) can easily be derived. Hence, the solution vectorx (i.e., u ij ) is easily obtained from the Gaussian elimination or from other iteration methods. Note that for nonuniform di erence grids, the Shortley-Weller approximation for Poisson's equation in the formulation of [2, 14] is not symmetric. It is also interesting to note that the matrix A in (2.17) is the inverse of a Green matrix in the GD decomposition of the inverse of the block tridiagonal matrix corresponding to the Shortley-Weller approximation, see [22] , where GD denotes a product of a Green matrix and a diagonal matrix.
Superconvergence analysis
Let = u − u h , then the optimal convergence rate of the numerical solutions
is given in [4] . In this paper, we pursue superconvergence, based on the discrete H 1 norms
The discrete formulas, respectively. Let us prove these conclusions. First, the following error bounds of solution u h can be obtained from (2.5), see [10] ,
Throughout this paper, C denotes a constant independent of h, but its values may be di erent in di erent places. We have the following lemma.
hold, where C k ( S) (=C k; 0 ( S)) denotes the space of functions having kth-order continuous derivatives. Then hold. Suppose (3.6), i.e., S consists of only rectangles. Then there exist the bounds
Proof. Since we only prove the bound of one term in the right-hand side of (3.16),
By using Taylor's formula we obtain
i; j ; (3.18) where the truncation errors are 
Letting g = u x w x , we have g xx = u xxx w x ; g yy = u xyy w x + 2u xy w xy ; g xy = u xxy w x + u xx w xy :
We apply (3.19) to the integration (2.10), to yield the following error bound through some manipulation:
ij ) and (k) ij ∈ ij ; k = 1; 2; 3. Bounds of the ÿrst term of the right-hand side in (3.24) can be obtained from the Schwarz inequality
For the third term on the right-hand side of (3.24), we can see from (3.9), (3.22) and the Schwarz inequality,
Next, let us consider the second term of the right-hand side in (3.24),
Denote P ij P i; j+1 as a vertical segment of 9 ij , between the di erence vertices (i; j) and (i; j+1). From the assumption that S consists of rectangles only, we may locate the vertical segments P ij P i; j+1 either inside of S (Case I) or just on the boundary 9S (Case II). Since the Dirichlet boundary condition (2.2) gives ij Case II
we obtain
where we have also used the Schwarz inequality. The desired result (3.17) is obtained from (3.24)-(3.26) and (3.31); this completes the proof of (3.14). For (3.15) we have similarly from Taylor's formula
where the truncation errors
Letting g = fw, we have g xx = f xx w + 2f x w x ; g yy = f yy w + 2f y w y ; g xy = f xy w + f x w y + f y w x + fw xy : (3.34)
Hence, we can obtain similarly
This completes the proof of Lemma 3.2.
Lemma 3.3. Let (3.9) and (3.13) hold. Suppose (3.7), i.e., S consists of ij , as well as ij located only close to 9S. Then there exist the error bounds,
Proof. It follows that
We have from (2.13)
In the last inequality of (3.39), we have applied the bounds ij | ij | 6 Ch, based on the assumption that all ij are closed to 9S, where | ij | denotes the area of triangle ij . We may follow the proof in Lemma 3.2, and only notice the di erent estimates, in particular, those for the ÿrst term in the right-hand side of (3.38). In fact, the bounds of (3.27) and (3.29) should be modiÿed as follows:
where Case I * denotes the case where both P i; j and P i; j+1 are interior di erence nodes, and Case II * the case of either P i; j ∈ 9S or P i; j+1 ∈ 9S. As a consequence, the bounds (3.36) are proven from (3.38)-(3.40), and (3.16)-(3.27) in Lemma 3.2; the proof of (3.37) is also similar. This completes the proof of Lemma 3.3 Note that for O(h 3=2 ) in (3.36), we do not need the assumption of the Dirichlet condition (2.2). Based on (3.8) and Lemmas 3.1-3.3, we have the following theorem. for partitions (3.6) and (3.7), respectively.
Remark 3.1. Let us derive the global superconvergence of the Shortley-Weller di erence approximation. From the norm equivalence, we have
and then
where v 1; S and |v| k; S are the Sobolev norms. This implies that there also exists the superclose O(h t ) for the solutions from the Shortley-Weller approximation. By a posteriori interpolant polynomials, we may also achieve the global superconvergence O(h t ) for the Shortley-Weller approximation, see [10, 11] .
Comparisons of analytical approaches
This paper presents an analytical approach of the FEM analysis for the Shortley-Weller approximation, because the Shortley-Weller approximation can be regarded as the bilinear and linear elements using special rules of integration. Such a theoretical analysis was reported in [8] [9] [10] for combining the FDM with the FEM and other methods. In this paper, we apply the FEM analysis for the Shortley-Weller approximation to the smooth Poisson equation with the Dirichlet condition. The disadvantage of the FDM is that the di erence grids are conÿned to be the coordinate lines. For the Cartesian coordinates the di erence lines are parallel to the axes X and Y . Therefore, good di erence grids can be found only for rather simple solution domains. However, once such di erence grids are obtained, the linear algebraic equations (2.16) are formulated immediately. This is remarkable advantage over the FEM where the formulation of algebraic equations is usually complicated.
Consider the smooth solutions in Section 3, u ∈ C 3 ( S). We may derive more estimates of di erent norms, directly from Theorem 3.1. Deÿne the average errors for all interior nodes (i; j)
where Num is the total number of interior nodes (i; j). We have the following corollary. for partitions (3.6) and (3.7), respectively.
Proof. We only show the second bound of (4.2). From the assumption Num = O(h −2 ), we have from the Schwarz inequality
This completes the proof of Corollary 4.1.
Corollary 4.2. Let S = ij ij and (3.9) and (3.13) hold. Also assume that ij are quasiuniform
where C is a constant independent of h. Then
where = u − u h : Moreover for ÿnite i or j, the average nodal solutions along the directions y and x have the bounds Also we have
Furthermore, we have from (4.9) and (4.7)
by noting (u h ) xxx = 0. Hence we have
where we have used h i =k j 6 C due to the quasiuniform assumption of ij . For the Dirichlet condition, 0; j = 0, then from (4.11) we conclude that 1; j = O(h 2 ) and then i; j = O(h 2 ) for ÿnite i. This is (4.5).
Next, we show only the left side result of (4.6). We have from (4.10) Finally, we have from the Schwarz inequality where a(u; v)= s ∇u∇v ds; f(v)= s fv, and W h and W 0 h denote the ÿnite-dimensional collections of the piecewise linear interpolant functions satisfying u| = f and u| = 0, respectively. We have the following proposition. Proposition 4.1. Let u ∈ C 2 ( S); S= ij ij , and ij be quasiuniform. Then the solution from (4.19) has the error bound,
, and ij be uniform. Then there exist the error bounds, where u E h ; u D h ; u h are the solutions from the FEM, the FDM and the Shortley-Weller approximation, respectively. For (5.10), there is no error for the divergence integration, the homogeneous di erence equations (e.g., those for the Laplace equation) are exactly the same as those from the FEM, (5.9). But the nonhomogeneous part is the same as that of the Shortley-Weller approximation, (5.11). First, after some manipulation we obtain from (5.10) the interior di erence equations of nine nodes,
Second, denote the interior Shortley-Weller approximation from (5.11) divided on two sides by a factor (
Also by dividing both sides of (5.12) by (h i + h i−1 =2)(k j + k j−1 =2), we obtain
{4(
{4( y h u) ij + ( (2( h u) ij + 4( rot h u) ij ) = h 2 f ij :
The maximal nodal errors of the numerical solutions from (5.18) (e.g., (5.16)) are still O(h 2 M 4 (u)), but the more nonzero coe cients are involved in the interior di erence equations. However, the following di erence equations with a di erent combination of ( h u) ij and ( rot h u) ij o er much smaller maximal errors O(h 4 M 6 (u)), see [2] ,
which is called the Bramble-Hubbard scheme in this paper, and expressed simply by Hence, matrix A E of (5.22) is also an M matrix, and the maximal errors of (5.18) and (5.21) can be derived from the maximum principle. However for nonuniform grids, the o -diagonal matrices of A E may also be positive, and the maximum principle is no longer valid for the FEM solutions. In fact, to satisfy (5.23)-(5.25), we can derive the following necessary and su cient condition for the nonuniform equations (5.12) of the FEM,
When the uniform rectangular meshes are used, e.g., h i = h and k j = k, condition (5.26) leads to
for the bilinear FEM to apply the analysis of the maximum principle.
Numerical experiments
Choose (2.1) and (2.2), S = {(x; y) | − 1 6 x 6 1; 0 6 y 6 1} and u = sin x sin y, then f = 2 2 u. Let ij be nonquasiuniform. Denote h = 1=N; N is even, and choose x 2i = 2ih and x 2i+1 = x 2i + ÿh, and y 2j = 2jh and y 2j+1 = y 2j + ÿh. The maximal ratio of mesh spacing is given by = max ij {h i ; k j }=min ij {h i ; k j } = (2 − ÿ)=ÿ. In computation, we choose ÿ = 1; 0:5; 0:1; 0:01 and 0.001. Denote the division numbers along x and y by 2N and N , respectively. Then the interior di erence grids (i; j) = (x i ; y j ), where 1 6 i 6 2N − 1 and 1 6 j 6 N − 1. Numerical results are provided in Tables 1-5 . We can see the following asymptotic rates for all ÿ in Tables 1-5 Table 1 Error norms and condition number with uniform di erence grids Table 4 Error norms and condition number with nonuniform di erence grids as ÿ = 0:01 (6) where Num is the total number of the errors related. The condition number of the associated matrix A is deÿned by
where max (A) and min (A) are the maximal and minimal eigenvalues of matrix A, respectively. Eqs. (6.1)-(6.2) coincide very well with the analysis in Sections 3 and 4. Note that the di erence grids are not required to be quasiuniform, see Table 5 with ÿ = 0:001 where the condition number is large, but its increasing rate is still O(h −2 ). The errors at N = 32 in Table 5 are roughly equivalent to those at N = 16 in Table 1 , where the uniform grids are used. This fact also gives a validation for the local reÿnements in Part II [12] for unbounded derivatives near the boundary. Eq. (6.2) veriÿes again the high order convergence rate O(h 3 ) of nodal errors near the boundary in [14] . Next, we choose the uniform grids with h i = k j = h, and carry out numerical experiments by (5.16), (5.21) , and the Bramble-Hubbard scheme, (5.20) . Error norms and condition number are Table 6 Error norms and condition number with hi = kj = h by the FDM with nine nodes Table 7 Error norms and condition number with hi = kj = h by the bilinear FEM Tables 6-8 , and their comparisons are given in Table 9 . From Table 9 , among the three schemes of O(h 2 ), it seems that the Shortley-Weller approximation is the best, by noting that the norm = 0:138(−2) at N = 32 is smaller than = 0:362(−2) from the bilinear FEM, and = 0:654(−2) from the FDM with nine nodes, and that the maximal nodal derivative errors from the Shortley-Weller approximation are about one-third of those from the bilinear FEM, see Tables 1 and 7 . Since the Shortley-Weller approximation is simplest in algorithms, it should be recommended. Note that in this paper we provide superconvergence analysis for all three kinds of FEMs in (5.9)-(5.11), and in the next paper we will, for all of them, explore superconvergence of unbounded derivatives near the boundary.
From Table 8 , we can see the asymptotic rates for the Bramble-Hubbard scheme, Table 9 Comparisons of error norms and condition number with hi = kj = h at N = 32 by di erent methods, the notation " * " indicates the best results among those in Tables 1, 6 and 7   Tables  Table 1  Table 6  Table 7  Table 8 x(x − 1)(x − 3); T 3 (x) = 1 6 x(x − 1)(x − 2): (6.11)
Let S = ij ij be split into the 3 × 3 fashion as in Therefore, for the uniform grids with h i = k j = h, the Bramble-Hubbard scheme is strongly recommended.
Concluding remarks
1. This paper explores superconvergence of derivatives for the Shortley-Weller approximation. The main results are given in Theorem 3.1. When u ∈ C 3 ( S) (i.e., u ∈ C 3; 0 ( S)) and f ∈ C 2 ( S), the superconvergence rate O(h 2 ) of solution derivatives in the discrete H 1 norms by the Shortley-Weller approximation is derived for rectangular di erence grids, where h is the maximal mesh length of di erence grids used, and the grids are not conÿned to be quasiuniform. The quasiuniform assumption in [9] is removed in this paper, which is veriÿed by the numerical results as ÿ down to 0.001 in Table 5 , which indicates the maximal ratio of mesh spacing is = 1999. Note that the assumption C 3 ( S) (=C 3; 0 ( S)) is weaker than C 3; 1 ( S) in [14] . 2. The superconvergence of the discrete H 1 norms proposed in this paper is equivalent to some mean of nodal derivatives proposed in this paper, see Corollaries 4.1 and 4.2. Remark 3.1 implies that the superconvergence in this paper may fall into the global superconvergence. Moreover, we also conÿrm the new result in [14] that the maximal nodal errors are O(h 3 ) near the boundary, based on Proposition 4.1.
3. In Section 5, we consider three kinds of FEMs, (5.9)-(5.11), and display a deeper relation between the FDM and the FEM. Based on numerical results in Tables 1 and 6 -8, the ShortleyWeller approximation is the best. The superconvergence analysis of this paper and the next study in [12] can be applied to all of them. Not only can the FEM analysis be employed to the ShortleyWeller approximation, but also the traditional FDM analysis using maximum principle to the bilinear FEM with the uniform rectangles satisfying (5.28).
4. We also carry out the numerical experiments for the Bramble-Hubbard scheme, and the maximal nodal errors are O(h 4 ) numerically. By means of the a posteriori interpolant (6.12), the derivatives of order k have the errors O(h 4−k ); k=1; 2; 3. For the uniform ij with h i =k j =h, the Bramble-Hubbard scheme is strongly recommended due to high convergence rates.
