Abstract-The XCS classifier system has recently shown a high degree of competence on a variety of data mining problems, but to what kind of problems XCS is well and poorly suited is seldom understood, especially for real-world classification problems. The major inconvenience has been attributed to the difficulty of determining the intrinsic characteristics of real-world classification problems. This paper investigates the domain of competence of XCS by means of a methodology that characterizes the complexity of a classification problem by a set of geometrical descriptors. In a study of 392 classification problems along with their complexity characterization, we are able to identify difficult and easy domains for XCS. We focus on XCS with hyperrectangle codification, which has been predominantly used for real-attributed domains. The results show high correlations between XCS's performance and measures of length of class boundaries, compactness of classes, and nonlinearities of decision boundaries. We also compare the relative performance of XCS with other traditional classifier schemes. Besides confirming the high degree of competence of XCS in these problems, we are able to relate the behavior of the different classifier schemes to the geometrical complexity of the problem. Moreover, the results highlight certain regions of the complexity measurement space where a classifier scheme excels, establishing a first step toward determining the best classifier scheme for a given classification problem.
I. INTRODUCTION
X CS [1] , [2] is a classifier system that combines reinforcement learning [3] and genetic algorithms (GAs) [4] , [5] to evolve a set of rules representing the target concept. XCS descends from the lineage of learning classifier systems (LCS), which were first introduced by Holland [4] , [6] , [7] . Its success and robust performance in a variety of domains establish XCS as one of the major developments of LCSs.
Recent investigations of XCS have been focused on a variety of aspects, with the common goal of improving our understanding of the system. The result has often been better performance and wider applicability in several domains. Some of these studies investigate XCS from an algorithmic point of view. Some remarkable efforts in this direction are [8] and [9] . They investigate the dynamics of the different components of XCS, and how these components interact to evolve optimal rules that represent the target concept in an accurate and compact way.
Other studies focus on certain components of the algorithm, such as the deletion algorithms [10] , the definition of fitness [11] , or the knowledge representation [12] - [14] . Most of these studies are restricted to artificially designed problems, because they are easy to analyze and allow control of their degrees of complexity to some extent.
Other types of investigations focus on the applicability with XCS to real-world problems. In [15] , XCS is applied to a data mining problem with good performance, both in terms of accuracy rate and explanatory capabilities. This study is extended in [16] with a varied set of data mining problems, where XCS appears to perform competitively with respect to other classifier techniques, such as nearest neighbors (NNs) and decision trees. These studies provide a comparison of accuracy rates between XCS and other classifier schemes 1 and show that XCS is competitive. However, this information is of limited use, as there is a lack of a deeper understanding of the general behavior of XCS in real-world problems, i.e., what types of problems XCS is well or poorly suited to, and the reasons of the success or failure of XCS compared with other classifier schemes. Moreover, it is well known that no classifier scheme globally dominates in every domain. Instead, there might be some types of problems where a particular classifier scheme excels [17] . Therefore, a major issue of current research is to identify the domains of competence of a particular classifier scheme. One of the major obstacles in this kind of investigation is the difficulty of characterizing the differences between various real-world problems, and relating the classifier's behavior to such differences. This paper is in line of recent efforts in the pattern recognition community to characterize the behavior of a classifier system related to the features of the problem. We identify the features of a problem that are most relevant to classification accuracy as measurements of the problem's geometrical complexity. The paper analyzes the domain of applicability of XCS in such a measurement space. In particular, the paper addresses the following issues.
1) What is the complexity of a real-world classification problem?
We will analyze the sources of difficulty in a classification problem. We will focus on the description of the geometrical complexity of the problem, such as the degree of clustering of the points of the same class, the proximity between the classes, and other factors that are critical for classification accuracy. We emphasize that we consider only those descriptors that can be extracted directly from the dataset. Therefore, the analysis can be applied to arbitrary real-world data without reliance on an assumption of the generating model. 2) Given a real-world classification problem characterized by a set of complexity descriptors, is XCS well suited for that problem? That is, given a certain classification problem, is XCS applicable? Will XCS be able to extract an accurate knowledge representation? This issue has special relevance when we apply XCS to a real-world classification problem, where the intrinsic difficulties of the problem are often unknown, and are difficult to separate from the inadequacy of the classification algorithm. With the characterization of a real-world classification problem by a set of complexity descriptors that are not directly dependent on the classifier, we are able to investigate the relation between XCS's performance and problem complexity. This study will identify which kind of problems XCS is particularly well suited and poorly suited to. In order to infer conclusions which show the general tendency of XCS's performance in real-world problems, we will use an extended set of 392 problems. This gives better coverage on the variety of problems than some previous studies on XCS's performance [16] that relied on a small set of problems (about 20 typically) or only artificial ones [18] .
3) Given a classification problem, what is the best suited
classifier scheme? As observed previously, there is not an outstanding classifier scheme that dominates in all sorts of classification problems. There are certain types of classification problems for which particular kinds of classifiers are better suited. Thus, a central issue is to identify the good matches between classifier schemes and problems. We will analyze XCS's performance in comparison to other learning algorithms, and relate the results to the complexity of the problem. Previous studies could hardly explain why XCS was better or worse than a particular classifier, and in which cases this happened.
Relating the respective performances to the complexity characterization of each problem will give us a handle in understanding what kind of problems are best suited for a particular classifier and, even more important, why. This study is aimed at a better understanding of XCS's behavior in real-world classification problems. Detecting where XCS has difficulties may lead to improvement of the method. The study will also lay the foundation for the characterization of the problems in a space of complexity metrics, and the identification of what kind of classifiers are more appropriate for certain regions of the measurement space.
The rest of this paper is structured as follows. First, we present a brief overview of XCS, describing how the different components are designed to achieve the learning goals. Next, since XCS's performance depends both on the algorithmic components and the knowledge representation, we analyze the knowledge representation used in domains with real valued attributes. We investigate some cases where XCS encounters different levels of difficulty due to the geometry of the problem. Section IV analyzes the sources of difficulty of real-world classification problems, and proposes several measures that represent different aspects of the problem complexity. Then, in Section V, we characterize the behavior of XCS with respect to the complexity of the problem, and identify regions in the measurement space where the easiest problems and the most difficult problems for XCS are located. Section VI compares XCS with other classifier schemes, trying to determine the domains of competence of each classifier scheme. Finally, we present our main conclusions and discuss future work.
II. DESCRIPTION OF XCS
XCS represents the knowledge extracted from the problem in a set of rules. This ruleset is incrementally evaluated by means of interacting with the environment through a reinforcement learning scheme, and is improved by a search mechanism based on a genetic algorithm. The following is a brief description of XCS. Although XCS is applicable to single-step and multistep problems, we restrict our description of XCS to single-step tasks like classification problems within the scope of this paper. For more details, the reader is referred to [1] and [2] for an introduction of XCS, and [19] for an algorithmic description.
A. Representation
XCS evolves a population [P] of classifiers, where each classifier has a rule and a set of associated parameters estimating the quality of the rules. Each rule consists of a condition part and an action part:
. The condition specifies the set of input states where the classifier can be applied. For binary inputs, the condition is usually represented in the ternary alphabet , where is the length of the input string. In this case, a condition matches an input example , if and only if . The symbol #, called don't care, allows the formation of generalizations in the rule's condition. The action part of the rule specifies the action or class that the classifier proposes when its condition is satisfied. It is coded as an integer.
Three main parameters estimate the quality of each classifier: 1) the payoff prediction , an estimate of the payoff that the classifier will receive if its condition matches the input and its action is selected; 2) the prediction error , which estimates the average error between the classifier's prediction and the received payoff; and 3) the fitness , an estimate of the accuracy of the payoff prediction. There are other parameters qualifying each classifier, such as: the experience of the classifier (denoted as ), the average size of the action sets where the classifier has participated ( ), the time-step of the last application of the genetic algorithm ( ), and the number of actual microclassifiers this macroclassifier 2 represents, called numerosity ( ). These are described in the following.
B. Performance Component
At each time step, an input is presented to the system. Given , the system builds a match set [M] , which is formed by all the classifiers in [P] whose conditions are satisfied by the input example. If the number of actions represented in [M] is less than a threshold , then covering is triggered. Covering creates new classifiers with a condition matching the current input and an action selected randomly from those not present in [M] . From the resulting match set, an action must be selected and sent to the environment. For this purpose, a payoff prediction is computed for each action in [M] .
estimates the payoff that the system will receive if action is chosen. It is computed as a fitness-weighted average of the predictions of all classifiers proposing that action. The system chooses the winning action based on these prediction values. The chosen action determines the action set [A] which consists of all the classifiers in [M] advocating this action.
In classification, the winning action is usually selected using either pure explore mode or pure exploit mode. In pure explore mode, the action is selected randomly. This makes sense during training, i.e., when the system is learning the consequences of all possible actions for a given input. In pure exploit mode, the action is selected deterministically according to the highest prediction. This is used in test, that is, when the system classifies new unseen instances based on the knowledge it has acquired.
C. Reinforcement Component
Once the action is sent to the environment, the environment returns a reward , which is used to update the parameters of the classifiers in [A] . First, the prediction of each classifier is adjusted as follows: (1) where is the learning rate. Next, the prediction error is updated (2) Then, the classifier's accuracy is computed as an inverse function of the classifier's prediction error otherwise (3) where determines the threshold error under which a classifier is considered to be accurate. and control the degree of decline in accuracy if the classifier is inaccurate [9] . Then, the relative accuracy over the action set is computed (4) and finally, the fitness is updated according to the classifier's relative accuracy (5) Thus, fitness is an estimate of the accuracy of the classifier's prediction relative to the accuracies of the overlapping classifiers. This provides sharing [20] , [21] among the classifiers belonging to the same action set.
The experience parameter counts the number of times that a classifier has been updated. It is increased by one each time the classifier is included in [A] . The action set size parameter counts the average number of classifiers present in the action sets where the classifier participates. It is updated whenever the classifier is in an action set.
D. Search Component
The search component in XCS is responsible for improving the ruleset, by discovering new promising classifiers and deleting the ones that do not contribute to the knowledge. The search in XCS is based on a genetic algorithm. The GA is triggered when the average time since the last occurrence of the GA in the action set (computed from the classifiers' parameter ) exceeds a threshold . The GA takes place in the action set, rather than in the whole population. It selects two parents from the current [A] with probability proportional to fitness and copies them. The copies undergo crossover with probability and mutation with probability per allele.
The resulting offspring are introduced to the population. First, the offspring are checked for subsumption with their parents (as described later). If an offspring classifier can not be subsumed by its parents, it is inserted into the population. If the population is full, a classifier is selected for deletion. The deletion probability of a classifier is proportional to the size of the action sets where the classifier has participated (stored in the parameter ). Furthermore, if the classifier is sufficiently experienced ( , where is a user-defined threshold) and its fitness is low, its probability to be deleted is increased in inverse proportion to its fitness [10] . This deletion algorithm biases the search toward highly fit classifiers, and at the same time balances the classifiers' allocation in the different action sets (or niches).
E. Subsumption
Whenever a classifier is created by the GA, it is checked for subsumption with its parents before being inserted into the population. If one of the classifier's parents is sufficiently experienced ( , where is a threshold set by the user), accurate , and more general than the classifier, then the classifier is discarded, and the parent's numerosity is incremented by one. This process is called GA subsumption. Subsumption can also be applied to the whole action set, which is termed action set subsumption. In this case, the most general classifier in [A], which must be both accurate and experienced, is selected, and all other classifiers in [A] are tested for subsumption against it.
Subsumption was introduced in [2] in order to eliminate some specialized classifiers from the population which were already covered by other accurate and more general classifiers. Thus, subsumption tends to condense the population toward the maximally general classifiers.
F. Summary and Interpretation
When XCS learns a classification problem, it receives inputs from the instances available in the training set and receives feedback of its classifications in the form of rewards. Usually, the environment is designed to give a maximum reward if the system predicts the correct classification and a minimum reward (usually zero), otherwise. There are other possible regimes where layered rewards are given, e.g., to specify the relative importance of different types of classification errors. In any case, XCS's goal is to maximize the rewards received from the environment. Internally, this goal is translated to the compound goal of evolving a complete, consistent and minimal representation of the target concept. This is achieved by the interaction of the different components described previously. In the following, we give a simplified interpretation of the role of each component of XCS. The reader is referred to [8] and [9] for more detailed analyses.
The role of covering is to enforce a complete coverage of the input space. Whenever an input is not covered by any classifier, covering creates an initial classifier from where XCS launches its learning and search mechanisms in that part of the space.
The role of the reinforcement component is to evaluate the current classifiers, so that highly fit classifiers correspond to consistent (accurate) descriptions of the target concept. This is done by translating the reward received from the environment into a measure of fitness, which is used by the search component (i.e., genetic algorithm) to guide the search. Fitness is based on the accuracy of the reward prediction. Highly fit classifiers are those that accurately predict the environmental reward in all the situations where they match the input. Thus, XCS will tend to evolve classifiers that accurately predict the maximum reward and also those classifiers that accurately predict the minimum reward. A classifier of the first type is one that always classifies the correct class and is termed consistently correct classifier. A classifier of the second type is one that always predicts the incorrect class and, thus, is termed consistently incorrect classifier [11] , [22] .
The search component tries to lead the ruleset toward the learning goals. The search is based on a genetic algorithm, which faces a multimodal task: to co-evolve a set of accurate and maximally general classifiers, which together form a complete description of the concept. Accurate classifiers are evolved thanks to the definition of fitness. The fact that the GA takes place in the action sets rather than in the whole population produces a generalization pressure, which leads to the evolution of maximally general classifiers. This is explained by Wilson's generalization hypothesis [1] : given two accurate classifiers with one of them matching a subset of the input states matched by the other, then the more general one will win because it participates in more action sets and, thus, has more reproductive opportunities. As a consequence, the more general classifier will tend to displace the specific classifier, resulting in compact representations. Subsumption is included to stress generalization and compactness as well.
The maintenance of a diverse set of classifiers in the population is necessary to have a complete description of the target concept. 3 In XCS, this is achieved via a niche GA, by means of: 1) the selection operator, which applies local fitness pressure within niches; 2) crossover, which is restricted to related classifiers; and 3) deletion, which tries to balance the size of the niches. In XCS, the niches are defined by the action sets, which are formed by a set of classifiers matching a common set of input states and a common action.
III. KNOWLEDGE REPRESENTATION AND DECISION BOUNDARIES
So far, we have described the XCS classifier system from an algorithmic point of view. We have focused on the interaction of the different components of XCS, and how they lead the search toward accurate descriptions. Nevertheless, it should be noted that XCS's classification accuracy depends on two aspects: the algorithmic components, that is, the ability of the algorithm to guide the search, and the knowledge representation used in the rules, which determines the ability to represent the inherent knowledge in the dataset. In fact, the knowledge representation may impose a maximum bound on the accuracy rate that a classifier system can achieve. Saxon and Barry [23] illustrate an example for XCS. The system was tested on a complex problem described by categorical attributes, where the binary encoding did not allow XCS to achieve optimal performance. The same experiment run on an enumeration encoding enabled XCS to reach 100% classification accuracy. Lanzi [13] , [14] also tested different representations for XCS and showed the correlation between the system's performance and the rule representation.
The codification based on the ternary alphabet (as described in Section II-A) has proved to be well suited for a varied range of domains with binary attributes. For problems with real attributes, several representations are available. One of them implies the discretization of the real values into a set of nominal ranges, and then proceeds to code these nominal ranges into the binary encoding or enumeration encoding. Two limitations are associated with this approach. The first one is the difficulty in determining the number of necessary ranges, which can vary depending on each problem and each attribute. The second limitation concerns the fixed ranges imposed by the discretization: the minimum and maximum values of each range are defined a priori, without any kind of adaptation. Although some classifier systems have used this representation [16] , their performance is actually bounded by these two limitations. The hyperrectangle representation has been introduced in XCS to overcome these difficulties [12] , [15] . Its main advantage is that these ranges are found adaptively by the classifier system. This representation has been widely used in a varied set of real-world classification problems and has led to high performance [15] , [16] . For this reason, we adopt this representation in our experiments with XCS. This section describes the hyperrectangle codification for XCS, and studies how it approximates the boundaries between classes on some predefined artificial problems. 
A. Hyperrectangle Codification
In the hyperrectangle representation, the condition of the rule is represented as a concatenation of interval predicates of type , where , , and is the number of attributes. This set of intervals describes a hyperrectangle in the feature space, where and are the lower and upper extremes of the hyperrectangle in each dimension . A condition matches an example if and only if , . XCSI [15] introduced this type of representation for integer attributes, where and were integers. Note that this representation can be easily adapted to deal with real attributes, by coding and as reals. For convenience, the attributes of the input examples are normalized and, thus, all the intervals are restricted to the range [0,1].
The operators that directly manipulate the rules must be adapted to this representation. This includes covering, crossover, and mutation. Covering is adapted in the following way. For each attribute of the input example, an interval including is created, where and .
returns a random value between 0 and , where is a parameter set by the user. Crossover is applied analogously to the crossover operator used in the ternary representation. A crossover point can occur anywhere in the rule, either between intervals or within an interval. Two offspring are obtained by copying from their parents the subsequences defined by the crossover points. Fig. 1 shows an example of the crossover operator applied to two-attribute individuals. Fig. 1 (a) plots two parents and Fig. 1 (b) and (c) shows two possible pairs of offspring that could be obtained from the recombination of the parents. Fig. 1(b) shows the resulting offspring for two cut points between intervals, whereas Fig. 1(c) shows the offspring for two cut points occurring within each interval. The mutation operator is applied to a certain allele, which can be the lower or the upper limit of the interval. Then, its value is changed by adding , where the sign is selected randomly, and is a real value set by the user. Some of these operations may produce invalid intervals, either exceeding the range [0,1] or violating the condition . Thus, a repair post-process is applied in each case, and the lower and upper values are bounded so that these two conditions are satisfied.
B. Decision Boundaries: Case Studies
This section analyzes the properties of the decision boundaries evolved by XCS using the hyperrectangle representation. We will illustrate the limitations of the hyperrectangle representation and also their interaction with the geometry of the problem. For this purpose, we will use a graphical analysis that shows the evolved rules and the decision boundaries. To facilitate the graphical display, we restrict the analysis to two-dimensional data.
We select four classification problems that represent different geometrical situations. Unless stated differently, we train XCS with the following settings (for notation details, see [19] ): maximum reward , minimum reward , , explore trials , number of actions, , ,
Figs. 2-5 show the four problems along with the results. For each problem, we plot: a) the training set; b) the ruleset evolved by XCS; and c) the classification boundaries determined by XCS. Plot a) shows the training points in the two-dimensional space depicted differently depending on the class to which they belong. The ruleset evolved by XCS shown in plot b) is not shown entirely. Instead, we extract those rules with a high prediction value , low error , and high experience . This selection is performed in order to show the consistently correct rules that are mostly responsible for the classification accuracy. The remaining rules are either consistently incorrect rules or rules that the system is exploring recently and are not reliable yet. The rules are depicted using different line types, depending on the class they predict, i.e., a solid line is used for rules predicting class 0, a dashed line for rules predicting class 1, a dotted line for rules with class 2, and so forth. Plot c) of each problem represents the classification boundaries induced by XCS. This classification is obtained by testing XCS against a test set which samples the feature space with 10 000 uniformly distributed points. This test is done by using XCS in pure exploit mode and, therefore, all the rules evolved by XCS participate in the process. Table I summarizes XCS's results in the four problems. It shows the accuracy rate achieved by XCS, the number of evolved rules, and the number of experienced and correct rules, which are selected from the final ruleset as explained before.
The first problem consists of a two-class problem, where the classes are defined by 16 alternating squares distributed like a checkerboard, as depicted in Fig. 2 . To obtain a complete and accurate description of the problem, XCS was run for 600 000 iterations. This high number of cycles implies that the problem presents some difficulties for XCS, since in other problems XCS is able to find accurate descriptions in less iterations. This difficulty can be related to the distribution of the classes: rather than being separated and clustered in few regions, they are highly interleaved. Nevertheless, the hyperrectangle representation is well suited for this problem because the boundaries between classes can be accurately approximated by rectangles. This is the reason why the final accuracy achieved by XCS on the training set is 100% (see Table I ). The second plot in Fig. 2 shows the experienced and consistently correct rules evolved by XCS. Observe how these rules approximate fairly well the geometry of the checkerboard problem, which means that XCS has been able to generalize the boundaries between classes from the available training points. The third plot shows the decision boundaries evolved by XCS. Note that the decision boundaries almost coincide with the extracted rules shown in the previous graph. This means that XCS is effectively using the consistently correct rules, which we have selected heuristically, in its decisions.
Figs. 3 and 4 present two challenging problems for the hyperrectangle representation. Fig. 3 plots the Tao problem, which is a two-class problem, where the boundary between classes is curved. Fig. 4 plots a four-class problem which also has curved boundaries between classes. Note that the generalization ability of XCS is shown in both examples. The rules tend to expand as much as possible even if there are no examples in some regions of the feature space. This generalization pressure is mostly induced by the subsumption mechanisms. Subsumption tends to reduce the population by keeping only the most general versions of the rules. Subsumption calculates the generality of a rule from its representation, not from the number of examples that it covers. For example, in the hyperrectangle codification, the generality of the rule is the proportion of the volume covered by the rule to the total volume of the feature space. Thus, a rule that covers a high portion of the feature space will be considered more general than another rule with less coverage, even if the proportion of covered examples is the same in both rules. That is why rules tend to expand as much as possible, even though there are no points in those regions. Also, observe that the curved boundaries between classes make XCS evolve a high number of rules. This is especially evident in the Tao problem, where some rules overlap in some regions, but they cannot be compressed or eliminated because almost all of them are necessary to approximate the curved boundaries. XCS evolved 620 rules for the Tao problem, 212 of which are experienced and consistently correct. In the four-class problem, XCS evolved 351 rules, with 125 of them being experienced and correct. The classification accuracy in the training set is 98.25% in the Tao problem and 99.76% in the four-class problem. nested squares. The training set is designed so that it presents unbalanced classes: the sampling of training points in the feature space is uniform, which implies that the inner classes contain less representative points than the outer classes. The exact location of each training point is not shown in the plot for clarity. The results of XCS after 800 000 iterations reveal the difficulty for XCS to evolve the inner squares. Note that the rules that should classify the inner classes are not evolved yet [see Fig. 5(b) ]. The classification boundaries evolved by XCS using all rules [ Fig. 5(c) ] reveal that the examples belonging to the inner squares are classified as belonging to the same class. This means that there are overgeneral rules covering that region of the feature space. Since these overgeneral rules are not sufficiently accurate, they are not shown in the previous plot because of our filtering. The fact that the inner classes contain the fewest number of training examples suggests that the sparsity of certain regions of the feature space may be a difficulty for XCS. Despite this difficulty, the classification accuracy is fairly high (95.76%). This is because the points that are improperly classified are those in the inner squares that represent a small portion of the dataset.
The difficulty of XCS to evolve the less numerous classes was also observed in the Tao problem to a certain degree.
There, XCS evolved first those rules belonging to the regions of the feature space with higher number of examples, and later the small regions, which had few representatives in the training set. This can be explained by the evolutionary algorithms in XCS, whose activation depends on the frequency of examples. Rules covering large regions of the feature space tend to be activated more often, participating in more action sets and, thus receiving more reproductive opportunities than those covering small regions of the feature space. The triggering mechanism of the GA tries to balance this, but when there are strong differences in the number of examples of different classification regions, this cannot be avoided completely. The niche GA effectively prevents frequent rules from overtaking all the population; the GA applies locally to the action set using fitness, which is based on the accuracy of the rules relative to that of the action set. So, the selective pressure is applied locally to each niche or equivalently, to each region of the feature space. Also, the deletion mechanism enforces that all the different niches have the same size, regardless of the number of training examples that each action set covers. So, once the less numerous rules are discovered, the evolutionary mechanisms tend to preserve them into the population, maintaining the different niches simultaneously. Subsumption does not prevent infrequent rules from being discovered either. It might appear that subsumption tends to enforce general rules, displacing the most specific rules. But this is not true. In fact, general and accurate rules that do not overlap with specific rules can not subsume the specific ones. In the case that there are overgeneral rules and specific rules covering the same regions of a class, subsumption will not be applied, since overgeneral rules, which are not accurate, cannot act as subsumers. Thus, subsumption can only have the positive effect of increasing the generality of rules until these rules reach the boundaries of the classification region. So, the difficulty of covering the small regions of the space can be attributed to the triggering of the evolutionary algorithms.
This behavior is also supported by other studies performed on artificial two-class problems [24] , [25] . XCS shows a common behavior on this set of artificial problems. It tends to evolve a complete description of the feature space by means of a ruleset, where each rule tries to code the largest hyperrectangle containing only points of the same class. Although high accuracies are obtained in these case studies, some sources of difficulty have become apparent. The curved boundaries between classes require that XCS evolves a large number of rules. Most of these rules overlap partially in some regions, but they are necessary to approximate the boundaries. This makes a very complex knowledge representation for XCS and the performance can consequently be worsened. The distribution of the classes in the feature space may also contribute to the complexity. If the classes are wide spread and interleaved, XCS will need more complex representations. This is the case for the checkerboard problem. On the contrary, if the points of the same class are clustered, XCS will find easier descriptions. Also, the sparsity of representatives in some regions of the feature space is a factor in the complexity, as was observed in the problem with nested squares. Given these observations, we emphasize the need of relating the geometrical characteristics of the problem to XCS's performance. We will attempt to find patterns of general behavior, where we can predict the degree of a problem's difficulty for XCS given its data geometry. In order to extract general observations applicable to real-world problems, we need to perform an extended analysis on more datasets, including -dimensional problems. We also find it necessary to use more systematic ways to compute the geometrical characteristics of a problem, since a graphical analysis like the one used in these case studies is not feasible for -dimensional data. Section IV covers this issue and proposes computable measures of a problem's geometrical complexity.
IV. CHARACTERIZATION OF PROBLEM COMPLEXITY

A. Sources of Difficulty of a Classification Problem
The complexity of a classification problem can be attributed to three main sources [26] .
• Class ambiguity: Some classification problems may have classes which are not distinguishable. For example, there may be instances belonging to different classes but their feature values are the same. This may be due to the intrinsic ambiguity of the problem, or to the fact that the features are not sufficient to discriminate between the classes. In the latter case, the effect may be alleviated by redefining or augmenting the set of features. Class ambiguity sets a lower bound on the achievable error rate, which is called Bayes error.
• Training set sparsity: The number and representativeness of the available instances in the training set influence the generalization ability of the classifier: although the classification performance in training is high, the classification accuracy when tested with unseen instances may be very poor.
• Boundary complexity: Some problems may have a complex boundary, which requires a long description or a complex algorithm to represent it. The boundary complexity can be characterized by its Kolmogorov complexity [27] , or the minimum length of a computer program needed to reproduce it. This is independent of the class ambiguity or training set sparsity: even though enough points are provided without ambiguity in the class labels, the description of the boundary may still be very complex; in the worst case it may require an enumeration of all the points and their class labels. Classification problems can have difficulties coming from more than one sources. Class ambiguity and training set sparsity can be minimized in the sampling process to some extent. But once the dataset is fixed, there is little to do to avoid these effects. They set a minimum achievable error rate that cannot be overcome by any classifier. The boundary complexity can be characterized by the Kolmogorov complexity. However, the Kolmogorov complexity is known to be algorithmically incomputable, so we will rely on a set of measures emphasizing different aspects of this complexity. Our study mainly focuses on the boundary complexity of a problem, where the design of a classifier may play an important role. Additionally, we also take into account a measure of sparsity, since little representativeness in the dataset may explain the poor performance of classifiers.
B. Measures of Geometrical Complexity
Ho and Basu [28] investigate a set of 12 metrics describing different aspects of boundary complexity of a two-class problem. A diverse set of metrics is found to be necessary to represent varieties in the class distributions. Also, some complexity measures may correlate well with some classifiers' performance but not with others'. From these 12 metrics, we select six of them which jointly reflect the most important aspects of problem complexity. There is evidence that these six metrics provide a reasonable measurement space in which problems as difficult as random noise are well separated from simple problems [26] .
1) Length of class boundary:
This measure refers to the percentage of points in the dataset that lie near the class boundary. To calculate it, we compute the minimum spanning tree (MST) [29] connecting all training samples, using the Euclidean distances between each pair of points. Then, we count the number of edges in the MST that connect two opposite classes, and we normalize this count by the total number of edges in the MST, which is always , where is the number of samples. This measure is sensitive to the separability of classes and the clustering tendency of points belonging to the same class [30] . If the points of opposite classes are very interleaved, this metric will be high. Otherwise, if the points are compact within each class, the measure will be low. However, this metric cannot fully explain the complexity of a problem. For example, a linearly separable problem could have a thin and long boundary, i.e., with many crossing edges connecting opposite classes, but another linearly separable problem could have wide margins between classes relative to the intraclass distances, and have only one edge going across the classes. On the other hand, a problem could have a very complicated and nonlinear boundary with only one crossing edge between opposite classes. 2) Percentage of retained adherence subsets: This measure computes the percentage of points with their adherence subset retained. In this context, a (highest order) adherence subset associated with a point is the largest hyperspherical neighborhood centered around that contains only points with the same class as that of [31] . The measure is computed as follows. First, for each point, we calculate its adherence subset of the highest order. If an adherence subset of a certain point is totally enclosed inside that of another point, then this adherence subset is not retained. The number of retained adherence subsets is then counted and normalized by the number of points. The metric conveys information on to what extent the classes are distributed as hyperspheres in the feature space. If all points of one class are distributed within a hypersphere centered at a certain point, only one adherence subset will be retained for that class. On the other hand, if the points are spread over a long and thin structure along the class boundary, many adherence subsets will be retained.
3) Ratio of average intra/interclass nearest neighbor (NN)
distances: This metric computes the dispersion of points within classes relative to the separability between classes. For each point, we calculate its distances to the NN belonging to the same class and to the NN in the opposite class. Then, the averaged distances between intraclass NNs is divided by the averaged distances between inter-class NNs. The resulting ratio is used to represent the within-class dispersion with respect to the separability of classes. A high ratio may mean that the classes are either very interleaved or dispersed over a long boundary.
On the contrary, a low ratio indicates that the classes are compact. 4) Nonlinearity of NN and linear classifiers: A measure of nonlinearity proposed in [32] is considered here. First, we compute the convex hull for each class. A convex hull is estimated by a linear interpolation (with random coefficients) between randomly drawn pairs of points from the same class. Then, a classifier is trained with the original training set and tested with the extended set of points approximating the convex hull. The error of the classifier is taken as a measure of the nonlinearity of the dataset with respect to that classifier. We use a linear classifier [33] and a NN classifier [34] . The measure is sensitive to the overlapping of the convex hulls of the two classes. If the class boundary is curved and irregular, then the overlapping area will be high. The metric is also dependent on the classifier's decisions. A high error rate may mean either a high overlapping area or a poorly performing classifier unable to match the shape of the class boundary, or both reasons.
5) Maximum Fisher's discriminant ratio:
We consider the discriminative power of the attributes. For each attribute, the Fisher's discriminant ratio can be computed as (6) where , and , are the means and variances of the attribute for each of the two classes respectively. So, we have an estimate of the Fisher's discriminant ratio for each attribute. The problem will be easy if there exists at least one discriminating feature. So, we only consider the maximum over all features. However, a maximum with zero value does not mean that the classes are inseparable; it could just be that the separating boundary is not parallel to an axis in the given feature space. 6) Training set size relative to feature space dimensionality:
We also consider a measure of the sparsity of the points in the dataset, computed as the ratio of the number of points divided by the number of dimensions. Although this measure is not directly related to the geometry of the boundary, it may explain the behavior of a classifier. If the training set is sparse, the generalization ability of the classifier might be poor.
V. XCS'S PERFORMANCE AND PROBLEM COMPLEXITY
In this section, we study the relation between XCS's performance and problem complexity. This study is to determine if the complexity metrics defined previously are well suited to characterize the difficulty of a problem for XCS. We also seek to characterize the regions of the complexity space where XCS has more difficulty. Such a characterization could be useful for focusing the efforts of XCS's improvements on those difficult areas. We restrict our investigation to two-class problems, since most of the complexity metrics are well defined for these types of problems.
A. Methodology
The collection of problems used in this investigation consists of 392 problems, which were constructed as follows. First, 14 datasets were selected from the UCI-Irvine machine learning repository [35] , on the basis that they contain at least 500 points with no missing values. These problems are: abalone, car, german, kr-vs-kp, letter, lrs, nursery, pima, segmentation, splice, tic-tac-toe, vehicle, wdbc, and yeast. All the categorical values were translated into numerical values by replacing the categorical variable with a set of binary variables, one for each category. That is, a categorical variable of possible values is expanded into binary variables, each representing membership to a distinct category. Then, the discrimination of each pair of classes in each dataset was considered as an individual problem. This resulted in 844 two-class problems. 452 of them were found to be linearly separable by a linear programming procedure [33] and were omitted from our study. The reason of this omission is that these problems were characterized elsewhere [26] , [28] as easy problems and, therefore, their investigation is less interesting. The remaining 392 problems were used as our testbed.
For each problem, we estimate the complexity and the error rate obtained by XCS. The complexity is estimated according to the six metrics described previously. To estimate the error rate of XCS, we run a ten-pass twofold cross-validation test. The procedure is as follows. The dataset is randomly permuted and then divided into two disjoint parts of approximately equal size. Then, the classifier system is trained on each of the two parts separately and tested on the other part. The error rate for this particular permutation and split is estimated as the sum of the errors on each half, divided by the total number of points. Then, the dataset is randomly permuted using a different seed and the process is repeated. This is performed ten times. The final error rate of the classifier system is the average of the ten error rates obtained in each permutation.
XCS is run with the parameter settings given in Section III-B, except for the number of explore trials which was fixed to 100 000. To choose this value, several experiments with higher training times were performed on a reduced set of problems and no differences were found with respect to the classification accuracy. The values of the parameters correspond to fairly standard settings. Even though some adjustment of parameters in a particular problem or set of problems could lead to significant improvements, this was not considered. A common set of parameters establishes a conservative estimate of XCS's accuracies on a varied set of problems. It also estimates the robustness of the method across several problems belonging to different domains and different characteristics. 
B. Results
Fig . 6 shows a set of scatter plots relating XCS's error rates to the complexity measures. The x axis of each plot represents a complexity metric and the y axis represents XCS's error percentage. Each point in the plot refers to one of the 392 classification problems in our testbed.
First, we examine the effects of the boundary length on the error rate, plotted in Fig. 6(a) . Observe that there is almost a linear correlation between XCS's error rate and the percentage of points in the boundary. This means that the percentage of boundary points is a good measure of problem complexity for XCS. An examination of the error rates of other classifiers, such as the decision tree or the NN (not shown here), also reveals the dependence between the classifier's error and this metric. Thus, the fraction of points in the boundary appears to impose a limit on the minimum achievable error rate. Nevertheless, there are some exceptions to this rule, where XCS performs reasonable well compared with other problems with the same boundary values. In particular, there are four cases with a percentage of points in boundary between 20% and 30%, where XCS's error rate is below the general trend. These cases are: car (acc-good), kr-vs-kp (no win-won), nursery (priority-spec_prior), and tictac-toe (neg.-pos.). Examining them, we observed that they have very low nonlinearities with both NN and linear classifiers. This points out that the interaction of several measures can define better the complexity of a problem.
There are also other observed correlations between XCS's performance and other metrics. Fig. 6(b) shows the error's Fig. 7 . Distribution of easy and difficult problems for XCS in the complexity measurement space. Difficult problems (XCS's error 45%) are plotted in solid lines, easy problems (XCS's error 5%) are plotted in dashed lines, and the rest of the problems (5% < XCS's error < 45%) are plotted in dotted lines. Each distribution is represented by a box plot, where the extreme points correspond to the minimum and maximum value of the distribution, and the three marks in the box correspond to the 25% quartile, the median, and the 75% quartile, respectively. The mean is given by a cross. The x axis represents individually each of the metrics of complexity, and the y axis gives the value of the metric for a particular distribution. For readability, the y axis is normalized with respect to each of the metrics, so 0 corresponds to the minimum value of each metric in all the problems and 1 to the maximum value.
correlation with the dispersion within classes relative to the separation between classes. The more dispersed the dataset, the higher the error rate. Fig. 6(c) plots the error rate against the nonlinearity of the linear classifier (the nonlinearity of the NN is not plotted due to its similarity with the nonlinearity of the linear classifier). This metric is related to the boundary's smoothness and the overlap between the convex hulls of the classes. If the metric is high, the classes are probably very interleaved, which results in a high error rate. On the contrary, a low nonlinearity indicates a smooth boundary and/or low overlap, and consequently XCS's error is low. Fig. 6 (d) depicts XCS's error rate against the percentage of retained adherence subsets. Although the correlation is not as notable as with the boundary metric, we can observe the following relations. There are a number of problems with a small percentage of retained adherence subsets (less than 80%) that have very low XCS's error rates, but a high value of retained adherence subsets does not necessarily lead to high error rates: when this metric is high, XCS's error rate is spread over a range from 0% to 50%. Nevertheless, the highest error rates of XCS (e.g., error 40%) always occur in problems with high percentage of retained adherence subsets.
The sparsity of the training set is a metric that does not influence XCS's error rate by itself, as indicated by Fig. 6(e) . However, we observe that there are some problems where XCS's error rate is high (greater than 40%) that correspond to a ratio of number of points to number of dimensions below 50. Nor can the maximum Fisher's discriminant ratio fully explain the error rate of XCS. Still, we can extract some associations. Fig. 6(f) shows that high values of maximum Fisher's discriminant ratio (greater than three) are always associated with low error rates. These correspond to cases where one attribute discriminates fairly well and, thus, the classification is easier. The converse is not necessarily true. A low value of Fisher's metric does not necessarily result in high error rates. However, note that the highest error rates all occur with low Fisher's ratios.
From these plots, we can draw the regions that determine the most difficult problems and the easiest problems for XCS. Examining these regions, we observe that the most difficult problems are placed in the following:
• high percentage of points in the boundary between classes;
• high percentage of retained adherence subsets;
• high dispersion within classes compared with the separation between classes; • high nonlinearities;
• low values of Fisher's discriminant ratio; • high training set sparsity. On the contrary, the easiest problems are localized in the following:
• small percentage of points in boundary;
• small dispersion compared with class separation;
• low nonlinearities; • a varied range over different percentages of retained adherence subsets, maximum Fisher's discriminant ratio, and sparsity. To further confirm these observations, we plot the distribution of two extreme types of problems for XCS: very difficult problems, where XCS's error is equal to or greater than 45% (an error rate almost comparable to a random classification), and very easy problems, where XCS's error is equal to or less than 5%. Fig. 7 shows the distribution of these two types of problems for each of the complexity metrics. To place these distributions in the appropriate context, we also plot the distribution of the rest of the problems where XCS's error rates are between 5% and 45%. Each distribution for a particular type of problem is plotted with a box plot. The difficult problems are plotted in solid lines, easy problems in dashed lines, and the remainder problems in dotted lines. The interpretation of the box plot is the following: the extreme marks (called whiskers) show the positions of the minimum and maximum values of the distribution, the lower and upper edges of the box show the 25% quartile and the 75% quartile, respectively, and the line in the center of the box shows the median. Thus, the box plot shows the spread of values, with half of the distribution placed in the box and the other half represented by the whiskers. The mean is represented by a cross. For ease of comparison, each metric is normalized to the range [0,1].
Looking at Fig. 7 , we observe that the metrics that best discriminate between difficult and easy problems are the length of class boundary, the ratio of intraclass-interclass distances, and the nonlinearities. High values of these metrics tend to correspond to difficult problems, while low values usually correspond to very easy problems. For the remaining metrics, there is a larger overlap between difficult, easy, and intermediately difficult problems.
Therefore, difficult problems for XCS contain highly interleaved classes and high number of small clusters dispersed in the feature space. Since XCS is evolving partitions of the feature space in the form of hyperrectangles, as long as there are more partitions needed to represent the classification regions, XCS's performance is worsened. This is in accordance with the study by Wilson in the Wisconsin Breast Cancer dataset [15] . The study observed the presence of high number of classifiers covering the regions closer to the discrimination surface, although the complexity of the problem was not quantified numerically. XCS may find it difficult to evolve those small clusters dispersed and isolated in the feature space. As explained in Section III, the discovery mechanisms of XCS depend on the frequency of representative examples, so sparse regions get less reproductive opportunities. Nevertheless, these results are depending on both the XCS algorithms and the chosen representation (hyperrectangle), so it is difficult to find which one is most responsible of the observed effects. We would suggest studying other possible representations for real-world problems, such as centroid-based [12] , unordered bound [36] , or messy [13] , [14] to analyze if this tendency remains or is less pronounced.
Using Figs. 6 and 7, we could extrapolate the present distribution of error rates over the complexity space to predict an expectation of accuracy of XCS for new problems. Given a particular classification problem, characterized by its complexity metrics, we could predict what level of accuracy can be expected for XCS; at least, whether the problem will be difficult, easy, or intermediately difficult for XCS. This initial estimate of the difficulty of the problem for XCS can be useful in setting the configuration parameters of XCS appropriately. A topic for future investigation is whether there are different settings of parameters appropriate for different levels of complexity and if so, how to adapt the parameter settings to the problem. For example, if the problem is predicted to be difficult for XCS, we could adjust the most critical parameters, e.g., the population size or the number of maximum explore trials could be increased. Also, identifying difficult problems for XCS and their characteristics is the first step toward the analysis of improvement of XCS in these types of problems. Once we know which characteristics of real-world classification problems can make learning difficult, we could design artificial datasets with such characteristics which may facilitate a deeper analysis and understanding of the classifier system's performance. This type of study would lead to an improvement of the performance and applicability of XCS in a wider range of problems.
VI. COMPARATIVE PERFORMANCE OF XCS
This section compares the performance of XCS to those of other classifiers. The purpose of this comparison is not only to analyze how well XCS performs with respect to other classifiers, but also to interpret these results in the context of the problem complexity. The study performed in the last section showed the suitability of the geometrical metrics to describe the complexity of the problem. We will use the same metrics to explain the performance of XCS related to that of other classifiers. Section V also highlighted some regions of the complexity space, where XCS obtained high error rates and low error rates. The study is complemented here by the analysis of to which regions of the complexity space XCS is more appropriate or less appropriate than other classifier schemes. This investigation could lead us to a better understanding of what types of problems XCS is best/worst suited. The converse is also considered; given a certain problem described by a set of complexity metrics, is XCS well suited? Furthermore, which classifier is best suited?
A. Methodology
XCS is compared with five types of classifier schemes, which represent different solutions to classification problems. These are: a NN classifier, a linear classifier, a decision tree, and two types of decision forests. The nearest neighbor (NN) classifier [34] assigns each point to the class of the NN in the training set. The linear classifier (LC) separates the classes by linear boundaries, i.e., hyperplanes. We used a linear classifier computed by linear programming using the AMPL software [28] , [37] , [38] . The decision tree included in this study uses oblique hyperplanes to split the data at each internal node [39] . The hyperplanes are derived using a simplified Fisher's method, as described in [40] . Decision forests are known to outperform decision trees in a varied range of domains [41] . The decision forests used here represent two cases of classifier combination. The subsample decision forest, also known as bagged decision trees, is based on the bootstrapping method [42] . It constructs training subsets by randomly selecting with replacement points from the original training set. Then, it trains a decision tree with each subset and the decisions of the resulting trees on a test point are combined by averaging the posterior probabilities at the leaf nodes. The subspace decision forest [40] is based on the random subspace method, where the training sets for the individual decision trees are constructed by randomly selecting features instead of training points. Then, the decision trees are combined in the same way as in the subsample forest. Both decision forests use oblique decision trees. Classifier combination can have several advantages over single classifiers. In the case of decision forests, they may overcome the overfitting tendency of single trees and present more robustness on different problems.
To compare XCS with these five classifiers, we use the same datasets and methodology as explained in Section V. We train each classifier in the set of 392 two-class problems using a ten-pass twofold cross-validation test. We obtain ten error rates for each classifier and each problem. Then, we compute the differences between the ten XCS's error rates and those of each classifier. These ten differences are used to test the significance of XCS's difference from each classifier, using a paired t-test [43] with a 95% confidence level.
B. Results
We analyze the performance of XCS relative to each of the classifier schemes included in this study. For each comparison, we present several scatter plots relating XCS's performance to each of the complexity metrics (see Figs. 8-13) , so that we can analyze when XCS is better, equivalent, and worse than each of the other classifiers at different levels of problem complexity. Each point in the scatter plots represents one classification problem. For each particular problem, a triangle is used when XCS significantly improves over the classifier to which it is compared, a square is used when XCS is significantly worse, and a cross when no significant differences are found.
We first examine the performance of XCS compared with that of the NN classifier. Fig. 8 shows different views of this comparison. Fig. 8(a)-(g) shows the percentage of improvement of XCS over NN versus each of the six geometrical descriptors. The percentage of XCS's improvement over NN is computed as (7) where the error of a classifier is the average error of the ten permutations performed in a particular problem.
Looking at Fig. 8(a) which relates XCS's improvement to the percentage of points on boundary, we observe that the problems are distributed in two groups: problems in one group have very few points on boundary, and the remaining problems are spread over higher fractions of points on boundary. For very low boundary lengths, XCS performs worse than NN. The high negative values in the percentage of improvement are due to the way we compute this measure. In these problems, the average error rate of NN is very low (0.5035% in average), which results in high negative values of XCS's improvement with respect to NN. The rest of the problems mainly are cases where XCS is equivalent to or better than NN. These are clearly seen in Fig. 8(b) , where we only show the problems where XCS's percentage of improvement is positive, plotted against the percentage of points on boundary.
Correlating these observations with the rest of the complexity metrics [ Fig. 8(a)-(g) ], we find that XCS is significantly worse than NN when the problems have very low percentage of points on boundary, relatively high percentage of retained adherence subsets [ Fig. 8(c) ], a fairly low ratio of intraclass-interclass NN distances [ Fig. 8(d) ], low nonlinearity [ Fig. 8(e) ], a varied range of maximum Fisher's discriminant ratios [ Fig. 8(f) ], and a fixed and moderately high ratio of the number of points over the number of dimensions [ Fig. 8(g)] . What is the interpretation of these metrics? What types of problems are characterized by these observations? The fact that the ratio of intraclass-interclass distances is relatively small suggests that the points are closer to other points of the same class than to the points belonging to the other class. That is, classes are well separated relative to the class groupings. This observation is confirmed by the small percentage of points lying between the class boundary. The fact that the percentage of adherence subsets is mostly high may mean that the points are spread over a long and thin structure along the class boundary. This might be the case where there are many clusters of points within the same class, but the clusters are close to each other so that the NN distances are closer among points of the same class than among the points of opposite classes. That is why the NN algorithm approximates the class boundaries so well. Examining which problems present this set of characteristics, we find that most of them belong to the letter recognition dataset. That is why all these problems have the same ratio of the number of points to the number of dimensions. This might indicate that this particular metric does not influence the relation between XCS and NN, and the fact that all problems where XCS is worse than NN have a ratio of 100 is just a coincidence in our particular choice of problems. We also find that the maximum Fisher's discriminant ratio is not a significant metric to distinguish between XCS's performance and NN's performance.
In these problems where XCS is worse that NN, we consider that XCS's approximation is still moderately good. In fact, XCS outperforms the other classifiers in almost all these types of problems. Fig. 9 demonstrates this for the linear classifier, the single tree, and the subsample forest. For example, Fig. 9(a) plots the percentage of XCS's improvement over NN against XCS's improvement over the linear classifier. Observe that those problems where XCS is worse than NN (plotted by a square) correspond to positive improvements of XCS with respect to the linear classifier. This means that XCS is worse than NN but better than LC. The same is observed in Fig. 9(b) and (c), which compares XCS to the single tree and the subsample forest, respectively, and the same happens for the subspace forest, which is not plotted for brevity. We can conclude that NN dominates the rest of classifiers in those problems that present small boundary lengths, low ratios of intraclass-interclass NN distances and small nonlinearities. In these problems, XCS places second.
The problems where XCS significantly outperforms the NN classifier have a large variety in boundary length and percentages of retained adherence subsets. This means that when the classes tend to be spread, XCS offers better approximations than the NN.
We analyze the performance of XCS compared with that of the linear classifier (LC). Fig. 10 shows several scatter plots relating the performance of these two classifiers to the geometrical complexity metrics. From these plots, we observe some problems where XCS outperforms LC and others where XCS is worse. Although they are not always clearly separated, we can extract the following observations. XCS is better than the linear classifier in the easiest problems; that is, when there are few points in the class boundary [ Fig. 10(a) ], low ratio of intraclass-interclass NN distances [ Fig. 10(c) ], and low nonlinearities [ Fig. 10(d) ]. On the other hand, XCS is superseded by LC in a wide range of problems with different complexities. Comparing these with the problems where XCS is better, we observe that for problems where XCS is worse than LC the number of points in the boundary tends to be higher, the maximum Fisher's discriminant ratio is generally smaller, while the nonlinearities are spread over a wide-range of values. The sparsity of the training set also tends to be more severe (less points relative to the number of dimensions) for the problems where XCS is worse. The pretopological measure It is surprising to see that there are a number of problems where a linear classifier approach, despite its simplicity, outperforms XCS. A deeper examination (not detailed here) also showed that in most of these problems, LC is the best approach among all the classifiers we have tested. One possible explanation is that for the easiest problems, XCS can find more accurate approximations than a linear approach, which makes a linear and rough approximation of the class boundaries. On the contrary, when the problem presents high complexities, like high numbers of points in the boundary, high dispersion, etc., with a sparse training set, an approximation like that provided by XCS can overfit the class geometry, despite the generalization mechanisms that it includes. It may induce class boundaries that are too specific for the training points. Then, when XCS is applied to new unseen data, its generalization ability suffers. In these cases, a simpler approach like a linear boundary seems to work better. The linear classifier tends to be less sensitive to overfitting and, thus, generalizes better. We cannot validate this hypothesis because we cannot compute the true sparsity of the current training sets, since we work with real-world classification problems, and we do not know the true distribution of the point population. The ratio of the number of points to the number of dimensions is a rough estimate of the sparsity which may fail to reflect the true sparsity of the training set, which could be estimated only if we had control over the real distribution of examples. This could be achieved by using artificial datasets, so we consider the design of artificial datasets highlighting this issue as an important future work. 11 compares the performance of XCS to that of the single tree classifier, and relates these to the complexity metrics. Note that XCS is worse than the single tree in very few cases (eight problems out of 392). Fig. 11 (e) shows that these eight problems tend to have very low maximum Fisher's discriminant ratios. Nevertheless, a low Fisher's ratio does not necessarily imply that XCS performs worse than the single tree. There are other problems with low Fisher's ratios, where XCS is equivalent or better than the single tree. In most of the problems, XCS is better than the single tree; these problems constitute 69% of the classification problems. The remaining 28% problems are cases where XCS is equivalent to the single tree. We observe that the problems where XCS outperforms the single tree cover a wide range, so it is difficult to relate this behavior to the complexity metrics. The significant improvements of XCS are distributed over different error rates, different percentages of points on boundary, several values of the percentage of retained adherence subsets, etc. In general, we can conclude that XCS is preferable to the single tree, because XCS almost always performs equivalently or better than the single tree, at least the single tree with oblique hyperplanes, over the test cases included in these experiments.
It was found that decision forests can outperform decision trees in a variety of problems [41] . Fig. 12(a) shows the percentage of improvement of XCS over the subsample decision forest versus the percentage of improvement of the subsample forest over the single tree. Observe that in most of the problems there are positive improvements of the subsample forest over the single tree. There is a group of problems where XCS outperforms the forest and another group where XCS's performance is worse than the forest. In particular, where the subsample forest offers a higher improvement over the single tree, XCS is able to improve on the subsample forest, and consequently, XCS's improvement over the single tree is even higher than the forest. On the contrary, the problems where the forest moderately improves the single tree are those in which XCS is worse. Tracing these two groups of problems along the complexity measures [see Fig. 12(b)-(f) ], we find that XCS is better than the subsample forest when the percentage of points on boundary and the nonlinearities are very small, the ratio of the number of points over the number of dimensions tends to be high, and the maximum Fisher's discriminant ratio also tends to be high. In contrast, XCS is worse than the subsample forest when Fisher's ratio is very small, the training set is sparse (measured as the number of points over the number of dimensions), and there is a higher number of points on class boundary. Fig. 13 compares the results of XCS to those of the subspace forest. Fig. 13(a) shows again that in a majority of problems there is an improvement by the decision forest over the single tree. And for almost all these cases, XCS is equivalent or superior to the subspace decision forest. There are though some problems where XCS is outperformed by the subspace forests (37 out of 392) but these can hardly be related to the complexity metrics. There are different problems with the same complexity values that are better solved with XCS in some cases, and better solved with the subspace forest in other cases, or solved with both classifiers equivalently [see Fig. 13(b)-(f) ]. This may suggest that these metrics are not discriminating enough to distinguish when a problem can be better solved with XCS than with the subspace forest.
The results obtained with the decision forests are consistent with previous experiments in the literature [41] , where the subsample forests are shown to excel in those problems with sparse training sets, small maximum Fisher's discriminant ratio, and highly nonlinear boundaries. On the contrary, subspace forests are found to perform better when the class boundary is smoother (low nonlinearities) and for large training sets relative to dimensionality. It seems that subsampling the training set has an effect of overcoming the sparsity of the training set, small Fisher's ratios, and high nonlinearities, while sampling the feature space tends to work best for less complex boundaries. In this sense, XCS's behavior is more similar to the subspace forest. In fact, we can view XCS as a combination of classifiers, where each classifier contains a rule that may have generalizations in some of the attributes, having an effect similar to that of sampling over the feature space.
VII. CONCLUSION
This paper investigates the domain of competence of the XCS classifier system, namely to what kind of problems XCS is well suited and poorly suited, along with a comparison of performance with other classifier schemes. Such investigation is made possible by our characterization of the complexity of real-world classification problems using a set of geometrical descriptors.
Several factors of problem complexity are found to correlate to the accuracy of the XCS classifier system. The most discriminating features of problems that are difficult for XCS are the percentage of points on the boundary, the ratio of intraclass-interclass NN distances, and the nonlinearity. XCS's performance presents almost a linear correlation with these metrics. But although a high value on these metrics usually implies high levels of complexity, there are also some exceptions to this rule where associations between several geometrical metrics are needed to explain XCS's behavior, revealing the multifaceted nature of the complexity of a problem.
Two opposite regions of complexity are identified for XCS in our measurement space. A difficult problem for XCS is determined by a high number of points near the boundary, high percentage of adherence subsets, high dispersion of clusters of classes, and high nonlinearities. All these cases represent highly interleaved classes and a high number of small clusters of the same class dispersed in the feature space. These are complex problems in the Kolmogorov sense for XCS, because XCS must evolve a large number of rules covering small regions of the feature space, with few possible generalizations. The easiest problems for XCS are placed in the opposite extreme, representing those cases where classes are more compact.
Identifying difficult problems for XCS and their associated characteristics enhances our current understanding of XCS's behavior in real-world classification problems. This is an important step toward future studies that will analyze possible improvements of XCS in these known difficulties. Also, identifying what features make real-world problems difficult can help in the design of new artificial datasets that allow a finer control of their degree of difficulty and are usually more comprehensible to study the classifier's response. The results shown here are also significant in setting expectations of accuracies for XCS in new classification problems, provided that they are characterized by their geometrical complexity descriptors.
We have also investigated the relative performance of XCS and other classifiers, with reference to the problem complexity. The results show that there is not a clear winner on all the problems. Instead, we should talk about winners on certain domains of the complexity space. Different classifier systems have different domains of competence. The NN classifier seems to be the best solution when the problem is characterized by points clustered near other points of the same class and classes are well separated with respect to the class groupings. In these cases, XCS is outperformed by NN, but still offers a fairly accurate solution which can be considered as a supplement to the result of the NN. While NN has a knowledge representation based on the Voronoi cells, XCS represents the solution by a set of rules that can be useful for human interpretation. A number of problems are better solved with the linear classifier. Some of them are complex problems with a sparse training set. There, a linear classifier works better because of its resistance to overfitting. XCS outperforms the decision tree in almost all problems, offering similar advantages to the decision forests, which belong to the category of classifier combination methods. Classifier combination is recently considered an effective means for improving the accuracy and generalization ability of individual classifier schemes. In particular, subsample forests work better for sparse training sets, nonlinearities and poorly discriminative features. On the contrary, subspace forests work better for larger training sets and smoother boundaries, which is closer to the domain of competence of XCS.
An interesting derivation of this study is to predict what types of classifiers from those tested here are the most appropriate given a particular problem. Using our results, the representation of the problem on the complexity measurement space could suggest what classifier or types of classifiers are best suited to the problem. The process could be done automatically, without much a priori knowledge about the problem domain. This could be considered a kind of metalearning: we would perform a classification of classification problems, i.e., we would specify classes of problems according to the classifier that best solves it. However, the accuracy of this prediction needs to be analyzed further in order to see if our conclusions can be extrapolated to new unseen problems.
Some limitations of this study point us to directions of future research. Although the experiments are performed on a set of 392 problems, this might be still small and not sufficiently representative of all possible classification problems. Although the selection is not biased toward any particular types of problems, the conclusions extracted herein are still limited to this selection, and any possible extrapolation must be done with caution. Moreover, the set of problems do not present a uniform distribution on the complexity measurement space. There are some empty regions in the measurement space that make the extraction of conclusions difficult. We still do not know if these regions could be filled with some new problems or if they represent some constraints of geometry and topology. Further search of more problems should be done, along with the design of artificial problems which may fill those gaps in the measurement space and provide a continuum of complexity. Also, the conclusions are obtained with particular classifier schemes. XCS's performance depends on the choice of representation, so other choices may lead to different results. The choice of the hyperrectangle codification has been supported by most studies that have used this representation in real-world classification problems. Nevertheless, the study of other types of representations, such as messy [13] , [14] or recently proposed representations, like the unordered bound representation [36] , may be interesting for investigating to what degree XCS's performance depends on the representation. Similarly, the decision tree uses oblique hyperplanes, and the extrapolation of results may not apply to other types of trees. Other limitations come from the selection of the complexity metrics. There are still some results that can hardly be related to the values of these metrics. Some aspects of problem complexity may still be hidden because our selection of the geometrical metrics cannot fully describe all relevant aspects of the geometry of the problems. An enhancement or refinement of these metrics could lead to more conclusive relationships between the classifier behavior and problem complexity.
The research conducted here is a step further on the continuing effort of improving the understanding of classifier behavior, which is done simultaneously by different researchers on different families of classifier schemes. We encourage the use of this methodology to test the domain of competence of other types of classifiers based on evolutionary algorithms, such as Pittsburgh classifier systems or classifiers based on genetic programming.
