We consider the ensemble of n × n real symmetric random matrices A (n) whose entries are determined by independent identically distributed random variables {aij, i ≤ j} that have symmetric probability distribution with the variance v 2 and study the asymptotic behavior of the spectral norm A (n) as n → ∞. We prove that if the moment E |aij| 12+2δ 0 with some positive δ0 exists, then the probability P A (n) > 2v(1 + xn −2/3 ) is bounded in the limit of infinite n by an expression that does not depend on the details of the probability distribution of aij.
Introduction
Random matrices of infinitely increasing dimensions are of the rapidly growing interest because of their numerous applications and deep relations with various branches of modern mathematics and physics (see review [5] and monograph [18] and references therein). This can be explained by fairly wide universality of spectral properties of random matrix ensembles, in particular, the asymptotic universality of the local eigenvalue statistics in the bulk and at the border of the limiting spectra.
The spectral theory of random matrices has been started by the work of E. Wigner [30] , where the limiting eigenvalue distribution of the ensemble of n × n random real symmetric matrices of the form A (n) ij = a ij / √ n was considered. Random variables {a ij } 1≤i≤j≤n are jointly independent and have symmetric probability distribution.
Assuming that that the variance of all random variables a ij is equal to v 2 and that all moments of a ij exist, E. Wigner had proved the convergence where
with real eigenvalues λ
n . Here and below E denotes the mathematical expectation with respect to the family {a ij }. E. Wigner showed that {m l , l ≥ 0} represent the moments of the measure with the density of the form √ 4v 2 − λ 2 /2πv 2 with the support [−2v, 2v] [30] . This measure is referred to as the semicircle distribution and convergence (1.1) is known as the Wigner or the semicircle law [9, 20] .
In the particular case, when a ij are given by real independent Gaussian random variables, the the family {A (n) } is referred to as the Gaussian Orthogonal Ensemble abbreviated as GOE. The corresponding ensemble of hermitian random matrices is known as the Gaussian Unitary Ensemble (GUE) [18] . In these cases the variance of the diagonal elements a ii is different with respect to those of the random matrices studied by E. Wigner.
The famous Tracy-Widom law says that the probability distribution of the maximal eigenvalue of GOE matrices converges, when rescaled, to a probability distribution known as the Tracy-Widom distribution [29] n |}. The same result is valid for the maximal eigenvalue of GUE matrices with F (1) T W (x) replaced by another function F (2) T W (x). Taking into account a large number of strong and deep connections between the local eigenvalue distribution of the form (1.3) of the GUE and GOE random matrices from one side and the probability distribution of a number of combinatorial and probabilistic objects (see for example papers and reviews [2, 4, 10, 11] and references therein), the universality of the local spectral distribution can be considered as the most fundamental issue in the spectral theory of random matrices.
The universality conjecture put forward in theoretical physics studies, has found its mathematical form in the proposition that the probability distribution of finite number of nearest neighbor eigenvalues is asymptotically independent on the probability distribution of the ensemble {A (n) } (see [18] for precise formulations, historical perspective and main references). In present paper, we obtain the upper bound for the probability P λ whose elements a ij are not necessarily the normally distributed random variables. The bound we obtain is of the universal form in the sense that it does not depend on the details of the probability distribution of a ij .
The universality properties at the bulk of the spectrum of Wigner random matrices A (n) has been recently established in a series of works (see [6] and references therein) by the means of the resolvent approach. To get the results of the form (1.3) at the border of the spectrum of Wigner random matrices, one can use the moments L (n) l (1.2) with high infinitely increasing order l as n → ∞.
In papers [22, 23] , a powerful approach has been proposed and elaborated by Ya. Sinai and A. Soshnikov to study the mean values of the traces L (n) 2s of A (n) and their correlation functions in the limit s, n → ∞. This approach is based on the representation of the mean value M (n) 2s = E L (n) 2s as the sum over weighted trajectories I 2s of 2s steps that can have a number of self-intersections. The upper bounds for M (n) 2s and the central limit theorems for L (n) 2s were established in these papers for the asymptotic regimes when s = o(n 2/3 ), n → ∞. In the subsequent paper [27] , the asymptotic regime s = O(n 2/3 ) necessary to prove the statements of the form (1.3) has been reached. In [27] , the limiting correlation functions of L (n) 2s have been studied under hypothesis that the moments of a ij are bounded as follows
2m ≤ (C a m) m for all m ∈ N.
(1.4)
To relax the condition (1.4), A. Ruzmaikina [21] has further specified the method proposed by Sinai-Soshnikov. In [21] , the polynomial decay of the probability distribution of a ij is assumed such that sup 1≤i≤j
P{|a ij | > y} ≤ C b y −18 .
(1.5)
It was also indicated that in paper [27] , a certain part of the sum that correspond to trajectories I 2s with large number of steps out from the same site has not been correctly estimated and the improved bound has been presented in [21] .
The reasoning of [21] contains two doubtful points. The first problem is related with the condition (1.5). To get the estimates announced in [21] by using the method proposed, one should double the exponential 18.
The second and more serious gap is not related with conditions (1.4) or (1.5). It concerns the properties of the trajectories mentioned above that have many steps out from the same site. Following [27] , it is claimed in [21] that the presence of such sites can happen in two situations. The first one arises when the underlying Dyck path (or equivalently, the related plane rooted tree) contains vertices of high degree; in the opposite case, these sites can be created by the arrivals to them along the ascending steps of the Dyck paths.
However, the third possibility, complementary to the two first ones, has not been detected in [21, 27] and the studies of [21, 27] do not cover the whole set of trajectories. This third complementary possibility is given by the case when the trajectory creates the sites with large number of exit steps after arrivals at these sites by descending steps of the corresponding Dyck path. This can happen when the trajectory performs a number of fractures of the tree structure of walk before these arrivals by descending steps. In paper [17] , we have studied in details this type of walks with broken tree structure and completed the Sinai-Soshnikov method. The example case of random matrices with bounded random variables has been considered in [17] ; also a way to study the case when a ij has a finite number of moments has been indicated.
In present paper, we introduce a new modified version of the Sinai-Soshnikov approach completed in [17] and consider random matrix ensemble {A (n) } under more general conditions than (1.5). The paper is organized as follows. In Section 2 we present our main results and describe the scheme of the proof. In Section 3, we give rigorous description of the trajectories, walks and their graphs. The notions of open simple self-intersections introduced in [23] is generalized to meet requirements of our technique. In Section 4, we prove our main technical results and obtain the upper bound for the sequence of moments of random matrices with truncated random variables.
Section 5 contains the background facts and auxiliary results. In Section 6, we discuss relations between the universality of the upper bounds obtained and those of the correlation functions. In Section 7, we apply the technique developed to the ensemble of large dilute random matrices. The summary and discussion are given in Section 8.
Main results and scheme of the proof
Let us consider the ensemble {A (n) } of n × n real symmetric random matrices with elements
where the family of jointly independent identically distributed random variables A = {a ij , 1 ≤ i ≤ j} determined on the same probability space (Ω, P, F) is such that E a ij = 0, and E a
Here and below we denote by E the mathematical expectation with respect to the measure P. We refer to the ensemble (2.1), (2.2) as to the Wigner ensemble of random matrices. We denote V 2m = E a 2m ij , 2 ≤ m ≤ 6 and assume that 1 ≤ V 4 ≤ V 6 ≤ V 8 ≤ V 10 ≤ V 12 < +∞. Our main result is as follows.
Theorem 2.1. Consider the Wigner random matrix ensemble (2.1), (2.2) and assume that the random variables a (n) ij have symmetric probability distribution and that there exists δ 0 > 0 such that
4)
where L(χ) does not depend on the particular values of V 2m , 1 ≤ m ≤ 6; this value is determined as the following limit of the moments of GOE
where s is the largest integer not greater than s and the limit exists for s n = χn 2/3 and χ > 0 [27] .
Theorem 2.1 is a consequence of the following statement that represents the main technical result of the paper. Theorem 2.2. Given 0 < δ < 1/6, consider the truncated random variableŝ
such that a ij verify conditions of Theorem 2.1. Then the high moments of the random matricesÂ (n) with the elementsâ
where s n = χn 2/3 and χ > 0. The value of L(χ) (2.6) does not depend on particular values of the moments V 2m , 1 ≤ m ≤ 6 and therefore coincides with that of (2.5) Remarks. 1. The main technical estimate we prove is as follows lim sup
where B(τ ), τ > 0 is determined by relation 8) where Θ 2k is the set of all 2k-step Dyck paths, i.e. the simple walks θ of 2k steps that start and end at zero and stay non-negative. It is known [28] that the cardinality |Θ 2k | is given by the Catalan number that we denote by t k = (2k)!/k!(k + 1)!. The bound (2.7) with B(τ ) determined by the right-hand side of (2.8) has been used for the first time in the context of random matrix theory in [23] ; convergence (2.8) is rigorously proved in [15] . It is shown in [15] that the limit (2.8) exists and coincides with the exponential moment of the normalized Brownian excursion on [0, 1].
The bound (2.7) is not universal in the sense that C = 36 + C 0 , where the choice of C 0 depends on the value of V 2k , k = 6 (see relation (4.30) ). However, the nature of the leading contribution to the left-hand side of (2.7) is such that it does not contain the values V 2k , 2 ≤ k ≤ 6. Then the universality of the limiting expression L (2.6) can be established (see end of Section 4 for the proof and more discussions).
2. Theorem 2.2 can be proved in the limit n → ∞ for the values s n such that s n n −2/3 → χ > 0. Everywhere below we omit the subscript in s n and denote by (s, n) χ → ∞ the limiting transition when n, s → ∞ and s = χn 2/3 .
3. Relation (2.7) represent an asymptotic estimate of the moments ofÂ (n) . In the case of gaussian random matrices, some non-asymptotic estimates are obtained by other methods (see for example [13] ). It would be interesting to develop the technique used in the present paper to get the non-asymptotic estimates of the form (2.8).
Theorems 2.1 and 2.2 remain true in the case when the Wigner ensemble of hermitian random matrices is considered instead of the real symmetric ones. In this case the random matrix ensemble is determined by
where δ ij is the Kronecker δ-symbol δ ij and
is the family of jointly independent real random variables such that a
Certainly, the conditions of Theorem 2.1 are imposed for the whole family {a
ij } and the truncated random variablesâ (l) ij are determined as in Theorem 2.2. In the case when the probability distribution A (1, 2) is given by the joint gaussian distribution of independent random variables, the ensemble (2.9) represents the Gaussian Unitary Ensemble of random matrices [18] . In the case when a (2) ij ≡ 0, on gets the Gaussian Orthogonal Ensemble of random matrices.
Let us briefly describe the scheme of the proof of Theorem 2.2. Here we use a completed and modified version of the technique proposed by Ya. Sinai and A. Soshnikov [22, 23, 27] and further developed by A. Ruzmaikina [21] .
The approach is based on the Wigner's original point of view when the trace of the power of random matrix (2.1) is represented as the weighted sum
10) where the sequence I 2s is regarded as a closed trajectory of 2s steps 11) and the weight Π(I 2s ) is given by the average value of the product of corresponding random variables a ij . It is natural to say that the subscripts of the variables i t of (2.11) represent the values of the discrete time, 0 ≤ t ≤ 2s.
Assuming that the probability distribution of a ij is symmetric, the non-zero contribution to the right-had side of (2.10) comes from the trajectories I 2s whose weight Π(I 2s ) contains each random variable a ij with even multiplicity. In [22] , these trajectories were referred to as the even ones. Regarding the even walks, one can define the marked instants of time that correspond to instants, when each random variable is seen for the odd number of times.
The principal idea of the Sinai-Soshnikov method is to separate the set of all possible even trajectories I 2s into the classes of equivalence determined by the number of vertices of the self-intersections of one or another degree. The vertex of selfintersection is determined as the site i l that is seen at the marked instants several times during the whole run. The number κ of such arrivals is called the selfintersection degree of the vertex. Important role here is played by the vertices of two-fold self-intersections of the special kind that are called the open two-fold selfintersections. A. Ruzmaikina has shown that the vertices of self-intersection of high degree κ > k 0 can be neglected, where k 0 depends on the order of the maximal existing moment of the random variables a ij . In paper [17] , the approach of SinaiSoshnikov-Ruzmaikina has been completed by the rigorous study of the walks with open instants of self-intersections of any degree.
The classes of walks with self-intersections introduced in [22, 23] represent a powerful tool to get precise estimates of the number of trajectories while the weights of these are taken into account with less accuracy. In the present paper, we further modify the technique by Ya. Sinai and A. Soshnikov by using new more informative classes of equivalence.
The main idea is to separate the first-passage steps from those that produce the high degrees of variables a ij . This allows us to count the number of elements in the classes of equivalence with the same precision as before and at the same time to give more adequate account on the weight of the corresponding walks. Due to this improvement, one can relax the moment conditions with respect to those imposed on random variables a ij in [21] and [27] and consider more general ensembles of random matrices than that given by the Wigner ensemble. As an immediate application, the ensemble of dilute random matrices can be studied in details.
Walks, graphs and classes of equivalence
In the present section we introduce classes of equivalences of trajectories I 2s (2.10) and develop a method to estimate the cardinalities of these classes. To do this, we determine and generalize the notions used in the frameworks of the Sinai-Soshnikov approach.
In subsection 3.1, we give the definitions of walks and graphs. In subsection 3.2, we describe the Sinai-Soshnikov classes of equivalence and present the notion of the generalized open instant of self-intersection proposed in [17] . Further modification of the Sinai-Soshnikov classes is presented in subsection 3.3. In subsection 3.4, the number of walks in these new classes of equivalence is estimated.
Trajectories, walks and graphs of walks
Regarding I 2s (2.11), we write that I 2s (t) = i t for integer t ∈ [0, 2s] and say that the couple (i t−1 , i t ) represent the step number t of the trajectory I 2s . Let us consider the set U(I 2s ; t) = {I 2s (t ), 0 ≤ t ≤ t} and denote by |U(I 2s ; t)| its cardinality. Given a particular trajectory I 2s , we construct the walk of trajectory w(I 2s ; t) = w 2s (t), 0 ≤ t ≤ 2s by the following recurrence rules: assuming that there is an infinite ordered alphabet ℵ = {α 1 , α 2 , . . .}, we say that 1) at the initial instant of time, w 2s (0) = α 1 ; 2) if I 2s (t + 1) / ∈ U(I 2s ; t), then w 2s (t + 1) = α |U (I2s;t)|+1 ; if there exists such t ≤ t that I 2s (t + 1) = I 2s (t ), then w 2s (t + 1) = w 2s (t ). One can see that the walk w 2s is a chronological sequence of 2s + 1 symbols reflecting the property whether the new step of the corresponding trajectory I 2s leads to a site that belong to the already existing set of sites or does not belong, i.e. is a new one; if this site is not new, the walk w 2s shows which of the already existing sites is repeated.
Certainly, there can be several trajectories I 2s that have the same walk. For example, two trajectories I 6 = (5, 2, 3, 5, 2, 3, 5) and I 6 = (3, 7, 8, 3, 7, 8, 3) are such that w(I 6 ) = w(I 6 ) = (α 1 , α 2 , α 3 , α 1 , α 2 , α 3 , α 1 ). One can determine in obvious way a partition of the set I 2s of all possible trajectories of 2s steps into classes of equivalence labelled by the walks w 2s . We denote the corresponding classes of equivalence by C(w 2s ).
Regarding the walks w 2s , we will sometimes use, instead of the alphabet ℵ, the greek letters without subscripts. The first symbol of the walk is called the root of the walk. Given w 2s , we determine the graph of the walk g(w 2s ) = (V g , E g ), where V g is a set of vertices labelled by the symbols (or letters) from ℵ. The set of oriented edges E g (g 2s ) contains a couple e = (α, β), α, β ∈ V g , if there exists an instant t such that w 2s (t − 1) = α and w 2s (t) = β. In this case we write that (α, β) = e(t). The set E g (g 2s ) is determined in the way that g 2s = (V g , E g ) is in general a multigraph with cardinality |E g | = 2s. The root of the walk determines the root vertex of its graph. We denote by ρ the root of the graph in the context where its difference with other vertices is important.
Given a walk w 2s , one can also determine the graphg(w 2s ) = (V g ,Ẽ g ) with nonoriented simple edges that we denote by {α, β}. We say that {α, β} ∈Ẽ g if there exists at least one edge of the form (α, β) ∈ E g or (β, α) ∈ E g . We refer to the graph g(w 2s ) as to the frame of the walk w 2s .. We determine the current multiplicity of {α, β} up to time t by variable
The probability law of random variables a (n) ij being symmetric, all their odd moments vanish. Then the non-zero contribution to (2.10) comes from the closed trajectories such that for each frame edge {α, β} M w ({α, β}; 2s) = 0(mod 2).
We refer to such walks as to the even walks. We denote by W 2s the set of all possible even walks of 2s steps. In what follows, we consider the even walks only and refer to them simply as to the walks.
Given w 2s ∈ W 2s , we say that the instant of time t with w 2s (t) = β is marked if the frame edge {α, β} with α = w 2s (t − 1) is passed an odd number of times during the interval [0, t];
M w ({α, β}; t) = 1(mod 2)
In this case we will say that the step t of the walk and the corresponding edge e(t) ∈ E g are marked. All other instants of time, steps and edges are referred to as the non-marked ones. Clearly, the number of the marked steps of the even walk is equal to the number of non-marked steps. We say that M = M w ({α, β}; 2s) is the number of times that w 2s passes the edge {α, β}, or more simply the edge (α, β). Also we say that the number M/2 determines the multiplicity of the edge {α, β}, or simply of (α, β) in g 2s . In the case when M/2 > 1 we will say that (α, β) is multiple or M/2-fold edge.
On Figure 1 we have depicted the multigraph g 14 = g(w 14 ) of the walk
and as well as its frameg(w 2s ). The marked edges of E g are indicated by boldface lines. Given β ∈ V g , we determine its exit cluster D(β) as the set of marked edges e(t i ) such that w 2s (t i − 1) = β. We determine the exit degree of β as deg e (β) = |D(β)| and denote the maximal exit degree of g(w 2s ) as
Instants of self-intersection and Sinai-Soshnikov classes
In the present subsection we describe the Sinai-Soshnikov classes of equivalence [22] and introduce the generalized notion of the instant of open self-intersection proposed in [17] .
Any closed even walk w 2s ∈ W 2s generates a binary sequence θ 2s = θ(w 2s ) of 2s elements 0 and 1 that correspond to the non-marked and the marked steps, respectively. The set of such sequences is in one-by-one correspondence with the set of the Dyck paths of 2s steps [28] . We denote by Θ 2s the set of all Dyck paths of 2s steps.
Regarding β ∈ V g (g 2s ), let us denote by 1 ≤ t
N all marked instants of time such that w 2s (t (β) j ) = β. We say that the N -plet (t
N ) represents the marked arrival instants at β and that e(t (β) j ) is the arrival edge at β. For any non-root vertex β ∈ V g (g 2s ), β = ρ, we have N = N β ≥ 1.
We define also the variable N (t)
β given by the number of marked arrival instants at β during the time interval [0, t]. Now we can introduce the notion of the self-intersection that plays the central role in the Sinai-Soshnikov method. If N β = 2, β = ρ, then the vertex β is said to be the vertex of two-fold (or simple) self-intersection and t (β) 2 represents the instant of simple self-intersection. We will also say that the couple (t
2 ) represents the two-fold self-intersection of the walk.
If N β = k, β = ρ, then β is said to be the vertex of k-fold self-intersection and k is the degree of self-intersection of β. In general, we denote by κ = κ(β) the self-intersection degree of β. For the root vertex ρ, we set κ(ρ) = N ρ + 1.
The following definition generalizes the notion of the open vertex of simple selfintersection introduced in [23] and used in [21] and [27] .
Definition 3.1. The arrival instant t = t (β) with w 2s (t) = β is said to be the non-closed (or open) instant of self-intersection if the step (t − 1, t) is marked and if there exists at least one non-oriented edge {β, γ} ∈Ẽ g attached to β that is passed an odd number of times during the time interval [0, t − 1]. In this case we say that the edge {b, γ} is open up to the arrival instant t = t (β) , or more briefly that this edge is t-open. Also we can say in this case that the vertex β is t-open vertex of selfintersection. The vertex of the closed self-intersection is determined in the obvious complementary way.
Remarks. 1. Definition 3.1 remains valid in the case when γ = β and the graph g 2s has a loop at vertex β. The same is true with respect to the definitions of the k-fold selfintersections. For example, the walk (α, β, β, α) has a simple open self-intersection (1, 2) . We assume that the walk (α, α, α) has a simple self-intersection that is not open. The next example is given by the walk w 6 = (α, β, γ, α, β, γ, α), where the root vertex is the vertex of the two-fold open self-intersection, κ(α) = 2.
Returning to Figure 1 , we see that the walk w 14 is such that κ(α 2 ) = 3 and κ(α 4 ) = 2 and the instants t In papers [23, 27] , the notion of self-intersections is used to introduce the classes of equivalence of the walks w 2s . The walk w 2s ∈ W 2s belongs to the class C (θ) ν(r) , wherē ν(r) = ((ν 2 ; r), ν 3 , ν 4 , . . . , ν s ), when it has the sequence of marked edges determined by θ, and the graph of the walk contains ν 2 vertices of two-fold self-intersections, ν 3 vertices of three-fold self-intersection, etc.; among them there are r open vertices of two-fold self-intersection. One can refer to C (θ) ν(r) as to the Sinai-Soshnikov classes of equivalence. These play the crucial role when estimating the number of walks and trajectories in the right-hand side of (2.1).
In papers [23, 27] and then in [21] , the open instants of self-intersections were considered in the case of two-fold (or simple) self-intersections with κ(β) = 2 only. However, it is shown in [17] that to give the complete description of walks and to obtain correct estimates of terms of the sum (2.1), one has to take into account the open instants of self-intersections of any degree κ ≥ 2. This more informative description is important when counting the number of walks whose graphs contain the vertices of large exit degree (see Section 5 for more details) and cannot be avoided in the frameworks of the method presented.
In paper [17] , the modified classes of equivalence C (θ) (ν,r) were introduced, wherē r = (r 2 , r 3 , . . . , r s ) represents the numbers of open instants of self-intersection at the vertices of κ = j. Basing on this modified description, the upper bound of the type (2.8) is proved in [17] in the limit s n , n → ∞, s n = χn 2/3 for random matrices (2.1) with bounded random variables a ij . The same estimate is obtained in the case of truncated random variables (2.7) with U n = n 1/25 [17] . More informative classes of equivalence require more analysis with respect to that presented in [21, 27] .
To improve the value of U n , one has to pay more attention to the walks whose graphs have edges of high multiplicity. To do this, we introduce further modification of the Sinai-Soshnikov classes of equivalence.
Modified version of Sinai-Soshnikov classes
The new version of the Sinai-Soshnikov classes we propose is inspired by the approach used by Z. Furëdi and J. Komlós [8] to study high moments of adjacency matrices of large random graphs and by the technique developed in [12] to study the spectral norm of ensembles of large dilute random matrices. The basic subject of [8] is given by the trees whose edges are generated at the instants of time when the new vertices are created.
In our approach, we are concerned rather with the graphs whose edges are generated by the instants of time, when the first (or the last) marked edges of g 2s are created. This resembles very much the framesg of walks, but are somehow different. More precisely, we are interested in the marked instants of time that represent the last marked edges of the form (α, β) ∈ E g . The preference of the last passages is due to the certain markovian property of the walks we study. The multiple edges can be considered according to [12] as the layers over the oriented edges ofg 2s . Let us give rigorous definitions.
Regarding each edge (α, β) of the graph g(w 2s ) = (V g , E g ), we determine corresponding µ-instant of time t (µ) (α,β) as the last marked passage of (α, β). The marked edge e (µ) (α,β) = e(t (µ) (α,β) ) is called the µ-edge of g 2s . Denoting the set of all µ-edges of g 2s byẼ (µ) g , we say that the graphg
) represents the µ-structure of the walk w 2s .
If there exist two µ-edges (α, β) and (β, α), then we say that these vertices are joined by a multiple µ-edge that consists of the first and the second µ-edges according to their chronological order.
Regarding the next-to-last marked passage of (α, β), we say that it represents the p-edge of E g . All marked edges of E g that are other than µ-edges and p-edges are referred to as the q-edges. We say that the next to p-edge in the inverse chronological order marked passage of the edge (α, β) (if it exists) determines the first layer of the q-edges. Then it is easy to continue and to determine the second layer of q-edges and so on.
Let the non-root vertex β ∈ V g , β = ρ be such that there are m µ-edges of the
g . The we say that β is the vertex of the µ-self-intersection of the degree m and write that κ µ (β) = m. From now on, we denote the self-intersection degree of β in the Sinai-Soshnikov sense by κ ν (β). Then κ µ (β) ≤ κ ν (β) and the equality holds in the case when there is no p-edges that arrive at β. We denote by M ρ the number of µ-edges of the form α i , ρ and set κ µ (ρ) = M ρ + 1.
The modified version of Sinai-Soshnikov classes is given by the classes C (θ) (μ, P,Q), where the setμ = (µ 1 , µ 2 , . . . , µ s ) describes the vertices of the µ-structure of the walk, µ m being the number of vertices of the µ-self-intersection degree m; P represents the total number of p-edges and the setQ = (Q 1 , Q 2 , . . . , Q s ) is such that Q j represents the number of q-edges in the j-th layer of the graph g 2s .
The walk of Figure 1 has five µ-instants; these are 1, 2, 5, 6, 8, 10 with e(2) and e(10) being the first and the second µ-edges, respectively. This walk belongs to the class C(μ, P,Q) with µ 1 = 4, µ 2 = 0, µ 3 = 1, P = 1, and Q i = 0.
Estimates of the number of walks
In this subsection we describe in details the main principles of the Sinai-Soshnikov technique. One starts with a given Dyck path and estimate the number of possibilities to create a walk w 2s such that its graph g 2s is of the typeν.
Any Dyck path θ ∈ Θ 2s generates an ordered sequence of s marked instants of time 1 ≤ ξ 1 < ξ 2 < . . . < ξ s ≤ 2s. We denote the corresponding set by Ξ s = (ξ 1 , . . . , ξ s ). To construct a walk with one self-intersection of degree k, we have to indicate the k marked instants that produce the corresponding k-plet. To construct a walk with a number of self-intersections, we have to point out several l-plets with corresponding l's. This gives a prescription for the walk where to go at the next-in-turn marked instant of time. No such a prescription is given for the non-marked instants of time (see Section 5 for more details). If the walk leaves the vertex of self-intersection β at the non-marked instant, it can have a certain choice of the vertices where to go. We denote the upper bound for this choice by Υ(β).
Let us denote by Ψ s (ν) the number of possibilities to produce a partition of the set Ξ s of s labelled elements that contains ν k non-intersecting subsets of k elements, k = 1, . . . , s such that s = s k=1 kν k . Then it is not hard to see that
where we have used the obvious inequality s!/(s − a)! ≤ s a . One can consider the last product over k as the product over vertices of self-intersection.
To get the estimate for the number of all possible walks, we have to multiply the right-hand side of (3.1) by the upper bound Υ. It is shown in [22] 
k . For the moment, we ignore in (3.1) the special role of the root vertex (see Appendix C, subsection 5.3 for more details). Multiplying the right-hand side of (3.1) by β Υ(β), we get the upper bound for the number of walks in the class of equivalence C(ν).
More precise bound for the number of walks can be obtained by using the notion of the open simple self-intersection. In this case one can replace Υ 2 by 1 in the cases when the self-intersection in β is not open and by 3 if this self-intersection id the open one. It is argued in papers [23, 27] that the number of walks in the class C
where r is the number of open simple self-intersections and p is the number of simple self-intersections that produce the edges of multiplicity two with the same orientation of edges and d is the upper bound for the maximal exit degree of g 2s , is bounded as follows
where H θ = max 1≤t≤2s θ(t) and Υ k = (2k) k . When deriving (3.2) in [23, 27] , the arguments somewhat different from the combinatorial reasoning of (3.1) are used. We discuss the proof of (3.2) in subsection 5.3. Now let us determine the class C (θ) (μ, P , P ,Q, r), where we denote by r the number of simple ν-self-intersections that are open ones. Variable P m represents the numbers of p-edges attached at the vertices β such that κ µ (β) = m. The number P denotes the number of µ-edges of the form (α, β) such that there exists the µ-edge of the form (β, α). We can consider these P edges as the second µ-edges in the multiple µ-edges.
The following statement gives the upper bound of the number of walks in the class C (θ) (μ, P , P ,Q, r) that generalizes in natural way the bounds (3.1) and (3.2).
Lemma 3.1. Let us consider the class of equivalence C (θ)
d,k0 (μ, P , P ,Q, r) of walks w 2s such that in their graphs g(w 2s ) the maximal exit degree is equal to d and such
and sup
Then the number of walks in this class is bounded as follows,
where we denoted
We prove Lemma 3.1 in Appendix D at the end of this paper. Lemma 3.1 provides us with the main tool to estimate the terms of the right-hand side of (2.10). In Section 4, we will use either estimate (3.2) or estimate (3.4).
Proof of Theorem 2.2
For simplicity, we will assume that v 2 = 1/4. Following the general Sinai-SoshnikovRuzmaikina scheme, we represent the right-hand side of (2.10) as the sum of four terms,
where
2s is the sum over the subset I
2s of walks I 2s such that there is no edges of the frameẼ g (g 2s ) passed by w(I 2s ) more than two times and
2s ; (4.2)
• Z
2s of I 2s such that |ν(I 2k )| 1 ≤ C 0 s 2 /n, D(g 2s ) ≤ n δ and there exists at least one edge inẼ g (g 2s ) passed by w(I 2s ) more than two times;
• Z (3) 2s is the sum over the subset I (3) 2s of I 2s such that |ν(I 2k )| 1 ≤ C 0 s 2 /n, D(g 2s ) > n δ and there exists at least one edge inẼ g (g 2s ) passed by w(I 2s ) more than two times;
• Z (4) 2s is the sum over the subset I (4) 2s of I 2s such that |ν(
where the constant C 0 is determined in the study of Z
2s . Regarding the four terms Z (i) 2s , one will see that the only one term Z (1) 2s provides a non-zero contribution to (4.1), while the other terms vanish in the limit (s, n) χ → ∞.
Estimate of Z (1) 2s
Regarding a walk w 2s ∈ C (θ) (ν, r), we observe that the number of vertices in the graph g(w 2s ) is given by
Then each class of equivalence C I (w 2s ) is of the cardinality
The following lemma plays the crucial role in the estimates of the terms of (4.1).
Lemma 4.1.
[22] If s < n, then for arbitrary positive natural σ < s, the following inequality holds
Proof. One can use equality 1 − k/n = exp{log(1 − k/n)} and then apply the Taylor series.
Regarding the sum over the classes of equivalence C (θ) (ν, r), using (3.1) together with the result of Lemma 4.1 and taking into account the obvious bound for the weightΠ(I 2s ) ≤ v 2s ≤ 4 −s (2.10), we write inequality
Passing to the sum over all ν i ≥ 0, i ≥ 2 without any restriction, we obtain inequality
1/k . The Stirling formula implies that
Then the following estimate holds (cf. (2.8)) lim sup
Let us note that one can extract from Z
2s the sub-sumŽ (1) 2s over the walks from the subsets I (1) 2s such that g(w 2s ) has at least one loop given by a marked edge of the form (α, α). Using analog of formula(4.3) with obvious modifications, it is easy to show thatŽ
2s and therefore the walks with loops do not contribute to the upper bound of Z (1) 2s .
Estimate of Z (2) 2s
Let k 0 be an integer such that
Given a walk w 2s , we say that it belongs to a classĈ
d,k0 (μ, P , P ,Q, r,ν (k0) ) with
. . , ν s ), if the graph g(w 2s ) has ν k vertices β such that κ ν (β ) = k, k ≥ k 0 ; as for the set of vertices β ∈ V g with κ ν (β ) ≤ k 0 , we split it into a partition into subsets of µ 1 , µ 2 , . . . , µ k0 groups according to the µ-self-intersection degree of the vertex; the set of arrival edges at these vertices β is such that the total number of p-edges is equal to P , the number of double µ-edges is equal to P and the layers of q-edges are characterized byQ = (Q 1 , . . . Q k0 ); there are r open instants of selfintersection at the vertices of the ν-self-intersection degree 2. Also we assume that in the graphg = (V g ,Ẽ g ) there exists at least one edge passed by w 2s ∈Ĉ more than two times; then
Regarding the weightΠ(I 2s ) of the trajectory I 2s (2.10) such that its walk w 2s belongs toĈ
d,k0 (μ, P , P ,Q, r,ν (k0) ), we replace by U n the random variables to the marked steps of q-edges and their non-marked counterparts; also the random variables whose marked edges arrive at the vertices of N k with k > k 0 are replaced together by their non-marked closures by U n . Then we get the estimatê
where |Q| = j≥1 Q j . Now we are ready to estimate Z
2s .
Multiplying the right-hand side of (3.4) by n(n−1) · · · (n−s+|ν| 1 )/n s and taking into account (3.5) and (4.7), we get the following inequality:
ν,μ,P ,P ,Q:
where we have used the decomposition n s = n s−σ n σ and equality
Also we have taken into account the bounds
In what follows, we omit the condition
and consider the sum over all possible values ofν,μ, P , P andQ such that (4.6) is verified. The sum over µ 2 can be estimated exactly as the sum over ν 2 in the previous subsection. The sum over µ m , m ≥ 3 gives the bound
Regarding the sum over Q j+1 , j ≥ 3 and remembering (2.7), we can write that
In the latter inequality, we have used the general bound d ≤ s = χn 2/3 . Although in the sub-sum Z (2) 2s the maximal exit degree is bounded by n δ , the estimate of the form (4.9) will be used in the next subsection when estimating Z
If
Using this inequality, it is easy to prove by recurrence that
The sums over P and P such that P + P ≥ 1 are estimated as follows,
Finally, for the factors with k ≥ k 0 + 1 we have
Using this observation and remembering that d ≤ n δ , we finally obtain from (4.8) that
Remembering definition (4.5), we see that
(4.11)
Estimate of Z (3) 2s
By definition, the sub-sum Z
2s involves the walks that have large maximal exit degree D(g 2s ) of their graphs. This makes possible the presence of large number of edges of high multiplicity. It is observed in papers [21, 27] that graph of the walk w 2s can have large exit degree in the following two cases. The large exit cluster can be produced by the walk either a) when the Dyck path θ 2s is such that the corresponding Catalan tree T s contains a vertex with a high degree; the fraction of such trees is exponentially small with respect to the total number |Θ 2s | (for the proof, see Appendix F at the end of the paper) or b) in the complementary to (a) case, when T s does not contain vertices of high degree (we say that it is a typical tree), but the self-intersection degree κ ν (β ) = k is high; the marked edges of self-intersections can bring to β at the marked instants of time the exit clusters of different parts of the underlying tree T s of the walk.
The number of elements in the latter family of walks can be estimated with the help of the observation that the contribution of walks whose graphs have vertices with high k vanishes in the limit (s, n) µ → ∞ because of the factor s k /n k −1 . In these two cases the growth of the maximal exit degree is compensated by the strong exponential decay of the number of corresponding walks. However, the two cases described do not give the complete account on the situation. In paper [17] , we have detected and studied the third possibility not observed in [21, 27] . The decrease of the number of walks in this case is much slower than in the cases (a) and (b) that makes its contribution decisive.
In paper [17] , it is observed that even for the walks with typical θ 2s , the large exit cluster can emerge at the vertices β of low ν-self-intersection degree and this happens c) when the different exit clusters of a typical tree T s can be brought at β at the non-marked instant of times.
This third situation is possible when the walk produces a number of instants of broken tree structure or the BTS-instants, see Appendix G, Section 5. The need to take into account the third case makes the estimate of Z (3) 2s essentially different to the corresponding parts of papers [21] and [27] . Let us note here that the notion of the walk with BTS-instants is close to the notion of non-backtracking walks introduced recently in the random matrix theory [24, 25, 26] . We discuss relations between them in more details in the Appendix F, Section 5.
Let us pass to the study of the sub-sum Z
2s . Given positive u, let us denote by Θ (u) 2s the subset of Θ 2s such that corresponding Catalan tree T has at least one vertex of the degree not less than u,
Let us denote by β 0 the vertex of V g such that deg e (β 0 ) = D(g 2s ). The exit cluster of β 0 can be separated into a number of subset, each subset includes the edges that have the same parental vertex in the underlying tree θ. Let us denote by K the number of such groups. It is obvious that the underlying tree belongs in this case to the subset Θ 
The presence of open instants of self-intersection leads to the presence of O-restricted edges (see Appendices A and E, Section 5). Denoting by R µ , R p , R p , R q and R ν the numbers of O-restricted edges among the µ-, p-, q-and ν-edges, we can write the following natural generalization of (4.8),
μ,ν,P ,P ,Q:
where M and N denote the self-intersection degrees of β 0 with the asterisk at the sum over µ, ν indicating that this sum is such that either µ M ≥ 1 or ν N ≥ 1 and where we denoted
To estimate the right-hand side of (4.12), let us perform the preparative computations that we present in three different parts. 
and F n = 2k 0 χ n 1/4 . Regarding the two first factors of the right-hand side of (4.13), we conclude that the following inequalities hold
provided n ≥ e 12h . Regarding the last factor of the right-hand side of (4.13) , we can write that
, if there exists M such that the sum µi runs over µ M ≥ 1.
In this estimate we assumed that n is such that
Then it follows from (4.14) and (4.15) that
(4.16)
B) The same computation as before shows that
and Φ n = C 1 χ n δ and therefore
2h/δ and max{ϕ n , Φ n } ≤ min{1/4, 1/h}.
Part II. Let us consider the sum over µ 2 , r 2 of the right-hand side of (4.12) and denote X 1 = s 2 /n and X 2 = 6sH θ /n. Elementary computation shows that if h > 1, then
The same reasoning will be used when considering the sums over r 3 and over P , R p , P , R p of (4.12).
Part III. Finally, let us consider the last line of (4.12) with U 2 n replaced by n 1/3−2δ . Let us assume that R (j) q ≥ R j ≥ 1 for some 2 ≤ j ≤ s. Then using (4.21), we can write that
Qj .
Taking into account that d + 2hH θ ≤ χn 2/3 (1 + h) and assuming that n is such that eχ(1 + 2h) ≤ n 2δ , we use the same reasoning as that used in (4.9) and prove by recurrence that for given setR = (R 1 , . . . , R s ),
Now we are ready to give the estimate of the right-hand side of (4.12) that we multiply and divide by h L . Using inequality
that we prove in the Appendix E, Section 5 and taking into account inequalities (4.16)-(4.19) we obtain after summation that
Remembering that k 0 ≥ 4, we see that the question of the estimate of (4.21) is reduced to the study of the maximal value of the function
Elementary analysis shows that this function gets its maximal value at the point y 0 = dk 0 /(2 log h) − k 0 and
Taking into account that d ≤ s = χn 2/3 , we get inequality
Returning to (4.21) and using (4.22) with d ≥ n δ , we get the estimate
that certainly implies relation
Estimate of Z (4) 2s
In this subsection, we follow the lines of the proof indicated in [21] and completed in [17] . We do not need here the µ-structure of the walk w 2s and consider the ν-structure only. Lemma 4.1. Given any walk w 2s of the class C(ν), the weight Π(w 2s ) is bounded as follows;Π
Proof. Regarding a vertex γ with κ(γ) ≥ 2 of g(w 2s ) = (V g , E g ), we color in red the first two marked arrival edges at γ and their non-marked closures. Passing to another vertex with κ ≥ 2, we repeat the same procedure and finally get 4 s k=2 ν k red edges. We also color in red the first marked arrival edge at the root vertex ρ, as well as its non-marked closure. Regarding the vertices β with κ(β) = 1, we color in blue the marked arrival edges and their non-marked counterparts.
In g 2s , it remains 2 s k=2 (k−2)ν k non-colored (grey) edges. Regarding the weight Π(w 2s ), let us replace the random variables that correspond to the grey edges by their upper bounds 2U n . Then we get inequalitŷ
whereΠ * (w 2s ) represents the product of the mathematical expectations of the random variables associated with the colored edges of E g . Let us denote by g * = (V g , E * g ) the graph with oriented marked colored edges.
Letβ be a vertex of g * that serves as the end of two red edges we denote by (α ,β) and (α ,β). Let us first assume that α = α . Then it is not hard to see that there can be only one red or blue edge (β, α ) ∈ E * g . If it would be two red edges (β, α ), then α should be the root vertex ρ, but we assumed from the very beginning that ρ always has already one invisible arrival edge; therefore one of these two red edges is actually the grey one absent in E * g . The same concerns the vertex α . Thus in this case the weight contribution of the edges that end atβ is bounded by V 
The same reasoning show that if α = α = α, then it exists only one red edge of the form (β, α). Then the edges that end atβ provide the contribution not greater than V 6 .
The total number of such verticesβ is bounded by 2 k≥2 ν k . Then clearlŷ Π * (w 2s ) ≤ k≥2 (4V 12 ) ν k and (4.25) follows.
Let us prove that Z
Using inequality (3.1) and taking into account (4.25), we can write that
Denoting |ν| 2 = s k=2 (k − 2)ν k , using identity n s = n s−σ n σ and taking into account that
we obtain from (4.27) that
Multiplying and dividing the right-hand side of (4.28) by σ!/(σ − ζ)!, we obtain that
Now we separate the sum over σ into two parts:
and denote by Z 
where we have used the multinomial theorem with respect to the sum overν that gives the factor (1 + (1/2) + . . .
2πσ, we see that
Remembering that σ ≥ C 0 s 2 /n, we see that the last series converges provided
and then Z (4;1) 2s
2s , we deduce from (4.29) inequalities
Then Z (4;2) 2s
= o(1) in the limit (s, n) χ → ∞. This fact completes the proof of the estimate (4.26).
Proof of Theorem 2.2
Regarding estimate (4.4) together with relations (4.11), (4.24) and (4.26), we see that main technical inequality (2.7) is true. Returning to the representation (4.1), whereM
2s is given as the sum of Z
2s , i = 1, 2, 3, 4, we see that the leading contribution toM (n) 2s is provided by the sub-sum Z (1) 2s over the walks that have no multiple edges because the sum over subset of walks with multiple edges is given by Z (2) 2s + Z (3) 2s + Z (4) 2s and their contribution vanishes in the limit (s, n) χ → ∞. Also the walks whose graphs have at least one loop do not contribute to the limiting expression forM (n) 2s . comes from the walks whose graphs have no loops. Therefore one can conclude that although the upper bound (2.7) depends on the technical constants C 0 and C 2 by (4.30) and (4.23), the leading contribution toM (n) 2 sn does not depend on particular values of the moments V 2k = E a 2k ij , 2 ≤ k ≤ 6. This implies the universality of the upper bound lim sup sn=χn 2/3 , n→∞ E Tr (Â (n) ) 2 sn .
Moreover, the leading contribution to the moments of Wigner random matriceŝ M (n) 2s coincides with that obtained for the moments of the matrices of Gaussian Orthogonal Ensemble. In the latter case, the limit of M (n) 2sn (2.4) is known to exist [27] . Then the limit (2.6) also exists. Theorem 2.2 is proved.
Remark. Here we are in the situation similar to that encountered in paper [27] , where the estimate of the form of (2.8) is obtained under condition (1.4). Although it is not clearly indicated in [27] , the upper bounds obtained there depend on the value of the constant C a . However, the leading contribution to the corresponding moments M (n) 2s comes from the walks with no multiple edges. This implies universality of lim sup (s,n)χ→∞ M (n) 2s with respect to the probability distribution of random variables a ij . The same concern the estimates given in [21] that should involve the constant C b of (1.5).
As one can see from the proof of Lemma 4.1, the lower bound for the constant C 0 used in (4.30) is not optimal. One can diminish the order of V 2k , k = 6 for smaller values of k. However, it is not clear whether one can get rid of this dependence of C 0 and C 2 on the higher moments of a ij completely when working in the frameworks of the method developed.
Proof of Theorem 2.1
Using the standard arguments of the probability theory, we can write that
). Then, regarding the limit s n , n → ∞, s n = χn 2/3 , we deduce with the help of (2.7) the following bound lim sup 
.32) is also true with G(χ) replaced by L(χ).
Let us consider the subset Λ n ⊆ Ω Λ n = ∩ 1≤i≤j≤n ω : |a ij | ≤ n 1/6−δ .
Then obviously
It is easy to see that
under condition (2.3) of Theorem 2.1 (see the end of Section 5). Then (4.33) combined with inequality (4.31) and convergence (2.6) implies the bound (2.4). Theorem 2.1 is proved.
5 Background statements and auxiliary estimates
Appendix A. Description and construction of walks
A walk w 2s , being a sequence of labels, is determined by its values at the marked and the non-marked instants of time. Therefore we observe that the walk is uniquely determined if the following two conditions are verified: (i) the marked instants of time are regrouped according to the multiplets that correspond to the self-intersections of the typeν;
(ii) a rule Υ that prescribes the exits from a vertex at the non-marked instants of time is fixed. In this subsection we discuss the item (i), postponing the item (ii) to the next one.
It follows from (i) and (ii) that given Υ and having counted all possible values at the windows that correspond to the marked arrival edges at all vertices, we obtain the estimate for the number of all walks of the type {ν, Υ}. Certainly, these possible values are not all the admissible ones. When constructing the walk of the type {ν, Υ}, some of the combinations of values at the windows will be rejected. Let us refer to this action that sorts the admissible values and reject the rest as to the filtering procedure.
Two particular cases are important for us: the filtering by the presence of multiple edges and the filtering by the condition to have the open instants of self-intersection. In these studies, the following observation is useful.
As we have seen in the formula (3.1), the number of possibilities to choose the joint values forν instants of self-intersection is bounded by the product of the numbers that describe the choice of these values at each vertex independently. Let us refer to this evident but important statement as to the independence principle for the marked instants of time. Let us also note that the same independence principle is valid for the rules mentioned in the item (ii) above.
Filtering by multiple edges
Let us consider one vertex β such that κ µ (β) = m and κ ν (β) = k. Given the values at the marked µ-edges that arrive at β and having prescribed all marked arrival instants at other vertices and the rule Υ, we consider the family of all walks w 2s such that the maximal exit degree of their graphs is bounded by d. Then at each of the windows that correspond to l = k − m multiple edges that arrive at β one can see not more than d different values.
Filtering by instants of open self-intersection
Let us consider first the case of the simple open self-intersection. If (x 1 , x 2 ) represent the open self-intersection and the marked instant x 2 is fixed as well as the marked arrival instants at all other vertices together with the rule Υ, the walk, at the instant ξ x2 looks for a marked open edge to join one of the two vertices attached to it. There are not more than θ(ξ x2 ) ξ x2 -open edges, and its head and tail are uniquely determined by the first arrival instants to them. Therefore the instant x 1 can be chosen from the set of cardinality bounded by 2θ(ξ x2 ) ≤ 2H θ , where H θ = max 0≤t≤2s θ(t). This is almost the same reasoning as the one presented in [21, 27] . Now let us consider the instants of ν-self-intersections of the degree k ≥ 3. Let the j + 1-th marked arrival instant at β that we denote by x is the first arrival instant that is the open one, with 1 ≤ x 1 < . . . < x j previous marked arrival instants at β. This means that at the instant ξ x the walk searches to join a vertex β such that N (t) β = j, t = ξ x and there exists at least one ξ x -open edge attached to β . There are not more than H θ such edges and the choice is restricted to the set of not more than 2H θ vertices.
Let us stress here that set of vertices β of j-fold self-intersection performed by the walk during the time interval [0, ξ x − 1] is determined by the values of the last arrivals at β given by ξ x j . Therefore the restriction concerns the instants x j that can be chosen from the set of the cardinality bounded by 2H θ .
This important principle of the last arrival reflects the key property of the selfintersections events with respect to the set of all possible walks regarded as the probability space. We do not develop the notion of the self-intersection events here. Finally, let us note that we have implicitly used the last-arrival principle in the filtering by the multiple edges also.
By the arguments above, we have shown that the fact to have the first open selfintersection at the j + 1-th arrival at the vertex β produces a filtering of the value of the j-th arrival at β. Let us say that in this case the values of the j-th window are O-restricted.
As for the filtering by the multiple edges, we will say that the values at the corresponding windows are M-restricted.
Summing up, we have proved in this subsection the following statement. Lemma 5.1 Given P marked arrival instants to be the M-restricted ones and having fixed all other instants of self-intersection and the rule Υ, there is not more than d
P possible values at these windows that can be seen during the run over all possible walks with the maximal exit degree bounded by d. Given R marked arrival instants to be the O-restricted ones, there are not more than (2H θ )
R possible values at these windows seen during the run over all possible walks that have underlying Dyck path θ with all other instants of self-intersection fixed and with given rule Υ.
Appendix B. Proof of estimate (3.5)
The proof of (3.3) is based on the following statement that generalizes corresponding result of [17] .
Lemma 5.2. Consider a walk w 2s whose graph g 2s contains a vertex β of m-fold µ-self-intersection with p β and q β arrival p-edges and q-edges, respectively. Clearly, m + p β + q β = k, where k = κ ν (β). The following statements are true: a) the total number of non-marked edges of the form (β, γ i ) is equal to k; b) if the exit degree of β is bounded by d, then at any instant of time t the number of non-closed edges attached to β is bounded by m + d; at any instant of time t the total number of marked edges attached to β is bounded by 2(m + p β + q β ) = 2k.
Proof.
Let us first consider the case when the graph g 2s has no loops attached to β. We denote by I andĪ the numbers of marked and non-marked edges that arrive at β and by O andŌ the numbers of marked and non-marked edges that leave β. The walk w 2s being closed, the total number of arrival edges is equal to the total number of exit edges. The walk is even, and therefore the total number of marked edges attached to β is equal to the total number of non-marked edges attached to β. 
The first part of the Lemma is proved.
To prove the second statement of Lemma 5.2, we introduce the variables I(t), I(t), O(t), andŌ(t) that count the corresponding number of edges during the time interval [0, t − 1]. Regarding the number of the edges A β (t) attached to β that are t-open in the sense of Definition 2.1, one gets inequalities
If the walk has left β at the instant t, then I(t) +Ī(t) = O(t) +Ō(t) + φ, where φ equals to 0 or 1 in dependence whether β is the root vertex of g 2s or not. Then we get equality O(t) = I(t) +Ī(t) −Ō(t) − φ that together with (5.2) implies the estimate Proof of estimate (3.5). It follows from Lemma 5.2 that for any vertex β of the graph of the walk w 2s ∈ C d,k0 (μ, P , P , Q, r), such that κ µ (β) ≥ 4, we can apply the estimate Υ(β) ≤ (2k 0 ) m+p β +q β .
It is not easy to see that if κ µ (β) = 1, then the non-trivial case is given by p β = 1. we can write the estimate
The last two cases with p β ≥ 1 are described by the relations
If κ µ (β) = 3 and p β = 0, then Υ(β) ≤ 6.
Regarding the product over all vertices β ∈ E g that takes into account all p-and q-edges, and taking into account the fact that simple open ν-intersections give factors 3, we get formula (3.5).
Remark. It is easy to see that if the walk w
• 2s is such that µ m = 0, 2 ≤ m ≤ s, then the graph g(w 2s ) is given by a rooted tree. Then at marked arrival instant of time t such that w • 2s (t) = β, there is no non-closed marked edges attached to β excepting e(t). Then is the step t + 1 is non-marked, then walk has no choice where to go. So its values at non-marked instants of time are completely determined and therefore Υ(β) = 1 for all β.
We refer to such walks w
• 2s as to the tree-structure walks. We shall see later that the presence of non-trivial factors Υ(β) = 1 is related with the breaks of the tree structure that the walk performs during its run.
Appendix C. Proof of inequality (3.2)
Let us start with a version of the formula (3.1) that takes into account the N marked arrival instants at the root vertex ρ. In this case the number of possibilities to produce a partition of the set Ξ s is given by (3.3) ). This condition is fulfilled in the case (4.2) we consider. Therefore, the left-hand side of formula (3.1) is in agreement with the definition of the self-intersection degree of the root vertex and can be used without restrictions in all reasonings below.
Let us derive the estimate (3.2) for the class C (ν, r, p) . According to the observations of Appendix A, we can say that there are p windows with M-restrictions and r windows with O-restrictions. These represent the first arrivals instants at the vertices of simple self-intersections; these arrivals correspond to the double edges and the open self-intersections, correspondingly. We assume that if a window is M-restricted and O-restricted at the same time, it is simply O-restricted.
Applying a version of formula (3.1) and remembering the independence principle, we get the bound
where Υ(ν, r) ≤ 3 r s k=3 (2k) k . Now (3.2) can be easily obtained with the help of the same computation as that of inequality (3.1).
Regarding (3.2), we can say that among ν 2 simple self-intersections, we point out r and p ones that will be O-and M-restricted and replace at the corresponding windows the factors s by H θ and d, respectively. Then (3.2) can be viewed as a more informative version of (3.1), where the right-hand side is multiplied by
r . This gives a rapid but somehow non-rigorous description of the combinatorial argument presented above. In the next subsections, we will use this simplified reasoning with the rigorous proofs kept at the backstage.
Appendix D. The form of inequality (3.4)
The upper bound for the cardinality |C (θ) d,k0 (μ, P , P ,Q, r)| can be immediately obtained by the joint use of the combinatorial argument that is exactly the same as that brought into play in (5.4) together with the statements of Lemma 5.1. Then the standard inequality of the form of (3.1) leads to the right-hand side of (3.4). Let us explain the form of (3.4) in the terms of the previous subsection.
Regarding the m=1 mµ m = |μ| edges of the µ-structure of the walk with r open instants of simple ν-self-intersections, we choose a set of values at the windows that correspond to marked arrival instants of these µ-edges. This produces the three first factors of the right-hand side of (3.4) .
Regarding the µ-structures with P multiple µ-edges, we can use the reasoning presented at the end of the previous subsection. Namely, we point out P µ-edges that will play the role of the multiple µ-edges. The µ-edges that represent the first arrivals cannot be used here. Therefore P edges has to be chosen from the set of |μ| 1 ordered edges. There are |μ|1 P possibilities to do this, and in each M-restricted window we use the factor d.
The µ-edges being ordered, we have to choose P non-labelled places where to put the p-edges. This can be done by not more than |μ|−|μ|1 P ways. Certainly,
Then we prescribe to P windows the values from the set bounded by d. Each instant of time that corresponds to µ-edges designates the last arrival time at the corresponding vertex. The instant of p-edge is M-restricted and the set of such instants is bounded by D(g 2s ) ≤ d. This explains the form of the first factor at the last line of (3.2).
For P multiple µ-edges we also have to choose corresponding µ-edges that will play this role. However, this cannot be the first µ-arrivals at the vertices, and we choose P edges from the set of cardinality k0 m=1 (m − 1)µ m = |μ| 1 . The restriction is that the walk has not more that k 0 vertices to choose. Then we get the bound (k 0 |μ| 1 ) P /(P !) and there are P factors s less in the expression that estimate the number of walks with given µ-structure.
Regarding Q 1 non-labelled elements that determine the edges of the first q-layer, we have not more than
possibilities to put them onto ordered p-edges and the multiple µ-edges. These instants are M-restricted and the set of vertices to choose is bounded by each time by d. Regarding Q 2 edges of the second layer of q-edges, we get the factor (Q 1 d) Q2 /Q 2 ! and so on. Gathering the arguments presented above, we arrive at (3.4).
Appendix E. The form of inequality (4.12)
The form of the factors in square brackets in the left-hand side of (4.12) will be explained in the Appendix H below. The remaining part of the right-hand side of (4.12) can be easily obtained by the use of the arguments analogous to that of (3.1) and of (5.4) together with the results of Lemma 5.1. Let us explain the form of the right-hand side of (4.12) in terms of the subsection 5.3.
Let us consider a walk w 2s that have the total number of open instants os selfintersection R, R ≥ L. Regarding the graph of w 2s , we write R = R (1) + R (2) , where R
(1) and R (2) determine the numbers of open instants of self-intersection at the vertices β and β such that κ ν (β ) ≤ k 0 and κ ν (β ) ≥ k 0 + 1, respectively.
We represent R (2) as the sum of r k , k ≥ k 0 + 1, where r k is the number of instants of open self-intersection at the vertices β with κ ν (β) = k and observe that there is not more than
possibilities to choose these instants among the first k −1 arrivals at the corresponding vertices. This gives an extra factor of (4.12) with respect to (4.8). In the estimate of the factor obtained is performed in Part I (B) of subsection 4.3. The main observation here is that if r k > 0, then ν k > 0; this produces factors that vanish in the limit n → ∞, as it is shown in formula (4.17).
Let us consider the vertices β . Having R (1) instants of open self-intersection, we conclude that there are at least R (0) ≥ R 1 /k 0 vertices where at least one marked arrival instant is O-restricted. Therefore in w 2s , there are at least R (0) O-restricted arrival instants at the vertices β . Now we can write that
where r m is the number of O-restricted windows among µ-edges, and R p , R p , R Denoting R (2) by R ν and
, we see that the sum runs over the number of O-restricted and open instants of self-intersections such that
We use in (4.12) the same expressions for Υ k as in (4.8).
Appendix F. Proof of inequality (4.20)
There is one-to-one correspondence between the set Θ 2s of Dyck paths of 2s steps θ 2s and the set T s of plane rooted trees T s of s + 1 vertices. This correspondence is given by the chronological run over the tree T s [28] . The edges of T s being oriented by recurrence to spread out from the parent, one can determine the exit degree of a vertex deg e (β). 
To make the paper self-contained, let us present the elementary proof [12] based on the recurrence properties of the Catalan numbers
It is known [28] that these numbers verify equality
that we refer to as the main recurrence relation.
Proof of Lemma 5.4. Let us consider the subset of treesŤ
whose root is of the exit degree d ≥ 2 and denote byť
One can rewrite (5.7) in the form
Then we obtain the following recurrencě
s . It follows from the main recurrence relation (5.6) thatť 
Taking into account that t s−2 ≥ t s−1 /4, we obtain the estimateť Taking into account the main recurrence relation (5.6), we derive from (5.9) the needed estimate (5.5). Lemma is proved.
We complete this subsection with the following observations. Let a rooted plane tree T s ∈ T s be fixed. Denote by N (2) (T s ) the number of possibilities to mark two edges of T s that belong to the same exit cluster. Then
represents the total number of walks w 2s that have exactly one multiple edge of multiplicity 2 and no other self-intersections.
To prove (5.10), we repeat the argument used in the left-hand side of (5.9) and write that
where as usual, the sum runs over the values u, v i ≥ 0. This equality means that the generating function
where ϕ(τ ) = k≥0 t k τ k is such that, according to (5.6), the following relations hold:
Using these relations, one can easily obtain that
Then (5.10) follows from this relation and elementary observation that
More generally, the total number of possibilities to mark m different edges from the same exit cluster given by equality
Then we can write that
Let us stress that here and below the inequalities mean that we are allowed to compare the coefficients of the generating functions.
Introducing an auxiliary function G (l) (τ ) = (2τ ϕ(τ )) l / √ 1 − 4τ , we see that
This inequality means that
Using inequality t k+m−1 ≤ 4 m−1 t k , we finally get the estimate for the number of walks w 2s that have exactly one m-multiple edge and no other self-intersections:
Appendix G. BTS-instants and imported cells
In this subsection we study the properties of walks w 2s that give us tools to control the cases when the graphs g(w 2s ) have vertices of large exit degree; we follow mostly the lines of [17] . Given a walk w 2s , we consider a vertex of its graph β ∈ V g (g(w 2s )) and refer to the marked arrival edges (α, β) ∈ E g (g(w 2s )) as to the primary cells of w 2s at β.
To consider the case of non-marked arrival edges at β, we proceed as follows. Given a walk w 2s , we determine the following procedure of reduction that we denote by P: find an instant of time 1 ≤ t < 2s such that the step (t − 1, t) is marked and w 2s (t − 1) = w 2s (t + 1); if it exists, consider a new walk w 2s−2 = P(w 2s ) given by a sequence w 2s = (w 2s (0), w 2s (1), . . . , w 2s (t − 1), w 2s (t + 1) , . . . , w 2s (2s)).
Performing this procedure once more, one gets the next in turn walk w 2s = P(w 2s ). Repeating this procedure as many times as it is possible, we denote byW (w 2s ) the walk obtained as a result when all of the reductions are performed. Let us note that W (w 2s ) is again a walk that can be transformed into the minimal one by renumbering the values ofW (t), t ≥ 1. Then one can construct the graphḡ(w 2s ) = g(W (w 2s )). We accept the point of view when the graphḡ(w 2s ) is considered as a sub-graph of g(w 2s )
and assume that the edges ofḡ(w 2s ) are ordered according to the order of the edges of g(w 2s ). On Figure 2 , the graph of the walk w 14 is shown as well as its reduced counterpart g(w 14 ).
Definition 5.1. Given a walk w 2s , we consider a vertex of its graph β ∈ V g (g(w 2s )) and refer to the marked arrival edges (α, β) ∈ E g (g(w 2s )) as to the primary cells of w 2s at β. If β ∈ V g (g(W )) withW =W (w 2s ), then we call the non-marked arrival edges (a , β) ∈ E g (g(W )) the imported cells of w 2s at β.
As we will see later, in order to control the exit degree of a vertex of a walk with typical θ, one needs to take into account the number of imported cells at this vertex. The main observation here is that the presence of the imported cells is closely related with the breaks of the tree structure performed by the walk. Let us introduce the notion of the instant of broken tree structure. Definition 5.2. Any walkW =W (w 2s ) contains at least one instantη such that the step (η − 1,η) is marked and the step (η,η + 1) is not. We call such an instantη the instant of broken tree structure (or the BTS-instant of time) of the walkW . Passing back to the non-reduced walk w 2s , we consider the edge e(η) that corresponds to the edge e(η) ∈ E g (W ) and refer to the instant η as the BTS-instant of the walk w 2s .
It is clear that if the arrival instant τ is the BTS-instant of the walk w 2s , then τ is the open instant of self-intersection of w 2s . The walk on Figure 2 contains two BTS-instants η 1 = 6 and η 2 = 10. These correspond to the instants of open selfintersections. The vertex γ has one primary cell given by t 1 = 2 and one imported cell t 2 = 7. Regarding the Dyck path θ(w 14 ) and its tree T 7 , we see that the edges e(3) and e(8) of g(w 14 ) represent different exit clusters of T 7 . One can say that the edge e(8) is imported at γ because in T 7 it does not belong to the same exit cluster as the e(3). This justifies the use of the term "imported cell".
Given a vertex β ∈ V g (w 2s ), we refer to the BTS-instants η i such that w 2s (η i ) = β as to the β-local BTS-instants. All other BTS-instants are referred to as the β-remote BTS-instants. Now we can formulate the main result of this section.
w2s be the number of all β-remote BTS-instants of the walk w 2s . Then the number of all imported cells at β denoted by J w2s (β) is bounded as follows
w2s + κ w2s (β).
(5.12)
Proof. Let us consider the reduced walkW =W (w 2s ) and a vertex β ∈ V g (g(W )). We introduce the function Γ β (t;W ) determined as the number of t-open edges attached to β; Γ β (t;W ) = #{i : m(α i , β; t) = 1(mod 2)} and consider how this function changes its values at the instants of time whenW arrives at β. The following considerations show that this value can be changed by 0, +2 and −2 only. I. The case when the value of Γ β stays unchanged is possible in two situations.
a) The first situation happens when the walkŴ leaves β by a non-marked edge and arrives at β by a marked edge. Then the corresponding cell is the primary one and we do not care about it.
b) The second situation occurs when the walkŴ leaves β by a marked step (x, x + 1) and arrives at β by a non-marked step (y − 1, y). Then the interval of time [x + 1, y − 1] contains at least one BTS-instant of time. This is the first instant τ when the non-marked step follows immediately after the marked one. It is clear that w 2s (τ ) = β and therefore τ is the β-remote BTS-instant.
It should be noted that another such interval [x + 1, y − 1] contains another η that obviously differs from η; η = η. This is because the any couple of such time intervals [x + 1, y − 1], [x + 1, y − 1] has an empty intersection. Then each imported cell of the type (Ib) has at least one corresponding β-remote BTS-instant and the sets of the BTS-instants that correspond to different intervals do not intersect.
II. Let us consider the arrival instants at β when the value of Γ β is changed. a) The change by +2 takes place when the walkW leaves β by a marked edge and arrives at β by a marked edge also.
b) The change by −2 occurs in the opposite case whenŴ leaves β with the help of the non-marked edge and arrives at β by a non-marked edge.
During the whole walk, these two different passages occur the same number of times. This is because Γ β = 0 at the end of the even closed walkW . Taking into account that the number of changes by +2 is bounded by the self-intersection degree κW (β), we conclude that the number of imported cells of this kind is not greater than κW (β).
To complete the proof, we have to pass back from the reduced walkW (w 2s ) to the original w 2s . Since the number of imported cells of w 2s and the number of BTS-instants of w 2s are uniquely determined byW (w 2s ), and κW (β) ≤ κ w2s (β), then (5.12) follows provided β belongs to g(W ) as well as to g(w 2s ). If β / ∈ V g (g(W )), then J w2s (β) = 0 and (5.12) obviously holds. Lemma 5.5 is proved.
Corollary of Lemma 5.5 Given a vertex β of the graph of w 2s , the number of primary and imported cells Ψ(β) at β is bounded
where L is the total number of the BTS-instants performed by the walk w 2s .
Proof. The number of the primary cells at β is given by the κ(β). The number of the imported cells J(β) is bounded by the sum κ(β) + L (\β) , where L (\β) ≤ L. Then (5.13) follows.
Let us explain the role of the imported cells with respect to the maximal exit degree of the walk's graph. Returning to the example of w 14 depicted on Figure 2 , we see that edges e(3) and e(8) are children of different vertices of the underlying tree T (w 14 ). On the base of this example, one can easily construct a walk w 2s such that the underlying tree T 2s has not vertices of high exit degree and the graph g(w 2s ) has no vertices of high self-intersection degree, but the maximal exit degree of g(w 2s ) is not bounded in the limit s → ∞. This show that the reasonings of [21, 27] are not sufficient to get the correct estimate of the walks with high exit degree.
Clearly, such a walk w 2s should contain a high number of BTS-instants. They are related with the presence of open instants of self-intersections that are comparatively rare with resect to the ordinary ones. This show us the way to estimate the number of walks with vertices of high exit degree.
Recently and independently from our work, the walks with BTS-instants are used in paper [24] and then in [7, 24, 25] as the base for a new combinatorial description of even closed walks. This approach is fairly powerful and promising. Also one should point out a work [18] , where the walks of broken tree structure were used in the study of traces of discrete Laplacian. This shows importance of the further studies in this direction.
5.9 Appendix I. Truncated random variables and proof of Theorem 2.1
In the present subsection, we prove the following statement: if random variables {a ij , 1 ≤ i ≤ j < ∞} are independent identically distributed random variables that have symmetric probability distribution such that
for some positive δ 0 < 1, then
where A (n) is determined by (2.1) and the real symmetric matrix
and
To prove (5.16), we use the slight modification of the standard arguments of probability theory [1] . Condition (5.15) implies convergence of the series
Taking this into account and denoting k = 2 2m + u, we can write that
and conclude that the last series converges. From the other hand, we have
that vanishes as k → ∞ provided ηδ < δ 0 /(η + δ 0 ). Then (5.16) holds.
To prove relation (4.34), we do not need so precise estimates as above. It is clear that
Then (4.34) follows provided 0 < δ 0 < max{1/6, δ 0 /43}.
Universality of the local eigenvalue statistics
We have seen at the end of Section 4 that under conditions of Theorem 2.1, the limit L (2.6) of the high momentsM
2 sn , where s n = χn 2/3 , exists as n → ∞. This limit is universal in the sense that it does not depend on the details of the probability distribution of the entries of A (n) . Following the reasoning of [23] and [27] , one can reduce the study of the mixed momentsL
or more precisely, of the related cumulants (or correlation functions) to the study of the asymptotic behavior of the moment E Tr (Â (n) ) 2Sn(χ) , where the number S n depends on the sumχ = χ 1 + · · · + χ v . Indeed, the contribution to the correlation functions related with the v-th mixed moment is non-zero when all the walks w n . In papers [23] and [27] , a way to estimate the number of possibilities to produce v walks w 2s (j) n with glued edges from one long walk W is proposed. After this, one can apply to W almost the same technique as that used to estimate the moments M (n) 2s in the limit (s, n) χ → ∞. By this reasoning, one can show the existence and universality of the limit of the mixed momentsL (n) v (χ 1 , . . . , χ v ) (6.1) as n → ∞. Finally, the limiting expression of (6.1) can be related with the Laplace transform of the joint probability distribution of v largest (or smallest) eigenvalues ofÂ (n) in the limit n → ∞ with the help of the arguments developed in [27] .
Universality of the limit of (6.1) combined with (5.16) would imply universality on the local scale of the joint probability distribution of several largest (or smallest) eigenvalues of the Wigner real symmetric random matrices. The rigorous proof of this proposition requires more efforts and more place than that of the present article. We postpone this question to subsequent publication.
Ensembles of dilute random matrices
In this section we briefly discuss the application of our method to the study of the ensemble of dilute random matrices. The entries of these matrices are determined by equality
where the random variables a ij are the same as in the definition (2.1), (2.2) and {b (n,c) ij , 1 ≤ i < j ≤ n} is a family of jointly independent random variables also independent from the family A such that b (n,c) ij = 1, with probability c/n; 0, with probability 1 − c/n.
Random matrix B (n,c) with the entries (7.2) determines the adjacency matrix of the Erdős-Rényi random graphs [3] . In applications, the average vertex degree c is know as the concentration parameter. It plays a role of the dimension of the system, and below we show that the scale it determines at the edge of the spectrum is different with respect to that observed in the Wigner ensemble of random matrices.
It is known that the semi-circle law is valid for the ensemble {A (n,c) } in the limit n, c → ∞ (see for example [14] ). It is proved in [12] that the spectral norm of A (n,c) converges to 2v in the limit n → ∞, c = (log n) 1+ε for any ε > 0. In these studies one can see that the µ-structure with no self-intersections (but with multiple edges) dominates in the sub-sums. 
2s is the sum over the set of trajectories I 2s such that their walks w 2s that have no multiple edges;
• Z (2) 2s is the sum over the set of I 2s such that g(I 2s ) contains an edge of multiplicity greater of equal to 2 and the maximal exit degree of vertices of g(I 2s ) is not greater than c ε/2 ;
2s is the sum over the set of I 2s such that g(I 2s ) have a vertex with the exit degree greater than c ε/2 .
It is clear that Z
2s ≤ n m 2s . Using the definitions of Lemma 3.1, we see that the part of Z (2) 2s withν (k0) = 0 is given by the sum over the classes C where we have taken into account that E |A (n,c) ij
(n,c) ij Elementary analysis shows that Z
2s = o(nm 2s ). Theorem 7.1 is proved. The upper bound (7.3) combined with the standard inequality of the form (4.31) implies that P λ max (A (n,cn) ) ≥ 2v 1 + x n c n ≤ n e −2snxn/cn . (7.6) This inequality improves the results of [12] . Indeed, regarding c n = (log n) 1+η with some η > 0, we see that the choice x n /c n = y, s n = (log n) 1+η/2 implies exponential decay of the probability P λ max (A (n,cn) ) ≥ 2v (1 + y) for any positive y.
From another hand, relation (7.6) shows that the asymptotic regime when s n = O(c n ) represents the correct scale 1/c at the edge of the spectrum of dilute random matrices that is different from the one of the Wigner ensemble 1/n 2/3 . In fact, this conjecture is supported by the estimate from below M (n,cn) 2s ≥ n m 2s 1 + (s − 3)V 4 c n , s ≥ 3. (7.7)
that we deduce from the relation (5.10). Here we have taken into account the sum over the walks w 2s that have either no self-intersections or exactly one multiple edge of multiplicity 2.
Regarding the proof of Theorem 7.1, one can assume that in the asymptotic regime s/c n → χ > 0, the leading contribution to M (n,cn) 2s
is given by the walks w (1)), (7.8) where the weight Π of the walk depends on the concentration c and the moments of random variables a (see [16] for more details, where the recurrence has been established for the moments m with given c). So, the limit n, c n → ∞, s = χc n of the left-hand side of (7.8) is related with corresponding L(χ; a) = lim cn,s→∞ m (c;a) 2s , provided the latter exists. In contrast to the Wigner ensemble of random matrices, the limit L(χ; a) is not universal because it depends on all moments of random variables a ij .
The last observation concerns the limiting transition n, c n → ∞ of Theorem 7.1, where the technical restriction c n ≤ n 1/2 can be easily avoided. In the general case, the terms of the order O(s 3 n /n 2 ) and O(s n /c n ) contribute to M (n) 2sn . Then it is easy to conclude that the exponent c n = n 2/3 represents the critical value that separates two different asymptotic regimes proper either to Wigner ensembles of the form GOE and GUE or to the essentially diluted random matrices.
Summary
In present work, we have studied the high moments of large Wigner random matrices with symmetrically distributed entries with the help of the improved version of the method proposed by Ya. Sinai and A. Soshnikov [22, 23, 27] . This improvement consists of two main counterparts: first, in paper [17] the Sinai-Soshnikov method has been completed by the rigorous study of the classes of walks with large number of instants of broken tree structure; second, in the spirit of paper [12] , the multiple edges were considered as the layers put one the basic structure of the first-passage graph.
The new approach developed allows one to consider Wigner random matrices A (n) whose entries are given by independent identically distributed random variables that have a finite number of moments. In particular, we have proved the existence and universality of the moments of random matrices with truncated elements,M (n) 2sn = E Tr (Â (n) ) 2sn in the limit of infinite n and s n such that s n = χn 2/3 with χ > 0. This can be considered as a step toward the proof of the universality of the Tracy-Widom law in the Wigner ensemble of random matrices whose elements have a number of moments finite.
The sufficient condition V 12+2δ0 < ∞ is imposed essentially because of the rate s n = χn 2/3 that dictated the use of the truncation constant U n = n 1/6−δ with appropriate choose of δ. Regarding the main estimates of the paper, one can easily observe that if s n = O(log n), it is sufficient to use the truncation variable of the form U n = n 1/2−δ and the main upper bound (2.6) remains true. This result, together with Lemma 5.6 shows that the condition V 4+2δ0 < ∞ is sufficient for the convergence A (n) → 2v to hold with probability 1 as n → ∞. This condition is close to the optimal one V 4 < ∞ determined in [1] . This means that our method could be also used to detect the optimal conditions for the convergence ofM (n) 2sn in the asymptotic regime s n = χn 2/3 .
As one more application of the method developed, we present a study of the high moments of the ensemble of dilute random matrices. This ensemble essentially differs from the Wigner ensemble of random matrices because the role of the dimension of the matrix is replaced in certain sense by the concentration parameter c. Basing on the estimates for the moments M (n,cn) 2sn of these matrices in the limit s, c n → ∞ with s n = χc n and c n ≤ √ n, we put forward a hypothesis that the eigenvalue spacing of this ensemble at the edge of the spectrum is characterized by the scale 1/c different from that observed in the Wigner ensemble of random matrices with gaussian random variables. The critical value c n = n 2/3 separates these two different asymptotic regimes. It is interesting to develop more our method in order to verify these conjectures.
