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ABSTRACT 
Recent technology advancements in photovoltaics have enabled crystalline silicon (c-Si) 
solar cells to establish outstanding photoconversion efficiency records. Remarkable 
progresses in research and development have been made both on the silicon feedstock quality 
as well as the technology required for surface passivation, the two dominant sources of 
performance loss via recombination of photo-generated charge carriers within advanced solar 
cell architectures. 
 As these two aspects of the solar cell framework improve, the need for a thorough 
analysis of their respective contribution under varying operation conditions has emerged 
along with challenges related to the lack of sensitivity of available characterization 
techniques. The main objective of my thesis work has been to establish a deep understanding 
of both “intrinsic” and “extrinsic” recombination processes that govern performance in high-
quality silicon absorbers. By studying each recombination mechanism as a function of 
illumination and temperature, I strive to identify the lifetime limiting defects and propose a 
path to engineer the ultimate silicon solar cell. 
This dissertation presents a detailed description of the experimental procedure required to 
deconvolute surface recombination contributions from bulk recombination contributions 
when performing lifetime spectroscopy analysis. This work proves that temperature- and 
injection-dependent lifetime spectroscopy (TIDLS) sensitivity can be extended to impurities 
concentrations down to 109 cm-3, orders of magnitude below any other characterization 
technique available today. A new method for the analysis of TIDLS data denominated Defect 
Parameters Contour Mapping (DPCM) is presented with the aim of providing a visual and 
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intuitive tool to identify the lifetime limiting impurities in silicon material. Surface 
recombination velocity results are modelled by applying appropriate approaches from 
literature to our experimentally evaluated data, demonstrating for the first time their 
capability to interpret temperature-dependent data. In this way, several new results are 
obtained which solve long disputed aspects of surface passivation mechanisms. Finally, we 
experimentally evaluate the temperature-dependence of Auger lifetime and its impact on a 
theoretical intrinsically limited solar cell. These results decisively point to the need for a new 
Auger lifetime parameterization accounting for its temperature-dependence, which would in 
turn help understand the ultimate theoretical efficiency limit for a solar cell under real 
operation conditions. 
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1 INTRODUCTION 
1.1 Status of PV in 2018 
At the moment this thesis is being written, there are some 7.8 billion people living on 
Earth [20], with predictions estimating a growth of almost 25% by 2050, when there will be 
some 9.7 billion people on it [21]. Each human being needs food, water, a shelter, and 
ultimately, energy. Currently, most of the energy generated to satisfy humankind needs 
comes from non-renewable sources like coal, nuclear, oil, and natural gas, which are 
available in limited supplies. Moreover, it has been widely proven, and is now commonly 
accepted not only by the scientific community, that the consumption of these resources is the 
main cause of the intense climate changes reported since the mid-20th century, mainly due to 
the emission of greenhouse gases (see for example Ref. [1]). These conclusions led to the 
recent Paris conference agreement [22] where most of the governments of the world agreed 
on achieving a global greenhouse gas emissions reductions before 2030 in order to limit 
global warming to 2 °C.  
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Fig. 1.1 Figure from [1]. Surface temperature change (in °F) for the period 1986-2016 relative to 1901-1930. Grey indicates 
missing data. 
 
The chances for this goal to be met relies largely on the adoption of renewable sources of 
energy such as hydro-electric, wind, biomass, geothermal, and others as an alternative to the 
consumption of non-renewable ones. Among these many options, solar energy represents by 
far the most abundant and reliable source of energy. The average solar irradiance that reaches 
the Earth’s top atmosphere is 1366W/m2 and provides more than 23000 TW of solar power 
every year. By comparison, the world annual power consumption is only 16 TW, which gives 
the scale of this technology potential to satisfy all humankind needs if even just a tiny 
fraction of this energy can be harvested. A summary of these data, along with the annual 
power capability of other renewable energy sources, and the overall reserves of non-
renewable options is shown in Fig. 1.2.  
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Fig. 1.2 Figure from [2]. The annual power potential of renewable sources of energy along with the world power demand 
and the overall energy reserve of non-renewable options. 
 
For the last 10 years, the PV industry has shown more than 40% cumulative annual 
growth rate with more than three times cost reduction. This allowed to reach grid parity in 
many parts of the world, in particular in regions with a high solar irradiation and high 
electricity prices. This trend is commonly represented by referring to the Swanson’s law 
which shows that to every doubling of cumulative PV production corresponds a drop of solar 
photovoltaic modules price by 20% [3]. Fig. 1.3 shows the Swanson’s law trend in the last 36 
years. However, in the past a significant contribution to this growth has come from state 
subsidies initially put into PV demand in a number of European countries and later put into 
PV supply, mainly in China. As these initiatives were only temporary, and considering that 
the economic and political landscapes are subjected to large fluctuations, the PV industry 
needs to reach grid parity in most electricity markets in order to sustain a similar growth in 
the next ten years without relying on state stimuli. 
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Fig. 1.3 Figure from [3]. Drop of solar photovoltaic modules price with increasing cumulative production up to 2017. 
 
To help understand how this can be achieved, let’s look into a parameter called Levelized 
Cost of Electricity (LCOE), which helps estimate the cost of PV electricity through the entire 
lifetime of a module and compare it to the cost of electricity generated by other technologies. 
LCOE is calculated using the following equation 
𝐿𝐶𝑂𝐸 =  
($/𝑚𝑃𝑉
2 + $/𝑚𝐵𝑂𝑆
2 )
𝜂 ·  𝑆
𝑥 𝐹𝑖𝑛𝑎𝑛𝑐𝑖𝑛𝑔𝐶𝑜𝑠𝑡                                                                           (1) 
where η is the module efficiency through time and S is the annual incident solar radiation. 
From Eq. 1 it is clear that the competitiveness of PV energy can be achieved directly in two 
different ways: reducing the PV module costs or increasing its photoconversion efficiency. 
The price of a PV system includes much more than just the raw materials and energy 
costs to produce the module. Typically, about 50% of a system cost is related to component 
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and installation requirements such as inverters, cabling, mounting structures, and labor, 
whereas the PV module accounts for ~ 20 – 40% of the system cost, depending on the scale 
of the installation. Figure 1.4 shows the average cost in US$/Wdc of PV systems between July 
and September 2015 for residential, commercial, and utility-scale PV systems taken from 
Ref. [4]. These prices are also separated by the cost of each system component. Because the 
cost of the PV module does not vary depending on the size of the installed system, advances 
in cell/module efficiency and decreases in production costs, lead to lower balance of system 
cost, which normally scales with area. 
 
 
Fig. 1.4 The turn-key installed cost of rooftop, commercial, and utility-scale PV systems, normalized to the rated power 
(Wdc) of the system from [4]. The height of each bar is normalized system cost, with each sub-bar corresponding to a system 
component. 
 
For this reason it has been shown that increasing the module efficiency has the largest 
impact on reducing system cost ($/Wp) as a higher cell efficiency directly translates into a 
smaller and therefore less expensive PV system [23].  
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Nowadays, Si-wafer based technology accounts for about 94% of the total PV annual 
production with multi-crystalline Si being by far the most common technology with a 70% 
share of the total production [24]. There are many technological reasons why silicon is still 
such a good alternative for PV applications. Among others, silicon is the second most 
abundant element in the Earth’s crust, it is non-toxic, it has a nearly optimum bandgap for 
sunlight absorption, it can be doped both n- and p-type, and it forms a naturally passivating 
and chemically robust surface oxide inhibiting bulk material degradation. Silicon PV’s also 
benefit from a long development history and sustained improvement that started over 60 
years ago with the first modern c-Si solar cell [25]. While Si-based solar cells technology has 
been so far dominated by an aluminum back surface field (Al-BSF) architecture, the latest 
international technology roadmap for photovoltaic (ITRPV) report suggests that Passivated 
Emitter and Rear Cell (PERC) is becoming the new standard (see Fig. 1.5). Thus, shifting the 
mainstream architecture to a high-efficiency solar cell technologies driven by the need to 
reduce the LCOE for PV-generated electricity.  
 
Fig. 1.5 From [5]. Cell technologies market share trend over the next 10 years. The report predicts an increase of 
PERC/PERL/PERT solar cells world market share and their establishment as the new standard architecture. 
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The same report highlights how the shift towards high-performance solar cell 
architectures will be accompanied by the increment of high-quality material such as p-type 
high-performance (HP) mc-Si and p- and n-type mono-Si market share (see Fig. 1.6). 
 
Fig. 1.6 From [5]. Wafer types market share trend over the next 10 years. The report predicts an increment of high-quality n-
type mono crystalline Si world market share in the next decade with at the same time the disappearing of p-type mc-Si 
technology.  
 
Remarkably, the report does not foresee a strong shift towards n-type material up to 2028 
but rather the coexistence of high-quality p- and n-type monocrystalline silicon mainly due to 
the tremendous progress in stabilizing p-type mono against the well-known light induced 
degradation (LID) mechanism [26]. 
As seen in Fig. 1.5, PERC architecture is not the only high-performance cell technology 
expected to gain relevance in the market share over the next 10 years; heterojunction (HIT) 
cells are expected to hit a market size of 10% in 2024 and 15% in 2028. Surprisingly, the 
market trends show silicon as an important player beyond single-junction technology with Si-
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based tandem cells expected to appear in mass production after 2019. Interestingly, the report 
does not account for the possible merging of different advanced technologies such as the 
efficiency record HIT/IBC c-Si solar cell recently developed by Kaneka, which hit an 
astonishing photoconversion efficiency of 26.6% [27], very close to the estimated practical 
limit value of 27.1% [28].  
In the last few years the solar community has witnessed a significant number of records 
being established and then swiftly surpassed, from photoconversion efficiency to annual 
installed capacity and electricity generation. The reductions of LCOE registered in the last 
decade make the U.S. DOE targets for 2030 of US$0.03/kW·h for fix tilt utility-scale PV 
seem reachable [29]. For these reasons, despite the many challenges still to be addressed in 
the future, photovoltaic technology is today the most promising alternative to revamp the 
aging energy system and provide clean and sustainable power to future generations. 
1.2 Solar Cell Structure 
A solar cell is an electronic device which directly converts the sunlight hitting its surface 
into electricity, a process denominated photoconversion. Light shining on the solar cell 
produces both a current and a voltage to generate electric power. The fundamental operation 
of a solar cell relies on the material absorbing the incoming photons of different energy and 
raising an electron to a higher energy state across the band gap. This process happens in the 
“base” or “absorber layer” of the solar cell which, in most cases, is made of silicon (Si). After 
absorption of light, the key is to collect this electron (e-) - along with the hole (h+) left behind 
- through electric contacts placed at opposite surfaces of the device. Here, the electron and 
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the hole, from now on referred to as the excess charge carriers, can enter an external circuit 
where they dissipate their energy on an external load before returning to the solar cell. Figure 
1.7 shows the fundamental components of the most common p-n junction solar cell. 
 
Fig. 1.7 Image from [6]. Schematic representation of a solar cell with its fundamental components. Sunlight hits the device 
surface generating an electron-hole pair in the base of the solar cell. The two charge carriers are then collected at the 
opposite sides of the device and move through an external circuit where they dissipate their energy before returning to the 
solar cell. 
 
These components are: 
 An absorber layer; 
 An emitter layer; 
 Passivation/antireflection layer; 
 Front/rear contacts. 
As mentioned before, the key to high efficiency relies on collecting the excess charge 
carriers before a process of recombination occurs. In this case, in fact, the energy is 
dissipated in the device and does not contribute to the generation of power. According to the 
region of the solar cell where the recombination occurs, the process can be classified as 
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surface recombination, bulk recombination, or depletion region recombination. In all cases, 
the result is a loss of the photogenerated charge carriers and a reduced device 
photoconversion performance. In order to avoid these recombination losses to occur, several 
strategies can be adopted which are specifically tailored to the affected regions of the device. 
More details about the different recombination mechanisms occurring in a solar cell and how 
they can be mitigated are provided in the Chapter 2.  
1.3 Motivation and Impact 
1.3.1 Assessing Recombination in Operando 
As previously discussed in Section 1.1, the PV industry needs to further improve the 
module efficiency as this has the largest impact on reducing system cost ($/Wp), and a higher 
cell efficiency directly translates into a smaller and therefore less expensive PV system. In a 
market as competitive as the market of energy, where solar power has to compete with a set 
of well-established competitors, is thus fundamental to rigorously assess the performance of 
a solar system once it is deployed on the field as environmental conditions such as 
illumination and temperature can be significantly different from the controlled environment 
of a research lab [30]. In fact, it is important to notice that all the solar cells’ and modules’ 
efficiency reported in literature refer to devices certified under standard testing conditions 
(STC, 1000 W/m2, 25 ºC, AM1.5 g spectrum).  
Photovoltaic devices are known to show significant performance losses with increasing T 
due to a number of different processes, some known to be reversible whereas others found to 
be irreversible. The reversible processes are generally described by the temperature 
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coefficient of the conversion efficiency (TCη), which represents an important figure-of-merit 
for the energy yield of a given PV system under different operation temperatures [31]. In 
particular, some cell technologies are significantly more sensitive than others: silicon 
heterojunction (SHJ) solar cells are, for example, have a TCη in the range of -0.23 – -0.1%/ 
ºC [32], [33] which means they are much less sensitive to increasing operation temperatures 
than conventional crystalline silicon homojunction (TCη = -0.45%/ ºC for standard 
homojunction and TCη = -0.35%/ ºC for homojunctions with passivating contacts [34]). 
Furthermore, the solar spectrum and intensity change during the day and vary greatly with 
the time of the year. As a result, solar cells rarely operate under conditions comparable to the 
STC. Exposure to high temperatures also results into some irreversible degradation processes 
both at the module level, such as encapsulant delamination and discoloration [35], and at the 
solar cell level, such as the recently reported degradation affecting SHJ technology: such 
mechanism is found to mostly affect the VOC of the system in the first two years of open-field 
operation and is likely correlated to a degradation of the passivation quality provided by the 
intrinsic amorphous silicon layer. For all these reasons, a thorough understanding of the 
temperature- and injection-dependence of the mechanisms limiting the photoconversion 
efficiency of a solar cell is required.  
The goal of this dissertation is to present a framework and thoroughly understand the 
most relevant recombination mechanisms, both intrinsic and extrinsic, happening in the bulk, 
interface, and surface of a high-efficiency solar cell and evaluate their impact throughout a 
broad range of temperatures and injection levels. It’s important to notice, in fact, that the 
interplay among different recombination paths is usually overlooked in literature as the 
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quality of the surface passivation is considered good enough to validate the simple 
assumption τeff = τbulk. However, as exemplified in Fig. 1.8, for high quality Si material with 
bulk lifetime above 1 ms, the error in making this assumption rapidly approaches 50% of the 
initial lifetime value even for a good surface recombination velocity below 10 cm/s. 
 
Fig. 1.8 Error percentage obtained when assuming τeff equivalent to τbulk as a function of the surface recombination velocity 
and bulk lifetime. The red cross indicates the case for τbulk = 1 ms and SRV = 20 cm/s for which the error in making the τeff = 
τbulk assumption is 70%. 
 
 
As an example, in Fig. 1.8 we highlighted the case for a Si substrate with τbulk = 1 ms. As 
indicated by the cross placed on the picture, with a SRV of only 20 cm/s the error in making 
the τeff = τbulk is already up to 70%. 
This analysis will not just provide in-depth knowledge about the limits imposed by these 
recombination paths on the final device performance, but will also give access to critical 
information not easily accessed by the most common characterization techniques, such as the 
variation with temperature of the surface passivation quality, or the defect concentration for 
high-quality float-zone (FZ) Si material. 
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1.3.2 Impact 
This dissertation demonstrates how to accurately discriminate among the recombination 
mechanisms happening in the bulk and at the surface of silicon samples. The analysis is 
carried out for the first time in a broad range of experimental conditions to demonstrate how 
measuring the samples exclusively at STC is not sufficient for an adequate understanding of 
the recombination mechanisms’ roots. By deconvolution of the surface recombination from 
the bulk recombination, we prove that temperature- and injection-dependent lifetime 
spectroscopy (TIDLS) sensitivity can be extended to detect impurities concentrations down 
to 109 cm-3, which is orders of magnitude below any other characterization technique 
available today. We introduce a new method for the analysis of TIDLS data denominated 
Defect Parameters Contour Mapping (DPCM) with the aim of providing a visual and 
intuitive tool to identify the possible lifetime limiting impurities in silicon material. In this 
work, we also make use of several approaches presented in literature to model the 
experimentally evaluated SRV and demonstrate for the first time that they successfully apply 
to temperature-dependent data. In this way, several new results are presented, which help 
clarifying long disputed aspects of surface passivation mechanisms. Finally, we 
experimentally evaluate for the first time the temperature-dependence of Auger lifetime and 
demonstrate that its recombination mechanism is an energy-activated process. These results 
decisively point at the need for a new Auger lifetime parameterization accounting for its 
temperature-dependence, which would in turn help understand the ultimate theoretical 
efficiency limit for a solar cell under real operation conditions. 
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This thesis is structured in the following way: Chapter 2 describes the different 
recombination mechanisms occurring in a solar cell. Chapter 3 describes the materials and 
the processing steps required to generate the solar cell specimens used in the analysis 
presented in the following chapters. Chapter 4 presents a list of the characterization 
techniques with a discussion of their basic theory and application. Chapter 5 is devoted to the 
analysis of the surface passivation obtained with several coating layers. Chapter 6 describes 
the results related to the bulk of the silicon material and introduces the Defect Parameters 
Contour Mapping method for analysis of TIDLS data. Chapter 7 presents the experimentally 
evaluated Auger lifetime temperature-dependence and its impact on a theoretical intrinsic 
recombination-limited solar cell.  
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2 RECOMBINATION MECHANISMS IN SEMICONDUCTORS 
For crystalline silicon, the recombination of excess charge carriers occurs mainly via four 
recombination paths. It’s important to note that all these recombination processes can 
potentially occur at the same time in the device and simultaneously contribute to the 
reduction of photogenerated electron-hole pairs. A distinction has to be made among 
“intrinsic” processes, i.e. Auger and radiative band-to-band recombination mechanisms, 
which cannot be mitigated by the optimization of the material quality and processing steps, 
and “extrinsic” processes, i.e. defect-assisted Shockley-Read-Hall (SRH) recombination in 
the bulk and at the surface. The former, for example, can be greatly reduced by controlling 
the introduction of impurities in the silicon ingot during the crystallization process or by 
additional processing steps, such as a gettering step. The latter is generally reduced via the 
deposition of a surface passivation layer which deactivates the recombination-active defects 
due to the disruption of the material crystallinity. Reducing the extrinsic recombination rate 
is one of the major challenges for the engineering of a solar cell. 
The different recombination mechanisms are characterized by their average charge 
carriers’ lifetime (τ), which is the average time spent by an electron (hole) in the conduction 
(valence) band before it is annihilated by recombination. By definition, lifetime is the ratio of 
excess charge carrier density (Δn) and the net recombination rate (R) 
𝜏 =
∆𝑛
𝑅
                                                                                                                                                      (2) 
assuming the density of excess electrons and holes being equal Δp = Δn. 
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As all the recombination mechanisms happen simultaneously, the experimentally 
determined lifetime is influenced by all processes at once. This lifetime is referred to as 
average effective lifetime (τeff) and is expressed by the sum of the reciprocal of each 
individual lifetime τi 
1
𝜏𝑒𝑓𝑓
= ∑
1
𝜏𝑖
                                                                                                                                           (3)
𝑖
 
2.1 Radiative Band-to-Band Recombination 
Radiative band-to-band recombination is essentially the invers process of photon 
absorption in which the energy of an electron-hole pair is lost as a photon of the same energy. 
Since one electron and one hole need to be involved, the recombination rate (Rrad) is 
proportional to the density of the free holes times free electrons 
𝑅𝑟𝑎𝑑 = 𝐵(𝑝𝑛 − 𝑝0𝑛0) = 𝐵(𝑝𝑛 − 𝑛𝑖)                                                                                               (4)  
where B is the coefficient of radiative recombination which depends on the band-to-band 
transition absorption coefficient, the photon energy, and temperature, p·n = (p0 + Δp)·( n0 + 
Δn), where p0 and n0 are the hole and electron density in thermal equilibrium, respectively, 
and ni is the intrinsic carrier density. The corresponding lifetime is obtained by applying the 
general Eq. 2 to the radiative recombination rate expressed in Eq. 4 and by assuming Δn = Δp 
𝜏𝑟𝑎𝑑 =
∆𝑛
𝑅𝑟𝑎𝑑
=
∆𝑛
𝐵((𝑝0  +  𝛥𝑛) + (𝑛0  +  𝛥𝑛) − 𝑝0𝑛0)
=
1
𝐵(𝑝0 + 𝑛0) + 𝐵 ∆𝑛
                      (5) 
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 Radiative recombination is usually very low for most terrestrial solar cells as they are 
made out of silicon, which is an indirect bandgap semiconductor (Brad = 4 - 5 x 10
-15 cm2/s). 
In this case, a phonon needs to be involved in the recombination process which makes it less 
likely to happen compared to the recombination mechanisms discussed in the following 
sections. For this reason, irrespective of the injection conditions, for crystalline silicon τrad is 
rather large and does not limit the overall lifetime. On the contrary, for direct bandgap 
materials such as InAs and GaAs, Brad is orders of magnitudes larger, i.e., 10
-11 cm2/s and 10-
10 cm2/s respectively, and leads to significant recombination losses at all injection conditions. 
2.2 Band-to-Band Auger Recombination 
For crystalline silicon, Auger recombination is the most relevant intrinsic recombination 
mechanism. The process involves three carriers, i.e., two electrons and one hole, or one 
electron and two holes. When the electron and the hole recombine, the resulting energy rather 
than being emitted, is transferred to a third particle which then thermalizes back down to the 
minimum of the related energy band, i.e., conduction band if it is an electron, and valence 
band if it is a hole. In the first case the recombination rate is indicated as Reeh, whereas in the 
second case it is indicated as Rehh. The need for a third particle to be present, makes Auger 
recombination more likely at high carrier densities, e.g., in highly doped material or high 
injection conditions. 
The net Auger recombination rate (RAuger) is the sum of both processes which are 
proportional to the carrier densities involved 
𝑅𝐴𝑢𝑔𝑒𝑟 = 𝑅𝑒𝑒ℎ + 𝑅𝑒ℎℎ = 𝐶𝑝(𝑝
2𝑛 − 𝑛𝑖
2𝑝0) + 𝐶𝑛(𝑝𝑛
2 − 𝑛𝑖
2𝑛0)                                                  (6) 
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where Cn and Cp are the electron and hole Auger coefficients, respectively. The Auger 
lifetime can be approximated for low injection conditions, i.e., assuming Δn << Ndop, as 
𝜏𝐴𝑢𝑔𝑒𝑟,𝑙𝑖 =
1
𝐶𝑛𝑁𝑑𝑜𝑝
2                                                                                                                                 (7) 
and for high injection conditions, i.e., assuming Δn >> Ndop, as  
𝜏𝐴𝑢𝑔𝑒𝑟,ℎ𝑖 =
1
(𝐶𝑝 + 𝐶𝑛)∆𝑛2
                                                                                                                   (8) 
It follows that for low injection conditions τAuger strongly depends on the doping of the 
material, and for high injection conditions it depends heavily on the excess carrier density. 
Figure 2.1 shows that for silicon-based devices, when other recombination paths are reduced, 
Auger recombination mechanism represents the ultimate limit to solar cell efficiency. In 
particular, as the effective recombination velocity at the rear of the device (represented on the 
x-axis) is reduced from 1000 cm/s to 1cm/s, the contribution given to the overall 
recombination current density at maximum power point (represented on the y-axis) by Auger 
recombination reaches almost half of the total, more than any other recombination 
mechanisms. Thus, as other recombination mechanisms are reduced or eliminated the Auger 
recombination becomes dominant and represent the ultimate limit for high-efficiency solar 
cells. 
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Fig. 2.1 Image from [7]. Recombination current density at the maximum power point (mpp) as a function of the effective 
rear recombination velocity. The data was simulated using PC1D for an n-type silicon solar cell with 150 μm thick, 1 Ωcm 
n-type silicon base and a shallow industrial boron-doped front side emitter. 
 
2.3 Defect Recombination in the Bulk 
Bulk lifetime is the most immediate and commonly referred to figure of merit for a quick 
assessment of any silicon material quality used for photovoltaic applications. It is the result 
of several recombination mechanisms happening simultaneously in the material and can be 
expressed as a convolution of several terms according to the equation 
1
𝜏𝑏𝑢𝑙𝑘
=
1
𝜏𝑆𝑅𝐻
+
1
𝜏𝐴𝑢𝑔𝑒𝑟
+
1
𝜏𝑟𝑎𝑑
=
1
𝜏𝑆𝑅𝐻
+
1
𝜏𝑖𝑛𝑡
                                                                                  (9) 
where τSRH is the Shockley-Read-Hall lifetime, τAuger is the Auger lifetime, τrad is the radiative 
lifetime and τint is the intrinsic lifetime which is given by the inverse sum of the last two 
terms.  
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Equation 9 reveals the different recombination mechanisms that happen within the bulk 
of the material. As discussed in Chapter 2, a distinction has to be made among “intrinsic” 
processes, i.e. Auger and radiative recombination mechanisms, which cannot be mitigated by 
the optimization of the material quality and processing steps, and “extrinsic” processes, i.e. 
defect-assisted SRH recombination in the bulk and at surfaces, which can be greatly reduced 
by controlling the introduction of impurities in the silicon ingot during the crystallization 
process or by additional steps, usually involving high temperature conditions, such as a 
gettering step. The different recombination mechanisms are represented in Fig. 2.2 
 
Fig. 2.2 Different recombination mechanisms happening in the bulk of Si material. a) Shockley-Read-Hall recombination; b) 
Auger recombination; c) radiative recombination.  
 
The impact of each recombination mechanism on the final bulk lifetime can better be 
seen in Fig. 2.3. It’s immediately apparent that different recombination mechanisms 
dominate the bulk lifetime in different injection regimes, e.g., SRH in the low injection 
regime and Auger in the high injection one.  
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Fig. 2.3 Contribution of all the recombination mechanisms happening in the bulk of the samples to the final τbulk. 
 
Defect recombination is caused by defects states within the bandgap of the material 
introduced by impurities or lattice defects. On the contrary of the intrinsic recombination 
mechanisms presented above, for which several parameterizations have been proposed based 
solely on the empirical analysis of the many experimental results presented in literature, 
defect recombination is based on the well-established Shockley-Read-Hall (SRH) theory 
[36], [37] of carrier generation and recombination at a single defect level with energy Et. The 
net recombination rate for a single defect is expressed according to the equation 
𝑅𝑆𝑅𝐻 =
𝑝𝑛 − 𝑛𝑖
2
𝜏𝑛0(𝑝0 + 𝑝1 + ∆𝑛) + 𝜏𝑝0(𝑛0 + 𝑛1 + ∆𝑛)
                                                                      (10) 
where τn0 and τp0 are the capture time constants and n0 and p0 the equilibrium densities of 
electrons and holes, respectively. If trapping is assumed to be negligible, the excess carrier 
densities of electrons and holes can be considered equal (Δn = Δp). Finally, the so-called 
SRH densities n1 and p1 are given by 
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𝑛1 = 𝑁𝐶𝑒𝑥𝑝 (−
𝐸𝐶 − 𝐸𝑡
𝑘𝑇
),    𝑝1 = 𝑁𝑉𝑒𝑥𝑝 (−
𝐸𝑡 − 𝐸𝑉
𝑘𝑇
)                                                               (11) 
where Et is the energy level of the defect, or recombination center, within the material band 
gap, EC and EV are the energies of the conduction and the valence band edge, respectively, 
and NC and NV are the effective densities of states in the conduction and the valence band 
[38], respectively. 
 The time constants τn0 and τp0 for the capture of electrons and holes in the defect state are 
proportional to the inverse product of the defect concentration Nt and the capture cross 
sections σn and σp for electrons and holes: 
𝜏𝑝0 = (𝑁𝑡𝜎𝑝𝑣𝑡ℎ)
−1
,       𝜏𝑛0 = (𝑁𝑡𝜎𝑛𝑣𝑡ℎ)
−1                                                                                  (12) 
where vth is the thermal velocity for either electrons or holes. The other fundamental 
parameter of an impurity defect level is the capture cross section ratio k defined by the 
equation 
𝑘 ≡
𝜎𝑛
𝜎𝑝
=
𝜏𝑝0
𝜏𝑛0
                                                                                                                                        (13) 
The corresponding SRH lifetime is expressed by the equation 
𝜏𝑆𝑅𝐻 =
𝜏𝑛0(𝑝0 + 𝑝1 + ∆𝑛) + 𝜏𝑝0(𝑛0 + 𝑛1 + ∆𝑛)
𝑝0 + 𝑛0 + ∆𝑛
                                                                       (14) 
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2.4 Defect Recombination at the Surface 
The surface of a crystalline silicon wafer represents a region of high recombination as the 
continuity of the crystal lattice is disrupted and Si atoms are only bonded to two other atoms 
in the bulk rather than four as shown in Fig. 2.4.  
 
Fig. 2.4 Figure from [8]. Silicon dangling bonds at the surface of crystalline Si. The atoms at the surface are bonded only to 
two atoms from the bulk instead of four. 
 
This disruption leads to the formation of dangling bonds (DBs) at the surface which 
introduce a large density of surface states continuously distributed over the band gap. Under 
these conditions, the annihilation of excess carriers by recombination is very efficient and the 
surface actively acts as a sink for the excess carriers causing a hole and electron current to 
flow into this region of the solar cell. As a localized region of low carrier concentration 
causes carriers to flow into this region from the surrounding, higher concentration regions, 
the surface recombination rate is limited by the rate at which minority carriers move towards 
the surface. A parameter called the “surface recombination velocity” and expressed in cm/s is 
thus used to specify the recombination at a surface. 
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Similarly to the recombination via a defect level in the bulk, the recombination rate at the 
surface can be expressed by SRH statistics. However, in this case instead of a localized 
defect level in the bandgap as for recombination in the bulk, we have a large distribution of 
defect states spread over the band gap. The recombination rate is then expressed as an 
integral according to the equation 
𝑅𝑆 = 𝑣𝑡ℎ(𝑝𝑠𝑛𝑠 − 𝑛𝑖
2) ∫
𝐷𝑖𝑡(𝐸)𝑑𝐸
[𝑛𝑠+𝑛1(𝐸)]
𝜎𝑝
+
[𝑝𝑠+𝑝1(𝐸)]
𝜎𝑛
𝐸𝑐
𝐸𝑣
                                                                          (15) 
Where Dit is the energy dependent interface defect density, ni is the Si intrinsic carrier density 
[38], [39], vth is the thermal velocity of both types of carriers, σp (σn) are the capture cross 
sections for holes (electrons), ns and ps are the carrier concentrations at the surface, 
respectively. 
As previously noted, surface recombination is usually not expressed in terms of lifetime 
as for the other recombination mechanisms. Instead, it is usually calculated according to the 
equation 
𝑆𝑅𝑉 ≡
𝑅𝑠
∆𝑛
=
1
∆𝑛
∫
(𝑛𝑠𝑝𝑠 − 𝑛𝑖
2)
[𝑛𝑡𝑜𝑡(𝐸)]
𝑆𝑝
+
[𝑝𝑡𝑜𝑡(𝐸)]
𝑆𝑛
𝑑𝐸
𝐸𝑐
𝐸𝑣
                                                                                   (16) 
where ntot (ptot) is the total density of electrons (holes) at the interface, and Sp and Sn are the 
energy dependent SRV for holes and electrons, respectively.  
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3 MATERIAL PROCESSING 
The material analyzed in this work was processed either at Arizona State University 
(ASU) or at the University of New South Wales (UNSW). At ASU, all the processing steps 
required for the preparation of the samples with the exception of the annealing steps and the 
AlOx depositions were carried out in a Class 10,000 clean room located at the ASU Solar 
Power Laboratory (SPL). The annealing steps were performed in a muffle furnace located in 
the defect engineering for energy conversion technologies (DEfECT) laboratory whereas the 
AlOx depositions were carried out in the ASU Nanofab laboratory, both located in the 
Engineering Research Building in the ASU campus. The clean room at SPL provides 
controlled ambient conditions, a temperature value set at 19 °C and a constant humidity level 
of 42%. The latter is particularly relevant for the samples processing as a variation of 
humidity could influence the re-oxidation of H-terminated wafers in the time lag between 
rinsing and drying of the samples after BOE etch and moving them into the deposition 
chamber. 
At UNSW, the material was processed in the solar industrial research facility (SIRF) 
located on campus, which includes a state-of-the-art silicon solar cell production line and 
laboratories for developing and demonstrating industrial scale advanced technologies.  
3.1 Silicon Substrates  
All the substrates used in this work were high-quality float zone (FZ) p- and n-type c-Si 
Topsil wafers with a resistivity of 2.8 – 3.0 ohm-cm. The wafers were 4 inches round with a 
<100> surface orientation. In order to create the samples required for this study, each wafer 
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was cleaved into two tokens of about 2 inches-long. The size and shape of the resulting 
tokens were chosen to ease the handling during the subsequent wet processing. A schematic 
of the samples shape resulting from the cleaving of each wafer is shown in Fig. 3.1.    
 
Fig. 3.1 Schematic of the two tokens obtained from each wafer after cleaving. The dimensions and shape of the tokens were 
chosen in order to facilitate the handling during the subsequent chemical treatments and limit the breakages. 
 
Thanks to their round side, the samples could be easily placed into a 2’’ round plastic 
cassette as shown in Fig. 3.2. 
 
Fig. 3.2 Samples obtained from cleaving of a 4'' round wafer positioned in a 2'' plastic round cassette. 
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3.2 Samples Cleaning and Etching 
Before deposition of dielectric layers, samples were chemically processed following a 
sequence of wet chemical treatments to both clean the surfaces and reduce the material 
thickness to the desired values. The chemical solutions used in this work are reported in 
Table 3.2.  
 
Table 3.2 List of recipes used for wet chemical processing in this work. 
 Purpose Mixture Temperature and 
time 
Piranha Organic clean 4:1, H2SO4:H2O2 110 °C, 15 min 
RCA-b Ionic clean 1:1:6, HCl:H2O2:H2O 75 °C, 10 min 
BOE Oxide etch,  
H termination 
10:1, H2O2:HF with 
small addition of NH4F 
19 °C, 1 min 
Diluted HNA Etching 10:75:20, 
HF:HNO3:CH3COOH 
19 °C, variable 
 
The surface cleaning procedure was thoroughly evaluated and optimized in order to 
consistently provide the highest level of cleanliness. The process flow is displayed in Fig. 
3.3.  
 
Fig. 3.3 Process flow performed on samples before deposition of dielectric layer. 
Piranha
Diluted 
HNA
RCA-b BOE Piranha BOE
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During our analysis, we realized that the standard operating procedure commonly 
followed by the SPL users to maintain the wet baths free of contaminants did not provide the 
required level of cleanliness necessary for the high sensitivity analysis of surface 
recombination velocity performed in this work. Thus, we revisited the protocol as follow: 
 All chemical hoods with the baths were decontaminated prior to being used at Solar 
Power Lab. 
 Only semiconductor grade chemicals were used. The chemicals were refreshed and 
the tanks rinsed before every usage with the exception of BOE solution that was 
replaced every month.  
 Piranha and RCA-b were spiked with H2O2 after few hours from their generation to 
keep their activity level constant. 
 HNA was replaced during the process whenever the solution started to show a 
decrease of effectiveness reflected by a reduction in etching rate (μm/sec).   
 The baths and rinse tanks were dedicated to one particular process or chemical. 
 All wet treatments were followed by a 10 min DI water rinse. 
Figure 3.4 shows the chemical hoods and process followed. 
3.3 Dielectric Layers Deposition 
Electronic passivation of semiconductor interfaces is of critical importance in the 
performance of many electronic and photonic devices. For solar cells in particular, surface 
passivation helps to prevent unwanted recombination of photogenerated electron-hole pairs 
and is thus a key requirement to achieve high voltages and high conversion efficiencies. 
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Fig. 3.4 Equipment in the SPL laboratory. a) a Teflon bath for BOE, b) a quartz tank for RCA-b oxidation, c) spin rinse 
dryers, d) a quartz tank for Piranha clean, e) plastic tanks for DI water rinse. 
 
   As it will be shown in the following sections, when the quality of silicon bulk increases 
or the thickness of the wafer is reduced, the surface passivation of the substrates gains more 
and more importance. Equation 16 shows that there are two complementary ways of reducing 
surface recombination. The first one is to reduce the rate by which surface states capture 
charge carriers, i.e., electrons and holes, either by having fewer states or lower capture 
probabilities. This can be achieved by using a surface dielectric material which introduces 
some chemical species – usually hydrogen – to form bonds with the surface silicon atoms. 
This mechanism is usually referred to as “chemical” passivation. The second method, aims at 
reducing the presence of one charge carrier species at the surface as a recombination process 
requires the simultaneous presence of both of them. This reduction can be achieved by using 
a coating material with some fixed charges in it which establish an electric field that 
penetrates the semiconductor surface and yields to the bands bending at the interface, thus 
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modifying the surface charge carriers’ concentration. This mechanism is referred to as “field-
effect” passivation.  
Over the last decades, several passivation technologies have been developed as an 
alternative to the widely used SiO2; this was an attempt to eliminate the high-temperature 
step needed for its activation, which is known to degrade the bulk lifetime of silicon samples 
[40]. Among these technologies the most important are SiNx, Al2O3 and a-Si:H, with the first 
two owing their passivation effect to the presence of fixed charges, either positive for SiNx or 
negative for Al2O3 [41], [42], and the last one to the presence of hydrogen atoms which 
provide an excellent chemical passivation at the interface with c-Si [43]. However, it is 
important to note that, when a dielectric film is used to passivate the silicon surface, it is 
likely that both chemical and field-effect mechanisms contribute the overall passivation 
result. Understanding the influence of each of these mechanisms for different passivation 
layers could help elucidate ways to make them more effective, and ultimately achieve higher 
solar cells efficiencies. The ground mark for this type of analysis is presented in this 
dissertation 
3.3.1 Amorphous Silicon 
Intrinsic amorphous silicon a-Si:H(i) films have been known for some decades to yield 
good c-Si surface passivation [43]. Sanyo, now owned by Panasonic, first developed the 
heterojunction silicon solar cell in the 1980-1990s [44] which first combined the reduction of 
the recombination losses typical of metal-semiconductor contacts with the selective 
conduction of one type of charge carrier in order to increase the device efficiency. When 
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used in a cell, however, a stack of intrinsic and doped a-Si films is required in order to allow 
the charge carriers collection. Apart from its excellent passivation characteristic, a-Si 
introduces the additional benefit of a low-temperature deposition. From the point of view of 
solar cell manufacturing, the low thermal budget required makes the cells manufacturing 
significantly cheaper. Furthermore, avoiding a high-temperature step helps reduce the 
diffusion of impurities into the silicon material and thus maximize the lifetime after 
processing. 
Experimentally, the most common way to deposit these films is via plasma-enhanced 
chemical vapor deposition (PECVD) using silane (SiH4) as the precursor gas, usually diluted 
in hydrogen (H2). The gasses are then dissociated in the deposition chamber by a plasma 
ignited between the shower head and the sample plate.  
In this work, a-Si films were deposited using an industrial standard Applied Materials P-
5000 cluster PECVD tool. This multichamber tool is a conventional (direct) plasma-
enhanced chemical deposition (PECVD) with a capacitive RF discharge generated at 13.56 
MHz. The depositions were carried out in three different chambers dedicated to intrinsic, p- 
and n-doped films. As the tool accommodates standard 156 mm square solar wafers, we 
made use of a carrier to process our 2’’ samples, usually placing four of them on the same 
carrier. Amorphous silicon layers were deposited on both sides of the wafers which were 
manually flipped between depositions.  
In the first part of this work, 50 nm of a-Si:H(i) were deposited on both sides of the n-
type FZ silicon samples. Some of the samples were then subsequently re-processed by 
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deposition of either p- or n-doped 10 nm-thick a-Si layers on top of the intrinsic one. All 
depositions were performed at 250 °C. 
3.3.2 Silicon Nitride 
Silicon nitride has represented for a long time the most established passivation 
technology for commercial production of silicon solar cells [45]–[47]. Three main 
advantages have contributed to make SiNx very successful. First, its refractive index is such 
that by tailoring the film thickness, it can serve as an excellent antireflection coating when 
the cell is encapsulated. Second, during its deposition a large quantity of hydrogen is 
released, which helps passivate many surface and bulk defects, both during the film 
deposition and by subsequent redistribution of the H remaining in the film using a post-
deposition annealing treatment. Third, its passivation properties come from a contribution of 
both chemical and field-effect passivation via built-in positive charges, and thus can be 
balanced to provide the best result possible, for example by varying the silicon/nitride ratio 
[48], [49].  
In this work, different samples were coated with SiNx passivation layer using two 
experimental setups located either at ASU or at UNSW.   
3.3.2.1 SiNx Processing at ASU 
For the substrates processed at ASU, the same PECVD chamber used for the deposition 
of intrinsic amorphous silicon was also used for the deposition of SiNx. In this case the 
precursor gasses were silane (SiH4) and ammonia (NH3) with a 30/90 ratio, which are fed 
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into the chamber though a shower head and break down during plasma. Figure 3.5 shows a 
simplified sketch of a typical CVD reactor. 
 
Fig. 3.5 Figure from [9] showing a typical CVD reactor. 
 
As SiNx usually serves as the passivation layer and the anti-reflective coating (ARC), the 
thickness of the film is defined to carry out both these functions. We thus deposited the 
standard 78 nm-thick SiNx layers on both sides of Si samples at 350 °C. 
3.3.2.2 SiNx Processing at UNSW 
For the samples processed at UNSW, an industrial scale PECVD system (MAiA, Meyer 
Burger) was used. The tool is a dynamic high-frequency (2.45 GHz) remote PECVD system. 
The substrates were then double-side coated with ~110 nm of SiNx to provide the best 
possible passivation properties. 
3.3.3 Aluminum Oxide 
Aluminum oxide synthesized via atomic layer deposition (ALD) has been one of the 
main technology breakthroughs in terms of silicon surface passivation in the recent years 
[50]. Figure 3.6 shows a simplified sketch of the ALD technique steps [10].  
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Fig. 3.6 Figure from [10] showing a simplified sketch of the atomic layer deposition (ALD) technique utilizing two distinct 
precursors sequentially dosed to the substrate producing a chemical reaction. 
 
Its main advantage over other passivation layers such as SiNx and silicon oxide (SiOx) is 
the presence of fixed negative charges rather than positive ones. This makes AlOx 
particularly suited for the passivation of p-type surfaces since the negative charges do not 
induce an inversion layer which is known to lead to shunting losses at the solar cell level 
[51], [52]. This is particularly important given that p-type silicon surfaces play a key role in 
some of the most advanced solar cell architectures including n-type local-BSF cells with a 
passivated front boron emitter [53], or p-type PERC cells with the rear p-surface passivated 
[54]. However, the deposition conditions can be changed so that small negative charge 
concentration can be introduced in the material instead of positive ones, which also makes 
AlOx films potentially suitable for n-type surfaces [50]. As a result, these films have shown 
surface recombination velocities (SRV) of about 10 cm/s for both p- and n-type silicon [19], 
[51], [55].  
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In this work, we used a Cambridge NanoTech Savannah S100 thermal atomic layer 
deposition tool. The synthesis of Al2O3 was carried out at 300 °C via the dissociative 
chemisorption of trimethylaluminum (TMA) on the substrate surface, which leaves it covered 
with an AlCH3 layer. The subsequent introduction of H2O vapor leads to the formation of 
CH4 as a reaction by-product and results on a hydroxylated Al2O3 surface. The samples 
underwent the chemical cleaning and etching procedure described above before deposition 
and were then double-side coated with 7 nm-thick Al2O3 layers in one run since ALD is 
conformal.  
3.4 Annealing Process 
All samples processed at ASU underwent an annealing process after their respective 
dielectric layer deposition to “activate” the passivation effect. SiNx and a-Si coated samples 
were processed in a muffle furnace for 30 minutes at 500 °C and 280 °C, respectively, 
whereas samples coated with Al2O3 where subjected to a rapid thermal annealing (RTA) at 
425 °C for 5 minutes using a rapid thermal processor located in the SPL laboratory. No 
annealing treatment was performed on the SiNx-coated samples processed at UNSW.  
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4 MATERIAL CHARACTERIZATION 
This chapter describes the characterization techniques used in this work. The three 
characterization techniques that were used to evaluate the properties of the different samples 
were: temperature- and injection-dependent lifetime spectroscopy (TIDLS), corona charge 
capacitance-voltage (C-V), and surface photovoltage spectroscopy (SPS). In addition, the 
samples were characterized before deposition of the dielectric layers by four point probe 
(4PP) for resistivity measurements to calculate the doping density value. During the chemical 
processing, the samples were also systematically weighted before and after every subsequent 
acid-etching process to determine their thickness variation.  
4.1 Temperature- and Injection-Dependent Lifetime Spectroscopy 
After the deposition of passivation films on the different substrates, the samples were 
measured via TIDLS. This is a well-established technique in the photovoltaic industry for the 
characterization of silicon material through the evaluation of the effective minority-carrier 
lifetime (τeff), which is one of the most important figure of merit to assess the material’s 
quality, and represents the average time occurring between the generation of an electron-hole 
pair by mean of an external excitation (such as incident light) and its recombination. TIDLS 
requires little sample preparation before measurement, it is contactless, and non-destructive, 
and thus the measured minority carrier lifetime can be monitored along the entire solar cell 
manufacturing process and help identify the possible harmful processing steps. In the last 
decade, its capabilities have been extensively exploited to extract information about the 
lifetime-limiting defects in silicon material. In particular, defects’ parameters such as the 
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defect energy level in the band gap (Et), and the capture cross section ratio (k). The T-
dependence of the hole and electron capture cross section, σp(T) and σn(T), respectively, have 
been confirmed or even assessed for the first time thanks to this technique [16], [17], [56]–
[58]. 
The samples’ minority-carrier lifetime was measured using a Sinton Instruments WCT-
120TS [59] which is equipped with a heating stage that allows the tool to work in a range of 
temperatures between 25 to 230 °C. The Sinton lifetime tester is shown in Fig. 4.1. 
 
Fig. 4.1 Sinton lifetime tester WCT-120TS in the DEfECT laboratory. 
 
The instrument uses a filtered xenon flash lamp to inject carriers into the silicon sample, 
and an eddy-current conductance sensor to measure the photoconductance variation 
happening in the material over time. At the same time, the illumination intensity is evaluated 
through a separated reference cell previously calibrated. The lifetime is then obtained thanks 
to the general equation  
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𝜏 =
∆𝑛
𝐺 −
𝑑∆𝑛
𝑑𝑡
                                                                                                                          (17) 
where τ is the measured lifetime, G is the generation rate, and Δn is the excess carriers 
concentration.  
Given the high values of τeff obtained (>> 200 μs) for all the samples, experimental data 
were acquired in transient mode. Under these conditions, the sample is subjected to a short 
pulse of light that decays to a much faster rate than the recombination mechanism and thus 
the generation rate term in Eq. 17 can be neglected, simplifying the equation to 
𝜏 = −
∆𝑛
𝑑∆𝑛
𝑑𝑡
                                                                                                                             (18) 
During this study, every measure was averaged over 20 acquisitions to improve the signal 
to noise ratio.  
On the contrary, when the measured sample’s lifetime is lower than 200 μs the tool 
should be operated in the quasi-steady-state (QSS) mode. Under these conditions, the sample 
is subjected to a long, slowly-decaying pulse of light with a decay constant at least 10 times 
slower than the carrier lifetime. In this way the excess carrier populations are always in 
steady-state indicating that the generation and recombination rates are in balance at all 
injection densities and the transient term in Eq. 17 can be neglected, which simplify the 
equation to  
𝜏 =
∆𝑛
𝐺
                                                                                                                                   (19) 
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4.1.1 Sample Uniformity Temperature Evaluation 
Before undertaking TIDLS measurements, we performed a thorough analysis of the 
temperature uniformity of the sample on the heating stage as this is heated to 230 ºC and 
subsequently left cooling down to room temperature. This was required because the tool is 
optimized for 6’’ wafers whereas, given the size of our samples (2’’), they had a significant 
portion hanging on top of the coil used for photoconductance measurement, hence not in 
contact with the heated part of the stage. The analysis was performed by attaching two 
thermocouples on a 2’’ dummy wafer placed in the middle of the heating stage. Figure 4.2 
shows the positioning of the first thermocouple in the center of the wafer on top of the 
measuring coil, and the second one on the edge of the wafer, in a region where the sample is 
in direct contact with the heating element. 
 
Fig. 4.2 Experimental setup for the evaluation of temperature uniformity during TIDLS measurements. 
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The measurements were performed across a range of temperature from 25 °C to 230 °C 
as the temperature was increasing up to the maximum value and then decreasing down to 
room temperature with a step of 10 °C. The temperatures measured in the center and at the 
edge of the sample were found to differ substantially with a discrepancy as high as 40 °C for 
the maximum temperature of 230 °C. Interestingly, we found that the difference in 
temperature between the center and the edge of the sample was not the same during heating 
and cooling, with a smaller difference in the latter case. This is due to the higher level of 
control on the uniformity of the sample’s temperature achieved during the cooling part of the 
measurement. While heating up the stage, in fact, the heat sources are very well localized on 
a few spots of the stage, and produce a higher discrepancy among different regions of the 
sample. While cooling down, on the opposite, the sample is not subjected to localized 
stimulus and the temperature changes more uniformly due exclusively to the contact with air. 
 Figure 4.3 shows the temperature difference between the center and the edge of the 
wafer as the temperature is increased (red arrow) and decreased (blue arrow). 
 
Fig. 4.3 Temperature difference among the center and the edge of the sample as function of the stage’s temperature. As the 
temperature is increased (red arrow), and decreased (blue arrow) the temperature discrepancy on the sample’s surface 
increases. The difference is higher during the heating stage of the measurement. 
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We will see in the experimental results section that this “hysteresis” loop may have 
important consequences in the temperature-dependent lifetime measurements. 
4.2 Modified Sinton Lifetime Tester 
Along with the standard version of the Sinton WCT-120TS lifetime tester described in 
the previous section, in this work we also made use of a modified version of the same 
instrument developed at the University of New South Wales. Figure 4.4 shows the 
experimental setup for this modified version of the lifetime tester. 
 
Fig. 4.4 Experimental setup of the modified Sinton WCT-120TS lifetime tester developed at the University of New South 
Wales. 
 
In particular, the instrument is equipped with two different light sources, a high-power 
Xenon flash and a 1.5 W array of 810 nm light emitting diodes (LEDs). The control of the 
light source is accomplished by a digital-analog port of a data acquisition card. The software 
allows the user to design a wide range of waveforms, to choose the number of repetitions, the 
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sampling rate and the signal averaging. Furthermore, the temperature-controlled stage was 
modified to allow measurements to be acquired in an extremely wide range of temperatures, 
including values well below 0 °C. Thanks to this unique characterization tool, τeff can be 
measured in an injection range of 5×1012 cm-3 – 5×1016 cm-3 and a range of temperature of -
75 °C – 250 °C. 
4.3 Corona-Voltage Measurement  
Contactless corona-voltage (C-V) measurements were performed using a PV metrology 
system from Semilab (PV-2000). Figure 4.5 shows the key elements of the experimental 
apparatus.  
 
Fig. 4.5 Image from [11]. Sketch of the experimental apparatus used for the contactless corona-voltage measurements. A 
corona-gun is used to charge a dielectric surface with ions inducing a variation in the electrostatic potential which is then 
measured by a non-contact Kelvin probe to calculate the density of fixed charges, Qf, and the density of the defect states at 
the interface, Dit, as a function of the energetic position in the Si bandgap. 
 
The measurement is based on charge deposited by a corona gun onto the dielectric film. 
This process is based on the presence of an electric field strong enough so that accelerated 
electrons colliding with atoms in air leads to their ionization into positive ions. This in turn, 
generates more electrons which can be accelerated to ionize more atoms in a chain reaction 
process called an “electron avanlance”. The C-V technique makes use of this process to 
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charge a dielectric surface with ions created by a corona discharge in air. Subsequently, a 
vibrating non-contact Kelvin probe senses the change of the electrostatic potential in the 
dielectric film which is then used to calculate the density of fixed charges in the dielectric, 
Qf, and the density of defect states at the interface, Dit, as a function of the energetic position 
in the Si bandgap [60], [61]. No need for preparation of any test structures results in cost and 
time saving advantages over the commonly used MOS C-V technique. 
4.4 Surface Photovoltage Spectroscopy 
Surface photovoltage (SPV) has recently emerged as a valuable technique for the analysis 
of surface and interfaces in photovoltaic devices.  
 
Fig. 4.6 Image from [12]. Surface photovoltage spectroscopy experimental setup. 
 
SPV is a non-contact and non-destructive experimental technique that relies on the 
measurement of the work function (WF) difference between a Kelvin probe and the sample’s 
surface. This quantity is defined as the contact potential difference (CPD) and carries 
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fundamental information about the presence of defect states. Figure 4.7 shows a schematic 
representation of the SPV technique functioning and of the measured parameters. 
 
Fig. 4.7 Schematic representation of the SPV technique and of the measured parameters. a) The sample and the tip are not in 
electrical contact; b) the sample and the tip are put under short-circuit conditions and a potential is formed among them; c) 
the tool applies a CPD to nullify the current running between sample and tip. 
 
Surface photovoltage spectroscopy (SPS) can be carried out by illuminating the sample 
with monochromatic light, which allows the identification of band-to-band and intra-gap 
transitions due to confinement effects and/or defect states following the analysis presented by 
E. Fefer and Y. Shapira [13]. The fundamental physical picture associated with the 
application of the surface photovoltage spectroscopy method was presented by E. Fefer and 
Y. Shapira [13] and relies upon the evaluation of the “band bending” variation due to the 
semiconductor’s near-surface space-charge region under electron depletion conditions. In 
particular, upon photoelectron excitation to the conduction band, the bands bend downward 
and a negative photovoltage, U, is induced between the semiconductor surface and an 
external capacitative probe, i.e., the Kelvin probe. On the contrary, the transition of an 
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electron from the valence band into an empty localized state is equivalent to external reverse 
(negatively) biasing of the semiconductor space-charge region. As the light wavelength is 
swept across the 400 nm – 1000 nm range, the U(hν) spectrum is collected and each slope 
variation indicates the presence of a defect level, thus allowing the identification of their 
energy distribution in the material bandgap. An example of this analysis is presented in Fig. . 
 
Fig. 4.8 Figure from [13]. Surface photovoltage spectroscopy showing the variation of the CPD between sample and tip as a 
function of the incoming photon energy. Every slope variation in the signal indicates the presence of a carrier transition 
between the energy bands and/or a defect state. 
 
Furthermore, it has been suggested that the height of the peaks in the SPS spectrum can 
be roughly considered proportional to the density of defect states, Ns, [62] so that the impact 
of a processing step can be immediately evaluated.  
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5 SURFACE PASSIVATION ANALYSIS 
In this Chapter we will discuss the surface passivation results obtained from the analysis 
of samples passivated with different dielectrics. The reported SRV values are experimentally 
obtained by applying the thickness variation method [63] so that no assumptions are made a 
priori on the quality of the substrate or the passivation level. The method consists in the 
extrapolation of the surface recombination velocity from effective lifetime measurements 
thanks to the variation of the samples substrate thickness: in fact, for double-side coated 
samples with a minority carrier diffusion length greater than the sample width (W), and for 
sufficient low SRV, the effective lifetime can be expressed as [64] 
1
𝜏𝑒𝑓𝑓(𝛥𝑛, 𝑇)
=
1
𝜏𝑏𝑢𝑙𝑘(𝛥𝑛, 𝑇)
+
2 · 𝑆𝑅𝑉(𝛥𝑛, 𝑇)
𝑊
                                                                             (20) 
where τeff is the effective lifetime, and τbulk is the bulk lifetime. Thus, by measuring samples 
with different thicknesses, the SRV values at every temperature and injection level can be 
obtained by interpolating 1/τeff vs 1/W with a linear fit and evaluating its slope. From the 
intersection of the linear fit with the y-axis 1/τbulk can be also be extrapolated. These 
observations are exemplified in Fig. 5.1 for three different injection density values. 
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Fig. 5.1 Inverse of the effective lifetime as a function of the inverse of samples’ thickness. From the slope of the linear fit, 
the surface recombination velocity can be obtained at each injection level. The bulk lifetime can be extrapolated from the 
intercept of the linear fit with the y-axis.  
5.1 Importance of Chemical Processing 
As described in Section 3.2, the samples utilized in this work were subjected to a 
thorough and complex chemical cleaning procedure in order to eliminate both organic and 
inorganic impurities from the substrates before the deposition of the dielectric layer. Despite 
this procedure being a well-established one for the treatment of silicon material, the 
sensitivity of the analysis performed led us to quickly realize that the standard operating 
procedure commonly followed by the SPL users to maintain the wet baths free of 
contaminants did not provide the required level of cleanliness. Figure 5.2 shows the inverse 
of effective lifetime as function of inverse thickness for samples processed using “aged” 
chemical solutions (encircled in red), or using “fresh” chemical solutions (encircled in blue). 
All the other processing steps were performed simultaneously for all samples and thus should 
not introduce any variation. 
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Fig. 5.2 Inverse effective lifetime as function of inverse thickness for samples prepared in different batches. Data for 
samples circled in red were processed in “aged” chemical solutions and result in a higher SRV than those processed in 
“fresh” chemicals circled in blue. 
 
From the thickness variation analysis performed on data shown in Fig. 5.2 according to 
Eq. 20, it is immediately clear that the status of the chemical solutions used to process the 
samples has a decisive impact on the surface recombination velocity. In fact, for samples 
processed using “aged” solutions, an SRV as high as 18 cm/s was calculated whereas for 
samples processed with “fresh” solutions the SRV obtained was below 2 cm/s. Based on this 
information, we established the process flow described in Section 3.2. 
5.2 Temperature-Controlled Stage Instability 
For the analysis of PECVD-deposited intrinsic amorphous silicon we processed four 
samples with a thickness varying across the range of 160 μm – 270 μm according to the 
procedure described in section 3.2. In order to evaluate the possible modification of the 
samples happening during the temperature scan, we acquired data continuously as the 
temperature was increased from 25 ºC to 230 ºC and then decreased back to room 
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temperature. In the case of samples passivated with a-Si:H(i), we encountered some 
differences among data coming from the increasing and decreasing temperature scans. The 
lifetime at room temperature before and after the measurements was found to be the same. 
However, the intermediate values were found to disagree substantially creating a “hysteresis” 
loop. Figure 5.3 depicts the effective lifetime results for the 160 μm-thick sample as the 
temperature is increased (red arrows) and then decreased (blue arrows).  
After the evaluation of the temperature of samples on the heating stage reported in 
section 4.1.1, we were able to determine this behavior as due to the difference of temperature 
between the center and the edge of the sample measured while performing the temperature 
scan described in Fig. 4.3. As the temperature of the samples was found to be more uniform 
during the cool down scan, all measurements hereafter will correspond to that portion of the 
temperature loop. 
 
Fig. 5.3 Lifetime measurements at different injection levels taken as the temperature is increased (red arrows) and then 
decreased (blue arrows) for the 160 μm-thick sample coated with a-Si:H(i) showing the "hysteresis" loop. 
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5.3 Passivation by a-Si:H 
In this section, we present the results obtained on high-quality FZ c-Si samples passivated 
with either a-Si:H(i) alone or a stack of a-Si:H(i)/ a-Si:H(n+). First we will report on the 
experimentally evaluated SRV for samples coated with a-Si:H(i) at different temperatures 
and injection densities. We will complement the data obtained via TIDLS with the analysis 
performed via SPS which provides insights about the energy distribution of defect states at 
the interface and their variation upon high-temperature thermal treatment of the samples. 
Subsequently, we will analyze the evolution of the SRV temperature- and injection-
dependence when an additional layer of n-doped a-Si:H is deposited on top of the samples. 
All these results will then be studied by applying an amphoteric defect model in order to 
extrapolate the fundamental surface passivation parameters such as defect states density at 
the interface, NS, and the fixed charge at the interface, Qf. Finally, we will show the 
degradation occurring on the a-Si:H(i)-coated samples over 28 months of storage in air. By 
re-evaluating the SRV after the degradation has occurred we are able to demonstrate that the 
degradation is entirely ascribable to the partial effusion of hydrogen from the passivation 
layer and not to a variation of the material bulk quality. 
Figure 5.4 shows the τeff vs. injection level curves at different temperatures for the 
thickest sample (W = 260 μm) passivated with a-Si:H(i). Samples with smaller thickness 
show a slightly lower effective lifetime consistently with Eq. 20, but an overall similar 
behavior. 
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Fig. 5.4 Effective minority-carrier lifetime as function of injection level at temperatures with 20 °C step size for a high-
quality Si sample 260 μm thick passivated with 50 nm of a-Si:H(i). Dashed lines values are shown in Fig. 5.5. 
 
The effective lifetime is found to be strongly temperature- and injection-dependent 
with values at Δn = 1015 cm-3 going from about 12 ms at room temperature to below 4 ms at 
230 °C. The effective lifetime is then seen to drop significantly for both low and high 
injection density, in the latter case as a result of the dominance of Auger recombination 
mechanism. Additionally, we further notice that the T-dependence of τeff varies with the 
carrier injection level. For this reason, we extract T-traces for each injection level indicated 
by a dashed vertical line in Fig. 5.4. Figure 5.5 depicts the effective lifetime T-dependence at 
different injection levels.  
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Fig. 5.5 Temperature-dependence of τeff at different injection levels for a high-quality Si sample 250 μm-thick passivated 
with 50 nm of a-Si:H(i). 
 
After an initial increment with temperatures up to 60 °C the effective lifetime is found 
to decrease monotonically with increasing T. This trend tends to disappear with increasing 
injection level as the effective lifetime starts to be mostly limited by the temperature-
independent Auger recombination mechanism. Similar τeff trends have been recently reported 
by J. P. Seif et al. [65] and have been linked to the T-dependence of recombination 
mechanisms happening at the c-Si surface rather than in the c-Si bulk. Thanks to the 
experimental evaluation of SRV carried out according to Eq. 20, we are now able to prove 
that this assumption is, in fact, correct. Figure 5.6 shows the experimental surface 
recombination velocity results in the whole temperature range.  
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Fig. 5.6 Surface recombination velocity as function of injection level at different temperatures with 20 °C step size for high-
quality Si samples coated with 50 nm of a-Si:H(i). 
 
At room temperature an outstanding SRV below 0.5 cm/s at an injection level equal 
to 1015 cm-3 is obtained – to the authors knowledge this represents the best passivation 
provided by amorphous silicon alone on n-type substrates reported up to date, in line with 
results by S. Herasimenka et al. [66] who reported a record VOC for a device processed with a 
similar passivation scheme. SRV is then found to increase as the temperature rises above 100 
°C although never surpasses 5 cm/s in the temperature and injection level ranges evaluated 
here. This result constitutes a complete new approach to this type of studies as the SRV 
injection and temperature dependence has never been experimentally reported before for any 
passivation scheme. The SRV T-dependence accounts for the diminishing τeff observed in 
Fig. 5.4 with the surface recombination contribution becoming more dominant at high 
temperature. In Section 5.3.3 we will make use of the amphoteric model for dangling bonds 
to extrapolate meaningful information about the distribution of defects at the interface based 
on the SRV experimental results. Furthermore, as we will see in the Chapter 6, the herein 
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evaluated STV T-dependence has profound implications in the analysis of impurity defect 
levels contained in the bulk of the material as the correlation among effective lifetime and 
bulk lifetime is not as straightforward as generally assumed.  
5.3.1 SPV Analysis 
Figure 5.7 shows the SPS spectrum for an as-deposited high-quality n-type sample 
passivated with intrinsic a-Si:H.  
 
Fig. 5.7 Surface photovoltage spectroscopy result for a high-quality n-type sample passivated with intrinsic a-Si:H with no 
thermal treatment applied. Each slope variation in the U(hν) signal corresponds to an electronic transition. The transition at 
Ev + 1.75 eV corresponds to the band-to-band excitation of an electron in the a-Si:H(i) layer whereas any slope variation in 
the energy range below that value indicates the presence of a defect level. 
 
Several slope variations are easily identified in the U(hν) spectrum. The one observed at 
the highest energy value, i.e. Ev + 1.75 eV, corresponds to the band to band transition in a-
Si:H(i) layer and is in good agreement with the bandgap values of 1.72 eV previously 
reported for a-Si:H(i) [62], [67]. At lower energies, three more slope variations are found at 
Ec - 1.3 eV, Ev + 1.38 eV, Ec - 1.44 eV. The last two defect levels have previously been 
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reported and have been associated with the presence of dangling bonds at the c-Si/a-Si:H(i) 
interface [13], [62].  
Figure 5.8 shows the results of the SPS measurements on an equivalent sample as the one 
reported in Fig. 5.7.  
 
Fig. 5.8 Surface photovoltage spectroscopy results on a high-quality n-type sample passivated with a-Si:H(i) both before and 
after the thermal treatment at 280 °C had been carried out. After annealing, the SPS signal shows an overall increment which 
indicates the decrement of defect density of states. Furthermore, the slope variations in the energy region below a-Si:H 
bandgap have also significantly decreased which corroborates the association of these defect states to dangling bonds 
effectively passivated after the thermal treatment. 
 
In this case the measurement was performed both before and after the standard annealing 
treatment at 280 °C for 30 minutes. After annealing the sample, the SPS signal significantly 
increases in the whole energy range, which indicates an overall reduction of density of defect 
states. Remarkably, the most significant variation is found for energy values below the a-
Si:H(i) bandgap of Ev + 1.75 eV where the strong slope variations previously observed are 
almost completely eliminated. This finding indicates that the re-distribution of hydrogen in 
the a-Si:H(i) layer due to the thermal treatment has effectively passivated these defect levels 
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corroborating their association with the dangling bonds at the c-Si/a-Si interface. These 
variations have a strong impact on the sample’s effective lifetime as shown in Fig. 5.9. 
 
Fig. 5.9 Effective lifetime as a function of excess carrier concentration for high-quality n-type sample shown in Fig. 5.8 
passivated with intrinsic a-Si:H before and after annealing treatment at 280 °C. 
 
5.3.2 a-Si:H(i)/a-Si:H(n+) stack layer 
As in real devices such as silicon heterojunction solar cells (SHJ) the intrinsic a-Si:H 
layer is always coupled to a doped a-Si:H layer working as a carrier-selective contact, we 
further processed our samples by depositing a 10 nm thick layer of a-Si:H(n+) with an 
estimated doping concentration of 1019 cm-3 on both sides of the samples already analyzed in 
the first part of this chapter. 
The τeff vs. injection level curves at different temperatures for the thickest sample, i.e., 
260 μm, passivated with a-Si:H(i)/a-Si:H(n+) stack are shown in Fig. 5.10. As in the previous 
case, samples with lower thickness show a similar trend and slightly lower absolute values 
accordingly to Eq. 20. 
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Fig. 5.10 Effective minority-carrier lifetime as function of injection level at different temperatures with 20 °C step size for a 
high-quality Si sample passivated with a-Si:H(i)/a-Si:H(n+). Dashed line values are shown in Fig. 5.11. 
 
Similarly to samples coated only with a-Si:H(i), we notice that the T-dependence of τeff 
varies with the carrier injection level and so we extract T-traces for each injection level 
indicated by a dashed line. However, it is worth noting that in the case of samples coated 
with the a-Si:H(i)/a-Si:H(n+) stack the effective lifetime T-dependence is completely reversed 
when compared to the results shown in Fig. 5.4 for samples passivated only with a-Si:H(i). 
As the bulk of the samples has not changed given that we used the same substrates, it seems 
reasonable to make the hypothesis that the different lifetime temperature-dependence is due 
to a different surface passivation provided by the stack of materials in the two cases.  
Figure 5.11 shows the resulting T-dependence of the effective lifetime at different 
injection levels. These results are in line with what has been recently reported for similar 
samples at T below [68] and above [65], [69] room temperature.  
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Fig. 5.11 Temperature-dependence of τeff at different injection levels for a high-quality Si sample passivated with a-
Si:H(i)/a-Si:H(n+). 
 
Similarly to the analysis presented in the previous section for a-Si:H(i)-coated samples, 
we experimentally evaluate the SRV in the whole temperature and injection density ranges 
by applying Eq. 20. Figure 5.12 presents the SRV results on samples coated with the stack a-
Si:H(i)/a-Si:H(n+).  
 
Fig. 5.12 Surface recombination velocity as function of injection level at different temperatures with 20 °C step size for 
high-quality Si samples coated with a-Si:H(i)/a-Si:H(n+). 
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Similar to the results obtained with intrinsic a-Si:H alone, SRV measured at room 
temperature is below 0.5 cm/s in the whole injection range. However, a completely different 
temperature-dependence is observed with SRV remaining below 1.0 cm/s even at high 
temperatures. An explanation for this different behavior will be provided in the next 
paragraph by applying the amphoteric model to the experimental results for both passivation 
schemes. 
5.3.3 Modeling of Surface Recombination Velocity 
In this section, we will adopt the model for a-Si:H/c-Si interface recombination proposed 
by Olibet et al. [14] based on a recombination mechanism via amphoteric defects, i.e., Si 
dangling bonds existing in three different state of charge, and expand it to evaluate the SRV 
T-dependence.  
The typical one-electron representation of the distribution of recombination centers in a-
Si:H is shown in Fig. 5.13. The model proposes that when unoccupied, the Si dangling bond 
(i.e., recombination center) D will be positively charged (D+) whereas when occupied by one 
electron, the recombination center is neutral (D0). These two charge conditions are 
represented here at the same energy level. When occupied by two electrons, the 
recombination center is negatively charged (D-), and if the correlation energy U is positive, it 
is represented as upward shifted by U. The model has previously been found to be able to 
correctly quantify the two main parameters influencing the recombination rate at the 
interface, namely the dangling bond density, Ns, and the charge density at the interface, Qs. 
However, the original purpose of this model was exclusively to describe the SRV injection- 
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Fig. 5.13 Figure from Ref. [14]. One-electron representation of a continuous distribution of amphoteric recombination 
centers [density of states N(E)]. When unoccupied, the Si dangling bond (i.e., recombination center) D will be positively 
charged (D+); when occupied by one electron, the recombination center is neutral (D0). These two charge conditions are 
represented here at the same energy level. When occupied by two electrons, the recombination center is negatively charged 
(D-), and if the correlation energy U is positive, it is represented as upward shifted by U (as sketched here). Etn and Etp are 
the demarcation levels, whose position depends on the generation rate G. 
 
dependence for room temperature measurements and thus its capability to adapt to a 
temperature variation has not been evaluated until now. 
Under certain conditions, the calculation of the recombination rate at the interface can be 
reduced to the case of a discrete recombination level with three charge states [70]. When 
applied to the case of recombination via dangling bond states at the a-Si:H/c-Si interface, the 
recombination rate, Rs, can be written as 
𝑅𝑆 =
𝑛𝑠𝜎𝑛
0 + 𝑝𝑠𝜎𝑝
0
𝑝𝑠
𝑛𝑠
𝜎𝑝
0
𝜎𝑛
+ + 1 +
𝑛𝑠
𝑝𝑠
𝜎𝑛
0
𝜎𝑝
−
𝑣𝑡ℎ𝑁𝑠                                                                                                             (21) 
where vth is the thermal velocity, ns and ps are the densities of free electrons and holes at the 
interface, respectively, 𝜎𝑛
0 and 𝜎𝑝
0 are the capture cross sections of the neutral states, 𝜎𝑛
+ and 
𝜎𝑝
− are the capture cross sections of the charged states, and NS is the two-dimensional 
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interface state density. To describe the two-dimensional recombination, commonly the 
interface recombination velocity S is introduced [71], defined as 
𝑆 ≡ 𝑅𝑆/∆𝑛𝑠                                                                                                                                            (22) 
where Δns is the excess carrier density at the interface. 
The interface carrier ns and ps are functions of the surface potential ΨS that must be 
numerically calculated and is given by the nonlinear equation for the total image charge 
density induced in the c-Si (QSi) by the charge QS of the dangling bonds in the a-Si:H layer 
𝑄𝑆𝑖 = ±√
2𝑘𝑇𝑛𝑖𝜖0𝜖𝑆𝑖
𝑞2
[𝑒
𝑞(Φ𝑝−𝛹𝑆)
𝑘𝑇 − 𝑒
qΦ𝑝
𝑘𝑇 + 𝑒
𝑞(𝛹𝑆−Φ𝑛)
𝑘𝑇 − 𝑒−
𝑞Φ𝑛
𝑘𝑇 +
𝑞𝛹𝑆(𝑝0 − 𝑛0)
𝑘𝑇𝑛𝑖
]                  (23) 
where Φn and Φp are the quasi-Fermi levels of electrons and holes at the edge of the space 
charge region (SCR) [14]. 
By setting 𝜎𝑛
+/𝜎𝑛
0 equal to 𝜎𝑝
−/𝜎𝑝
0 we can reduce the number of variables in the model, in 
agreement with most reports published in literature [72]. A reasonable value of 𝜎𝑝
0 = 10-16 
cm2 is chosen, which is typical for neutral midgap states [73]. Furthermore, we decided to fix 
the charged to neutral capture cross-section ratios 𝜎𝑛
+/𝜎𝑛
0 = 𝜎𝑝
−/𝜎𝑝
0 = 500 in accordance to 
the results reported in Ref. [14]. Equation 23 is then solved via MATLAB calculations for 
different QSi and the best fit of the experimental data is obtained by manually choosing the 
parameters 𝜎𝑛
0, 𝜎𝑛
+, and NS.  The best fits to the experimental SRV values reported in Fig. 5.6 
and Fig. 5.12 for samples coated with a-Si:H(i) and a-Si:H(i)/a-Si(n+) at different injection 
levels are shown in Fig. 5.14 and Fig. 5.15, respectively. The error is estimated to be on the 
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order of 15% resulting from uncertainties on both effective lifetime and thickness 
measurements.  
 
Fig. 5.14 Surface recombination velocity T-dependence at different injection levels for a-Si:H(i)-coated samples and 
corresponding fit obtained from application of Olibet's model [14]. The reported error associated with SRV values is 15%. 
 
 
Fig. 5.15 Surface recombination velocity T-dependence at different injection levels for a-Si:H(i)/a-Si(n+)-coated samples and 
corresponding fit obtained from application of Olibet's model [14]. The reported error associated with SRV values is 15%. 
  
63 
 
The parameters obtained from the best fits are reported in Table 5.1. 
Table 5.1 Model parameters obtained from the fitting of experimental SRV for samples coated with a-Si:H(i) and a-
Si:H(i)/a-Si(n+) for different injection levels. 𝜎𝑝
0 = 10-16 and 𝜎𝑛
+/𝜎𝑛
0 = 𝜎𝑝
−/𝜎𝑝
0 = 500 are the same for all layers. 
 Injection level  
[cm-3] 
NS 
[106 cm-2] 
𝜎𝑛
0/𝜎𝑝
0 QS 
[1010 cm-2] 
 
a-Si:H(i) 
 
5 x 1014 5.5 10 10.0 
1 x 1015 6.5 20 10.0 
1 x 1016 7 25 100.0 
 
a-Si:H(i)/ 
a-Si(n+) 
1 x 1015 4.6 10 0.5 
1 x 1016 4.7 20 0.5 
 
From the results obtained from the best fits of the experimental SRV curves we make the 
following observations:  
1) The interface state density, NS, is orders of magnitude lower than the values 
reported in Ref. [14] for a-Si(i):H and decreases after the deposition of a-Si(n+) 
possibly due to the additional introduction of hydrogen at the interface. 
2)  The neutral capture cross-section ratio 𝜎𝑛
0/𝜎𝑝
0 increases with increasing injection 
level suggesting a dependence of the recombination mechanism from the 
illumination level. 
3) The charges at the interface are positive. The density of charges at the interface 
QS increases with the injection level for samples coated with a-Si:H(i). This is 
due to the shift of the quasi-Fermi energy level for holes, Φp, closer to the valence 
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band at high illumination levels which leads to an increment of the positively 
charged component of the dangling bonds D+ as depicted in Fig. 5.13. 
4) QS is lower in the samples coated with an additional layer of n-doped a-Si:H. 
This is due to the shift of Fermi energy of the passivation layer towards the 
conduction band which results in an increment of the neutral component of the 
dangling bonds D0 as depicted in Fig. 5.13 and thus a decrement of the positive 
charge density at the interface. 
From these initial results, it appears that the most significant difference among samples 
coated with a-Si:H(i) and the stack a-Si:H(i)/a-Si(n+) relies on the density of charges at the 
interface. Thus, QS is the parameter suspected to be responsible for the different temperature-
dependent behavior seen in Fig. 5.14 and Fig. 5.15. However, note that a more in depth 
investigation of the model’s parameter space needs to be undertaken. Experimental 
techniques such as corona-voltage (CV) measurements could help reduce the amount of 
unknowns by providing a direct measurement of the density of defect states NS and fixed 
charges at the interface QS. 
5.3.4 DFT Calculations 
In order to understand the experimental results shown in section 5.3.1 obtained via SPV 
analysis, we resolved to perform density functional theory (DFT) calculations to reveal the 
origin of the three defect states identified in the bandgap of the a-Si material used for 
passivation. The calculations were performed first by assuming an a-Si:H layer with no 
structural defects, i.e., neutral a-Si:H. Subsequently, a dangling bond was introduced by 
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removing a hydrogen atom from the system. Finally, the amphoteric nature of the dangling 
bond was simulated by adding a localized charge, either negative (-e) or positive (+h), on the 
location of the missing hydrogen. Figure 5.16 shows the resulting density of states (DOS) for 
these four calculations.  
 
Fig. 5.16 Density of states (DOS) resulting from density functional theory (DFT) calculations for a-Si:H without dangling 
bonds (a), with a neutral dangling bond (b), and with a dangling bond charged either negatively (c) or positively (d). The 
calculations show that the presence of a dangling bond introduces a distribution of defect states in the a-Si:H bandgap 
depending on its charge states. 
 
The DFT calculations show that the when a dangling bond is introduce in the a-Si:H 
structure, a certain density of defect states is found close to the valence band. When a 
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negative or a positive charge is added to the location of the dangling bond to simulate the 
three charge states predicted by the amphoteric model, the energy distribution of the defect 
states is found to change position moving below the midgap in the former case, or close to 
the valence band in the latter case. Thus, these results are in agreement with the experimental 
findings shown in section 5.3.1 and are able to explain the energy distribution of defect states 
in the a-Si:H bandgap as due to the presence of dangling bonds with different charge states.  
5.3.5 Degradation Analysis 
The degradation of passivation layers used for HJ devices has seen an increased interest 
in recent years as their market share is projected to increase from the current 2% to 15% by 
2027 [74]. In particular, a-Si:H is well known to suffer from several degradation processes, 
e.g., Staebler-Wronski (S-W) effect [75], degradation under light [76]–[78], as well as at high 
temperatures [79], which significantly reduce its stability due to the formation of 
electronically active defects [80], most likely represented by Si dangling bonds [76], [81], 
[82]. Thus, reliable information on long-term stability field conditions become more and 
more important for the correct evaluation of the costs associated with a photovoltaic 
heterojunction system operation. The microscopic aspects of these mechanisms are still under 
debate but they are often linked to how hydrogen is bonded to Si in the a-Si:H film [83], [84]. 
Comprehensive studies have recently been reported which examine the degradation rates of 
HJ systems [85]–[87]. However, due to the intertwined nature of degradation modes, a 
univocal reason for the observed decay of maximum power (Pmax) has been hard to identify. 
Results have not always been in agreement, with some reports pointing at the losses of short-
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circuit current (JSC) and fill factor (FF) as responsible for performance degradation [85], and 
others indicating the main cause for such power loss to be the degradation of VOC [86]. 
The TIDLS analysis we make use in this work is particularly suitable as it measures the 
effective minority carrier lifetime across a broad range of injection level, thus providing 
information about the recombination mechanisms affecting the device performance under 
different operating conditions. From the lifetime curves, in fact, the implied solar cell 
parameters iVOC, and iFF can be extracted [88], with the former being determined by the 
recombination rate at high injection level and the latter being particularly sensitive to the 
recombination characteristics at the injection level corresponding to the maximum power 
point (MPP) conditions. We then apply the thickness variation method [63] to the TIDLS 
data to experimentally evaluate the surface recombination velocity (SRV) temperature- and 
injection-dependence both before and after lifetime degradation has occurred. Finally, we fit 
the SRV experimental data with the same amphoteric model used in the previous section and 
evaluate the variation of density of defects states at the interface NS and the fixed-charge 
density Qf. As for the results presented in the previous section, this analysis positively 
demonstrates that the interface-recombination model conserves its validity when applied to 
temperature-dependent data, which has not been previously reported. 
For this part of the experiment we used the n-type FZ silicon samples coated with an a-
Si:H(i) passivation layer as described in Section 3.2. After the initial TIDLS analysis, the 
samples were stored in the dark in air for a period of time of 28 months at the end of which 
TIDLS data were acquired once again. Finally, the samples were subjected to a second 
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thermal treatment equal to the first one, and then final lifetime measurement at room 
temperature was performed. 
Figure 5.17 shows the effective lifetime curves for the 270 μm-thick sample after 
deposition, after the first thermal treatment, after 28 months of storage in the dark in air, and 
after the final annealing step. During the storage period, the samples were kept in a plastic 
container, placed among two layers of foam for mechanical protection, and locked in clean 
room cabinet. In the same graph we report the intrinsic lifetime limit due to Auger and 
radiative recombination mechanisms as calculated according to the Richter parameterization 
[19]. For each lifetime curve, iFF is calculated by assuming a perfect Lambertian light 
trapping scheme [89] giving a short-circuit current (JSC) of 43 mA/cm
2. The iFF values are 
reported at the injection level corresponding to MPP conditions, whereas the iVOC values are 
reported for an injection level corresponding to a 1 sun illumination conditions. 
 
Fig. 5.17 Effective lifetime for a high-quality 270 μm-thick n-type sample with 50 nm-thick a-Si:H(i) layer on both sides 
after different processing steps and after degradation has occurred. Also shown in the graph are the values of implied fill 
factor (iFF) at each state of the sample and implied-VOC for an injection level corresponding to maximum power point and 1 
sun illumination conditions, respectively. Intrinsic lifetime calculated according to Richter parameterization is shown for 
comparison. 
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Figure 5.17 effectively displays the effect of the first annealing treatment on the as-
deposited sample with effective lifetime increasing from about 4 ms at Δn = 1 x 1015 cm-3 to 
a value above 13 ms at Δn = 1 x 1015 cm-3. As no variation has occurred in the substrate, this 
finding can be explained by two possible mechanisms affecting the passivation quality: a 
more effective re-distribution of hydrogen throughout the a-Si:H(i) layer [90] effectively 
passivating the recombination active dangling bonds, and the conversion of two DBs into a 
strained Si-Si bond [91], both mechanisms leading to a lower density of DBs at the a-Si:H/c-
Si interface. After this first thermal treatment, the samples were stored in the dark in air for 
28 months after which their lifetime was re-measured. The effective lifetime was found to 
substantially decrease compared to the previous measurement, especially in the lower range 
of injection level. The value of 6 ms at Δn = 1 x 1015 cm-3 is, in fact, less than half the 
lifetime measured right after the first annealing process. Finally, we performed a new 
annealing process equal to the first one and measured τeff once again. Contrary to other 
reports, which were able to fully reinstate their samples’ initial conditions [76], [90], our 
samples show only a partial recovery of the effective lifetime as measured after the first 
annealing process with τeff being 9 ms at Δn = 1 x 1015 cm-3. Subsequent additional annealing 
processes performed on the sample proved that no further lifetime recovery was possible. 
This finding indicates that the passivation effect at the a-Si:H/c-Si interface has permanently 
decayed probably due to the partial effusion of hydrogen out of the a-Si:H(i) layer. It must be 
noted that these results are in disagreement with other works where it was reported than an a-
Si:H(i) thickness of 50 nm would be sufficient to guarantee good temporal stability of the 
passivation conditions [14], [76], [92], [93]. 
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As previously stated, Fig. 5.17 shows that the difference among effective lifetime curves 
is far more significant in the low injection level range, since above Δn = 1 x 1016 cm-3  
recombination is in all cases dominated by the intrinsic Auger and radiative recombination 
mechanisms (black solid line). This aspect translates into a much broader variation of the 
calculated iFF compared to the iVOC as the former is largely influenced by the lifetime values 
at an injection level of 2-3 x 1015 cm-3, corresponding to the MPP conditions, whereas the 
latter is determined by the intrinsically-limited lifetime at an injection level of 1-2 x 1016 cm-
3. As a result, iFF varies from an initial value for the as-deposited sample of 83% to a value 
after the first annealing process of 87%, close to the upper limit of 89% indicated by Green’s 
empirical expression [94]. After the 28 months period of storage in the dark when 
degradation occurs, iFF goes below 85% and it is only partially recovered upon re-annealing 
to a value of 86%. It must be noted that the decay of iFF, which appears in the solar cell 
current-voltage (I-V) curve as an increment of the series resistance RS, is in agreement with 
recent reports [86], [95] where increasing RS was observed even for unweathered control 
modules, although no clear causes could be identified [86]. Our findings thus strongly 
suggests that the most likely source of degradation occurs at the cell level due to loss of 
passivation quality. Finally, Fig. 5.17 shows that iVOC does not vary significantly after 
annealing processes or degradation and a value of about 735 mV is obtained at 1 sun 
illumination for any lifetime measurement, which points at the little influence of the surface 
recombination on this solar cell parameter.  
In order to experimentally quantify the change in surface passivation as a function of 
degradation, SRV temperature- and injection-dependence analysis was performed on the 
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samples based on TIDLS data acquired right after the first annealing process and at the end 
of the 28-months storage period according to Eq. 20. The former set was reported in section 
5.3.3 and displayed in Fig. 5.14. From these results the two major recombination parameters 
could be assessed: In particular, a density of interface defect states NS of (6.5 ± 0.5) x 10
6 cm-
2 and a fixed-charge density Qf of (1.5 ± 0.5) x 10
11 cm-2 were obtained. It has to be noted 
that the latter value is in good agreement with previously reported results for a-Si:H(i) [14], 
[92], whereas the determined NS value is orders of magnitude below the commonly accepted 
values for a device grade a-Si:H(i) passivation layer [96], [97], which proves the extremely 
good level of passivation obtained in our experiments.  
The SRV analysis was then repeated based on TIDLS data acquired after a 28-months 
storage period. Figure 5.18 shows the surface recombination velocity as a function of 
temperature for the same three injection levels as in Fig. 5.14, i.e., 5 x 1014 cm-3, 1 x 1015 cm-
3, and 1 x 1016 cm-3, along with the fits obtained by applying the recombination model at the 
a-Si:H/c-Si interface [14]. The same fitting parameters and ratios used for the previous 
results were used to model these data with the exception of the neutral dangling-bond capture 
cross section ratio, σp0/σn0, which was found to yield better fits by changing to a value of 10. 
However, it must be noted that a fit of the data shown in Fig. 5.18 is still possible by keeping 
σp0/σn0 = 20, just like in the non-degraded case, but it generally leads to a poor goodness of fit 
of the data. This is especially true towards high temperatures, which could be explained by a 
temperature-dependence of the hole and electron neutral capture cross sections. Although at 
this point this is a mere hypothesis, this finding could provide valuable information regarding 
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the recombination mechanism of charge carriers at the dangling bonds and should be further 
investigated in the future. 
 
Fig. 5.18 Surface recombination velocity as a function of temperature for three different injection levels for a FZ n-type Si 
sample coated with a 50 nm-thick a-Si:H(i) layer (dots) from TIDLS data acquired after 28 months of storage in the dark 
along with the fits obtained by applying the model proposed by Olibet et al. [14] (solid lines). The error bars reported for the 
injection levels of 5 x 1014 cm-3 and 1 x 1016 cm-3 specify the uncertainty associated with the linear regression exemplified in 
Eq. 20. 
 
As for the previous case, Fig. 5.18 shows that a good fit of the data could be obtained 
with a single fixed charge density, Qf, of (1.0 ± 0.5) x 10
11 cm-2 for all injection levels. On 
the other hand, the modeling reveals that during the 28-months storage period the density of 
defect states at the interface, NS, has increased by an order of magnitude, i.e., (5.5 ± 1.5) x 
107 cm-2. This NS variation results in a strong SRV injection-dependence as, contrary to the 
results for the non-degraded samples shown in Figure 5.14, a strong increment of the surface 
recombination is found for Δn = 1 x 1016 cm-3 with SRV values significantly higher than in 
the low injection level range. However, even in this case a good fit of the data could be 
obtained with a single fixed charge density Qf of (1.0 ± 0.5) x 10
11 cm-2 for all injection 
levels. On the other hand, the modeling reveals that during the 28-months storage period the 
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density of defect states at the interface, NS, has increased by an order of magnitude, i.e., (5.5 
± 1.5) x 107 cm-2. This result shows that, similarly to previous reports [76], [92], [98], the 
band bending at the interface has not changed during the degradation process, and the 
effective lifetime decay can be entirely ascribed to a worsening of the chemical passivation 
quality which led to an increased number of interface defect states. As the effective lifetime 
of the samples after the re-annealing process is not completely re-established but it is also 
higher than for the samples in the as-deposited state (see Fig. 5.17), we can attribute the 
increment of SRV shown in Fig. 5.18 to the concurrent partial effusion of hydrogen from the 
a-Si:H(i) layer and to the breakage of Si-Si bonds. The partial recovery of effective lifetime 
can thus be explained by the regeneration of the strained Si-Si bonds upon a new annealing 
process whereas the loss of hydrogen does not allow the complete re-establishment of the 
passivation quality. However, it must be noted that in terms of HJ technology reliability, the 
partial effusion of hydrogen poses a smaller threat to the performance of HJ modules over an 
extended period of time as it has been shown that the use of capping layers such as a-SiNx:H 
can effectively prevent any effusion process [93]. The decay of surface passivation due to the 
breakage of Si-Si bonds may be more problematic as it is evidently impossible to carry out a 
thermal treatment of the a-Si:H(i) layer after module fabrication to regenerate the broken 
bonds. However, as pointed out by other authors, this effect could possibly be reduced by 
changing the thickness of the a-Si:H(i) layer thus reducing the amount of strain in the Si-Si 
bonds [14]. These findings effectively explain the results from recent reports showing a 
decrement of fill factor and an increasing series resistance for HJ systems [85]–[87] even for 
unweathered control modules [86], and firmly indicate the degradation of surface passivation 
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layer as a major candidate for the observed loss of solar systems performance over time. 
Strategies to avoid such degradation should be further investigated, including the usage of a 
capping layer to prevent the effusion of hydrogen, and the engineering of the a-Si:H(i) 
thickness to possibly reduce the strain of Si-Si bonds and avoid breakages over time. 
5.4 Passivation by Al2O3 
For the analysis of ALD deposited aluminum oxide we processed four samples with 
different thicknesses across the range of 190 – 265 μm using the chemical etching procedure 
described in section 3.2. After deposition of Al2O3 and the rapid thermal annealing processes 
described in sections 3.3.3 and 3.4, respectively, the samples were characterized via TIDLS 
measurements. The effective lifetime varying across a range of temperature from 25 ºC to 
230 ºC for the 265 μm-thick sample is shown in Fig. 5.19. 
 
Fig. 5.19 Effective lifetime at different temperatures for the 265 μm-thick sample coated with Al2O3. Auger lifetime is 
reported for comparison. 
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To make sure that no structural variation occurred in the samples during the temperature 
scan, we measured the lifetime of the samples as the temperature was first increased from 25 
ºC to 230 ºC and then decreased back to room temperature. The results are shown in Fig. 5.20 
for three different injection levels. 
 
Fig. 5.20 Lifetime values for Al2O3-coated samples at three different injection levels as the temperature is first increased and 
then decreased in the range of 25 ºC – 230 ºC. 
 
Clearly, no variation occurs during the entire temperature scan procedure with lifetime 
values perfectly matching at all injection levels as the temperature is increased and then 
decreased. 
Following the thickness variation method described above (see Eq. 20), we were able to 
extract the surface recombination velocity at every injection level for each temperature. 
Figure 5.21 shows the SRV temperature- and injection-dependence for Al2O3-coated 
samples.  
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Fig. 5.21 Surface recombination velocity as function of injection level and temperature for Al2O3-coated Si samples. 
 
SRV is found to increase with increasing injection level, a behavior which has been 
associated to the presence of charges in the passivation layer inducing a band bending at the 
interface [63]. Also, SRV is found to decrease with temperature, in accordance with the 
increasing effective lifetime seen in Fig. 5.19 and Fig. 5.20 for high temperatures. This trend 
can be better seen in Fig. 5.22 for three different injection levels. 
 
Fig. 5.22 Surface recombination velocity of Al2O3-coated samples at three different injection levels for different 
temperatures. 
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5.5 Passivation by SiNx 
5.5.1 Processing at ASU 
For the analysis of PEVCD deposited SiNx we prepared four different samples according 
to the chemical etch processing described in section 3.2 with a thickness varying across the 
range from 170 to 260 μm. The samples were then coated on both sides according to the 
procedure reported in section 3.3.2 and subjected to a thermal annealing in a muffle furnace 
to activate the surface passivation layer. 
All the samples were characterized via TIDLS technique for temperatures varying across 
the range from 25 ºC to 230 ºC. Figure 5.23 shows the results for the 260 μm-thick sample. 
 
Fig. 5.23 Effective lifetime at different temperatures for the 260 μm-thick sample coated with SiNx. 
 
Similarly to the Al2O3-coated samples, lifetime was acquired as the temperature was first 
increased from 25 ºC to 230 ºC and subsequently decreased back to room temperature in 
order to assure that no permanent structural modifications were happening in the samples 
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because of the high temperatures. The results are shown in Fig. 5.24 for three different 
injection levels. 
 
Fig. 5.24 Lifetime values for SiNx-coated samples at three different injection levels as the temperature is first increased and 
then decreased in the range of 25 ºC – 230 ºC. 
 
No significant variations occurred during the entire temperature scan procedure 
indicating that the samples were stable in the entire temperature range. 
The measurement of all the four samples with different thickness allowed the 
extrapolation of the surface recombination velocity for these samples as exemplified by 
equation 20. The results are shown in Fig. 5.25. 
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Fig. 5.25 Surface recombination velocity as function of injection level and temperature for SiNx-coated Si samples. 
 
Interestingly, SiNx presents a very similar temperature- and injection-dependence SRV as 
compared to the Al2O3 passivation layers. The decreasing SRV trend with increasing 
temperature can be better seen in Fig. 5.26 for three different injection levels. 
 
Fig. 5.26 Surface recombination velocity of SiNx-coated samples at three different injection levels for different 
temperatures. 
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As previously mentioned, the strong injection dependence indicates the presence of fixed 
charge at the interface between c-Si and the dielectric layer [63]. As the charges contained in 
SiNx and Al2O3 have opposite sign, we could have expected different SRV trends with 
temperature among the two passivation schemes given that we are now in a regime of 
charges accumulation at the interface rather than inversion/depletion. However, for a more 
detailed analysis, the determination of the charge density at the interface for both SiNx- and 
Al2O3-coated samples would be required. 
5.5.2 Processing at UNSW 
5.5.2.1 Experimental 
The samples used in this section were processed according to the procedure described in 
section 3.2 to obtain a set of substrates with thicknesses ranging from 160 µm to 270 µm for 
both p- and n-type material. The substrates were then double-side coated with ~110 nm of 
SiNx via an industrial dynamic high-frequency (2.45 GHz) remote PECVD system (MAiA, 
Meyer Burger) at 425 °C [99]. The SiNx-coated samples were then subjected to a damp heat 
testing in an environmental chamber (IEC 61216, 85 °C, 85% humidity) for 1000 hours in 
the case of n-type substrates, and 200 hours for p-type substrates. 
To study the samples’ electronic properties as a function of temperature and illumination 
conditions, the injection-dependent effective minority-carrier lifetime (τeff) was measured 
using the Sinton Consulting WCT-120 instrument modified at the University of New South 
Wales (UNSW) described in Section 4.2 along with a standard version of the same tool at 
ASU for comparison [59]. Contactless corona C-V measurements were performed using a 
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PV metrology system from Semilab (PV-2000) described in Section 4.3. The fixed charge 
within the SiNx layer was determined to be in the range of (2-7)×10
12 q/cm2, in agreement 
with values generally reported in literature for SiNx [100]–[103], whereas Dit at midgap was 
found to be in the range (1.5±0.7)×1012 cm-2 eV-1 at room temperature. Finally, surface 
photovoltage spectroscopy (SPS) is carried out on samples as-processed and after damp heat 
testing (IEC 61216, 85 °C, 85% humidity) for 1000 hours in the case of n-type substrates, 
and 200 hours for p-type substrates. The comparison of SPS results obtained from substrates 
coated with different passivation layers allows the identification of three different intra-gap 
defect states, which are univocally associated with the presence of dangling bonds at the 
interface. Furthermore, from the height of the peaks in the SPS, we could estimate the 
changes of defect density of states, Ns, due to different processing steps or due to the effect of 
damp heat testing. 
5.5.2.2 Modeling of Surface Recombination Velocity 
To reproduce the experimental results and to gain insights about the recombination 
mechanisms at the surface under different operating conditions, we made use of the extended 
version of the Shockley-Read-Hall (SRH) theory of recombination [36], [37], first proposed 
by Girisch et al. [104] and recently extended by Bonilla et al. [105] to account for the 
simultaneous variation of minority carrier injection and dielectric charge density. In these 
works, surface recombination (Rs) is expressed for an arbitrary trap level density function 
𝑅𝑠 = ∫
(𝑛𝑠𝑝𝑠 − 𝑛𝑖
2)
[𝑛𝑠+𝑛1(𝐸)]
𝑣𝑡ℎ𝐷𝑖𝑡(𝐸)𝜎𝑝
+
[𝑝𝑠+𝑝1(𝐸)]
𝑣𝑡ℎ𝐷𝑖𝑡(𝐸)𝜎𝑛
𝑑𝐸
𝐸𝑐
𝐸𝑣
                                                                                              (24) 
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where ni is the Si intrinsic carrier density [38], [39], vth is the thermal velocity of both types 
of carriers, σp (σn) are the capture cross sections for holes (electrons), ns and ps are the carrier 
concentrations at the surface defined as 
𝑛𝑠 = (𝑛0 + ∆𝑛)𝑒𝑥𝑝 (
𝑞𝛹𝑠
𝑘𝑇
) , 𝑝𝑠 = (𝑝0 + ∆𝑝)𝑒𝑥𝑝 (−
𝑞𝛹𝑠
𝑘𝑇
)                                                         (25) 
where Δn is the excess minority carrier concentration, n0 (p0) is the equilibrium electron 
(hole) carrier concentration, k is the Boltzmann constant, T is the temperature, and Ψs is the 
surface potential that must be numerically calculated by solving the Poisson’s equation in the 
band bending region [14], [106], [107]. To keep the model as simple as possible, we used a 
single defect at a single energy level Et in the midgap. Finally, n1 and p1 are the carrier 
concentrations for when the Fermi level falls to Et 
𝑛1 = 𝑛𝑖𝑒𝑥𝑝 (
𝐸𝑡 − 𝐸𝑖
𝑘𝑇
) ,  𝑝1 = 𝑝𝑖𝑒𝑥𝑝 (
𝐸𝑖 − 𝐸𝑡
𝑘𝑇
)                                                                            (26) 
By definition, the effective SRV calculated according to the Girisch model (SGir) is 
𝑆𝐺𝑖𝑟 ≡
𝑈𝑠
∆𝑛
=
1
∆𝑛
∫
(𝑛𝑠𝑝𝑠 − 𝑛𝑖
2)
[𝑛𝑡𝑜𝑡(𝐸)]
𝑆𝑝
+
[𝑝𝑡𝑜𝑡(𝐸)]
𝑆𝑛
𝑑𝐸
𝐸𝑐
𝐸𝑣
                                                                                   (27) 
where ntot (ptot) is the total density of electrons (holes) at the interface, and Sp and Sn are the 
energy dependent SRV for holes and electrons, respectively. However, as recently 
demonstrated by Bonilla et al. [105], SRV shows a marked lack of sensitivity on the energy 
dependence of Sp,n and will then be considered energy independent in this work for 
simplicity.  
83 
 
As suggested by Dauwe et al. [100], an additional term accounting for enhanced 
recombination in a surface damage region (SDR) has to be included. This term can be 
described as a current loss over a shunt diode with a dark saturation current J02 
𝑆𝐽02 =
𝐽02
𝑞∆𝑛
[(
∆𝑛
𝑛0
+ 1)
1/𝑚
− 1]                                                                                                     (28)   
where m is the diode ideality factor. The physical cause of the SDR is still under debate but is 
believed to form due to an excessive amount of hydrogen introduced during the surface 
preparation prior deposition and during the deposition itself [102], [108]. 
The effective SRV is then given by the equation 
𝑆𝑒𝑓𝑓 =  𝑆𝐺𝑖𝑟 + 𝑆𝐽02                                                                                                                              (29) 
5.5.2.3 TIDLS Results  
Figure 5.27 shows τeff versus injection level at different temperatures for the thickest p-
type substrate sample (W = 270 µm) passivated with SiNx. Similar results were obtained for 
all samples in the p-type set with slightly lower lifetime values due to the reduced substrate 
thickness. 
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Fig. 5.27 Effective minority-carrier lifetime as a function of excess carrier concentration in a range of temperature of -75 °C 
– 250 °C for a high-quality p-type Si sample passivated with ~110 nm of SiNx. 
 
Lifetime is found to strongly decrease at low injection levels (Δn < 5×1014 cm-3), a 
behavior which has previously been associated to the presence of a surface damage region 
[102], [109]. The impact of the SDR has been observed to be significant under an inverted or 
depleted c-Si surface, i.e., SiNx-coated p-type substrates, due to the presence of a space 
charge region (SCR) where ns ≈ ps (assuming symmetric capture cross sections), whereas no 
influence was observed under accumulation conditions, i.e., SiNx-coated n-type substrates 
[102], [109], [110]. However, it must be noted that the very existence of a SDR is still under 
debate as no experimental evidence has been reported in literature, and that other 
mechanisms such as recombination at the sample’s edges have been proposed to explain the 
reduced lifetime at low injection level [110], [111].  
Figure 5.28 shows the effective lifetime vs. injection level curves at different 
temperatures for the thickest n-type substrate sample (W = 270 µm) passivated with SiNx.  
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Fig. 5.28 Effective minority-carrier lifetime as a function of excess carrier concentration in a range of temperature of -75 °C 
– 250 °C for a high-quality n-type Si sample passivated with ~110 nm of SiNx. 
 
The effective lifetime values are generally higher for n-type samples than for the p-type 
ones, with the difference becoming more apparent at higher temperatures. Interestingly, τeff is 
still found to decrease towards low injection levels for temperatures below 200 °C in stark 
opposition with previous reports [109], [110]. 
In order to better understand these findings, we experimentally extrapolate the SRV in the 
whole temperature and injection density range from τeff measurements by applying the 
thickness variation method [63] according to Eq. 20. In this way, the recombination 
mechanisms happening in the bulk of the material can be separated from those happening at 
the interface c-Si/SiNx. 
Figure 5.29 shows the surface recombination velocity obtained using Eq. 20 for the SiNx-
coated p-type substrates at different temperatures as function of the injection level. 
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Fig. 5.29 Surface recombination velocity measurements and simulations (grey lines) as a function of excess carrier 
concentration at different temperatures in a range of -50 °C – 250 °C for high-quality p-type Si samples coated with ~110 
nm of SiNx. The inset depicts the curves at -50 °C calculated with the Girisch model (SGir, dash), the calculated contribution 
due to the recombination in the space charge region (SJ02, dash-dot), and the sum of the both which is the curve on top of the 
measured data points (Seff, solid). 
 
The SRV shows a strong temperature- and injection-dependence with the highest values 
found in the low temperature/injection level regime. As the temperature increases, SRV 
strongly decreases and its injection-dependence weakens significantly. The error shown for 
the measured data at -50 °C was estimated at each injection level from the quality of the 
linear fit expressed by Eq. 20 and was found to increase with excess carrier concentration 
from ±10% at Δn = 2×1013 cm-3 to ±30% at Δn = 1×1016 cm-3. As the temperature increases, 
the minimum injection level at which it is possible to extract the SRV shifts towards higher 
values due to the increasing scattering of lifetime data clearly observable in Fig. 5.28. The 
results shown in Fig. 5.29 correlate well with the lifetime temperature- and injection-
dependence found for p-type SiNx-passivated samples (see Fig. 5.27). Figure 5.29 also shows 
the simulated Seff (grey lines) given by Eq. 29 throughout the whole temperature range. As 
the inset clearly depicts for the experimental data at -50 °C, the measured data can be 
successfully modeled by the sum of the contribution calculated with the Girisch model given 
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by Eq. 27, and the contribution due to the recombination in the SDR given by Eq. 28 with the 
latter dominating in the high injection regime (Δn > 5×1015 cm-3). The same holds true for 
the experimental data of the remaining temperature range. Remarkably, the only parameters 
that had to be adjusted in the model to account for the temperature variation were: Dit in Eq. 
27 and J02 in Eq. 28. It’s also worth highlighting that a satisfactory fitting of the SRV T-
dependent data could not be achieved by mean of the Girisch model alone and that the 
addition of a recombination term represented by J02 due to the presence of the SDR was 
crucial. Thus, on the contrary of previous studies reporting no surface damage for samples 
coated by mean of remote PECVD systems [112], our findings prove that a SDR is present at 
the c-Si/SiNx interface of these samples, in agreement with later reports [101].  
Figure 5.30 shows the SRV obtained using Eq. 20 for the SiNx coated n-type substrates at 
different temperatures as function of the injection level.  
 
Fig. 5.30 Surface recombination velocity measurements and simulations (grey lines) as a function of excess carrier 
concentration at different temperatures in a range of -75 °C – 250 °C for high-quality n-type Si samples coated with ~110 
nm of SiNx. The inset depicts the curves at 250 °C calculated with the Girisch model (SGir, dash), the calculated contribution 
due to the recombination in the space charge region (SJ02, dash-dot), and the sum of the both which is the curve on top of the 
measured data points (Seff, solid). 
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Although generally lower than the SRV results shown in Fig. 5.29 for p-type substrates, 
the measured SRV for n-type samples shows a similar behavior with a strong temperature- 
and injection-dependence. Similar to the previous case for p-type samples, the error 
associated with the measured data for n-type samples was found to increase with excess 
carrier concentration from ±10% at Δn = 2×1013 cm-3 to ±35% at Δn = 1×1016 cm-3. The 
same set of parameters used for p-type samples were used to fit the measured data for n-type 
substrates shown in Fig. 5.30 (grey lines). Again, only Dit and J02 were adjusted to account 
for the temperature variation. However, measured SRV data in the range of temperature of -
75 °C – 0 °C showed a significantly different trend with increasing injection level when 
compared to the rest of the experimental results that could not be satisfactorily reproduced by 
our simplified model. The origin of this finding cannot be adequately interpreted at the 
moment and further investigation is required. 
The generally lower Seff for n-type samples when compared to p-type substrates (see Figs. 
5.29 and 5.30 for comparison) was found to be due to a lower contribution coming from the 
surface damage region SJ02. This could be expected as for p-type samples the SDR lies 
directly within a space charge region where according to SRH theory the recombination rate 
has its peak due to the electrons and holes having the same concentration. Nonetheless, as 
shown in the inset in Fig. 5.30 for data at T = 250 °C, at high temperatures the measured 
SRV for n-type substrates is completely dominated by the SJ02 term (dash-dot line in inset of 
Fig. 5.30). This is due to the simultaneous strong decrement of the SGir term along with the 
increment of holes concentration at the surface caused by thermal excitation. Under these 
conditions, the density of electrons and holes at the surface is almost at equilibrium and the 
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recombination rate in the SDR is enhanced. This result further suggests that a surface damage 
region is present at the c-Si/SiNx interface even for n-type samples but that its contribution 
becomes apparent only when the surface is not under strong accumulation conditions, e.g., at 
high temperatures. 
Under most of the experimental conditions examined in this work, for both p- and n-type 
samples the concentration of electrons at the interface is higher than the concentration of 
holes due to the presence of positive fixed charges in the dielectric, and SGir expressed in Eq. 
27 is usually more sensitive to the variation of Sp rather than of Sn. Thus, using the 
experimental Dit = 1.5×10
12 cm-2 eV-1 obtained via C-V measurement and the expression σp = 
Sp
 / vthDit we can directly estimate the capture cross section for holes as σp ~ 1016 cm-2. 
However, with increasing temperature the c-Si surface of the p-type samples goes from being 
under inversion conditions, i.e., ntot > ptot, to accumulation conditions, i.e., ntot < ptot, due to 
thermal excitation. Thus, the modeling of experimental data at high temperatures of p-type 
becomes sensitive to the variation of σn which was estimated as ~ 1014 cm-2, corresponding to 
a capture cross section ratio k ~ 100. These values are consistent with one of the defects 
previously measured by Schmidt et al. [113] via small-pulse deep-level transient 
spectroscopy (DLTS) denominated defect “B” associated to the presence of dangling bonds 
at the interface [112]–[114]. As previously stated, the fitting of measured SRV data for p- 
and n-type substrates at different temperatures required the variation of only two parameters, 
i.e., Dit and J02. 
Figure 5.31 shows both Dit (full symbols) and J02 (empty symbols) as a function of 
temperature for p- and n-type substrates obtained from the fitting of the experimental results. 
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Fig. 5.31 Density of defect states at the interface Dit and diode saturation current J02 as function of temperature for both p- 
and n-type substrates. The vertical dashed line indicates the temperature range at which a good fit of the experimental SRV 
data for n-type substrates could not be obtained. 
 
The density of defect states at the interface Dit is generally found to decrease 
exponentially with increasing temperature for both types of substrate. However, while for p-
type substrates the decreasing trend is consistent throughout the whole temperature range, for 
n-type samples a stable Dit value of (1.0–1.5)×1012 cm-2 eV-1 is obtained for temperatures 
across -75 °C – 0 °C  (see vertical dashed line in Fig. 5.31). This temperature range 
corresponds to the one in which the experimental SRV data could not be properly fitted (see 
Fig. 5.30), possibly indicating that the simplified model adopted in this work is not adequate 
under these particular conditions. Despite this delayed onset, Dit is found to be much lower 
for n-type samples at high temperatures as the rate of change vs. T is steeper than for p-type 
material. These findings can be explained by the shift of Fermi energy towards midgap with 
increasing temperature and the reported amphoteric nature of defect states at the interface 
[50], [115]. In fact, similarly to what other reports have suggested for the Si-SiO2 interface 
[105], [116]–[118], we can make the reasonable assumption of considering the defect states 
91 
 
close to the valence band of donor-type, and those close to the conduction band of acceptor-
type. In this way, the shift of Fermi energy due to the increment of intrinsic carriers density 
with temperature would lead to a reduction of active defect states for both p- and n-type 
substrates. The Dit curves in Fig. 5.31 then provides information about the characteristic 
energy distribution of interface defect states in both halves of the bandgap. In order for this 
interpretation to be valid, we also need to assume the capture cross section for holes and 
electrons to be temperature-independent. This assumption has been proven true for the Si-
SiO2 interface [116] However, as no experimental results have been reported regarding the 
Si-SiNx interface, further investigation is required to confirm this hypothesis. 
Figure 5.31 also shows the diode saturation current J02 to have comparable values for n- 
and p-type substrates, and to strongly increase with temperature for both substrates. This 
behavior is expected since the saturation current depends on ni [119], which is strongly 
dependent on temperature due to the thermal excitation. Remarkably, despite the 
significantly different contribution given to the effective SRV by the SJ02 term on p- and n-
type substrates for the reasons stated above, very similar J02 values are obtained when 
modeling Seff data which suggest a similar SDR impact for both sets of samples and is in line 
with the idea that the origin of this region comes from the plasma source during the 
deposition process. 
These findings indicate that, even when a high amount of defect states at the interface are 
present, their impact on the surface recombination decreases with temperature, thus possibly 
yielding some benefits to the overall device performance under field operation conditions. 
This is the opposite of what we showed for a-Si:H in section 5.3 and recently reported in Ref. 
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[18], and may represent a significant advantage for technologies adopting SiNx as a 
passivation layer. However, at least for industrial PECVD systems, these results 
demonstrates that a surface damage region is introduced at the interface c-Si/dielectric 
material even for remote high-frequency conditions. Its contribution to the overall surface 
recombination was found to be significant not only under inversion conditions, but also under 
accumulation conditions, especially at high temperatures. As the exact nature of this region 
has not been identified yet, both theoretical and experimental investigations are still required 
to further develop the quality of the passivation provided by SiNx layers for high-efficiency 
solar cells architectures. 
5.5.2.4 SPV Analysis 
Figure 5.32 shows the SPS spectrum for a high-quality FZ n-type sample passivated with 
SiNx before and after degradation via damp heat testing.  
 
Fig. 5.32 Surface photovoltage spectroscopy results on a high-quality n-type sample passivated with SiNx both before and 
after being subjected to a damp heat testing (IEC 61216, 85 °C, 85% humidity, 1000 hours). 
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The SPS signal for n-type samples coated with SiNx does not show the same features in 
the low energy regime as for the samples passivated with a-Si:H (see Fig. 5.7 for 
comparison). Only one slope variation is observed at Ev + 2.55 eV, which is associated with 
the bandgap of the dielectric material. This is due to the sample surface being under 
accumulation conditions due to the presence of positive fixed charges in the dielectric 
material which prevents the SPV signal to be collected as exemplified by E. Fefer and Y. 
Shapira [13]. Interestingly, the intensity of the signal is found to increase after the damp heat 
testing indicating a decrement of the defect states density at the interface. Although this 
finding is counterintuitive, as one would expect degradation to act the opposite way, the 
observation is supported by photoconductance lifetime measurements on the sample before 
and after damp heat testing, which confirms that the sample electrical properties have 
improved. However, this result is not well understood at this point and further investigation 
will be required. 
Figure 5.33 presents the SPS spectrum for a high-quality FZ p-type sample passivated 
with SiNx before and after degradation via damp heat testing.  
On the contrary of the results shown in Fig. 5.32 for n-type samples passivated with SiNx, 
the SPS signal intensity strongly decreases after damp-heat testing. The analysis of p-type 
substrates reveals the presence of four slope variations in the energy region below the 
dielectric material bandgap which, similarly to the n-type samples, has an energy value of Ev 
+ 2.7 eV. 
94 
 
 
Fig. 5.33 Surface photovoltage spectroscopy results on a high-quality p-type sample passivated with SiNx both before and 
after being subjected to a damp heat testing (IEC 61216, 85 °C, 85% humidity) for 200 hours. 
 
Remarkably, three of these four features highlighted in Fig. 5.33 were also observed for 
a-Si:H-coated samples shown in section 5.3.1 (see Fig. 5.7 for comparison). This finding 
confirms that the identified defect states are associated with the c-Si/passivation layer 
interface and are not due to the particular material used. However, compared to a-Si:H-
coated samples, we now have the appearance of a fourth feature exactly where the transition 
associated with the a-Si:H bandgap was found, i.e., Ev + 1.7 eV.  
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6 BULK LIFETIME ANALYSIS  
6.1 Experimental Results 
The correct assessment of the bulk lifetime of silicon material under varying 
experimental conditions is a major task in the photovoltaic community as invaluable 
information can be obtained from its analysis. However, due to the increasing quality of the 
silicon obtained in the crystallization process, some of the most well-established 
characterization technique such as deep-level transient spectroscopy (DLTS) are reaching 
their sensitivity limits and are not capable of detecting the metal impurities contained in the 
material. On the contrary, it has been shown that temperature- and injection-dependent 
lifetime spectroscopy (TIDLS) has the potential to detect extremely low concentrations of 
metal impurities but its application may be limited by other recombination mechanism 
overshadowing the contribution coming from the bulk.    
In this work, thanks to the experimental temperature- and injection-dependent SRV 
results presented in Chapter 5, we demonstrate that a concentration of metal impurities down 
to 109 cm-3 can be detected via TIDLS measurements thus proving that this technique has the 
potential to investigate Si material for high-efficiency PV applications. In order to do so, we 
need to remove the contribution of the surface recombination velocity from the measured 
effective lifetime as expressed by Eq. 20. Figure 6.1 shows this procedure for samples 
passivated with only a-Si:H(i) (top) or with a stack of a-Si:H(i)/a-Si:H(n+) (bottom) described 
in the previous chapter.  
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Fig. 6.1 Extrapolation of bulk lifetime from effective lifetime and SRV measurements obtained by applying Eq. 20 to 
samples passivated with only a-Si:H(i) (top) or with a stack of a-Si:H(i)/a-Si:H(n+) (bottom) presented in Chapter 5.  
 
Figure 6.2 shows the resulting bulk lifetime vs. injection density curve for increasing 
temperatures obtained for a-Si:H(i)-coated FZ samples. These data are calculated starting 
from the TIDLS data shown in Fig. 5.4 from which we subtracted the SRV contribution 
shown in Fig. 5.6 according to Eq. 20. Figure 6.2 also shows the effective lifetime τeff at 30 
°C to showcase the impact of the SRV on the lifetime measurement. The comparison of τeff 
and τbulk at 30 °C shows that the latter exhibit even a stronger injection-dependence. 
Furthermore and more importantly, the T-dependence is now completely reversed compared 
to the effective lifetime shown in Fig. 5.4, and τbulk is found to increase with temperature as it 
would be expected from the exponential temperature dependence of the SRH density p1 in 
Eq. 11. 
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Fig. 6.2 Bulk lifetime as function of injection level at temperatures with 20 °C step size up to 150 °C for samples passivated 
with a-Si:H(i). τeff at room temperature (empty squares) is reproduced for comparison. 
 
Interestingly, bulk lifetime is found to perfectly match the Auger limit at 150 °C while 
any curve at higher temperature (shown in Chapter 7) are found to sit beyond that limit. This 
is probably due to the uncertainty of the Auger recombination coefficient at high 
temperatures as mentioned at the beginning of this discussion. In the next section we will 
show that the discrepancy between τeff and τbulk is of the utmost importance for the correct 
identification of deleterious defects in the bulk of high-quality Si material. 
Similarly to the analysis performed on a-Si:H(i)-coated samples, we experimentally 
evaluated the bulk lifetime on the samples after the additional deposition of n-doped a-Si:H. 
The bulk lifetime resulting from the application of Eq. 20 on the TIDLS data is shown in Fig. 
6.3. As we would expect from the significantly lower SRV shown in Fig. 5.12, the resulting 
bulk lifetime is not as different from the τeff data shown in Fig. 5.10 as for the a-Si:H(i)-
coated samples. This can be seen from a comparison with the effective lifetime at 30 °C also 
included in Fig. 6.3. 
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Fig. 6.3 Bulk lifetime as function of injection level at different temperatures with 20 °C step size up to 150 °C for samples 
passivated with a-Si:H(i)/a-Si:H(n+). τeff at room temperature (empty squares) is reproduced for comparison. 
 
Remarkably, the results are very similar to those shown in Fig. 6.2 which corroborates 
the validity of this method for τbulk extrapolation provided that a consistent experimental 
approach is adopted. Again, the bulk lifetime is found to match the Auger limit at 150 °C. All 
curves at temperatures higher than 150 °C fall to the right side of the Auger limit shown in 
Fig. 6.3 and are discussed in the subsequent chapter. 
6.2 Defect Parameters Contour Mapping 
In this section we introduce a method we denominate defect parameters contour mapping 
(DPCM) which can be used to complement a TIDLS analysis to quickly assess the most 
likely lifetime-limiting defect in PV silicon samples. The DPCM method builds upon the 
framework presented by S. Rein [17] and provides a more general, visual, and intuitive way 
to analyze lifetime spectroscopy data. The main characteristics of the DPCM are: 1) it can be 
used with any set of LS data disregarding the experimental ranges of injection levels and 
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temperatures available, and 2) it allows to visually compare among defects previously 
reported in literature to readily identify the most likely lifetime-limiting one. This is 
particularly useful for the case when the source of contamination is unknown. Alongside, 
when applied to our experimental data, this analysis experimentally proves that the generally 
accepted assumption τeff ≈ τbulk doesn’t hold for high-quality material and that a direct 
measurement of SRV as function of temperature- and injection is required if one wants to 
evaluate the quality of the bulk.  
In this work we will make use of the advanced parameterization proposed by Richter 
et al. [19] for the intrinsic recombination in crystalline silicon. However, it must be noticed 
that the T-dependence of the parameters we will make use to model these processes have 
been experimentally determined for a window of injections and temperatures narrower than 
the one considered here. In particular, the radiative recombination coefficient B(T) has only 
recently been evaluated to a temperature up to 90 °C [120]. The results were found to agree 
well with the previously established data published by Trupke et al. [121], on which our 
analysis is based, as B(T) values at higher temperatures were extrapolated from a 
parameterization of data reported in that work. Similarly, Auger recombination T-dependence 
has not been extensively studied. Recently Wang et al. evaluated the ambipolar Auger 
coefficient Ca across a temperature range from -30 to 200 °C [122] but only at a very high 
injection level of 5 x 1016 cm-3. Based on this we expect some discrepancy between our 
modeling and the experimental results and thus higher errors at temperatures above 100 °C. 
Herein, we will first apply the DPCM method to the experimental effective lifetime 
results obtained for a-Si:H(i) coated samples and the resulting τbulk shown in the previous 
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paragraph. Subsequently, we will discuss in depth these two main characteristics of the 
model and lay out the main advantages and limitations of the method when compared to 
other approaches. We use the DPCM to revisit two relevant sets of experimental data from 
case studies previously reported in literature – this not only demonstrates its capability to 
complement other analysis but it also reveals invaluable information otherwise inaccessible. 
Finally, we will evaluate the DPCM response to a set of data obtained by simulating the 
presence of a defect level in a low resistivity p-type silicon sample. By varying the size of 
injection level and temperature data ranges fed to the DPCM analysis we will identify the 
ideal conditions for its application. 
The DPCM method makes use of the SRH theory for a single defect level along with 
the advanced parameterization for intrinsic recombination proposed by Richter et al.[20] to 
model the lifetime vs. injection level curves at different temperatures. The defect energy 
level Et and k are varied across a wide range of values, i.e., the parameters space. In order to 
do so, our main assumption is that lifetime is dominated by just one defect level in the whole 
range of temperature evaluated. At the beginning, the experimental lifetime vs. injection 
level curve at RT is evaluated and a best fit is obtained for every (k, Et) combination by 
varying the time constants τp0 and τn0.  
The quality of the fit, represented by lighter color in the contour plot, is determined 
by calculating an Average Residual Value (%) over various injection levels according to the 
equation 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝑉𝑎𝑙𝑢𝑒 (300 K) = (∑
|𝜏𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑗 − 𝜏𝑚𝑜𝑑𝑒𝑙,𝑗|
𝜏𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑗
𝑛
i=1
) 𝑛⁄                              (30) 
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where n is the number of injection level values at which the fit is evaluated, τmeasured can be 
either the effective lifetime or the bulk lifetime, and τmodel is obtained according to the 
procedure explained in Section 6.1. In Fig. 6.4 this calculation is exemplified for an 
experimental lifetime curve (black dots) and a simulated curve (red line). The distance 
between the two curves is evaluated at different injection levels indicated by the green arrows 
and is then averaged in the ARV calculation.  
 
Fig. 6.4 Experimental lifetime vs injection level curve for a metal-contaminated FZ n-type wafer (black dots). The red curve 
represents the modeling obtained using the SRH theory and Richter parameterization [1]. The distance between the two is 
evaluated at different injection levels (green arrows) and is represented by the ARV. 
 
Normally Σ(τmeasured - τmodel)2 is minimized when fitting lifetime with SRH model. However, 
when the lifetime crosses several orders of magnitudes this method unintentionally allocates 
larger weight to the higher-value lifetime data. To avoid this problem, Σ[|τmeasured-τmodel|/τmeasured] 
was used in this work. Furthermore, taking the absolute value of τmeasured-τmodel instead of the 
square value enables the assessment of a true modeled-to-measured residual percentage.  
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6.2.1 DPCM Applied to Experimental Data 
To apply the DPCM method to our experimental data we need first to choose the 
number of injection levels to be compared. Note that the values can be modified to account 
for characteristic features in the lifetime curve at a certain injection level which could help 
obtain a more univocal fit. However, as our experimental lifetime curves reported in Fig. 5.4 
and Fig. 5.10 don’t show any particularly relevant feature along the whole injection range, 
for this case we simply choose five values evenly spaced across 5 x 1014 cm-3 – 1 x 1016 cm-3. 
Once the time constants associated with the best fit have been assessed at room temperature, 
i.e. τp0 (25 ºC) and τn0 (25 ºC), they are kept fixed and subsequently employed to evaluate the 
fit over four more different temperatures over the range 30 °C – 150 °C. The Average 
Residual Value is calculated for each of the lifetime curve associated with a certain 
temperature and then averaged again as shown in Eq. 31. 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝑉𝑎𝑙𝑢𝑒 = ∑ ((∑
|𝜏𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑗 − 𝜏𝑚𝑜𝑑𝑒𝑙,𝑗|
𝜏𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑗
𝑛
i=1
) 𝑛⁄ ) /𝑚
𝑚
𝑗=1
                          (31) 
where m is the number of temperatures taken into account. 
We acknowledge that keeping the time constants fixed for different temperatures is 
equivalent to suggest that σp and σn – and thus k – are T-independent, which for many metal 
impurities in silicon is not the case. However, we can account for this temperature 
dependence by associating an error to the k value reported for every known defect level. In 
this way we can still present the results of the whole TIDLS data fitting in a single plot which 
is the main goal of the DPCM method. Note that in order to accurately estimate the error 
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associated with the temperature dependence of k, both T-dependence for σp and σn needs to be 
known – something that is available only for a very few defects. Based on the T-dependence 
of σn,p associated with various capture mechanisms reported by S. Rein [17] and K. Graff 
[123], and given the limited T range taken into account, we can estimate this error to be at 
maximum 60% for the case of iron. This number will of course vary substantially with the 
metal of interest.  
In Fig. 6.5 and Fig. 6.6 the metal defects with well-established parameters’ values 
taken from [17], [56], [57], [123]–[129] are depicted on the graph enabling us to readily 
verify which ones among these defects are the most likely to represent the source of 
recombination within the bulk of the material. The list of defects shown in the contour plot 
could be easily updated should new defects’ parameters be established. 
 
Fig. 6.5 Contour plot showing the quality of the fit for τeff data of a-Si:H(i) coated samples averaged over five different 
temperatures across a range from 30 °C to 150 °C. 
 
In Fig. 6.5 we show the contour plot obtained following the procedure described above 
for the effective lifetime, τeff, data of samples coated with a-Si:H(i) shown in Fig. 5.4.  It 
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appears immediately that there are no Et and k combinations for which a good fit quality is 
obtained as the Average Residual Value is always above the value of 18%. 
The situation changes substantially when we repeat the procedure using the bulk lifetime 
data shown in Fig. 5.10 (or similarly data shown in Fig. 6.3). Some characteristic bright areas 
appear in the corresponding contour plot shown in Fig. 6.6 with an Average Residual Value 
below 11% which can be considered as an acceptable fit considering the errors associated 
with the measurement method [130] and uncertainties in the models employed. A 60% error 
is shown for the k value of Fei(d) as a representative for the uncertainty of defect levels due 
to its temperature dependence. It seems clear from Fig. 6.6 that even when accounting for 
such a high level of uncertainty associated to the k value our method is still accurate enough 
to discriminate among different defect levels. 
 
Fig. 6.6 Contour plot showing the quality of fit for τbulk averaged over five different temperatures across a range from 30 
°C to 150 °C. Defects for which the best fit is obtained are shown in red. An error of 60% is shown for Fei(d) as a 
representative for the uncertainty associated with the k values of defect level due to its temperature dependence. 
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As expected, the (k, Et) solutions resulting in a good fit are symmetric for k values close 
to unity since defects with an energy level at the same distance from either the valence or the 
conduction band have virtually the same recombination strength [17]. The bright area in the 
upper half of the bandgap becomes Et space-independent when k > 1, i.e. σn > σp, since all the 
electrons accessible by the defect level are already made available and any further increment 
of σn does not correspond to an increment in the recombination strength. The same 
explanation holds for the Et space-independent bright region seen in the lower half of the 
bandgap for holes when k < 1, i.e. σn < σp.  
Given the narrowness of the bright areas, we can shrink the list of possible harmful 
defects among those reported on the graph to just one defect in the lower half of the bandgap 
and one in the upper half, respectively the single acceptor state of Zns and the single acceptor 
state of Cus (shown in red in Fig. 6.6). Thanks to the knowledge of τp0 from the modeling and 
using the hole capture cross sections, σp, reported in [56] and [126] for these defects we can 
calculate the defect density Nt from Eq. 12 using thermal velocity vth = 2.1 x 107 cm/s. For 
the Zns defect we obtained an Nt of 1.4 x 10
9 cm-3. For the Cus defect we obtained an Nt of 
1.6 x 1010 cm-3. In an attempt to verify the Et level of the defect of interest we analyzed the 
samples with deep-level transient spectroscopy (DLTS) which is accepted to be one of the 
most sensitive methods for characterization of electrically active defects. In particular, DLTS 
is known to be sensitive to a concentration of defects above 1012 cm-3 for samples with a 
doping level of ~1015 cm-3. However, no impurities were detected in our specimens which 
further corroborates the extraordinary sensitivity of the TIDLS method. While copper’s 
harmful effect has been previously assessed [123], [126] and its presence in silicon would not 
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be surprising, zinc has been thought to be an innocuous impurity in device fabrication as its 
low evaporation temperature – lower than its melting temperature – makes it evaporate 
during heat treatments of the wafers so that it has never been found in the bulk of processed 
samples but only on polished surfaces of as-received material [123]. Our results suggest that 
a small concentration of zinc could actually be present in the bulk of high-quality c-Si and 
contribute to the detrimental recombination mechanisms. 
It must be noticed that, although at room temperature a very good fit of the experimental 
bulk lifetime is obtained by modeling with only one defect’s parameters, things could be 
different at higher temperatures where other defects can get activated due to the shift of 
Fermi energy in the Si bandgap resulting in a higher ARV. 
Finally, we want to point out that an overall best fit of the experimental results could be 
obtained by replacing the Richter parameterization with a more complex model accounting 
for the Auger temperature dependence demonstrated in Chapter 7. Such a model, however, 
would probably not change the results associated with the search of the lifetime-limiting 
defect as every (Et, k) combination is equally affected by the parameterization of τAuger being 
T-independent, but would simply lower the ARVs on the entire map. 
6.2.2 DPCM Applied to IDLS Data  
We first apply the DPCM method to a set of IDLS data which represents the simplest 
possible experimental scenario as the T-dependence of the physical parameters evaluated is 
not taken into account. In particular, we will consider the work of Sun et al. [15] in which the 
authors present a study of the aluminum-oxygen (Al-O) recombination center parameters in 
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n- and p-type Czochralski-grown silicon. The aluminum-oxygen center has been extensively 
studied via deep level transient spectroscopy (DLTS) in the past and Et has been assessed to 
lay in the range of Et = Ev + (0.38 – 0.50) eV whereas k values reported in literature span 
over orders of magnitudes [131], [132]. The report from Sun et al., however, stands out as it 
makes use of both control, i.e., non-contaminated, and intentionally contaminated wafers 
which allows to extract the lifetime contribution of Al-O complexes (τAl-O) from the minority 
carrier effective lifetime (τeff). This is obtained by applying the equation 1/τAl-O = 1/τeff - 
1/τcontrol where τcontrol is the lifetime measured for the control wafers. By taking this 
precaution, i.e., analyzing τAl-O rather than τeff, Sun et al. revealed that a single deep level is 
sufficient to successfully model the experimental data for both p- and n-type samples in stark 
opposition with previous reports where the existence of multiple defect levels had been 
postulated. Furthermore, they are able to determine the optimal k value of this defect level 
being 380 and the uncertainty range associated with it as 330-460. In their study, however, 
the authors are able to draw these conclusions only by assuming Et to fall in the range of 
values previously established via DLTS. This assumption made a priori is thus fundamental 
to their analysis. On the contrary, the DPCM method is capable of providing the same results 
by analyzing the τAl-O data alone with no assumptions needed. Figure 6.7 shows the DPCM 
graph obtained from the modeling of τAl-O data along with the metal defects’ parameters taken 
from Ref. [15], [56], [57], [123], [125], [127]–[129]. 
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Fig. 6.7 IDLS-DPCM analysis of τSRH data reported by Sun et al. [15] Al-O defect is placed at Et = Ev + 0.44 eV and k = 
380. The error bars associated to Et and k represent the range of values reported in literature and the uncertainty evaluated by 
Sun et al., respectively. The area contained in between the yellow dashed lines represent the portion of the parameter space 
where a best fit for τeff data is found. 
 
The resulting IDLS-DPCM plot is characterized by a single bright band with ARV < 5% 
in the high k-region of the parameters space. The plot shows the Al-O defect placed at Et = Ev 
+ 0.44 eV and k = 380 with error bars representing the range of values assessed from DLTS 
analysis for the former, and the uncertainty reported in Ref. [15] for the latter. Remarkably, 
despite no assumptions were made on Et, the DPCM method results match with those 
presented by Sun et al. with an optimal k value of 380 and an equal level of accuracy 
associated with it, as demonstrated by the width of the best fit region (brightest area) 
overlapping to their estimated range of uncertainty. Additionally, the DPCM method allows 
to visualize the lack of unicity associated with the analysis of IDLS data as, for an optimal k 
value of 380, the same fit quality is obtained in the entire energy level range of Et = Ev + 
(0.26 – 0.76) eV.  
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Another aspect in which the DPCM analysis proves extremely valuable is the 
understanding of the widely scattered k values reported in literature: Previous reports had, in 
fact, attempted to model τeff rather than τAl-O by mean of a single defect which resulted in a 
general poor fit [131], [132]. These authors were then inclined to assume the presence of a 
second shallow defect level, which obviously led to the wrong assessment of the Al-O defect 
level parameters. Similarly, when τeff rather than τAl-O is used in the DPCM method, the 
region of best fit results shifted towards much smaller k values. However, a very poor fit is 
obtained as indicated by the ARV being above 30%. This finding is depicted in Fig. 6.7 by 
the area contained in between the yellow dashed lines. Thus, the DPCM analysis effectively 
demonstrates in a unique plot that τAl-O is to be preferred over τeff when assessing the Al-O 
complex recombination parameters, and that the assumption about the presence of a second 
defect is incorrect.  
6.2.3 DPCM Applied to TIDLS Data  
As the presence of a control sample may not always be feasible in most industrially 
relevant scenarios, we can expect the analysis of IDLS data to be generally insufficient for a 
correct defect level assessment. Moreover, even when a control sample is available, the lack 
of definitive information regarding Et obtained from the IDLS-DPCM plot seen in Fig. 6.7 
further demonstrates that the analysis of a second physical variable is usually necessary in 
order to obtain the most accurate results out of the DPCM method. As previously stated, the 
most effective way is to expand the IDLS technique into TIDLS by introducing the analysis 
of the samples’ lifetime temperature-dependence. To exemplify this, we refer to the TIDLS 
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analysis of c-Si intentionally contaminated with Mo performed by B. B. Paudyal et al. [16] 
via TIDLS in a range of temperatures of -110 °C – 150 °C.  In this work, the authors focus on 
the analysis of the T-dependence of capture cross section of both holes σp(T) and electrons 
σn(T), and evaluate the Mo defect energy level Et based on considerations related to the trend 
of these two physical quantities with temperature. In fact, if Et is assumed lower than Ev + 
0.375 eV, σn(T) negative slope is found to vary as the temperature increases above 0 °C. 
However, this variation would implicate a change of the physical mechanism for the capture 
of electrons - an event considered unlikely by the authors - and thus Paudyal et al. assumed 
Et to be higher than Ev + 0.375 eV. However, it must be noted that a change in the electrons 
capture mechanism with temperature could not be theoretically ruled out, and thus Et was not 
undoubtedly assessed. Furthermore, the value of Et = Ev + 0.375 eV is significantly higher 
than any other value previously reported in literature such as the one proposed by Rein of Et - 
Ev = 0.317 ± 0.005 eV [17] based on a TIDLS analysis across the temperature range of 0 °C – 
300 °C. 
In order to determine which of the previously reported Et values is to be considered the 
closest to the real Mo energy level, we perform DPCM analysis using the experimental 
TIDLS data reported in Fig. 2 b) on Ref. [16]. However, since the Auger recombination 
mechanisms T-dependence has not been evaluated at temperatures below 0 °C, we make use 
of the data obtained at T > 0 °C only. Figure 6.8 shows the resulting map following DPCM 
analysis, where the defect levels suggested by Paudyal et al. and Rein are shown in orange 
and labeled with the superscript “1” and “2”, respectively. 
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Fig. 6.8 TIDLS-DPCM image obtained from the analysis of data from Ref. [16]. Mo defect levels proposed by Paudyal et 
al., [16] indicated by the superscript “1”, and Rein, [17] indicated by the superscript “2”, are shown in orange. The errors 
associated with the Rein’s Et and k values are included in Moi(d)2. 
 
Compared to the results obtained from the analysis of IDLS data, the TIDLS-DPCM plot 
shows an extremely high capability of discriminating among different defects since only two 
small regions of the parameters space have an ARV below 5%, one in the upper half of the 
band gap and one in the lower half. More importantly, the method clearly shows that the 
defect parameters proposed by Rein [17], and in particular the energy defect level of Et - Ev = 
0.317 ± 0.005 eV, are the closest to the best combination of Et and k represented in the 
DPCM graph by the ARV scale. The small distance among this defect level and this region 
of the  parameters space is probably due to the method not taking into account the T-
dependence of physical quantities like k or the Auger lifetime which we will demonstrate in 
the next chapter to be strongly temperature dependent. Following the reasoning above, this 
result suggests that σn T-dependence is changing at high temperatures as Et is lower than Ev + 
0.375 eV, and thus that different capture mechanisms of electrons are expected to dominate 
in the temperature ranges below and above 0 °C. 
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One aspect to take into account in the analysis of the DPCM method is the possibility of 
having multiple recombination-active defects at the same time which would obviously 
further complicates the modeling of IDLS and TIDLS data. Since different defect levels most 
often will dominate different portions of the lifetime vs. injection level curve depending on 
their Et and k values [17], [57], a possible strategy for assessing the presence of multiple 
defects would be to accurately restrain the data to be processed through DPCM to a limited 
range of injection levels. An evaluation of this concept is presented in a separate study [133].  
6.2.4 DPCM Applied to Simulated Data 
As previously noticed by comparing Fig. 6.7 and 6.8, the DPCM capability of identifying 
univocal solutions for the parameters of a defect is very much dependent upon the amount of 
experimental data available for analysis. In particular we can expect variations depending on 
the data range of injection level and temperature. To evaluate this aspect of the DPCM 
method in detail we simulated a set of TIDLS data based on the SRH recombination model 
for a hypothetical p-type Si sample with NA = 10
15 cm-3, and a defect level with Et - Ev = 0.24 
eV, k = 100, and τp0 = 50 μs. 
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Fig. 6.9 Top row: Simulated TIDLS data obtained for a hypothetical p-type Si sample with NA = 1015 cm-3, and a defect level 
with Et - Ev = 0.24 eV, k = 100, and τp0 = 50 μs; lifetime data are shown in an injection level range of 5 x 1012 cm-3 – 2 x 1016 
cm-3, and a temperature range of 25 °C – 205 °C with a 30 °C step. The injection ranges reported in between dashed lines in 
a), b), and c) represent the ranges of data used for the DPCM analysis underneath. Middle row: d), e), and f) show the 
DPCM graphs resulting from using the TIDLS data across the different injection level ranges indicated in a), b) and c), 
respectively, and the full range of temperatures. Bottom row: g), h), and i) show the DPCM graphs resulting from using 
TIDLS data across the different injection level ranges indicated in a), b), and c), respectively, and a limited range of 
temperatures, i.e., 25 °C – 85 °C. The red crosses represent the position of the defect level used to generate the simulated 
data. 
 
The top row of Fig. 6.9 shows the simulated TIDLS curves obtained for the chosen 
scenario; the graphs show the data in an injection level range of 5 x 1012 cm-3– 2 x 1016 cm-3, 
and a temperature range of 25 °C – 205 °C with a 30 °C step. The dashed lines indicate the 
data ranges of injection levels used to generate the DPCM graphs which are shown in the 
middle and bottom rows. In particular, from left to right, the injection level ranges considered 
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are: a) 5 x 1013 cm-3 – 1 x 1016 cm-3, b) 5 x 1013 cm-3 – 8 x 1014 cm-3, i.e., low injection, and c) 
1 x 1015 cm-3 – 2 x 1016 cm-3, i.e., high injection. In the middle row of Fig. 6.9 we show the 
DPCM graphs obtained when using data from the different injection level portions of the 
TIDLS curves indicated in a), b), and c), respectively, and the full range of temperatures. It 
appears immediately that the DPCM graphs d) and e) in Figure 3 provide the most 
unambiguous results with very small bright regions extending from the originally defined 
position of the defect level (represented with a red cross). Noticeably, the best outcome is 
obtained in the DPCM graph of Fig. 6.9 e) in which the analysis is based on the low injection 
portion of the lifetime curves only. In the DPCM graph of Fig. 6.9 f), only data from the high 
injection portion of the curves are considered and a vast area of good fit is obtained which 
encloses more than half the parameters space, thus making the identification of the defect 
level less straightforward. These findings indicate that it is not simply the extension of the 
range of data which determines the quality of the DPCM response, but rather the presence of 
characteristic features revealing the peculiar interplay among lifetime injection- and 
temperature-dependence, which is the true signature of any defect level. For the simulated 
scenario chosen here, the strongest features appear at an injection level < 1015 cm-3 – as 
opposed to the rather flat and temperature-independent high injection portion of the curves – 
and so the analysis accounting for the data in the low injection regime provide the best 
outcomes. However, it must be noted that the presence of such characteristic features is 
strongly dependent on the energy of the defect level. This aspect is well exemplified in Fig. 1 
of Ref. [133] which shows that for deep defect levels a very small TIDLS data temperature-
dependence is observed in the whole injection level range, and thus we can expect the DPCM 
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method to be largely unaffected by the particular choice of injection levels included in their 
analysis. The bottom row of Fig. 6.9 shows the DPCM graphs obtained when, besides from 
varying the range of injection level as for graphs d), e), and f), only three temperatures are 
taken into account in the limited range across 25 °C – 85 °C. As now less data are provided 
to the DPCM analysis, all the graphs show slightly broader regions of good fit. Nonetheless, 
the results for graphs g) and h), i.e., those containing the low injection region, still show a 
good level of discrimination making the identification of the lifetime-limiting defect level 
still possible despite the narrow ranges of data available.  
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7 AUGER LIFETIME T-DEPENDENCE 
In Chapter 6 we have seen how the extrapolation of τbulk from the measured effective 
lifetime revealed that the advanced parameterization proposed by Richter et al. [19] for τint 
does not hold for measurements at high temperatures, with experimental values exceeding 
the proposed intrinsic limit lifetime already at 150 °C (see Figs. 6.2 and 6.3). As crystalline 
silicon (c-Si) solar cells inches closer and closer to their thermodynamic and practical limit 
[28], [134], [135], these results prove that an accurate evaluation of the effect of temperature 
on a high-efficiency device is critical to fully understand the benefits of a more advanced 
architecture. Heterojunction (HJ) interdigitated back contact (IBC) solar cells with thin film 
Si technology, for example, have recently achieved an outstanding photoconversion 
efficiency of 26.6% [27]. These technologies are characterized by extremely high values of 
open-circuit voltage (VOC) as a result of the increasing quality of the bulk material and the 
excellent level of surface passivation provided by the hydrogenated amorphous silicon (a-
Si:H) at the interface with c-Si [18], [136], [137]. For these devices, VOC values above 750 
mV have been recently reported [28], [32], [138] showing that high-efficiency solar cells 
ultimately limited by the intrinsic recombination mechanisms in the base material, i.e. 
radiative, and Auger recombination, are within reach. Green [139] and Tiedje et al. [140] 
independently showed that among these two recombination processes, Auger recombination 
places the most severe intrinsic limit on the one- sun solar cell operation since the excess 
energy associated with its process is entirely loss as phonons, whereas in the radiative 
recombination process most of the photons emitted are reabsorbed elsewhere in the silicon 
base. More recently, Augusto et al. [141] showed that Auger recombination accounts for up 
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to 82% of the recombination in a solar cell at open-circuit conditions at room temperature 
whereas the radiative recombination accounts only for 9% of the recombination. As 
operating conditions met by modules deployed in the field are known to differ significantly 
from the standard testing conditions (STC, 1000 W·m-2, 298 K, AM1.5g spectrum), an 
accurate modeling of the Auger injection- and temperature-dependent recombination rate is 
crucial not only for the correct interpretation of effective carrier lifetime data of Si material, 
but also for the simulation of device performance required to predict and optimize the annual 
yield of a solar cell in the field. 
Auger recombination mechanisms have been extensively studied in the past by assuming 
the charge carriers involved in the processes to be non-interacting quasi-free particles [142]–
[145]. Results have been reported for a broad variety of materials under different 
experimental conditions including lowly doped Si under high-injection conditions [146], 
[147], and highly doped Si under both low- and high-injection conditions [148], [149]. 
Furthermore, numerous studies have focused on the temperature dependence of the Auger 
recombination rate [122], [146], [149], [150]. Based on these studies, some very successful 
parameterizations have been proposed in the past [19], [122], [149], [151]. However, they all 
present the disadvantage of being restricted to either a limited injection level range [122], 
[149] or to room temperature conditions [19], [151]. 
In this Chapter, we experimentally evaluate the Auger lifetime (τAuger) in silicon material 
across a range of temperatures from 30 ºC to 230 ºC and a range of injection density from 2 x 
1015 cm-3 to 1 x 1016 cm-3. This injection density range is fundamental for the understanding 
of the performance of high-efficiency solar cells under different operating conditions such as 
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at maximum power point conditions (MPP) and open circuit conditions. The strong τAuger 
temperature-dependence experimentally observed in the whole injection density range is 
explained following the quantum mechanical approach proposed by Hangleiter and Häcker 
[152], [153] in which the Auger recombination rate is increased by the Coulombic interaction 
among charge carriers. Finally, we evaluate the impact of the experimental τAuger 
temperature-dependence on the limit imposed by the intrinsic lifetime on the implied voltage 
(iV) within the analyzed range of injection levels and temperatures, and compare it to the 
results obtained by applying the widely adopted Richter parameterization [19]. 
7.1 Experimental Results vs. Parameterization 
The analysis performed in this section is based on the experimental data of the samples 
passivated with a stack of a-Si:H(i)/a-Si(n+) presented in section 6.1. Figure 7.1 shows the 
τbulk data as shown in Fig. 6.3 for temperatures up to 150 ºC along with the additional 
experimental results for temperatures up to 230 ºC. In Fig. 7.1 we also report the Auger 
lifetime calculated according to Richter’s parameterization, τAug,Richter, at 30 ºC, 130 ºC, and 
230 ºC, which effectively demonstrates that its temperature-dependence is negligible in the 
whole temperature range evaluated as the three curves fall on top of each other in the 
injection level range considered. 
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Fig. 7.1 Data from Bernardini et al. [18]. Bulk lifetime as function of injection level at temperatures from 30 ºC to 230 ºC 
with a step size of 20 ºC for samples passivated with an a-Si:H(i)/a-Si:H(n) stack. The solid lines represent the Auger 
lifetime calculated according to the Richter parameterization at 30 ºC, 130 ºC, and 230 ºC: As the model does not account 
for temperature variation, all lines fall on top of each other. Effective lifetime at room temperature (open squares) is also 
reproduced for comparison. 
 
Very similar bulk lifetime results were also obtained for the samples when passivated 
with intrinsic a-Si:H alone, which demonstrates the consistency of the method (see Figs. 6.2 
and 6.3). However, given that for the a-Si:H(i)/a-Si:H(n) stack SRV is always below 1 cm/s, 
and thus the error associated with it is lower than for samples passivated with a-Si:H(i), we 
consider these results as the most trustworthy for the data analysis presented herein.  
As the temperature increases the bulk lifetime is found to rapidly approach the limit 
represented by the calculated τAug,Richter and an overlap is eventually reached at 150 ºC. For 
temperatures above 150 ºC, the bulk lifetime is found to exceed this limit which effectively 
points at the inadequacy of Richter’s parameterization to properly describe the Auger lifetime 
temperature dependence. Additionally, bulk lifetime results in Fig. 7.1 also show a 
decreasing trend for an injection level below 2 x 1015 cm-3, which increases at higher 
temperatures. Note the slight increment in the scattering of the data observed at this low level 
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of injection, which origin could be related to edge recombination effects [111], [154], [155] 
(samples are only 5 cm x 5 cm in size), and additional recombination at the surface due to the 
band bending at the a-Si:H/c-Si interface [14], [156]. For this reason, the following analysis 
is restricted to the injection level range across 2 x 1015 cm-3 - 1 x 1016 cm-3 where the bulk 
lifetime decrement is not observed. It must be stressed that this range still includes the 
fundamental injection levels corresponding to both VOC conditions and MPP conditions of a 
high-performance solar cell, 1-2 x 1016 cm-3 and 2-3 x 1015 cm
-3, respectively.  
By re-ordering Eq. 9, the experimental Auger lifetime (τAug,exp) can be extrapolated at any 
injection level and temperature by removing the inverse of SRH and radiative lifetime terms 
from 1/τbulk. In the analysis of these samples, the identification of the lifetime-limiting defect 
center required for the modeling of τSRH is achieved by applying the defect parameter contour 
mapping (DPCM) described in the paragraph 6.2. Following the results obtained by applying 
this method, we decided to model τSRH using the parameters for the substitutional zinc (Zns) 
defect level which is the one that showed the highest fit quality to the experimental data (see 
Fig. 6.6). However, very similar results for τAug,exp were obtained when using parameters from 
other impurities such as Cus and Aus which also showed a good degree of fit of the 
experimental data. As previously mentioned, the radiative lifetime is modeled by applying 
the Coulomb-enhanced radiative recombination model proposed by Altermatt et al. [157] to 
the recombination coefficient measured by Nguyen et al. [120] according to the 
parameterization given in Altermatt et al. [158]. The uncertainty associated to τAug,exp was 
estimated to be ±25% throughout the entire range of temperatures and injection levels 
analyzed. This value was obtained starting from the ±7.5% uncertainty reported by Blum et 
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al. [130] for transient lifetime measurements. As exemplified in Eq. 20, this value has to be 
accounted for twice in the error propagation as it affects directly the 1/τeff term, and it also 
impacts the uncertainty associated with the SRV values along with the samples’ thickness. 
However, as for the samples coated with the a-Si:H(i)/a-Si:H(n) stack SRV is always below 1 
cm/s, the error associated with this term is very small and does not affect significantly the 
overall τAug,exp extrapolation procedure. An additional source of uncertainty comes from the 
metal impurity chosen to model τSRH but, as previously stated, this factor does not have a 
significant impact on the extrapolation of τAug,exp provided that one of the impurities resulting 
in the highest degree of fit of the experimental data is taken into account. 
Figure 7.2 shows experimental Auger lifetime (dots) evaluated from Eq. 9 for 
temperatures in the range of 30 ºC - 230 ºC and injection levels across the range of 2 x 1015 
cm-3 - 1 x 1016 cm-3. The experimental data are plotted in Arrhenius form for each injection 
level, which are also shown in the graph (dashed lines). 
 
Fig. 7.2 Experimental Auger lifetime (dots) as a function of the inverse of temperature for different injection levels across 
the range of 2 x 1015 cm-3 - 1 x 1016 cm-3 along with the fits obtained from exponential curves by applying an Arrhenius 
equation (dashed lines). The Auger lifetime calculated according to Richter parameterization (τAug,Richter) at an injection level 
of 1 x 1016 cm-3 is shown for comparison (solid black line). The experimental error for τAug,exp shown for the curves at 2 x 
1015 cm-3 and 1 x 1016 cm-3 was estimated as ±25%. 
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Figure 7.2 shows that the experimental Auger lifetime is strongly temperature dependent 
and increases at higher temperatures across all injection levels. The dependence is more 
pronounced in the lower part of the injection level range and yields τAug,exp values above 400 
ms at 230 ºC for Δn = 2 x 1015 cm-3, more than one order of magnitude higher than the Auger 
lifetime calculated according to Richter parameterization. On the contrary, for an injection 
level of 1 x 1016 cm-3 the experimental T-dependence is significantly reduced and τAug,Richter 
(solid black line in Fig. 7.2) is contained within the estimated uncertainty associated to τAug,exp 
for the whole temperature range.  
7.2 Fitting of Experimental Results  
Interestingly, all the τAug,exp vs. T curves can be successfully fitted using a temperature 
dependent Arrhenius equation of the form 
𝜏𝐴𝑢𝑔,𝑒𝑥𝑝(𝑇;  𝛥𝑛) = 𝜏𝐴𝑢𝑔𝑒𝑟
∞ (𝛥𝑛)𝑒
−𝐸𝑎(∆𝑛)
𝑘𝑇/𝑞                                                                                            (32) 
where the prefactor 𝜏𝐴𝑢𝑔𝑒𝑟
∞ (𝛥𝑛) can be interpreted as the Auger lifetime for T → ∞, k is the 
Boltzmann constant, q is the elementary electric charge, and Ea is the activation energy.  
The strong Auger lifetime temperature dependence shown in Fig. 7.2 can be explained 
following the theory proposed by Hangleiter and Häcker [152], [153] in the late 80’s. Their 
quantum mechanical approach described the Auger recombination in silicon as enhanced by 
the presence of “scattering” and “bound” states, i.e. excitons, due to the Coulombic 
interaction among charge carriers. This interaction is accounted for in the calculations by 
multiplying the traditional Auger recombination rate (R0), which is obtained by assuming 
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charge carriers as non-interacting free particles [148], to the so-called enhancement factors, 
either geeh or gehh, depending on whether the energy and momentum of the recombining 
electron-hole pair are transferred to another electron (eeh) or to another hole (ehh). The 
corresponding recombination rates, R, are then given by the equations 
𝑅𝑒𝑒ℎ = 𝑔𝑒𝑒ℎ𝑅𝑒𝑒ℎ
0   and  𝑅𝑒ℎℎ = 𝑔𝑒ℎℎ𝑅𝑒ℎℎ
0                                                                                        (33) 
The enhancement factors have been experimentally observed to decrease exponentially 
towards higher temperature due to the increasing disturbance to the e-h bound states 
introduced by the thermal energy [153]. Thus, from Eq. 33, the Auger recombination rate is 
also expected to decrease exponentially with increasing temperature corroborating the strong 
Auger lifetime increment seen in Fig. 7.2. The fact that the τAug,exp T-dependent curves follow 
an Arrhenius behavior characterized by the activation energy, Ea, indicates that the dominant 
Auger recombination mechanism at these temperatures involves a transition of energy and 
momentum among charge carriers without the contribution of a phonon, i.e., phononless 
mechanism. These results corroborate the analysis based on extensive quantum mechanical 
calculations of eeh Auger recombination process, which is expected to dominate in n-type 
silicon, previously suggested for both undoped [150] and highly doped [159] material. The 
intensity variation of the experimental Auger lifetime T-dependence at different injection 
levels shown in Fig. 7.2 results into a strong Ea injection-dependence which, to my best 
knowledge, has never been reported before. Figure 7.3 shows the activation energy Ea in the 
range of 2 x 1015 cm-3 - 1 x 1016 cm-3 obtained from the fits of the experimental data shown in 
Fig. 7.2 with an R2 value above 0.8. 
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Fig. 7.3 Activation energy as function of the injection level as obtained from the fitting of the experimental data in Fig. 7.2. 
The activation energy Ea shows an exponential trend with a strong increment towards low injection levels. 
 
The only other activation energy previously suggested in literature for the phononless 
Auger recombination mechanism was calculated by Huldt et al. [150] for undoped/highly-
injected Si - Ea = 2.6 meV. Using the dependency reported in Fig. 7.3, an activation energy 
of 2.6 meV is found to correspond to an injection level of 2.3 x 1016 cm-3 showing that our 
results are in good agreement with those reported by Huldt et al. [150]. Based on these 
observations, we suggest that for lower injection levels the impact of thermal agitation on the 
amount of disrupted excitons is enhanced since any single e-h pair represent a more 
significant fraction of the total amount of excitons in the material. This could in turn explain 
the stronger τAug,exp increment towards high temperatures for the curves in the lower injection 
regime shown in Fig. 7.2 and the corresponding increment of activation energy shown in Fig. 
7.3. 
As previously stated, the prefactor 𝜏𝐴𝑢𝑔𝑒𝑟
∞  in Eq. 32 can be interpreted as the Auger 
lifetime at infinite temperature. Figure 7.4 shows the parameter calculated from the fitting of 
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the experimental data in Fig. 7.2 across the range of injection level of 2 x 1015 cm-3 - 1 x 1016 
cm-3. 
 
Fig. 7.4 Auger lifetime for infinite temperature as a function of the injection level. The parameter is obtained at each 
injection level from the fitting of the experimental data shown in Fig. 7.2. 
 
Under these conditions, no contributions from the bound states to the Auger 
recombination rate are expected to occur. As a consequence, the intrinsic upper limit is 
greatly lifted especially in the lower range of injection levels where the low concentration of 
minority carriers results in a small recombination rate. Remarkably, a very good fit is 
obtained by using a power equation with Δn-4.8 as shown in Fig. 7.4 with a strong decrement 
of 𝜏𝐴𝑢𝑔𝑒𝑟
∞  for increasing injection level. However, we restrain from assigning a physical 
meaning to these findings as a full parameterization of the factors included in 𝜏𝐴𝑢𝑔𝑒𝑟
∞  is 
necessary and requires further investigation. 
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7.3 Re-evaluation of VOC  
The experimentally determined Auger lifetime and its temperature-dependence allow the 
re-evaluation of the VOC and Vmpp limit at different temperatures imposed by the intrinsic 
lifetime. For a 50 μm-thick solar cell, and assuming a maximum photogeneration current 
density Jph given by the Lambertian light trapping limit of 43 mA/cm
2 [89], we calculate VOC 
thanks to the equation valid for high-injection conditions [141] 
𝑉𝑂𝐶 =
𝑘𝑇
𝑞
𝑙𝑛 (
𝐽𝑝ℎ ∙ 𝜏𝑖𝑛𝑡 ∙ ∆𝑝
𝑞 ∙ 𝑤 ∙ 𝑛𝑖,𝑒𝑓𝑓
2 )                                                                                                             (34) 
where k is the Boltzmann constant, q is the elementary charge, w is the cell thickness, and 
ni,eff is the effective intrinsic carrier concentration. The ideality factor n is assumed to be 
equal to 1 even though, when Auger recombination is dominating as it is for high-injection 
conditions, the local ideality factor is known to decrease below unity [160]. This assumption 
was made for the sake of simplicity since any variation of the ideality factor would equally 
affect all the calculated implied-voltage curves shown in Fig. 7.5 and thus would not add any 
information to the following discussion.  
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Fig. 7.5 Temperature-dependence of implied voltage (iV) limited by intrinsic recombination. The iV curves are obtained 
from Eq. 34 by either using the parameterization for intrinsic lifetime proposed by Richter [19] (solid lines) or the 
experimentally determined Auger lifetime (symbols). As the temperature increases, the discrepancy in the mid-injection 
range increases due to the strong increment of Auger lifetime shown in Fig. 7.2. The error shown for iVexper(T = 230 ºC) was 
calculated by accounting for the ±20% uncertainty on τAug,exp. 
 
As expected from the very good agreement among τAug,exp and τAug,Richter at high injection 
level seen in Fig. 7.2, the implied-voltage as calculated using the former (dots) or the latter 
(lines) at 1 x 1016 cm-3 have very similar values at all temperatures. However, at an injection 
level of 2 x 1015 cm-3 the discrepancy among iVexper and iVRichter increases substantially at 
high temperatures due to the strong increment of the experimental Auger lifetime. Figure 7.6 
shows the implied-voltage as calculated using τAug,exp (dots) or τAug,Richter (lines) at different 
temperatures for these two specific injection levels. 
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Fig. 7.6 Implied voltage (iV) temperature-dependence for two injection levels as calculated according to Eq. 34 using either 
the experimental Auger lifetime (iVexper) or the Richter parameterization (iVRichter). At an injection level of 1 x 1016 cm-3 
iVexper and iVRichter match very well whereas for an injection level of 2 x 1015 cm-3 the strong increment of Auger lifetime 
with temperature partially counteracts the decrease of iVexper. 
 
As previously stated, iVexper and iVRichter show little discrepancy for an injection level of 1 
x 1016 cm-3 in the whole temperature range. On the contrary, for an injection level of 2 x 1015 
cm-3, the decrement rate for iVexper is found to be significantly lower than for iVRichter as the 
strong temperature-dependence of Auger lifetime mitigates its decrease. This discrepancy 
leads to an iVexper absolute value ~ 1% higher than the expected iVRichter at a standard module 
operating condition of 55 ºC, ~ 3% higher at the temperature often encountered by modules 
on the field of 90 ºC [30], and ~ 11% higher at 230 ºC. This finding is particularly important 
as it has been observed that for high-efficiency architectures, lifetime in this injection level 
range is critical for the cell performance at maximum power point [161], [162]. A high 
lifetime is, in fact, fundamental to obtain a high value of the voltage at the MPP and thus a 
high fill factor (FF). These results thus indicate that for intrinsically limited advanced solar 
cells, the loss of performance at high temperatures is significantly lower than what previous 
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reports suggested, as the limits imposed by Auger recombination becomes less severe under 
real operating conditions, especially in the fundamental range of MPP operation conditions.  
It must be noted that a lifetime exceeding the intrinsic limit by Richter et al [19] has 
previously been reported already at room temperature [163]–[166] for n-type silicon material 
which points to the need of an overall re-evaluation of the accepted empirical 
parameterization similarly to what recently proposed by Veith-Wolf et al. [167]. However, 
these findings do not contradict the temperature-dependent results presented herein since a 
higher τAuger limit would simply indicate that a partial reallocation of the recombination 
mechanisms strength is required to model the experimental data with a heavier contribution 
assigned to the SRH recombination, i.e., a higher metal impurities density, and a lower 
contribution assigned to the Auger recombination rate. Finally, this newly reported Auger 
lifetime T-dependence will allow a more accurate modeling of high efficiency solar cells 
required to predict and optimize the annual yield of a module when deployed in the field and 
may significantly contribute to the bankability and market share increase of high efficiency 
architectures.  
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8 CONCLUSIONS 
The main goal of this work was to provide a thorough understanding of the 
recombination mechanisms affecting photovoltaic devices in order to help achieving the 
highest possible photoconversion efficiency. By accurately applying the thickness variation 
method, we have shown the potential of temperature- and injection-dependence lifetime 
spectroscopy (TIDLS) technique for characterization of both high-quality c-Si material and 
surface passivation layers under different experimental conditions. We demonstrated that a 
thorough analysis of the surface recombination velocity temperature- and injection-
dependence not only allows to gain insights on the dielectric layer material and the 
recombination mechanisms happening at the interface, but it is also strictly required for the 
proper modeling of TIDLS data, and thus the correct identification of the lifetime-limiting 
defect in the bulk of the material. With this regard, we developed a tool denominated defect 
parameter contour mapping (DPCM) to help visualize and identify lifetime limiting 
impurities in an immediate and less convoluted way. 
Experimental SRV data were obtained for samples passivated with several passivation 
materials and various modeling frameworks were applied to extrapolate invaluable 
information. In particular, a-Si:H(i) and a-Si:H(i)/a-Si(n+) passivation layers were 
investigated by adopting the model proposed by Olibet  et al. [14]. The most important 
interface parameters were evaluated with the results indicating the density of charges at the 
interface QS as the responsible for the two passivation schemes different temperature 
response shown herein. The degradation of this passivation layers over time is also evaluated 
and possible strategies to overcome this issue are discussed. For SiNx-coated samples, the 
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SRV analysis revealed the presence of a surface damage region between the substrate and the 
passivation layer likely caused by the excessive amount of hydrogen. 
The correct extrapolation of the bulk lifetime temperature-dependence further allowed the 
re-evaluation of the Auger lifetime T-dependence. The results were compared to the widely 
accepted advanced parameterization proposed by Richter et al. [19]. At room temperature a 
very good correlation among experimental data and parameterization was found which 
corroborates the experimental method consistency, whereas a strong discrepancy was 
obtained at higher temperatures. The strong τAuger temperature-dependence experimentally 
observed in the whole injection density range was explained following a quantum mechanical 
approach accounting for the increased Auger recombination rate due the Coulombic 
interaction among charge carriers. Finally, we evaluated the impact of the experimental τAuger 
temperature-dependence on the limit of the implied voltage (iV) for a theoretical intrinsic-
limited solar cell and showed that such a device would significantly benefit from the 
increased lifetime under real operation conditions compared to an extrinsic-limited one.  
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9 FUTURE WORK 
The work presented in this dissertation aimed at providing a thorough understanding of 
the difference recombination mechanisms of charge carriers that affect a solar cell and limit 
its efficiency to a level well below the theoretical full potential under varying operation 
conditions. 
 Despite the many results obtained and the knowledge gained on a number of aspects 
related to the performance of materials used either as absorber layers or surface passivation 
layers, there are still many questions that need to be addressed and that, if answered, may 
further help the solar community achieving the highest efficiency possible. In particular, I 
identify the following questions as the most pressing for the continuation of the work 
presented herein: 
1. Can we provide an improved parameterization of the Auger lifetime to account for its 
temperature-dependence? 
2. What’s the most promising surface passivation material when taking into account its 
SRV temperature-dependence? 
3. Can we further improve the performance of the surface passivation materials analyzed 
by including additional processing steps such as hydrogenation or Corona charging?  
As demonstrated in this dissertation, the recombination mechanisms temperature-
dependence is generally an extremely important aspect for the correct evaluation of the final 
device performance as their relative weight can be completely overturned when moving from 
the lab to the field conditions. Given the current trend towards higher quality material and 
high-performance architectures, answering the first question is thus crucial to be able to 
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correctly predict the final solar cell efficiency at high temperatures. A comparison will be 
made among our experimental results and the parameterization proposed by Altermatt et al. 
[149] which, to the author’s knowledge, is the only attempt reported in literature at providing 
a parameterization of the Auger lifetime that takes into account its temperature-dependence.  
Addressing the question contained in item 2 is a very broad task given the multitude of 
proposed materials in literature for surface passivation purposes. However, given the 
consistency and reliability of the method established in this dissertation, we believe that 
many more materials could be characterized in the future without an excessive waste of 
resources. As an example, we recently established a collaboration with the Energy Research 
Center of The Netherlands (ECN) in order to evaluate the SRV temperature- and injection-
dependence of poly-Si. The collaboration will make use of both p- and n-type high-quality 
material initially prepared at ASU according to the procedure described above and will be 
subsequently coated at ECN with two different poly-Si recipes before being sent back to 
ASU for testing in the DEfECT laboratory. 
Finally, the question contained in item 3 points at the possibility to explore the impact of 
several processing steps on the surface recombination velocity of different materials. Some 
of these additional steps such as hydrogenation and Corona charging have already been 
proven to yield a positive impact on the passivation properties of some surface passivation 
materials but their contribution has not been thoroughly evaluated at different operation 
conditions. Furthermore, the effects of these treatments have not been proven to be 
permanent and may be lost due to varying operation conditions. Thus, a full SRV 
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temperature- and injection-dependence analysis would provide invaluable information on the 
passivation mechanisms and help achieving the materials full potential.  
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