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The atmospheric reconstruction based on a ﬂush air data system requires knowl-
edge of the surface pressure distribution, which depends on various factors such as
the Mach number, angle of attack and aeroshell geometry of the entry vehicle. The
purpose of this work is to provide this information for the post-ﬂight analysis of the
Entry, Descent and Landing Module of ExoMars 2016, called Schiaparelli. Because
the ﬂow around the capsule cannot be duplicated exactly in ground testing facilities,
and to account for the uncertainties in physical modelling by numerical simulation,
a hybrid approach is chosen for the study. First, the atmospheric entry is simulated
experimentally and these experiments are then simulated numerically. The experimen-
tal and numerical results are compared and discussed. The almost perfect agreement
validates the numerical tool, which afterwards is applied to the analysis of the entry
ﬂight of Schiaparelli. A focus lies on the understanding of experimental uncertainties
and on the impact of necessary numerical simpliﬁcations.
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Nomenclature
H trajectory point height
Ma Mach number
p0 total pressure
pn pressure at pressure port n
Pn pressure port n
pS stagnation pressure
Re∞ unit Reynolds number of the free ﬂow
ReD Reynolds number using diameter as reference length
T temperature
v velocity
rho density
subscripts
0 refers to a total condition
∞ refers to a freestream value
subscripts
˜ indicates normalization via equation 1
ˆ indicates normalization via equation 2
I. Introduction
The main objective of the ExoMars program is the exploration of past and present life on Mars.
The European Space Agency (ESA) and its partner Russian Space Agency (ROSCOSMOS) decided
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to split it into two separate missions. The ﬁrst mission ExoMars 2016 consists of deploying the
Trace Gas Orbiter (TGO) into the orbit of Mars and demonstrating the entry, descent and landing
(EDL) technologies by a successful ﬂight of the Entry, Descent and Landing Module (EDM) Schi-
aparelli. The second mission ExoMars 2020 aims to land the ﬁrst European rover on Mars for the
in situ investigation of the surface. Besides the demonstration of EDL technologies, Schiaparelli
carries instrumentation for collecting scientiﬁc data on aerothermal heating and reconstruction of
local atmospheric conditions.
The aerothermal design and sizing of the thermal protection system (TPS) of such capsules are
carried out using computational ﬂuid dynamics (CFD) codes and ablative material response tools,
which are supported by ground experiments. Although ground testing facilities are essential for
the validation of these tools, they can cover only a part of the ﬂight environment. Therefore, the
physical models in numerical tools can be validated only partially. This results in high safety mar-
gins, i.e. high mass in the vehicle design. Assumptions like supercatalytic wall, fully turbulent
ﬂow environment, strong roughness induced heat ﬂux augmentation etc. lead to a more than 40 %
increase in forebody TPS thickness [1, 2]. The TPS mass has a signiﬁcant impact on the overall
mass budget and amount of scientiﬁc instrumentation.
To address this, the Mars Science Laboratory (MSL) heat shield was instrumented to acquire im-
portant ﬂight data for aerodynamics, aerothermal heating and TPS performance [3, 4]. The MSL
sensor package MEDLI (Mars Science Laboratory Entry, Descent, and Landing Instrumentation) al-
lowed collecting pressure, temperature and recession data on the front heat shield [5]. The MEDLI
unit comprised of an instrumentation block for thermal performance (temperature and isotherm
tracking) of the heat shield called MEDLI Integrated Sensor Plug (MISP) and sensors for surface
pressure measurements called the Mars Entry Atmospheric Data System (MEADS). The MEADS
pressure sensors are commonly referred to as a Flush Air Data System (FADS). It was implemented
to collect aerodynamic data during the supersonic and hypersonic ﬂight regime, by allowing atmo-
spheric density to be reconstructed independently of aerodynamic coeﬃcients.
The conventional approach to density reconstruction is to combine the vehicles speed and accelera-
tion from accelerometer and gyroscope data with predicted aerodynamic force coeﬃcients. Conse-
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quently, the aerodynamic and atmospheric uncertainties are confounded. The vehicle attitude can
also be derived from the inertial data, but requires the assumption of zero winds [6]. By contrast,
the FADS approach to atmospheric density reconstruction does not rely on assumed aerodynam-
ics and allows separating these uncertainties. Furthermore, the surface pressures are sensitive to
wind-relative attitude. Measurements of heat shield surface pressures in the hypersonic and super-
sonic regime can thus be used to reconstruct atmospheric density and wind-relative attitude, i.e.
angle of attack and sideslip. Because atmospheric density from FADS does not depend on assumed
aerodynamics coeﬃcients, it can be used also to compute dynamic pressure which is then used to
normalize accelerometer force data and reconstruct aerodynamics coeﬃcients. This allows pre-ﬂight
aerodynamics models to be validated.
For MSL, several post-ﬂight analyses have demonstrated these FADS capabilities. The pressure
measurements have been used to reconstruct the atmospheric density independently of the vehicle
acceleration and to derive ﬂight aerodynamics [7, 8]. The heat shield surface pressure measure-
ments have supported the assessment of the aerodynamic data derived from onboard ﬂight data of
inertial-measurement-unit accelerometers and gyroscopes and with the preﬂight aerodynamic data
base. Atmospheric density, pressure and temperature along the entry trajectory of MSL were also
reconstructed using heat shield surface pressure data from a single pressure sensor located near the
stagnation point [9].
The ExoMars 2016 mission similarly included FADS instrumentation on the front shield for in-
vestigation of the aerodynamic performance and for trajectory and atmospheric reconstruction. It
consisted of four Kulite pressure sensors of type XTL-DC-123C-190M [10]. The sensors were located
on the symmetry axis and at three points on a circle centered on this axis on the front shield of
the Schiaparelli capsule [10]. Reconstructing density and attitude from heat shield pressure data
requires an accurate model of the heat shield surface pressure distribution [6, 11]. Providing the
data for such a model of the ExoMars EDM is the objective of this paper. Subsequently, the study
combines experimental investigations on a scaled model, the numerical simulation of these experi-
ments for validation of the numerical tool, and the numerical simulation of the forebody pressure
distribution during the atmospheric entry of Schiaparelli. The results are used for the reconstruction
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of free stream properties in the second part of the work [12].
The test gas in the hypersonic wind tunnel facility H2K is air with total gas temperatures of up
to 1100 K. Therefore, the gas properties of the Martian atmosphere, which has a diﬀerent chemical
composition, cannot be reproduced exactly. The results of the wind tunnel experiments are used
primarily for the validation of the numerical tool, which is later adapted to the simulation of the
entry of Schiaparelli into Mars' atmosphere. Because of the high computational costs involved in
calculating chemical reactions, the 3D ﬂow simulations are carried out assuming chemical equilib-
rium (EQ). The inﬂuence of the chemistry is subsequently studied by performing 2D non-equilibrium
(NEQ) simulations and comparing the results. The NEQ computations are performed at zero angle
of attack, for which the ﬂow ﬁeld is axisymmetric and can be reduced to two dimensions. For a
detailed numerical study 3D NEQ computations are necessary.
The paper is organized as follows. Section II covers the experimental investigations of a scaled
model and the subsequent numerical simulation of these experiments. After the introduction of the
wind tunnel and the scaled model of Schiaparelli, the tests and their uncertainties are presented.
The numerical simulation is then discussed and compared to the experimental results. Section III
covers the simulation of the entry ﬂight of Schiaparelli. Changes to the boundary conditions and
settings of the numerical simulations are pointed out and the numerical grids are discussed. Next,
the inﬂuence of potential errors in the assumptions regarding the turbulence of the ﬂow and the gas
composition of the Mars' atmosphere are studied. The uncertainty introduced by assuming chemical
EQ is investigated by comparison with axisymmetric 2D NEQ simulations. Section IV summarizes
the paper.
II. Wind Tunnel Experiments
The experimental investigation of the surface pressure distribution was conducted in the hy-
personic wind tunnel H2K of the German Aerospace Centre ( DLR). This wind tunnel was chosen
because of its ability to provide hypersonic ﬂows with high ﬂow quality using axisymmetric de Laval
nozzles [13]. The lower stagnation temperatures compared to ﬂight and the use of air as test gas pre-
vent the exact reproduction of chemical reactions and the heat capacity ratio as they occur in Mars
entry. However, the Mach and Reynolds numbers in the wind tunnel match the ﬂight conditions.
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Fig. 1: Hypersonic Wind Tunnel H2K. Schematical drawing (a) and performance map (b). Source:
[13].
Fig. 2: Test set-up in H2K during installation.
A. Wind Tunnel
The H2K is a blow down wind tunnel with a free stream test section (Fig. 1a). To allow the
ﬂow to build up and stay established over a long testing time, the test chamber is connected to a
large vacuum sphere via the diﬀusor. This sphere is typically evacuated to pressures in the range of
a few millibars. The ﬁnite volume of 2000 m3 allows for intermittent operation with testing times
of around 30 s, depending on the test conditions. The only available test gas is dry air.
Electrical heaters with a power of 5 MW integrated upstream of the nozzle allow heating of the test
gas to temperatures of up to 1100 K. This allows adjustment of the stagnation temperature and
is also necessary to prevent condensation of the test gas at high Mach numbers. Before the test,
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Fig. 3: Drawing of the wind tunnel model with all pressure ports, viewed from the side (left), from
the front (middle) and a detail of cut BB (right).
the air ﬂow is channelled through the electrical heaters and released into the atmosphere. Once
the heaters have reached steady state at the desired total temperature, a 3/2-way valve is activated
to redirect the ﬂow through the nozzle and the test chamber, and ﬁnally into the vacuum tank.
This procedure ensures maximum test duration, independent of how long the heaters take to reach
steady state conditions.
The nozzle geometry and the constant ratio of speciﬁc heats of the test gas determine the the Mach
number of the ﬂow. The wind tunnel can be equipped with six diﬀerent contoured nozzles that
provide Mach numbers of 5.3, 6.0, 7.0, 8.7 and 11.2. All nozzles have an exit diameter of 600 mm.
There is also a Mach 4.8 nozzle, whose nozzle exit diameter is limited to 360 mm. By varying the
total pressure and temperature, the Reynolds number can be adjusted between 2.0 · 106 m−1 and
20 · 106 m−1. The range of achievable Mach and Reynolds number combinations is schematically
shown in Fig. 1b. Further information about the wind tunnel is provided in [13].
The Schiaparelli model is ﬁxed to the H2K model support arm by a sting attached to the rear of the
model. The angle of attack (AoA) is measured with a high-precision angle gage. The experimental
set-up is shown in Fig. 2.
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B. Model
The objective of the wind tunnel experiments is to provide information about the pressure
distribution at varying angles of attack and Mach numbers, for validation of the numerical tool and
comparison with ﬂight data gathered by Schiaparelli. A scaled model (1:16) is manufactured for this
purpose. The model has a diameter of 150 mm, which was selected to prevent ﬂow blockage in the
H2K (Fig. 3). To ensure that the local Mach number equals the nominal Mach number all over the
capsule, only the core of the ﬂow, which is not inﬂuenced by the compression or expansion eﬀects
emanating from the nozzle edge, should be used. This is particularly relevant for blunt models,
which combine a high degree of redirection of the ﬂow along with a major loss of total pressure due
to the strong detached shock.
The front shield of the model is manufactured from solid steel to ensure thermal and geometrical
stability during tests as well as a certain robustness. For measuring the surface pressure distribution,
holes with a diameter of 0.5 mm were drilled into the steel front. The line that connects the pressure
port and the pressure gage (PSI ESP-16HD) needs to be as short as possible to achieve a fast
response of the measurement equipment. Consequently, the gage is implemented inside the model.
This restricts the possible number of pressure measurement positions. A total of nine holes is
realized.
The front shield of the Schiaparelli capsule was instrumented with four pressure sensors [6]. One
sensor was positioned on the symmetry axis of the probe, the others were equidistantly distributed
on a circle around this axis. The wind tunnel model needs to reproduce these sensor locations. The
positioning of all pressure ports is shown in Fig. 3. The pressure port P1 lies on the symmetry axis.
To accurately reconstruct the ﬂow angles using FADS, suﬃcient angular resolution is required. To
achieve this, the pressure sensors P4 to P8 are spaced by 45◦. The vertical symmetry of the ﬂow ﬁeld
for non-zero angles of attack is thereby taken advantage of to reduce the instrumentation to only one
half of the model. The additional pressure measurement location P9 is added opposite P6 to check
if the ﬂow is symmetrical. Thus, this sensor provides some information about ﬂow homogeneity and
correct orientation of the probe. Pressure port P2 is positioned in the symmetry plane and on the
spherical nose of the model. It is located at 9◦ from the axis on the windward side at the estimated
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Table 1: Wind tunnel test conditions
Condition Ma
Re∞, ReD, T0, p0, pS, Tests,
106 · 1
m
106 K hPa hPa AoA
I 5.3 5.2 0.78 545 5400 265 0-6◦, ±9◦
II 5.3 16.4 2.46 430 12000 590 +9◦
III 6.0 5.3 0.80 550 7600 227 0-6◦, ±9◦, 1◦
IV 7.0 5.5 0.83 600 13400 207 0-6◦, ±9◦, 1◦
position of the stagnation point at the highest angle of attack realized in the experiments. Finally,
the pressure port P3 is positioned at the sphere-cone-transition on the windward side within the
symmetry plane. Please regard the plane indicated as horizontal symmetry plane despite pressure
measurement holes P2 and P3 having no equivalent on the other side of this plane.
C. Tests
The test conditions include the Mach numbers 5.3, 6.0 and 7.0 to gather information on the
Mach number's inﬂuence on the surface pressure distribution in the hypersonic ﬂow regime. The
corresponding Reynolds numbers are derived from the entry trajectory, which is presented in the
second part of the work [12]. The total temperature T0 and total pressure p0 necessary for achieving
the diameter based Reynolds number ReD at a certain Mach number Ma are given in Table 1. The
table also includes the resulting stagnation pressure pS and the unit Reynolds number Re∞ of the
free ﬂow. The ﬂow condition II with its higher Reynolds number is foreseen for the quantiﬁcation
of the Reynolds number's inﬂuence. This high Reynolds condition has no equivalent in the entry
trajectory.
Early numerical simulations of the ExoMars EDM entry show a variation of the angle of attack of
roughly between zero and six degrees with peaks up to eight degrees or more, depending on the
chosen data set [6, 10]. This supports the simulated trajectory of the companion paper [12] on
which the work is based. Thus, the test conditions include angles of attack varying from zero to
six degrees in one-degree steps and additionally nine degrees for all Mach numbers. For obtaining
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knowledge about the ﬂow inhomogeneities and their inﬂuence, a repetition of the nine-degree test
with the model deﬂected in the opposite direction (minus nine degree angle of attack) is foreseen.
This not only turns but also moves the model in the ﬂow. For assessing the repeatability, the 1◦
AoA test is conducted a second time at the end of the test campaign for the Mach numbers 6.0 and
7.0. Furthermore, a second test at 9◦ and Mach 5.3 with the higher Reynolds number condition II
is included for investigating the Reynolds number's inﬂuence. In total, the test matrix contains 30
tests (Table 1).
D. Investigation of Experimental Uncertainties
The uncertainties of the measurements can be divided into two types: those having the same
impact on all pressure measurement positions during one test, further referred to as stagnation
pressure uncertainties, and those having diﬀerent inﬂuence on each measurement position and/or
measurement. These either have a systematic impact on the measurement (e.g. incorrect orientation
of the model and static ﬂow inhomogeneities; systematic uncertainties), are of a transient nature (e.g.
sensor noise and transient ﬂow inhomogeneities) or a combination of both (geometric uncertainties of
the pressure measurement holes due to manufacturing uncertainties and abrasion). The systematic
errors could be corrected if they were isolated and quantiﬁed. They will thus be discussed in more
detail. General information about wind tunnel measurement techniques and their uncertainties are
available in the common literature, for example by Tropea [14]. The inﬂuence of the hole geometry
for pressure measurement is covered in detail by Nitsche [15].
Stagnation pressure uncertainties
The total temperature, reservoir pressure and Mach number uncertainties result in a deviation
of the stagnation pressure from nominal conditions. The stagnation pressure uncertainty translates
directly to an uncertainty of the surface pressure distribution. The uncertainty can be eliminated
by normalizing the measurements, however, this results in relative pressure distributions. The stag-
nation pressure uncertainty is thus of high interest.
The origin of the measured stagnation pressure uncertainties are the variation of the reservoir pres-
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sure, total temperature and Mach number. While the total temperature and the reservoir pressure
inﬂuence only the stagnation pressure, the Mach number has an impact on both the stagnation
pressure and the relative surface pressure distribution. According to hypersonic theory, at high
Mach numbers the relative pressure distribution becomes independent of the Mach number, so that
modest variations in the Mach number have negligible eﬀect. The relation between stagnation pres-
sure and Mach number, however, is of higher order and signiﬁcant.
In H2K the total pressure is measured with high precision. The pressure sensors uncertainty is 0.1 %
of full scale (70 bar). The calibrated standard deviation is 0.0035 %. The eﬀective nozzle geometry
deﬁnes the Mach number but varies depending on the Reynolds number. The Reynolds number's
inﬂuence on the Mach number through the boundary layer displacement thickness's inﬂuence on
the eﬀective geometry is well known and characterized. The total temperature is measured with a
thermocouple type K with tolerance class one (±1.5 K). The temperature inﬂuences the stagnation
pressure only indirectly over the Reynold number, so the impact of lower precision of temperature
measurement on the stagnation pressures is limited. Thus, a very good agreement of the wind tunnel
model surface pressures and theoretical stagnation pressure prediction based on the measured total
temperature and total pressure would be expected.
Figure 4 compares the wind tunnel data and the numerical results. The measured pressures are
divided by the theoretical stagnation pressure derived from the total pressure and Mach number
of each respective test. The Mach number is gathered from the calibration of the Reynolds and
Mach number correlation of the nozzle. The numerical data is also normalized by dividing it by the
calculated stagnation pressure. The ﬁgure reveals that the pressures measured in the experiments
vary from the theoretical stagnation pressure expectations. As the pressure variations with varia-
tion of the angle of attack are of similar order of magnitude as the stagnation pressure deviation,
normalizing the experimental data with the theoretical stagnation pressure is not suﬃcient.
For assessing the ﬂow quality, please note that the Mach number of the wind tunnel is guaranteed
to have an maximum error of ∆Ma = ±0.05. This is based on past calibration measurements [13]
and translates to a stagnation pressure uncertainty of ∆ps = ±3.9% at Mach 5.3 and ∆ps = ±3.1%
at Mach 7.0. The deviation observed in the experiments is below that value and so is the deviation
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Fig. 4: Comparison of the experimental and numerical data showing the stagnation pressure
uncertainty at Mach 7.0. The measured pressures divided by the theoretical stagnation pressure
(dots) are plotted against the numerical data (solid lines).
of the Mach number.
To resolve this issue, all data shown in this section, that was measured in wind tunnel tests or ex-
tracted from the numerical simulations of these experiments, is normalized by the following method
unless otherwise mentioned. The pressures measured during one test (and consequently at one Mach
number and one angle of attack) are divided by the average of the values measured at P1 and P4 to
P9 resulting in the normalized pressure
p˜n =
7 · pn
P1 +
∑9
i=4 pi
. (1)
The basis for normalization can be derived from diﬀerent pressure signals and their combinations.
A possible approach is to divide all pressures by the one measured at the central sensor. However,
the approach with the average of multiple pressures as basis is chosen because taking more sensors
into account reduces the noise on the data. The positions P2 and P3 are left out as they do not
have an equivalent on the other side of the horizontal symmetry plane. Thus, regarding these two
positions, the approach would deliver diﬀerent results for positive and negative deﬂections.
Please note also that in post-ﬂight analysis of FADS measurements, pressure data is combined
with a pressure model, where the normalization is based on free-stream dynamic pressure [7]. This
permits density to be reconstructed, because such normalization relates the surface pressures to
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Table 2: Measured pressure values for positive and negative deﬂection of 9◦ for all Mach numbers,
normalized by equation 1.
Ma AoA p1 p4
* p5
* p6 p7
* p8
* p9
5.3
−9◦ 1.0288 1.0630 1.0419 0.9903 0.9492 0.9352 0.9917
+9◦ 1.0282 1.0621 1.0446 0.9918 0.9499 0.9359 0.9875
∆ −0.06 % −0.09 % +0.26 % +0.15 % +0.07 % +0.08 % −0.42 %
6.0
−9◦ 1.0345 1.0683 1.0396 0.9801 0.9518 0.9375 0.9882
+9◦ 1.0300 1.0650 1.0395 0.9875 0.9514 0.9370 0.9897
∆ −0.44 % −0.32 % −0.01 % +0.75 % −0.03 % −0.05 % +0.16 %
7.0
−9◦ 1.0305 1.0659 1.0417 0.9884 0.9472 0.9383 0.9881
+9◦ 1.0331 1.0642 1.0400 0.9854 0.9450 0.9418 0.9905
∆ +0.26 % −0.15 % −0.16 % −0.30 % −0.23 % +0.37 % +0.24 %
* Values at the location pairs P4/P8 and P5/P7 switched for the negative deﬂection test (−9◦ AoA).
free-stream conditions before the shock wave. The normalizations used in this paper are based on
a combination of surface pressure data (this section, equation 1) or calculated stagnation pressure
(section III, equation 2). Therefore, only relative pressure distributions are validated here when
comparing experimental results with numerical modelling. The dependence of stagnation pressure
on dynamic pressure is well-known and will be considered in the application of the surface pressure
model in [12].
Systematic uncertainties
To get some knowledge about the ﬂow homogeneity, the 9◦ test is repeated with deﬂection in
the opposite direction (−9◦ AoA) for all three Mach numbers. The axis, which the model is rotated
about, lies behind the rear of the model (179 mm from the nose). This implies, that the model is
moved perpendicular to the ﬂow when rotated and thus is exposed to a diﬀerent part of the ﬂow
ﬁeld. However, the movement orthogonal to the ﬂow axis is rather small (28 mm) and the eﬀect is
overlaid by the inﬂuence of uncertainties from the imperfect geometry. The normalized pressures
measured within these tests are presented in Table 2.
The pressure measurement locations outside the horizontal symmetry plane are distributed over the
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Table 3: Measured pressure data normalized by equation 1 showing the repeatability at Mach 6.0
and Mach 7.0.
Ma AoA p1 p2 p3 p4 p5 p6 p7 p8 p9
6.0
+1◦, Test 1 1.0489 1.0463 1.0326 1.0009 0.9952 0.9867 0.9919 0.9841 0.9923
+1◦, Test 2 1.0489 1.0460 1.0320 1.0008 0.9949 0.9857 0.9921 0.9845 0.9930
∆ +0.00 % −0.03 % −0.06 % +0.00 % −0.03 % −0.10 % +0.02 % +0.04 % +0.07 %
7.0
+1◦, Test 1 1.0455 1.0419 1.0278 0.9969 0.9962 0.9937 0.9856 0.9870 0.9950
+1◦, Test 2 1.0451 1.0412 1.0272 0.9965 0.9983 0.9962 0.9867 0.9868 0.9903
∆ −0.04 % −0.07 % −0.06 % −0.04 % +0.21 % +0.25 % +0.11 % −0.02 % −0.47 %
models front surface symmetrically except for the points P2 and P3, which have no equivalent on
the other side. This symmetry allows comparing the results for the same angle of attack but with
diﬀerent deﬂection directions if the axis of rotation lies in the horizontal symmetry plane, which is
the case. Consequently, the test results with diﬀerent deﬂection directions can be compared directly
by exchanging the measured pressure values at the locations P4/P8 and P5/P7 for one of the tests. In
Table 2, the values at these locations are switched in case of the deﬂection in negative direction. The
locations P2 and P3 are not of interest for this comparison because of the missing equivalents on the
other side of the horizontal symmetry plane and thus disregarded. The columns with ∆ as angle of
attack present the relative diﬀerence ∆ = (p˜+9◦−p˜−9◦) between the pressures at positive and negative
deﬂections. The table shows a very good agreement of the measured pressure distributions. The
diﬀerences between the relative pressures measured for diﬀerent deﬂection directions are in general
below half a percent, except for Mach 6.0, were the diﬀerence at location P6 is higher. The table
reveals no persistent systematic errors, which could be caused by incorrect pressure port positions or
non-symmetrical geometry and would show a similar deviation for all Mach numbers at one pressure
port.
The repeatability is studied with a second test at 1◦ AoA for Mach 6.0 and Mach 7.0. The original
test and the repetition were performed under exactly the same conditions but on diﬀerent test days.
The results are displayed in Table 3. The results of the original and the replicated test agree almost
perfectly for Mach 6.0. The deviation is higher at Mach 7.0, but still very good. P9 is the only
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Table 4: Test results in comparison for diﬀerent Reynolds numbers (ﬂow condition I and II) at
Mach 5,3 and 9◦ Angle of Attack.
Flow condition I Flow condition II Diﬀerence
Re∞ 5.25 · 106 16.0 · 106 +204 %
p0 265 hPa 571 hPa +115 %
p1 1.0135 1.0136 +0.02 %
p2 1.0428 1.0435 +0.08 %
p3 1.0576 1.0576 +0.00 %
p4 1.0468 1.0483 +0.14 %
p5 1.0296 1.0295 −0.01 %
p6 0.9776 0.9783 +0.06 %
p7 0.9363 0.9373 +0.10 %
p8 0.9225 0.9219 −0.05 %
p9 0.9734 0.9700 −0.34 %
exception. At this position, the deviation of the normalized pressures is close to half a percent.
Overall, the repeatability is good and no systematic errors are observed.
Reynolds number
Quantifying the Reynolds number's inﬂuence on the results is important, as the number varies
slightly with each test. Thus, one test was carried out at a higher Reynolds number (condition II).
For that purpose, the Mach 5.3 and 9◦ AoA case was utilized. The results are presented in Table
4. They agree almost perfectly with some outliers with slightly higher deviations with diﬀerent
algebraic signs. Due to the diﬀerent algebraic signs, these deviations cancel out each other in the
average, which is useful for the normalization. This explains the good agreement between the results
of tests at diﬀerent Reynolds numbers. The deviations seem not to be of a systematic nature. A
general Reynolds number dependence is not obvious.
E. Numerical Simulations of the Experiments
The wind tunnel experiments are numerically rebuilt by performing Reynolds-averaged Navier-
Stokes simulations on unstructured grids with DLR's ﬁnite volume solver TAU [16, 17]. Due to
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(a) Detail of the grid in the symmetry plane. The
limitation of the adaptation routine to the volume
before the shoulder is obvious.
(b) Surface pressure distribution on the front
shield. The importance of the adaptation becomes
apparent in the rotational symmetry.
Fig. 5: Images of the numerical simulation of the Mach 5.3 and 0◦ AoA experiment after initial
calculation (top) and ﬁnal adaptation (bottom).
the turbulence present in the free stream of the wind tunnel and rather high Reynolds numbers,
a completely turbulent ﬂow around the model is assumed. The simulations are carried out on a
hybrid grid generated by Centaur [18] with 20 prism layers. These allow a suﬃcient resolution of
the boundary layer and also the adaptation routine of TAU to adjust the thickness of the elements
close to the wall to ensure a dimensionless wall distance y+ below unity. The shear stress transport
turbulence model of Menter [19] is used. A smooth wall with non-slip and adiabatic boundary
conditions is assumed. The convergence is accelerated by multi-grid start-up and local time stepping.
The test set-up is modelled including the base assuming stationary ﬂow. The ﬁxation sting with
its diameter of 20 mm is regarded (see Fig. 5a).
The symmetry is utilized for cutting the ﬂow ﬁeld in half. The initial grid with 1.5 million cells
is adapted by TAU during the simulation to achieve a good resolution of the bow shock and the
region between shock and front surface. The reﬁnement of the grid is thus limited to the volume in
front of the model. The grid grows to a number of 19 million cells. Comparing the results with and
without adaptation, it is apparent that this is necessary for accurate surface pressures and a smooth
distribution. Figure 5a shows the initial and the adapted grid. An example of the front pressure
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(a) Mach 5.3.
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(b) Mach 6.0.
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(c) Mach 7.0.
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(d) Mach 5.3 (solid) and Mach 7.0 (dashed).
Fig. 6: Comparison of the experimental (dots) and numerical (lines) data at diﬀerent Mach
numbers, all normalized by equation 1.
distribution is given in Fig. 5b. This ﬁgure not only demonstrates the necessity of the adaptation,
but also indicates the quality of the 3D simulation. The 0◦ AoA case is axisymmetric. Therefore,
the 3D solution is supposed to be axisymmetric too, as is the case for the grid after ﬁnal adaptation.
F. Comparison of Experimental and Numerical Results
The experimental and numerical results of all three Mach numbers are visualized in Fig. 6. A
good agreement between experiments and numerics is found and the diﬀerences between the mea-
sured and calculated normalized pressures are low. Note that equation 1 is used for normalization.
More important, the experimental data almost perfectly agrees with the predicted trend of the pres-
sure over the angle of attack at diﬀerent pressure ports. For each individual pressure port, the oﬀset
of the experimental results with respect to the numerical data is almost constant over the angle of
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attack at a particular Mach number. The pressures at the positions P4 to P9 are expected to be
exactly the same at 0◦ AoA. This oﬀers the possibility to correct the oﬀset. However, this would rely
on the assumption of perfect angular orientation of the model. The oﬀset would then only result
from geometrical imperfections and ﬂow inhomogeneities. As an imperfect angle of attack setting
cannot be ruled out, the data is presented without the correction of this oﬀset.
The diﬀerences between the measurements at the three Mach numbers are small. Figure 6d high-
lights this by comparing the numerical Mach 5.3 and Mach 7.0 results. This is consistent with the
hypersonic theory, which predicts Mach number independence of the pressure distribution. Cal-
culating the correct Mach number from the measured pressure distribution does not seem to be
possible for the wind tunnel data.
In summary, the experimental data conﬁrms the numerical simulations. The validated numeri-
cal approach is next used for calculating the pressure distributions at conditions experienced by
Schiaparelli during atmospheric entry on Mars.
III. Atmospheric Entry Simulations
As the purpose of this work is to provide pressure distributions for ﬂow angle and atmospheric
reconstruction using the FADS approach [12], the numerical ﬂow simulations are carried out for
ﬂight conditions gathered from a predicted ExoMars EDM entry trajectory, which is is presented
in [12], see also [10]. The trajectory points are chosen to be representative and suﬃciently dense
spaced. The Mach number Ma range is from Mach 2.0 to Mach 14.0 and the height H0 goes from
9.7 km to 27 km. Table 5 summarizes the trajectory points. It also provides the values of the velocity
of the capsule with respect to the ground v∞, the local atmospheric temperature T∞ and density
ρ∞, and the Reynolds number ReD. For the numerical investigation of the atmospheric entry, the
simulations veriﬁed by the wind tunnel data are adapted. Thus, the tools used and most of their
settings and parameters remain unchanged. As such, the trajectory points are also simulated with
DLR's TAU solver on a grid generated by Centaur.
Several changes to the simulations are implemented because of the diﬀerent boundary conditions
compared to the simulation of the wind tunnel tests. The most obvious changes are the composition
of the atmosphere of Mars and the modelling of chemical reactions. The chemistry is important
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Table 5: Trajectory points for numerical simulation.
TP Ma H, km v∞, ms T∞, K ρ∞,
g
m3
ReD*
I 2.0 9.67 475.6 221.7 5.950 622k
II 3.0 13.3 705.0 216.9 4.410 685k
III 4.0 15.6 933.5 213.4 3.622 744k
IV 5.0 17.4 1159 210.4 3.115 796k
V 7.0 20.1 1607 205.8 2.490 881k
VI 9.0 22.3 2046 201.7 2.055 928k
VII 11.0 24.1 2482 198.0 1.746 956k
VIII 14.0 27.1 3132 191.9 1.339 924k
* Reynolds number based on free-stream conditions, capsule diameter of 2.4m and assumed constant
viscosity of 10.9 · 10−6 Pa s.
because of the high gas temperatures resulting from the high velocities at the upper trajectory
points.
The Mars atmosphere mainly consists of carbon dioxide (CO2), but also contains relevant quantities
of nitrogen (N2) and argon [20]. The most detailed model of the chemical reactions in Mars entry
available for TAU at the time of this work consists of 13 species and 103 reactions and was developed
in the frame of the SACOMAR project [21]. Argon, however, is not included in this model. The
atmosphere composition used for the simulations is 97.2 % CO2 and 2.8 % N2 for both the EQ and
the NEQ calculations. The inﬂuence of the gas composition on the solutions is investigated by
altering the composition to 95.0 % CO2 / 5.0 % N2 and pure CO2.
At zero degree angle of attack, the ﬂow ﬁeld around the capsule is axisymmetric and can be reduced
to two dimensions. At non-zero angles, this is not possible and the three-dimensional nature of
the ﬂow needs to be taken into account. Because of the high computational costs of solving the
NEQ equations, it is not possible for the authors to calculate a suﬃciently resolved 3D solution
for NEQ. To cope with that, EQ is subsequently assumed. To assess the error introduced by this
simpliﬁcation, NEQ calculations are performed on a 2D grid for comparison. A non-reacting gas
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with variable heat capacity and viscosity, which are calculated from the (constant) gas composition
and the local temperature, is also considered for comparison. The models used in TAU are described
in [22].
Another adaptation is necessary for the thermal boundary conditions of the capsule. The thermal
inertia, the radiation of heat, and the endothermic ablation of the heat shield eﬀectively act as a
heat sink and dictate a surface temperature below the recovery temperature of the ﬂow resulting
in a subsequent heat ﬂux to the surface. Publicly available information on the surface temperature
distribution or the magnitude of these eﬀects is not known by the authors. To account for this,
radiative EQ is assumed as a best guess. Carbonaceous ablators have emissivities near the physical
upper limit when charring, with  = 0.85 being a typical value [23]. For the simulations, an emissivity
of  = 1.0 is assumed. The higher value is chosen because the other heat sink mechanisms are not
modelled. Despite this, the resulting surface temperatures are probably too high at the upper
trajectory points, where there is signiﬁcant chemical decomposition and the thermal inertia of the
TPS limiting the temperature increase over time. At the lower trajectory points, the neglecting of the
thermal inertia and chemical surface reactions potentially leads to an underestimation of the surface
temperatures. However, the surface temperatures have low inﬂuence on the pressure distribution, as
the inﬂuence is limited to the thin thermal boundary layer. For the NEQ calculations, the inﬂuence
of the catalytic activity is also examined, as the real value is unknown. Thus, the NEQ simulations
are conducted assuming both a non-catalytic wall and a wall with full catalytic recombination.
Furthermore, a laminar ﬂow is assumed. This is justiﬁed by several publications that investigate
the laminar-turbulent transition on the front of blunt entry bodies. An overview is provided by
Schneider [24]. The consensus is that the ﬂow on the front is laminar at the Reynolds numbers
experienced by Schiaparelli during ﬂight, which range from 622 thousand to 956 thousand (see
Table 5). The ablation of the heat shield leads to surface roughening and outgassing of pyrolysis
products [25, 26]. While the surface roughness generally can lead to early transition, it is discussed
that the gas injection could induce turbulence already at the stagnation point [26]. Therefore, fully
turbulent calculations based on the shear-stress transport model of Menter [19] are conducted for
comparison.
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(a) Extended grid. (b) Shortened
grid.
Fig. 7: Numerical grids before (top) and after (bottom) ﬁnal adaptation step at 0◦ AoA for
trajectory points I (a) and VIII (b).
Please regard that for all pressure data provided in this section, the theoretical stagnation pressure
pS is used as basis for normalization:
pˆn =
pn
pS
. (2)
This is because only numerical results are compared for which theoretical stagnation pressure works
well. This diﬀers from the normalization approach used in the previous section.
A. Grid Considerations
The 3D grids used for the numerical simulations of the atmospheric entry diﬀer from the grid
used for the simulation of the wind tunnel experiments. The resolution in the proximity of the
capsule is increased to suﬃciently resolve the transition from the post-shock chemical composition
and high temperatures to the conditions near the surface. Furthermore, despite the laminar ﬂow,
17 prism layers are used to resolve the gradients in the vicinity of the surface. The adaptation of
the grid is used less intensely to reduce the computational costs, meaning the shock is less resolved.
Three diﬀerent 3D grids are used for the simulations. The basic grid is used for the trajectory points
II to V. An adapted grid is required for trajectory point I, as the Mach 2.0 ﬂow requires a thicker
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mesh in front of the capsule due to the increased shock stand-oﬀ distance. A third grid is generated
to reduce the computational eﬀort at high Mach numbers, where information from the back of the
capsule cannot be transported upstream and the ﬂow ahead of the capsule is not inﬂuenced by the
back-side solution. In this case, it is suﬃcient to simulate the region upstream the shoulder. The
nominal grid is accordingly cut and the resulting third version is used for the upper trajectory points
VI to VIII. The nominal grid and the version extended in front of the capsule both start with 2.6
million cells and are reﬁned to 13 million cells during the simulation. The shortened grid has a lower
cell count, starting with 1.2 million and increasing to 5.8 million cells.
A fourth grid is necessary for the 2D calculations. As there is no point in investigating the inﬂuence
of the chemistry and gas composition at the lower trajectory points, at which the ﬂow is cold and
non-reactive ﬂow, a single 2D grid is created based on the nominal grid without extending the mesh
in front of the capsule. The resolution of the grid in the proximity of the shock and the wall is
crucial for the NEQ simulations and is thus taken to the highest reasonable cell count. The grid has
45 thousand cells when unadapted and grows to 150 thousand cells after the ﬁnal adaptation step
in the NEQ calculations. Besides being used for the chemistry investigation, it is also used for the
investigation of the eﬀect of the turbulence model and the gas composition. In these calculations,
the computational eﬀort is non-restrictive and the grid is reﬁned up to a cell count of 420 thousand.
The number of prism layers is 25. The extended and the shortened grids are presented in Fig. 7.
B. Turbulence
The pressure data of the turbulent simulation coincides almost perfectly with the laminar simu-
lation. The turbulent boundary layer development and velocity distribution diﬀer from the laminar
boundary layer. Therefore, a variation of the displacement height as well as the shock stand-oﬀ
distance can be expected. However, this eﬀect is not observed in the simulations. As the bound-
ary layer is thin compared to the ﬂow dimensions, the diﬀerence in the displacement height is too
small to be relevant for the shock geometry. Table 6 highlights this by comparing the pressures at
locations according to those of the sensor positions on the wind tunnel model for the two solutions.
The diﬀerences are in the order of the noise level of the data. This is also obvious in Fig. 8, where
the surface pressure distribution is plotted. The results of the nominal case (meaning the laminar
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Table 6: Comparison of the normalized pressures for laminar / turbulent conditions and diﬀerent
gas compositions at trajectory point VIII and 0◦ Angle of Attack.
Boundary condition p1 p2 p3 p4
Nominal 1.009 0.982 0.932 0.957
Turbulent 1.009 0.983 0.934 0.956
+0.0 % +0.0 % +0.2 % −0.1 %
95 % CO2 1.009 0.983 0.935 0.957
−0.0 % +0.0 % +0.3 % −0.0 %
100 % CO2 1.010 0.982 0.929 0.957
+0.0 % −0.0 % −0.3 % −0.0 %
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Fig. 8: Pressure distribution on the front surface for the nominal case, turbulent ﬂow and varying
gas compositions at trajectory point VIII.
ﬂow case) and the turbulent simulation coincide almost perfectly. The pressure port P3 seems to
be most sensitive to the ﬂow turbulence. However, no pressure port is situated at this location on
the EDM heat shield.
C. Gas Composition
The variation of the gas composition in the range from pure carbon dioxide to a mixture with
up to ﬁve percent nitrogen has low inﬂuence on the shock geometry and pressure distribution in case
of chemical EQ. Hence, the atmospheric reconstruction's sensitivity to the assumed gas composition
is low. The composition does have a small inﬂuence that becomes apparent when there is signiﬁcant
23
(a) (b)
Fig. 9: Visualisation of results for diﬀerent chemistry assumptions. Figure (a) highlights the Mach
number distribution in a section of the symmetry plane for the EQ gas (top) and non-reacting gas
(bottom) at trajectory point I (left) and VIII (right). Figure (b) provides the temperature
distribution (left) and percentage of dissociated CO2 (right) for the chemical EQ (top) and NEQ
(bottom) at trajectory point VIII.
chemistry in the ﬂow. The pressure distributions at trajectory point VIII are compared in Table 6
and Fig. 8.
At the upper trajectory points, a higher nitrogen content increases the shock stand-oﬀ distance
and subsequently varies the pressure distribution slightly due to the chemical behaviour of the
atmospheric gas components. This can be seen by investigating the mass fractions at trajectory
point VIII. At nominal conditions, the CO2 mass fraction drops from 97.2 % down to a minimum
of around 68 %. This means that almost 30 % of the carbon dioxide molecules are dissociated.
The nitrogen on the other hand shows low dissociation at the temperatures involved. Its mass
fraction drops no lower than 2.64 %, which translates to a dissociation of only 6 % of the nitrogen.
It therefore behaves almost as a non-reacting gas when compared to the carbon dioxide. A higher
nitrogen content shifts the simulation results towards those of an non-reacting gas.
D. Chemistry
Chemical reactions only occur above certain temperatures. These are quite high for the reac-
tions predominant for the Mars entry, namely the endothermic dissociation of carbon dioxide [20].
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Table 7: Comparison of the normalized pressures for the assumption of a non-reacting gas,
chemical EQ and chemical NEQ at trajectory point VIII and 0◦ Angle of Attack.
Boundary condition p1 p2 p3 p4
Nominal 1.009 0.982 0.932 0.957
Non-reacting 1.003 0.988 0.962 0.948
−0.6 % +0.5 % +3.2 % −0.9 %
NEQ, non-catalytic 0.999 0.981 0.955 0.951
−1.0 % −0.1 % +2.5 % −0.7 %
NEQ, catalytic 0.995 0.982 0.955 0.949
−1.4 % −0.0 % +2.4 % −0.8 %
Consequently, the atmospheric gas is non-reactive at the lower trajectory points with lower vehicle
speeds and post-shock temperatures and t he chemistry is thus negligible. At the upper trajectory
points, however, the temperatures are suﬃcient for the dissociation of a signiﬁcant proportion of
the molecules and the chemistry makes a diﬀerence.
The endothermic dissociation reactions act as a heat sink. Consequently, the translational temper-
atures behind the shock are lower if the gas chemistry is considered. Despite the reduced average
molecular mass, this results in a reduced speciﬁc volume and thus higher density. The compression
ratio over the shock is higher in case of chemical EQ and the shock stand-oﬀ distance is reduced.
These correlations are clearly seen in ﬁgure 9a. While there is no diﬀerence between chemical EQ
and the non-reacting gas solutions at trajectory points II and below, the shock stand-oﬀ distance
at other trajectory points is higher in case of the non-reacting gas.
Chemical NEQ is important if the time scales of the ﬂow ﬁeld and the chemical reactions are of sim-
ilar order. If the time scales of the chemical reactions are small compared to those of the convective
ﬂow, there is suﬃcient time for the reactions and the gas approaches local EQ. In that case, the
diﬀerences between EQ and NEQ simulations are small and the surface catalysis has no inﬂuence
as there are no catalytic eﬀects possible in an EQ ﬂow [27]. On the other hand, if the time scales of
the chemical reactions are much higher than those of the convective ﬂow, the gas can be considered
chemically frozen and the calculation of the chemical NEQ is unnecessary. Unfortunately, the hot
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phase of the atmospheric entry usually lies in between these extremes and the chemical NEQ has a
high inﬂuence, as is the case in this study. A good overview of the general simulation of the problem
is given by Park [20]. Figure 9b compares the temperature distribution and the carbon monoxide
concentration of the EQ and NEQ calculations of trajectory point VIII with non-catalytic wall as
boundary condition. In the NEQ ﬂow, the gas composition does not jump to the local EQ. Instead,
the gas composition and properties equal those of the non-reacting gas right after the shock. After-
wards, with ongoing reaction the gas properties transition towards those of the EQ solution. Thus,
the gas properties at NEQ are between those of the non-reacting and the EQ gas. Consequently,
the results of NEQ simulations can be expected to be between the non-reacting and the chemical
EQ cases, which allows a rough estimation of the magnitude of the error introduced by the EQ
assumption without the simulation of the NEQ.
Table 7 provides the pressure at positions according to those of the sensor location P1 to P4 on the
wind tunnel model for these simulations. Figure 10 provides the pressure distribution on the front
shield. The NEQ solutions for non-catalytic and fully catalytic walls lie between the solutions of the
other gas models. Despite having a major impact on the heat ﬂux, no eﬀect of the catalytic activity
on the pressure distribution is observed. The local reduction in the pressure trend of the EQ gas
simulation (nominal case) originates from the sphere-cone-transition. This dent is only formed in
the case of the EQ solution since the shock stand-oﬀ distance only in this case is that small. This
is a known phenomenon for similar aeroshell geometries, e.g. [28].
The inﬂuence of the chemistry decreases with the altitude of the respective trajectory point. While
the pressures at the equivalent position P1 to P4 deviate up to 2.4 % when comparing EQ and
NEQ at trajectory point VIII, the diﬀerence drops to a maximum of 0.7 % at trajectory point VII.
It further decreases to 0.3 % for trajectory point VI and ﬁnally becomes negligible at trajectory
point V. This indicates, that the numerical results should be used cautiously for velocities above
approximately 2 km/s, where the chemical NEQ has an inﬂuence on the pressure distribution.
E. Comparison with Wind Tunnel Campaign Results
The wind tunnel tests and their simulation as well as the simulation of the Mars entry for Mach
7.0 and below are obtained at identical Mach and Reynolds numbers. Despite this analogy, there
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Fig. 10: Pressure distribution on the front for non-reacting gas, chemical EQ and NEQ at
trajectory point VIII.
Fig. 11: Mach number distribution for Mach 5.0/5.3 (top) and Mach 7.0 (bottom) for the
simulation of the wind tunnel experiments (left) and the ﬂight simulation (right).
can be major diﬀerences in the ﬂow. This is because the diﬀerent boundary conditions, the variation
of the gas and its properties, e.g. heat capacity ratio, as well as the chemistry in general are not
reproduced by matching the Mach and Reynolds numbers. The diﬀerent boundary conditions at
the capsule surface mainly have an inﬂuence on the thin boundary layer. The impact on the surface
pressure distribution is thus low. Also, the wind tunnel tests were performed at Mach 7.0 and below,
so the corresponding trajectory points do not have the high temperatures needed for dissociation .
This implies that the gas behaves similar to an ideal gas and has an almost constant heat capacity
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Fig. 12: Front surface pressure distribution of the numerical simulations of air and Mars
atmosphere at Mach numbers 5.0/5.3 and 7.0 at 0◦ AoA.
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Fig. 13: Comparison of the numerical simulation of the wind tunnel tests (ﬁlled symbols, solid
lines) and those of the Mars entry (empty symbols, dashed lines) at Mach number 7.0. All data
normalized by equation 2.
ratio. Consequently, the heat capacity ratio is the one signiﬁcant factor that explains the diﬀerences
between the simulated pressure distributions.
The heat capacity ratio of dry air is approximately γ = 1.4 at the temperatures occurring in the
wind tunnel experiments. Carbon dioxide, of which the Mars atmosphere mainly consists, has a
lower heat capacity ratio as it is a three-atomic molecule. The value is approximately γ = 1.30
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at room temperature and decreases further with increasing temperatures. The heat capacity ratio
varies with the temperature and chemical composition. It is subsequently not set to a constant
value but calculated depending on the actual local gas composition and temperature. The real gas
behaviour furthermore induces the variation of other gas properties, e.g. the viscosity and the mean
molecular mass. The thermodynamic properties are calculated from partition functions or external
lookup tables for each species in the gas [22].
The shock equations express the relation between heat capacity ratio and compression of the gas over
the shock at a certain Mach number [29]. Lower heat capacity ratios lead to lower temperatures and
higher densities after the shock. This reduces the shock stand-oﬀ distance, as seen in Fig. 11. The
diﬀerences in the ﬂow are higher when comparing the two gas models than for the two considered
Mach numbers. In the numerical simulations of the wind tunnel experiments, the Mach number
has a signiﬁcantly lower impact and the shock stand-oﬀ distance is higher. It is consequently no
surprise to see only small diﬀerences in the surface pressure distributions of the numerical wind
tunnel experiments simulations in Fig. 12. In the simulations considering the atmosphere of Mars
and real gas behaviour, the diﬀerence between the two Mach numbers is higher. This is due to the
variation of the heat capacity ratio with temperature. At Mach 7.0, the temperatures behind the
shock are higher and the heat capacity ratio is lower, which explains the greater reduction of the
shock stand-oﬀ distance.
The pressure distribution variation is more pronounced in case of Martian atmosphere. Accordingly,
the dependence of the pressure on the angle of attack is presented in Fig. 13 to show these diﬀerences.
The lower shock stand-oﬀ distance of the EQ calculations makes the shock follow the surface more
closely. The shock and also the surface pressure distribution are therefore more sensitive to changes
in the angle of attack, which is manifested as higher gradients of the pressure trends with respect
to the AoA. Therefore, it is necessary to consider the gas composition and temperatures when
simulating atmospheric entry for FADS based reconstruction.
IV. Conclusions
An experimental and numerical study has been carried out to provide reference data for the
atmospheric reconstruction of the ExoMars 2016 lander Schiaparelli using the FADS approach. For
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this purpose, a scaled aerodynamic model of the capsule underwent extensive testing in DLR's
hypersonic wind tunnel H2K. Tests allowed simultaniously duplicating the Mach and Reynolds
numbers experienced during the entry ﬂight . Since H2K can be operated only with air at total gas
temperature up to 1100 K, the chemistry of the entry environment could not be reproduced. There-
fore, these tests were used for the validation of the DLR's CFD code TAU, which allowed simulating
the Mars entry environment at selected points of the trajectory. The numerical approach has been
adapted to the atmospheric conditions to provide information on the surface pressure distribution
during entry. The potential inﬂuence of the assumptions regarding the ﬂow turbulence and gas
composition as well as the impact of the chemistry model have been analysed. Numerical results of
ﬂight conditions have been compared to those of the wind tunnel experiments simulations.
Wind tunnel tests have been conducted at three diﬀerent Mach numbers for a total of 31 data points.
The combination of a blunt body and the interest in low angles of attack means a high sensitivity
to errors of the experimental set-up and required fastidious implementation. As a consequence, one
focus of the study lay on the investigation and mitigation of experimental uncertainties. Despite the
various measures taken to keep the uncertainties low, the observed stagnation pressures deviated
from the theoretical expectations, so the wind tunnel data was normalized for the comparison with
the numerical results. The results of the wind tunnel experiments and their numerical simulation
then showed very good agreement and provided conﬁdence for the simulation of the atmospheric
entry.
The simulations conducted at ﬂight conditions considered either chemical EQ in a 3D ﬂow ﬁeld,
or chemical NEQ but in a 2D ﬂow ﬁeld. This saved computational resources, while allowing the
quantiﬁcation of the eﬀect of assuming EQ chemistry. Furthermore, errors introduced by the as-
sumptions regarding ﬂow turbulence and atmospheric composition were investigated. It was found
that the turbulence and gas composition have a low impact on the pressure distribution. However,
a strong dependence of the solutions on the chemistry model has been revealed. At low trajectory
points with velocities up to approximately 1 km/s, the gas is non-reacting and the inﬂuence of the
chemistry can be neglected. Up to around 2 km/s, almost no diﬀerence between simulation with
chemical EQ and with NEQ were found. However, the NEQ eﬀects become more distinct at the
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trajectory points with higher gas total enthalpy and the surface pressure distributions gathered from
EQ calculations should be used cautiously for vehicle speeds above 2 km/s, as the chemistry model
in this case has an inﬂuence on the surface pressure distribution. The comparison of the numerical
simulation of experiments and ﬂight conditions shows the known strong inﬂuence of the heat ca-
pacity ratio on both, the shock stand-oﬀ distance and subsequently the shock geometry. Thus, this
eﬀects the absolute pressure values as well as the surface pressure distribution and is important for
atmospheric and ﬂow angle FADS reconstruction at the EDM ﬂight conditions.
The investigation of the numerical uncertainties provided conﬁdence in the numerical tool and the
results of the entry ﬂight simulations, especially for the lower part of the trajectory. Below 22 km at
Mach 9.0 or 2 km/s, the numerical predictions and their assumptions were found to be very accurate.
At higher altitudes and Mach numbers, the most signiﬁcant error in the numerical predictions is due
to the assumption of chemical EQ, reaching up to 2.4 % deviation of the respective pressure distri-
butions at Mach 14. The numerical pressure model will be used in Part II [12] to quantify the FADS
performance along the Schiaparelli entry trajectory, concerning the reconstruction of atmospheric
density, pressure, temperature, and Mach number, as well as the angle of attack and sideslip.
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