Abstract: Theoretical developments of certain engineering areas, the emergence of new investigation tools, which are better and more precise and their implementation on-board the everyday vehicles, all these represent main influence factors that impact the theoretical and experimental study of vehicle's dynamic behavior. Once the implementation of these new technologies onto the vehicle's construction had been achieved, it had led to more and more complex systems. Some of the most important, such as the electronic control of engine, transmission, suspension, steering, braking and traction had a positive impact onto the vehicle's dynamic behavior. The existence of CPU on-board vehicles allows data acquisition and storage and it leads to a more accurate and better experimental and theoretical study of vehicle dynamics. It uses the information offered directly by the already on-board built-in elements of electronic control systems. The technical literature that studies vehicle dynamics is entirely focused onto parametric analysis. This kind of approach adopts two simplifying assumptions. Functional parameters obey certain distribution laws, which are known in classical statistics theory. The second assumption states that the mathematical models are previously known and have coefficients that are not time-dependent. Both the mentioned assumptions are not confirmed in real situations: the functional parameters do not follow any known statistical repartition laws and the mathematical laws aren't previously known and contain families of parameters and are mostly time-dependent. The purpose of the paper is to present a more accurate analysis methodology that can be applied when studying vehicle's dynamic behavior.
Introduction
Neuronal networks ensure the stability of non-parametric mathematical models because their coefficients are time dependent. Neuronal networks are most widely used to identify and control systems of any kind, being a nonlinear identification algorithm. Common use of neuronal systems (processes) is justified by the fact that both have the ability to self-organize (self-training); for this reason it is being said that neuronal networks are those that best define 'intelligent' systems, thus the name 'neuronal', which sends us thinking to the biological neuron.
Method
The main algorithms that make use of neuronal networks for establishing mathematical models (for identifying systems) are those similar to their own linear parametric methods; for example corresponding to ARMAX algorithm is NNARMAX (Neural Network AutoRegressive Moving Average with eXogenous Inputs). The main differentiation between the two types of algorithms is that neuronal networks use various learning algorithms (self-training), thus presenting flexibility in identification (parameter variation sensibility). A very important consequence of this property is that in the case of neuronal network the coefficients of mathematical description are timedependent (as the case of spline functions), and do not remain constant as the case of parametric models [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Similarities between the two types of categories (linear and non-linear) may be found in the way the mathematical model is established and its accuracy is being established (quality identification). For exemplification Figure 1 presents a neuronal network also called a perceptron, with 7 input nodes (7 regressors in this case), 5 nodes as hidden laws and one output parameter; in this diagram connecting weightings are used also known as synaptic weights ( ). According to diagram 1 we can write
This is a non-linear expression where represents the number of inputs ( = 7 in Figure 1 ) and are activating functions. In general case of multiple outputs (it can just the same be followed even in Figure 1 where there is only 1 output) the mathematical description is being deduced for the output ( = 1 in Figure 1 , which is why only appears):
where represents the number of neurons from the hidden laws ( = 5 in Figure 1 ). Substituting relation (1) in relation (2) we reach to a nonlinear mathematical description:
Activation functions that are used in neural networks are usually non-linear, even though in parts are linear as we can see in Figure 2 .
In what follows, mathematical expressions in continuous time (similarly may be defined in discreet time) of the most used activation functions are going to be presented next to their Matlab names used in its Neural Network toolbox.
• Tansig function:
• Logsig function:
• Tribas function:
• Satlin function:
The toolbox Neuronal network from Matlab also has one linear function which is used as an activation function. This function is described as:
For exemplification Figure 3 presents the neuronal network that ensures the stability of the mathematical model which gives us the vehicle's speed depending on the fuel consumption registered for 100 covered kilometers.
As we can see, in order to achieve an acceptable error for model (1), 6 regressors were adopted for the vehicle speed V (the deduced parameter) and 8 regressors for fuel consumption C 100 which is the factorial parameter.
From figure 4a we can notice that, indeed for the model structure described by (1), the relative modeling error has an acceptable value of 0,91%; Figure 4b presents the difference between the simulation and the absolute values ( = V − V ).
The high accuracy of the simulation is also noticeable from Figure 5 where both curves, the one that describes the self-correlation ( Figure 5a ) the one depicting the intercorrelation curve of the input parameter and the error R (Figure 5b) , are within the acceptable limits marked on the graphs. The fact that the neuronal network's parameter varies in time can be observed in Figure 6b . The mathematical neuronal model also can be written in matrix -vector form (compact form) in the following manor:
where W represents the weight matrix, stands for model parameters vector, and represents the free term vector. If we proceed in linearizing the neuronal network from The model is shaped like (9) having 10 hidden laws (transfer functions). Figure 8 also can highlight the neuronal network characteristics.
For example Levenberg-Marquardt method engulfs 500 iterations and it takes 9 seconds to calculate. It's performance regarding accuracy, error histogram, model response (Figure 10) , and other characteristics may be easily controlled etc. Figure 10a presents the dynamic series of the deduced parameter. The experimentally deduced values for the vehicle's speed is noted with V and the calculated values by neuronal network algorithm are marked here with V . Figure 10b presents the simulation error, thus the difference between experimental values and those from the mathematical model, = V − V ; as we can see from both graphs, absolute errors have low values and are acceptable.
For this example, Figure 11 presents the block chart for the neuronal model and its details: NARX model in Figure 11b , the two calculus laws in Figure 11c and Figure 11d . 
Conclusions
Experimental data gathered from the on-board computer allow a more realistic research of vehicle dynamics by calling on concepts and procedures which are currently used worldwide to study any type of system's dynamic behavior. These concepts, as we have proven in this paper, may also be used in vehicle dynamic's systems. Nonparametric approach of vehicle dynamics is relying on two premises. Firstly is that they do not obey any classical statistics distribution laws and secondly the mathematical models are non-parametric. In order to establish non-parametric models for vehicle dynamic behavior it is necessary to call-on algorithms specific to artificial intelligence. One such algorithm is represented by neuronal networks which are presented herein.
Neuronal networks allow the establishment of mathematical models that have time dependent coefficients. It means that it takes into account the fact that processes specific to vehicle dynamics are nonstationary. These types of algorithms allow for the establishment of a family of mathematical models, which have a non-parametric character. In order to estimate future distributions of certain parameters the algorithm presented here has to rely on core-functions specific to non-parametric approaches of any kind.
