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Abstract Eﬃcient optimization strategy of multibody systems is developed in this paper. Aug-
mented Lagrange method is used to transform constrained optimal problem into unconstrained
form ﬁrstly. Then methods based on second order sensitivity are used to solve the unconstrained
problem, where the sensitivity is solved by hybrid method. Generalized-α method and generalized-α
projection method for the diﬀerential-algebraic equation, which shows more eﬃcient properties with
the lager time step, are presented to get state variables and adjoint variables during the optimization
procedure. Numerical results validate the accuracy and eﬃciency of the methods is presented.
c© 2012 The Chinese Society of Theoretical and Applied Mechanics. [doi:10.1063/2.1206309]
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The general design optimization model of multi-
body systems contains the state variables, which are
the functions of design variables, and constrained by
the dynamic equations usually described by diﬀerential-
algebraic equations (DAEs). Thus, the solution of
DAEs becomes the basic step in optimization procedure
of multibody systems. The accuracy and stability of the
method for DAEs have direct inﬂuence on the accuracy
and eﬃciency of optimization.
As a key problem in multibody dynamics, many
approaches have been developed for DAEs till now.
But worse abilities for error control especially dur-
ing long time simulation and requires for smaller time
step are still problems for the traditional approaches.
Recently, the time-stepping method developed in the
structural dynamics, such as Newmark method, HHT-α
method,1–3 WBZ-α method, generalized-α method,4–6
θ1 method,
7 et al. are introduced in multibody dy-
namics and developed quickly because of their sec-
ond order convergence and the eﬀective application in
ﬂexible or collision multibody dynamics. For keeping
the conservation of the total energy, as well as the
displacement constraints, the velocity constraints and
the acceleration constraints, a new approach based on
the constraints projection method which is called the
generalized-α projection (G-α-P) method is presented
by the authors recently.
In this paper, the G-α-P method is used to solve the
DAEs during the optimization procedure of multibody
systems. For the general design optimization model,
the augmented Lagrange method (ALM) is used to
transform the constrained optimal problem into uncon-
strained form, which shows eﬀective properties through
the combination of penalty function and Lagrange mul-
tiplier. Eﬀective methods based on ﬁrst order and sec-
ond order sensitivity analysis are used in optimization
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process, in which adjoint variable method and hybrid
method are introduced respectively. Comparison and
analysis of the optimal results between using the G-
α-P method and other approach such as Runge-Kutta
method are illustrated to validate the accuracy and ef-
ﬁciency of the methods presented.
Dynamic optimization of multibody system is usu-
ally a constrained optimization problem with the fol-
lowing general form
min
b∈Rp
{
Ψ(b) = G(q˙1, q˙2, q1, q2, b, t1, t2)+∫ t2
t1
H(q˙, q,λ, b, t) dt
}
,
s.t. hi(b) = 0, i = 1, 2, · · ·nh,
gj(b) ≤ 0, j = 1, 2, · · ·ng,
(1)
where b ∈ Rp is a vector of design parameters, q ∈
Rn is a vector of generalized coordinates, which depend
on design parameters b and are given by the following
diﬀerential algebraic equations
Mq¨ +ΦTq (q, t)λ = F (q˙, q, t),
Φ(q, t) = 0,
(2)
where M ∈ Rn×n is the generalized mass matrix,
F ∈ Rn is the applied forces vector, Φ ∈ Rm is the
holonomic constraint function, and λ ∈ Rm is the La-
grange multiplier.
t1 in Eq. (1) is the starting time and t2 is the stop-
ping. They depend on design parameters b and are
given by the following formula
Ωi(q(ti), b, ti) = 0, i = 1, 2, (3)
which satisﬁes the following condition
Ω˙i = dΩi/dti = Ωq˙i q¨
i +Ωqi q˙
i +Ωti = 0. (4)
Initial conditions of multibody systems can be de-
scribed as the following equations:
ϕ(q1, b, t1) = 0,
ϕ¯(q˙1, q1, b, t1) = 0,
(5)
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which satisfy that (Φ1Tq1 ϕ
T
q1) and (Φ
1T
q1 ϕ¯
T
q˙1) are non-
singular.
Suppose that Ψ(b), hi(b), i = 1, 2, · · · , nh, gj(b),
j = 1, 2, · · · , ng are all continuous diﬀerentiable func-
tions in Rp. Deﬁne augmented Lagrange function as
L(b,λ,μ) = Ψ(b) +
nh∑
i=1
λihi(b) +
c
2
nh∑
i=1
h2i (b) +
1
2c
ng∑
j=1
{
[max (0, μj + cgj(b))]
2 − μ2j
}
, (6)
where c is penalty factor, and λ,μ are Lagrange multi-
plier vectors iterated by
λ
(k+1)
i = λ
(k)
i + chi(b
(k)), i = 1, 2, · · · , nh,
μ
(k+1)
j = max[0,μ
(k)
j + cgj(b
(k))],
j = 1, 2, · · · , ng.
(7)
The termination criterion can be chosen as{ nh∑
i=1
h2i (b
(k)) +
ng∑
i=1
[
max(gj(b
(k)),−μ(k)j /c)
]2}1/2
< ε. (8)
Unconstrained problem (6) is a nonlinear function
of design parameters b which can be solved by diﬀer-
ent numerical iteration methods such as steepest de-
scent method, conjugate gradient method, variable scale
method based on the ﬁrst order sensitivity and mod-
iﬁed Newton method, Greenstadt eigenvalue method,
Gill-Murray method, trust region method8 based on the
second order sensitivity.
The ﬁrst order sensitivity of Eq. (6) is the ﬁrst
derivative of L(b,λ,μ) with respect to b. That is
∇L(b,λ,μ) = ∇Ψ(b) +
nh∑
i=1
λi∇hi(b) +
c
nh∑
i=1
hi(b)∇hi(b), (9)
when μj + cgj(b) ≤ 0, and
∇L(b,λ,μ) = ∇Ψ(b) +
nh∑
i=1
λi∇hi(b) +
c
nh∑
i=1
hi(b)∇hi(b)+
ng∑
j=1
[
(μj+cgj(b))∇gj(b)
]
, (10)
when μj + cgj(b) > 0.
The second order sensitivity is
∇2L(b,λ,μ) = ∇2Ψ(b) +
nh∑
i=1
λi∇2hi(b) +
c
nh∑
i=1
[
(∇hi(b))2 + hi(b)∇2hi(b)
]
, (11)
when μj + cgj(b)  0, and
∇2L(b,λ,μ) = ∇2Ψ(b) +
nh∑
i=1
λi∇2hi(b) +
c
nh∑
i=1
[
(∇hi(b))2 + hi(b)∇2hi(b)
]
+
ng∑
j=1
[
c (∇gj(b))2 + (μj + cgj(b))∇2gj(b)
]
, (12)
when μj + cgj(b) > 0.
Among Eqs. (9)–(12), ∇Ψ(b), ∇hi[b(l)(γk)], i =
1, 2, · · · , nh, ∇gj [b(l)(γk)], j = 1, 2, · · · , ng can be
obtained by direct diﬀerentiation method or adjoint
variable method, and ∇2Ψ(b), ∇2hi[b(l)(γk)], i =
1, 2, · · · , nh, ∇2gj [b(l)(γk)], j = 1, 2, · · · , ng can be ob-
tained by hybrid method.9,10
During the process of solving the sensitivities, dif-
ferential algebraic Eq. (2) need to be solved following
the change of parameters b to obtain state variables
q. Generalized-α method can be used as the following
form.
(1− αm)Mi+1q¨i+1 + αmMiq¨i + (1− αf ) ·(
ΦTqi+1λi+1 −Qi+1 + Fi+1
)
+
αf
(
ΦTqiλi −Qi + Fi
)
= 0,
Φ(qi+1, ti+1) = 0, (13)
where
q˙i+1 = q˙i + h [(1− γ) q¨i + γq¨i+1] ,
qi+1 = qi + hq˙i +
h2
2
[(1− 2β) q¨i + 2βq¨i+1] , (14)
and
αm =
2ρ− 1
ρ+ 1
, αf =
ρ
ρ+ 1
, ρ ∈ [0, 1] ,
γ = 1/2 + αf − αm, β = (1 + αf − αm)2/4, (15)
Equation (13) solved the index-3 DAEs (2) directly,
so the results can only keep the constraints in higher
accuracy, but violation appears in both velocity con-
straints and acceleration constraints, which can be im-
proved by projection method. The generalized-α pro-
jection method is given as follows
(1− αm)Mi+1 ˜¨qi+1 + αmMi ˜¨qi + (1− αf )[
ΦTq˜i+1λi+1 −Qi+1 + F (q˜i+1, b, ti+1)
]
+
αf
[
ΦTq˜iλi −Qi + F (q˜i, b, ti)
]
= 0,
Φ(q˜i+1, ti+1) = 0,
qi+1 − q˜i+1 +ΦTq (qi+1, ti+1)μi+1 = 0,
Φ(qi+1, ti+1) = 0,
q˙i+1 − ˜˙qi+1 +ΦTq (qi+1, ti+1)νi+1 = 0,
Φqi+1 q˙i+1 +Φti+1 = 0, (16)
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Fig. 1. A slider-crank mechanism.
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Fig. 2. Trajectory of point (x3, 0).
q¨i+1 − ˜¨qi+1 +ΦTq (qi+1, ti+1)ωi+1 = 0,
Φqi+1 q¨i+1 +
(
Φqi+1 q˙i+1
)
qi+1
q˙i+1 +
2Φqi+1ti+1 q˙i+1 +Φti+1ti+1 = 0, (17)
where
˜˙qi+1 = ˜˙qi + h[(1− γ) ˜¨qi + γ ˜¨qi+1],
q˜i+1 = q˜i + h˜˙qi +
h2
2
[(1− 2β) ˜¨qi + 2β ˜¨qi+1],
(18)
and the parameters are chosen as Eq. (15).
Figure 1 shows a slider-crank mechanism in its ini-
tial position. The loading in this case is only the weight
of the members. The state variables and the design vari-
ables are presumed to be q = [x1, y1, θ1, x2, y2, θ2, x3]
T
and b = [l1, l2,m1,m2,m3]
T, where l1 and l2 are the
lengths of the crank and the pole, m1, m2 and m3 are
the masses of the members respectively, xi, yi (i = 1, 2,
3) are coordinates of the centers of the members, and θi
(i = 1, 2) are the attitude angles of the crank and the
pole.
The objective function is to minimize the distance
between point (x3, 0) and (x
0
3, 0), where x
0
3 is the dis-
placement of the crack with the given design parameters
m1 = 1 kg, m2 = 1 kg, m3 = 2 kg, l1 = 1 m, l2 =
√
3 m,
θ11 = 60
◦. To illustrate the errors of observation data,
Gaussian noise are considered to x03.
Given initial design parameters b(0) = [0.5, 11, 23]T
the results based on G-α-P method are compared with
the generalized-α method and the Runge-Kutta method
0        5        10       15      20       25
18
16
14
12
10
8
6
4
2
0
Iteration
O
b
je
c
t
iv
e
 f
u
n
c
t
io
n
 ψ
(
b
i )
 Runge-Kutta method
Generalized-α, method
Generalized-α-P, method
Fig. 3. Iteration of Runge-Kutta method, G-α method and
G-α-P method for DAEs.
Table 1. Results comparison of the methods for h = 0.05.
Method for DAEs ψ(b∗) b∗ Run time/s Iteration
number
Runge-Kutta
method
0.003 0
[0.919 3
1.747 2
0.959 3
1.971 0
3.021 5]
7.160 4 22
generalized-α
method
0.001 9
[0.953 5
1.743 7
0.986 2
2.014 3
3.003 4]
2.527 2 12
G-α-P
method
0.001 7
[0.950 3
1.743 1
0.918 4
1.796 8
2.716 9]
9.999 7 12
in Table 1. Here the terminal time is 1 s, and the pa-
rameter ρ = 1. The unconstrained problem is solved
through Levenberg-Marquardt method.
Table 1 shows that among those three methods, G-
α method is the fastest. The G-α projection method
takes the longest time because of more equations need
to be solved to keep the errors in small scale, while the
accuracy of the result of objective function is improved
to be the best which is due to the errors control.
Figure 2 shows the trajectory of point (x3,0)
determined by the optimal parameters b∗ =
[0.953 5 1.743 7 0.986 2 2.014 3 3.003 4]T with the square
marker. The round points are the trajectory determined
by the initial parameters b(0) and the plus signs are the
objective points. Zoom in part of the signs, one can ﬁnd
that the optimal results are very close to the objective
points, which veriﬁes the accuracy of the method based
on the generalized-α method.
Figure 3 shows the iteration process of the meth-
ods based on Runge-Kutta method, G-α method and
generalized-α-P method for DAEs, which veriﬁes the
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better convergence of the generalized-α method.
Optimization method in which the generalized-α
method is used for DAEs is discussed in this paper.
ALM is used to transform the constrained optimal prob-
lem into unconstrained form ﬁrstly. Then methods
based on second order sensitivity are used to solve the
unconstrained problem, where the sensitivity can be
solved by hybrid method. The state variables and ad-
joint variables which are needed during the optimization
process can be solved through generalized α method
or generalized-α projection method instead of Runge-
Kutta method. Numerical results show that optimiza-
tion based on the generalized-α projection method is
more accurate because of the errors control. The fur-
ther research is about the stability of methods based on
the generalized-α method.
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