Since the seminal paper [11] , people knows that, to use the hazard rate to evaluate the price S of securities defaultable at τ , one should firstly find the solution V of a specific backward stochastic differential equation written with the hazard rate process, and then apply the pre-default formula S1 1 r0,τ q " V 1 1 r0,τ q , whenever ∆ τ V " 0. This pricing formula has prompted a lot of discussions, especially on the condition ∆ τ V " 0. The method by backward stochastic differential equation has been adopted in recent works [6, 7] to evaluate the counterparty risk and funding cost. The jump problem ∆ τ V " 0, however, has been avoided, because a filtration reduction and a probability change technique under the name "condition (A)" has been introduced in [6, 7] , which allow one to solve directly the backward stochastic differential equation satisfied by S τ´.
1 Introduction
Results
Consider a credit risk model pG, τ, Sq, where G is a filtration, τ is a G stopping time, and S is a multi-dimensional process. Let F be a subfiltration of G satisfying the two conditions:
. F "coincides" with G up to the time τ (cf. Assumption 2.1);
. S is an F semimartingale possessing an F local martingale deflator (cf. Definition 2.2 below).
(Note that the first condition is introduced in [6] and constitutes a generalization of the usual setting of progressive enlargement of F with the random time τ .) In this paper we study the problem :
Deflator problem. Under what condition, the process S τ´( stopped right prior to τ ) or S τ possesses a local martingale deflator in G.
We will set up an appropriate theoretical framework, within which the above question finds answers. Before presenting the motivations in the next subsection, here are the principal results.
‚ A necessary and sufficient condition is given in Theorem 7.10 for S τ´t o possess a local martingale deflator in G. This result is obtained only after various preliminary results have been proved, as indicated below.
‚ The deflator problem depends, in a delicate way, on the Azéma supermartingale Z of the random time τ in F. Two decompositions of Z are involved in our work: the Doob-Meyer's decomposition Z " m`a and the predictable multiplicative decomposition Z " LD defined in [17] , with a multiplicative martingale part L and a multiplicative drift part D. This multiplicative decomposition is valid only on the set t p¨F pZq ą 0u (F predictable projection of Z). For the construction of deflators, we need to extend the decomposition Z " LD onto the whole R`and ensure that da s does not charge the set tL´" 0u. Also, the first zero time ζ of Z is to be decomposed into three elements η, 9 η, : η, each of which concerns a different part of deflators of S τ´. We have to control which components of Z can vanish at these stopping times. In section 3, a full investigation is made on the processes L, D, Z´, p¨F pZq in association with the stopping times η, 9 η, : η. As a consequence of this study, we establish in Lemma 3.9 the formula (different from the one in [17] ) D " Z 0 Ep´1 Z´‚ aq.
This formula of D, jointly with the reduction results of section 6 (especially the equation of Lemma 6.6) forms a passage connecting the multiplicative decomposition Z " LD to the deflator computation of S τ´. Recall that one of the theoretical conjectures about the deflator problem for S τ´i s that G-deflator is a multiple of F-deflator by a factor inversely proportional to L (the predictable multiplicative martingale part of Z). With the formula of D and the reduction results, this conjecture is confirmed in subsection 7.3 by that there exists a factor M depending on S such that G-deflator of S τ´i s the multiplication of F-deflator with M τĹ τ´. It is interesting to compare this multiplicative property with the result of [1] that proves that the G-deflator of S τ (instead of S τ´) is inversely proportional to the optional (instead of predictable) multiplicative martingale part of Z (cf. [23] ).
The study in section 3 enriches a lot our knowledges on the Azéma supermartingale and is useful in general. See [6] for other applications of the formula of D.
‚ The well-known formula of Jeulin-Yor (cf. [10, 19, 20] ) gives the G semimartingale decomposition of X τ for F local martingale X. However, the study of this paper requires results which characterize the G local martingales with their reductions in F. Section 6 is devoted to the reduction problem with formulas in Lemma 6.5, Lemma 6.6, Lemma 6.8, which give the above mentioned characterization of the G local martingales "living on r0, τ q". The reduction result is the cornerstone of subsection 7.3 (which implies Theorem 7.10). It is also an essential element in [6] .
‚ In the article [1] , the local martingale deflators for S τ (instead of S τ´) in G are considered. The proof of the main result Theorem 1.2 in [1] raises the following question : supposing that an F semimartingale S, without jump at a given stopping time R (∆ R S " 0), possesses a F local martingale deflator Y , can one construct a (second) local martingale deflator for S which has no jump at R neither ? This question, which remains open in [1] , is answered in Theorem 5.1. The proof of the theorem is based on a subtle analysis of the stochastic logarithmic ξ of Y , which improves our knowledge about deflators. Par example, it is proved that the drift of ξ R´( as ξ itself) can not have too negative jumps.
‚ Also for the proof of Theorem 5.1, we are led to study the F local martingales X whose X Rŕ emains local martingale. We prove in Lemma 4.1 that they are precisely the local martingales orthogonal to 1 1 tRą0u 1 1 rR,8q´p 1 1 tRą0u 1 1 rR,8p¨F (F compensated jump process). We then establish an orthogonal decomposition formula in Theorem 4.2.
‚ Theorem 7.10 depends on Theorem 5.1, because, without it, the reduction results would not be applicable in subsection 7.3. Another application of Theorem 5.1 is that it enables us to work on [1, Theorem 1.2] under the original probability measure, without passing through the auxiliary probability change of [1] . Therefore, a new proof of [1, Theorem 1.2] is given in Corollary 8.9. Moreover, we will apply the idea of [33] to produce an explicit deflator for S τ with the components of Z. It is a very different construction from [1] , because it does not depend on the optional multiplicative decomposition of Z established in [23] .
‚ The present work is based on the existence of a subfiltration F which coincides with G on r0, τ q, but does not accept τ as stopping time. However, the existence of such a subfiltration is not unanimously accepted, all the more so as no practical method exists to infer the possible presence of such a filtration F. In section 9, for the first time, some results will be proved in response to that controversial situation.
Motivations
To apprehend our study of S τ´, we need to review quickly the pricing system of defaultable securities. According to arbitrage pricing principal, the price process of a defaultable security satisfies the formula
under a neutral probability, with the short rate process r, a payoff ξ and a recovery rule Y . This is however a unsatisfactory pricing formula, because it does not involve explicitly the hazard rate process h. In response, the paper [11] provides the following formula (under few technical condition):
where V is the solution of a backward stochastic differential equation (BSDE, in abbreviated form):
The advantage of V over the initial formula of S is explained in [11] (cf. also [8] ). Since then, much has been written on this subject, especially on the delicate jump condition ∆ τ V " 0 (cf. [4] ). The key observation is that, if we choose a suitable pre-default value process (i.e. a process that coincides with S on r0, τ q), it can be computed by a kind BSDE and the BSDE consideration is the best way to make appear the hazard rate process in the pricing formula.
This approach of pre-default value process with BSDE has been adopted in [6, 7] to evaluate the counterparty risk and funding cost X, with some important modifications. Firstly, [6, 7] has chosen the particular pre-default process X τ´a nd established its BSDE X . This BSDE X is not simple, because it requires its solution to satisfy the jump vanishing property ∆ τ V " 0, which brings us back to the discussion of the formula in [11] . A condition, called condition (A), is then introduced.
(A) There exists a subfiltration F Ă G, which coincides with G on r0, τ q. There exists at the same time an equivalent probability measure P such that, for every pF, Pq local martingale M , M τ´i s a pG, Qq local martingale.
It is then proved that, under condition (A) and the positivity of Z, there exists a classical pF, Pq BSDE˝such that, for any solution U of BSDE˝, U τ´i s a solution of the pG, Qq BSDE X . We get in particular the well-posedness of the BSDE X and of the corresponding counterparty risk model.
Condition (A) of [6, 7] presents a significant progress regarding to the counterparty risk literature based mainly on the more rigid immersion assumption. For the first time via condition (A), the fundamental role of the filtration behind the condition ∆ τ V " 0 is revealed. On the practical side, condition (A) makes a complex BSDE with random horizon and endogenous terminal condition, to be solved by a classical BSDE with constant horizon and exogenous terminal condition (a useful property for numerical implementation). The work in [6, 7] is worth an extension. Our eventual aim is to allow the methodology of [6, 7] applied in models where the local martingale pricing measures are replaced by local martingale deflators (pricing kernels). The first step towards this extension is a general formulation of condition (A). Actually condition (A) can be expressed in term of local martingale deflator. Let p be a pF, Qq local martingale.
(A") For an pF, Qq semimartingale X, X τ´p ossesses a pG, Qq local martingale deflator q, whenever p is an pF, Qq local martingale deflator for X.
In the case of condition (A), the above condition is valid for p " dP dQ and q " 1. Condition(A") leads straightforwardly to the deflator problem. As shown previously, once the correspondence p-q is established (that we will do in this paper), the methodology of [6, 7] will be applicable to solve the pricing BSDEs.
This work is closely related to the no-arbitrage condition of the first kind (cf. [21, 22, 24, 31, 36] ). It integrates also with the literature of the insider trading problem (cf. [1, 2, 3, 13, 14, 16, 34, 40] ). Another observation is the striking resemblance between the formula of F reductions of G local martingales (cf. section 6) and the formula of absolutely continuous probability changes (cf. [15, Theorem 12.18] ). This observation calls up the approach by Girsanov's theorem of the enlargement of filtration problems presented in [32, 35, 38] . The fundamental relation between G-deflator for S τ and the multiplicative decompositions of Azéma's supermartingale has been previously pointed out in [13] in the continuous case, based on the result in [26] , and in [1] in the discontinuous case, based on the paper [23] . Nevertheless, it is to be noticed that the multiplicative formulas in [23, 26] can not serve the deflator construction of S τ´, because of the discontinuous situation and of the predictable nature of the problem. Recall that this work applies the multiplicative formula of [17] .
Notations and conventions
We refer to [15, 17] for semimartingale calculus. For a process X, we make the convention X 0´" X 0 so that the jump ∆ 0 X " 0. We use o¨F ‚, p¨F ‚ to denote the optional and the predictable projections with respect to a filtration F, as well as ‚ o¨F , ‚ p¨F for the corresponding dual projections. The stochastic integral will be denoted notably by " ‚ " (ex.
The stochastic integral ş t 0 H s dX s is always supposed to be computed on p0, ts so that H ‚ X 0 " 0. We consider deterministic as well as random intervals, all being denoted by the usual bracket system. A random interval such as rS, T s " tps, ωq P R`ˆΩ : Spωq ď s ď T pωqu is a subset in R`ˆΩ. For a subset A Ă Ω, R`ˆA also is a random interval. For simplicity, we denote the intersection of the two random intervals by A X rS, T s. For any non negative random variable T , for any set A, T A denote the random variable T 1 1 A`8 1 1 A c . The Doléan-Dade exponential is denoted by "E". We will apply the semimartingale calculus on a predictable random interval. We refer to section 8 of [15] for details. For a càdlàg process X and a non negative random variable R, the stopping just prior to R is defined as follows
Filtrations and no arbitrage condition
We consider a stochastic basis pΩ, B, G, Qq where pΩ, Bq is a measurable space, Q is a probability measure on this measurable space, and G " pG t q tPR`i s a filtration of sub-σ-algebras of B satisfying the usual condition. Let τ be a G stopping time. We assume the existence of a filtration F " pF t q tPRs atisfying the following condition.
Hypothesis 2.1. Reduction condition. The filtration F is contained in G. For any G optional (resp. predictable) process H, there exists an F optional (resp. predictable) process K such that H1 1 r0,τ q " K1 1 r0,τ q (resp. H1 1 p0,τ s " K1 1 p0,τ s ). We call the process K an F optional (resp. predictable) reduction of the process H.
Note that, if G is the classical progressive enlargement of F with τ , the above condition will be satisfied. Moreover, the two properties in this condition are not independent. For complementary discussions on this condition, see [10, Chapitre XX n˝75] and [6, 19] . Besides the enlargement of filtration setting F Ă G, another basic notion in this paper is the notion of deflators. We define the same notions in the filtration G in an obvious way. Note that the deflator notion is closely linked with the notion NA 1 of the no-arbitrage condition of the first kind. See for example [1, 21, 22, 24, 31, 36] . Lemma 2.3. A semimartingale S " pS i q 1ďiďd with strictly positive components satisfies the NA 1 condition in a given filtration (i.e. NA 1 condition on r0, as for any positive real number a), if and only if S possesses a deflator.
Azéma's supermartingale, its zeros, its decompositions
The deflator problem depends on Azéma's supermartingale in a delicate way. This section is devoted to an inventory of properties needed in the next sections. We recall that Azéma's supermartingale Z in F associated with a random time τ is o¨F p1 1 r0,τthe F optional projection of 1 1 r0,τ q . Associated with Azéma's supermartingale Z, there are the following processes.
. The process Z´and p¨F p1 1 r0,τ s q " 1 1 r0s`1 1 p0,8q Z´(cf. [19] p.63).
. The process r Z " o¨F p1 1 r0,τ s q.
. The process A to be the F optional dual projection of 1 1 t0ăτ u 1 1 rτ,8q and M " Z`A which is an F BMO martingale (cf. [10, Chapitre XX n˝74]). By [19] ,
. The process a to be the F predictable dual projection of 1 1 t0ăτ u 1 1 rτ,8q and m " Z`a which is an
. The process˝Z " p¨F Z (F predictable projection of Z) " m´´a " Z´´∆a.
With the process˝Z, we consider the F predictable set Cp 1 Z q introduced in [17, (6,23) ] by the relation: for an F stopping time T , 
For an F stopping time T such that r0,
The vanishing times and the sets of positive values
Whether or not the processes Z, Z´,˝Z take positive values constitutes an important technical point in the following sections. This bring us to consider the sets tZ ą 0u, tZ´ą 0u, t˝Z ą 0u and Cp 1 Z q. These sets are all random intervals starting from zero (included) up to a stopping time (included or not). To see the exact situation of them, we introduce the following stopping times (the vanishing times).
. ζ " infts : Z s " 0 or Z s´" 0u, and, for n P N`, ζ n " infts :
.˝ζ " infts :˝Z s " 0u.
Lemma 3.2. ζ " sup n ζ n and˝ζ " ζ.
Proof. The first property is deduced from [9, Chapitre VI n˝17] . By [17, Corollaire(6.28) ]˝ζ ě ζ. We check also that˝Z1 1 pζ,8q ď Z´1 1 pζ,8q " 0. Hence,˝ζ " ζ.
Lemma 3.3. tZ´ą 0u " tZ 0 ą 0u X pY n r0, ζ n sq.
Proof. On the set tZ 0 ą 0u, the interval tZ´ą 0u writes as r0, ζq Y rζ tZ ζ´ą 0u s. Clearly r0, ζq Ă Y n r0, ζ n s. On the other hand, if Z ζ´ą 0, by [18, Lemma 3.1] inf 0ďsăζ Z s ą 1 n for some n ą 0 that implies rζ tZ ζ´ą 0u s Ă r0, ζ n s. We conclude tZ´ą 0u Ă Y n r0, ζ n s on the set tZ 0 ą 0u. The inverse inclusion is obvious. The lemma is proved.
Lemma 3.4. tZ ζ´" 0, 0 ă ζ ă 8u " t 9 η ă 8u, i.e., 9 η " ζ t0ăζă8,Z ζ´" 0u . 9 η, : η are F predictable stopping times. Y n r0, ζ n s " r0, ζszr 9 ηs.
Proof. By definition, if 9 η ă 8, we have 0 ă ζ " 9 η ă 8 and Z ζ´" lim n Z ζn " 0. On the other hand, if 0 ă ζ n ă 8, we have Z ζn´ě 1 n ą 0 so that ζ n ă ζ whenever 0 ă ζ ă 8 and Z ζ´" 0. This proves the first part of the lemma. The predictability of 9 η is shown in [15, proof of Theorem 9.41]. As˝ζ " ζ, r: ηs " p0, ζs X tZ´ą 0,˝Z " 0u which is predictable. The last equality can be checked with the property of 9 η.
Remark 3.5. The stopping time η will be studied in Lemma 3.14. It will be proved that η P Cp
[17, (6.24) and (6.28)] gives the next lemma. Lemma 3.6. We have Cp 1 Z q " pY n r0, ζ n sqzr: ηs " r0, ζszpr 9 ηs Y r: ηsq and tZ 0 ą 0u X Cp 1 Z q " t˝Z ą 0u. There exists a non decreasing sequence of F stopping times pS n q nPN such that Cp 1 Z q " Y n r0, S n s and, for any n P N,
We now regard the positivity of Z τ´, which is deduced from the jump behavious at 9 η, : η of the martingale m and of the drift a.
ηs is a support of the random measure da s , that implies τ P Y n r0, ζ n s almost surely. As a consequence, Z τ´ą 0, D τ´ą 0 on tτ ă 8, Z 0 ą 0u, and L τ´ą 0 on tτ ă 8u (the existence of L τb eing proved in Lemma 3.10).
Proof. We have 0 " ∆ 9 η Z " ∆ 9 η m´∆ 9 η a on t0 ă 9 η ă 8u. This means ∆ 9 η m1 1 t0ă 9 ηă8u P F 9 η´. The stopping time 9 η being predictable, necessarily ∆ 9 η m " 0 on t0 ă 9 η ă 8u (cf. [15, Theorem 4 .41]). The second assertion of the lemma is a consequence of the definition of :
η. The third assertion is because r0, ζs is a support of da s and ∆ 9 η a " 0. The last assertions are direct consequences of τ P Y n r0, ζ n s and of Z " LD on r0, ζq (cf. also [39, Lemme 0]). Lemma 3.8. For any F predictable stopping time σ, let σ 1 " σ t∆σa"1,0ăσă8u . Then, rσ 1 s Ă rτ s and
Proof. Note that σ 1 is F predictable. Applying [15, Theorem 5 .27], we obtain Er1 1 t0ăτ "σu 1 1 t∆σa"1u 1 1 t0ăσă8u s " Er∆ σ a1 1 t∆σa"1u 1 1 t0ăσă8u s " Er1 1 t∆σa"1u 1 1 t0ăσă8u s, which implies that t∆ σ a " 1, 0 ă σ ă 8u Ă t0 ă τ " σ ă 8u. Consequently,
Multiplicative decompositions for Z, Z´,˝Z
In this subsection we review the multiplicative decompositions of Z, Z´,˝Z. We begin with a new and useful expression of Z " LD.
Proof. Let pS n q nPN be the sequence of F stopping times introduced in Lemma 3.6. Using the integration by parts formula on every p0, S n s Ă tZ´ą 0u, we compute
It yields that Ep´1 Z´‚ aqEr 1 Z ‚ as " 1 on r0, S n s. We conclude with Lemma 3.1 that
Again on the set p0, S n s,
because m is a martingale. This implies that 1 D is m integrable on the set tZ 0 ą 0u X r0, S n s, and consequently,
The multiplicative decomposition of Azéma supermartingale Z on the set Cp 1 Z q induces multiplicative decompositions for Z´and˝Z on the same set. We need to know if these multiplicative decompositions can extend beyond the interval Cp 1 Z q. We begin with the multiplicative martingale part L that is a process defined on Cp 1 Z q. A particular extension of L is given below, along with a multiplicative decomposition of Z on the whole R`. Lemma 3.10. LetL " 1 1 tZ 0 "0u`L 1 1 r0,ζq (a process defined on the whole R`). Then, Z "LD on Rà ndL coincides with L on r0, ζq. Moreover,L is an F supermartingale so that L´is well defined and finite on r0, ζs (especially at ζ).
Proof. The identity Z "LD is the consequence of
Let pS n q nPN be the non decreasing sequence of F stopping times introduced in Lemma 3.6 with Cp
This proves thatL coincides with L on Cp
because L S k is an F supermartingale. Fatou's lemma implies thatL is an F supermartingale. As L coincides withL on r0, ζq, the supermartingale property ofL implies that L´exists on r0, ζs and finite.
As a corollary we obtain a multiplicative decomposition of Z´on the whole R`. Corollary 3.11. Z´" L´D´1 1 r0,ζs on R`.
As for˝Z, it is decomposed as follows.
Proof. For any F stopping time T inferior or equal to some S k , k P N, making L T a uniformly integrable martingale, we have
This yields
Miscellaneous results
The multiplicative drift D is not unique in the multiplicative decomposition of Z. We can choose particular versions of D to make the computations easier. From now on, we redefine D by D 9 η´1 1 r0,: ηq . This redefinition preserves the values of D on Cp 1 Z q, and the monotony and the predictability of D, and it does not modifies the formula Z " LD on Cp 1 Z q. But we now have
η´" L : η´D: η´"´L: η´∆: η D on t0 ă : η ă 8u, and also ∆ 9 η D " 0 on t 9 η ă 8u. We can state the next lemma, that gives a multiplicative decomposition of da s , as a consequence of Lemma 3.7 and 3.10 and the above modification on D.
The next lemma is a "predictable" counterparty of [1, Lemma 3.5] , that assigns a particular role to the stopping time η in the deflator construction problem (cf. Theorem 7.3). We introduce the process b to be the F predictable dual projection of 1 1 t0ăηu 1 1 rη,8q and set n " Ep´bq´11 1 r0,ηq .
Lemma 3.14. η coincides with ζ t0ăζă8,Z ζ´ą 0,D ζ ą0u (with the newly defined D). η P Cp 1 Z q on t0 ă η ă 8u. ∆b ă 1 on R`and n " Ep´bq´11 1 r0,ηq is an F local martingale.
Proof. The first assertion is the consequence of the following equivalent relations : Note that, when η ă 8, 9
η " 8 and : η " 8, proving the second assertion (cf. Lemma 3.6).
Let σ be an F predictable stopping time such that ∆ σ b " 1 on tσ ă 8u. By [15, Theorem 5.27], Er1 1 t0ăη"σu |F σ´s " 1 on tσ ă 8u. We conclude rσs Ă rηs Ă rζs. On t0 ă σ ă 8u, we have
by Lemma 3.13. It yields L σ´Dσ " 0 on t0 ă σ ă 8u. But, in this same case, σ " η ă 8 so that Z σ´ą 0, D σ ą 0, which means that σ can not be finite and consequently, ∆b ă 1 on R`.
To check the martingale property of n, we apply the integration by parts formula on the two sides of the identity: 1 " Ep´bq Ep´bq . We obtain db " Ep´bqdp 1 Ep´bq q.
Consequently,
which is an F local martingale.
The vanishing sets tZ " 0u, tZ´" 0u, t˝Z " 0u are intrinsic property of the enlargement filtration structure in the sense of the following lemma.
Lemma 3.15. Let Q 1 be a probability measure equivalent to Q. Let Z 1 and˝Z 1 denote respectively the Azéma supermartingale of τ and its predictable projection computed under Q 1 . Then, tZ 1 ą 0u " tZ ą 0u, tZ 1 ą 0u " tZ´ą 0u and t˝Z 1 ą 0u " t˝Z ą 0u. Consequently, if ζ 1 , η 1 , :
η, we have ζ 1 " ζ, η 1 " η, :
Proof. For any F predictable stopping time σ, we have tZ 1 σ´" 0, 0 ă σ ă 8u " tQ 1 rσ ď τ |F σ´s " 0, 0 ă σ ă 8u " tQrσ ď τ |F σ´s " 0, 0 ă σ ă 8u " tZ σ´" 0, 0 ă σ ă 8u
and tZ
The section theorem proves tZ 1 ą 0u " tZ´ą 0u. The other assertions can be proved in similar way.
4 Jump compensation martingale at a stopping time and the corresponding orthogonal decomposition
Let R be an F stopping time and let R v " p1 1 t0ăRu 1 1 rR,8p¨F (the F predictable dual projection) and R u " 1 1 t0ăRu 1 1 rR,8q´R v. In this section we study the F local martingales of the form X R´.
Lemma 4.1. For any F local martingale X, X R´a lso is an F local martingale, if and only if X is orthogonal to R u, i.e., R uX is an F local martingale.
Proof. It is the consequence of the following computation for any finite F stopping time σ localizing the local martingales below:
R u " 0 and R 6 is an F predictable stopping time. For any F predictable stopping time σ such that rσs Ă rRs, we have rσs Ă rR 6 s. The jump process
Almost surely, the path of the process 1 1´κ is bounded on every bounded interval. Let X be an F local martingale. Let K denote the F predictable process such that
Proof. For any F predictable stopping time σ, applying [15, Theorem 5.27]
The section theorem (cf. [15, Theorem 4.8] ) implies that t∆ R v " 1u X t p¨F p1 1 r0,Rą 0u " H or equivalently t∆ R v " 1u Ă t p¨F p1 1 rR,8" 1u, which is a subset in rR, 8q according to [19, Lemma (4. 3)]. But clearly, t∆ R v " 1u Ă r0, Rs. We conclude
which is F predictable, proving the first assertion. For any F predictable stopping time σ such that t0 ă σ ă 8u X rσs Ă rRs,
This means ∆ σ R v " 1 on t0 ă σ ă 8u, or in other words, rσs Ă rR 6 s proving the second assertion. For any F predictable stopping time σ such that ∆ σ R v ě 1`ǫ (for some ǫ ą 0),
if the last expectation is strictly positive. But this is impossible, because 1 1 tR"σu ď 1. Hence, ∆ σ R v ď 1 almost surely, proving the third assertion. For any bounded F predictable process H,
proving the fourth assertion. Let us write
The first term in the right hand side is bounded by 2. The second term is a finite discrete thin process. We prove thus the fifth assertion.
As for the rest assertion, we can suppose that ∆ R X is integrable. Hence, K R 1 1 rR,8q is a process with integrable total variation, which implies the integrability of the total variation of K ‚ R v. As 
On the other hand, if H denotes R |X,
We obtain ErpX´H ‚ R uq σ R u σ s " 0. 
Then, R X, ∆ R X1 1 t0ăRu 1 1 rR,8q are F local martingales. The following decomposition for X will be useful:
5 Deflators for a semimartingale with no jump at a stopping time
In this section R denotes an F stopping time. We use the notations R v, R u introduced in section 4. We now apply the results in section 4 to give an answer to the question raised in [1] Theorem 5.1. Let S be an F semimartingale. Suppose that S R´h as in F a deflator in exponential form Epξq. Let H " R |ξ. Then, Ep R ξ`H ‚ R uq is also a deflator for S R´. The F predictable process
Proof. Recall the decomposition of ξ by Remark 4.3:
Let us denote simply ξ for R ξ. As in [34] , we consider the so-called structure condition (written componentwisely, obtained by the integration by parts formula):
It is clear that the structure condition holds with ξ`H ‚ R u, because rξ, S R´s " rξ`H ‚ R u, S R´s . Epξ`H ‚ R uq will be a deflator for S R´w henever it is strictly positive. The positivity of Epξq implies ∆ξ ą´1. Hence, ∆pξ`H ‚ R uq " ∆ξ ą´1 on p0, Rq.
By the definition of H (cf. Theorem 4.2),
We conclude that Epξ`H ‚ R uq ą 0.
We now address the second assertion of the theorem. Note that H∆ R v is the jump process of H ‚ R v. Let σ be the début σ " infts ą 0 :
which is an F predictable stopping time, because σ P tH∆ R v ě 1u if σ ă 8 (cf. [15, Theorem 4.31] ).
Because ∆ξ " ∆ξ´H∆ R v ą´1 on p0, Rq, if 0 ă σ ă R, we must have ∆ σ ξ ą 0. As ∆ξ " 0 on rR, 8q, ∆ σ ξ must be not negative on t0 ă σ ă 8u. On the other hand, a local martingale can not have a non negative non null jump at a finite predictable time. Necessarily ∆ σ ξ " 0 on t0 ă σ ă 8u. This means that σ ě R. But ∆ R v " 0 on pR, 8q so that σ " R on t0 ă σ ă 8u. By Theorem 4.2,
These σ n are F predictable stopping times and σ n Ò 8 (because, otherwise, σ ă 8). There exists then a non decreasing sequence pσ n q nPN of F predictable stopping times such thatσ n ă σ n andσ n Ò 8. We have thus shown that the F predictable process
Note that the structure condition is read as
This is equivalent to
We have thus proved that Ep 1 p1´H∆ R vq ‚ ξq is an F deflator for S R´.
Corollary 5.2. Let S be an F semimartingale. Suppose that S R´h as in F a deflator. Then, S Rh as also an F deflator Y such that ∆ R Y " 0 on t0 ă R ă 8u.
6 Reduction from G into F Recall the assumption that, for any G optional (resp. predictable) process H, there exists an F optional (resp. predictable) process K such that H1 1 r0,τ q " K1 1 r0,τ q (resp. H1 1 p0,τ s " K1 1 p0,τ s ). We call the process K an F optional (resp. predictable) reduction of the process H.
Lemma 6.1. If a G optional process is strict positive on r0, τ q, its F optional reduction is strict positive on r0, ζq. If a G predictable process is strict positive on p0, τ s, its F predictable reduction is strict positive on Y n r0, ζ n szt0u.
Proof. Let H be a G optional process, strict positive on r0, τ q. Let K be an F optional reduction of H. For any F stopping time T ,
By section theorems (cf. [15] ), 1 1 tKď0u Z " 0, proving the first assertion. The second assertion can be proved in a similar way.
See [10, Chapitre XX n˝75] for a proof of the above lemma. We can say more in the case of predictable stopping times.
Lemma 6.3. Let U be a G predictable stopping time. There exists an F predictable stopping time T such that U^τ " T^τ .
Proof. Let pU n q nPN be a foretelling sequence of U in G (cf. [15, Definition 3.26] ). Let pT 1 n q nPN be F stopping times such that U n^τ " T 1 n^τ . We can suppose that pT 1 n q nPN is non decreasing. Let
Then, T n ă T and lim n T n " T , i.e. T is an F predictable stopping time. This stopping time T meets the lemma, because on the set t@k,
and because, for any k P N,
We now look at the path regularity of the reductions.
Lemma 6.4. Suppose that X is a G class(D) optional càdlàg process. Let Y be an F optional reduction of X. Then, the process Y is finite and right continuous on r0, ζs and Y has finite left limit on Y n r0, ζ n s. Y´1 1 tZ´ą0u is an F predictable reduction of X´.
Proof. Clearly, Y is càdlàg on r0, τ q. But, we will prove better. Taking the F optional projection, we have o¨F pX1 1 r0,τ" Y Z. By [9, Chapitre VI n˝47 and n˝50] or [15, exercices 4.13-4.15], o¨F pX1 1 r0,τis a càdlàg process on R`. This property implies, on the one hand, that the process Y is finite and right continuous on tZ ą 0u " r0, ζq and hence on r0, ζs. On the other hand, Y has finite left limit on tZ´ą 0u " tZ 0 ą 0u X pY n r0, ζ n sq. Note that tZ 0 " 0u X pY n r0, ζ n sq " tZ 0 " 0u X r0s where the process Y has finite left limit by definition. We can now write X´1 1 p0,τ s " Y´1 1 p0,τ s , because p0, τ s Ă tZ´ą 0u (cf. Lemma 3.7, also [39] ), i.e., Y´1 1 tZ´ą0u is an F predictable reduction of X´.
We introduce the notion of the F reduction especially to study the G local martingales X with ∆ τ X " 0.
Lemma 6.5. Let X be a G local martingale with ∆ τ X " 0 on t0 ă τ ă 8u. Let Y be an F optional reduction of X. Then, Y is an F semimartingale on Y n r0, ζ n s (cf. [15, Definition 8.19] ) such that Y Z`Y´‚a or equivalently Z´‚Y`rY, Zs are F local martingales on Y n r0, ζ n s.
Proof. Assume firstly that X τ and pX τ q´are in class(D) in G. We write
Consider the F optional projections of the three processes in this identity. o¨F p1 1 t0ăτ u X τ q is an F martingale. o¨F pY 1 1 r0,τ" Y Z. According to [ is an F semimartingale. Applying the integration by parts formula on Y n r0, ζ n s, we obtain Y Z`Y´‚a " Z´‚Y`Y´‚Z`rY, Zs`Y´‚a.
As Y´‚Z`Y´‚a " Y´‚m is an F local martingale on Y n r0, ζ n s, we conclude that Z´‚Y`rY, Zs is an F local martingale on Y n r0, ζ n s.
Consider now the case where X is a general G local martingale. Let pT 1 n q nPN be a sequence of G stopping times, increasing to the infinity, such that every X τ^T 1 n and pX τ^T 1 n q´are processes in class(D) in G. Let a ą 0 be a real number and suppose QrT 1 n ă as ď 1 2 n , n P N`. By Lemma 6.2, there exists an F stopping time T n such that T n^τ " T 1 n^τ . Then, Y Tn is an F optional reduction of X T 1 n , and for any positive integer k, the preceding results implies that Y Tn^ζ k is an F semimartingale on R`, satisfying the martingale equation of the lemma on r0, ζ k s. We have the inequalities:
The Borel-Cantelli lemma implies that, almost surely, there exists a T n such that either Z Tn ď 1 k , i.e. ζ k ď T n , or T n ě a. We conclude T n ě ζ k^a and therefore that Y ζ k^a is an F semimartingale (cf. [15, Theorem 8.10] ) satisfying the martingale equation of the lemma. Letting a Ò 8, we prove the lemma.
Lemma 6.5 characterizes the G local martingales X with ∆ τ X " 0 by a martingale equation in F. We rewrite the martingale equation in Lemma 6.5 in the form
The following lemma is therefore useful.
Lemma 6.6. Let X be an F semimartingale on Y n r0, ζ n s. Then, X satisfies the martingale equation
and X : η " 0 on t: η ă 8u, if and only if X has the form X " Ep´1 Z´‚ aqM for an F local martingale M on Y n r0, ζ n s. Moreover, if M 1 denotes the F local martingale at the right hand side of the martingale equation, we have ∆ :
Proof. Note that the process Ep´1 Z´‚ aq is well-defined on Y n r0, ζ n s " r0sYtZ´ą 0u. For s P Y n r0, ζ n s, We check by the integration by parts formula and Yoeurp's lemma that if X is given by X " Ep´1 Z´‚ aqM on Y n r0, ζ n s, the process X satisfies the equation. In this case, the F-martingale at the right hand side of the equation is given by M 0`E p´1 Z´‚ aq ‚ M . Clearly X : η " 0.
Suppose now that X satisfies the martingale equation with an F martingale M 1 on Y n r0, ζ n s at the right hand side of the martingale equation, and X : η " 0. Then,
Hence, the martingale equation becomes
By the uniqueness of the solution of stochastic differential equation (cf. [28] ), X must be given by
Remark 6.7. Notice that the Azéma supermartingale Z satisfies the martingale equation of Lemma 6.6 with the local martingale m at the right hand side. Consequently,
that yields another proof of Lemma 3.9. In fact, it was the original proof.
We present the counterparty to Lemma 6.5.
Lemma 6.8. For any F semimartingale X on Y n r0, ζ n s such that XZ`X´‚a or equivalently Z´‚Xr X, Zs are F local martingales on Y n r0, ζ n s, X τ´i s a G local martingale.
Remark 6.9. Note that, if X satisfies the condition of the lemma,
This means that X ζ´a lso satisfies the condition of the lemma.
Proof. Note that X τ´i s well defined, because τ P Y n r0, ζ n s. Let U be an F stopping time ď ζ n for some n, reducing X and XZ`X´‚a, making X Ú bounded. We compute
We prove that pX τ´qζn is a G local martingale (cf. [15, Theorem 4.40] ). As tζ n ă τ u Ó H, the lemma is proved.
The following lemma will not directly used in this paper. But it is a natural continuation of the preceding results.
Lemma 6.10. Let A be a G predictable process with finite variation null at the origin. Let B be an F predictable reduction of A, null at the origin. Then, on Y n r0, ζ n s, B is a càdlàg process and has finite variation.
Proof. We only consider A which is non negative, non decreasing. We note that, as B 0 " 0, B is also an F optional reduction of A.
We suppose for the moment that A is integrable. Lemma 6.4 is applicable and, consequently, B is a càdlàg process on Y n r0, ζ n s. For real numbers 0 ă a ď b we write
Taking conditional expectation with respect to F b´w e obtain B a Z b´ď B b Z b´a nd conclude that B is a non decreasing process on tZ 0 ą 0u X pY n r0, ζ n sq. On tZ 0 " 0u X pY n r0, ζ n sq " tZ 0 " 0u X r0s, B " 0 is a non decreasing process by definition.
Consider now the general case. Let pT 1 n q nPN be a sequence of G stopping times, increasing to the infinity, such that every A T 1 n is integrable. Let pT n q nPN be an increasing sequence of F stopping times such that T n^τ " T 1 n^τ . We check, with A 0 " B 0 " 0, that B Tn is an F predictable reduction of A T 1 n . The preceding result implies that, for every non negative integer k, pB Tn q ζ k is a non decreasing process. As in the proof of Lemma 6.5, we fix a real a ą 0 and we can suppose that ζ k^a ď T n for some n. Hence, B ζ k^a is a non decreasing process. Letting a Ò 8 we prove the lemma.
7 G deflators for F semimartingales stopped at τẂ e regard the F semimartingales X and we try to construct deflators for X τ´i n G.
When X and X η´a re F local martingales
We begin with a particular situation where we compute directly without passing through the reduction mechanism. We make use of this computation to explain how the process 1 L τ´p lays its role of deflator, before a later general discussion where Lemma 3.9 and Lemma 6.6 will be necessary. Recall the F local martingale n defined in Lemma 3.14.
Lemma 7.1. For any F optional process X such that X η´i s an F local martingale, M " nX is an F local martingale.
Proof. We note that M " nX η´. we write with the integration by parts formula
We only need to consider the last term. We write
because b is constant on rη, 8q. Proof. Take a finite F stopping time σ localizing M and D such that σ ď ζ n for some n. Applying Lemma 3.13, we write
and if σ ă 8,
Note that L´ą 0 on Cp 
Let pσ n q nPN be a sequence of F stopping times localizing M and D tending to the infinity. The above computations imply that the sequence of pσ n^ζn q tσn^ζnăτ u is a sequence of G stopping times localizing M τĹ τ´t ending to the infinity and making it a G local martingale.
Note that n τ´" 1 Ep´bq τ´ą 0 on tτ ă 8u. Combining Lemmas 7.1 and 7.2, we conclude Theorem 7.3. For any F local martingale X such that X η´a lso is an F local martingale, Proof. From Lemma 3.10, Lemma 3.12 and Lemma 3.14, on the set tη ă 8u, L η´Dη´" Z η´ą 0, D η ą 0. Let M " 1 1 t0ăηu 1 1 rη,8q´b so that M τ´"´1 1 r0,τ q‚ b. Applying Lemma 3.14, we obtain ErM τ8 s " ErM τ´s " Er´b τ´s "´Er1 1 r0,τ q‚ bs "´Er˝Z ‚ bs "´Er˝Z η 1 1 0ăηă8 s ă 0 " ErM τ0 s.
This means that M τ´i s a G optional non constant non increasing process, which can not satisfy NA 1 condition.
Lemma
Proof. We consider two F stopping times σ ď ι localizing M and Z. Let B P F σ . We compute
Let C P G σ . There exists B P F σ such that C X tσ ă τ u " B X tσ ă τ u. We have
7.3 When X is a general F local martingale Theorem 7.6. For a multi-dimensional F local martingale X, X τ´h as a deflator in G if and only if the following system of martingale problems have solutions: for z an F special semimartingale on
zZ`z´‚a is an F local martingale on Y n r0, ζ n s, rX, zZs is an F local martingale on Y n r0, ζ n s, z ą 0 on r0, ζq, z´ą 0 on Y n r0, ζ n s.
In this case, Φ " z τ´i s a deflator for X τ´i n G.
Proof. Necessity Let Φ be a deflator of X τ´i n G. According to Corollary 5.2 we can suppose ∆ τ Φ " 0 on t0 ă τ ă 8u. We suppose also Φ 0 " 1. Let z be an F optional reduction of Φ τ " Φ τ´. We can suppose z 0 " 1. According to Lemma 6.5, z is an F special semimartingale on Y n r0, ζ n s with zZ`z´‚a to be an F local martingale on Y n r0, ζ n s. According to Lemma 6.4, z´1 1 tZ´ą0u is an F predictable reduction of Φ´. Applying Lemma 6.1, z ą 0 on r0, ζq and z´ą 0 on Y n r0, ζ n szt0u. But, z 0´" z 0 " 1 ą 0. With the same reasoning, zX (which is an F optional reduction of Φ τ X τ´) is an F special semimartingale on Y n r0, ζ n s such that zXZ`pzXq´‚a is an F local martingale on Y n r0, ζ n s. We have zXZ`pzXq´‚a " X´‚pzZq`pzZq´‚X`rX, zZs`X´z´‚a on Y n r0, ζ n s. We conclude that rX, zZs is an F local martingale on Y n r0, ζ n s Sufficiency Suppose that the above martingale problem has a solution z. Set Φ " z τ´. As z and zX satisfy the equation in Lemma 6.8, Φ and ΦX τ´a re G local martingales. This shows that Φ is a deflator of X τ´i n G, because Φ ą 0.
Theorem 7.7. For a multi-dimensional F local martingale X, X τ´h as a deflator in G if and only if there exists an F optional process M such that the pair pX, M q satisfies . M is an F local martingale on Y n r0, ζ n s,
. M ą 0 on r0, ζq, M´ą 0 on tZ 0 ą 0u X pY n r0, ζ n sq, M η " 0 on tη ă 8u and . X : η´M is an F local martingale on Y n r0, ζ n s.
Under these conditions, 1 1 tZ 0 "0u`1 1 tZ 0 ą0u
Remark 7.8. Note that M : η´1 1 Ynr0,ζns`1 1 Xnpζn,8q satisfies also the above conditions. We can therefore modify the process M so that tM " 0u " rηs.
Proof. Suppose that X τ´h as a deflator in G. Let z be the process satisfying the equations in Theorem 7.6 and z 0 " 1. Then, the process zZ satisfies the equations in Lemma 6.6. There exists an F local martingale M on Y n r0, ζ n s such that zZ " Ep´1 Z´‚ aqM . Clearly M ą 0 on r0, ζq and M´ą 0 on tZ 0 ą 0u X pY n r0, ζ n sq and M η " 0 on tη ă 8u. As Ep´1 Z´‚ aq is predictable with finite variation on Y n r0, ζ n s, with help of Yoeurp's lemma, the second martingale equation in Theorem 7.6 is the same to say that Ep´1 Z´‚ aq ‚ rX, M s, or equivalently rX : η´, M s, or again X : η´M is an F local martingale on
η´b eing an F local martingale because : η is predictable (cf. [15, Examples 9.4])).
Conversely, define
The equations in Theorem 7.6 are satisfied by z for X, proving the deflator property in G for X τ´.
When the conditions in the theorem are satisfied, Φ " z τ´i s a deflator of X τ´i n G (cf. Theorem 7.6). With Lemma 3.9, 1 1 tZ 0 ą0u Ep´1 Z´‚ aq " 1 1 tZ 0 ą0u
Remark 7.9. As an application, if X is an F local martingale having no jump at η, X : η´a lso is an F local martingale having no jump at η. Hence, X : η´n is an F local martingale, according to Lemma 7.1. With Theorem 7.7, we conclude that X τ´h as a deflator in G, as it was proved in Theorem 7.3. . M ą 0 on r0, ζq, M´ą 0 on tZ 0 ą 0u X pY n r0, ζ n sq, M η " 0 on tη ă 8u and
When
η´Y M is an F local martingale on Y n r0, ζ n s.
Proof. An increasing sequence of bounded F stopping times pT k q kPN with T 0 " 0 will be called a Y -reducing sequence, if T k tends to the infinity and Y T k is an F uniformly integrable martingale. For a Y -reducing sequence, we introduce the probability measures Q k " Y T k ‚ Q. Note that, by Lemma 3.15, r0, ζq, Y n r0, ζ n s, tZ 0 ą 0u, η, : η have the same meaning under the probability measures Q and Q k . Then, S τ´h as a deflator in G.
ô There exists a Y -reducing sequence pT k q kPN such that, for any k P N, pS τ´qT k " pS T k q τ´h as a deflator in G.
ô There exists a Y -reducing sequence pT k q kPN such that, for any k P N, pS τ´qT k " pS T k q τ´h as a deflator in G under Q k .
ô There exists a Y -reducing sequence pT k q kPN and F optional processes pM k q kPN such that, for every k P N, the pair pS T k , M k q satisfy the conditions in Theorem 7.7 under Q k and tM k " 0u " rηs.
ô There exists a Y -reducing sequence pT k q kPN and there exists F optional processes pM k q kPN such that, for every k P N, the triplet pS T k , Y T k , M k q satisfy the conditions in the present theorem under Q and tM k " 0u " rηs.
ô There exists an F optional process
satisfy the conditions in the present theorem.
Corollary 7.11. Let S be a multi-dimensional F semimartingale having a deflator in F. Suppose ∆ η S " 0 on tη ă 8u. Then, S τ´h as a deflator in G Proof. According to Corollary 5.2, we have a deflator Y for S in F with ∆ η Y " 0 on tη ă 8u. Let n be the F local martingale introduced in Lemma 3.14. Then, we check the conditions in Theorem 7.10 for the triplet pS, Y, M " nq with help of Lemma 7.1.
G Deflators for F semimartingales stopped at τ
In this section we reconsider the main Theorem 1.2 of [1] . There exists an early note [33] on the question, where Z is supposed to be strictly positive. The studies in section 3 and section 4 enable us now to generalize the approach of that note to give a different proof of Theorem 1.2 of [1].
Continuous deflator
We look for deflators for X τ in G, when X is an F continuous local martingale. Recall that r Z is the F optional projection of 1 1 r0,τ s . We have r Z 0 " 1 and r Z " Z`∆A " Z´`∆M on p0, 8q, where A is the F optional dual projection of 1 1 t0ăτ u 1 1 rτ,8q and M " Z`A which is an F BMO martingale. Proof. The integrability of 1 1 r0,τ s 1 1 tZ 0 ą0u 1 Z´i s because it is a bounded on every r0, ζ n s for any positive integer k, and because tζ n ă τ u Ó H. We need to check that X τ´r 1 1 r0,τ s 1 1 tZ 0 ą0u 1 Z´‚ r, X τ s is a G local martingale. But the latter is true, because of the relation:
and of the filtration enlargement formula in [10, Chapitre XX n˝76] (together with [10, Chapitre XX n˝12 and n˝75]) (noting that 1 1 tZ 0 "0u M " 0 and the predictable bracket xM, Xy does not depend on the filtrations thanks to the continuity).
Purely discontinuous deflator
We continue the study with purely discontinuous F local martingales.
Lemma 8.2. Let T be an F predictable stopping time. Let ξ be an integrable F T measurable random variable. Then,
Proof. For any F stopping time T 1 ,
known as the key lemma (cf. [5] or [10, Chapitre XX n˝75]). As T is predictable, we can let T 1 foretelling T to obtain (cf. Erξ|G T´s p1 1 t0"T ăτ u`1 1 t0ăT ďτ u q "
Notice that, by Lemma 3.10, Z T´ą 0 on t0 ă T ď τ u.
Lemma 8.3. For any F purely discontinuous local martingales X, the G martingales part of X τ also is purely discontinuous.
Proof. The result is clear if X has finite variation. If X is an F purely discontinuous square integrable martingale. According to [15, Theorem 6.22] , there exists a sequence of F martingales pX n q nPN of finite variations such that ErrX´X n , X´X n s t s tends to zero for any t P R`. By [19, Corollaire(1.8) ], the G martingale part of X n converges to the G martingale part of X in the space of square integrable martingales.
We now introduce . the F stopping timeη " ζ t0ăζă8, r
. the processb denoting the F predictable dual projection of 1 1 t0ăηu 1 1 rη,8q , and
. the processñ " Ep´bq´11 1 r0,ηq .
By [10, Chapitre XX n˝15] , r Z ą 0 on r0, τ s. As r Zη " 0 ifη ă 8, necessarily τ ăη. Recall that, by [1, Lemma 3.5] ,ñ is a well defined F local martingale with tñ ą 0u " r0,ηq and tñ´ą 0u " r0,ηs. It was a key element in the deflator construction for X τ in [1] . Here we use it to introduce the process
This process has different expressions.
Proof. By Lemma 6.3, we only need to consider F predictable stopping time T in the computations below. Note thatñ is F locally bounded and 1 n´i s non increasing on the set tñ´ą 0u. These facts insure the integrability in the computations below. For any bounded F stopping time U such thatñ U is a bounded process, applying Lemma 8.2, we obtain 
Theorem 8.5. There exists a G purely discontinuous local martingale s such that
Proof. We use the expression
By [15, Theorem 7 .42] we need only to check that the non decreasing process 
Here is a new proof of [1, Theorem 1.2].
Corollary 8.9. For any multi-dimensional F semimartingale S having a deflator in F, if ∆ηS " 0 on t0 ăη ă 8u, S τ has a deflator in G.
Proof. 9 Inferring F from G This last section is devoted to a discussion on the relevance of the progressive enlargement of filtration technique used in credit risk modeling. We consider the question whether the filtration F can be inferred from the knowledge of the market information G and from the default time τ .
Our discussions make use of probability measures which can be singular with respect to each other. For this matter, we suppose that Ω is a Polish space and B 0 is its Borel σ-algebra such that B is the Q completion of B 0 . We suppose in addition that there exists a filtration G 0 " pG 0 t q tPR`o f Borel σ-algebras such that G is the usual augmentation under Q of G 0 . We suppose that τ is a G 0 stopping time. We consider the following condition.
Hypothesis 9.1. Condition (B 0 ) There exists a filtration F 0 " pF 0 s q sPR`s uch that
Definition 9.2. Saturation property. Let H be a sub-σ-algebra in G 0 8 . H satisfies the saturation property, if, for any probability measure P on B 0 which makes σpτ q a trivial σ-algebra, for any element
If the above property holds only for a specific probability measure P, we mention it as the saturation property under P.
We have immediately the following lemma.
Lemma 9.3. Suppose the condition(B 0 ). The σ-algebra F 0 8 satisfies the saturation property.
We now look at the implications of the saturation property. For doing so, we introduce Kpt, dωq to denote (a version of) the regular conditional probability measure on B 0 given τ " t under Q (cf. [25, Chapter 13] or [30, Theorem 89.1]). Let ν be the law of τ under Q. Note that, for ν-almost all t, Kptqrτ ‰ ts " 0.
Lemma 9.4. Let H be a sub-σ-algebra in G 0 8 , which is separable. Suppose the saturation property for
Proof. According to [37, Lemma 3, Remarque 1], for bounded G 0 8 measurable function f , there exists a H b Br0, 8s measurable map Φpω, tq which is, for every fixed t, a version of E Kptq rf |Hspωq. We have
νpdtqKptqrf ‰ Φp¨, tqs " 0, because, for ν-almost all t, f is Kptq-almost surely equal to a H measurable function, thank to the saturation property.
Lemma 9.5. Let H be a sub-σ-algebra in G 0 8 . Let P be a probability measure on B 0 under which σpτ q is a trivial σ-algebra. Suppose the saturation property under P of H. Let
Then, H " pH s q sPR`i s a filtration. The P-augmentation of H`coincides with that of G 0 .
The proof of the above lemma is immediate. In the next lemma we consider a particular absolute continuity and its consequence.
Definition 9.6. Condition (B 1 ) Let H be a sub-σ-algebra in G 0 8 and P be a probability measure on B 0 . We say that P satisfies condition (B 1 ) on H, if . σpτ q is a trivial σ-algebra under P and . Q is absolutely continuous with respect to P on H.
Lemma 9.7. Let H be a sub-σ-algebra in G 0 8 . Suppose that there exists a probability measure P satisfying condition (B 1 ) on H. Then, τ is not H measurable, whenever τ is Q non trivial.
Proof. Under P, the distribution function of τ is a function of the form 1 1 ra,8q for some a P r0, 8s, i.e., Prτ ‰ as " 0. But Qrτ ‰ as ą 0 for non trivial τ , which means that τ is not H measurable.
In next theorem, we discuss how to detect F 0 if condition (B 0 ) is satisfied with F 0 .
Theorem 9.8. Suppose condition(B 0 ) with a filtration F 0 . Suppose that there exist H a sub-σ-algebra in G 0 8 and P a probability measure satisfying condition (B 1 ) on H, such that F 0 8 Ă H. Then, for the filtration pH s q sPR`d efined in Lemma 9.5, we have F 0 8 _ tpH, Qq-null setsu " H _ tpH, Qq-null setsu, F 0 s`_ tpH, Qq-null setsu " H s`_ tpH, Qq-null setsu, s P R`.
Proof. The left hand side σ-algebra of the first identity is clearly contained in the right hand side σ-algebra. In the opposite direction, as H Ă G 0 8 , any element in H is P-almost surely equal to an element in F 0 8 , because σpτ q is trivial under P. This equality holds also pH, Qq-almost surely, proving the first identity.
Consider the second identity. Let s ă s 1 be positive real numbers. Every element in F 0 s (Ă G 0 s`Ă G 0 s 1 ) differs from an element of H s 1 only by a P null set. As F 0 s is contained in H, this difference is pH, Qq negligible. Hence F 0 s`_ tpH, Qq-null setsu Ă H s`_ tpH, Qq-null setsu. Conversely, an element in H s differs from an element in G 0 s only by a P null set, and, as σpτ q is trivial under P, differs from an element of F 0 s 1 only by a P null set, which is also a pH, Qq null set. We prove F 0 s`_ tpH, Qq-null setsu Ą H s`_ tpH, Qq-null setsu.
Remark 9.9. When a condition (B 0 ) is assumed without the knowledge of F 0 , Theorem 9.8 gives a method to recover the filtration F 0 , whenever F 0 8 can be located and a probability measure P can be found to satisfy condition (B 1 ) on F 0 8 . Another interpretation of Theorem 9.8 is that, each time one has a saturating H and a P satisfying condition (B 1 ) on H, one should check if the filtration H defined in Lemma 9.5 satisfies condition (B 0 ).
We give below two examples of condition (B 0 ) where, for some t, Kptq satisfies condition (B 1 ) on F 0 8 . The first example is based on the density hypothesis (cf. [12, 27] ). Hypothesis 9.10. Strict density hypothesis. The condition(B 0 ) holds. There exists a probability measure ν on Br0, 8s and a strictly positive Br0, 8s b F 0 8 measurable function ppt, ωq, pt, ωq P r0, 8sΩ , such that E Q rhpτ q|F If the strict density hypothesis is satisfied, the probability measure P " 1 ppτ,¨q ‚ Q makes τ independent of F 0 8 , with which we compute E Q rf |σpτ qs " E P rf ppτ,¨q|σpτ qs E P rppτ,¨q|σpτ qs " E Q rf ppt,¨qs E Q rppt,¨qsˇˇˇˇt "τ for any non negative F 0 8 measurable function f . This computation means that, for ν almost all t, E Q rf ppt,¨qs E Q rppt,¨qsˇt "τ coincides with Kptq restricted on F 0 8 , i.e., this restriction of Kptq is a measure equivalent to Q with a density function ppt,¨q E Q rppt,¨qs .
The next example is about Cox time (cf. [5] ).
Hypothesis 9.11. Cox time. Suppose the condition(B 0 ). Suppose that there exists a exponential random time ξ independent of F 0 8 and a càdlàg non decreasing F 0 adapted process pa s q sPR`s uch that a 0 " 0 and τ " infts ą 0 : a s ą ξu.
Consider a Cox time. For simplicity, suppose that a 8 " 8. We have and therefore Erτ ą s|F 0 8 s " e´a s . Consequently, if da s is absolutely continuous with respect to the Lebesgue's measure with a strictly positive density function, we are back to the situation of the strict density hypothesis. We now construct an example where the strict density hypothesis is not satisfied.
Let T be an F stopping time whose law µ T is diffuse and singular to the Lebesgue measure and let a s " s`1 1 tT ďsu , s P R`. Then, by the above analysis, Erτ ą s|F Let A Ă r0, 8s be a Borel set and let f be a non negative F 0 8 measurable function. Denote by E T "t the conditional expectation on F 0 8 given T " t. Let B be a support of µ T having null Lebesgue measure. We compute Erf 1 1 tτ PAu s " Erf 1 1 tτ PAu 1 1 tτ ăT u s`Erf 1 1 tτ PAu 1 1 tτ "T u s`Erf 1 1 tτ PAu 1 1 tτ ąT u s " Erf ş T 0 1 1 ttPAu e´tdts`Erf 1 1 tT PAu pe´T´e´1´T qs`Erf ş 8 T 1 1 ttPAu e´1´tdts " ş 8 0 1 1 ttPAu e´tdtErp1 1 ttďT u`e´1 1 1 ttąT u qf s ş 8 0 1 1 ttPAu pe´t´e´1´tqµ T pdtqE T "t rf s " ş 8 0 1 1 ttPAu`e´t Erp1 1 ttďT u`e´1 1 1 ttąT u qs1 1 ttPB c u`p e´t´e´1´tq1 1 ttPBu˘p dt`µ T pdtqq 1 1 ttPB c u Erp1 1 ttďT u`e´1 1 1 ttąT u qf s Erp1 1 ttďT u`e´1 1 1 ttąT u qs`1
1 ttPBu E T "t rf s¯.
This computation shows that the law of τ is determined by the expression ż 8 0 1 1 ttPAu`e´t Erp1 1 ttďT u`e´1 1 1 ttąT u qs1 1 ttPB c u`p e´t´e´1´tq1 1 ttPBu˘p dt`µ T pdtqq and the conditional expectation on F 0 8 given τ " t is provided by the expression Kptqrf s "˜1 1 ttPB c u Erp1 1 ttďT u`e´1 1 1 ttąT u qf s Erp1 1 ttďT u`e´1 1 1 ttąT u qs`1 1 ttPBu E T "t rf s¸.
We see then that there exists t P B c such that Q ! Kptq on F 0 8 .
