Abstract. The recursively spiralling patterns drawn in the complex plane by the values of as L -+ m with z fixed in the range 0 < z G 1, depend on the arithmetic of z. A compendious understanding of the patterns is obtained by iterating an explicit asymptotic renormalisation transformation relating S,(z) to a similar sum, magnified by l/dt and , rotated or reflected, with a smaller number Lt of terms and a new parameter tl(t). We study some special values of t, and typical t. Special values are: (i) t = 2/L; these are the Gauss sums, whose value (depending on L mod 4) is given exactly by our renormalisation; (ii) rational z; these have a finite hierarchy of curlicues; if t = p / q then IS,(t)l grows linearly ifpq is even and repeatedly retraces a finite pattern if p q is odd; (iii) quadratically irrational t; these are (or are attracted to) fixed points of the map tl(t); the patterns have an infinite hierarchy of curlicues self-similar under a finite number of scalings, and I S , ( t ) l -L1"; (iv) near-rational t; these decrease hypergeometrically under the map, with rkil = tF; their patterns are self-similar under rapidly increasing scalings and [S,(z)l -LM'@'+').
when its terms are regarded as unit vectors and L made to increase indefinitely with the parameter z held fixed. These patterns are intricate superpositions of spiral structures ('curlicues') forming a hierarchy (for an example, see figure 3(a) in 43) whose scalings depend delicately on the value of z. The larger scales depend on finer number-theoretic details of t, so that in the asymptotic limit L-+ x the sum S,(t) acts as an arithmetic microscope.
To understand how the microscope works, we derive an asymptotic renormalisation transformation (32) relating S,(t) to a similar sum with fewer terms and a different t. For different types of t the scheme behaves differently under iteration; we discuss rational z, quadratic irrational z and near-rational z (43) and typical z (44). For typical t the renormalisation does not iterate to a fixed point but generates chaos, which may or may not be accompanied by intermittency, depending on which of two alternative schemes is employed.
We apply the results of the analysis to two physical realisations of (l), namely the trace of the evolution operator for a quadrupole interaction of a quantum spin in an inhomogeneous field (45) and Fresnel diffraction by a grating with many sharp slits (36).
The sum (1) has a long history. In 1805 Gauss evaluated the special case t = 2 / L (see 33, and Scharlau and Opolka (1985) and Schroeder (1984) ). Spirals for the incomplete Gauss sums, that is S, (2/N) where N is an integer, were analysed by Lehmer (1976) . The rational complete sums, i.e. t = p / q , L = q, were evaluated by Hannay and Berry (1980) . The case of general z was studied in detail by Hardy and Littlewood (1914) , who derived essentially the same renormalisation equation as we do in 42. Full appreciation of the geometric content of the sums for general z (and also general powers of n in the exponent of (1)) came in papers by Dekking and Mendes-France (1981) and Mendes-France (1983) (see also Deshouillers 1985) . Scaling theories of the patterns were given by Callot and Diener (1984) , and Coutsias and Kazarinoff (1987) ; their technique was a 'real-space renormalisation' based on grouping the terms in (1) into blocks.
Our contributions are: first to carry out the renormalisation by analytic (rather than geometric) methods, involving an alternation between real and Fourier space; second, to give explicit renormalisation schemes which are different from those published previously; third, to study the ergodic properties of these schemes; fourth, to present pictorial comparisons of the unrenormalised and renormalised sums; fifth, to give two applications in physics for which the renormalisation of (1) gives surprising insight.
Throughout the paper we will make frequent use of the decomposition of a real number x into its integer part, denoted [x] , and its fractional part x mod 1. Thus
+ x mod 1. We will also consider z to lie in the range 0 S z S 1; this will not lead to any loss of generality, because of the symmetries S ,
S,(-z) = S2(z).
(2)
Renormalisation scheme
Our technique is to renormalise in three stages. The first stage refines the naive idea of evaluating (1) by replacing the sum by an integral and thereby generating the Cornu spiral of optics (Born and Wolf 1959) . This fails when successive terms differ in phase by a quantity of order n, that is when L 3 z-l, and so cannot be employed directly in understanding the limit L + m in which we are interested. An exact procedure is to replace (1) by a series of integrals using the Poisson summation formula (Morse and Feshbach 1953, Bellman 1980 In the second stage we approximate the integrals in (3) by the method of
With suitable choices of a and /3 the only integrals possessing stationary points are those for which
The approximation is to extend the range of integration to --x < x < + m for these integrals (that is ignore the contributions from endpoints) and set the others equal to zero. Thus Hardy and Littlewood (1914) obtained this equation by much more elaborate methods which however show that the error in the approximation is of order T -~" . Wilton (1926) gave an improved estimate: the absolute value of the error is less than 2.426+ 1 . 5 7 7 /~"~. The essential feature of these estimates is that they are independent of L ; this is also obvious from the stationary-phase argument. Since, as we shall see, the sums almost always increase with L , the relative error in (6) vanishes as L+ m.
In employing the Poisson formula and the stationary-phase approximation to perform the first two stages of renormalisation, we were motivated by the knowledge that exactly this procedure has been fruitfully applied in wave physics to express sums over eigenfunctions by sums over classical trajectories (for examples see Berry and Mount (1971) , Berry (1971) and Berry and Tabor (1976, 1977) ). The same interpretation can be given in the present case, as we shall explain in $ §5 and 6.
As it stands, equation (6) has a symmetrical form, so that repeated application of it gives an alternation between two sums. The purpose of the third stage of renormalisation is to modify the transformation so that repeated application generates different sums. This is achieved by using the symmetries (2) to ensure that of (6) produces -l / t which is outside the interval. To bring -l/t back into the interval we use the following consequences of (2) :
and
Combining (6-8) we immediately obtain the renormalisation transformation:
where K denotes the complex conjugation operator and tl( to) is the renormalisation map :
(10)
The factor i s a magnification. The factors involving the exponential and K correspond to rotation by z / 4 if [l/tO] is odd, and reflection in z / 8 if [l/tO] is even. The new lower limit [Lz,] is smaller than the original. Thus the geometric content of (9) is that the pattern representing SL(t) is obtained by magnifying and rotating or reflecting the pattern representing a truncated sum with a different t.
Because of the magnification, (9) is a coarsening transformation, removing the finest scales in the pattern at each stage. If L is so large that these finest scales cannot be discerned when the whole pattern is viewed, then application of (9) should leave the pattern looking the same.
Other people have used slightly different renormalisation schemes. Hardy and Littlewood (1914, bottom of p 211) employ not the map (10) but the continuedfraction (Gauss) map tl = (l/to) mod 1 for both even and odd [l/tO] . The price paid for this is that their transformation relates SL(z) not to a sum of the same form but to sums containing factors (-l)n and with n2 replaced by (n -4 ) ' . We think that the way they iterate the transformation to learn how the sums scale with L justifies crediting them with being among the inventors of the idea of renormalisation. Coutsias and Kazarinoff (1987) employ the larger range -1 S t S 1 and the map z1 = to mod 2. In 84 we shall encounter a deficiency of (10) which will lead us to yet another map (but still with 0 S t 6 1).
3. Special classes of parameter 3.1. t = 2 / L These are the sums whose values were shown by Gauss (Scharlau and Opolka 1985) to be
For these cases the renormalisation scheme (9) and (10) is exact, notwithstanding the stationary-phase approximation in its derivation, as will now be demonstrated. In ( l l a ) we can take L = 4k with k integer. Thus to = 2/4k and l/to = 2k; this is even, and (10) gives t1 = 0, so that the terms in the renormalised sum are unity; there are two such terms because L t o = 2. Thus (9) gives ( l l b ) is similar, except that two even renormalisations are required to trivialise the sum; t2 = 0 and the K operation makes the two exponentials cancel, making S, real.
In ( l l c ) we can take L = 4k + 2. Thus to = 2/(4k + 2) and l/to = 2k + 1. This is odd, and (10) gives z1 = 1. Now the two terms in the renormalised sum are + l and -1, so that the sum is zero.
In ( l l d ) we can take L = 4k + 3. Thus l/zo = 2k + 1 + 4, giving rise to an odd renormalisation with t1 = 4. A second renormalisation, this time even, gives t2 = 0, so that the final sum has just one term whose value is +l. Thus
S4k+3(2/(4k + 3)) =
z rational (see also Hannay and Berry 1980)
Let to = p o / q o where the integers p o t qo are mutually prime. The fate of the sum for large L can be determined by repeated renormalisation, which by (10) produces tl =pl/ql, t2 = p 2 / q 2 . . . . It is easy to show that the map preserves the parity of the products Pkqk and generates successively smaller P k and qk. Therefore the renormalisation will terminate after a finite number of steps (m, say), to t , = 0 if poqo is even, and to z , = 1 if poqo is odd. These two cases are very different. Zfpoqo is even, the mth renormalisation yields z , = 0 and hence a sum (cf (9) If poqo is odd, the nth renormalisation yields tm = 1 and hence a sum whose terms are alternately +1 and -1. Thus the sum is ultimately bounded; the m-fold hierarchy of curlicues makes a pattern that is drawn and then retraced repeatedly as L increases. The size of the pattern is ( t o . . . tm-J-. 
t a quadratic irrational
So far we have considered parameters t which under the map (10) arrive at 0 or 1 in a finite number of steps. Quadratic irrational z are attracted in a finite number of steps to a periodic orbit of (10). The simplest such orbits have period 1 and are the fixed points of (10) which we now discuss in detail.
Figure 2 is a graph of the renormalisation map. There are infinitely many fixed points (intersections with the line of unit slope), alternately even and odd, namely
where k = 1, 2, . . . . For these t, (9) renormalises S,(t) onto itself, so that the patterns are fractals (Mandelbrot 1982 ) that are exactly self-similar (as L-, m) under a single scaling, namely magnification by T -~" .
As an example we show in figure 3(a) the pattern generated by t T o = 210. Three sizes of curlicue are clearly visible, with a fourth beginning to form on the largest scale of the picture. Alternate sizes of curlicue turn oppositely, because of the complex conjugate in (9) (for the odd fixed points, all curlicues turn in the same way). The renormalised pattern is shown in figure 3(6); it is a magnification (by m) and reflection of the lower left-hand part of figure 3(a), which it reproduces perfectly apart from the smallest curlicues.
The size ISL( t o ) [
can be estimated by iterating the renormalisation transformation. This is particularly easy for the fixed points (18). After m renormalisations, (9) gives IS,(t)l= t-I2 ISLrm(t)l.
(19) If we choose m such that Lz" = 1 then the last renormalised sum will contain only one term, and
Thus a log-log plot of ISL(z)l against L should be well approximated by a line with slope 1 through the origin. Figure 4 , drawn for zz, illustrates that this is so.
Decorating the straight line is an asymptotically periodic pattern of oscillations reflecting the asymptotic self-similarity of the curlicues. It is interesting that the growth rate (20), generated deterministically by (1) and associated with strict geometric self-similarity, is the same as the growth rate for a random walk, generated by replacing zn2 in (1) by random numbers uniformly distributed between 0 and 2 (see also Dekking and Mendes-France 1981) . It follows that the patterns have the same dimension D = 2 as a random walk (the 'mass' L within 'radius' I S 1 increases as I S l ' ) . The same growth rate is obtained by averaging IS,(r)l' over z, because
Of course this average conceals a variety of growth rates for different z, such as linear growth or no growth for rational t, and the anomalous growth rates to be studied in 03.4.
Apart from the fixed points (18) there are infinitely many other quadratic irrational t, which fall into two groups. First, there are the higher-order fixed points of (10). For example, zo = 1 -( k / ( k + 1))l" gives z1 = k + 1 -(k(k + 1))l" and t2 = t o , namely a cycle of two (odd) renormalisations. Second, there are the precursors of these fixed points. For example to = (10 + m)-' iterates in one step to z1 = t? = 8 -a. The analysis for these other quadratic irrational z is essentially the same as that for the fixed points (18) (albeit more elaborate in its details) and we will not discuss it.
z a near-rational
These we define as parameters for which renormalisation gives a sequence of successively smaller zk asymptotically approaching zero. The corresponding patterns are self-similar under magnifications t;1/2 which increase with scale. We expect anomalous growth rates, intermediate between the of the quadratic irrationals (for which all scalings are eventually identical or form a finite periodic sequence) and the L for rationals poqo even (for which t k = 0 for finite k, corresponding to an infinite scale).
To estimate these growth rates we generalise the method of the last section (cf equation (19)). Let L k be the number of terms L for which k renormalisations result in a sum with one term; thus
(22) Then (9) gives, for the result of these renormalisations,
For near-rational to, the sequence Lk grows faster than geometrically. This is such a sparse set of numbers that (23) is not representative of the growth of the sum.
We need to understand how s,(t) behaves between L k and L k + l , that is for
After k renormalisations we now obtain
Because zk << 1 for these to, S p ( z k ) grows linearly until the phases of its terms grow to order unity; from (1) we see that this happens when
so that the number of terms in the original sum is
The corresponding value of the sum is For p* < p < 1 / t k the sum does not grow linearly but winds into a curlicue; therefore its magnitude ISL(t)l remains roughly constant between L i and L k + l . The picture that results from these arguments is of IS,(z)( alternating between h e a r growth and constant values, forming a rapidly lengthening sequence of steps. The lower and upper envelopes of the steps are the curves (23) It is obvious that the more rapidly the z k decrease, the greater will be the growth rate of the upper envelope (28). What is surprising is that in order for the p;112 factor in (28) to contribute a power law growth in L:, the z k must decrease hypergeometrically, that is the logarithm of 1 / t k must grow exponentially. Mere exponential decrease of z k is inadequate; it is not hard to show that if
i.e. Zk = zo/ak (29) in which the increase of the exponential with L* is between that of a logarithm and a power.
To model hypergeometric decrease of t we take
Mk t k + l = zp
i.e. zk = zo .
For Lk we obtain, from (22),
After eliminating k from (26) and (27) An approximate realisation of (31) is obtained by taking to as the continued fraction Figure 5 (a) shows four levels of the pattern generated by this to. The scales of the curlicues at these levels can be obtained from (22) 
For comparison, the approximation (32) gives
The smaller scales are more clearly visible in figure 5(b) (which is a magnification, not a renormalisation, of figure 5(a) ). The largest curlicue in figure 5(a) is only about one-third drawn. Figure 6 shows the growth of ISL(zo)I, which as predicted can be approximated by linear and constant segments bounded below by L1" and Hardy and Littlewood (1914) also repeatedly renormalise to derive estimates of ISL(t)(, but for near-rationals their estimates are very different from ours. For example where zo generates a geometrically decreasing sequence of t k such as (29) they obtain not (30) but a power law like the result (34) which we obtain for the hypergeometrically decreasing sequence (31). Their results are, however, upper bounds, based on an inequality (their equations (2.136) and (2.1381)) which in our above by LMI(M+*) = L213, 
and where K is a constant. They combine this with the fairly crude estimate which follows from the fact that tktk+l < 3 for the continued-fraction renormalisa- tion map they use (this is not valid for our map (10) but it is valid for the improved map we shall obtain in the next section). Their results are obtained by combining (39) and (40):
~s,(t)l e K L ; /~/~; /~ e ~~~~/ t t :~,~ L/ln 2).
(41) For the near-rational z we have been considering, (40) greatly underestimates L, and so (41) overestimates ISL(t)l; this explains the discrepancy.
Before turning to typical z, we note that there are infinitely many 'special' t in addition to those we have been considering in this section, because it is possible to find z which under the map (10) perform any desired dance through the windows l/n d z e l/(n -1).
Chaotic collapsed renormalisation for typical z
The fate of S, (zo) when repeatedly renormalised is determined by the ergodic properties of the map (10) which generates the scalings zl, z2. . . . This map is expanding, because Idzl/dtol 3 1, and possesses a smooth invariant density which can be shown to be
(42) (the derivation uses p(zl) Jdzl( = p(zo) Idzol, where the sum is over all pre-images of tl). The density is not normalisable, reflecting the fact that (10) has a marginally unstable fixed point at to = 1 (where the curves zl(zo) and tl = zo in figure 2 touch). This gives rise to the intermittency shown in figure 7(a) , in which epochs when many successive iterates zk stick close to 1 are separated by epochs when the t k explore the unit interval chaotically; figure 7 ( b ) shows how accurately (42) fits the density computed from a finite number of iterations.
Thus the dynamics of the renormalisation map (10) are very different from those of the superficially similar continued-fraction map z1 = (l/to) mod 1, which has the normalised invariant measure p = 1/((1 + z) In 2), all fixed points strictly unstable, and hence no intermittency.
Renormalisations with t close to 1 are ineffectual because the associated magnifications and truncations (equation (9)) are also close to 1. It is a defect of the renormalisation scheme based on the map (10) that it gets stuck in ever longer epochs of ineffectuality. (This defect is shared by the map of Coutsias and Kazarinoff 1987.) To cure it, we collapse into a single operation all groups of renormalisations with successive zk > 4. Now we derive the formulae for this new, collapsed, renormalisation.
If 4 < to < 1, [l/tO] = 1 and (10) gives tl = 2 -l/to. After k such renormalisations the parameter is
This is still in the range 4 < t k < 1 provided k S N where One more renormalisation sends t to which lies in the range 0 < t N + l < 4. In the collapsed renormalisation scheme all N + 1 renormalisations based on the map (10) Under this map, any t landing in the range 4 < t < 1 jumps out again in one step. cf figure 2) . Note that t l ( t o = 1 -l/n) = 0. The collapsed map is uniformly expanding and, as figure 9(a) illustrates, it generates chaotic dynamics without intermittency. It has a normalisable invariant density p ( t ) which will now be calculated.
Invariance of the density means that where the sum is over all pre-images toi(zl) of zl. Explicit evaluation of these pre-images using (46) leads to the following equation for p ( z):
where 8 denotes the unit step. The exact normalised solution (found by inspection) is the piecewise smooth function
( 0 4 ) .
P ( T ) =
(49) Figure 9 (b) is a graph of this density.
simply t as in (9) but is the product of all the intermediate t k given by (43). From
In the collapsed renormalisation for S,(t) the truncation factor F ( z ) is now not
(50) together with (44), we obtain the truncation factor (46) and not (10). Figure 10 is a graph of the truncation factor (51); F ( z ) is small for z close to 1, so that the collapsed renormalisation is most efficient where the old renormalisation was ineffectual. Note
To illustrate how well the collapsed renormalisation works, we show in figure l l ( a ) the pattern for zo = 2-l" = 0.7937 and in figure ll(b) the pattern after one collapsed renormalisation. From (44) this is equivalent to N + 1 = 3 old renormalisations and leads from (46) to z1 = 0.4587 with a truncation factor F ( t o ) = 0.3811 = U2.62.
Iteration of the collapsed renormalisation (52) enables the pattern SL(z) to be understood on larger scales. This leads to the following picture for typical t. There is an infinite hierarchy of curlicues. The scalings relating successive curlicues are not constant as for quadratic irrationals but form a chaotic sequence of magnifications l/vm where successive t k are randomly distributed with density p ( z ) given by (49). The fact that the patterns possess a continuum of scalings, rather than just one, could make them multifractals (Katzen and Procaccia 1987) . The probability distribution of the truncation factors is given by (51) and (49): Figure 12 shows the graph of the distribution. The truncation factor accumulated after k renormalisations is For large k the ergodicity of the map (47) (which is a consequence of its uniform hyperbolicity) guarantees that for typical zo the m-sum, which is a 'time average', can be replaced by the 'space average' over t, that is This showed that in order for the exponent in the growth power law to exceed 4 the iterates tk must systematically decrease at a faster-than-geometric rate. For the t we (53)).
are studying now, no such systematic decrease occurs. Indeed, the ergodic self-averaging (55) implies that the numbers L k analogous to (22) (now defined as the product of k factors U&) increase geometrically (as u -~) in the same way for almost all t. Therefore the exponent in ISL(t)l -Ls is 4 for almost all t. This is illustrated in figure 13 for the typical (?) parameter 2-"3; the irregularity in the fluctuations about the line with slope 1 reflects the variety of scalings for the curlicues in figure 12(u) , in contrast to the behaviour when t is a fixed point of the map (cf figures 4 and 3(a) ).
The chaotic dynamics of the collapsed renormalisation map provides an interesting way to understand the sensitivity of computations of curlicues to numerical noise. Suppose that we seek to compute the regular hierarchy for one of the fixed-point parameters (18), with a t o whose value is uncertain by A t o (such uncertainty is inevitable because the fixed points are irrational). At each renormalisation the uncertainty will grow by a factor given by the slope of the graph of t l ( t o ) ;
for the fixed points we have
At, = A t o / ( t o t l . . . t k -1 ) * = AtoLi
After k renormalisations the uncertainty is (58) where Lk, defined by (22) is the scale described by the kth renormalisation. When the uncertainty covers the whole range, that is when A t k = 1, computations will no longer produce the regular hierarchy of curlicues but rather the patterns generated by a randomly changing t. The scale at which this occurs is L -l / G .
(59)
Here renormalisation gives the same result as can be obtained directly from (1): the upper limit beyond which A t o randomises the phases of the terms in the sum. In all our computations, we employed double-precision arithmetic; interpreting this to mean A t owe find for the limit of reliability of curlicues the value L -10'-larger by far than any we used. 
Application: semiclassical evolution of spins
Consider a rotator with vector angular momentum J , specified by integer quantum numbers L and n related to the length J and z component J, of J by
governed by the Hamiltonian operator where I is a constant with the dimensions of moment of inertia. The dynamics thus generated are trivial: J and J, are both conserved, and the classical J and the corresponding quantal expectation value both precess around the z axis with angular velocity w = Jz/I. One realisation of (61) is the quadrupole interaction of a spin-L nucleus with an axially symmetric electric field (Abragam 1961) . The energies of stationary states are
(62) They determine how the rotator evolves over a time T via the unitary propagator U whose trace (Fourier transform of the spectral density) is Therefore the sums we have been studying occur in the simplest characterisation (Tr U ) of the quantum dynamics of the simplest rotator.
The rich structure of curlicues appears when two limits, individually relatively simple, are combined. The first is the semiclassical limit in which h+O with the classical quantity J held constant: from (60), this is equivalent to L+ a, A fixed, and from (65) we see that z+O but Lt+JT/2nI=constant. In this limit, a single renormalisation reduces the number of terms in the sum to order unity; the trace (64) for a given (large) L is represented by the endpoint of a finite number of smoothly drawn curlicues. As L increases, the endpoint recedes from the origin (ITr U1 -L1'2).
The second limit is the long-time limit, in which T + x with all other quantities (including L) held constant. Thus t mod 1 as given by (65) repeatedly sweeps over the range 0 to 1; the pattern representing Tr U repeatedly wraps the straight line (for t = 0) of length L into the self-cancelling alternation of segments (for t = 1) of length 0 or 1, via the curlicues for intermediate t values, which for fixed L have only limited complexity.
If however we take both limits at the same time, by letting L+m T + a L l T fixed (66) we obtain exactly the sums S,(t) with t fixed and L-. x, and hence the t-dependent hierarchies of curlicues. It is known (Berry et a1 1979 , Chirikov er a1 1981 that the semiclassical limit breaks down for long times, but it is surprising that such a dynamically simple problem has such a complicated combined limit. The classical motion has no chaos, but for typical z the renormalisation arguments of 94 show that the sequence of curlicue scalings is chaotic. (Moreover, Griniasty and Fishman (1987) have shown that much of the quantum behaviour for the kicked rotator (whose classical motion is chaotic) can be understood in terms of the sums SL(z) describing the unkicked rotator.)
Now we show that the equation ( 6 ) , resulting from the first two stages of the derivation of the renormalisation transformation, can be interpreted as a sum over the classical closed orbits of the rotator, with period T , of a type familiar as an asymptotic approximation in semiclassical theory (Gutzwiller 1978, see also Berry and Mount 1972) .
The mth periodic orbit corresponds to rotation through an angle 2nm, so that 
(68) Thus the phases of the periodic-orbit terms are the same as for the terms in the eigenvalue series (63) except that t has been replaced by -z, just as in the duality between ( 1 ) and (6).
Moreover, the number of closed orbits is limited by lJkl < J, which from (67) and
(because L >> l), so that the periodic-orbit sum is truncated like (6). The prefactor in (6) also comes out right. This involves the action W ( 0 , 6') for the orbit connecting any two angles in time T , namely w(e, e,) = ( e -0 ' )~1 / 2~.
(70) Semiclassical theory gives the amplitude for a closed orbit as
exactly as in (6) (or rather its complex conjugate).
Diffraction from large gratings
Consider a plane wave of light with wavelength A and unit amplitude, incident on a grating of L narrow slits with separation a and width A ( figure 14) . Kirchhoff diffraction theory (Born and Wolf 1959) gives the scalar light field at position x on a screen at distance H from the grating as a sum of cylindrical wavelets from the slits: The sum in (75) is a slight generalisation of (1). The same renormalisation theory can be employed to understand it and in particular obtain interesting scalings for the 5 dependence. Here however we will concentrate on the L dependence at the point P ( figure 14) for which x = 0 (that is, directly below the place where a slit with n = 0 would be). At P, the field is
(77) (78) and the intensity is It is convenient to fix a and A and regard L and H as variable. Physically this could be achieved by varying the number of slits and the observation distance for a given grating and illumination. Renormalisation theory makes two predictions about the intensity Zp. First, the behaviour of 1, as L increases, with H fixed, depends delicately on z (equation (76)), as illustrated in figures 4, 6 and 13. But for almost all z, Zp will on average increase linearly with L. This behaviour for large gratings is very different from the Fresnel diffractions by an aperture whose width X i s increased, where the field winds in a single curlicue and the intensity saturates to a constant value as X + 0s. Evidently the perfect cancellation of wavelets from distant elements of the aperture does not occur for distant slits: there is some degree of constructive interference.
The second prediction is that the intensities at different distances from gratings with different numbers of slits are related by the renormalisation transformation (9). Since z 6 1, we are considering only distances H greater than the Fresnel length a2/A (equation (76)). Then (9) shows that the intensity at Ho from a grating with L slits is the same as that from a grating at HI = a2/Azl(a2/HoA) (79) with La2/H0A slits, apart from a magnification factor AHo/a2. It is desirable to test these predictions experimentally. If the effects are detected, gratings with many slits would become arithmetic microscopes for probing fine detail in the parameter z. We are planning such experiments now, but face three main difficulties.
The first difficulty is with the paraxial approximation (75). This requires that quartic terms in the expansion of R, give negligible contributions to the phases in (72), and so restricts the number of slits:
( 1 , 4 4 8~~3 = ~4~~2 / 8~2 << 1 i.e.
L < ( H / u G )~/~. (80)
With z -1 this becomes, on using (76), L < ( a / A ) l l 2 . Even with slits as widely spaced as a = 5 mm this gives L < 100 for visible light, which is hardly large enough to detect the arithmetic effects we are predicting. The alternative is to choose z << 1, but (76) shows that this implies large H : for T = 0.1, the same grating could have 600 slits and still be paraxial but would have to be viewed from 500 m! The second difficulty is with the width A of the slits, whose effect is to introduce uncertainty into a and therefore into z; from (76) we have
This places an additional restriction on the number of slits; from (59) we obtain For the conditions of the previous paragraph ( L = 600, a = 5 mm, z = 0.1) this implies A < 0. lp.
The third difficulty is getting the incident wavefronts sufficiently planar over the area of such a large grating.
It is clear that although the system under consideration is the simplest and most familiar diffraction grating, the effects we are predicting occur in extreme circumstances and will not be easy to produce.
Finally, we give the physical interpretation of the first two stages of renormalisa- 
For an infinite grating, the beams have infinite width. For the finite grating we make the approximation that the beams have the same width La as the grating and are sharply cut off at the edges, thereby neglecting the Fresnel diffraction effects there (this is equivalent to the stationary-phase approximation leading to (6)). The phase of the mth beam at x , H is k, -(x, H ) , which at the point P is paraxially 2n COS 8,Hla = 2nHIA -nm2AH/a2 = 2nHlA -n m 2 / t is the phase in (78) with t replaced by -1 / z and an additional n/4, just as in (6). The number of beams contributing at P is the number overlapping there, namely
La/H(0,+, -0,) = La2/HA = L z (85) and this is the same truncation factor as in (6). All diffracted beams have the same amplitude Ala (when Ala + 0); this exceeds the amplitude of the wavelets at P by a factor (A/a)/((AH)1'2/a) = 1 I f i which is the correct magnification factor in (6).
For gratings, the first two stages of renormalisation describe a duality between the diffraction at distance Ha > a2/A and diffraction at a distance a4/HoA2 < a2A. The third stage of renormalisation describes an aliasing, in which the diffraction at this distance is the same as that at H I , given by (79), which again exceeds a2/A.
