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Abstract—Massive multiuser multiple-input multiple-output
(MU-MIMO) has been the mainstream technology in fifth-
generation wireless systems. To reduce high hardware costs
and power consumption in massive MU-MIMO, low-resolution
digital-to-analog converters (DAC) for each antenna and radio
frequency (RF) chain in downlink transmission is used, which
brings challenges for precoding design. To circumvent these
obstacles, we develop a model-driven deep learning (DL) network
for massive MU-MIMO with finite-alphabet precoding in this
article. The architecture of the network is specially designed by
unfolding an iterative algorithm. Compared with the traditional
state-of-the-art techniques, the proposed DL-based precoder
shows significant advantages in performance, complexity, and
robustness to channel estimation error under Rayleigh fading
channel.
Index Terms—Deep learning, Model-driven, Massive MIMO,
Finite-alphabet, Neural network, precoding
I. INTRODUCTION
Massive multiuser multiple-input multiple-output (MU-
MIMO) wireless systems, where the base station (BS) is
equipped with several hundreds of antenna elements, have
significant improvements in spectral efficiency, energy effi-
ciency and reliability [1]. Increasing the number of RF chains
at the BS could, however, result in significant increases in
hardware costs and power consumption. Therefore, practical
massive MU-MIMO systems may require low-cost and power-
efficient hardware components at the BS. Specifically, in
downlink transmissions, equipping low-resolution digital-to-
analog converters (DACs) can greatly reduce the cost and
power consumption [2] but directly limits the degree of free-
dom for the output signals and brings challenges into precoder
design.
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To address the issues, many efficient quantized precoding
schemes have been proposed [3]–[6]. By using biconvex
relaxation, an one-bit precoding algorithm for massive MU-
MIMO systems is developed in [3], which outperforms the
zero-forcing (ZF) precoder directly followed by quantization,
but still with high complexity. To reduce the complexity, a
computationally-efficient one-bit beamforming algorithm re-
ferred to as C2PO, and its VLSI architectures are proposed
in [4]. Aside from one-bit DACs, a universal algorithm for a
downlink massive MU-MIMO system with finite-alphabet pre-
coding in [5] includes low-resolution DACs and phase-shifter-
based architecture, which presents excellent performance and
can be implemented with low computational complexity.
Recently, deep learning (DL) has been applied to physical
layer communications [7]–[9], such as channel state informa-
tion (CSI) feedback [10], channel estimation [11] and precoder
design [12], [13]. However, most existing DL-based precoders
focus on data-driven approaches, which consider the precoder
as a black box and train it by using a huge volume of data. By
contrary, model-driven DL approaches [7] significantly reduce
required volume of data for training and converge fast.
A neural-network optimized precoder in [14], named NNO-
C2PO, recently has been proposed for one-bit precoding. The
NNO-C2PO is obtained by unfolding the biConvex one-bit
PrecOding (C2PO) algorithm and optimizing several manual
parameters. Unfolding iterative algorithm into neural network
has first been proposed for sparse signal recovery [15] and
become a promising model-driven DL technique for wireless
communications [7], [16]. Inspired by these works, we unfold
the iterative discrete estimation (IDE2) [5] precoder into a
neural network and add some adjustable parameters to learn
the step size and damping factor to develop a model-driven
DL approach for massive MU-MIMO with finite-alphabet
precoding.
Notations—For any matrix A, AT , AH , and tr(A) denote the
transpose, conjugated transpose, and trace of A, respectively.
In addition, I is the identity matrix, 0 is the zero matrix. A
proper complex Gaussian with mean µ and covariance Θ can
be described by the probability density function,
NC(z;µ,Θ) = 1det(piΘ) e
−(z−µ)HΘ−1(z−µ).
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we will first present the massive MU-MIMO
downlink system model. Then, the finite-alphabet precoding is
formulated as an integer programming problem.
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Fig. 1. The diagram of massive MU-MIMO downlink system with low-resolution DACs. The BS uses a finite-alphabet precoder
and N antennas to serve K users.
A. System Model
Consider downlink transmission of a narrow-band massive
MU-MIMO system illustrated as Fig. 1, where a BS equipped
with N antennas serves K single-antenna users. In the figure,
s ∈ CK is the required transmitted constellation points for
K users. We assume E{ssH } = I for the transmitted symbol
vector. The received signal of all users y = [y1, y2, . . . , yK ] ∈
CK can be obtained by
y = Hx + n, (1)
where x = [x1, x2, . . . , xN ] ∈ CN is the precoded signal
transmitted from the BS and carries transmitted information
for different users. n ∼ NC(0, σ2INr ) is the additive white
Gaussian noise (AWGN) vector and H ∈ CN×K is the down-
link MIMO channel matrix. We assume the entries of channel
H are independent circularly-symmetric complex Gaussian
random variables with unit variance, i.e., hi, j ∼ NC(0, 1). In
downlink transmission, the precoded vector x should satisfy
the average power constraint
1
N
E{‖x‖22 } ≤ Pt, (2)
where Pt is the transmit power of each antenna.
Each user is assumed to be able to rescale the received
signal by a precoding factor β to obtain the estimated con-
stellation points sˆk for k = 1, . . . ,K , i.e., sˆk = βyk , that
is, sˆ = [sˆ1, sˆ2, . . . , sˆk]T = βy = βHx + βn. The precoding
factor β is determined by the precoder. We consider that the
zero-forcing (ZF) precoder is used, the precoding factor β is
accordingly obtained by power constraint in (2) and given
by β =
√
tr((HHH )−1)
NPt
[3], [5]. As a result, the MSE of the
estimation error between the rescaled received signal βy and
the transmitted symbol vector s can be written as
Es
{‖s − βy‖22} = Es {‖s − βHx‖22} + β2Kσ2, (3)
where the metric for interuser interference (IUI) is defined
by IUI = Es
{‖s − βHx‖22}. The MSE in (3) measures the
performance of the precoder and can be used as the loss
function for DL network.
B. Problem Formulation
If the ZF precoder is used at the BS, the IUI can achieve zero
if the BS is with infinite-resolution DACs and high-linearity
power amplifiers [5]. In practical setting, each antenna is
equipped with a low-cost constrained RF chain, including low-
resolution DACs, low-resolution analog phase shift to reduce
the cost and power consumption.
Algorithm 1: IDE2 algorithm
Inputs: s, H˜ = βH
Initial: t = 0, x1d = 0, α = 0.95
while t < T do
Wu = [diag(H˜HH˜)]−1H˜H (5)
rt = xtd + γ
tWu(s − H˜xtd) (6)
xt+1 = Πχ
(
rt
)
(7)
xt+1d = αx
t
d + (1 − α)xt+1 (8)
t ← t + 1
Output x = xt+1
In this article, we assume each entry of the vector x is
restricted to a finite-alphabet set χ = {χ0, . . . , χM−1}, where
M = |χ|. Such finite-alphabet set, including QAM and PSK
symbols, can relax the perfect hardware requirement [2]–
[5]. However, it brings several challenges in precoder design,
especially obtaining zero IUI becomes difficult in general.
The goal of finite-alphabet precoding is to design a precoder
P(s,H) that minimizes the MSE between the rescaled received
signal βy and the transmitted symbol vector s under the power
constraint (2), which is given by
min
x,β
Es{‖s − βHx‖22 }
s.t. x ∈ χN, β > 0 (4)
The problem of (4) is related to an integer program-
ming problem, which is always NP-hard. Several iterative
approaches have been proposed for finite-alphabet precoding,
including SQUID [3], C2PO [4], IDE2 [5], and NNO-C2PO
[14]. In the next section, we will introduce the IDE2 precoder
as a representative algorithm and improve it by DL.
III. IDE2-NET
After introducing the IDE2 precoding in [5], we propose
IDE2-Net by unfolding the IDE2 precoder for finite-alphabet
precoding. Then, we present the network architecture and
elaborate the learnable variables and computational complexity
of the IDE2-Net.
A. IDE2 Precoder
The IDE2 preocder has been proposed to achieve finite-
alphabet precoding for massive MIMO systems. The iterative
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Fig. 2. The diagram of IDE2-Net precoder. The network consists of T cascade layers and each layer has the same structure
and contains the linear estimator Wu, nonlinear estimator Πχ, trainable variables γt and αt .
procedure is illustrated in Algorithm 1. The IDE2 precoder
is with low-complexity and is mainly composed of two parts,
linear estimator (6) and nonlinear estimator (7). Specifically,
given the prior information of xtd on
E{x} = xtd and E{(x − xtd)(x − xtd)H } =
1
µ
I, (9)
the linear estimator in (6) is an accurate approximation in
massive MIMO systems for the optimal linear minimum mean-
squared error (LMMSE) estimator
rt = xtd +W
(
s − H˜xtd
)
, (10)
where
W =
(
H˜HH˜ + µI
)−1
H˜H, (11)
and H˜ = βH. From the perspective of estimation theory, the
LMMSE estimator in (10) is biased in each iteration. It can
be revised as an unbiased version by replacing W with Wu =
DW, where D is a diagonal matrix and the diagonal elements
of WuH˜ = D(H˜HH˜ + µI)−1H˜HH˜ are 1. Therefore, D is given
by
D = [diag(WH˜)]−1. (12)
In massive MIMO systems, the complexity for computing
the LMMSE matrix (11) is very high. Fortunately, it can be
addressed by using an approximation for the matrix inversion,
which is given by (
H˜HH˜ + µI
)−1
≈ 1
µ
I. (13)
Consequently, we obtain
Wu ≈ [diag(H˜HH˜)]−1H˜H . (14)
Thus, the linear estimator can be derived as (6). As the BS is
equipped with low-resolution DACs, the output of the linear
estimator rt should be projected onto finite-precoding set χ.
The nonlinear estimator can be denoted by
xt+1 = Πχ
(
rt
)
. (15)
In each iteration, Πχ generates xt+1 exactly from the dis-
crete point set χ, which is clearly different from rt . Therefore,
a damping factor α should be introduced to help the algorithm
to be convergent as follows,
xt+1d = αx
t
d + (1 − α)xt+1. (16)
The three equations in (6)-(8) are executed iteratively until
convergence.
B. Network Architecture
We propose a model-driven-DL-based precoder, named
IDE2-Net, for massive MU-MIMO with finite-alphabet pre-
coding. As Fig. 2 illustrated, the structure of the IDE2-Net is
obtained by unfolding the IDE2 precoder and adding several
trainable parameters. The input of the IDE2-Net is the signal
vector s, and the channel matrix, H˜, and the final output is
xout = Πχ
(
xT+1d
)
. The IDE2-Net consists of T cascade layers,
where each has the same architecture but is with different
trainable parameters. For the t-th layer of the IDE2-Net, the
calculative process is performed as follows
Wu = [diag(H˜HH˜)]−1H˜H, (17)
rt = xtd + γ
tWu(s − H˜xtd), (18)
xt+1 = Πχ
(
rt
)
, (19)
xt+1d = α
txtd + (1 − αt )xt+1, (20)
where θt = {γt, αt } are learnable variables in each layer.
When γt = 1 and αt = 0.95 for each layer, the IDE2-Net
is reduced to the IDE2 precoder.
In Section III-A, we have introduced the principle of the
IDE2 precoder. In fact, IDE2 appears nearly similar to the
classical projected gradient descent algorithm with the objec-
tive function as illustrated in (4). The update for each iteration
can be described as the following form
xt+1d = Πχ
(
xtd + λH˜(s − H˜xtd)
)
, (21)
where the step size λ is always set to be sufficiently small
to ensure convergence. Different from the classical projected
gradient algorithm with a constant step size λ, the IDE2
precoder uses a vector form step size, [diag(H˜HH˜)]−1, that
makes the linear estimator in (6) unbiased. By contrary, the
step size in (21) is λ, which makes each update in a biased
manner. The step size in the IDE2 precoder is obtained by
4TABLE I Complexity analysis of different precoders
Algorithm Multiplications Learnable Variables
IDE2 O(2NK + N ) 0
IDE2-Net O(2NK + N ) 2
C2PO O(N2K + NK) 0
NNO-C2PO O(N2K + NK) 2
SQUID O(2NK + N ) 0
an approximation in a large system and is not the optimal
one. Therefore, we will optimize the step size by tuning the
parameter γt with DL. Furthermore, we have found that the
damping factor α is important in IDE2 precoder in [5] and
α = 0.95 is selected based on a trade-off between stability
and speed of convergence. The optimized α depends on SNR
and modulated symbols. Therefore, optimizing α through DL
is an efficient approach.
C. Complexity Analysis
Here, we compare the computational complexity of the
proposed IDE2-Net and other prior state-of-the-art methods,
including SQUID [3], IDE2 [5], C2PO [4], NNO-C2PO [14] in
terms of the number of multiplication operations and learnable
variables in each iteration, and summarize the corresponding
results in Table I. The complexity of the IDE2, IDE-Net2 and
SQUID is O(2NK + N), which is much lower than that of
C2PO and NNO-C2PO. Furthermore, the number of trainable
variables of the IDE2-Net is only determined by the number of
layers T and is independent of the number of antennas N and
users K . This is a very attractive feature for massive MIMO
systems. The few trainable variables can improve the stability
and convergence speed of the IDE2-Net in the training process.
IV. NUMERICAL RESULTS
In this section, we provide numerical results to show the per-
formance of the proposed model-driven-DL-based precoder.
First, we elaborate the implementation details and parameter
settings. Then, the bit error-rate (BER) performance under
i.i.d. Rayleigh MIMO channels1 with perfect CSI is provided
. The robustness of IDE2-Net to channel estimation error is
also investigated.
A. Implementation Details
IDE2-Net is implemented by utilizing Tensorflow in our
simulation by using a PC with GPU NVIDIA GeForce GTX
1080 Ti. The SNR is defined as
SNR =
NPt
σ2
, (22)
including the array gain and can be regarded as the re-
ceived SNR for each user. We consider the extreme case
that the BS is equipped with one-bit DACs. As existing
deep learning APIs are mostly devoted to process the real-
valued data, we consider equivalent real-valued representation
for the system model (1). The code will be available at
https://github.com/hehengtao/IDE2-Net.
1In this paper, we consider conventional Rayleigh MIMO channel, which
is often used in [3]–[6]. The practical impairments considered in [17] can be
investigated in our future work.
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128 and K = 16 in a Rayleigh-fading channel with SNR = 14
dB.
The training data consists of a number of randomly gener-
ated pairs d(i) , (s(i),H(i)). For each pair d(i), the channel H is
randomly generated from the i.i.d. MIMO channel model. The
data s(i) is generated from the 16-QAM modulation symbol
with M being the modulation order. We train the network with
1, 000 epochs. At each epoch, the training set contains 5, 000
different samples d(i), and 1, 000 different validation samples.
The network is trained using the stochastic gradient descent
(SGD) optimizer. The learning rate is set to be 0.1 initially, and
has 10-fold decrease for every 200 epochs, afterwards keeps
0.0001 for the remaining epochs. The batch size is set to 100.
We use the cost function defined as
Loss(θ) = Es
{‖s − βHxout‖22 } (23)
where xout is the final output of the IDE2-Net. The nonlinear
estimator Πχ in each layer is not differentiable. We adopt the
identity function in the backward pass, known as the straight-
through estimator in [18] to decouple the forward-propagation
and backpropagation. Then, all remaining operations in the
IDE2-Net have well-defined gradients and can be differenti-
ated automatically.
B. BER Performance
First, we analyze the convergence of the IDE2-Net, IDE2
and NNO-C2PO precoders. Fig. 3 illustrates the BER per-
formance versus the number of iterations (layers). From the
figure, the IDE2-Net has faster convergence speed than IDE2
and NNO-C2PO algorithms, which demonstrates the learnable
variables can significantly accelerate convergence of the IDE2
algorithm. The reason is the IDE2-Net can learn the optimal
parameters θ = {γt, αt }T
t=1 involved in the step size and
damping factors from the data.
Fig. 4 compares the BER performance of the IDE2-Net,
IDE2 [5], NNO-C2PO [14], SQUID, SDRr, and SDR1 pre-
coders in [3] with different numbers of iterations T . The NNO-
C2PO is the state-of-the-art DL-based precoder. Except for
SDRr, the IDE2-Net outperforms other precoders in terms of
BER performance. However, the high complexity of SDRr
precoder prevents its use for massive MU-MIMO systems
with hundreds of antennas. Furthermore, compared with the
IDE2 precoder, the IDE2-Net has significantly performance
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Fig. 4. BER performance of several precoders with different
number of iterations for a massive MU-MIMO system with
N = 128 and K = 16 in a Rayleigh-fading channel.
improvement for different numbers of iterations. However, the
performance gain is decreased with the increase of the layers.
This is because the IDE2-Net and IDE2 precoder will have
similar performance when the number of layers is adequate.
C. Robustness to Channel Estimation Error
In aforementioned sections, we have assumed that the BS
has perfect CSI. Then, we investigate the robustness of the
IDE2-Net to channel estimation error in this section. We
assume the noisy channel is given by
Hˆ =
√
1 − H + √E, (24)
where  ∈ [0, 1] and E hasNC(0, 1) entries. The value of  = 0,
 ∈ (0, 1), and  = 1 correspond to cases with perfect CSI,
partial CSI, or no CSI, respectively. We consider the IDE2-
Net and NNO-C2PO are with T = 20 layers and SNR = 14
dB. The IDE2-Net and NNO-C2PO are trained with perfect
CSI and deployed with imperfect CSI.
Fig. 5 demonstrates the robustness of different precoders
to channel estimation error. As the figure illustrated, the
robustness of IDE2-Net to channel estimation error is better
than IDE2 precoder, and similar to NNO-C2PO, SQUID, and
SDR1, which demonstrates the learnable variables can improve
the robustness.
V. CONCLUSION
We have developed a model-driven DL network for massive
MU-MIMO with finite-alphabet precoding, named IDE2-Net.
The IDE2-Net inherits the superiority of the iterative precoder
and DL technique and presents excellent performance. The
network has lower complexity than other precoding algorithms
and only few adjustable parameters are required to be opti-
mized. Simulation results demonstrate that significant perfor-
mance gain can be obtained by learning corresponding optimal
parameters from the data to improve the BER performance,
accelerating convergence and enhancing robustness to channel
estimation error with Rayleigh fading channel.
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