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Abstract
In this paper we design a fast new algorithm for reducing an N × N quasiseparable matrix to upper
Hessenberg form via a sequence of N − 2 unitary transformations. The new reduction is especially useful
when it is followed by the QR algorithm to obtain a complete set of eigenvalues of the original matrix. In
particular, it is shown that in a number of cases some recently devised fast adaptations of the QR method
for quasiseparable matrices can benefit from using the proposed reduction as a preprocessing step, yielding
lower cost and a simplification of implementation.
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1. Introduction
In this paper we suggest a fast algorithm for transformation of a quasiseparable matrix to upper
Hessenberg form. This algorithm may be used to reduce the problem of finding of the complete
set of eigenvalues of a quasiseparable matrix to the corresponding problem for a matrix which
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is in upper Hessenberg form. The matrix A ∈ CN×N is called quasiseparable of order p if all
its submatrices which do not cross the main diagonal have rank less than or equal to p. If p is
bounded from above by a constant independent of N , then A has a quasiseparable structure which
can be exploited in order to devise fast linear eigenvalue solvers.
The most widely used algorithm for computing the eigenvalues of a dense matrix is the shifted
QR iteration,
A0 = A,
Ak − αkIn = QkRk,
Ak+1 :=RkQk + αkIn, k = 0, 1, . . .
In recent years several fast adaptations of the QR iteration for quasiseparable matrices have
been devised (see, for instance [4,2,10,1,15]). Under the auxiliary assumption that A = A0 is a
small rank modification of Hermitian or a unitary matrix, it was shown that the quasiseparable
structure of A is maintained during the QR process so that each iteration can really be performed
in linear time using linear memory space.
We consider the preliminary transformation of A into a quasiseparable matrix B, B = UAU−1,
in upper Hessenberg form. If B is quasiseparable of order p′ = O(p), then the QR eigenvalue
algorithm can be applied to the input matrix B at the cost of O(N) flops and O(N) storage per
iteration. In addition, since all the iterates are upper Hessenberg the fast adaptations of the shifted
QR algorithm are simplified considerably. More specifically,
(1) the Q factor can be computed inexpensively;
(2) the computational effort in the transformation from B to Q∗BQ is aimed at updating only
the data arrays in the upper triangular portion of B;
(3) the stopping criterion, the shifting strategies and the deflation techniques implemented in
the LAPACK routines for general Hessenberg matrices can be incorporated in the fast QR
eigenvalue algorithms.
In this paper we describe an algorithm that uses unitary similarity transformations to reduce a
p-order quasiseparable matrix A to an upper Hessenberg form B. If A is a small rank perturbation
of Hermitian or a unitary matrix, then the reduction is performed at the cost of O(N2) flops
using O(N) memory storage. Given a compact representation for the entries of A in terms of
O(N) parameters (generators) the algorithm returns as output an O(N) parametrization for the
entries of an upper Hessenberg matrix B such that B = UAU∗ and U is unitary. The resulting
scheme provides a generalization of the algorithm obtained in [11] for the tridiagonalization of a
symmetric order-1-quasiseparable matrix having a diagonal-plus-semiseparable (dpps) structure.
Another related method for the reduction of a symmetric banded-plus-semiseparable matrix to a
band form was developed in [5].
Our method is especially helpful when the input matrix A is Hermitian. Since unitary similarity
transformations preserve the Hermitian property, the reduced matrix B turns out to be tridiagonal.
Therefore, the efficient computation of the complete set of eigenvalues of A can be split into two
stages. Firstly, we convert A into its tridiagonal form B by means of our fast reduction algorithm.
Secondly, we apply any available fast tridiagonal eigensolver for calculating the eigenvalues of
B. This approach outperforms the fast QR variants for Hermitian quasiseparable matrices [10,15]
since the iterative phase can be accomplished by using highly tuned, efficient and tested software
already available to the scientific computing community.
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When this paper was already prepared for publication we received from Marc Van Barel and
Steven Delvaux manuscript [16] which contains some relations to our paper.
The paper is organized as follows: In Section 2 we recall some preliminary and basic results
concerning quasiseparable matrices. In Section 3, we develop the fast reduction algorithm to
convert a given quasiseparable matrix into its Hessenberg or tridiagonal form by unitary transfor-
mations. In Section 4 we carry out the complexity analysis of the algorithm whereas the results
of extensive numerical experiments are presented in Section 5. Finally, the conclusion and a
discussion of the results are the subjects of Section 6.
2. Preliminaries
In this section we recall some basic properties and results for quasiseparable matrices.
A matrix A ∈ CN×N is called order-(nL, nU )-quasiseparable [7] if
nL = max
1kN−1 rankA(k + 1:N, 1: k), nU = max1kN−1 rankA(1: k, k + 1:N),
where A(i: j, k: l) is the submatrix of A with entries having row and column indexes in the
ranges i through j and k through l, respectively. In case nU = nL = r one refers to A as an
order-r-quasiseparable matrix.
A computationally important property of N × N quasiseparable matrices is that they can
be represented by only O((nL + nU)N) parameters via generators. Given the set of m × m
matrices {b(j)}N−1j=2 and two positive integers i, j , we define the matrix b×i,j as follows: b×i,j =
b(i + 1) · · · b(j − 1) for N  j > i + 1  2, b×i,j = b(i − 1) · · · b(j + 1) for N  i > j + 1 
2 and bj,j+1 = bj+1,j = Im for 1  j  N − 1, where Im stands for the identity matrix of order
m. Then an order-(nL, nU )-quasiseparable matrix A = (Ai,j ) ∈ CN×N can be represented in a
condensed form (see [6,7]):
Ai,j =
{
p(i)a×i,j q(j), 1  j < i  N,
g(i)b×i,j h(j), 1  i < j  N,
(2.1)
where p(i) and g(i − 1), 2  i  N , are row vectors of size nL and nU , respectively, q(i) and
h(i + 1), 1  i  N − 1, are column vectors of size nL and nU , respectively, and, moreover,
a(i) ∈ CnL×nL and b(i) ∈ CnU×nU , 2  i  N − 1. The elements p(i), q(i) and a(i) are said to
be lower generators of the matrix A; similarly, g(i), h(i) and b(i) are called upper generators of
the matrix A. Observe that no conditions are imposed on the diagonal entries of A.
The quasiseparable structure is maintained under arithmetic operations, inversion, LU and QR
factorization. More precisely, the matrices generated by these operations are still quasiseparable
with generally a different order of quasiseparability. Fast O(N) algorithms for performing these
operations, based upon generator manipulations, have already been devised in [7–9]. For our
purposes a special mention is due to the algorithm for computing a QR factorization of a (block)
quasiseparable matrix A = QR presented in [8] (derived there via applying the more general
Dewilde-Van der Veen method [6] to finite quasiseparable matrices). The algorithm first reduces
the matrix A into block upper Hessenberg form T = V ∗A and then transforms T into a triangular
matrix R = U∗T , where U and V are unitary.
The quasiseparable structure provides a generalization of the band structure. If ai = a, bi = b
and anL = 0, bnU = 0, then the matrix A defined by (2.1) is a band matrix with upper and lower
bandwidth nU and nL, respectively. Furthermore, small rank modifications of band matrices have
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a quasiseparable structure which can be conveniently exploited in the design of efficient linear
system solvers and eigenvalue algorithms.
In the next section we develop a fast algorithm that uses unitary similarity transformations
to reduce the input quasiseparable matrix A into its upper Hessenberg form B, as a means of
finding the eigenvalues of the matrix efficiently. The papers [4,2,10,1,15] describe some novel
adaptations of the customary QR eigenvalue algorithm for certain classes of structured quasisepa-
rable matrices. These classes include quasiseparable matrices A that can be represented as a small
rank modification of an Hermitian or a unitary matrix, i.e., A = F + UV ∗ where F ∈ CN×N is
Hermitian or unitary and U,V ∈ CN×m with m  N . For such kinds of matrices the reduction
to upper Hessenberg form can be carried out at the cost of O(N2) flops.
3. Reduction to Hessenberg form
In this section we describe a fast recursive algorithm for reducing a quasiseparable matrix
A ∈ CN×N of order (n, n′) to its upper Hessenberg form B by unitary similarity transfor-
mations, that is, B = UAU∗ with U unitary. The algorithm accomplishes the task in N − 2 steps
Aj−1 → Aj , 1  j  N − 2, where A0 = A and AN−2 = B. The process can be summarized
as follows:
A = A0 → A1 → · · · → AN−3 → AN−2 = B. (3.1)
The j th step creates zeros in the j th column of Aj−1 by working on the trailing principal
submatrix of Aj−1 of order N − j + 1. After N − 2 steps the reduction is complete.
For the sake of notational simplicity, let us consider the first step when j = 1. The computation
consists of the following stages:
(1) The first stage is just like the first step of the QR decomposition algorithm for quasisepa-
rable matrices in [8]. That is, given the generators of A we compute the generators of two
quasiseparable matrices V and T such that V is unitary, T is block upper Hessenberg and
A = V T .
(2) At the second stage we find the generators of the matrix V ∗AV = T V whose first column
turns out to have zero entries in the last N − n − 1 positions.
(3) Finally, the third stage amounts to annihilate the nonzero entries of V ∗AV in positions
(2, 1), . . . , (n + 1, 1).
At the first stage of the algorithm we use Theorem 6.1 from [8] and obtain the following factor-
ization.
Theorem 3.1. Let A ∈ CN×N be a quasiseparable matrix of order (n, n′) represented in the form
(2.1) with lower generatorsp(i) (i = 2, . . . , N), q(j) (j = 1, . . . , N − 1), a(k) (k = 2, . . . , N−
1), upper generators g(i) (i = 1, . . . , N − 1), h(j) (j = 2, . . . , N), b(k) (k = 2, . . . , N − 1)
and diagonal entries d(k) (k = 1, . . . , N). Let us define the numbers ρk , ρ′k,mk, nk and νk,
1  k  N, via the following relations, respectively:
ρk = N − k, k = N − 1, . . . , N − n + 1; ρk = n, k = N − n, . . . , 1;
ρ′k = ρk + n′, k = 1, . . . , N; mk = nk = 1, k = 1, . . . , N;
νk = 0, k = N, . . . , N − n + 1; νk = 1, k = N − n, . . . , 2; ν1 = n + 1.
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Then the matrix A admits the factorization A = V T, where V = (Vi,j ) is a unitary matrix
represented in the block lower triangular form with blocksVi,j of sizesmi × νj (i, j = 1, . . . , N),
and T = (Ti,j ) is a matrix represented in the block upper triangular form with blocks Ti,j of
sizes νi × nj (i, j = 1, . . . , N). Moreover, both V and T have a block quasiseparable structure
specified as follows:
Vi,j =
{
pV (i)(aV )
×
i,j qV (j), 1  j < i  N,
dV (i), 1  i = j  N;
Ti,j =
{
gT (i)(bT )
×
i,j hT (j), 1  i < j  N,
dT (i), 1  i = j  N;
wherepV (i) (i = 2, . . . , N), qV (j) (j = 1, . . . , N − 1), aV (k) (k = 2, . . . , N − 1) are matrices
of sizes mi × ρi−1, ρj × νj and ρk × ρk−1, respectively; gT (i) (i = 1, . . . , N − 1), hT (j) (j =
2, . . . , N), bT (k) (k = 2, . . . , N − 1) are matrices of sizes νi × ρ′i , ρ′j−1 × nj and ρ′k−1 × ρ′k,
respectively. The diagonal blocks dV (i) and dT (i) (k = 1, . . . , N) are matrices of sizes mi × νi
and νi × ni, respectively.
These matrices used to represent the entries of V and T are determined starting from the
generators of A by means of the following algorithm:
(1) Set
XN = p(N), pV (N) = 1, hT (N) =
[
h(N)
d(N)
]
,
dV (N) to be 1 × 0 empty matrix, dT (N) to be 0 × 1 empty matrix.
(2) For k = N − 1, . . . , 2 perform the following steps:
(a) Find the QR factorization[
p(k)
Xk+1a(k)
]
= Vk
(
Xk
0
)
,
where Vk is a unitary matrix of size (1 + ρk) × (1 + ρk) and Xk is a matrix of size
ρk−1 × n.
(b) Determine the matrices pV (k), aV (k), dV (k), qV (k) of sizes 1 × ρk−1, ρk × ρk−1, 1 ×
νk, ρk × νk , respectively, from the partition
Vk =
[
pV (k) dV (k)
aV (k) qV (k)
]
.
(c) Compute
h′k = p∗V (k)d(k) + a∗V (k)Xk+1q(k), hT (k) =
[
h(k)
h′k
]
,
bT (k) =
(
b(k) 0
p∗V (k)g(k) a∗V (k)
)
,
gT (k) =
[
d∗V (k)g(k) q∗V (k)
]
, dT (k) = d∗V (k)d(k) + q∗V (k)Xk+1q(k).
(3) Set V1 = Iν1 and define matrices dV (1), qV (1) of sizes 1 × ν1 and ρ1 × ν1, respectively,
from the partition
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V1 =
[
dV (1)
qV (1)
]
. (3.2)
Finally, compute
dT (1) =
(
d(1)
X2q(1)
)
, gT (1) =
(
g(1) 0
0 Iρ1
)
. (3.3)
Remark 3.2. The previous algorithm involves operations with arrays of zero dimension, i.e.,
empty matrices. These operations are defined according to the rules used in MATLAB and
described by Carl de Boor in “An empty exercise”, SIGNUM 25 (1990) 2–6. In particular, the
product of a m × 0 matrix by a 0 × m matrix is a m × m matrix with all entries equal to 0. Empty
matrices may be used in assignment statements as a convenient way to delete rows or columns of
matrices.
Remark 3.3. In the description of the block quasiseparable structure of the matrices V and T
the matrices pV (i) (i = 2, . . . , N), qV (j) (j = 1, . . . , N − 1), aV (k) (k = 2, . . . , N − 1) and
gT (i) (i = 1, . . . , N − 1), hT (j) (j = 2, . . . , N), bT (k) (k = 2, . . . , N − 1) play the role of
block generators and therefore, similarly with the scalar parametrization (2.1) they are said
lower generators of V and upper generators of T , respectively. More specifically, pV (i) (i =
2, . . . , N), qV (j) (j = 1, . . . , N − 1), aV (k) (k = 2, . . . , N − 1) are called lower generators
with orders ρi (i = 2, . . . , N) whereas gT (i) (i = 1, . . . , N − 1), hT (j) (j = 2, . . . , N), bT (k)
(k = 2, . . . , N − 1) are called upper generators with orders ρ′i (i = 2, . . . , N). If we do not take
into account the entries of T and V expressed in terms of products of possibly empty matrices,
then it is easily seen that the representations of V and T involve generators of maximal orders n
and n + n′, respectively.
At the second stage of the algorithm for reducing A to upper Hessenberg form we compute the
matrixB = V ∗AV = T V . SinceB is defined as the product of two block triangular quasiseparable
matricesT andV , it also has a block quasiseparable structure. The next result presents an algorithm
to find the generators and the diagonal entries of this matrix.
Theorem 3.4. Let A ∈ CN×N be a quasiseparable matrix of order (n, n′) with lower genera-
tors p(i) (i = 2, . . . , N), q(j) (j = 1, . . . , N − 1), a(k) (k = 2, . . . , N − 1), upper generators
g(i) (i = 1, . . . , N − 1), h(j) (j = 2, . . . , N), b(k) (k = 2, . . . , N − 1) and diagonal entries
d(k) (k = 1, . . . , N).LetV and T be the matrices obtained in Theorem 3.1, the matrixV = (Vi,j )
is a unitary matrix represented in the block lower triangular form with blocks Vi,j of sizes mi ×
νj (i, j = 1, . . . , N) and with lower generators pV (i) (i = 2, . . . , N), qV (j) (j = 1, . . . , N −
1), aV (k) (k = 2, . . . , N − 1) of orders ρk (k = 1, . . . , N − 1) and diagonal
entries dV (k) (k = 1, . . . , N), the matrix T = (Ti,j ) is represented in the block upper
triangular form with blocks Ti,j of sizes νi × nj (i, j = 1, . . . , N) and with upper generators
gT (i) (i = 1, . . . , N − 1), hT (j) (j = 2, . . . , N), bT (k) (k = 2, . . . , N − 1) of orders ρ′k (k =
1, . . . , N − 1).
The matrix B = T V = (Bi,j ) is a block matrix with the blocks Bi,j of sizes νi × νj (i, j =
1, . . . , N) and lower and upper generators of the same orders as the ones of the matrices V and
T , respectively. It means that the block entries Bi,j of B have the form
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Bi,j =
⎧⎨⎩
pB(i)(aB)
×
i,j qB(j), 1  j < i  N,
dB(i), 1  i = j  N,
gB(i)(bB)
×
i,j hB(j), 1  i < j  N,
(3.4)
wherepB(i) (i = 2, . . . , N), qB(j) (j = 1, . . . , N − 1), aB(k) (k = 2, . . . , N − 1) are matrices
of sizes νi × ρi−1, ρj × νj and ρk × ρk−1, respectively; gB(i) (i = 1, . . . , N − 1), hB(j) (j =
2, . . . , N), bB(k) (k = 2, . . . , N − 1) are matrices of sizes νi × ρ′i , ρ′j−1 × νj and ρ′k−1 × ρ′k,
respectively.
The lower and upper generators of B as well as its diagonal entries dB(k) (k = 1, . . . , N) are
determined using the following algorithm:
(1) Compute
zN = hT (N)pV (N),
pB(N) = dT (N)pV (N), αN = zNaV (N − 1), (3.5)
dB(N) = dT (N)dV (N), βN = zN , (3.6)
hB(N) = hT (N)dV (N), γN = bT (N − 1)zN . (3.7)
Set aV (1) = 0ρ1×0, bT (1) = 00×ρ′1 .(2) For i = N − 1, . . . , 2 perform the following steps:
(a) Set
qB(i) = qV (i), aB(i) = aV (i),
bB(i) = bT (i), gB(i) = gT (i). (3.8)
(b) Compute
zi = hT (i)pV (i), (3.9)
pB(i) = dT (i)pV (i) + gT (i)αi+1, αi = [zi + bT (i)αi+1]aV (i − 1), (3.10)
dB(i) = dT (i)dV (i) + gT (i)βi+1qV (i), βi = zi + bT (i)βi+1aV (i), (3.11)
hB(i) = hT (i)dV (i) + γi+1qV (i), γi = bT (i − 1)[zi + γi+1aV (i)]. (3.12)
(3) Set qB(1) = qV (1), gB(1) = gT (1). Finally, compute
dB(1) = dT (1)dV (1) + gT (1)β2qV (1). (3.13)
Proof. The proof easily follows from some recursive relations which express the generators
of the product of two block triangular quasiseparable matrices in terms of the generators of
the factors. For N  i > j  1 since T is a block upper triangular matrix and pV (i) (i =
2, . . . , N), qV (j) (j = 1, . . . , N − 1), aV (k) (k = 2, . . . , N − 1) are lower generators of the
matrix V we obtain
Bi,j =
N∑
k=i
Ti,kVk,j =
N∑
k=i
Ti,kpV (k)(aV )
×
k,j qV (j).
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From the equality
(aV )
×
k,j = (aV )×k,i−1(aV )×i,j (3.14)
it follows that
Bi,j = pB(i)(aV )×i,j qV (j), 1  j < i  N,
where
pB(i) =
N∑
k=i
Ti,kpV (k)(aV )
×
k,i−1, i = 2, . . . , N. (3.15)
This implies that the matrix B has the lower generators aB(k) = aV (k) (k = 2, . . . , N − 1),
qB(j) = qV (j) (j = 1, . . . , N − 1), and pB(i) (i = 2, . . . , N) defined in (3.15). In particular, it
means that the orders ρk (k = 1, . . . , N − 1) of these generators are the same as the ones of the
matrix V .
Now we show that the generators pB(i) satisfy the relations (3.5) and (3.10). Indeed, for i = N
we have
pB(N) = TN,NpV (N)(aV )×N,N−1 = dT (N)pV (N),
and, for i = N − 1, . . . , 2, by using Tj,j = dT (j) and the fact that gT (i) (i = 1, . . . , N − 1),
hT (j) (j = 2, . . . , N), bT (k) (k = 2, . . . , N − 1) are the upper generators of the matrix T we
get
pB(i) = gT (i)
N∑
k=i+1
(bT )
×
i,khT (k)pV (k)(aV )
×
k,i−1 + dT (i)pV (i)(aV )×i,i−1
= gT (i)αi+1 + dT (i)pV (i),
where
αi+1 =
N∑
k=i+1
(bT )
×
i,khT (k)pV (k)(aV )
×
k,i−1.
Observe that
αN = (bT )×N−1,NhT (N)pV (N)(aV )×N,N−2 = hT (N)pV (N)aV (N − 1).
Moreover, by using the relations
(bT )
×
i−1,k = bT (i)(bT )×i,k, (aV )×k,i−2 = (aV )×k,i−1aV (i − 1), (3.16)
we obtain
αi =
N∑
k=i
(bT )
×
i−1,khT (k)pV (k)(aV )
×
k,i−2
= (bT )×i−1,ihT (i)pV (i)(aV )×i,i−2 + bT (i)
⎛⎝ N∑
k=i+1
(bT )
×
i,khT (k)pV (k)(aV )
×
k,i−1
⎞⎠ aV (i − 1)
= [hT (i)pV (i) + bT (i)αi+1]aV (i − 1),
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which completes the proof of (3.5) and (3.10). The proof of the corresponding relations (3.7) and
(3.12) for the upper generators of B follows in a similar way.
Finally, we must check the relations (3.6), (3.11) and (3.13) for the diagonal entries of the
matrix B. We have
dB(N) = BNN = TNNVNN = dT (N)dV (N),
and, for i = N − 1, . . . , 1,
Bi,i =
N∑
k=i
Ti,kVki = Ti,iVi,i +
N∑
k=i+1
Ti,kVk,i = dT (i)dV (i) + gT (i)βi+1qV (i),
where
βi+1 =
N∑
k=i+1
(bT )
×
i,khT (k)pV (k)(aV )
×
k,i .
We find that βN = hT (N)pV (N) and, moreover, from the relations (3.16) we obtain
βi =
N∑
k=i
(bT )
×
i−1,khT (k)pV (k)(aV )
×
k,i−1
= (bT )×i−1,ihT (i)pV (i)(aV )×i,i−1 + bT (i)
⎛⎝ N∑
k=i+1
(bT )
×
i,khT (k)pV (k)(aV )
×
k,i
⎞⎠ aV (i)
= hT (i)pV (i) + bT (i)βi+1aV (i),
which completes the proof of the theorem. 
Some further interesting properties of the matrix B considered as a scalar matrix are shown in
the next result.
Corollary 1. Let A ∈ CN×N be a quasiseparable matrix of order (n, n′) with lower genera-
tors p(i) (i = 2, . . . , N), q(j) (j = 1, . . . , N − 1), a(k) (k = 2, . . . , N − 1), upper generators
g(i) (i = 1, . . . , N − 1), h(j) (j = 2, . . . , N), b(k) (k = 2, . . . , N − 1) and diagonal entries
d(k) (k = 1, . . . , N). Let B = (Bi,j ) ∈ CN×N be defined as in (3.4), where both the generators
and the diagonal entries are generated by the algorithm stated in Theorem 3.4. Then the submatrix
B(:, 1 : n + 1) formed by the first n + 1 columns of B has the form
B(:, 1 : n + 1) =
⎛⎝ d(1) g(1)β2(1 : n′, :)X2q(1) β2(n′ + 1 : n + n′, :)
0(N−n−1)×1 P
⎞⎠ = ( dB(1)
PqB(1)
)
, (3.17)
where
P = col(pB(i)(aB)×i,1)N−ni=2 (3.18)
and the matrices X2 and β2 are defined in (3.3) and (3.11). Moreover, the submatrix B(1 :
n + 1, n + 2 : N) is given by(
g(1)b×1,2hB(2)(1 : n′, :) · · · g(1)b×1,N−nhB(N − n)(1 : n′, :)(
0n×n′ In
)
(bB)
×
1,2hB(2) · · ·
(
0n×n′ In
)
(bB)
×
1,N−nhB(N − n)
)
. (3.19)
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Finally, the entries of the trailing principal submatrix B(n + 2 : N, n + 2 : N) of B are specified
as follows:
(B)i,j =
⎧⎨⎩
pB(i − n)(aB)×i−n,j−nqB(j − n), n + 2  j < i  N,
dB(i − n), i = j = n + 2, . . . , N,
gB(i − n)(bB)×i−n,j−nhB(j − n), n + 2  i < j  N,
(3.20)
Proof. Formulas (3.20) immediately follow from the block representation (3.4) by neglecting
empty columns and rows. Moreover, it is also found that
B(1 : n + 1, 1 : n + 1) = dB(1),
B(n + 2 : N, 1 : n + 1) = PqB(1), (3.21)
and
B(1 : n + 1, n + 2 : N) = gB(1)(row(bB)×1,j hB(j))N−nj=2 , (3.22)
where P is given by (3.18). From (3.2) and (3.3) we obtain
dV (1) =
(
1 01×n
)
, qV (1) = qB(1) =
(
0n×1 In
)
,
dT (1) =
(
d(1)
X2q(1)
)
, gT (1) =
(
g(1) 0
0 In
)
.
Substituting these expressions into relations (3.13), (3.21) and (3.22) gives (3.17) and (3.19). 
The scalar structure of the matrix B is exploited at the third stage of our proposed reduc-
tion algorithm in order to determine an N × N unitary matrix W˜ = 1 ⊕ W ⊕ IN−n−1 such that
C = W˜ ∗V ∗AV W˜ = A1 has the desired zeros in the first column and, moreover, the trailing
principal submatrix C(2 : N, 2 : N) has the same quasiseparable structure as the original matrix
A.
Theorem 3.5. Under the conditions of Corollary 1 let W be an n × n unitary matrix such that
W ∗X2q(1) =
(
δ1
0(n−1)×1
)
with some number δ1. Set
W˜ = 1 ⊕ W ⊕ IN−n−1 =
⎛⎝1 0 00 W ∗ 0
0 0 IN−n−1
⎞⎠ , C = W˜ ∗BW˜ .
Then the first column of the matrix C has the form
C(:, 1) =
⎛⎝ d(1)δ1
0(N−2)×1
⎞⎠ . (3.23)
Moreover, the entries of A(1) = C(2 : N, 2 : N) satisfy
(
A(1)
)
i,j
=
⎧⎨⎩
p(1)(i)(a(1))×i,j q(1)(j), 1  j < i  N − 1,
d(1)(i), 1  i = j  N − 1,
g(1)(i)(b(1))×i,j h(1)(j), 1  i < j  N − 1,
(3.24)
with lower generators p(1)(i) (i = 2, . . . , N − 1), q(1)(j) (j = 1, . . . , N − 2), a(1)(k) (k =
2, . . . , N − 2) of order n and upper generators g(1)(i) (i = 1, . . . , N − 2), h(1)(j) (j = 2, . . . ,
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N − 1), b(1)(k) (k = 2, . . . , N − 2) of order n + n′. The generators and the diagonal entries
d(1)(i) (i = 1, . . . , N − 1) of A(1) are determined by means of the following relations:
p(1)(i) = W ∗(i, :)β2(n′ + 1 : n + n′, 1 : n), i = 2, . . . , n,
p(1)(i) = pB(i − n + 1), i = n + 1, . . . , N − 1;
q(1)(j) = W(:, j), j = 1, . . . , n,
q(1)(j) = qB(j − n + 1), j = n + 1, . . . , N − 2;
a(1)(k) = In, k = 2, . . . , n,
a(1)(k) = aB(k − n + 1), k = n + 1, . . . , N − 2;
d(1)(i) = W ∗(i, :)β2(n′ + 1 : n + n′, 1 : n)W(:, i), i = 1, . . . , n,
d(1)(i) = dB(i − n + 1), i = n + 1, . . . , N − 1; (3.25)
h(1)(j) =
(
0n′×1
β2(n′ + 1 : n + n′, 1 : n)W(:, j)
)
, j = 2, . . . , n,
h(1)(j) = hB(j − n + 1), j = n + 1, . . . , N − 1;
g(1)(i) = (01×n′ W ∗(i, :)) , i = 1, . . . , n,
g(1)(i) = gB(i − n + 1), i = n + 1, . . . , N − 2;
b(1)(k) = In+n′ , k = 2, . . . , n,
b(1)(k) = bB(k − n + 1), k = n + 1, . . . , N − 2.
Proof. The relation (3.23) immediately follows from (3.17) and the definition of the matrix W˜ .
Moreover, we also obtain that
A(1)(1 : N − 1, 1 : n) = C(2 : N, 2 : n + 1) =
(
W ∗β2(n + 1 : 2n, :)W
PW
)
, (3.26)
and
A(1)(n + 1 : N − 1, n + 1 : N − 1) = C(n + 2 : N, n + 2 : N)
= B(n + 2 : N, n + 2 : N). (3.27)
Formulas (3.25) for the diagonal entries of A(1) follow from (3.20) and (3.26). Thus, it remains
to show that (3.24) also holds for the off-diagonal entries. For n + 2  i, j  N we obtain the
representation (3.20). The relations for the lower generators p(1)(i), a(1)(i) and q(1)(j), 1  j <
i  n, follow directly from (3.26) and (3.18). Analogously, the relations for the upper generators
g(1)(i), b(1)(j) and h(1)(j), 1  i < j  n, are easily derived from (3.19). 
Once we have computed the quasiseparable structure of the trailing principal submatrix A(1)
of A1 then we can proceed with the second step of our reduction algorithm A1 → A2. This is
identical to the first, except that it acts on the submatrix A(1) by creating zeros in its first column.
After N − 2 steps the reduction is complete. The result is an upper Hessenberg matrix AN−2 = G
that is unitarily similar to A = A0. In the next section we analyze the computational complexity
of the resulting algorithm.
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Remark 3.6. Algorithms presented in this section may be extended on quasiseparable matrices
with block entries and on matrices with variable orders of generators.
4. Complexity analysis and recovering of the upper triangular structure
Our proposed reduction algorithm takes as input a quasiseparable of order (n, n′) matrix
A = (ai,j ) ∈ CN×N represented by means of its generators and diagonal entries. It returns as
output the entries of an upper Hessenberg matrix G = UAU∗ with U unitary. The computation
of G is performed by exploiting the quasiseparable structure of the matrices generated in the
reduction process (3.1). Specifically, let A(j) denote the (N − j) × (N − j) trailing principal
submatrix of Aj considered at the (j + 1)-step of (3.1). We know that A(j) is quasiseparable
of appropriate orders, say, (n, nj ). The computational cost of our reduction procedure depends
critically on the magnitude of nj .
For the sake of simplicity we can assume that nj = max{n, nj }. Now we may easily estimate
the total flop count for the the reduction algorithm applied at the (j + 1)-step to the matrix
A(j) ∈ C(N−j)×(N−j). The algorithm from Theorem 3.1 can be performed at the cost of O((N −
j)(njn +(n + 1, n))), where(r, s) denotes the complexity of computing a QR decomposition
of a r × s matrix. The computation of the generators and the diagonal entries of the matrix B in
Theorem 3.4 requires O((N − j)n2j n) flops. The final stage of the reduction described in Theorem
3.5 costs O(n2)flops. Therefore, the total flop count for the (j + 1)-step is O((N − j)(n2j n + n3)).
This means that our approach is highly inefficient if n is large and/or nj can grow significantly as
j increases. From Theorem 3.5 it follows that n′j  j · n and, therefore, in general an unpleasant
linear growth of nj can be observed. However, if n is independent of N and, moreover, nj
can be bounded from above by c · n, where c is a small constant, then our algorithm exhibits a
quadratic O(N2) complexity which improves the cost of the customary algorithms by an order of
magnitude.
There are at least four remarkable cases where our method achieves such important computa-
tional savings. The first one is the Hermitian case. If A is Hermitian then each matrix Aj inherits
the Hermitian property and, therefore, the matrix G computed at the final step of our reduction
scheme is tridiagonal. Clearly, the lower generators of A(j) also yield a complete set of upper
generators and, hence, nj = n. In this case to determine upper generators of the matrix B from
Theorem 3.4 instead of using the formulas (3.7), (3.8) and (3.12) we set
gB(i) = q∗B(i), hB(i) = p∗B(i), bB(i) = a∗B(i).
An interesting generalization is A = F + UV ∗, where F ∈ CN×N is an Hermitian matrix and
U and V are N × m matrices with m  N . Differently saying, A is a (small) m-rank perturbation
of a Hermitian matrix. Unitary similarity transformations preserves this structure and, therefore,
each matrix Aj is a m-rank perturbation of a Hermitian matrix Fj , i.e., Aj = Fj + UjV ∗j . In
addition, it is immediately found that, for k = 1, . . . , N − j − 1,
A(j)(1 : k, k + 1 : N − j)
= F (j)(1 : k, k + 1 : N − j) + U(j)(1 : k, :)(V (j))∗(:, k + 1 : N − j)
and using the equality
(F (j))∗ = (A(j))∗ − V (j)(U(j))∗
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we get
A(j)(1 : k, k + 1 : N − j) = (A(j)(k + 1 : N − j, 1 : k))∗
− V (j)(1 : k, :)(U(j))∗(:, k + 1 : N − j)
+ U(j)(1 : k, :)(V (j))∗(:, k + 1 : N − j).
This means that a complete set of upper generators of order nj  n + 2m for A(j) can be deter-
mined inexpensively by using the lower generators of A(j), the rows of U(j) and the columns
of V (j). In this case the matrix B from Theorem 3.4 has the form B = F˜ + U˜ V˜ with F˜ = F˜ ∗,
U˜ = col(u(k))Nk=1, V˜ = col(v(k))Nk=1, where u(k), v(k) are m-dimensional rows. To determine
upper generators of the matrix B instead of using the formulas (3.7), (3.8) and (3.12) we set
gB(i) =
[−v(i) u(i) q∗B(i)] , hB(i) =
⎡⎣u∗(i)v∗(i)
p∗B(i)
⎤⎦ , bB(i) = (I2m 00 a∗B(i)
)
.
It is worth noting that the computation of the matrices givenU(j−1) andV (j−1) essentially reduces
to the multiplication by an order-(n, n)-quasiseparable matrix and, therefore, can be carried out
in O(nm(N − j)) flops. The matrix G generated by our algorithm applied to A = F + UV ∗ turns
out to be an order-(1, 2m + 1)-quasiseparable matrix.
The remaining two remarkable cases are A = H and A = H + UV ∗, where H ∈ CN×N is
unitary and U and V are N × m matrices with m  N . The extension from Hermitian to unitary
matrices relies upon the observation that combining the unitary and the quasiseparable property
also imposes some strict relationships among the lower and upper generators. In particular, it was
shown [3,12] that a unitary (n, n′)-quasiseparable matrixA(n′  n)must be (n, n) quasiseparable.
The compression of the quasiseparable structure in the upper triangular part ofA can be performed
in O(Nn′2n) flops by using either the structured QR factorization algorithm in [8] or the unitary
completion method proposed in [3]. The same techniques can be applied at the generic (j + 1)th
step to recover the upper generators of the matrix Aj = Hj + UjV ∗j given its lower generators
together with the rows and the columns of Uj and Vj , respectively. Again, we obtain that Aj and, a
fortiori, A(j) is an order-(n, n + 2m)-quasiseparable matrix. Furthermore, the upper Hessenberg
matrix G computed at the very end of the reduction scheme is still (1, 2m + 1) quasiseparable.
5. Numerical results
In this section we present the results of numerical tests to check the effectiveness and the robust-
ness of our proposed reduction algorithm for quasiseparable matrices of special form. Numerical
tests were performed in the system MATLAB with machine precision eps  2.2 × 10−16. To
illustrate the performance of the algorithm we considered some problem classes encountered in
the study of certain algebraic Riccati equations. In particular, the following equation is of interest:
XCX − XE − AX + K = 0, (5.1)
where A,K,C,E ∈ Rn×n have the form
A = − eqT, K = eeT, C = qqT, E = D − qeT,
with e = (1, . . . , 1)T and
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Table 1
Numerical results for α = 0.9 and c = 0.8
m ‖H‖2 ‖U∗HU − B‖2/‖H‖2 ‖U∗U − Im‖2
100 6.4e+02 2.6e−15 6.0e−15
200 1.3e+03 1.1e−15 9.5e−15
300 1.9e+03 1.9e−15 1.3e−14
400 2.5e+03 2.0e−15 1.8e−14
500 3.1e+03 3.0e−15 2.4e−14
Table 2
Numerical results for α = 0.9999 and c = 0.8
m ‖H‖2 ‖U∗HU − B‖2/‖H‖2 ‖U∗U − Im‖2
100 6.4e+05 2.1e−15 1.1e−14
200 1.3e+06 1.0e−15 2.0e−14
300 1.9e+06 1.8e−15 2.7e−14
400 2.5e+06 2.8e−15 3.7e−14
500 3.1e+06 4.6e−15 4.6e−14
⎧⎨⎩q = (q1, . . . , qn)
T with qi = ci/(2ωi),
 = diag(δ1, . . . , δn) with δi = (cωi(1 + α))−1,
D = diag(d1, . . . , dn) with di = (cωi(1 − α))−1.
The equation arises from applications in transport theory (see [13,14] and the references therein),
where the following additional conditions on the parameters α, c, ωi , ci are generally assumed:
0 < c  1, 0  α < 1, 0 < ωn < · · · < ω1 < 1,
ci > 0, 1  i  n,
n∑
i=1
ci = 1. (5.2)
Our interest in (5.1) stems from the well-known fact that if(
E C
−K −A
)(
Y
Z
)
=
(
Y
Z
)
W, Y,Z,W ∈ Cn×n,
and Y is nonsingular, then X = −ZY−1 solves (5.1). The most reliable method for carrying out
these invariant-subspace computations is the QR eigenvalue algorithm applied to the input matrix
H ∈ Rm×m, m = 2n,
H =
(
E C
−K −A
)
=
(
D 0
0 −
)
−
(
q
e
)(
e
T
,−qT
)
.
Observe that H is a real diagonal matrix plus a rank-one correction. Our algorithm can be applied
to transform the input matrix H to an upper Hessenberg form B = U∗HU , where U is unitary.
It turns out that B is (1, 3) quasiseparable and the same holds for the matrices involved at each
step of the reduction. Thus the algorithm of computation of the matrix B has a square O(n2)
complexity.
We performed numerical experiments for different values of the parameters n and α, c, ωi , ci
satisfying (5.2). The limiting casesα → 1 andα = 0 are particularly meaningful. Asα approaches
1 the norm of the matrix H grows and this can affect the accuracy of the computed solution
X = X(α). On the other hand when α = 0, A = ET and, hence, H is Hamiltonian and (5.1)
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Table 3
Numerical results for α = 0 and c = 1
m ‖H‖2 ‖U∗HU − B‖2/‖H‖2 ‖U∗U − Im‖2
100 51 1.8e−15 6.9e−15
200 101 3.4e−15 9.6e−15
300 151 1.4e−14 2.0e−14
400 201 1.2e−14 1.8e−14
500 251 2.2e−14 2.6e−14
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Fig. 1. Structure of the upper Hessenberg matrix B.
becomes a symmetric algebraic Riccati equation. We tested the accuracy of our algorithm in
these cases. Tables 1–3 show the results of our numerical experiments. In each experiment the
matrix H of size m = 2n is generated by setting c = (c1, . . . , cn) = [1 : n]/sum([1 : n]) and
 = (ω1, . . . , ωn) = [n : −1 : 1]/(n + 1). Tables 1–3 cover our tests for α = 0.9, c = 0.8, α =
0.9999, c = 0.8 and α = 0, c = 1, respectively. The algorithm returns as output an upper Hessen-
berg matrix B and a numerically unitary matrix U such that U∗HU = B. Each table reports the
2-norm of H , the backward error ‖U∗HU − B‖2/‖H‖2 and the quantity ‖U∗U − Im‖2 which
measures the departure from orthogonality of U . Finally, for α = 0, c = 1 and m = 50, Fig. 1
shows the typical structure of the matrix B generated at the very end of the reduction process.
The reported results suggests that the proposed algorithm is numerically backward stable.
6. Conclusion
In this paper we have presented an algorithm that uses unitary similarity transformations to
transform a given quasiseparable matrixA to upper Hessenberg or tridiagonal form. If, in addition,
A can be represented as a small rank perturbation of an Hermitian or a unitary matrix, then the
proposed method is computationally appealing due to its low memory requirements and its low
complexity. Recently, several fast adaptations of the QR eigenvalue algorithm for such matrices
A have been developed. The preliminary reduction of A to upper Hessenberg or tridiagonal form
can drastically simplify the application and the implementation of these variants. The analysis of
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the computational and numerical properties of the resulting composite QR algorithms is planned
for future work.
References
[1] D.A. Bini, F. Daddi, L. Gemignani, On the shifted QR iteration applied to companion matrices, Electron. Trans.
Numer. Anal. 18 (2004) 137–152 (electronic).
[2] D.A. Bini, Y. Eidelman, L. Gemignani, I. Gohberg, Fast QR eigenvalue algorithms for Hessenberg matrices which
are rank-one perturbations of unitary matrices, Technical Report 1587, Department of Mathematics, University of
Pisa, 2005.
[3] D.A. Bini, Y. Eidelman, L. Gemignani, I. Gohberg, The unitary completion and QR iterations for a class of structured
matrices, submitted for publication.
[4] D.A. Bini, L. Gemignani, V.Y. Pan, Fast and stable QR eigenvalue algorithms for generalized companion matrices
and secular equations, Numer. Math. 100 (3) (2005) 373–408.
[5] S. Chandrasekaran, M. Gu, Fast and stable eigendecomposition of symmetric banded plus semi-separable matrices,
Linear Algebra Appl. 313 (1–3) (2000) 107–114.
[6] P. Dewilde, A.J. van der Veen, Time-Varying Systems and Computations, Kluwer Academic Publishers, Boston,
MA, 1998.
[7] Y. Eidelman, I. Gohberg, On a new class of structured matrices, Integr. Equat. Operator Theory 34 (1999) 293–324.
[8] Y. Eidelman, I. Gohberg, A modification of the Dewilde–van der Veen method for inversion of finite structured
matrices, Linear Algebra Appl. 343–344 (2002) 419–450.
[9] Y. Eidelman, I. Gohberg, Fast inversion algorithms for a class of block structured matrices, Contemporary Math.
281 (2001) 17–38.
[10] Y. Eidelman, I. Gohberg, V. Olshevsky, The QR iteration method for Hermitian quasiseparable matrices of an
arbitrary order, Linear Algebra Appl. 404 (2005) 305–324.
[11] D. Fasino, N. Mastronardi, M. van Barel, Fast and stable algorithms for reducing diagonal plus semiseparable
matrices to tridiagonal and bidiagonal form, in: Fast Algorithms for Structured Matrices: Theory and Applications
(South Hadley, MA, 2001), Contemporary Mathematics, vol. 323, American Mathematical Society, Providence, RI,
2003, pp. 105–118.
[12] L. Gemignani, Quasiseparable structures of companion pencils under the QZ-algorithm, Calcolo 42 (3–4) (2005)
215–226.
[13] J. Juang, W.W. Lin, Nonsymmetric algebraic Riccati equations and Hamiltonian-like matrices,SIAM J. Matrix Anal.
Appl. 20 (1) (1999) 228–243 (electronic).
[14] L. Lu, M.K. Ng, Effects of a parameter on a nonsymmetric algebraic Riccati equation, Appl. Math. Comput. 172
(2) (2006) 753–761.
[15] R. van Debril, M. van Barel, N. Mastronardi, An implicit QR algorithm for symmetric semiseparable matrices,
Numer. Linear Algebra Appl. 12 (7) (2005) 625–658.
[16] M. van Barel, S. Delvaux, A Hessenberg reduction algorithm for rank structured matrices, Technical Report 460,
Department of Computer Science, Katholieke Universiteit Leuven, May 2006.
