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第 1 章 序章 
1.1 あらまし 
 近年、2020 年以降のマーケット状況や移動通信に求められる要求条件を考慮し、移動通信システムの
さらなる⾼度化として、第 5 世代移動通信システム（5G）の開発や設備投資、そしてサービス開始が世
界的に進められてきた。そして、5G によって爆発的に増加したデータを活⽤し、できることの範囲を拡
⼤させているのが AI とロボティクスの⾼度化である。5G の特徴と概要を下記の図 1.1 に⽰す[1]。 
 2010 年代以降に AI が注⽬を集めたのは⼤量の学習データをもとにした精度の⾼い画像認識（顔認証
技術）や、完全情報ゲームである囲碁においてコンピュータ囲碁プログラムである「AlphaGo（アルファ
碁）」が⼈間のプロ棋⼠に勝利したことなどがきっかけとなった。そこからさらに技術は進化し、シミュ
レーションや⾃⼰対戦を繰り返すことで最適解を導き出す⼿法などが確⽴され、不完全情報ゲームにお
いても⼈間の能⼒を上回る段階に差し掛かっている[2]。そして 2020 年現在の AI は映像のような複雑な
データから⼈間の⾏動分析を⾏うことを可能にしている。例えば、レジに⼈がいない無⼈コンビニであ
る「Amazon Go」ではコンピュータ・ビジョンやディープラーニング、センサー技術を組み合わせるこ
とで、スマホを⼀つ携帯するだけで簡単かつスムーズな決済を可能にした。 
今後は⾃律的な計画策定の向上までもが期待されている。深夜の建築現場や⼈がいない農場などの限
定環境下での建築機械・農業機械の⾃動運転の実現の⽀援などへの応⽤が期待される。完全⾃動運転の
実現は、AI やロボットの業務活⽤を本格化させるものであるが、当⾯の AI・ロボットでは汎⽤性に⽋け
るのが現状である。そうした時代における AI・ロボットは、その優位性が発揮できる環境に限定するこ
とや、⼈間の補助・⽀援サービスとして活⽤することが必要だ。 
本研究ではそうした時代を想定し、特に建築現場においての⾃動運転⽀援や事故防⽌システムの実現
を⽬指した。⾼速・⼤容量通信を実現する 5G を活⽤することで 4K 映像などの⾼精細映像を瞬時にやり
取りし、AI による解析を⾏うことができる。その際に⽣じうる通信における雑⾳や、画像認識の精度に
ついてのシミュレーション実験を評価したので報告する。 
 
図 1.1 5G の特徴と概要 
出所[1] 総務省「第 5 世代移動通信システムについて」(2018 年 10 ⽉)をもとに作成 
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1.2 研究背景 
1.2.1 移動通信システムの進化 
 携帯電話やスマートフォン等の通信の基盤となるモバイルネットワークは、現在までに第⼀世代（1G）
から第四世代（4G）まで進化してきた。1979 年に当時の NTT が⾃動⾞電話を商⽤化し、1980 年代には
持ち運びのできる“携帯電話”のサービスが始まった。この移動通信システムが「1G」であり、このとき
は⾳声を電波に乗る信号に変換して伝送するアナログ⽅式であった。これ以降の移動通信システムは 10
年ごとに進化しており、1990 年代にはデジタル⽅式による移動通信システムである「2G」の時代となっ
た。2G ではデジタル⽅式による通信システムを⽤いることにより、データ通信が容易に可能となったこ
とで、携帯電話は⾳声に加えメールなどのデータ通信サービスが利⽤できる端末となった。そして 2001
年に「3G」が開始され、2G から 3G に進化し通信が⾼速⼤容量化したことで、i モードなどの通信プラ
ットフォーム上の様々なサービスが⼀気に普及することとなった。国内では 2008 年に iPhone 3G が提
供されたことを⽪切りに、3G によってスマートフォンが爆発的に普及した。その後も通信の⾼速化に向
けた研究開発が進められ、2012 年には「4G」としてサービスが展開された。スマートフォン上のサービ
スは 4G 環境によってますます普及し、動画配信サービスやモバイルゲームなど次々と新たなサービス
が⽣まれていった。 
 このように移動通信システムは新たなサービスと共に進化してきたことが分かる。「1G」では⾳声通話。
「2G」ではメールやウェブ、「3G」ではプラットフォームとサービス、「4G」では⼤容量コンテンツとそ
の多様化などを挙げることができる。5G が実際に⽣活の中で使⽤される 2020 年代では、IoT（Internet 
of Things）技術の進化に伴いネットワークに繋がる「モノ」が現在より爆発的に増加することが予想さ
れる。通信量もそれを証明しており、総務省「我が国の移動通信トラフィックの現状」によると、移動通
信の総量は今もなお指数関数的に伸びている。このような時代の流れの中で、電波利⽤ニーズの更なる
増加や IoT 時代に対応可能な新たな無線システムの実現が必要だと考えられる時代に 5G のサービス開
始が開始されることになる。移動通信システムの進化の様⼦を以下の図 1.2.1 に⽰す[1]。 
 
図 1.2.1 移動通信システムの進化 
出所[1] 総務省「第 5 世代移動通信システムについて」(2018 年 10 ⽉)をもとに作成 
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1.2.2 5G の特徴 
 新世代の移動通信システムとして世界規模で研究開発が⾏われている 5G では従来システムと⽐べて
通信速度が格段に上昇する。4G の 10 倍以上も通信速度が速くなるとされており、例えば従来の通信シ
ステムである 4G では 2 時間の映像をダウンロードするのに 5 分程度の時間を要するが、5G では 3 秒で
ダウンロードが完了する[3]。具体的な数値では、4Ｇでは下り（基地局から端末⽅向の通信）が最⼤ 1Gbps
超程度、上り（端末から基地局⽅向の通信）が最⼤数百 Gbps 程度であった通信速度が、5Ｇでは下り最
⼤ 20Gbps、上り最⼤ 10Gbps 程度という⽔準を⽬指している。この通信速度の向上により扱うデータ量
も格段に増え、⾃動運転⾞(コネクテッドカー)や、ロボティクス、動画配信サービスなど応⽤範囲を広げ
ることができる。 
 また、5G では従来技術の発展の「⾼速化」だけでなく、「低遅延・⾼信頼」、「多数同時接続」といった
新たなネットワーク要件を備えるものとされている。それぞれ特徴も 4G と⽐較すると、通信の遅延は
10ms から 1ms と 10 分の 1 に、接続するデバイス数が 1 平⽅キロメートルあたり 10 万から 100 万と 10
倍に進化すると考えられている。通信速度、遅延性、接続数に関する 4G と 5G の性能⽐較を以下の図
1.2.2 に⽰す[4]。 
5G 通信の運⽤が想定される 2020 年には、IoT 化が急速に進みネットワークに繋がる「モノ」が現在
より爆発的に増加することが予想される。IoT 技術の進化により多くのモノの遠隔操作や⾃動認識、⾃動
計測などが可能となるが、⼩さなデータのやり取りが莫⼤に増⼤するため、⾼速⼤容量通信は得意だが
⼩さなデータをやり取りすることが苦⼿な 4G LTE では限界がある。さらに、IoT 時代において 4G LTE
通信を使⽤することは通信の遅れにも繋がる。仮に 0.1 秒の遅延でも、危険を察知するためのセンサーで
はそれが致命傷となり⼤事故が発⽣する可能性がある。さらに触覚を伝える通信を想定しても、わずか
な遅延が⼤きな違和感を⽣じさせることになる。 
このような背景の中、⼤容量データでも 4G LTE よりもさらに⾼速に通信可能で、IoT などの⼩さく膨⼤
な数のデータを効率的に送受信し、低遅延・低消費電⼒を実現できる 5G システムの利⽤は不可⽋であ
る。 
 
図 1.2.2 4G と 5G の性能⽐較 
出所[4] au(KDDI)「位置づけと性能：au 5G」をもとに作成 
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1.2.3 5G で使⽤される周波数帯域 
 実際に 5G において「⾼速化」、「低遅延・⾼信頼」、「多数同時接続」という特徴を実現させるためには、
現在使⽤されている周波数帯域幅をより広げることが必要である。5G に割り当てられた電波は「サブ 6
帯」と呼ばれる 3.7GHz 帯や、4.5GHz 帯、そして「ミリ波帯」の 28GHz 帯となっている。現在の通信
システムである 4G までに利⽤されている電波を⾒てみると、最も⾼い周波数は 3.5GHz 帯であり、5G
の電波がいかに⾼い周波数であるかが分かる。4G と 5G における周波数帯域を⽐較した図を以下の図
1.2.3 に⽰す[5]。 
 
 
図 1.2.3 4G と 5G における周波数帯域の⽐較 
出所[5] au(KDDI)「5G を⽀える技術：au 5G」をもとに作成 
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1.2.4   建設現場の危険性 
 本研究では建築現場を想定し、⾃動運転⽀援や事故防⽌システムの実現を⽬指した。その理由として
建設現場における⾼い事故の発⽣率が挙げられる。建設現場は重機や危険な道具を伴う作業が多く、⾜
場が悪く危険な場所での作業も多いため、死亡事故などの重⼤事故の発⽣件数も⾼い傾向にある。建設
業における死傷者及び死亡者数の推移を下記図 1.2.4 に⽰す。これによると、建設業における労働災害は
減少を続けており、過去 20 年間の推移に絞ると、死傷者数については平成 10 年の 38,117 ⼈から平成 30
年の 15,374 ⼈へと約 60%の⼤幅減少となっていることが分かる。さらに、死亡災害についても 725 ⼈か
ら 309 ⼈へと 50%以上減少している。しかし、かつてに⽐べると労働災害は減少してきたが、近年にな
ってその減少にも限界が⾒え始めている。直近 5 年の推移に着⽬するとその減少率は横ばいで、死傷者
数は約 1.4%、死亡者数は僅か 0.5%の減少にとどまっている。減少率をここで留めてしまうのではなく、
死傷者及び死亡者数を 0 にするための解決策として、さらなる技術⾰新とその活⽤が必要になる。 
 
 
図 1.2.4  建設業における死傷者及び死亡者数の推移 
出所[6] 「建設業における労働災害発⽣状況」をもとに作成 
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加えて、建設現場における安全性向上が重要な理由として他産業に⽐べ労働災害が多い傾向にあるこ
とも挙げられる。全産業と建設業における死傷者及び死亡者数の推移を下記図 1.2.5 に⽰す。建設業就業
者が全産業の就業者中に占める割合は 8％に過ぎないにもかかわらず、死傷災害の約 20％、死亡災害の
33％と⾮常に⾼い⽐率を占めていることが分かる。このように常に危険が伴い、事故の発⽣件数が多い
建設現場において、その安全性を⾼め、事故件数を減らすことは重要な社会課題の解決に繋がる。 
 
 
図 1.2.5  全産業と建設業における死傷者及び死亡者数の推移 
出所[6] 「建設業における労働災害発⽣状況」をもとに作成 
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1.3 研究⽬的 
 本研究では 5G と AI による画像認識を組み合わせたシステムを⼯事現場の事故防⽌の解決策として提
案し、さまざまな状況における 5G ネットワークの有⽤性について評価する。 
具体的には、⼯事現場で 4K カメラを搭載したトラックやクレーン⾞、⼯事作業機械などからの撮影映
像を 5G の無線ネットワークを介することでデータベースに送信し、データベースにて⼈⼯知能を⽤い
て作業者の周辺で⾏き交う⼈などの情報を判定、⾃動運転トラック・クレーン⾞のドライバーへ通知を
することで危険回避を可能とするシステムを想定する。特に、多くの 4K カメラを搭載したトラック・ク
レーン⾞は同時に 5G のアップリンクを⽤いて画像伝送することからアップリンクのトラフィックが輻
輳することが考えられる。ここでは、基本的な 5G の特性評価として、低速で移動するトラック・クレー
ン⾞からの 4K 映像をそのままデータベースに送信し、移動速度や基地局と IoT 機器と接続した 5G 端末
との距離に応じた誤り環境に基づき、映像品質が劣化した状況で⼈⼯知能を⽤いて周辺環境を判断し同
定するシステムの判定誤りとの関係について明らかにすることが⽬的である。現在世界各地で研究され
ている次世代通信技術である 5G が実際に暮らしの中で使⽤され、我々の暮らしをより安全に、より便利
にするものとなることを⽬指し、本研究に取り組んだ。 
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第 2 章 提案システムの概要 
2.1 実験概要と⽬的 
 第 5 世代移動通信（5G）は⾼速、⼤容量、低遅延など多くの特徴を有する。IoT 時代では多くの IoT
端末や 4K カメラのような⾼品質な映像伝送特性が求められる。特に、⾃動運転⾞や⾼品質カメラによる
監視システムなど 5G を適⽤する多くの応⽤システムへの適⽤が考えられる。5G は広帯域伝送による⾼
速化伝送を⽬的としてミリ波帯の通信を⽤いることから、サービスエリアは限定された狭域エリアでの
⾼品質サービスに向いている。従って、本研究ではエリアが限定されている⼯事現場での安全安⼼シス
テムの応⽤として検討を⾏った。 
5G の低遅延と⼤容量化ネットワークの特徴から、５G の各 IoT 端末からの膨⼤なデータ処理機能装置
は、基地局内のゲートウェイに近接した場所か、基地局をエッジとした MEC（モバイルエッジコンピュ
ーティング）として処理することが望まれる。そこでは、IoT 端末から送信された⼤量のデータ処理を実
⾏し、その結果を遅延なく移動端末へ戻すことが必要である。従来の 4GLTE では IoT 端末として⼤量の
⾼精細カメラ映像を少ない遅延時間で伝送ができないことから、⾃動運転やリアルタイムでの監視シス
テムへの応⽤が困難であった。 
本論⽂では、4K カメラを⽤いた⾼精細監視カメラを IoT 端末としてトラック、クレーン⾞あるいは⼯
事作業機械などへ設置し周囲映像を撮影する。そして撮影した映像を 5G のアップリンクを⽤いて基地
局へ送信し、物体検出機能を有したデータ処理装置で分析および解析を⾏う。その結果をリアルタイム
で⼯事現場にいるトラックやクレーン⾞のドライバー、⾃動運転⾞両へ送信することで、衝突や事故を
未然に防いで安全な作業環境を実現する AI 管理システムを想定する。特に建設現場ではトラック、クレ
ーン⾞などの⼯事作業機械は低速で移動しており、障害物などにより電波障害の発⽣が考えられる。さ
らに多くの IoT 機器が狭いエリアで利⽤されることから、多くの IoT 端末から⾼速の⼤容量データが送
信され、アップリンクのトラフィックは輻輳状態となる。⾼精細な 4K 映像伝送は H.265/HEVC 圧縮を
⾏っても 1 チャンネルあたり平均 40Mbps のデータレートが必要となるため、従来の 4G 通信では伝送
速度の観点から安定して複数チャンネルの 4K 映像伝送を実現することは困難である。 
本研究では、5G の基本的な特性を上記管理システムへ適⽤し、データ処理機能において IoT 端末から
送られてくる映像を⽤いて対象映像から⼈を検出し、5G の伝送特性から導き出される正誤判定率をパラ
メータとして⽤いて評価を⾏った結果について明らかにした。 
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2.2 提案システム 
 
図 2.2.1 提案する AI モニタリングシステム 
 
上記図 3.2.1に本研究が提案するシステムの構成図を示す。 
まず、車に搭載されているカメラによって撮影された動画が 5Gシステムのアップリンクを用いて基地
局へ逐次データとして送信される（①）。このデータが基地局を通してサーバ内のデータ蓄積処理装置へ
と送信され（②）、受信されたデータに対する画像認識が AIを用いて行われる（③）。ここで画像認識を
行なった際に人などの障害物が検知された結果はダウンリンクを用いてドライバーや作業車へ通知され
る。画像認識によって人などの障害物が検知された場合には④〜⑥のサーバから車側へのダウンリンク
が行われ、対象物が認識されたという情報がサーバを介して（④）、基地局へ伝送され（⑤）、ドライバー
に障害物ありという情報が伝えられる（⑥）。この際の①〜⑥の情報の伝達は全て５G通信システムによ
って行われる。 
このシステムを工事現場での大型車、トラックなどの運転車に適応することでより安全な運転を実現
し、危険を察知した際のアシスト機能を提供することが可能となる。この時、従来の通信システムではな
く５G 通信を用いることで多くのモノがネットワークに接続する状況となる IoT の普及の一つの例であ
る車においても、アップリンクによる輻輳や遅延の解決、また大規模容量通信の実現につながると考え
られる。 
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第 3 章 システム設計 
3.1 5G 通信のシミュレーション構成 
3.1.1  シミュレーションにおける 5G 通信システムの仕様 
5G 通信システムでは、（1）⾼速伝送と（2）低遅延がその重要な特性の⼀部である。5Gは仕様上、高速
伝送 10GBpsに向けては広帯域化が図られており、サブキャリアの帯域幅は 4G通信の 15kHzから 75kHz
に拡張され、チャネルの帯域幅は 20MHzから 100MHzに拡張されている。また，1msを下回る低遅延に
向けては物理レイヤのタイムスライスの縮小化が図られている[7][8]。本シミュレーションで用いる 5G
通信システムの主なパラメータを表 3.1.1に示す．  
 
表 3.1.1  シミュレーションで⽤いる 5G 通信システムの仕様[7][8] 
項⽬ 5G 通信シミュレーション仕様  
マルチキャリア変調⽅式 OFDM 
⼀次変調⽅式 QPSK,16QAM,64QAM 
帯域幅 100 MHz 
サブキャリア数 1200 
スロット⻑ 0.1msec 
サブキャリア感覚 75 KHz 
リソースブロック（RB） 12 subcarriers 
巡回プレフィックス 1.04 μsec 
MIMO 8 
誤り訂正符号 LDPC 
 
本研究では表 3.1.1 に⽰す 5G 通信システムの無線伝搬パスを数値解析ソフトフェアである
MATLAB[9]を使⽤してマルチパス環境に適応することによって、マルチパス 5G 通信のシミュレーショ
ンを⾏った。 5G 通信のシミュレーションは、フェージング環境を適⽤することにより、無線環境に応
じてデータの正誤を発⽣できるように設計した。また、実際にミリ波帯を使って実測し、実環境でのマル
チパス測定結果を⽤いて、移動環境に応じたデータの正誤を発⽣するためにマルチパスの実測を⾏った。
図 3.1.1 に、シミュレーションのフレームの構成を⽰す。 
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図 3.1.1 5G 通信のシミュレーションのフレーム構成 
 
3.1.2  マルチパス測定 
移動環境に応じたデータの符号誤りを発⽣させるために、ミリ波帯を使⽤した実環境でのマルチパス
測定を⾏った。実際の測定では無線局設置の許可を取得した上で、27.25-28.35 GHz 帯のネットワークア
ナライザーを⽤いてマルチパスを測定した。今回のシミュレーションでは⽐較的遅延分散の⼤きかった
屋内のマルチパスのデータを⽤いて評価を⾏った。シミュレーションで⽤いたマルチパスの遅延時間と
受信電⼒について、下記の表 3.1.2 に⽰す。 
 
表 3.1.2  測定したマルチパスの遅延時間と受信電⼒ 
パス条件 遅延時間 / msec 受信電⼒ / dBm 
Path 1 0.107 -51.8 
Path 2 0.111 -63.0 
Path 3 0.119 -62.5 
Path 4 0.129 -70.1 
Path 5 0.141 -70.5 
 
 
 
 
 
 
 
 16 
3.2 無線環境に応じた画像の⽣成 
移動体が伴う 5G 通信で⽣じる誤りを客観的、論理的、そして視覚的に判断するために、上記 3.1 で取
得した誤り率を基に、誤り率から計算したノイズを付随させた画像を⽣成した。計算ソフト及び画像出
⼒ソフトには MathWorks 社の MATLAB を使⽤した。誤り符号を伴った画像の⽣成⼿順について、以下
の図 3.2.1 に⽰す。 
 
 
図 3.2.1  誤り符号を伴った画像⽣成⼿順のフローチャート 
 
 図 3.2.1 に沿って、誤りを伴った画像の⽣成⽅法について述べる。まず静止画像をエンコードし、デー
タをバイナリ文字列で表現する。また、符号誤り率（BER/Bit Error Rate）のテキストも同様にバイナリ列
に変換する処理を行う。その後、符号化した画像データに誤り符号を排他的論理和で計算することで誤
りを伴った画像データのバイナリ列が人工的に生成できる。最後にこのバイナリ列をデコードすること
により誤り符号を伴った画像を生成する。この方式によって生成される誤り符号を伴った画像をもとに
本実験の評価を行う。この変換を行う前の画像を図 3.2.2に、この変換により誤り符号を伴った画像を図
3.2.3 に示す[10]。 
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図 3.2.2  変換前のオリジナル画像 
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図 3.2.3  変換によって誤り符号を伴った画像の例 
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3.3  ⼈⼯知能による物体検出⽅法 
本研究では⼯事現場の映像に映る⼈を機械学習によって検出し、認識率を雑⾳環境毎に⽐較した。実験
では、元画像に対して 3.2 の⽅式を⽤いて様々な状況における 5G 通信のエラービット率を掛け合わせた
変換後の画像を⽤いた。これにより、⼯事現場における 5G 通信を⽤いた物体検出の有⽤性を評価した。
実験では Google 社より提供されている「TensorFlow」という機械学習に⽤いるためのソフトウェアライ
ブラリを利⽤した[11]。そして物体検出を⾏うために、TensorFlow を利⽤して物体検出を⾏うためのフ
レームワークである「TensorFlow Object Detection API」を⽤いた。この API により検出された物体を
緑の枠で囲い、最も⾼い識別率が得られた検出物およびその識別率に対して同時にラベリングを⾏なっ
た。下記の図 3.3.1 に TensorFlow Object Detection API を⽤いて⼯事現場における⼈物検出を⾏なった
例を⽰す。 
 
 
図 3.3.2  Object Detection API を利⽤した⼈物検出の画像 
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第 4 章 シミュレーションと評価 
4.1 シミュレーション環境と条件 
⼯事現場では、トラックやクレーン⾞などの⼤型⾞両やその他の⼯事作業機械が移動する環境の中で
複数の作業員が働いている。この様な環境の中で、4K カメラ等で撮影した⾼精細度の映像を 5G の通信
回線を⽤いてデータ解析装置に伝送し分析を⾏う必要がある。分析の結果危険があると判断された場合
には、分析結果をクレーンの操縦者などの⾞両ドライバーへ通知することで、危険回避の⾏動を図るよ
うにサポートすることができる。また、⼯事現場で働いている⼈へ通知することで作業⾞両から離れる
等の回避⾏動をとらせることも可能となる。このような状況における 5G 通信を評価するためのシミュ
レーションを、2〜10 ⼈の建設作業員がいる建設現場を想定した環境下で⾏なった。ここでは、作業員を
検知して正確に⼈と認識する率や、周囲の物を誤って検知してしまう率が 5G の回線品質に応じてどの
ように変化するのかを明らかにした。 
⼯事現場からの映像を分析する AI の仕様を下記の表 4.1.1 に⽰す。また、実験に⽤いた 5G の無線環
境の状態を表 4.1.2 に⽰す。シミュレーション実験はこれらの条件の下で⾏い、その評価を⾏った。 
 
表 4.1.1  物体検出シミュレーションツール 
項⽬ ツール名 
AI Tensor Flow 
API Object Detection API 
 
表 4.1.2  5G 通信のシミュレーション条件 
項⽬ パラメータ 
周波数帯域幅 100MHz at 28GHz 
5G 通信シミュレーション仕様 表 3.1.1 を参照 
変調⽅式 QPSK,16QAM,64QAM 
マルチパス条件 表 3.1.2 を参照 
フェージング条件 0Hz(0km/H), 259Hz(5km/H), 
1000Hz(20km/H) 
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4.2 少⼈数環境におけるシミュレーション 
  ⼀般的な⼯事作業において、クレーン⾞やトラックなどの⼤型⾞両の作業中にその周囲を⼈が⼤勢歩
⾏するといった状況は考えづらい。より現実的な値に即するため、まず少⼈数環境実験として 2 ⼈以下
の映像を対象にシミュレーションを⾏なった。 
 
4.2.1  信号対雑⾳⽐（SNR）と認識率の関係 
⼯事現場でトラックやクレーン⾞が静⽌した状態で周囲を撮影している状況において、信号対雑⾳⽐
（SNR）を変化させた場合に作業員の認識率がどのように変化するのかをグラフにまとめた。下記図 4.2.1
に少⼈数環境における信号対雑⾳⽐（SNR）と認識率の関係を⽰す。 
 
 
図 4.2.1  少⼈数環境における信号対雑⾳⽐（SNR）と認識率の関係 
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4.2.2  フェージング周波数と認識率、および誤認識の関係 
続いて、フェージング周波数を変化させた場合に作業員の認識率と周囲の物を間違って検知する誤認
識率がどのように変化するのかをグラフにまとめた。ここで、28GHz 帯においてフェージング周波数
50Hz、259Hz、1000Hz は、⾞両の移動速度が時速 1km、時速 5km、時速 10km であることに相当する。
いずれの条件においても SNR は 25dB で評価を⾏った。また、いずれのシミュレーションにおいても誤
り訂正は適⽤していない。下記図 4.2.2 に少⼈数環境におけるフェージング周波数と認識率・誤認識率の
関係を⽰す。 
 
 
図 4.2.2  少⼈数環境におけるフェージング周波数と認識率・誤認識率の関係 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 23 
4.3  多⼈数環境におけるシミュレーション 
上記 4.2 のシミュレーションでは現実的な思考の下、⼈数を 2 ⼈以下の少数に設定して実験を⾏った
が、さらにより多くの⼈がいる状況が発⽣することも起こりうる。そこで今度は多⼈数環境を想定して、
作業員が 10 ⼈以下を⽰す画像で同じ実験を⾏った。  
 
4.3.1  多⼈数環境における信号対雑⾳⽐（SNR）と認識率の関係 
10 ⼈以下の多⼈数環境において、信号対雑⾳⽐（SNR）を変化させた場合に作業員の認識率がどのよ
うに変化するのかをグラフにまとめた。下記図 4.3.1 に多⼈数環境における信号対雑⾳⽐（SNR）と認識
率の関係を⽰す。 
 
 
図 4.3.1  多⼈数環境における信号対雑⾳⽐（SNR）と認識率の関係 
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4.3.2  多⼈数環境におけるフェージング周波数と認識率の関係 
同様に、10 ⼈以下の多⼈数環境において、フェージング周波数を変化させた場合に作業員の認識率が
どのように変化するのかをグラフにまとめた。下記図 4.3.2 に多⼈数環境におけるフェージング周波数と
認識率の関係を⽰す。 
 
 
図 4.3.2  多⼈数環境におけるフェージング周波数と認識率の関係 
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第 5 章 考察・まとめ 
5.1 考察 
5.1.1  信号対雑⾳⽐と認識率の関係の考察 
図 4.2.1 の結果から、フェージングのない条件下（トラックやクレーン⾞などの⼯事⾞両が静⽌した状
態で周囲を撮影している状況）では、信号対雑⾳⽐（SNR 値）が 15dB 以上であれば、QPSK、16QAM、
64QAM の全てで 90％以上の認識率が得られることが分かる。特に QPSK では SNR 値が 5 dB 以上の場
合、認識率は 88％を超える。⼀般に、データネットワークに推奨される SNR 値は 20dB 以上が望ましい
とされており、⾳声アプリケーションを使⽤するネットワークでは 25 dB 以上の SNR 値が推奨されてい
る[12]ことからこの結果には妥当性があると⾔える。 
 
5.1.2  フェージング周波数と認識率、および誤認識の関係の考察 
また、図 4.2.2 の結果から、フェージング環境下（トラックやクレーン⾞などの⼯事⾞両が低速で移動
している状態で周囲を撮影している状況）では QPSK、16QAM の認識率が 90％以上を超えている。図
4.2.1 の結果と合わせると、SNR 値が 15dB 以上の移動環境でも認識率が 85％を超えることがわかる。
そして、同じ条件下で 64QAM は認識率が 51％を超えることが分かる。また、誤認識率は 64QAM が最
も低く、16QAM、QPSK の順に低かった。最も誤認識率の⾼かった QPSK も考慮すると、誤認識率は
32％未満であった。 
 
5.1.3  多⼈数環境における信号対雑⾳⽐と認識率の関係の考察 
図 4.3.1 の結果によると、認識対象が 2 ⼈以下の少⼈数の場合と⽐較して、10 ⼈以下の多⼈数の場合
は認識率がわずかに低下することが⾒て取れる。しかし QPSK ではその認識率の差はわずか 2％程度で
あり、 16 QAM と 64 QAM で認識率の違いが⼤きくなることを⽰している。全体としては、10 ⼈以下
の多⼈数の状況では SNR 値が 17 dB 以上の場合、認識率が 90％を超えると⾔える。 
 
5.1.4  多⼈数環境におけるフェージング周波数と認識率の関係の考察 
そして図 4.3.2 の結果から、QPSK、16QAM、64QAM ともに⼈数が 10 ⼈以下の多⼈数に増えると認
識率に影響を受け、その認識率が 5%〜10%ほど低下していることが分かる。さらに、2 ⼈以下の少⼈数
環境に⽐べフェージングの影響を強く受け、フェージング周波数が 1000Hz であるとき 3 つの変調⽅式
全てで認識率が低下した。フェージング周波数が 1000Hz であるときは⾞両の移動速度が時速 10km で
あることに相当する。検出対象が 10 ⼈ほどの多⼈数で⾞両が時速 10km で移動している場合、⾞両が静
⽌している状態と⽐較して 3 つの変調⽅式の平均で 5.6%識別率が低下することが分かった。3 つの変調
⽅式の中でも特に 64QAM においてはフェージングの影響が強く⾒られ、その認識率の低下は 14%であ
った。 
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5.1.5  90%以上の認識率を実現するための符号誤り率の条件 
10 ⼈以下の多⼈数環境の状況下でも 90％以上の⾼い認識率を実現するためにはどのような条件が必
要かを考える。ここでは図 4.3.1 を参照し、SNR 値の低下（ノイズが強く発⽣する環境）に対して認識率
が最も低下しやすい 64QAM に対して考察する。 
条件を推察するために、下記図 5.1.5 に信号対雑⾳⽐（SNR）と符号誤り率（BER）の関係を⽰す。図
5.1.5 は 5GMF（第５世代モバイル推進フォーラム）に基づく MMSE 復調を使⽤した QPSK、16QAM、
および 64QAM 変調⽅式の BER 性能のシミュレーション結果を⽰している。図 5.1.5 によると、64QAM 
static において、BER が約2 × 10%&以下であれば SNR 値は 18dB を⽰すことが分かる。SNR 値が 18dB
であることは図 4.3.1 の結果から認識率は 90%を超えるので、BER が2 × 10%&以下であることが求めた
い条件の閾値であると⾔える。 
 
図 5.1.5  信号対雑⾳⽐（SNR）と符号誤り率（BER）の関係 
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5.1.6  誤り訂正を⽤いた認識率 
下記図 5.1.6 は、4096 点を使⽤した⾼速フーリエ変換（FFT）による LDPC 誤り訂正符号（低密度パ
リティ検査）の機能のシミュレーション結果を⽰している。横軸に LDPC 符号化前の BER を、縦軸に
LDPC 符号化後の BER を⽰しており、このシミュレーション結果は4 × 10%&の BER が LDPC 誤り訂正
符号化により10%(未満の BER になることを⽰している。ここで、4096 FFT は 5GMF で指定された 1200
のサブキャリアに適⽤するように設計されている。 
図 5.1.6 と図 5.1.5 を参照すると、BER 値が2 × 10%&である場合、SNR 値は QPSK で約 7 dB であり、
エラー修正の必要がないことが分かる。同様に、16QAM および 64QAM においては、BER 値が2 × 10%&
である場合、SNR 値はそれぞれ 15 dB、20 dB であり、LDPC 誤り訂正符号により 90％以上の認識率を
実現できると⾔える。 
 
 
図 5.1.6  4096 FFT を使⽤した LDPC の機能 
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5.2 まとめ 
本論⽂では、⼯事現場の安全性を⾼めるシステムに関する研究を紹介した。研究の結果は、SNR 値が
無線⼲渉などのノイズによって 15dB を下回らない範囲においては、物体検出 AI を使⽤して作業員の
90％以上の認識率を⽰すことを明らかにした。 
AI テクノロジーと 5G システムを組み合わせにより、⾼解像度ビデオ映像の伝送が可能となり、⼈の
⾏動をより詳細に分析できるようになる。今後は AI ロボットを使⽤した監視システムや⾃動運転⾞両の
周囲監視システムなど、低遅延で⼤容量の伝送を必要とするアプリケーションシステムの要求に応えら
れる 5G システムの実⽤化が重要となる。したがって、様々な環境や条件下での 5G の適⽤を検討するこ
とが必要であり、今後の研究課題として取り組む。 
 
謝辞 
本研究に際し、お時間を割いてご指導下さった佐藤拓朗教授に⼼から感謝を申し上げます。また、本研
究を⽀えて下さった⽂鄭講師、並びに佐藤研究室の皆様に⼼から感謝を申し上げます。また、本研究を進
める上で無線環境の測定およびシミュレーション環境を⽀援いただいた、総務省「屋内において 10Gbps
を超える超⾼速通信を可能とする第５世代移動通信システムの技術的条件等に関する調査検討会（ＧⅣ）」
に感謝を申し上げます。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 29 
参考⽂献 
[1] 総務省「第 5 世代移動通信システムについて」(平成 30 年 10 ⽉ 3 ⽇), 
https://www.soumu.go.jp/main_content/000579865.pdf, (閲覧⽇ 2019-12-20). 
[2]「AI、“不確実さ“克服へ」『⽇本経済新聞』,2020 年 1 ⽉ 19 ⽇, 朝刊. 
[3]「迫る 5G(1) 速度 100 倍 映画ダウンロード 3 秒で」『⽇本経済新聞』, 2019 年 3 ⽉ 27 ⽇, 朝刊. 
[4] au(KDDI)「位置づけと性能：au 5G」, https://www.au.com/mobile/area/5g/seinou/, (閲覧⽇ 
2019-12-26). 
[5] au(KDDI)「⽀える技術：au 5G」, https://www.au.com/mobile/area/5g/gijyutsu/, (閲覧⽇ 2019-
12-26). 
[6] 建設業労働災害防⽌協会(建災防)「建設業における労働災害発⽣状況」, 
https://www.kensaibou.or.jp/safe_tech/statistics/occupational_accidents.html, (閲覧⽇ 2020-1-12). 
[7] Verizon Wireless「Verizon 5G TF; Air Interface Working Group; Verizon 5th Generation Radio 
Access; Physical layer; General description (Release 1)」, 2016 年 6 ⽉. 
[8] Verizon Wireless「Verizon 5G TF; Air Interface Working Group; Verizon 5th Generation Radio 
Access; Multiplexing and channel coding (Release 1)」, 2016 年 9 ⽉. 
[9] Mathworks「Matlab ‒ 技術計算⾔語」, https://jp.mathworks.com/products/matlab.html, (閲覧⽇ 
2019-12-10). 
[10] PEXELS「Photo 2 man on construction site during daytime」, https://www.pexels.com/photo/2-
man-on-construction-site-during-daytime-159306/, (閲覧⽇ 2019-02-27). 
[11] Google「TensorFlow」, https://www.tensorflow.org/, (閲覧⽇ 2019-02-27). 
[12] Cisco Meraki Japan「無線の基礎：信号対雑⾳⽐（SNR）と無線信号強度」, 
https://www.cisco.com/c/m/ja_jp/meraki/documentation/mr/wifi-basics-and-best-practices/wireless-
fundamentals-signal-to-noise-ratio-snr-and-wireless-signal-strength.html, (閲覧⽇ 2020-01-05). 
[13] 野村総合研究所「IT ナビゲーター2020 年版」, 新版, 東洋経済新聞出版社, 2019 年, pp254-301. 
[14] ⻲井卓也「5G ビジネス」, Kindle 版, ⽇本経済新聞出版社, 2019 年, pp1-186. 
[15] Sajjad Dadkhah, Mario Koeppen and Somayeh Sadeghi,「Bad Ai: Investigating the Effect of Half-
Toning Techniques on Unwanted Face Detection Systems」, 2018 9th IFIP International Conference, 
pp.1-4, 2018 年 4 ⽉. 
[16] Sherif Shakib, Hyun-Chul Park, Jeremy Dunworth, Vladimir Aparin and Kamran Entesari, 「20.6 A 
28GHz efficient linear power amplifier for 5G phased arrays in 28nm bulk CMOS」, Solid-State Circuits 
Conference, pp.1-12, 2016 年 2 ⽉. 
[17] O. Alkhalifah, O. Alrabiah, A. Ragheb, M. A. Esmail and S. Alshebeili, 「Investigation and 
demonstration of 5G signal transmission over fiber/FSO/wireless links」, Electrical and Computing 
Technologies and Applications, pp.1-43, 2018 年 1 ⽉. 
[18] Daichi Nozaki「AI Management System to Prevent Accidents in Construction Zones Using 4K 
Cameras Based on 5G Network」, 2018 21st International Symposium on Wireless Personal Multimedia 
Communications (WPMC), pp1-5, 2018 年 11 ⽉ 
 
 
 
 30 
付録 - TensorFlow 物体検出プログラム / TensorFlow Object Detection API 
### Import 
import numpy as np 
import os 
import six.moves.urllib as urllib 
import sys 
import tarfile 
import tensorflow as tf 
import zipfile 
 
from collections import defaultdict 
from io import StringIO 
from matplotlib import pyplot as plt 
from PIL import Image 
from IPython.display import display 
 
from object_detection.utils import ops as utils_ops 
from object_detection.utils import label_map_util 
from object_detection.utils import visualization_utils as vis_util 
 
# patch tf1 into `utils.ops` 
utils_ops.tf = tf.compat.v1 
 
# Patch the location of gfile 
tf.gfile = tf.io.gfile 
 
 
### Model Preparation 
def load_model(model_name): 
  base_url = 'http://download.tensorflow.org/models/object_detection/' 
  model_file = model_name + '.tar.gz' 
  model_dir = tf.keras.utils.get_file( 
    fname=model_name,  
    origin=base_url + model_file, 
    untar=True) 
 
  model_dir = pathlib.Path(model_dir)/"saved_model" 
 
  model = tf.saved_model.load(str(model_dir)) 
  model = model.signatures['serving_default'] 
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  return model 
 
# List of the strings that is used to add correct label for each box. 
PATH_TO_LABELS = 'models/research/object_detection/data/mscoco_label_map.pbtxt' 
category_index = label_map_util.create_category_index_from_labelmap(PATH_TO_LABELS, 
use_display_name=True) 
 
# If you want to test the code with your images, just add path to the images to the 
TEST_IMAGE_PATHS. 
PATH_TO_TEST_IMAGES_DIR = pathlib.Path('models/research/object_detection/test_images') 
TEST_IMAGE_PATHS = sorted(list(PATH_TO_TEST_IMAGES_DIR.glob("*.jpg"))) 
TEST_IMAGE_PATHS 
 
 
### Detection 
model_name = 'ssd_mobilenet_v1_coco_2017_11_17' 
detection_model = load_model(model_name) 
 
print(detection_model.inputs) 
 
detection_model.output_dtypes 
detection_model.output_shapes 
 
def run_inference_for_single_image(model, image): 
  image = np.asarray(image) 
  # The input needs to be a tensor, convert it using `tf.convert_to_tensor`. 
  input_tensor = tf.convert_to_tensor(image) 
  # The model expects a batch of images, so add an axis with `tf.newaxis`. 
  input_tensor = input_tensor[tf.newaxis,...] 
 
  # Run inference 
  output_dict = model(input_tensor) 
 
  # All outputs are batches tensors. 
  # Convert to numpy arrays, and take index [0] to remove the batch dimension. 
  # We're only interested in the first num_detections. 
  num_detections = int(output_dict.pop('num_detections')) 
  output_dict = {key:value[0, :num_detections].numpy()  
                 for key,value in output_dict.items()} 
  output_dict['num_detections'] = num_detections 
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  # detection_classes should be ints. 
  output_dict['detection_classes'] = output_dict['detection_classes'].astype(np.int64) 
    
  # Handle models with masks: 
  if 'detection_masks' in output_dict: 
    # Reframe the the bbox mask to the image size. 
    detection_masks_reframed = utils_ops.reframe_box_masks_to_image_masks( 
              output_dict['detection_masks'], output_dict['detection_boxes'], 
               image.shape[0], image.shape[1])       
    detection_masks_reframed = tf.cast(detection_masks_reframed > 0.5, 
                                       tf.uint8) 
    output_dict['detection_masks_reframed'] = detection_masks_reframed.numpy() 
     
  return output_dict 
 
def show_inference(model, image_path): 
  # the array based representation of the image will be used later in order to prepare the 
  # result image with boxes and labels on it. 
  image_np = np.array(Image.open(image_path)) 
  # Actual detection. 
  output_dict = run_inference_for_single_image(model, image_np) 
  # Visualization of the results of a detection. 
  vis_util.visualize_boxes_and_labels_on_image_array( 
      image_np, 
      output_dict['detection_boxes'], 
      output_dict['detection_classes'], 
      output_dict['detection_scores'], 
      category_index, 
      instance_masks=output_dict.get('detection_masks_reframed', None), 
      use_normalized_coordinates=True, 
      line_thickness=8) 
 
  display(Image.fromarray(image_np)) 
 
for image_path in TEST_IMAGE_PATHS: 
  show_inference(detection_model, image_path) 
 
 
### Instance Segmentation 
model_name = "mask_rcnn_inception_resnet_v2_atrous_coco_2018_01_28" 
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masking_model = load_model("mask_rcnn_inception_resnet_v2_atrous_coco_2018_01_28") 
 
masking_model.output_shapes 
 
for image_path in TEST_IMAGE_PATHS: 
  show_inference(masking_model, image_path) 
