We show that a large class of finite dimensional pointed Hopf algebras is quasi-isomorphic to their associated graded version coming from the coradical filtration, i.e. they are 2-cocycle deformations of the latter. This supports a slightly specialized form of a conjecture in [M].
examples. So we suggest that the conjecture could still be saved by specializing it slightly. We have the feeling that there is a fundamental difference between the even and odd dimensional case. We propose for a base field of characteristic zero:
In a given odd dimension there are only finitely many non quasiisomorphic pointed Hopf algebras whose coradical is commutative.
Two Hopf algebras are called quasi-isomorphic or monoidally co-Morita equivalent if their categories of comodules are monoidally equivalent. In [S] Schauenburg showed that for finite dimensional Hopf algebras this is equivalent to the Hopf algebras being 2-cocycle deformations of each other. For the sake of completeness we quickly recall the notions associated with cocycle deformations. Let A be a Hopf algebra over the base field k. A linear, convolution invertible map σ : A ⊗ A → k satisfying σ(x (1) , y (1) )σ(x (2) y (2) , z) = σ(y (1) , z (1) )σ(x, y (2) z (2) )
(1) and σ(1, 1) = 1
for all x, y, z ∈ A is called a unital 2-cocycle. Given such a cocycle we can construct a new Hopf algebra A σ which, as a coalgebra, is the same as A but has a new multiplication · σ given by
x · σ y = σ(x (1) , y (1) )x (2) y (2) σ −1 (x (3) , y (3) ).
Here σ −1 denotes the convolution inverse of σ. A and A σ are then called cocycle deformations of each other or quasi-isomorphic. We now want to describe the Hopf algebras we will be considering. We use the standard notation ∆, ε and S for the co-structures and leave out the summation sign in the Sweedler notation, i.e. ∆(x) = x (1) ⊗ x (2) . We recall the notion of a linking datum D of finite Cartan type for a finite abelian group Γ, cf. [AS2] . It consists of
• a finite Cartan matrix (a ij ) 1≤i,j≤θ of size θ × θ.
• a collection of group elements g 1 , . . . g θ ∈ Γ and characters χ 1 , . . . χ θ ∈Γ such that N i , the order of χ i (g i ), is odd, bigger than 1 and not divisible by 3 if i belongs to a connected component of type G 2 . Further we require
• a family (λ ij ) 1≤i,j≤θ,i≁j of elements in the base field, where λ ij is arbitrary if g i g j = 1 and χ i χ j = 1, but 0 otherwise. i ≁ j means vertices i and j lie in different connection components of the corresponding Dynkin diagram. Vertices with λ ij = 0 are called linked. For technical reasons we require λ ij = −χ j (g i )λ ji and set λ ij = 0 when i ∼ j.
For such a datum we can now consider the following algebra u (D) . We fix a decomposition of the group Γ =< Y 1 > ⊕ · · · ⊕ < Y s > and denote by M h the order of Y h for 1 ≤ h ≤ s. Then the algebra u(D) is generated by generators a 1 , . . . , a θ , y 1 , . . . , y s and relations
Here a α denotes a so called root vector for a positive root α of a connected component I of the Dynkin diagram corresponding to the Cartan matrix (a ij ). See also section 4.1. of [AS2] . X is the collection of all connected components and N I = N i for any i ∈ I. This is well defined because of (4). ad a i is the adjoint action defined for all x ∈ u(D) by
Elements g ∈ Γ are naturally interpreted as words in the generators y i . Theorem 5.17. of [AS2] now states that u(D) is a pointed Hopf algebra of
with coradical equal to kΓ. The Hopf algebra structure is determined by
The associated graded Hopf algebra of u(D) coming from the coradical filtration is simply u(D 0 ), where D 0 is the same as D except that all λ ij are zero.
Actually, one can even extend this so defined class of Hopf algebras by replacing the zero in (9) with appropriately chosen central elements u α from the group algebra kΓ. This however, has been done explicitly only in the cases where the given Cartan matrix is of type A n [AS3], B 2 [BDR] or copies of A 1 [AS1] . In each of these cases there is an infinite family of such possible central elements.
So we see that after fixing the abelian group Γ, certain elements g i , χ i and the Cartan matrix a ij we get families of Hopf algebras of the same dimension that have two sets of parameters: the linking parameters λ ij and the root vector parameters u α . All possible choices for these parameters can be determined. For the linking parameters, all the necessary considerations are in [D] . Once the root vector parameters for the other Cartan matrices of finite type have been determined explicitly, an analogous treatment should provide the same result as for the A n case. This would leave only the mixed case, which we hope to be able to treat soon.
The linking case
Theorem 1 For two linking data D and D ′ of finite Cartan type for a finite abelian group Γ which only differ in their choice of the λ ij we have that u (D) and u(D ′ ) are quasi-isomorphic.
Proof: The strategy of the proof is as follows. We will prove the statement for an arbitrary linking datum and the datum where all the λ ij are 0. This will be achieved inductively by proving the statement for an arbitrary linking datum with at least one pair of linked vertices and one datum with the same data, except that the number of connected components that are not linked to any other vertex is increased by one. This means, if in the original datum we have λ ij = 0 for some i, j then we take for the other datum λ kl = 0 for all 1 ≤ l ≤ θ and for all k that are in the same connection component I as i. The transitivity of the quasi-isomorphism relation will then yield the result.
where there is a connected component I and an i ∈ I such that there is a j with λ ij = 0. LetD be the same linking datum except that λ kl = 0 for all k ∈ I. It suffices to show that u(D) and u(D) are quasi-isomorphic. Now, from the proof of Theorem 5.17. in [AS2] we see that u(D) is isomorphic to (U ⊗ B) σ /K + , where U, B and K are Hopf algebras to be described shortly. σ is a 2-cocycle constructed from the linking datum. The key observation is now that u(D) is isomorphic to (U ⊗ B)σ/K + with the same Hopf algebras involved and only the cocycleσ is different.
We reorder the vertices so that I = {1, . . . ,θ} and set Υ := < Z 1 > ⊕ · · · ⊕ < Zθ >, where the order of Z i is the least common multiple of ord g i and ord χ i . Let η j be the unique character of Υ such that η j (Z i ) = χ j (g i ), 1 ≤ i, j ≤θ. This is well defined because ord g i divides ord Z i for all i. Now take as linking datum D 1 for the original group Γ
Then B := u(D 1 ) and U := u(D 2 ). We denote the generators of B by bθ +1 , . . . , b θ and y 1 , . . . , y s and the generators of U by u 1 , . . . , uθ and z 1 , . . . , zθ.
τ : U ⊗ B → k is a linear map with the following list of properties
It is given by
where ϕ : U → (B * ) cop is a Hopf algebra homomorphism defined on the generators of U by
Here γ i : B → k is a character defined on the generators of B by
In all the above formulas 1 ≤ i, j ≤θ andθ < k, l ≤ θ. The cocyclẽ σ is now defined in exactly the same way as σ only in the last part δ j (b l ) := 0 as all the λ jl = 0 because we wanted forD the component I = {1, . . . ,θ} not to be linked to any other component. The inverse σ −1 is given in the same way by τ −1 , where
If σ,σ are two 2-cocycles for a Hopf algebra A, then ρ :=σσ −1 is again a 2-cocycle, but for the Hopf algebra A σ . In our case this means ρ is a 2-cocycle for the Hopf algebra A := (U ⊗ B) σ . Then (U ⊗ B)σ = A ρ . If we can show that ρ passes down naturally to a 2-cocycle ρ
Hence we want the following situation.
For this it suffices to show that ρ is 0 on the kernel of the natural projection π and we get the factorization and (A/K
So we see that it is enough to show ρ(A, K + ) = 0 = ρ(K + , A). This means that for all u ∈ U, b ∈ B and 1 ≤ i ≤θ we need
We calculate using the definition of ρ, the convolution product and property 3. of τ andτ :
As z i is group-like we see by using property 2. of τ andτ that it is enough to verifyτ
on the generators of B. An analog calculation, using property 1. and 4. this time, shows that for the second condition we have to verify for the generators of Uτ
The verification goes as follows (1 ≤ j ≤θ,θ < k ≤ θ)
qed.
A special Root vector case
Now we deal with Hopf algebras where the Dynkin diagram is just one copy of A n , n ≥ 1, and hence there is no linking. To fix the order of the indices we require for the n × n Cartan matrix a ij = 0 whenever |i − j| ≥ 2. Given an abelian group Γ and a corresponding linking Datum D of A n type, we consider again the Hopf algebra u(D) only we replace 0 in the root vector relation (9) by certain central elements u α from the group algebra.
To be more precise, we consider now the following setup.
R is a left kΓ-module algebra generated by a 1 , . . . , a n , subject to the quantum Serre relations
The action of g ∈ Γ is given by g.a i = χ i (g)a i and the adjoint action can be expressed as (ad a i )x = a i x − (g i .x)a i . We denote by H 0 := R#kΓ the smash product. It is a Hopf algebra with the comultiplication given by ∆(a i ) = a i ⊗ 1 + g i ⊗ a i . In [AS3] the explicit form of the root vectors a α and all the possible families u α have been determined. We repeat these here for later calculations. Set q i,j := χ j (g i ), 1 ≤ i, j ≤ n, N := ord χ i (g i ) and B i,j p,r := i≤l<j,p≤h<r q l,h . N is defined independently of the choice of i as
The root vectors are defined inductively on the height of the corresponding root:
e i,j := e i,j−1 e j−1,j − B i,j−1 j−1,j e j−1,j e i,j−1 j − i ≥ 2.
Next we introduce a parameter family γ containing for every root vector e i,j a scalar γ i,j ∈ k. The elements u i,j ∈ kΓ are also defined inductively:
Here h i,j := i≤l<j g N l are group elements. We require that
We will call such families admissible. In [AS3, Lemma 7.20.] it was shown that this condition implies the same statement for the u i,j and proves all the u i,j to be central in H 0 . Finally, we define the Hopf algebra A(γ) as the quotient of H 0 by the ideal generated by the root vector relations
Our result is now:
Theorem 2 For a linking datum of A n type and two admissible families γ and γ ′ of scalars the above described Hopf algebras A(γ) and A(γ ′ ) are quasi-isomorphic.
For the proof of this theorem we will first slightly generalize Theorem 7.24. in [AS3] . Let Γ be an abelian group and R a left kΓ-module algebra, H 0 := R#kΓ. Assume that there is an integer P , a subset Z of {1, 2, . . . , P }, integers N j > 1 where j ∈ Z and elements y i ∈ R, h i ∈ Γ, η i ∈Γ, 1 ≤ i ≤ P, such that
The elements y a 1 1 . . . y a P P , a 1 , . . . a P ≥ 0, form a k-basis of R.
Theorem 3 Let u j , j ∈ Z, be a family of elements in kΓ, and I the ideal in H 0 generated by all y N j j − u j , j ∈ Z. Let A = H 0 /I be the quotient algebra. If u j is central in H 0 for all j ∈ Z and u j = 0 if η N j j = ε, then the residue classes of y a 1 1 . . . y
The proof of this theorem is exactly the same as in the original paper, where Z included all indices from 1 to P.
To see how this can be applied in our situation, we recall two more results (Theorem 7.21. and Lemma 7.22.) from [AS3] . First, the elements n,n+1 g, g ∈ Γ, b ij ≥ 0, where the root vectors are arranged in the lexicographic order, form a k-basis of H 0 . Furthermore, we have the following crucial commutation rule for all 1 ≤ i < j ≤ n + 1, 1 ≤ s < t ≤ N + 1
So the last theorem gives us, for instance, a basis of A(γ).
We are now ready to give the proof of our Theorem.
Proof of Theorem 2: As in the linking case, it is enough to prove that for any admissible family γ, A(γ) is quasi-isomorphic to A(γ 0 ) where γ 0 denotes the family where all the γ i,j are zero. Again, this will be achieved by following a stepwise procedure. Fix i 0 with 1 ≤ i 0 ≤ n such that for the given admissible family γ we have γ i,j = 0 for all 1 ≤ i < i 0 and i < j ≤ n + 1.
Thenγ is again admissible. It is now sufficient to prove that A(γ) and A(γ) are quasi-isomorphic and then to repeat this step with increasing i 0 , replacing γ byγ. Set
H is a Hopf algebra. To see this, we recall the comultiplication on the root vectors.
If i < i 0 we have γ i,j = 0 for all i < j ≤ n + 1 and hence u i,j = 0. So all the summands in (22) A simple calculation shows ε(e i,j ) = 0 = ε(u i,j ). So we can get two recursion formulas for the antipode of e N i,j − u i,j from the comultiplication formula, as S(a (1) )a (2) = ε(a) = a (1) S(a (2) ). Using the second of these formulas for the case i < i 0 we have immediately S(e N i,j ) ∈ I. When i > i 0 an inductive argument using the first formula and
gives again S(e N i,j ) ∈ I. For i = i 0 , a combination of the reasoning from the discussion of the comultiplication and the inductive argument from the last case give the desired result, establishing S(I) ⊂ I. Hence I is a Hopf ideal.
Next we take as K the sub algebra of H generated by the group Γ and the remaining e As all the u i,j fulfill the conditions of Theorem 3 we immediately get a basis of H. The commutation relations (21) for the N th powers of the root vectors show that the generators of K all commute with each other, because the factor is 1, as χ N i 0 ,j = ε for all generators. Hence any monom in K can be reordered and is then a basis element of H. So K is just the polynomial algebra on its generators. We define an algebra map f : K → k by setting
Algebra maps from a Hopf algebra K to the base field form a group under the convolution product, where the inverse is given by the composition with the antipode. This group acts on the Hopf algebra K from the left and the right by
To be able to apply Theorem 2. of [M] , which will give us the desired quasi-isomorphism, we have to calculate f.e N i 0 ,j .f −1 . As a preparation for this we calculate first f (u i,i+1 ) = 0 for all 1 ≤ i ≤ n and see then from the inductive definition (18) that f (u i,j ) = 0 for all i < j. So for the generators of K we have 
So we get 
Two parts of the sum vanish as they are multiples of f (e N p,j = u p,j ) = 0 = f (e N q,p = u q,p ). Note that in the second last step, if j > i 0 is such that χ N i 0 ,j = ε, then e N i 0 ,j is not a generator of K and we can not just apply the definition of f. But in this case u i 0 ,j = 0 = e N i 0 ,j in H and γ i 0 ,j is zero, too, as this is required for an admissible family. So we still have f (e N i 0 ,j ) = γ i 0 ,j .
Let J be the Hopf ideal of K generated by all the generators e N i 0 ,j of K. Then, according to [M, Theorem 2.] , H/(f.J) is an (H/(J), H/(f.J.f −1 ))-bi-Galois object and hence H/(J) and H/(f.J.f −1 ) are quasi-isomorphic if the bi-Galois object is not zero. We see that u i 0 ,j (γ) = 0 and so A(γ) = H/(J). Calculation (25) showed that A(γ) = H/(f.J.f −1 ). We are left to show that B := H/(f.J) is not zero. B = H 0 /(I, f.J) by construction. We have a basis of H 0 and see that we could apply Theorem 3 to get a basis of B. It just remains to check that the elements γ i 0 ,j h i 0 ,j appearing in f.J satisfy the conditions of the theorem. If χ N i 0 ,j = ε then γ i 0 ,j = 0, because γ is admissible. h i 0 ,j is in Γ and so commutes with all group elements. We will show now that h i 0 ,j commutes also with all the generators of H 0 . For this we calculate
Here we used (4) and the fact that N is exactly the order of any diagonal element χ p (g p ). So B is not zero and the statement is proven.
