Abstract-Given the recent progress in the development of computer vision, it is nowadays possible to optically track features of the human body with unprecedented precision. We take this as a starting point to build a novel human-machine interface for the disabled. In this particular work we explore the possibility of visually inspecting the human forearm to detect what fingers are moving, and to what extent. In particular, in a psychophysical experiment with ten intact subjects, we tracked the deformations of the surface of the forearm to try and reconstruct intended finger motions. Ridge Regression was used for the reconstruction. The results are highly promising, leading to an average error in the range of 0.13 to 0.2 (normalized root mean square error). If further successfully tested in the large, this approach could represent a fully fledged alternative / replacement to similar traditional interfaces such as, e.g., surface electromyography.
I. INTRODUCTION
The field of optical motion tracking is nowadays witnessing an astonishing progress. We have nowadays the chance of building affordable, integrated systems providing complex virtual worlds in which a human subject can interact essentially without wearing any constraining sensors. At the same time, template-based [1] , [2] or fiducial marker-based [3] , [4] tracking methods make a precise and robust tracking feasible. Such systems could in principle be bundled in a cheap application to be used at home, either as a gaming environment or for the disabled.
It could then be possible, to the benefit of the assistive / rehabilitation robotics community, to visually detect the intent of a disabled person and let her/him interact with a virtual world with therapeutic aims, or even in the real world, if connected to assistive robotics setups. In this paper we present an initial experiment targeting this idea. Namely, we concentrate on hand prosthetics and try to reconstruct the intended finger movements of a human subject by optically tracking the deformations that happen on the surface of the forearm whenever the muscles are activated to move the fingers or to exert forces at the fingertips.
The setup we enforced is extremely simple: a standard web-camera was placed directly above the forearm of an intact subject, on which 10 AprilTags [4] had been placed (see figure 2) . In order to simplify the problem at this early stage, we kept the forearm fixed in a standard position using a specially-designed harness and two Velcro straps. Positions and orientations of the tags were linearly related to a visual stimulus using Ridge Regression (RR, [5] ); in order to make the experiment more realistic, we used for training only data collected during minimal and maximal activation (onoff training). The results are highly promising, showing an average error (normalized root square mean error) in the reconstruction of the finger positions in the range of 0.13 to 0.2. Indeed, this approach compares favourably with previous approaches already used to solve this problem.
We call this technique optical myography (OMG), since it uses optical tracking to detect the muscle activations. The applications of OMG, if its viability were confirmed in the large scale, range from non-invasive control of a virtual hand in a virtual world by an amputee, to direct tracking of the stump motions inside a socket, to control of assistive devices helping the disabled at home.
A. Related Work
The most used technique to control prostheses for hand amputees is surface electromyography (sEMG) [6] , [7] . Another line of research uses the fact that both blood volume and blood oxygenation change according to muscle contractions, which can be measured by near-infrared based techniques [8] , thereby avoiding typical problems with EMG signals like muscle fatigue and noise.
Detecting the human body surface deformations induced by muscle activity in order to reconstruct the intended forces and movements has so far been enforced using force/pressure sensors such as, e.g., Force-Sensing Resistors [10] - [12] and high-density arrays of pressure detecting elements called tactels [13] . Very similar to that are myokinemetric sensors, which measure the surface deformations with the help of the Hall effect [14] . Works combining computer vision and hand action recognition have so far concentrated on tracking and detecting gestures and hand motions directly; in [15] an efficient way of hand tracking by generating a hypothesized three-dimensional hand model is presented; in [16] a combination of several feature like depth maps and silhouettes are fused to obtain a robust hand and finger tracking algorithm, solving the problem of self-occlusions of the fingers. The human skin offers very little texture and is therefore very challenging from a computer vision point of view. Stateof-the-art image feature detectors/descriptors like e.g. SIFT [17] or SURF [18] , to mention two popular ones, fail when confronted with reliably identifying and tracking landmarks on the human skin. On the other side, the AprilTags [4] are widely used in e.g. Augmented Reality [19] , mobile robotics [20] or even camera calibration [21] and proved to be robust and reliable features to track.
II. EXPERIMENT DESCRIPTION

A. Setup Description
The hardware used for the experiments involves a standard PC (6GB RAM, Intel Xeon 2.8GHz CPU) and a webcamera from Microsoft with an diagonal angle of view of 68.5
• , fixed focus and a video resolution of 1280 × 720 pixels. The camera is connected to the PC through a USB connection and captures frames with a frequency of 15 frames per second. The usage of this camera was motivated by its low cost, light weight and small size; in a preliminary qualitative evaluation, we determined that its characteristics would suffice for the task at hand.
In order to allow the assumption of a fixed relation of the camera to the forearm of a subject, a simple setup was developed ( Figure 1 ). This permits the fixation of the arm and the positioning of the camera. The objective was to have a system that can be easily adjusted to any subject, while stabilizing the forearm throughout the experiments. The setup consist of five aluminium profiles, an aluminium plate used as a base, a rectangular piece of foam and two Velcro straps to prevent involuntary movement of the subject's arms. The software consists of four different components. A 3D hand model created in Blender is used to display the stimulus on the screen. It can be controlled via User Datagram Protocol (UDP) by sending a string consisting of 22 values and the signal acquired from the 3D hand is considered the ground truth for our regression model. The graphical user interface allows the examiner to set the appropriate parameters for the experiments (degrees of freedom, number of repetitions, duration of each repetition, stimulus signal) and establishes the connection with the stimulus. Furthermore it gathers, displays and saves the images from the camera using a unique identification for each frame and a time stamp. It also saves the stimulus signal and displays messages to guide the subject through the experiment. The tag detection software is a C++ port of the original AprilTag detection algorithm presented in [4] allowing full feature localization (position and orientation) relative to the camera from a single image. We chose the AprilTags system because it improves upon previous ones (like e.g. ARTag [3] ) , incorporating a fast and robust line detection system, a stronger digital coding system, and greater robustness to occlusion, warping, and lens distortion [4] . In Figure 2 the 3D hand model is depicted on the right of the screen and the graphical user interface giving feedback to the examinee is shown on the left.
B. Participants
The experiments were aimed at evaluating the performance of the approach achieved by human subjects. Ten healthy human subjects, eight males and 2 females (mean age 27.3 ± 5.66), two left-handed and eight right handed, participated. All subjects were thoroughly informed, both in writing and orally, about the procedure they had to follow and any possible risk. To the best of our knowledge, the only possible risk, associated with the nature of our experiments, is an allergic reaction caused from the contact of the skin with the plastic Velcro bands or the paper stickers, which were placed on the forearm. The experiments were approved by the Ethical Committee of the DLR and all subjects gave written informed consent.
C. Experimental Protocol
Before starting the experiments, the camera was calibrated using the Matlab Camera Calibration Toolbox [22] in order to obtain the intrinsic camera parameters needed for the AprilTag localization. This only needs to be done once because of the fixed focus of the camera. For the purpose of data acquisition, each subject sat on an adjustable office chair, maintaining an upright posture. The AprilTag stickers were placed on the ventral side of the forearm in a quasirandom alignment; 5 rows with 2 stickers per row, trying to cover the camera-visible area of the forearm. The forearm was affixed with straps. The subject was then asked to move her or his fingers according to a visual stimulus (Figure 2) . A total of five trials were performed by each subject in a single session. In each trial, a combined flexion of the little, ring and middle finger (hereafter denoted as combo flexion), a flexion of the index finger, a rotation of the thumb and a flexion of the thumb was performed. The duration of each movement as well as of the resting position is identical for all subjects. The data gathering lasts around three minutes and the whole procedure, including preparations and briefing the participants takes about ten minutes. After the frames are captured and saved, the AprilTag locations in every frame are calculated. This is an offline step, relatively time consuming since the frequency of frames processing is around 3,5 fps. Taking into account that a dataset is roughly 3500 frames, tag detection can last up to 20 minutes. For every dataset, the AprilTag detection algorithm produces a file with the frame id and the corresponding transformation (x, y, z coordinates and yaw, pitch, roll euler angles) for each AprilTag marker.
The video attached to this submission as Supplemental Material shows a typical data collection session, followed by a live demonstration of the detection of the AprilTags and their coordinates.
D. Data Preprocessing
In order to remove the DC and high-frequency component of each signal and center all signals around zero, a second-order Butterworth bandpass filter with a lower cutoff frequency of 0.01 Hz and a higher cutoff frequency of 0.5 Hz was applied. For a randomly selected subject, data used as input to the regression model before and after filtering is shown in the figures 3 and 4. Each color corresponds to one specific tag and the raw data shows either the relative translation of the ten markers to the camera in meters (Figure 3) or the relative rotation to the camera in rad (Figure 4 ). Please note that we only show typical data for one translational degree of freedom (x) and an angular one (yaw) here, but use the full 6D data for training. Moreover, undetected markers (appearing as zeroes in the coordinate file) were replaced by their last known position.
E. Regression
In order to map the full localization of the ten markers to the visual stimulus values, a regression model was developed in Matlab. The filtered data (position and orientation of each marker) and the corresponding stimulus values and stimulus activation signals (one when activated, zero otherwise) were used as the input and output space. We applied Ridge Regression (RR) to build the regression models. RR [5] is a very basic regression technique to fit a linear model to the underlying data; the objective is to calculate the weight vector w which best projects the input data (in our case the filtered 6D data for each marker) onto a line (defined by the visual stimulus values) by minimizing a cost function comprising the Mean-Square-Error and Tikhonov regularization term:
where
T , X ∈ R m×n is the matrix notation of all observations (samples) for the input features with dimension m × n, with m being the number of samples and n the 6D data for all subjects, and where
is the vector of the target values and λ > 0 is the Tikhonov regularization coefficient. After differentiation, the optimal w can be evaluated this way:
where I is the identical matrix.
F. Cross-validation and Hyperparameters
The collected data (including the intermediate stimulus values) were split in 5 equal consecutive subsets respecting the chronological order of the collection, each subset corresponding to one trial as described in Subsection II-C. We trained RR with the on-off values of 4 repetitions and tested with all values of the 5th repetition. Optimal values of the hyperparameters for each degree of freedom were calculated. Finally, the results were post-processed in order to estimate the performance by evaluating certain metrics, i.e. the mean values over the subjects and the standard deviations. In order to determine the optimal values of the regularization term λ, we tested the cross-validation prediction accuracy for each value in the range λ = 10 −6,5.5,...0 . The metric used for the optimization is the minimization of the Normalized RootMean-Squared-Error (NRMSE -in our case the NRMSE coincides with the RMSE, since the output values lie in the range [0, 1]). The grid search is performed in combination with the cross-validation method presented. The result is one optimal value of λ per degree of freedom for each subject.
III. EXPERIMENTAL RESULTS
A. Accuracy
The four bars on the left (labeled as OMG) in Figure 5 illustrate the normalized root mean square error for every degree of freedom as averaged over ten subjects of our method (OMG). The error ranges from 0.13 in the combined flexion of middle to little finger to 0.2 in thumb rotation. The worse performance in thumb rotation can be explained by the anatomy behind the movement. The muscle responsible for that movement belongs to the "deep muscles" and its movement cannot be easily tracked from the anterior forearm surface. On the contrary, index and combo flexion, activated from flexor digitorum superficialis and flexor digitorum profundus, which lie on the ventral side of the forearm, can be easily detected thus the error of those two degrees of freedom are notably lower.
The error is also influenced by the detection precision of the markers, which in turn is affected by, e.g., the camera resolution, the accuracy of the camera calibration and the size of the marker. Because the relative motion from frame to frame is the core for our machine learning model, this error is not that critical.
B. Numerical Comparison with Previous Work
A recent work [23] compares three different human machine interfaces, namely electromyography (EMG), ultrasound (US) and force myography (FSR), evaluating the error performance of experiments similar to ours. Ten ablebodied subjects were asked to perform single finger flexions following a visual stimulus while gathering fingertip forces using a Finger-Force Linear Sensor (FFLS) [24] . In contrast to our procedure, six degrees of freedom were tested, flexion of each of the five fingers independently (no combination of little, finger, middle) plus the thumb rotation. Note that thumb flexion is referred to thumb adduction in the paper. Data obtained from the EMG, FSR and FFLS were collected with a frequency of 50 Hz using a standard analogue-todigital conversion card while US images were gathered in a frame rate of 38 Hz. A pairwise combination was followed to get as close as possible to the ideal scenario, in which all devices would be attached to the forearm simultaneously.
First EMG and FSR bands were attached to the arm and in a second iteration a FSR band along with an US transducer. Five repetitions at 80% of the maximal force and five repetitions at 15% of the maximal force were performed. The method followed for data handling and splitting is the same as our method (5-fold training with on-off values), while for the target output either the data from the FFLS or the stimulus is used. As far as the machine learning approach is concerned, a Ridge Regression model for the ultrasound images and Ridge Regression with random Fourier features for EMG and FSR was applied. Performance was evaluated using the Normalized Root Mean-Square Error as well. We compare our method, the 5-fold training with on/off values, predicting all with Ridge Regression to the results obtained in the published work from the five repetitions at 80% of the maximal force when stimulus values are used. Additionally, the errors from little, ring and middle finger are averaged to imitate the combination flexion followed in our work. For the sake of completeness, the errors of both FSR iterations, attached with the EMG as well as with the US are presented (called FSR 1 and FSR 2), although no statistically significant difference was observed (a Student two-tailed t-test obtains p-values always larger than 0.05 except for one single case). Please note that the error bars depicted in Figure 5 show the Standard Error of the Mean (SEM) instead of of the standard deviation (STD). This was done to be congruent with the previous studies presented in [23] .
C. Significance Analysis
A standard Student's two-tailed t-test was evaluated comparing the presented methods to previously examined methods. The significance analysis for the presented method with Ridge Regression (OMG) shows a very strong significant difference when compared with Ultrasound methods (p-value almost 0 for all degrees of freedom). A strong significant difference is obtained for OMG thumb flexion compared to FSR methods. A less strong, but still significant difference is also observed when comparing OMG index flexion to EMG method and in combo flexion compared to EMG and FSR methods. All the other methods show no significant difference (p-value of the t-test is always > 0.05).
IV. CONCLUSIONS AND FUTURE WORK
In this paper we have tested on a simple experiment the feasibility of optical myography (OMG), showing that finger movements can effectively be reconstructed by "looking" at the human forearm. The system used no sensor as a reference, meaning that the whole forearm and hand were "naked"; rather, we tried to match the positions of the tags to the positions of the fingers as shown by a visual stimulus. We only used minimal and maximal finger flexions ("on-off" training) as a training data set, thereby realizing the "realistic scenario" depicted in, e.g., [25] . Such a scenario maximizes the applicability to amputees, who cannot reliably operate any force/position sensor in principle, and whose ability to perform imagined complex, graded tasks with their missing limb is severely limited by the absence of proprioceptive and visual feedback. The usage of goal-directed stimuli, moreover, potentially enforces the feeling of agency [26] and embodiment [27] enjoyed by the subject, making the experience smoother, easier and more exciting, and probably leading to better results especially as the training goes on along time.
Even in the realistic scenario OMG is able to predict the finger positions with an average NRMSE of 0.13 to 0.2. Comparison with accuracy results obtained in an almost identical experiment [23] reveals that the performance obtained by our visual tracking system is in the same range of surface electromyography and Force-Sensing Resistors. With respect to them, optical tracking has the huge advantage of needing almost no subject preparation, i.e., no sensors need to be placed and kept fixed on the subject's forearmit is only necessary to place markers on it. Moreover, the hardware used to gather the images is cheap if compared to all competitor approaches.
Even if the linear method presented here performs very well, it would be interesting to see if a non-linear method works even better. We therefore aim to implement a nonlinear approach, namely Ridge Regression with Random Fourier Features. We also plan to extend this work in the same direction in which the Kinect 2 [28] is being brought: to realize a motion tracking system for an amputee's stump, able to reconstruct the missing limb in a virtual world. The challenge is formidable: one must track in real-time the stump itself and their relative positions. A further potential line of research is that of embedding a camera, emitting structured and/or near-infrared light, inside a prosthetic socket, in order to capture the stump deformations directly from the source. Although in principle possible, this approach would suffer from the problem that the field of view of the camera is rather limited in this case, making the detection of the muscles motion very hard.
