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Abstract
Graph neural networks (GNN) have recently been
applied to exploit knowledge graph (KG) for rec-
ommendation. Existing GNN-based methods ex-
plicitly model the dependency between an entity
and its local graph context in KG (i.e., the set of
its first-order neighbors), but may not be effective
in capturing its non-local graph context (i.e., the
set of most related high-order neighbors). In this
paper, we propose a novel recommendation frame-
work, named Contextualized Graph Attention Net-
work (CGAT), which can explicitly exploit both lo-
cal and non-local graph context information of an
entity in KG. Specifically, CGAT captures the lo-
cal context information by a user-specific graph at-
tention mechanism, considering a user’s personal-
ized preferences on entities. Moreover, CGAT em-
ploys a biased random walk sampling process to
extract the non-local context of an entity, and uti-
lizes a Recurrent Neural Network (RNN) to model
the dependency between the entity and its non-local
contextual entities. To capture the user’s personal-
ized preferences on items, an item-specific atten-
tion mechanism is also developed to model the de-
pendency between a target item and the contextual
items extracted from the user’s historical behaviors.
Experimental results on real datasets demonstrate
the effectiveness of CGAT, compared with state-of-
the-art KG-based recommendation methods.
1 Introduction
Personalized recommender systems have been widely ap-
plied in different application scenarios [Liu et al., 2014;
Liu et al., 2017; Liu et al., 2018; Wu et al., 2019]. The
knowledge graph (KG) including rich semantic relations be-
tween items has recently been shown to be effective in im-
proving recommendation performances [Sun et al., 2019].
Essentially, KG is a heterogeneous network where nodes cor-
respond to entities and edges correspond to relations. The
main challenge of incorporating KG for recommendation is
how to effectively exploit the relations between entities and
the graph structure of KG. In practice, one group of meth-
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Figure 1: A simple example showing the user-item interactions and
the item knowledge graph.
ods impose well-designed additive regularization loss term
to capture the KG structure [Zhang et al., 2016; Cao et al.,
2019]. However, they can not explicitly consider the semantic
relation information of KG into the recommendation model.
Another group of methods focus on extracting the high-order
connectivity information between entities along paths which
are always manually designed or selected based on special
criteria [Yu et al., 2013; Zhao et al., 2017]. These approaches
may heavily rely on domain knowledge. Recently, the quick
development of graph neural networks (GNN) [Zhou et al.,
2018] motivates the application of graph convolutional net-
works (GCN) [Kipf and Welling, 2017] and graph attention
networks (GAT) [Velicˇkovic´ et al., 2018] in developing end-
to-end KG-based recommender systems [Wang et al., 2019a;
Wang et al., 2019c], which can aggregate the context infor-
mation from the structural neighbors of an entity in KG.
Although GNN-based recommendation methods can auto-
matically capture both the structure and semantic informa-
tion of KG, they may still have the following deficiencies.
Firstly, most GNN-based methods lack of modeling user-
specific preferences on entities, when aggregating the local
graph context (i.e., the first-order neighbors) of an entity in
KG. As shown in Figure 1, both users have interactions with
the item i2. However, they prefer i2 may due to different
reasons. For example, u1 prefers i2 because of the attribute
entity e1 of i2 in KG, while u2 pays more attentions to its
attribute entity e3. The methods that ignore this situation are
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insufficient to model users’ personalized preferences. Sec-
ondly, the non-local graph context (i.e., the set of most re-
lated high-order neighbors) of an entity in KG is not explicitly
captured in existing GNN-based recommendation methods.
In KG, some items may have very few neighbors, thus some
important entities may not be directly connected to them. For
example, in Figure 1, the item i4 has only one entity e3 linked
with it, thus the aggregation of local context information for
the entity e3 is not enough to represent i4. Moreover, we
can also observe that entity e1 is connected with i4 along
many multi-hop paths, which demonstrates the importance of
e1 to i4. Exiting GNN-based methods [Wang et al., 2019a;
Wang et al., 2019c] address this limitation by feature propa-
gation layer by layer. However, this may weaken the effects
of farther connected entities or even bring noise information.
To address these issues, we propose a novel recommen-
dation framework, namely Contextualized Graph Attention
Network (CGAT), which explicitly exploits both the local and
non-local context of an entity in KG, as well as the item con-
text extracted from users’ historical data. The contributions
made in this paper are as follows: (1) We propose a user-
specific graph attention mechanism to aggregate the local
context information in KG for recommendation, based on the
intuition that different users may have different preferences
on the same entity in KG; (2) We propose to explicitly exploit
the non-local context information in KG, by developing a bi-
ased random walk sampling process to extract the non-local
context of an entity, and employing a recurrent neural net-
work (RNN) to model the dependency between the entity and
its non-local context in KG; (3) We develop an item-specific
attention mechanism that exploits the context information ex-
tracted from a user’s historical behavior data to model her
preferences on items; (4) We perform extensive experiments
on real datasets to demonstrate the effectiveness of CGAT.
Experimental results indicate that CGAT usually outperforms
state-of-the-art KG-based recommendation methods.
2 Related Work
KG-based recommendation methods can be categorized into
three main groups: regularization-based methods, path-based
methods, and GNN-based methods. The regularization-based
methods exploit the KG structure by imposing regulariza-
tion terms into the loss function used to learn entity embed-
ding. For example, CKE [Zhang et al., 2016] is a repre-
sentative method, which uses TransR [Lin et al., 2015] to
derive semantic entity representations from item KG. The
KTUP model [Cao et al., 2019] is proposed to jointly train
the personalized recommendation and KG completion tasks,
by sharing the item embedding. The high-order feature in-
teractions between items and entities can be further approxi-
mated by a cross&compress unit [Wang et al., 2019b]. These
methods are highly flexible. However, they lack an ex-
plicit modeling of the semantic relations in KG. The path-
based methods exploit various connection patterns between
entities. For example, the recent works [Yu et al., 2013;
Shi et al., 2015] estimate the meta-path based similarities
for recommendation. In [Zhao et al., 2017], matrix factor-
ization and factorization machine techniques are integrated
to assemble different meta-path information. To address the
limitation of manually designed meta-paths, different selec-
tion rules or propagation methods have been proposed [Wang
et al., 2018]. For example, in [Sun et al., 2018], the length
condition is used to extract paths and then a batch of RNN are
applied to aggregate the path information. Besides the length,
multi-hop relational paths can also be inducted based on item
associations [Ma et al., 2019]. Recently, the GNN-based
methods aim to develop the end-to-end KG-based recom-
mender systems. For example, the KGNN-LS model [Wang
et al., 2019a] employs a trainable function that calculates
the relation weights for each user to transfer the KG into a
user-specific weighted graph, and then applies GCN on this
graph to learn item embedding. In [Wang et al., 2019c], the
graph attention mechanism is adopted to aggregate and prop-
agate local neighborhood information of an entity, without
considering users’ personalized preferences on entities. On
summary, these GNN-based methods implicitly aggregate the
high-order neighborhood information via layer by layer prop-
agation, instead of explicitly modeling the dependency be-
tween an entity and its high-order neighbors.
3 Contextualized Graph Attention Network
We assume the item KG G = {E ,R,D} is available, where
E denotes the set of entities, R denotes the set of relations,
and D denotes the set of entity-relation-entity triples (h, r, t)
describing the KG structure. Here h ∈ E , r ∈ R, and t ∈ E
denote the head entity, relation, and tail entity of a knowledge
triple, respectively. eh ∈ R1×d and er ∈ R1×d are used to
denote the embedding of the entity h and relation r, where
d denotes the dimensionality of latent space. Note that the
items are treated as a special type of entities in the KG. In
addition, we denote the set of users by U , the set of items by
I, and all the observed user-item interactions by O. For each
user u, we denote the set of items she has interacted by I+u ,
and use eu ∈ R1×d to denote her embedding. Figure 2 shows
the structure details of the proposed CGAT model.
3.1 Exploiting Knowledge Graph Context
CGAT exploits KG context from two aspects: (a) local con-
text information, and (b) non-local context information.
Local Graph Context
For the entity corresponding to an item, it is always linked
with many other entities that can enrich its information in
KG. To consider users’ personalized preferences on entities,
we develop a user-specific graph attention mechanism to ag-
gregate the neighborhood information of an entity in KG. For
different users, we compute different attention scores for the
same neighborhood entity. The embedding of neighborhood
entities can then be aggregated based on the user-specific at-
tention scores. Here, we denote the local neighbors of an
entity h by Clh = {t|(h, r, t) ∈ D}, and define Clh as the local
graph context of h in KG. Moreover, we also argue that the
neighborhood entities may have different impacts, if they are
connected via different relations. To incorporate relation into
the attention mechanism, we firstly integrate the embedding
of a neighborhood entity t ∈ Clh and the embedding of cor-
responding relation r by the following linear transformation,
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Figure 2: (a) The framework of the CGAT. From left to right, it exploits the KG context and interaction graph context to predict a user’s
preference score on a candidate item; (b) Exploiting local graph context by applying a user-specific graph attention mechanism to KG; (c)
Exploiting non-local graph context by bias random walk based sampling (BRWS) and GRU module; (d) Exploiting interaction graph context
by applying an item-specific attention mechanism to the user’s historical items.
ert =
(
er||et
)
W 0, (1)
where || is the concatenation operation, W 0 ∈ R2d×d is the
weight matrix. The user-specific attention score αu(h, r, t)
that describes the importance of the entity t ∈ Clh to the entity
h, for a target user u, is defined as follows,
αu(h, r, t) =
exp
[
piu(h, r, t)
]∑
(h,r˜,t˜)∈D exp
[
piu(h, r˜, t˜)
] . (2)
The operation piu(h, r, t) is performed by a single-layer feed
forward neural network, which is defined as follows,
piu(h, r, t) = tanh
[
(eh||ert)W 1 + b1
]
m>u , (3)
where mu is a non-linear transform of eu defined as mu =
ReLU(euW˜ 1 + b˜1). Here, W˜ 1 ∈ Rd×d, W 1 ∈ R2d×d,
and b1, b˜1 ∈ R1×d are the weight matrices and bias vectors
respectively. Given the coefficient of each neighboring entity
of h, we compute the linear combination of their embedding
to obtain the local neighborhood embedding of h as follows,
eClh =
∑
t∈Clh
αu(h, r, t)et. (4)
Then, we aggregate the embedding of entity h and it’s local
neighborhood embedding eClh to form a local contextual em-
bedding clh for h as follows,
clh = tanh
[
(eh||eClh)W 2 + b2
]
, (5)
where W 2 ∈ R2d×d and b2 ∈ R1×d are the weight matrix
and bias vector of the aggregator.
Non-Local Graph Context
The user-specific graph attention network explicitly aggre-
gates the local neighbor (one-hop) information of a target en-
tity to enrich the representation of the target entity. However,
this is not enough to capture the non-local context of an en-
tity in KG, and also has weak representation ability for the
nodes which have few connections in KG. To offset this gap,
we propose a biased random walk based GRU module to ag-
gregate non-local context information of entities.
The biased random walk sampling (BRWS) procedure is
used to extract the non-local context of a target entity h. To
achieve a wider depth-first search, we repeat biased random
walk from h to obtain M paths, which have a fixed length L.
The walk iteratively travels to the neighbors of current entity
with a probability p, which is defined as follows,
p(tk+1) =
{
γ if tk+1 ∈ Cltk−1or tk+1 = tk−1,
1− γ else, (6)
where tk is the k-th entity of a path, t0 denotes the root
entity h. To encourage wider search, we empirically set
0 < γ < 0.5. After obtaining the M paths and M ∗ L en-
tities by walk, we sort entities according to their frequency
in walks in descending order, and choose a set of top-ranked
entities orderly. These entities are defined as the non-local
graph context of the entity h in KG, and denoted by Cgh. In
the experiments, we empirically set |Cgh| = |Clh|, and set the
parameters γ, M , and L to 0.2, 15, and 8, respectively.
In this work, we employ GRU to model the dependency
between an entity h and its non-local context Cgh, because
GRU can yield better performance in processing sequence
data (i.e., Cgh can be seen as a frequency sequence data). In-
deed, the more frequently an entity appears in random walks,
the more important it is to the target entity h. Based on this
intuition, we input Cgh into GRU in reverse order, and use the
last step output as the embedding of Cgh, which is denoted by,
eCgh = GRU
(←−Cgh), (7)
where
←−Cgh denotes the reverse set of Cgh. Then, we aggregate
eh and eCgh to form the non-local contextual embedding c
g
h
for h as follows,
cgh = tanh
[
(eh||eCgh)W 2 + b2
]
. (8)
Here, we use the same aggregator parameters as in Eq (5).
Given the embeddings of local and non-local context of h in
KG, we apply a gate mechanism to integrate these two em-
beddings by learning the weights in each dimension as,
ch = σ(ω) clh + (1− σ(ω)) cgh, (9)
where ω ∈ R1×d is a learnable vector, σ(·) denotes the sig-
moid function. As items are a special type of entities in KG,
we can use Eq. (9) to compute the context embedding ci of
item i, considering its local context Cli and non-local contextCgi in KG. Then, we concatenate ei and ci to obtain the con-
textualized representation of an item i as qi = (ei||ci).
3.2 Exploiting Interaction Graph Context
In practice, a user’s historical items are usually used to de-
scribe her potential interests [Shi et al., 2014]. For exam-
ple, the classical SVD++ model [Koren, 2008] treats a user
u’s historical items I+u as the implicit feedback given by u,
and model the influences of I+u on a target item i for rec-
ommendation. Following similar spirit, we define I+u as the
interaction graph context of user u. Then, we develop an
item-specific attention mechanism to model the influences of
I+u on i. The basic assumption is that a user’s historical item
may have different importance in estimating her preferences
on different candidate items. For each item j ∈ I+u , its rele-
vance weight with respect to the target item i is defined as,
β(i, j) =
exp
[
tanh
(
(qi||qj)w> + b
)]∑
k∈I+u exp
[
tanh
(
(qi||qk)w> + b
)] , (10)
where w ∈ R1×4d is a weight vector, b is the bias, qi and
qj are the contextualized representations of items i and j.
Then, we define the embedding of the graph context I+u , with
respect to a target item i, as follows,
eI+u =
∑
j∈I+u
β(i, j)qj . (11)
A non-linear transformation, where ReLU is the activation
function, is then used to aggregate eu and eI+u to form the
contextual embedding for u as follows,
cu = ReLU
[
(eu||eI+u )W 3 + b3
]
, (12)
where W 3 ∈ R3d×d and b3 ∈ R1×d are the weight matrix
and bias vector. We concatenate eu and cu to form the con-
textualized representation for u as pu = (eu||cu). The pre-
diction of u’s preference on i can be defined as yˆui = puq
>
i .
Algorithm 1 CGAT Optimization Algorithm
Input: Observed interactions O, knowledge graph G
Output: Score function F(u, i;Θ) = yˆui
1: Randomly initialize all parameters
2: Construct the set O˜ and D˜ based on O and D;
3: for iter = 1, 2, · · · ,max iter do
4: Sample a batch of tuples B1 from O˜;
5: Sample a batch of tuples B2 from D˜;
6: Compute gradients of Eq. (16) with respect to Θ by
back-propagation, based on tuples in B1 and B2;
7: Update Θ by gradient descent algorithm (i.e., Adam)
with learning rate η;
8: end for
9: return F(u, i;Θ)
3.3 Learning Algorithm
The Bayesian personalized ranking (BPR) optimization crite-
rion [Rendle et al., 2009] is used to learn the model parame-
ters of CGAT. BPR assumes that the interacted items should
have higher ranking scores than the un-interacted items for
each user. Here, we define the BPR loss as follows,
LBPR =
∑
(u,i+,i−)∈O˜
− log σ(yˆui+ − yˆui−), (13)
where O˜ is constructed by negative sampling. Empirically,
for each (u, i) ∈ O, we randomly sampling 5 items from
I \ I+u in the experiments. As we also need to learn the em-
bedding of entities and relations in KG, we design a regu-
larization loss based on the KG structure. Specifically, for
each triple (h, r, t) ∈ D, we first define the following score
to describe the distance between the head entity h and the tail
entity t via relation r in the latent space,
sr(h, t) = ||eh − ert||22. (14)
Then, we define the regularization loss as follows,
LKG =
∑
(h,r,t,t′)∈D˜
log σ
(
sr(h, t)− sr(h, t′)
)
, (15)
where D˜ is constructed by randomly sampling an entity t′
from E \ Clh, for each (h, r, t) ∈ D. The motivation is that,
in the latent space, the distance between an entity h and its
directly connected neighbor t should be smaller than the dis-
tance between h and the entity t′ that is not directly con-
nected to h, via relation r. Then, the model parameters can
be learned by solving the following objective function,
min
Θ
LBPR + λ1LKG + λ2||Θ||22, (16)
where Θ denotes all the parameters of CGAT, λ1 and λ2 are
the regularization parameters. The problem in Eq. (16) is
solved by a gradient descent algorithm. The details of the
optimization algorithm are summarized in Algorithm 1.
In the implementation of CGAT, we randomly sample S
neighbors from Clh for a target entity h, andN historical items
from I+u for a target user u, to compute the attention weights
Table 1: Statistics of the experimental datasets.
FM ML BC
#Users 1,872 6,036 17,860
#Items 3,846 2,347 14,967
#Interactions 21,173 376,886 69,876
#Density 0.29% 2.66% 0.026%
#Entities 9,366 7,008 77,903
#Relations 60 7 25
#Triples 15,518 20,782 151,500
defined in Eq. (2) and Eq. (10) respectively. This trick can
help keep the computational pattern of each mini-batch fixed
and improve the computation efficiency. Moreover, we also
set the size of non-local context |Cgh| to S. In model train-
ing, S and N are fixed. Let B denote the number of sampled
user-item interactions in each batch. The time complexity
of biased random walk sampling procedure is O(|I|SML),
which can be performed before training. In each iteration, to
exploit KG context, the user-specific graph attention mech-
anism and the GRU module have computational complex-
ity O(BNSd2). The complexity of exploiting interaction
graph context is O(BNd2). The overall complexity of each
mini-bacth iteration is O
(
B(NSd2+Nd2)
) ≈ O(BNSd2),
which is linear with all hyper-parameters except for d.
4 Experiments
4.1 Experimental Settings
Datasets: The experiments are performed on three pub-
lic datasets: Last-FM1, Movielens-1M2, and Book-Crossing3
(respectively denoted by FM, ML, and BC). Following [Wang
et al., 2018; Wang et al., 2019b; Wang et al., 2019a], we
keep all the ratings on FM and BC datasets as observed im-
plicit feedback, due to data sparsity. For ML dataset, we keep
ratings larger than 4 as implicit feedback. The KGs of these
datasets are constructed by Microsoft Satori, and are currently
public available4. As introduced in [Wang et al., 2019b], only
the triples from the whole KG with a confidence level greater
than 0.9 are retained. The sizes of ML and BC KGs are
further reduced by only selecting the triples where the rela-
tion name contains ”film” and ”book”, respectively. For these
datasets, we match the items and entities in sub-KGs by their
names (e.g., head, film.film.name, tail for ML). The items
matching no entities or multiple entities are removed. Table 1
summarizes the statistics of these experimental datasets.
Setup and Metrics: For each dataset, we randomly select
60% of the observed user-item interactions for model train-
ing, and choose another 20% of interactions for parame-
ter tuning. The remaining 20% of interactions are used as
testing data. The quality of the top-K item recommenda-
tion is assessed by three widely used evaluation metrics:
Precision@K, Recall@K, and Hit Ratio@K. In the experi-
ments, we set K to 10, 20, and 50. For each metric, we first
1https://grouplens.org/datasets/hetrec-2011/
2https://grouplens.org/datasets/movielens/1m/
3http://www2.informatik.uni-freiburg.de/∼cziegler/BX/
4https://github.com/hwwang55
compute the accuracy for each user on the testing data, and
then report the averaged accuracy over all users.
Baseline Methods: We compare CGAT with the following
models: (1) CFKG [Ai et al., 2018] integrates the multi-type
user behaviors and item KG into a unified graph, and employs
TransE [Bordes et al., 2013] to learn entity embedding. (2)
RippleNet [Wang et al., 2018] exploits KG information by
propagating a user’s preferences over the set of entities along
paths in KG rooted at her historical items; (3) MKR [Wang
et al., 2019b] is a multi-task feature learning approach that
uses KG embedding task to assist the recommendation task;
(4) KGNN-LS [Wang et al., 2019a] applies GCN on KG to
compute the item embedding by propagating and aggregating
the neighborhood information on item KG. (5) KGAT [Wang
et al., 2019c] employs graph attention mechanism on KG to
exploit the graph context for recommendation.
Implementation Details: For CGAT, the dimensionality of
latent space d is chosen from {8, 16, 32, 64, 128}. The num-
ber of local neighbors of an entity S and the number of a
user’s historical items N used in model training are selected
from {2, 4, 8, 16, 24, 32, 40}. The regularization parameters
λ1 and λ2 are chosen from {10−6, 5 × 10−6, 10−5, 5 ×
10−5, 10−4, 5 × 10−4, 10−3, 10−2}. The learning rate η is
chosen from {10−4, 5 × 10−4, 10−3, 5 × 10−3, 10−2}. The
hyper-parameters of baseline methods are set following origi-
nal papers. For all methods, optimal hyper-parameters are de-
termined by the performances on the validation data. We im-
plement CGAT by Pytorch, and the Adam optimizer [Kingma
and Ba, 2014] is used to learn the model parameters.
4.2 Performance Comparison
Table 2 summarizes the results on different datasets. We
make the following observations. On FM and ML datasets,
KGAT achieves the best performances among all baselines.
On BC dataset, MKR achieves comparable results with
KGNN-LS, and outperforms CFKG, RippleNet, and KGAT.
The KG and interaction graphs on BC dataset are very sparse.
MKR jointly solves the KG embedding and recommenda-
tion tasks by learning high-order feature interactions between
items and entities. The cross&compress units are effective to
transfer knowledge between the user-item interaction graph
and KG, thus can help solve the data sparsity problem. More-
over, CGAT usually achieves the best performances on all
datasets, in terms of all metrics. In most of the scenarios
(i.e., 23 among 27 evaluation metrics), the proposed CGAT
method significantly outperforms baseline methods with p <
0.05, using the Wilcoxon signed rank significance test. Over
all datasets, on average, CGAT outperforms CFKG, Rip-
pleNet, MKR, KGNN-LS, and KGAT by 26.07%, 21.32%,
22.29%, 21.92%, 9.56%, respectively, in terms of HR@20.
These results demonstrate the effectiveness of CGAT in ex-
ploiting both the KG context and users’ historical interaction
context for recommendation.
4.3 Ablation Study
Moreover, we also conduct ablation studies to evaluate
the performances of the following CGAT variants: (1)
CGATw/o L deletes the local context embedding of item from
CGAT and only considers the non-local context embedding as
Table 2: Performances of different recommendation algorithms. The best results are in bold faces and the second best results are underlined.
∗ indicates CGAT significantly outperforms the competitors with p < 0.05 using Wilcoxon signed rank significance test.
Datasets Methods P@10 R@10 HR@10 P@20 R@20 HR@20 P@50 R@50 HR@50
FM
CFKG 0.0280 0.1168 0.2362 0.0222 0.1857 0.3404 0.0135 0.2812 0.4773
RippleNet 0.0285 0.1214 0.2423 0.0229 0.1948 0.3628 0.0157 0.3260 0.5336
MKR 0.0278 0.1162 0.2356 0.0215 0.1820 0.3356 0.0138 0.2877 0.4809
KGNN-LS 0.0284 0.1186 0.2441 0.0216 0.1824 0.3398 0.0136 0.2828 0.4809
KGAT 0.0466 0.1886 0.3604 0.0341 0.2756 0.4803 0.0206 0.4151 0.6426
CGAT 0.0512∗ 0.2106∗ 0.4022∗ 0.0369∗ 0.2994∗ 0.5203∗ 0.0218∗ 0.4413∗ 0.6687∗
ML
CFKG 0.1054 0.1038 0.5680 0.0896 0.1753 0.7126 0.0633 0.2991 0.8388
RippleNet 0.1271 0.1251 0.6227 0.1043 0.2008 0.7474 0.0758 0.3442 0.8667
MKR 0.1376 0.1370 0.6581 0.1154 0.2192 0.7765 0.0848 0.3793 0.8852
KGNN-LS 0.1311 0.1310 0.6419 0.1126 0.2172 0.7766 0.0833 0.3762 0.8811
KGAT 0.1533 0.1608 0.7090 0.1274 0.2541 0.8179 0.0910 0.4189 0.9066
CGAT 0.1575∗ 0.1674∗ 0.7219∗ 0.1288∗ 0.2608∗ 0.8264∗ 0.0916∗ 0.4311∗ 0.9191∗
BC
CFKG 0.0155 0.0725 0.1391 0.0101 0.0904 0.1745 0.0061 0.1291 0.2435
RippleNet 0.0147 0.0706 0.1336 0.0099 0.0880 0.1736 0.0060 0.1261 0.2429
MKR 0.0154 0.0732 0.1386 0.0105 0.0920 0.1811 0.0063 0.1306 0.2496
KGNN-LS 0.0155 0.0730 0.1411 0.0104 0.0910 0.1797 0.0062 0.1306 0.2454
KGAT 0.0132 0.0572 0.1202 0.0094 0.0776 0.1600 0.0063 0.1172 0.2362
CGAT 0.0161 0.0645 0.1402 0.0119∗ 0.0920 0.1909∗ 0.0078∗ 0.1412∗ 0.2718∗
Table 3: Performances of CGAT variants estimated by HR@20.
Dataset CGATw/o L CGATw/o G CGATw/o UA CGAT
FM 0.5118 0.5167 0.5136 0.5203
ML 0.8193 0.8111 0.8215 0.8264
BC 0.1884 0.1864 0.1817 0.1909
final context embedding, i.e., the coefficient σ(ω) in Eq.(9) is
set to 0; (2) CGATw/o G removes the non-local context em-
bedding of item from original model, which is contrast to
CGATw/o L model; (3) CGATw/o UA removes the user’s em-
bedding in exploiting the local context information in KG
(i.e., removing mu in Eq. (3)).
Due to space limitation, we only report the recommenda-
tion accuracy measured by HR@20. We summarize the re-
sults in Table 3, and have the following findings. CGAT con-
sistently outperforms the variants CGATw/o L and CGATw/o G,
indicating both local and non-local context in KG are essen-
tial for recommendation. CGAT achieves better performance
than CGATw/o UA. This demonstrates the user-specific graph
attention mechanism is more suitable for personalized recom-
mendation than simple attention mechanism that can not cap-
ture users’ personalized preferences. CGATw/o L is slightly
superior than CGATw/o G on ML and BC datasets. This indi-
cates that non-local context information plays a complemen-
tary role to the local context information, and sometimes may
be more important than local context information in improv-
ing the recommendation accuracy.
4.4 Parameter Sensitivity Study
Figure 3 summarizes the performances of CGAT with respect
to (w.r.t.) different settings of key parameters. As the size of
neighboring entities in KG usually varies for different items,
we study how fixed size of sampled neighbors would affect
the performance. From Figure 3(a), we can note that CGAT
achieves the best performance when S is set to 4, while larger
S does not help further improve the performance. This opti-
mal setting of S is close to the average number of neighbors
of an entity in KG, which is 3.31 on FM dataset. Then, we
vary the number of a user’s historical items used to repre-
sent her potential preferences. As shown in Figure 3(a), the
best performance is achieved by setting N to 16. When N is
larger than 16, further increase of N would reduce the per-
formance. Figure 3(b) shows the performance trend of CGAT
w.r.t. different settings of λ1. The performances achieved by
setting λ1 to 5× 10−5 and 10−4 are better than that achieved
by setting λ1 to 0. This observation demonstrates that the
KG structure constraint in Eq. (15) can help improve the rec-
ommendation accuracy. Moreover, we also study the impacts
of the number of sampled paths M and the path length L
in the BRWS module. From Figure 3(c), we can note the
best performance is achieved by setting M to 15. This in-
dicates the most relevant entities in the non-local neighbor-
hood of an entity can be captured by performing 15 times
random walk sampling. As shown in Figure 3(d), better per-
formance can be achieved by setting L in the range between 4
and 12. Further increasing L causes more training time, how-
ever sometimes may cause the decrease in recommendation
performances.
5 Conclusion and Future Work
This paper proposes a novel recommendation model, called
Context-aware Graph Attention Network (CGAT), which ex-
plicitly exploits both local and non-local context information
in KG and the interaction context information given by users’
historical behaviors. Specifically, CGAT aggregates the local
context information in KG by a user-specific graph attention
mechanism, which captures users’ personalized preferences
on entities. To incorporate the non-local context in KG, a
bias random walk based sampling process is used to extract
important entities for the target entity over entire KG, and a
GRU module is employed to explicitly aggregate these en-
tity embedding. In addition, CGAT utilizes an item-specific
attention mechanism to model the influences between items.
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Figure 3: Performances of CGAT on FM dataset, w.r.t. different
settings of S, N , λ1, M , and L.
The superiority of CGAT has been validated by comparing
with state-of-the-art baselines on three datasets. For future
work, we intend to develop different aggregation strategies to
integrate the context information in KG and interaction graph
to improve recommendation accuracy.
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