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1. LITERATURE REVIEW AND SUMMARY 
1.1 Introduction to Literature Review 
This review does not intend to cover every aspect of the historical 
development of reliability theory and methodology; rather, some of the 
main historical trends will be cited, with some dependence, with regard 
to organization of the material, on secondary sources. The next section 
will address some of the past development concerning frequentist theory 
and methodology, and the following section will concentrate on the 
Bayesian development. 
Before proceeding with our tracing of the historical development, 
Figure 1 and Figure 2 are given as follows to help the reader to distin­
guish frequentist from Bayesian approaches in assessing system reli­
ability using component performance data, either of pass/fail or failure 
time type. Then Figure 3 is given to help the reader to place in 
perspective the problem that this work concerns. 
It might also be mentioned, as an introductory comment, that, 
respectively in Chapters 3 and 4, this dissertation addresses certain 
relevant topics in asymptotic analysis and in special (i.e., hypergeo-
metric) functions. 
Regarding asymptotic analysis, the emphasis has not been on 
developing any new asymptotic theory, as such, but rather, starting 
from recognizing that a certain generalized posterior moment E[X(0)|%1 
is critically involved, to identify and interrelate the relevant 
asymptotic theory, and, in an area well-known for the proliferation of 
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levels of abstraction and details of assumptions, to bring all of the 
required asymptotic analysis together, at a modest level of generality 
and under one blanket of assumptions. 
Again, in the matter of the casting of the computations in terms 
of hypergeometric functions, the only original step has, again, been 
one of recognition, namely that of recognizing that this formulation 
is possible. 
Thus, while asymptotic analysis and special functions do appear, 
they do so only in subsidiary roles, and, as such, are not examined in 
this introduction, and all references relevant to these two aspects 
of the dissertation will be cited only in the body of the dissertation, 
as called for in the development. 
Data 
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assumption xjr V V I  I  
4) 
' ' ' )  ^0 
structure 
inference on 
Figure 1. Frequentist approach (direct) 
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Figure 2. Bayesian approach (direct) 
3 
Data 
inference on 
\j <j) 
*'''^ n^   ^ ® 
 ^  ^  ^ structure 
prior distribution 
Figure 3. Bayesian approach (inverse) 
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1.2 Frequentist Development 
As indicated in Henley and Kumamoto (1981), an early impetus for 
reliability quantification came from the aircraft industry. After 
World War I, as air traffic and air crashes increased, reliability 
criteria for aircraft performance emerged. An early treatment of a 
system reliability model took place during World War II in Germany, 
in the course of the development of the V-1 missile. The first ones 
of these missiles were highly unreliable, in the course of addressing 
this situation it was determined that the old law, "A chain is no 
stronger than its weakest link," needed to be recast in probabilistic 
terms; and this led to the now familiar then produced product law for 
series components. 
In 1951, Epstein and Sobel began work in the field of lifetesting, 
which resulted in a long stream of influential papers. This work 
established the exponential distribution for probabilistic modeling 
in lifetesting research. 
One reason for the sustained use of the exponential distribution 
in reliability work is that it leads to the simple addition of failure 
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rates, Also, as stochastic process modeling began to appear, the 
exponential distribution provided the natural link to Markovian 
modeling. 
However, even as early as 1955 consideration began to be given 
to other life distributions, Kao (1956, 1958), among others, was bring­
ing attention to the Weibull distribution. As pointed out by Barlow 
(1984), interest in the Weibull distribution grew to considerable 
importance in 1959, when Zelen and Dannemiller (1961) showed that 
many life test procedures based on the exponential are not robust. 
As is pointed out in Barlow (1984), research on coherent struc­
tures began with the paper of Birnbaum et al. (1961), The subsequent 
paper of Birnbaum and Esary (1965) on modules of coherent structures 
extends the earlier work and establishes connections to switching 
theory. 
The publication of Barlow and Proschan (1965) placed considerable 
emphasis on the failure rate function and on classes of life distribu­
tions defined in terms of this function. 
The connection between coherent structures and the IFRA (Increas­
ing Failure Rate Average) class of life distributions, namely, that 
the IFRA property is preserved under the formation of coherent struc­
tures, was discovered by Birnbaum et al. (1966). This led to further 
investigations into classes of life distributions, and their connection 
with statistical inference, for example in Barlow and Proschan (1966), 
and in Barlow and Proschan (1967). 
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As Shimi and Tsokos (1977) have pointed out, authors such as 
Proschan and Pyke (1967) classified systems according to further 
features of qualitative behavior, with the introduction of such 
properties as NBU (New Better than Used) and NBUE (New Better than 
used in Expectation), and several similar sorts of properties. Indeed, 
Marshall and Proschan (1970) compared NBU and NBUE systems under various 
maintenance policies, such as replacement at age, block replacement, 
and replacement at failure only, Ross (1972) demonstrated that the time 
till the first failure of a coherent system of components with exponen­
tial failure rates has an NBU distribution, 
Esary et al. (1973) considered the role of the NBU and NBUE prop­
erties in the behavior of systems subject to a Poisson shock process, 
A-Hameed and Proschan (1973, 1975) extended these results to more 
general shock processes, 
Marshall and Proschan (1970), and Esary et al, (1970), studied the 
question of which of the properties, NBU and NBUE, and their dual prop­
erties NWU and NWUE, are preserved under such other as operations as 
convolution and mixture, and Marshall and Proschan (1970, 1972), and 
Haines and Singpurwalla (1973), obtained bounds for failure time distri­
butions of series or parallel systems of independent NBU or NBUE 
components, 
Regarding inference, an early important paper is that of Buehler 
(1957); Buehler developed one-sided confidence limits for system reli­
ability, based on component data, that are optimal in a certain sense. 
An early paper on point estimation is that of Epstein and Sobel (1955), 
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who developed a maximum likelihood estimator for the scale parameter 
in a sample drawn from an exponential density and subject to Type II 
censoring. They later extended their results to include location 
parameters. Bartholomew (1963) examined exponential distributions 
subject to Type I censoring, and derived the sampling distribution of 
his estimate, Basu (1964) gave the minimum variance unbiased esti­
mator of the reliability for Type ll censored data in the one- and 
the two-parameter exponential models. Cohen (1965) considered maximum 
likelihood estimators for the two-parameters Weibull model for censored 
data. He pointed out that the two types of censoring were different 
only in that in time of termination, t^ , was equal to T for Type I 
censoring and equal to t^  for Type II. Harter and Moore (1965) studied 
maximum likelihood estimation from Type ii data for the three-parameter 
gamma and Weibull models. Johns and Lieberman (1966), Lieberman and 
Ross (1969), Mann and Grubbs (1972), D'Agostino (1971), and Sarkar 
(1971), Ostruchov and Meeker (1987), and Escobar and Meeker (1988) 
have contributed to the further development on censored data estima­
tion. 
An area related to the issue of censoring is that of accelerated 
life testing; here, while the high stress at which components are run 
leads to many observed failures, not all failures are observed, lead­
ing to the need for censoring methodology to be applied. Important 
papers in this area, incorporating the essential machine-computation 
aspect, include Nelson and Meeker (1978), Meeker and Duke (1981), and 
Meeker (1984), 
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1.3 Bayesian Development 
As pointed by Barlow (1984), Bayes methods came into their own 
in the area of reliability during the decade 1960-1970, Drake 1966, 
Evans 1969, and Feduccia and Klion 1968 (cited in Tsokos and Shimi 
(1977)) were among many, during that period, who presented arguments in 
favor of the application of Bayesian techniques to reliability problems. 
Springer and Thompson (1966, 1967, 1968) considered a series 
system of components, each subject to a binomial failure model, for 
which the prior density is of Beta form. Using Mellin transform 
techniques, they constructed Bayesian confidence bounds for the product 
of the binomial parameters by deriving its posterior density. They 
also considered series systems some of whose components are known to 
have exponential failure rates and some of which are such that no 
failure rate information is known about them, and further studied 
parallel systems as well. Smith (1977) and Zacks (1977), also con­
tributed to Bayesian reliability assessments of parallel systems. 
Papadapoulos and Tsokos (1975) studied essentially the same model, 
with emphasis on Bayesian point estimates and their moments. 
The more complex series-parallel and parallel-series systems have 
been studied in Bayesian fashion by Levy and Moore (1967), Canavos 
(1972), Wolf (1976), Lientz (1977), and Kamat (1977). 
Another sort of complexity is presented not in the system level 
but in the data level, when the phenomenon of data censoring is incor­
porated into the Bayesian analysis. Bhattacharya (1967) performed a 
Bayesian analysis of the exponential model with scale parameter 0, 
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for data subject to either type of censoring. He considered the 
uniform, inverted gamma, and exponential densities as priors for 0. 
He also showed that, if the improper prior is used, then (and only) 
e 
the resulting Bayes estimates will coincide with the minimum variance 
unbiased estimator of Epstein and Sobel (1953), Another paper dealing 
with Bayes analysis of censored data is that of Ashour (1985), who 
studied Bayes estimators in censored Type I samples from a mixed 
exponential population; he examined the asymptotic behavior of his 
estimators by simulation, and concluded that a log-normal distribution 
can adequately portray their asymptotic behavior. Recent work on 
censoring in the Bayesian context is that of Papadapoulos and Padgett 
(1985), who studied Bayes estimation for mixtures of two exponential 
life distributions on the basis of right-censored samples, Estimation 
of the two scale parameters, the mixing parameter and the reliability 
is considered, using maximum likelihood estimators and Bayes estimators 
with respect to several priors, including Jeffrey's vague prior. 
Finally, Shoukri (1987) have studied in Bayesian fashion the problem 
2 
of an approximate ^  -test statistic testing the homogeneity of scale 
parameters of several exponential distributions under Type I and II 
censoring. The quantiles of the statistic are simulated and found to 
2 be very close to the exact quantiles of )( -distribution. 
Recent work in Bayesian reliability, other than work on censoring, 
includes that of Sinha (1985), who explores Bayes estimators of the 
survivor function using the concept of a predictive distribution. 
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Other recent work is that of Pandey and Upadhyay (1985), who investi­
gated Bayes shrinkage estimators in the reliability context, and found 
that such estimators are better than unbiased estimators if the true 
value of the parameter is close to its prior value. Another recent 
paper is that of Lingappaiah (1986), who investigated in Bayesian 
fashion the problem of predicting the range in a future sample, based 
on ranges in earlier samples. 
Two key issues are implicit among the wealth of ideas sketched 
above (1) the modeling issue of where it is natural to imagine the 
prior information to be initially assigned - to the components of a 
system or to the system itself - and (2) the experimental issue of 
the level at which the data are gathered - again, at the component 
level or at the system level. 
Most authors have seen fit to model prior information as initially 
assigned at the component level, for example, Hamilton and Drenna 
(1964), Breipohl et al. (1965), Byers et al. (1974), Wolf (1976), and 
David (1987); others, and these are fewer in number, have chosen to 
model prior information as initially assigned at the system level; 
among these are Parker (1972) and Mastran and Singpurwalla (1978). 
With regard to the issue of where the data are gathered, nearly all 
Bayesian writers have assumed that the data are gathered at the compo­
nent level; two exceptions here are Mastran and Singpurwalla (1978), 
and David (1987). The former two authors advance a small-sample 
analysis, based on the Mellin transformation, that envisages data at 
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both the system and component level. They develop reliability esti­
mates which, (ÀS' the writer understands it, are exact for series 
systems, but approximate otherwise. The latter author envisages 
data entirely at the system level, and takes certain initial steps 
toward asymptotic analysis. 
1,4 Summary 
Chapter 2 covers the general setting of Bayesian assessment of 
component performance with system performance evidence available. 
Section 2,1 summarizes the small-sample portion of David's (1987) 
treatment of this situation. Section 2.2 generalizes the treatment 
in Section 2,1 via reparametrization on the basis of system performance 
functions, and develops the joint posterior density of a (typically 
nonidentifiable) component performance parameter and the identifiable 
system performance parameter. The nonidentifiability aspect of the 
problem leads to a certain decomposition of the joint posterior density 
of component and system performance parameters, and to the representa­
tion of the posterior mean of the component performance parameter as 
a certain generalized posterior moment of the system performance 
parameter. This is the topic of Lemma 1 and Lemma 2, Section 2.3 
gives a simple example to demonstrate the idealization of Section 2.2, 
and Section 2.4 discusses certain nonstochastic asymptotic aspects of 
the computation of the component performance parameter posterior mean. 
Chapter 3 addresses the stochastic asymptotic analysis of the 
posterior mean E[p^ (^ ] of the component performance parameter by 
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interrelating several well-known and perhaps slightly less well-known 
issues, and provides a modest, but comprehensive and uniform, treat­
ment of several results; among these is the result that E[pj^ |5^ ] tends 
weakly to the prior conditional expectation of p^  ^given the true value 
QQ of the system performance parameter. The second is a verification 
of the fact that E[p^ |]^ ], and ^ (0^ ) are asymptotically equivalent 
A rJ 
to the first order, where 0^  and 0^  are, respectively, the MLE and Bayes 
estimate of 0^ , Section 3,2 lists certain regularity conditions essen­
tially attributable to Walker (1969). Section 3.3 verifies the asymptotic 
A 
normality of 0^ , which often (but no in the present analysis) is demon­
strated using a third-derivative condition. Section 3.4 investigates the 
asymptotic behavior of the integral of the likelihood function with 
respect to a weight function, and establishes the probability limit of 
E[pij^ ]. Section 3.5 concentrates on the asymptotic normality of 
E[Pi|^ ]. In this section, we relate Lehmann's assumptions for demon­
strating the asymptotic normality of a Bayes estimator 0^  to Walker's 
type conditions (Lemma 7), and further demonstrates the asymptotic 
I A i\j 
equivalence of E[p | Y ], A.(0 ) and \(0 ). The last section of Chapter 
Ja 111 III m 
3 deals with verifying our regularity conditions for a parallel-series 
system with Bernoulli data and uniform prior. 
Chapter 4 applies the theory developed in Chapters 2 and 3 to a 
parallel-series system and obtains hypergeometric expressions for 
various related quantities. Section 4.2 outlines some relevant proper­
ties of hypergeometric functions, and Section 4.3 develops hypergeometric 
12 
expressions for E[p^ |^ ], and X (0^ ), and concludes with the 
A , 
suggestion that is the best available approximation to 
from the point of ease of computation and asymptotic efficiency. 
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2. BAYESIAN COMPONENT SCORING 
2.1 Bayesian Component Scoring on the 
Basis of System Evidence 
This section is based on David (1987); there the point of view is 
developed that, with only system evidence at hand, an individual 
component is to be scored by the expectation of its associated perform­
ance parameter. That expectation is to be taken with respect to the 
joint posterior distribution of all component performance parameters, 
determined by a joint prior distribution together with a likelihood 
assumed to depend on system evidence as well as on a certain function 
(or functions) <}) of the component performance parameters. The focus 
on expectation is of course, as usual, traceable to choosing squared 
error loss, 
Consider now in particular component performance parameters 
p^  = Pr[component ^  works}, i; l,.,.,n. Given these component perform­
ance parameters p^ , it is natural initially to work with a prior 
distribution on (pj^ ,...,p^ ) according to which the p^  are mutually 
independent, each distributed according to a Beta distribution. 
We now recall some features of Beta densities. A Beta density, 
parameterized by a, 3 > -1, is a density 
p"aV, o<p<i. (2.1) 
A component Beta prior has, for integer cc and p, the ability to 
simulate the sorts of statistical summaries that one would use if. 
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in (a-H3 ) independent assays of a given Bernoulli component, one had 
found it working, and respectively not working, on respectively a 
and occasions. In particular, the mean of such a Beta density turns 
out to equal (a+l)/(a+g+2), and the variance [(a+l)/(a+P+2)] • 
[(B+i)/(a+e+2)] • [(a-»^ -i-3)"^ ]. 
One may note that maximum-likelihood advocates could find (2.1) 
better matched to the case of finding the component working (a+1) of 
(a+0''-2) trials, while Bayesians perhaps do favor the element of 
shrinkage of the mean toward 1/2, to be found in our first interpreta­
tion. 
In any event, we thus suppose that one's prior information about 
P: is independent Beta; that is, for 0 < p^  < 1, 
l,t#»,n, 
n r(a.+g.+2) a. p. 
 ^ r(a^ +i)r(p^ +i) ^ i 
( 2 . 2 )  
°^ i' > -1' i = 1,... ,n. 
Bayes' Theorem combines this information with the information contained 
in the system evidence Y = (Y^ ,...,Y^ ), Y^  here assumed independently 
distributed according to a distribution with density f(y|p) with 
respect to a dominating measure ji, and system component structure <{>, 
as quantified by the likelihood L(p), With the support of f(y|p) 
assumed not dependent on p, and given by V, L(p) will have form 
15 
m 
L(p) = n f(y.|p) on 
i=l  ^
(2.3) 
= 0 elsewhere 
In the Bayesian context, L(p) is of course interpreted as the 
conditional density of the sample system evidence Y, given p. 
Specifically, one computes the conditional (posterior) density of p 
given Y; 
ffolY) = L(p)P(p) 
lL(p)P(p)dp 
n r(a.-f^.+z) a. 3. 
f(Y|p).^ n^  P((x^ +i)ro^ +i) Pi 
= _ _ - r(a.+p.+2) â.  ^ ' 
r(a^ -i-i)ro^ +i) % dpj_,...,dp^  
on y™, 0 < p^  < 1, i; 1,...,n 
= 0 elsewhere, 
which represents one's knowledge of p after observing the sample Y, 
and contrasts with the prior information about p (prior to testing 
the system, that is), which is contained in the prior density P(p). 
Based on the posterior density, the Bayesian component score 
for component i is then computed, for Ye/'", as 
1 1 
[^Pjy =/•••/ Pif(P|l)dp. (2.4) 
 ^ 0 0^  
It is probably most instructive to consider the case of uniform 
prior information (i.e., independent Beta priors on the components of 
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p, each with a =0 = 0). That would seem to put in sharpest relief 
the respective contributions of system structure and test outcome to 
component scoring, and is therefore adopted in the following examples. 
Example 1. A single component is being tested; the probability that 
it is working has prior distribution that is uniform on [0,1], If 
the component is found to work, the posterior density of the probability 
p^  that it is working is 2p^  on [0,1], with posterior mean (Bayesian 
score) 2/3; if the component is found not to work, the posterior 
density is 2(l-p^ ), with posterior mean 1/3, 
Example 2, A test of n independent components in series is passed; 
with uniform prior distribution, the joint posterior density is 
 ^Pi » ^ 2 ' ' ' ' ' ^n n 
= 2 P^ ,P2, .. . ,P^ , with all n marginal 
S • • 'S p-i Po> ' • • > PT-, '^ P-I > • • • > ^ Pv, 
0 0 " 
posterior expectations equal to 2/3, (That the score is 2/3 as in 
Example 1 is a specific instance of the fact that, when a series system 
is found to be working and the multivariate prior is independent, 
then the scoring of a particular component is as it would have been 
if that component had been tested by itself, found to be working, 
and scored. This simply is due to the fact that the series likelihood 
l^'^ 2'"''^ n propagates independence from prior to posterior, a 
pleasant aspect of the Bayes approach. 
Example 3. A test of a series system of n independent components is 
failed; with uniform prior distribution, the joint posterior density 
17 
1 1 
(l-p^ jp^ , . . .,Pjj)/{l--^ ) = 2"(l-p^ ,P2,...,p^ )/(2"-l), with all n 
marginal posterior expectations equal to 
1 1 1 
p.(l-P....p....P„)/(l - —)dp^ ...dp , i = l,2,...,n, which 
00 2 
equals 
this implies that, given uniform prior knowledge, individual component 
Bayesian scores of a failed series system approach ^  exponentially 
fast from below as the number of components increases. 
Example 4. A test of an independent 2-component parallel system is 
passed. With uniform prior distribution of components, the joint 
posterior density is 
(Pl+Pg-PlPg) 
11 
f f(Pj^ -*-P2-PiP2 ) dp^ dpr 
or dtp^ +pg-p^ pgj/s, with posterior expectations (Bayesian scores) 
11 5 
JVPi'dfPi+Pg-PiPgi/Sdp^ dpg, i = 1,2, i.e. g. 
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Example 5. A test of a system of n independent parallel components 
is failed. Propagation of independence again applies so that the 
posterior expectation (Bayesian score) is as in Example 1. 
We end this section with the following remark; We have seen in 
Examples 2 and 5 that series and parallel systems may be said to 
"propagate independence" from prior to posterior, under certain 
circumstances. A similar sort of propagation operates with respect 
to exchangeability. Thus consider for example any system whose 
effectiveness depends symmetrically on all of its components, for 
example a 3-component system that works if at least two of its 
components work, and which therefore, under independence, works with 
probability h(Pj^ ,P2,P3) = PiP2''"-P2^ 3'*'^ 1^ 3"^ 1^^ 2^ 3* ^^ en, for any 
exchangeable prior Pfp^ fPgfPg), the posterior distribution of p, 
given that the system is found to work, will be proportional to 
h(Pj^ ,P2,P3)P(P2>P2>P3)> and will, therefore, be exchangeable as well; 
in brief, then, "symmetric" systems propagate exchangeability frcm 
prior to posterior. 
2.2 Reparametrization on the Basis of 
System Performance Functions 
The previous section has introduced, among other things, certain 
system performance functions (j) that encapsulate the contributions of 
the system performance parameters to the system likelihood. We now 
specialize to the (usual) case where there is only one such function. 
All five examples of the previous section, as well as that of the 
19 
remark concluding that section, in fact pertain to that case, as also 
do the so-called "coherent" systems of Barlow and Proschan (1975), 
for which (|)(p^ ,... ,p^ ) is to be thought of as the expectation of the 
corresponding "structure function" (|)(x^ , ... ,x^ ), where the x^ 's are 
0-1 indicators of component performance. 
In any event, the likelihood of the system sample evidence Y now 
depends on p only through the single function <j>(Pj^ ,... ,p^ ). Excepting 
pathological cases (there do, after all, exist 1-1 mappings of the 
unit n-cube onto the unit interval), we are faced here with the non-
identiflability of each of the components of p. For example, suppose 
that the system data Y = (Y^ ,...,Y^ ) form an iid Bernoulli sequence 
with parameter <f)(Pj^ ,... ,Pj^ ) equal to the probability that the system 
works on any of m independent occasions. Then, with Y^  equal to the 
number, among the m occasions, of the occasions on which the system 
works, one has 
Y m-Y 
L(P) = ^ (Pi,...,Pn) (2.5) 
This says that, as long as <j)(«) is not a 1-1 map from the unit n-cube 
onto the set S (say the open set (0,1)) of possible values for the 
probability <{) that the system works, the parameter vector p is not 
identifiable. Here we lean on the definition of identiflability 
given by A. P. Basu (1981); 
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Definition. Let U be an observable random variable with distribution, 
function F^ , belongs to a family F = [F^ ; refi} of distribution 
functions indexed by a parameter r. Here T could be scalar or vector-
valued, We shall say r is nonidentifiable by U if there is at least 
one pair (r,r'), r ^  t', where r and r' both belong to n, such that 
F (^u) = F ,^(u) for all u. in the contrary case we shall say T is 
identifiable. 
In our above claim regarding the nonidentifiability of p, we have 
of course translated r to p, and U to Y. 
Whereas the vector p is nonidentifiable, the parametric function 
0 = (j)(p) i£ of course identifiable, and it is productive, for the 
further Bayesian analysis, to exploit this fact by inserting 0 into the 
parametrization. In particular, if for example, p^  is to be assessed, 
a suitable new reparametrization is for example by q; (p^ ,...,p^  ^ 0^). 
Now suppose that the mapping from p to q is one-to-one and differentiable, 
with p^  given by a differentiable function 
Pn = (2.6) 
of q. Then, if q possesses a prior density induced by the prior density 
p(p) on the unit cube; then it will be of form 
{Pj^> • • • >® ^ ~ ^ ^^1'' * *'^n—1' 0 ) ) ^  
J(p.j^ ,... ,p^ _2^ ,0 ), (2,7) 
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where 
9 ) Qg ) • (2,8) 
The domain of tt will, with respect to the p^ , have form 
0 < Pi < 1 
0 < Pn-1 < 1 
and, with respect to 0, will be such that the range of 0 is determined 
by ( Pj^ , • .., P^ _2 ) : 
0 • • • »Pfi-l^  ~ ^^ P^ f • • • '^ n-l'^ n^  ^  ® IP^ f • • • '^ n-l ^  
n^ 
inf * • •'Pfj-l'^ n^  ~ ê.(P]_> • • • >Pjj_i) • 
(2.9) 
Pn 
A final reduction focuses on p^  and 0, by marginaling 
Tr{Pj_,.. .,Pj^ _l,0) over (P2, ... ,Pj^ _j_) ; 
1 1 
~ S' •'S "TT(Pj^>P2> • • • >Pj^_2^>0)^P2• • (2,10) 
over a domain D of (p^ ,©) given by 0 < p^  < 1, with the range of 0 
determined by p^ :^ 
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0(p^ ) = sup 0(P]_,...,P^ _j^ ) > 0|Pj_ > 
2^'""'^ n-l 
inf 0_(p, 
2^'•'"'Pn-l 
9 • • • (2.11) 
We thus see that we are now down to a prior view over D of the 
identifiable parameter 0 (identifiable because it is the name of the 
parametric function of p appearing in the likelihood for Y), and 
the parameter p^  that is the nonidentifiable parameter of interest. 
This is the stage at which the likelihood is to be brought in, lead­
ing to an elementary and anticipated, yet useful, factorization of 
the posterior density for (p^ ,0); 
Lemma 1. The joint posterior density for (p^ ,0) is given, for Ye/"*, 
by f(p^ ,0|Y) = f (0 IY)Tr(p^  10) over Dj that is, the joint posterior 
density of (p^ ,0) over D is the product of the posterior density of 0 
and the conditional prior density of p^  given 0. 
Proof. Let Tr(0) denote the marginal prior density of 0; then 
f(llPl,8)n(Pi,0) 
f (ll0)Tr(p ,^0) 
f (Y) 
f (l|0)Tr(0)Tr(p^|0) 
f (Y) 
= f(0|Y)^ (P^ |0). Q.E.D. (2.12) 
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The factorization of the posterior density f(Pj^ ,0|X.) is, in 
keeping with the situation regarding identifiability, into a pure 
prior factor describing the nonidentifiable parameter p^  and a 
posterior likelihood-driven factor describing the identifiable 
parameter 0, and, based on this factorization of fCp^ j^SjY), the 
posterior expectation (component score) E[p^ |y of the nonidentifiable 
parameter p^  will exhibit a corresponding pattern, as described in 
the following lemma, where the domain D now is represented by a domain 
0 for 0 and an indexed collection {ôg} of domains for p^ ; 
Lemma 2 . Let A.(0) denote the conditional prior expectation of p^ , 
given 0. Then 
E[pjY], Ye^ , = / \(0)f(0|Y)d0, (2.13) 
0 
where f(0|Y) is the posterior density of 0, given Yg^ '". 
Proof. 
E[p^ |Y] = f  p^ f(p^ ,0|Y)dp^ d0 
= f  Cf Pif(Pi,0|Y)dp ]d0 
G 6» 
= f If p,ir(p,|e)f(e|ï)dp,](30 
G 
= / p,Tr(p, |e)dp, jae 
® 0^ 
= / f(0|Y)X(0)d0. g.E.D. 
0 
This last lemma will be used extensively in the next chapter. 
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2.3 A Simple Example 
The following example is simple, in part, because, by the device 
of equating the component scores of two components, we are able to 
reduce the situation to the case n = 2, allowing the reduction that 
took us from the n-dimensional joint prior distribution 
îr(P2> • • • >Pn-l'2-dimensional joint prior distribution Tr(Pj^ ,0). 
In any event, we suppose that we have a simple parallel-series system 
which has one component in one branch and two identical components in 
series in another branch. 
Pi 
O 
o o 
P2 Pz 
The test data (Y^ ,...,Y^ ) can only be collected at the system 
level and are iid from a Bernoulli distribution with parameter 0, 
9 = Pr[system is functioning]. Denote the component reliabilities by 
Pj^  and p^ , for type 1 and type 2 components, respectively. Also, 
assume that all components in the system work independently. Then, 
for this system, we have 
0=1- (l-PjKl-Pj) 
= Pi + P2 - PlP;, 
with the inverse function \};(p^ ,0) given by 
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0-Pl 
P2 = ^ l/(Pi,0) = 
With (P^ ,P2) uniform on the unit square, the induced prior density 
for (p^ ,0) is then 
Tf(Pi ,8) = 3  ^ . (2.14) 
with domain D of form (0 < p^  < 0 < 1). The marginal prior for 0 is 
1 ® dp 
n(0) = jf — 
0 /(i-P3_)(e-P^ ) 
1 1+/0 
i-/ë 
= 2 In , (2.15) 
with the donain 0 of form (0 < 0 < 1). The conditional prior for p^ ,^ 
given 0, is 
Tr(p |0) = {ln[i^ ]}"^  .  ^ (2.16) 
1-1/0 /(1-p^ ) (0-p^ ) 
with the domains 6 of form (0 < < 0), and the prior conditional 
expectation of p^ , given 0, is 
\(0) = f  P3_rr(Pj_|0)dp^ 
= ^  - [In . 1/^ . (2.17) 
1-^  
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The likelihood function is 
Y n-Y 
L(0) = 9 (1-0)  ^
m 
where Y = 2 Y., the total number of successes in m trials. Thus, the 
™ i=l ^  
posterior density f(0|Y) for 0 is 
f/û|Yi - L(8)'nX0) 
 ^L(9)n(e)d0 
0 
eVe,"" |xni±iï 
1-/9 
Y m-Y , , . ' (2.18) 
S e ™(i-e) J In d0 
0 1-/9 
m l ,  I + / 9  
and the posterior mean of p^  is 
f  \ ( e ) e  ^ (1-0) '"(In ii^ )d9 
eiptIy ] = S x(e)f(e|Y)de = — 
® Se *(1-9) *( ln ^^)d9 
0 i-ë" 
f (^  - (In 0)0 m(i_0) In d9 
 ^0 izle i-iie 
Y m-Y , rr 
T e *(1-9) * In d6 
0 1- ^  
Y +1 m -Y . 1— 
f  e  (1-0) m In i±jE d0 
= 1 + 10 
2 2 Y m-Y 
I 0 *(1-0) m In d0 
0 1-/0 
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Y + m-Y 
/ e ™ (1-0) " de 
~ Y iii-Y , /r • (2.19) 
; 0 *(1-8) m m d6 
0 1-i/ë 
2,4 Nonstochastic Asymptotic Analysis 
In Tierney and Kadane (1986) is given an asymptotic analysis of 
posterior moments of form 
.r q(6)L(8)n(8)d8 ' 
S L(8)n(8)d6 ' ( ' ' 
where g(0) is a "smooth positive function on the parameter space." 
Setting g(6) = XX0), their analysis becomes directly relevant to 
our investigation. 
Tierney and Kadane*s approach is an entirely nonstochastic one, 
based on Laplace's method (De Bruijn (1951); Murray (1984)) and 
asymptotic expansion, and whatever needs to be assumed about the 
sequence (Y^ jY^ ,...) is not explicitly incorporated into their dis­
cussion. Presumably the assumptions, if they had been given, would 
have called for almost-sure behavior of the sequence ...) 
allowing for almost-sure limits of the various expansion coefficients 
and order terms given in their paper. 
But their main idea, which is no doubt a very useful one, is to 
separately apply Laplace's method to the numerator and denominator 
of (2,20), producing the estimate (2,21) for (2,20), as given below: 
(a); maximize L(0)Tr(0) with respect to 0, producing the value 
a 
0 ;  
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(b); maximize g(0)L(0)Tr(0) with respect to 0, producing the 
a 
value 0^ ; 
(c): compute 
= ô(inL(e)-îT(e))^ /ôe^  a • 0=0 ' 
(d): compute 
Jl^ m == ô(lng(0)L(0)'rr(0))^ /â0^  
(e); compute 
1/2 a a a  a  a  
(Jm/Ji^ m^  ^  (X(ei)L(ei)Tr(0i)/L(0)Tr(0)). (2.21) 
Modulo the presumed details pertaining to the behavior of the 
—2 
sequence (Y^ pYg,...), an order of approximation of m is given by 
Tierney and Kadane; regardless of such details, there is no doubt that 
the idea of separately applying Laplace's method to the numerator and 
denominator of (2,20) will produce an estimate of high accuracy. 
An estimate presumably of lesser accuracy, but one far easier to 
compute, is obtained by equating  ^to its asymptotic approximation 
in the first factor of (2.21), and also replacing 0^  by 0 in the 
second factor; that of course produces the very straightforward approxi-
a 
mation \(0). This last very easily computed approximation will appear 
again in the course of the stochastic analysis in Chapter 3 below, where 
it is defended as asymptotically equivalent to (2.21) in a certain sense. 
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3. ASYMPTOTIC BAYESIAN SCORING 
3.1 Introduction 
The posterior mean of p^ , being in fact a sample-dependent 
assessment of component performance, warrants an asymptotic treat­
ment. Here the term "asymptotic" is to be interpreted in the sense 
that ever-increasing sample evidence is collected at the system 
level. In deference to the emphasis of this chapter, the term 
E[p^ |Y] of Chapter 2 for the posterior mean of p^  is now replaced by 
the term B[p^ |Y^ ], with m denoting the amount of available system 
evidence. 
In many instances, system evidence will be of Bernoulli type, 
with Y being the record of which, of m successive occasions, found 
-m ' ' 
the system to be operative, with parameter 0, 0e(O,l), equal to the 
probability of system success, and with sufficient condensation Y^  
of Y , where Y is the number of occasions in which the system is 
-m m 
operative. 
The discussion in this chapter will, however, be cast in a 
slightly more general setting, with the parameter space 0 assumed to 
be a finite open interval of the real line, sample space V for a single 
piece of system evidence Y^  assumed to be the real line, and joint 
independence assumed for the entire vector ^  = (Y^ ,Y2,...,Y^ ). 
While an attempt has been made in this chapter to interrelate 
several well-known and perhaps slightly less well-known issues, the 
main purpose of it is to establish two things with reasonable rigor. 
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The first of these is the assertion (Corollary 1 of Theorem 1) that 
E[Pi|]^ ] tends weakly to the prior conditional expectation 
Eprior'•Pil®o^  of p^ , given the true value 0^  of the system performance 
parameter 0, The second of them is the assertion after Theorem 3 that 
E[Pi|]^ ] and two of its more easily computed approximations all are 
asymptotically equivalent to first order, in the sense that the three, 
under location normalization by ^ pj-ior''^ 1 scale normalization 
—T /2 
by m , are jointly asymptotically distributed according to a 
singular trivariate normal distribution concentrated on the equi­
angular line. 
While no major innovations are claimed for this chapter the attempt 
is made here to bring together the verification of Corollary 1 and the 
assertion, as well as of several related ancillary results and of 
several important results from the literature, into a single integrated 
development issuing from a common set of regularity conditions - namely 
those proposed by Walker (1969). The details of that integration of 
material are now given in schematic form. 
Regularity Conditions 
Lemma 3, 
lim Pr[ sup M~^[L (0)-L (0^)]<-K]=1 
m-*cx) GeG-N (Ô) 
-1 A 
Lemma 4. plim m L^ (8^ ) = -j{oQ) 
LAMA 5. VFI(Ê^-0^) ,) 
Leitma 6. = 0_^ (1) 
( 
Theorem 1. 
plim[L(0 )cY ] "^ /W(0 )L {0 )d0=\/2i7w(0^  ) 
All ill Q U 
Corollaries to Theorem 1 
-m 
-m 
(s,t) > F 
Lemma 8, 
r A L a'(0„)l^  
C(X(9^ )-U0o)) —^  N(0, I 
(A), (B) and (C) 
Lemma 9, 
Theorem 3. 
Theorem 2. (Lehmann) 
-1 
Lemma 7. Derive Lehmann's assumptions from 
regularity conditions (A). (B) and (C) 
and ^ .(0^ ^^ ) asymptotically 
equivalent 
Corollaries. 
1. t^ (E[p, |Y )-},(0„)) -> N{0 
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3.2 Regularity Conditions 
To proceed with the asymptotic analysis, we need to list the 
regularity conditions that we require. We suppose that, for each 
9e0 = (a,b), the system sample information = (Y^ ,...,Y^ ) is iid 
from a distribution possessing a density f(y|0) with respect to a 
dominating measure p. on the real line, where 0e0 = (a,b). Then, for 
each 9e0, the distribution of then is absolutely continuous with 
respect to the product measure and has density 
distribution for 0 is absolutely continuous over 0 with respect to 
Lebesgue measure, possessing a density Tr(0) with respect to Lebesgue 
measure. We note in passing that, if we define 
m 
n f(y.(0) 
i=l  ^
(3.1) 
with respect to We suppose further that the marginal prior 
t) 
(3.2) 
then the kernel 
0 (3.3) 
is a version of the kernel of conditional densities of 0 given 
and is identified by Bayes• Theorem as the set of posterior densities 
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for 0, given the possible sample realizations 
Our further assumptions essentially follow those laid down by 
Walker (1959), as follows ; 
(Al) The supports {y; f(y(0) > O} do not depend on 0, and are 
denoted by 
(A2) For t Gg: 0^ , GgEG; (ify; ffylo^ ) ffylOg)] > o. (3.4) 
(A3) Let ye/, and let N'(ô) be the neighborhood [0: |0-0'| < ô}; 
for small enough Ô, there exists H^ (y,0') such that, if 0eN'(6), then 
|log f(y| 0 )  - log f(y|e')| < H (y ,8 ' )  (3 .5 )  
where 
lim H (y,0') = 0, (3.6) 
0->0 ° 
and, for any 0qE0, f  (y, 0 ' )f (y ( 0Q)dji exists for small enough 6, with 
lim / H (y,0')f (y|0 )d|i = 0. (3.7) 
6-^ 0 y 
(Bl) log f(y(0) is twice differentiable with respect to 0 in some 
neighborhood of 0^ , 0^ 60. 
(B2) With 
]^ f(y|0 )d|i, 
8=6o 
O < J ( 0 q ) < o o  for all QQEO. ( 3 , 8 )  
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(B3) For all 0 £0, 
n .0 log f(y| e )  
-J Ô0 ]4i = 0, (3.9) 
and 
f [5 log f(yl0) 
90 
]dji = 0. (3.10) 
0=0, 
(B4) Let yeV, B^eQ. Then there exists M^ (y,0Q) such that if 
|0-0Q| < Ô with 0E0, then 
3 log f(y|0) 
Ô0 
_ 3 log f(yl0) 
80 0=8, 
Mg(y,0o), (3.11) 
where f M^ (y,0Q)f (y|0Q)d}j, exists for small enough Ô, with 
lim f M (y,0 )f(y|0 )d|j. = 0. 
Ô-+0 y ° 
(3.12) 
(C) Let n(p^ ,8) be a joint prior density for (p^ ,0) induced by 
the joint prior distribution for (pj^,p2,.. • ,pj^). Let t tO) and t r(pj^ |0)  
be a corresponding marginal prior density for 0 and conditional prior 
density of p^ , given 0. Then n(0) is continuous over 0, and 
A. (9) = f PiTr(p^ |0)dp^  (3.13) 
is twice differentiable over 0. 
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Essentially these regularity conditions are used by Walker (1959) 
to prove that> in a certain sense, the posterior distribution of 0 will, 
when m tends to infinity, be asymptotically normal with mean equal to 
the maximum-likelihood estimator and variance equal to the negative 
reciprocal of the second derivative of the logarithm of likelihood 
function evaluated at the maximum likelihood estimator, independently 
of the form of prior density TTO); pictorially, 
as m-^ oo 
2 
1 -V 
a 0 b a 
where 0 is the MLE for 8_, and 
m 0 
,2 (3.14) 
m 
where 
m 
Lm(0) = 2 log f(Y^ |0). 
i=l 
(3.15) 
While we could proceed, now, to verify the evident analogous 
result for X(Q), we proceed, rather, in the direction of Theorem 5, 
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as outlined in Section 3.1, As also indicated in Section 3.1, an 
intermediate stage on the way to Theorem 5, covered in the next 
a 
section, is the asymptotic normality of 0^ , which mostly is demon­
strated in the literature (e.g., Cox and Hinkley (1973), Lehmann (1983)) 
under additional assumptions regarding the third derivative of L^ (0). 
a 
3.3 Asymptotic Normality of 0^  
While the statement and proof of the following lemma is due to 
Walker (1969), some of the details of the proof not given by Walker 
have been inserted. 
Lemma 3. (Walker (1969)). Let (Ô) = [0: |Ô-0q| < Ô} be a neighbor­
hood of 0QG0. Then there are positive numbers 6 and K such that 
lim Pr[ sup m"^  {L (0)-L (6 )} < -K < 0] =1, (3,16) 
m->oo 0E0-Ng(ô) 
where Pr is computed according to the distribution of Y under Q.. 
—m 0 
Proof. Consider L (^0)-L (^0Q), where 0e0, 0 ^  0 , 
m m 
Lm(G)-Lm(8o) = Z log f(Y |0) - z log f(Y |0 ) 
i=l  ^ i=l  ^ " 
m 
= 2 log[f(Y |0)/f(Y.|8_)]. 
i=l  ^  ^ " 
Let = log[f(Y^ (0)/f(Y^ I0Q)], and let E denote expectation with 
respect to the distribution of Y^  under 0^ , Then, by Jensen's 
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inequality, the concavity of the logarithm function yields 
E[U^ ] < log E[exp U^ ] = 0, 
equality being ruled out by condition (A2). Hence, by applying the 
-1 
weak law of large numbers to m SU., there is a C(0) such that 
i=l ^  
-1 " lim Pr[m Z U, <-C(0) < 0] =1, 
m->oo i=l 
I.e., 
lim Pr[m~^ [L^ (e)-L^ (9Q)] < -C(0) < 0] = 1, (3.17) 
n->oo 
where, for example, we can take C(0) - - j E[U^ ] if E[U^ ] is finite. 
(If E[u^ ] is not finite, it equals -oo • equation (3,17) is then obtained 
by considering (as does Walker) the truncated random variables Uf = 
(U^ +K) - K, where the constant K is chosen so that E[U|] is negative.) 
Now, if OjSQj Nj(ô) is the neighborhood {0: (0-0j| < ô}, and we 
-1 
write m [1,^ 0^)-L^ (0Q)] = then we have 
-1 ^ 
sup D (e^e.) < D (e.,0 ) + m z H (Y ,9 ), o.is) 
0GNj(ô) m J u i=l 0 1 ] 
where H has property (3.7), as described in connection with (A3). 
Relation (3.18) may be verified by writing 
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sup [in"^ [L (e)-L (0Q)]} 
6eN.(ô) 
sup (0)-L (0.)] + (e.)-L (0o)]} 
eeNj(ô)  ^ ] 
<D (0.,8_) + sup {m"^[log f(Y |0) - log f(Y.|0 )]} 
 ^ 8EN.(Ô)  ^  ^
-1 
< Di^ (0j,0o) + m Z Hg(Y^ ,0j) (3.19) 
where has property (3.7). 
Further, in view of (3,7) and applying the weak law of large numbers, 
-1 plim m~ S H (Y 0 ) = / H (y,0 )f(y|e )d|i, (3.20) 
m->oo i=l 0 1 ] y  ^ 3 " 
which tends to zero when ô-*0. Therefore, with ô small enough, and 
using (3,17) with 0 = 0^   ^0^ , we see that there is an open interval 
Ij = Nj(ô), and a positive Cj(6), such that 
lim Pr[sup 0^ (0,Gg) < -C.(ô)] = 1. (3,21) 
m-»oo 0Elj 
Now, O-Nq(Ô) can be covered by a finite number of open intervals, 
of size 6. Let 
K(6) = min(C^(ô),C2(ô),...,Cg(ô)) > 0, 
sup ~ 
8eN.(ô) 
so that 
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-K(ô) > -Cj(ô), j = 1,2,...,g, 
where each Cj(ô) is defined as described in relation (3.21), j 
1,2,...,g, and, in view of the event inclusions 
{sup D (9,0 ) < -C (6)} <= {sup D (0,8 ) < -K(ô)}, 
0eij 0ei. 
(3.21) implies 
lim Pr[sup D (0,0 ) < -K(Ô)] = 1. (3.22) 
m-^ oo 8glj 
Now observe that 
9 
0-N (Ô) cz U I., 
 ^ j=l ^  
so that 
sup Dm(0'Go) - Dm(8'8o) 
0E0-N (6) 9 m u 
0E U I. 
j=i : 
< sup sup D (0,0 ), 
over j 0elj 
which implies the event inclusions 
{ sup D (0,0 ) < -K(ô)} = { sup sup D^ (0,0_) < -K(ô)}, 
0e0-NQ(ô) over j 0el. 
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I.e. 
g 
{ sup D (0,0 ) < -K(ô)} =) n {sup 0^ (0,0.) < -K(ô)}, 
ee0-NQ(ô) j=l 0Eij 
leading, in view of (3.22), to 
lim Pr[ sup m"^ [L^ (0)-L^ (0Q)] < -K(6)] = 1. 
m-'oo 0e0-NQ{0) 
Corollary to Lemma 3. 
Plim 0^  = 0Q. (3.23) 
m—oo 
Proof. The event { sup m"^ [L (0)-L (0 )] < -K(ô)} implies the 
8E0-No(ô) " ° 
event {0^ eNQ(ô)}, so that which implies (3.23) 
since 6 is arbitrarily small. 
Lemma 4. (Walker (1969)). 
plim m"^ L^ (0^ ) = -J(6^ ). (3.24) 
m-»oo 
Proof. Following Walker (1969), notice that, in view of (B4), if 
'®m"®o' ^  then 
-1 a 1 -1 
•" <"• (3.25) 
i=l 
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where 
-1 m plim m S M^ (Y^ ,0q) = E[M^ (Y,eQ)], 
i=l 
which tends to zero when 6 -» 0 in view of (12), and 
plim m"^ L^ (0Q) a log f(Y|9) 
' 39^  
= -J(eo), 
according to assumptions (B2) and (B3) and 
lim Pr[|0^ -0Q( < Ô] = 1, 
m-»oo 
with 6 arbitrarily small. Hence (3.25), which may be written 
m 
m-V(eo) - M (Y.,6„) < 
1=1 
-1 
m 
+m Z M (Y.,0 ), 
i=l 0  ^ u 
will lead to the desired conclusion 
plim m~^ L^ (0^ ) = -J(0q). 
m-»oo 
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The next lemma typically is demonstrated using a third-derivative 
condition; however, the demonstration given here is based, rather on 
Walker's type of conditions. 
Lemma 5. \lm (0jj^ -0q) -^ > N(0, —-y). 
Proof. Using Taylor's expansion for we have 
4:(8m) = L:(9n) + (Gm-8n) ' L"(8:), (3-26) 
where 0*e(0n»6„) or equivalently |0*-0„| < 10 -0.1. Since 0 maximizes 
m u m  ^ ' m 0' ' m 0' m 
i.„(0). 
We then write (3.26) as 
or 
6 (ê^-8o) = .  (3,27) 
- m 
The argument now proceeds by examining separately the numerator 
and the denominator of {3,21), Regarding the latter, we write 
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[^L"(0*) - L"(0q) -H L"(0Q)] 
i t l ." (9*)  -  (3 .28)  
and begin by examining the first term. 
Abbreviate the notation by setting 
f Mg(y,0Q)f(y|8Q)4u 
of condition (54) equal to 
EM(Ô). 
Then, in view of (B4), we have that, given r| > 0, there exists ô(r)) 
such that 
EM(ô(ll)) < 11/2. (3.29) 
Furthermore, in view of the corollary to Lemma 3, and since 
19^ -001 < allowed the claim that, given 6(11) and e, 3 
m^ (ô(Ti),E) such that 
Pr{ |0^-eo l  <  ô(T i ) }  >  1  -  e /2  
for m > m^ (ô('n) ,e). 
Again, by the weak law of large numbers, we are also allowed the 
claim that, given n and e, 3 (r|, ô (t]) ,e ) such that 
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m 
PrQ- -  EM(ô(t)))| < n/2] > 1 - e/2. 
or, in view of (3.29), such that 
1 ™ 
(3.30) 
But, for |0*-9ol < ôCt]), we have, by (3.11), that, for any sequence 
1^*^ 2*true that 
|a(ej,Yi)-a(e„.Yj^ )|s 
a log f(Y^ |0) 
38' 
Ô log f(Yj^ |0) 
Ô0 
- ^ô(Tl) (^ I'^ O)' 
' - '^ ô(Tl) 
so that, for IQ^ -QQI < ô(r|), and with the obvious definition of 
symbols, 
|a(0*)-a(eQ)I < 
Hence, given rj and e, it is true, for m > m(r|,e) 
max(m^ (ô(Ti),e), "Iq(r), ô(r|),e) ), that 
PrC|a(9«)-a(6j,)| < < r,} > 1 - 8 
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or that 
- m < ri) > 1 - e, 
i.e., 
- s ^ " < 9 o » < 2 '  
With respect to the second term of expression (3,28), 
1 1 m [f (Y le )]^-f(Y le )-f'(Y |0 ) 
m ^  (Gg) m f2(Y.|eo) 
By the weak law of large numbers, this tends in probability to 
f " ( Y  | 6  )  
J'Go' -\'flYje„l 
in other words, 
which, together with (3,31), implies that the denominator of (3,27) 
tends in probability to J(0Q). 
Regarding the numerator of (3.27), 
1 1 f'(%il8o) 
45 
1 " f(Yi|0o) f'(Yil8o) 
f ( Y  I G q )  
=1"=G B8^ [f(Y.|8o) ] = 0' 
Now use condition (B2) and apply the Central Limit Theorem to 
obtain 
'3-331 
The above treatment of the denominator and numerator of (3.27), 
m m m 
Lemma 6. (Walker (1959)) 
= °p<"- <3-34) 
Proof. By Taylor's expansion of L (0„) at 9 , 
m u m 
where 0^ e(0o'®m^ ' Since 0^  maximizes L^ (9), L^ (0^ ) = 0, so that 
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1 
= Op(l). 
where the last equality is due to Lemma 5, and the fact that, in 
the treatment of the denominator of (3.27) in the proof of Lemma 5, 
it was shown tliat ^  L^ 0^*) tends in probability to -J^ . 
3.4 Asymptotic Behavior of the Integral of the Likelihood 
Function with Respect to a Weight Function, and the 
Probability Limit of 
This section begins with a theorem whose first part (part (a)) 
dealing with a nonstochastic weight function, is due to Walker (1969), 
and whose second part (part (b)) represents a slight extension of 
part (a), to weight functions that are stochastic in a certain sense. 
We continue in this section the convention of notation under which 
L(0) denotes the likelihood, and L^ (0) denotes its logarithm. 
Theorem 1. Assume the general setting of Section 3.2, as well as 
regularity conditions (Al)-(A3) and (Bl)-(B4). 
(a) Let QqE©» and let W(0) be nonnegative and continuous on some 
neighborhood of 0^ , which, w.l.o.g,, may be assumed to include the 
neighborhood NQ(ô(e)) constructed below; also suppose that f  W(0)d0 
0 
is finite. Then 
plim{[L(0 )CJ ]"^  f  W(0)L(0)d0} = ^  W(0„). (3,35) 
m->oo 0  ^
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(b) Suppose that X^ eG, is a random sequence such that 
plim X = c. Let the kernel W(0,t) be nonnegative and continuous in 
m->oo 
(0,t), the latter property amounting to the requirement that, given 
e > 0, g ôj_(8) and ôgfc) such that, for |0-0Q| < and |t-c| < 6^  
(that is, OeNgfô) and teN^ (ô)), |W(0,t)-W(0Q,c)| < e. 
Let W be uniformly convergent in t with respect to 0; that is, 
lim[sup|w(0,t)-w(0,c)I] = 0, then 
t-*c 0e0 
plim[[L(0^ )O^ ]"l S W(0,X^ )L(0)d0}= W(0q,c). (3.36) 
m-»oo 0 
Proof of part (a). To begin with, for e > 0 arbitrary, let ô(e) (or, 
for the Sake of brevity, 6) be such that 
sup |W(0)-W(0 ) I < s/2l/^  
0ENQ(Ô) 
Then write 
S W(0)L(0)d0 = f W(0)L(0)d0 + f W(0)L(0)d0 = I -I- I . 
0 0-Nq(Ô) NQ(Ô) ' 
We now establish (3.35) by showing that 
(al): plim{[L(0^ )o^ ]"^ I^  J = 0, 
In-»'00 ' 
and that 
(a2); plim{[L(0 )d  ^W(e ). 
m-»oo ™ ^ 
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The demonstration of (al) is based on Lemmas 3, 4 and 6, as 
follows : 
I, = / W(0)L(0)de 
' 0-NQ(Ô) 
=  f  W(0)L(0 )[L(e)/L(0 )]d0 
G-NQ(Ô) " 
=  f  W(0)L(0 )exp[L (0)-L (0 )]d0 
0-NQ(Ô) 
= f W(0)L(0 )exp[L (0 )-L (0 )]exp[L (0)-L (0 )]d0 
0-N (6) m u m m m m o 
= i.(ê„)e>cp[L^ (eo)-L__(ê^ )j s me>exp[L^ (e>-L^ (e^ )m. 
0-NQ{ô) 
Hence, 
1/2 
' m f W(0)exp[L (0)-L (0 )]d0, 
G-Nqfô) m m 0 
and the three factors involved in this expression are dealt with 
follows; 
By Lemma 4, 
plim[m"^ L^ (0^ )] = -J(6 ). 
m-+oo 
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By Lemma 5, 
SO that 
= °p") 
By Lemma 3, 
lim Pr[sup m~^ [L (0)-L (0 )] < -K(Ô) < 0] = 1, 
m->oo 0~Nq(Ô) 
so that, with probability tending to 1 with m, 
1 
m^  S W(9)exp[L (0)-L (0 )]d0 
0-Nq(Ô) 
1 
< m ^ f w ( e )  • exp[m • sup [L (0)-L (0 )]]d0 
0-Nq(Ô) 0e0-NQ(Ô) 
1 
< / m^  W(0)exp[-mK(ô)]d0 
0-Nq(Ô) 
1 
< S W(0)exp[-mK(ô)]d0 
0 
1 
= m^  exp[-mK(ô)] f  W(0)d0, 
0 
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which tends to zero with mj hence, since 0 < J(0q) < °° > 
0  <  f  W(0)d0 < 00 J the above LHS is, with probability tending to 1, 
0 
bounded by a quantity tending to zero. 
All three analyses combined therefore yield 
pliir,{[L(ê_„)c'^ r^  3 = 0, 
m-»oo ' 
The demonstration of (a2) proceeds as follows ; 
I, „ = / W(0)L(0)de 
Ngfô) 
= L(0 ) S W(0) exp[L (0)-L (0 )]d0 
NQ(Ô) 
A 2 
A (0-0^ ) 
= L(0 ) S WO) exp-[ . (-L"(0*))]d0. (3.37) 
N (Ô) " 
Now designate 
Go+G (0-0^ )^  
o'm f exp-[ . (-Lj^ '(0*))]d0 = 13(6,m) 
80-6 
Then (3.37) leads to 
 ^(*(@0) e/2 & • 13(5,m). 
> (WOQ) - E/2 % ' 13(6,m). 
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or 
D(e,m) = 
< (e/2i/^ )(I_(E,m)). (3.38) 
But 
L",§ ) 1/2 2„ 
l3<E,m) = ; 
-1 
moreover, Lemma 4, and the analysis of m i" Lemma 5, together 
show that the first of these two terms tends in probability to 1, 
whereas that same treatment of m plus relation (3,23), show 
that the second of these two terms tends in probability to l/itr# Thus 
we find that 
plim Igte/m) = l/iir. (3.39) 
m-»oo 
Hence, for the RHS of (3,38) one has 
Pr[(E/2|/^ )(I^ (G,m)) < e} —> 1, 
so that, in view of (3,38), 
Pr{D(e,m) < s} 1, 
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I.e. 
plim[L(0^ )c?^ ]"^ l2 ^  = plim W(0q)I3 (e,in), 
i.e., in view of (3.39), 
plil«[L(9„)C(„]-^ l2^  ^= W(9o). 
Proof of part (b); To begin with, for e > 0 arbitrary, let and 
ô g f s )  be such that, for t e  
sup | w ( e , t ) - w ( 0  ,c) I < e/2& (3.40) 
0ENq(Ô3_) 
Then write 
/ W(0,X )L(0)d0 =f W(0,X )L(0)d0 
0 0-N(j(«^ ) 
»o(6i) 
The proof is in two parts, in analogy with the proof of (a). 
Regarding (bl) (as well as (al)), the weight function enters only at 
the end of the argument, where, in (al), we saw an integral 
S W(0)d0. That integral becomes, in (bl), f W(0,X )d0, which, in 
0 0 
view of the assumed uniform continuity, tends in probability to 
f W(0,c)d0, which of course suffices for the desired conclusion. 
0 
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Regarding (b2), the counterpart of relation (3.38) is 
(e,m) | 
<( sup |W(0,X )-W(e ,X )|) . I (e,m) 
8ENQ(a)  m U m j  
= h(X^ ) • I^{E,m). (3.41) 
But, since plim = c, X^  e c^^ 2^^  with probability tending to 1, so 
that, in view of (3,40), h(X^ ) < e/2\/^  with probability tending to 1, 
so that the RHS of (3,41) is less than e with probability tending to 
1. 
Again, in view of the continuity of W(0,t) in t (which of course 
is implied by the joint continuity in (0,t)), the term ^ (GQfX^ l^gfG/m) 
tends to i/2Îy W(0q,c) in probability, and part (b2) is demonstrated 
precisely as was (a2). For the application of Theorem 1 in our 
reliability context, 0 = (0,1)j also with W{0) set equal either to 
n'(0) or \(0)Tr(0), we shall assume that Tr(0) and ^ .(0) are continuous 
on (0,1), so that both f Tr(0)d0 and f X(0)Tr(0)d0 will be bounded by 1, 
0 0 
and will therefore satisfy the condition requiring that f W(0)d0 be 
0 
finite. All other conditions on f(y|0), as specified by Theorem 1, 
are assumed satisfied as well, and we then have 
Corollary 1. Under the above circumstances and conditions. 
(3.42) 
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i.e., the posterior mean of p^  tends in probability to the prior 
conditional expectation of p^ , given 0 = 0Q, where 0^  is the true 
value of system reliability. 
Proof. 
S X(0)L(0)Tr(e)d0 
0 
[L(â )cr ]"^ f \(0)TT(0)L(0)d0 
m 
= plim  ^
m-^ oo [L(0 iCJ"^  / Tr{0)L{0)d0 
ui xn g 
plim[L(0 )c^ ]"^  f \(0)Tr(0)L(0)d0 
m->00 ™ 0 
plim[L(0 )cf I Tr(0)L(0)d0 
in->oo  ^^  0 
^ \(0Q)Tr(0Q) 
= \(8o). 
Corollary 2. Under the above circumstances and conditions, p^  and 0 
are asymptotically conditionally independent, in the sense that their 
joint posterior cdf F ., (s,t) tends in probability to P , (s) • 
Pl'^ l^ m Pl'^ O 
I(t > 0_), where 1(E) is the indicator of E, and P , (*) is the 
P i I Q Q  
prior conditional cdf of p^  given 0^ . 
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Proof. Let t be any number in (O,l)\0^ . Then 
s t 
plim F I (s,t) = plim f f f(p ,0|y )dp^ d0 
m-oo Pl'GIlm m->oo 0 0 -m i 
s t 
= plim f f f(0|Y_)'n(Pi|0)dp.d0 
m-^ oo 0 0 
t s 
plim flf Trip. |0)dp ] "f (0 |y )d0 
m-oo 0 0  ^
plim f F , (s).f(0|Y )d0 
m-»oo 0 l^'" 
t 
f |a(s) L(0)Tr(0)d0 
 ^ Pil« 
i"" f L(0)Tr(e)a9 m-^ 00 .
W 
f F ,.(s)n(0)i(t<8)L(8)d0 
G Pl'O 
IZ ; L(e,n(e)de 
0 
plim[L(0 )cL]~^  f F I (S)Tr(0)I(t<0)L(0)d0 
m m 0 P^  I w 
plim[L(0^ )O^ ]-l s L(0)lT(0)d0 
0 
Tr(0o) 
= Pp^ ,Q(s) I(t>8o). 
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Corollary 3. Under the above circumstances and conditions, the marginal 
posterior cdf Fgi^  (t) tends in probability to I(t > 0q), and the 
-m 
marginal posterior cdf F , (s) equals F (s) for all s. 
Pl'^ m I^'^ O 
Proof. Set s = 1, and then t = 1, respectively, in Corollary 2. 
3,5 Asymptotic Normality of E[p^ [}^ ] 
As pointed out previously, 
E[Pi|Y^ ] = E[\(0)|Y^ ], 
where X(0) = E . [p^ |0],i.e., the prior conditional expectation of p., 
given 0. The proof of the asymptotic normality of therefore 
reduces to proving the asymptotic normality of the posterior mean of 
\(0). The proof of this, that we give below, requires the asymptotic 
normality of the posterior mean of 0 itself, of which Lehmann (1983) 
makes the remark that "recent versions of such a theorem were given by 
Bickel and Yahav (1969) and by Ibragimov and Hasminskii (1972, 1981)," 
and, combining elements from these papers and crediting Bickel, 
furnishes a proof. We prefer here not to repeat Lehmann's proof, but 
rather to list Lehmann's assumptions, derive these from regularity 
conditions A, B and C, and thus incorporate Lehmann's proof into the 
framework of this dissertation. 
A list of Lehmann*s assumptions is as follows; "Let X^ ,X2,...,X^  
be iid with density f(X^ ,0) (with respect to (j,), where 0 is real-
valued and the parameter space Q is an open interval. The true value 
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will be denoted by 0q." 
(Dl) The function L(0) satisfies the following assumptions; 
(i) The parameter space n is an open interval (not necessarily 
finite). 
(ii) The distribution of the have common support, so that 
the set A = [X; f(X,9) > 0} is independent of 0. 
(iii) For every XeA, the density f(X,0) is twice differentiable 
with respect to 0, and the second derivative is continuous in 0. 
(iv) The integral J'f(X,0)d0 can be twice differentiated under the 
integral sign. 
2 % Inn f/y a\ 
] satisfies (v) The Fisher information 1(0) = E. f(X,9 ) 
36^  
e=8o 
0 < 1(0) < 00 . 
(vi) For any given 0QeQ there exists a positive number c and a 
function M(X) (both of which may depend on 0^ ) such that 
5^  log f(X.0) 
38^  
< M(X) for all XeA, 0Q-c < 0 < 0Q+c 
and 
E. [M(X)] < 00 . 
(D2) Given any e > 0, there exists ô > 0 such that, in the 
expansion, 
L(0) = L(0Q) + (9-0^ )L'(0Q) - |(0-0Q)^ [mI(0)+S^ (0)], (3.43) 
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the probability of the event 
8 ^ ( 9 ) 1 :  | 0 - 0 o l < ô } > E  ( 3 . 4 4 )  
tends to zero as m -» oo . 
(D3) For any 6 > 0, there exists e > 0 such that the probability 
of the event 
supCi[L(0)-L(0Q)]; [0-0Q| > 6} < -e 
tends to 1 as m -» 00 , 
(D4) The prior density TT of 0 is continuous and positive for all 
0sO. 
(D5) The expectation of 0 under TT exists, that is 
Jl0|n(8)d0 < 00 . 
Obviously, regularity condition (C) implies Lehmann's assumptions (D4) 
and (D5). Again, in Lemma 1 of Section 3.3, Lehmann's condition (D3) 
in effect is derived from condition (A). Also, condition (B) implies 
Lehmann's assumption (Dl). The only thing left to do is to derive 
Lehmann's assumption (02) from (A) and (B), which we proceed to do in 
the next lemma. 
Lemma 7. Condition (D2) holds under regularity conditions (A) and 
(B). 
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Proof. Given s > 0, choose 6(6) > 0 such that NqCôCe)) e © and EM(6), 
as defined below relation (3,11), is less than e/3. 
Now, for 0eNQ(ô(e)), we recognize that S^ (0) in relation (3.43) 
may be written in the form 
m"^ S (0) = - L"(0')-mJ(0 ), 
m m u 
= - ih"^ (L^ (0')-L^ (0Q)) - (in"\"(0Q)-hJ(0Q)), (3.45) 
where 0', satisfying |0q-0'| < |0q-0(, is the intermediate value appear­
ing in the first-order expansion of L(0) around L(0Q). We may therefore 
conclude that 
sup |m~^ S (0)|< sup |m~^ (L"(0')-L"(0 ))| 
0eNQ(ô(e)) 0eNQ(ô(e)) 
(3.46) 
•H |m"^ L"(0Q)-hJ(0Q) I = V(m,ô(e) )+U(m). 
Now, in view of relation (3,11), the weak law of large numbers, 
and the fact that ô(e) has been chosen so that EM(6(e)) < e/3, there 
exists in^ (e) such that Pr[v(m,6(e)) < 2e/3} tends to 1 as m tends to oo . 
Further, in view of relation (3.32), 
Pr{U(m) < E/3] 
tends to 1 as m tends to oo . 
Therefore, the probability that the LHS of (3.46) is less than e 
tends to 1 as m tends to oo ^  which was to be shown, 
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Theorem 2, Suppose that conditions (A), (B) and (C) hold, and that 
is the posterior expectation of 0 (i.e., the Bayes estimator of 0 
under squared error loss and prior rr(0)). Then 
1^ (0^ -8^ ) —> N(O,J(0q)"^ ), 
Proof. Lehmann's Theorem 7.2, and Lemma 7. 
Corollary 1 to Theorem 2. Suppose that the conditions of Theorem 2 
hold, and that, in addition, the function \(0) of condition (C) is 
monotone. Then the posterior expectation of p^ , E[p^ |^ ], is 
asymptotically normal, in the sense that 
vî^ i'EEEPil^J-XCOo)] —> N(O,(X'(0o)VJ(0q)). 
Proof. Recall that 
E[p^ |Y^ ] =E[X(0)|y^ ] = J" \(0)f (0|^ )d0. 
0 
Since X(0) is monotone, the reparametrization d = X(d) can be imple­
mented, with 
f*(y|cr) = f(ylx~^ (cf)), 
j*(c?q) = J(8o)/(k'(0Q))2, 
and 
n*(ol = Tf(\~^ ((^ )).(ô\~^ (cf)/ôcj). 
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The result then follows by Theorem 2. 
Corollary 2 to Theorem 2. Suppose that the conditions of Theorem 2 
hold. Then 
l^ (\(e^ )-\(0Q)) —> N(O,\'(0Q)^ /J(0O)). 
Proof. The proof is by the A method applied to the conclusion of 
Theorem 2, 
Corollaries 1 and 2 show that E[p^ |^ ] and its approximation A.(0^ ) 
exhibit equivalent asymptotic behavior. That asymptotic behavior is 
readily seen also to be shared by the approximation ^ (0^ ,^ as is 
formalized in the following lemma. 
Lemma 8. Suppose that conditions (A), (B) and (C) hold. Then 
1^ (X(0^ )-\(0q)) —> N(O,X'(0Q)2/j(0Q)). 
Proof. The proof is by the A method applied to the conclusion of 
Lemma 3. 
Actually more is true than merely the similar asymptotic marginal 
behavior of E[p Iy ], A.(0„) and A.(0 ) in the sense of Corollaries 1 X —m m m 
and 2 and Lemma 8. Their asymptotic joint behavior can also be 
addressed, as follows; 
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Lemma 9. Suppose that the conditions of Theorem 2 hold. Then 
y— fv A p 
We -9 ) —> 0. 
m m 
Proof. Consider the quantity 
= Go + L'(eo)/mJ(8o, 
introduced by Lehmann (1983), and recall expression (3.27) above for 
>/ï(ê„-9o): 
Then 
Vm(8^ -T^ ) = -[m~V(0Q)].[mL"(0*)"^ -J(6Q)"^ ] 
But 
m N(O,J(0Q)) 
by the central limit theorem, and 
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according to the analysis of relation (3,28) in the proof of Lemma 
3, so that, in all, 
\/m(9_-T ) —> 0. 
m m 
Moreover, the verification of Theorem 7.2 in Lehmann (1983) 
involves showing (cf. relation (17) on page 458 of Lehmann (1983)) 
that 
)  >  0 .  
m m 
The last two relations together establish what was to be shown. 
Theorem 3. Suppose that the conditions of Theorem 2 hold. Then 
VîJi'(\(0j^ )-X(0^ )) —> 0, 
Proof. Consider the first order Taylor expansion of ^  X(8^ )^ about 
m 
>/îîi'(À(0j^ )-À(êjj,)) = X'(0**)(V'm(6^ -8^ )). 
But 
ler-^ol < IV'ol ^ 
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and the two addends on the RHS tend in probability to zero, respec­
tively in view of Theorem 2 and Lemma 5. Hence, plim(0**-0Q| = 0, 
so that 
plim = X'(0o), 
and the desired result follows, in view of Slutsky's Theorem and 
Lemma 8. 
Thus the approximations X(Q^ ) and A.(0^ ) are asymptotically equiva­
lent in the strong sense that their joint asymptotic distribution is 
concentrated on the equiangular line in two-space. The author further 
has developed an argument, based on the fact that the posterior variance 
of 0 tends in probability to zero, that appears to substantiate the 
claim that 
'^ (E[Pi|Y„]-\(0^ )) —> 0, 
and which, therefore, appears to lead to the claim that the joint 
asymptotic distribution of A.(0^ ) and ^ (0^  ^is concentrated 
on the equiangular line in three-space. 
3,5 Verifying the Regularity Conditions for a 
Parallel-Series System with Bernoulli Data, 
and Uniform Prior 
For the Bernoulli distribution, one has 
f(Y|0) = 0^ (1-0)^ "^ , Y = 0, or 1 
where 
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0S0 — (0,1), 
Obviously, condition (Al) holds. Let us check if condition (A2) holds. 
Let N'(ô) = {0: |0-0'| < ô}; then, for, 0eN'(ô), 
Setting 
Hg(0,e') = y logd + ^ ) + (l-y)log(l + j^ ), 
one then has 
I log f(y|0) - log f(y[0')| 
= |y log ~ + (1-y) log ~7| 
< y I log (1-y) I log 
< y logd -I- fr) + (i-y)iog(i + y^ )^ 
= H^ (y,e'), 
and 
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lim H (y,0') = lim y log(l + + (l-y)log(l + . 
6-0° Ô-0 ® 
=  0 .  
In addition, 
lim f H (y,e')f(y|0 )d^  
ôMO y 0 
= lim f [y log(l -t- -H (l-y)log(l + ]f (Y 
Ô-K) / ® " 
= lim[0Q logd -h ~) + (l-@Q)log(l + ] 
ô-*o 
=  0 .  
Conditions (Bl)-(B3) also clearly hold for the Bernoulli distribu­
tion, AS to (B4), notice that 
log f(y[e) ^  _rjL . 1-y 1 
.^2 .2 _ 2^ ' 
so that, setting 
Ma(y,0o) = -1] + 
«o-« 
JdZ, r [ - - 1] * 
we can see that, for V ô > 0, 
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f M^(y,0Q)f (y|0Q)dfx 
«0 'v« 1-00 (i-l-i,2 
- 1] 
exists, and 
lim f M-(y,0 )f(y|0 )dji = 0. 
6-4 y 0  ^ " 
Finally, we need to verify the Mg(y,0Q) defined above satisfies 
the relation (3.11), i.e.. 
a log f(y|0) 
98' 
a log f(y|0) 
Ô0 6=0, 
<«5(7,60). 
But, since 
'0 -6 < 0 < 0n+ô, 
one has that 
-!•< 1 
2 2 ' 
e (Gg-Ô) 
and 
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so that 
and 
8 .2 < 
»0 
Hence, 
a log f (y|9) 
98' 
S log f(yIs) 
98' 
JL 
.2 (1-0)' 
_ X. _ 1-y 
00 
(l-8o)' 
(l-8o)' 
- 1 
(1-0) 
< JL 
s: (e„-6r 
- 1 
i-y 
- 1)^  
(l-8o)2 
- 1 
< JL 
> !  
- 1 
(00-6)'  
1-y 
(l-8o)' 
Mg(y,0Q). 
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Regarding condition (C), plus the additional requirement of 
monotonicity of \(0), the author currently has no results other than 
those based on direct evaluation and plotting, which he has performed 
for the simple system example of Section 2.3. The expressions 
Tf(9) =1 In , 
^ 1-lê 
and the expression 
\(0) = ^  - Un /e 
2 1-/6 
derived in that section for component 1, of course verify all the 
required continuity and derivative conditions. 
In addition, the function A.(0) for a component ^  is given by 
X(Q) = 
log(l-l-)^ ) - log(l-/0) 
which, again, clearly satisfies the required derivative conditions. 
The derivative conditions do in fact also hold for the arbitrary 
parallel-series system, as is shown by hypergeometric representations 
given in the next chapter. 
AS to monotinicity of the functions the author has resorted 
to direct machine computation, which has led to the monotinicity 
verification in Figure 4 for the simple system with n^ = 1 and = 2 .  
The accompanying Figure 5 shows as well the X. function relevant to the 
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assessment of the entire branch of that simple system containing the 
two components of type 2» 
a E[p. | e ]  
550° 
c=°°' 10° A* 
0 .** 
1 1 1 1 1 1 1 r—I 1 1 1 1 1 I 1 r 
0 . 0  0 . 1  o . z  o . 3  0 . 4  o . s  o . e  0 . 7  o . e  o . g  1 . 0  
Figure 4. Plot of asymptotic component reliability versus system 
reliability 
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y o E[p^  
nDon' 
idoQ' 00°' lD°' 
,0» pD' 
10°°° 
nn°' id°' 
,a°°' ;Q°' ,D°' 
,0°' 
.AC]00=' 
r——J—— 1 1 1 1 1 1 1 ' 1 1 1 1 1 1 1 r 
0 . 0  0 . 1  0 . 2  O . J  O  .  4 -  O . S  C . S  O  .  7  O . B  O . S  1 . 0  
Figure 5, Plot of asymptotic branch reliability versus system 
reliability 
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4. APPLICATIONS-PARALLEL-SERIES SYSTEMS 
4.1 Introduction 
This chapter will apply the theory developed in Chapters 2 and 
3 to a parallel-series system. Bayesian inference on a Bernoulli 
component performance parameter p^  will be made based on the Bernoulli 
system performance evidence. As indicated in Chapter 3, the posterior 
mean of p^  will depend on the joint prior component performance infor­
mation, the system function, and the system performance information. 
With a uniform joint prior assumption, the system function will dominate 
the form of the posterior mean of p^ , for the application in the present 
chapter. This system function will describe a parallel-series system 
featuring two parallel branches, consisting respectively of n^  and n^  
identical components in series, with component performance parameters 
respectively equal to p^  and p^ . The treatment of Bayesian scoring 
for such a system requires knowledge of Gauss-hypergeometric functions, 
4,2 Gauss-Hypergeometric Functions 
The material of this section is largely drawn from Slater (1966), 
and Rainville (1960), and assumes real variables throughout, 
4,2,1 Definitions and notation 
The series 
1 + Êà ^  + a(a+l)b(b+l) a(a+l) (a+2)b(b+l)(b+2)  ^
c 1! c(c+l) 21 c(c+l)(c+2) 31 
is called the hypergeometric series, usually one writes 
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°° z" 
P [a,b}c;z] = S —7—. , (4.2) 
 ^^  n=0 (C'n • 
where 
(a)^  = a(a+l) (a-H2), .. ., (a+n-l), n > 1 (4,3) 
(a)„ s 1. 
Here, a, b and c are called parameters which we assume to be positive, 
while z is the variable. 
4,2.2 Gauss equation 
One of the solutions of the differential equation 
2 
;(l-z) + [c - (H-a+b)z} ^  - aby = 0 (4.4) 
dz"' 
is 
Y = 2Fi[a,b;c;z]. (4.5) 
To prove this, we write (4.4) as 
(^z ^  + c - l)y = (z ^  + a)(z ^  + b)y, (4.6) 
00 (a) (b) 
and it is easy to show that, when y  = 2 "—^  z", the LHS and 
n=0 
the RHS of (4.5) are equal. 
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4.2.3 Convergence 
Observed the ratio of two successive terms 
n-H 
u_ 
n 
(a+n)(b+n) 
(c+n ) (l-Hn) (itf ) (iii) 
as n -+ 00 , where 
u 
(a )n(b)n  n  
z . 
n (c)^ n! n = 0,1,2,... 
Hence, the series is convergent if |z( <1, and divergent if |z| > 1. 
AS to the case z = 1, 
u 
n+1 1 + + o,n-2, 
< 1 f + 0(n-2). 
Thus, if z = 1, by applying Raabe's test, the series is convergent 
if c-a-b > 0 and divergent if c-a-b < 0, and when c-a-b = 0, the series 
is also divergent. 
4.2,4 Integral presentation of hypergeometric functions 
In view of (4.3), we can write 
^ . (4.7) 
where r ( ' )  is the gamma function. Then, 
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= r.wni-b, 
n—u u 
vXl 
j ub-l(l_u)C-b-l 2 du. 
r(b)r{c-b) n=0 n! 
Observed that the binomial expression can be written as 
(1-y) -a 
oo 
= S 
n=0 nl 
hence, we can get 
2F^ [a,b;c;z] = (1-uz ) "^ du. (4.8) 
4.2.5 Differentiability 
Notice the fact that a convergent power series can be differenti­
ated and integrated term by term in the circle of unit. It is easy to 
verify that 
= — 2F^ [a+l,b+l;c+l;z], (4.9) 
and 
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d" 
—-{.F [a,b;c;z] = —— F [a+n,b+n;c+njz]. (4.10) 
dz"  ^ X 
4,2,6 Evaluation of 
If c > a-Hb, then 2FQ_[a,b;c;l] is given by 
For the case c = a+b, the series for 2Fj^ ta,b;a+bjl] is divergent, but 
- - rSr • 
Relation (4,12) can be verified by means of the following relation, 
which is one of the 24 Kummer's solutions. 
2F^ [a,b;c;z] = (1-z)^  ^  ^^F^Hc-a), (c-h)',c',z], (4,13) 
I.e. 
(l-z)^ "*"^  ^ 2fl[&'b;c;z] = 2Fi[c-a,c-b;c;z]. (4.14) 
This verification proceeds as follows; 
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dz A 
lim : (Hôpital's rule) 
F. [a-l-l,b+l;a+b+ljz] 
lim (by 4.9) 
= lim -^ - (1-z) p [a+l,b+l;a-t-b+l;z] 
z-+1 
= lira gFit&fb'a+b+l'Z] (by 4,14) 
z-»l 
ab r(a+b+l) . IT, 
a+b r(a+l)r(b+l) .^ii) 
= r(a+b) 
r(a)r(b) • 
4.2.7 Special cases 
When the parameter a, b and c are properly chosen, many more 
elementary functions can be expressed as hypergeometric functions; 
we list some relevant such results as follows ; 
2F^ [a,b;b;z] = (l-z)~^ , |z| < 1 (4.15) 
2F^ [l,l;2;z] = - log(l-z)/z (4.16) 
2^ l'-2'^ '2'^  ^- log , (4.17) 
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and 
= I" K(k), (4.18) 
where K(k) is the complete elliptic integral of the first kind. 
4,2,8 The generalized Gauss-hypergeometrie function 
The series 
P 
a,,a,,...,a J _ ^^ i^ n n 
is called the generalized Gauss-hypergeometric function, where all 
parameters a. and |3 . are positive. Let i 3 
5- =p^ ,V2..".V 
similarly to (4.4), y is one of the solutions of the differential 
equation 
IK n (W.-i) - z n (^ t%. )]y = o, (4.20) 
j=l  ^ i=l  ^
where 
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Using the ratio test, it can be shown that the Gauss-hypergeometric 
series converges if any of the following three conditions are satisfied; 
(1) p < q, z finite; 
(2) p = q+1, |z[ < 1; 
(3) p > q-H, z = 0. 
q P 
If p = q+1, and Z g. - E a. > 0, then the series is absolutely 
j=l ^  i=l ^  
convergent for (z| = 1, 
Finally, consider an integral transformation 
1 OCt "*1 |3T "^ 1 oCp, • • • ,(X ; 
I=/u (l-u) p-lFq-lfpg,...,^ ; (4.21) 
If p < q+1, > 0, and |z| <1, then 
1 cXt ~l 0-1 "OC-i .«*,&; 
,i.u, ="33" 
r(a, )ro,-aT) • ",<i', 
= p f " zl ' 
r (Pi )  p  q  
i.e., we have the relation 
0.^ ,12,'"A '> rOj_) 1 a^ -i 3^ -a^ -i 
pFq[p^ ,p2,...,p ; 
* * * '^ n^' 
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The series for 
OC-i fCLnf • • « >0t } 
FT n 
P 9 Pl'^ 2''*' 
is convergent in view of work on the previous page. 
4,3 Hypergeometric Function Representations 
for the Parallel-Series System 
Consider the coherent structure displayed in Figure 6, A 
diagrammatic representation of the system described in Section 4,1 is 
as follows J 
1^ 2^ 1 , 1 
"l "l 
"O—0~ - - - - o—O" 
-o o-
n. 
Figure 6. A parallel-series system 
For this parallel-series system, component 1^ , component l^ , 
and component 1 are in series, and it is assumed that they are 
"l 
identical and have the same reliability p^ , p^  = Pr[component 1^  works], 
i = l,2,.,.,n^ . Similarly, component 2^ , component 22, and 
component 2 are in series, and are assumed to be identical with the 
"2 
same reliability p^  = Pr[component 2^  works], j = 1,2,...,n2. The 
series module consisting of components of type 1 and the series module 
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consisting of components of type 2 are in parallel. Assuming that all 
the components in the system function independently, the system reli­
ability is given by 
0 = Pr[system is functioning] 
"l "2 
= 1 - (l-p^ )^(l-p2^ ). 
The development of the previous chapters has identified certain 
quantities relevant to our over-all probleins of inferring component 
reliability from system evidence. Seven of these quantities are now 
expressed, for our parallel-series system, in terms of hypergeometric 
functions, assuming that the joint prior distribution of p^  and p^  is 
independent uniform, and the system evidence is Binomial (0,m). 
The above-mentioned eight quantities are as follows; 
(1) The marginal prior density of 0. 
(2) The conditional prior density of p^ , given 0. 
(3) The conditional prior expectation of p^ , given 0. 
(4) The posterior mean of p^ . 
(5) The approximation to the posterior mean of p^ , of Tierney-
Kadane type. 
t\J (6) The approximation ^ (0j^ ) to the posterior mean of p^ . 
(7) The approximation to the posterior mean of Pj^ . 
These seven representations are based on the form of the induced 
joint prior density n(P2,0) of p^  and 0, derivable as follows; 
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Let  ^= Pi 
"l "2 "1 "2 
= Pi + Pg - Pi P2 ' 
Then r p. = K 
Po = "2 1^ "2 "1 (8- %  )  ( 1 - K  )  O < C  < 0 < 1 .  
The partial derivatives are 
ÔP3 
ôT 
= 1, 
0, 
ôp 
2 _ 1 
ae 
— 1 -
—(0-^  ) (-l)nj; ^  (1-K ) 
2 
•-1 
n -1 n n 
:-l)nT% (8-% ) 
and 
88 
- — —_ 1 
1 "1 "2 "1 "2 (^1-K ) (8-K ) . 
2 
Therefore, the Jacobian is 
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a% ae 
2^ ^2 
a% ae 
= ^ (1-^  
"2 
"1 "2 (0-% ) 
-- 1 
Replacing ^  by p^ , one obtains the induced joint prior 
-— 1 
1 "1 "2 "1 "2 "1 
Tr(Pi,0) = —(1-Pi ) (0-Pi ) , (0 < p^ -^  < 9 < 1) 
(1) The marginal prior density of 9. 
The marginal prior Tr(0) (0 < 9 < 1) is 
_1_ 
n. 
Tr(0) = f Tr(p, ,0)dp 
0 
_1_ 
."1 
0 '^2 
- -i- 1 
n, n^  n, n. 
= f ~(l-p 2(9_p^l) 2 
To perform this integration, let 
t = e-^ P^  
SO that 
_1. 
n_ 
= (te) 
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and 
1 "l "l dp = — 0 t dt, 
"l 
with integral limits for t equal to t = 0 and t = 1. Hence, 
1 1 . 1 , 1 1 , 
 ^1 2^ ^ 2 2^ 1^ 1 1^ Tr(e) = f—d-et) "=8 (i-t) 0-'.—t dt 
0 "2 1 
;^ +~-l 1 . 1 , 1 
n. n - —- 1 1 12 1 n n n 
I t (1-t)  ^ (l-0t) dt. 
"ï"2 
In view of relating (4.8), this integral can be expressed by-
means of the Gauss-hypergeometrie function as follows ; 
1 ^"4"' 1111 
"1 "2 
(2) The conditional prior density of p^  given 0. 
The conditional prior density of p^ , given 0 = s, is given by 
Tf(P^|s) 
Tr(p^ ,s) 
Tr(s) 
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"1^2 r(—-I-—) 2 1 *1' "2' "1 "2 
"1 "2 
1 1 , , 1 1 
1 1  * 1  " 2  " 1  " 2  " 1  " 2  
, ' (s-Pl I = 
"1 (0 < < s < 1 ). 
(3) The conditional prior expectation of p^ , given 0. 
The conditional prior expectation of p^ , given 0 = s, is given 
by 
= f PTTr(pJs)dp 
0 
—  - — + — + 1  
1^ 1 1 "1 "2 1^ 
;  " i f P i ( i - P i  )  
2 
n 
•-1 
dp. 
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——1 
11 "l "2 "l "2 i Pi(i-Pi ) ('-Pi ) P^i 
The integral is reduced to hypergeernetrie form in a manner analogous 
to the treatment of the integral expression of Tf(0). Let 
-1 "1 u = s p^  
so that 
1 
, Â = (su) 
and 
— —_ 1 
, "1 1 "1 , dp = s — u du, 
1 
and the integral limits for u are 0 and 1. Hence, 
1 - — —— 1 
s n n n n 
S Pl(l-Pl ) (s-p^  ) dp^  
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S 
0 
A. Jl_ 
n, n n 
s (1-su) s 
A-.i i-i.i 
"2 1 "1 "1 , (1-u) —su du 
— +  — -  1  — -  1  
i s"^  "2 j. "^1 
1 0 
-- 1  
__1_ 
"n 
(1-su) du 
"1 r(—+—) ^ ^  "1 ' "2 ' "1 "1'' 
n-, n. 
In ail, then, one finds 
s 
The analogous expression for p^  is given by 
E„,.„ [p,|3l = =2- s 2 12 12 
For a perfect system, with 0^  = 1, the behavior of X ( 9 q)  when 0^  -» 1 
needs to be investigated. 
1 1 
•)r( 2 + 
"1 "2 "1 
2 _1^  )r( 1 , + 
"i" "1 "2 
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lim A. ( G Q ) lim 1 l' ® o '  1111 
lim 
2^ 11;^ ' o^' 
lim 
Gq-I 
p [_&_ _i_ . _2_ .f. J:_ . 
 ^^  "l ' "2 ' "l "2 ' 
log( 
1-0, 
-) 
J, 
2"l'nu F.L . 
_1 
n 
lim 2 "1 "2 
— ; 0n] 
log( 1-0, -) 
'_±iL 
(by 4.12) 
= 1. 
This last, together with the asymptotic development of Chapter 3, 
implies that extensive sample evidence for near-perfect systems will 
indicate near-perfect component performance. 
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(4) The posterior mean of p^ . 
According to Section 2,2, the Bayesian component score is given 
by 
= I \(0)f(e|Y )de, 
0 
where f(8|Y^ ) is the posterior density of 0. 
With the iid Bernoulli form of the likelihood of the system 
evidence the likelihood L(0) will have form 
where 
5^ i n-ZY 
L(0) = 0-^  (1-0) 
Y_ m-Y 
= 0 (1-0) 
Then the posterior mean of p^  is given by 
EtPil^ ,) = // Plfm'G'PllXm'dGdp 
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fS PTL(0)Tr(pj0)dp^ d0 
0 0 
. . 4  
S S PTTr(p, |0)Tr(0)L(0)dp^ d0 
0 0 
1 
f rr(0)L(0)d0 
0 
1 e": 
/L(0)[/ p,TT(p,,0)dpT]d0 
0 0 
1 
/ Tr(0)L(0)d0 
0 
We first perform the numerator integration, as follows: The inner 
integral is evaluated as 
n. 
f P^rf(P•,,6)dp 
0 
1 
"l —- 1 
0 1 1^ 2^ 2^ 
= f Pi —(l-Pi ) (0-Pi ) dp 
0 2 
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? 1 7 1 
r ( — ) r ( — )  — - 1  
1 2 *1 *2 
so that the numerator may be evaluated as 
1_ 
1 9 ^ 
f [f PnTf(Pn,e)dp^ ]L(e)de 
0 0 ^ 
1 2 12 1  ^ m-Y^  
1 ^  ^^ 2 
 ^^  "l "2 
Consider the following expression 
1 oc,-i p.-a,-i 
f 6 (1-0) 2^ i'-°^ 2'°^ 3'^ 2'^ ®^ '^ ® 
with 0 < z < 1, and p = 2, q = 1 
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''3 n« 
2 1 B- = m + — + — + 1, 
and 
Notice that = m - + 1 > 0, and |z| < 1; then, in view of 
the step following (4,21), 
1 a^ -1 g^ -aj_-i 
S 0 (1-0) 2^ I'^ °^ 2»°^ 3'^ 2'^ ®^ ®^ 
rxPi) -, a, 
r 1 p r zi 
3^ 2^ 3^ ,P2 ' 
observe that all and g^  are positive and 
J?/: " i?i"i " "• + 1 -'m -
=  m -  Y  + 1 > 0 .  
m 
Hence, in view of the further remarks following (4.21), 
1^'^ 2'^ 3' 
-F [ p , 1] is convergent. 
J  ^'^ l'"2 ' 
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By writing 
and 
3 2 ei'92 ; " nZo (ei)n(92)n "! 
a,,a,,a.J °o (a,)„(a,)„(ao)n n 
FT zi = r —~———-— — 
3 2 9l'P2 ; n=0 (ei)n(92)n *! 
and comparing their corresponding terms, we can see 
tol'n'°2'n'"3'n n 
'Pl'n'Bz'n "! ' - 'Pl'n'Pa'n ' 
SO that, by Abel's theorem, we have 
OC-i CX-j 
s'ztpi'Pz ; = 3''2(9i,e2 ; 
Finally, by the dominated convergence theorem we have 
1 Œn-l 3,-a,-l 
lim J" 0 (1-0) -F\[a3,a?;0_;z0]d0 
z-1 0  ^1  ^ J  ^
1 a^ -i |3n-a^ -1 
S 6 (1-0) lim _F. [& ,% ;g ;z0]d0 
0 /! i  ^ j  ^
1 ttn-l Pi-ttn-l 
= /0 (1-0) 
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so that 
Y + — + — _! 
1 m n„ 
Se (1-6) 
m-Y 
m 
2^  3^ 2^  2 1 2 1 
r( m  +  — +  — -H) m  +  — + — + 1 ,  — +  — ;  
"l "2 "1 "2 "1 "2 
The denominator can be evaluated as 
1 
f îT(0)L(0)d0 
0 
1 
S 
, 1 1 T 
+ — + —— —1 
m n. n. m-Y 
(1-0) 
1 1 '  1 1  3 ^ 2 ' '  1 1  1  1  *  
W<S7-^ ;Ç' r(m+—+—+1) mt—+—+1, —+ —; 
Combining the expression for numerator and denominator, we get 
B'Pilïm' 
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.2... 
-HA. A. 1 
"1 "2' "1' "2' 
"1 
1^^ 
1—1 
"2 
"1 t't' 
1 
"2' 
•—+ 
"1 
4. A. 
"2 
Similarly, 
StPzIXm' 
2  1 1 - 1 2  1 1  
rt>rt^ H-)r(ï„ + s--^ ;r)r(m + ;^ + S - + i ) 3 ^ 2 '  1 2 , ,  1 2  "  
2  1 2  1 2  1 2  m  +  — + — +  1 ,  h  —  :  
_ "1 "2 "1 "2 
1 12 11 12  ^n ' n ' n ? 
+—)r(Y^  +—+~)r(in +—+—+1)3F2[ 1111 1] 
212 12 12 m 4 H 1-1, 1 : 
"1 "1 "1 "2 
(5) The approximation to the posterior mean of p^ , of Tierney-
Kadane type. 
The Tierney-Kadane approximation to the pre-asymptotic Bayesian 
component score is 
(i) • exp[nl2_m(a2_m) " h,n'«l,m'I' 
where 
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1 
L, ^ (0) = -[log Tr(0) + S log f(Y. |0)], 
' i=l 
1 m 
L? _(9) = "[log A.(0) + log Tr(0) + S log f (Y (0)], 
9 i=l 
(^81 = ViorlPllSl 
Tr(0) is the marginal prior for 0, 
A 
0 maximize L. (0) respectively, ZL y HI 1 ^ in 
and 
For Y\,Y_,...,Y iid Bernoulli (0) (and with Y denoting Y /m) X  ^ m in m 
and 
1 m  ^ m 
- z log f(YJe) = - 2 [Y. log 0 -h (1-Y. )log(l-0)] 
i=l  ^  ^i=i  ^  ^
"l 2^ 
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+ log 0 + (l-Y^ )log(l-0). 
The first and second derivatives of L, and „ with respect 
x,m <i,in 
to 0 are given by 
1 1 
"2 2^ 1'^ 7 
1, , 1 h m. 
n. n , 1 2 
n. 
"l "2 
1-Y 
m 
0 (1-0) 
—(—+ 1)—(—-H 1) 
"1 "1 "2 "2 
( —+—) (—+—+ 2) 
"1 "2 "1 "2 
11 
"1" 
ro
 
"2 
+ 1; e]f 
A-+ 
ri 
1 1 
~2 "2 
CD
 to
 
^2,m'») = 'm'zr+è- I - ël 
m TP r_ 
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? 1 p 1 ( — +  — )  ( —  +  —  + 2 )  
"l "2 "l "2 
2^ 1 
/l 
"l 
1 \2 
•"2 
2 
K "2 
Solving the equations 
ti.mfG) = 0 
and 
= 0 
yields 0^  ^  and 0^  respectively. 
(5) The approximation A.(0^ ) to the posterior mean of p^ . 
We write 
= ViorfPll®m" 
here 0^  is the Bayes estimator for 0^  
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«m = ; 
Notice that 
f/n|v 1 - „ L(9) T r ( 9 )  
~ f L(0)Tr(0)d0 
0 
where 
Tr(0) = 
and 
Y m-Y 
L(e) = 0 "(1-0) 
so that 
11 11 
"l "2 
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1 <^ « + 6+6+]-'-'' m-ï 1111 
1 "^n-^-1 m-Y l 1 l l 
Xe (1-0) 
y 
1] 
} 3^ 2 
Y +—+—+1 
m n^  n 
[ 1 1 
1 1 
'"2 
Y + -—+ 
m n^  n^  
1 
"1 "2 
m + h H 1 
"l "2 
3^ 2 [ 1 1 
1 1 
"2' 
—+ 
"1 
1 
"2' 
1] 
(7) The approximation A.(8^ ) to the posterior mean of p^ . 
We write 
>^ 'V ' ViorlPll^ ml' 
here, 0^  is the maximum likelihood estimate of 0^ , Hence, 
:'<;r+Z''r(A 
A 
It does appear hypergeometric computation of the estimate X(8^ ) 
of X(0q) is by far the simplest of the four hypergeometric computa­
tions, of E[p^  [Y ] and its three approximations \(0 ), \(0 ), and 
*1» XTl ITl 
the approximation of Tierney-Kadane type. 
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