Abstract This paper focuses on the development of optimality conditions for a bilevel optimal control problem with pure state constrains in the upper level and a finite-dimensional parametric optimization problem in the lower level. After transforming the problem into an equivalent single-level problem we concentrate on the derivation of a necessary optimality condition of Pontryagin-type. We point out some major difficulties arising from the bilevel structure of the original problem and its pure state constraints in the upper level leading to a degenerated maximum principle in the absence of constraint qualifications. Hence, we use a partial penalization approach and a well-known regularity condition for optimal control problems with pure state constraints to ensure the non-degeneracy of the derived maximum principle. Finally, we illustrate the applicability of the derived theory by means of a small example.
Introduction
We are concerned to find Pontryagin-type optimality conditions for a special optimistic bilevel programming problem which is composed by a pure state constrained optimal control problem in the upper level (leader) and a parametric but finite-dimensional optimization problem in the lower level (follower) whose parameter is the final state of the leader's state function. The study mainly focuses on deriving a set of conditions that allows to identify a small set of local-minimizer-candidates among overall admissible solutions. An overview of existing theoretical literature on bilevel optimal control problems may be found in [5, 6] and [23] . On the other hand, studies related to applications are presented in [2, 12] and [18] . In these contributions the authors consider an optimal control problem in each level, some of them including mixed control-state constraints. Whereas most of the reported investigations are concerned with numerical approaches, we deal with the derivation of theoretical optimality conditions to detect local minimizers. The reminder of this paper is organized as follows: In Section 2 the problem is formulated along with notation, some preliminaries of non-smooth analysis and basic assumptions. Using the optimal-valuereformulation, Section 3 provides a single-level fully equivalent but highly irregular problem (i.e., common regularity condition fail to be satisfied at any feasible point). Next, a locally equivalent problem which is likely to satisfy standard regularity conditions is derived by considering the partial calmness property. However, the use of the lower level value function involves loss of differentiability. Hence, we proceed using tools from non-smooth analysis introduced in previous sections. We derive a non-degenerated maximum principle for the original problem in Section 4, followed by the presentation of some concluding remarks in Section 5.
Problem formulation

Statement of the problem
For simplicity, this study focuses on a Mayer-type cost function. Consider the optimal control problem with pure state constraints given by F x(T ), y → min x,u,ẏ x(t) = φ t, x(t), u(t)
a.e. t ∈ [0, T ]
where u and x are the measurable control and the state function of the problem, respectively. Here, t denotes the time andẋ is the weak derivative of x with respect to (w.r. 
The data for the follower's problem (2) comprise functions f : R nx ×R my → R and g : R nx ×R my → R mg . Note that in problem (1) the leader's objective function is minimized w.r.t. x, u and y, thus, in this study we adopt the optimistic approach where the leader is able to influence the follower's decision to favor its solution (cf. [8] ). Optimal control problems with pure state inequality constraints arise frequently not only in mechanics and aerospace engineering, but also in the areas of management science and economics. This type of constraints brings some additional difficulties because the state is not linked to controls by a functional relation. Since the optimality conditions for a multiple pure state constrained optimal control problem are an extension of the single constrained case, we are going to discuss the situation where G maps to R. Further discussion is provided in Section 4.
Preliminaries
Throughout this paper, we represent by N, R, R n , R m×n , R n,+ 0 , and R := R ∪ {−∞, ∞} the natural numbers with zero, the real numbers, the space of all real vectors with n components, the set of all real matrices with m rows and n columns, the cone of all vectors in R n with non-negative components, and the extended real line, respectively. If not stated otherwise, we equip R n and R m×n with the maximumnorm · ∞ . Over the interval [0, T ] we denote by C and C n the spaces of scalar continuous functions and continuous functions with n components, respectively. By C * we refer to the dual space of C. It is wellknown that elements of C * can be identified with finite regular measures on the Borel subsets of [0, T ]. The set of elements in C * taking non-negative values on non-negative functions in C is denoted by C ⊕ . Given a non-negative measure µ ∈ C ⊕ , its norm µ C * coincides with the total variation of µ, given by T 0 |µ|(ds), and the support of the measure µ, written supp(µ), is the smallest closed set A ⊆ [0, T ] such that for any relatively open subset B ⊆ [0, T ]\A we have µ(B) = 0. The Lebesgue measure in R will be represented by l. If X and Y are arbitrary sigma-algebras, then we express the smallest sigma-algebra which contains the cartesian product of X and Y by X × Y. Furthermore, we use the abbreviation
X . L represents the sigma-algebra of all Lebesgue measurable subsets of [0, T ] while B n expresses the Borelean sigma-algebra on R n . We denote by P(R n ) the power set of R n and if Θ : R n → P(R k ) is a setvalued mapping, then we define its domain and graph by dom(Θ) := {z ∈ R n | Θ(z) = ∅} and graph(Θ) := {(z, y) ∈ R n × R k | y ∈ Θ(z)}, respectively. The closure, the topological interior, the boundary, and the convex hull of a set K ⊆ R n are represented by cl(K), int(K), bd(K), and conv(K), respectively. For any matrix X ∈ R m×n , X ∈ R n×m denotes its transpose. We use O k×l ∈ R k×l to express the zero-matrix of appropriate dimension. Given a differentiable function F : R n → R m its Jacobian is represented by ∇F(x) ∈ R m×n , and if m = 1, the gradient ∇F(x) ∈ R n is considered as a column vector. Let us indicate by U R n the open unit ball of R n , and for any ε > 0,
For an arbitrary set A ⊆ R n let us introduce the intersection mapping 
, however, for technical purposes in most of our analysis we use the norm
} which is equivalent in the sense of norms (cf. [1] ). In addition, a useful result is provided by the following embedding theorem for Sobolev spaces. n ⊆ C n we can find a scalar K > 0 such that for all t ∈ [0, T ] and x ∈ W 1,1 n the following inequality holds:
We make use of standard concepts from non-smooth analysis. Let K ⊆ R n be a set with x * ∈ K which is locally closed around x * . The Fréchet normal cone to K at x * is denoted by N K (x * ), while N K (x * ) denotes the limiting normal cone to K at x * given as follows (cf. [20] ):
Note that the limit superior in the definition of the limiting normal cone has to be understood in the sense of Painlevé-Kuratowski (cf. [20] ). The Clarke tangent cone T C K (x * ) to K at x * can be defined by
whereas the Clarke normal cone N C K (x * ) to K at the point x * is the polar cone of the corresponding Clarke tangent cone, i.e., we have:
From Theorem 3.57 in [20] is it well-known that N C K (x * ) = cl conv(N K (x * ) holds true. That is why the following inclusions are satisfied:
Recall that all these normal cones coincide with the normal cone of convex analysis provided the set K is closed and convex. Choose an arbitrary mapping ψ : R n → R. By dom(ψ) := {x ∈ R n | |ψ(x)| < ∞} and epi(ψ) := {(x, α) ∈ R n × R | ψ(x) ≤ α} we denote the domain and the epigraph of ψ. For any point x * ∈ dom(ψ) we define the limiting or basic subdifferential of ψ at x * as stated below:
The mapping ψ → ∂ψ(x * ) is positively homogeneous and ∂ψ(x * ) coincides with the subdifferential of convex analysis provided ψ is convex. Some other calculus rules and results for the basic subdifferential are stated in [20] . Recall that the mapping ψ is called locally Lipschitz continuous at x * ∈ R n if there exist scalars L, ε > 0, such that for all x, x ∈ U ε R n (x * ) we have:
Assume that ψ is locally Lipschitz continuous at x * ∈ R n . The subdifferential in the sense of Clarke (cf. [7] ) of ψ at x * is the set ∂ c ψ(x * ) given by
where each vector ξ ∈ ∂ c ψ(x * ) is called a subgradient of ψ at x * , and ψ
For locally Lipschitz continuous functionals the Clarke subdifferential at an arbitrary point is always a non-empty, bounded, closed, and convex set (cf. [7] ). Furthermore, for such functionals the mapping ψ → ∂ c ψ(x * ) is homogeneous. The Clarke subdifferential reduces to the classical gradient for continuously differentiable functions and to the subdifferential of convex analysis for convex ones. Exploiting the famous Rademacher theorem for a locally Lipschitz continuous functional ψ : R n → R (cf. Theorem 2.5.1 in [7] ) we get for all x * ∈ R n :
The following remark summarizes basic properties of locally Lipschitz continuous functionals and their Clarke subdifferentials (cf. [7] and [20] ).
Remark 2.2 Let ψ : R n → R be a function locally Lipschitz continuous at x * ∈ dom(ψ). Then the following statements hold:
1. The generalized gradient ∂ c ψ(x * ) is a non-empty, compact, and convex set. 2. We have cl conv(∂ψ(x * )) = ∂ c ψ(x * ). 3. If ψ attains a local minimum at x * , then 0 ∈ ∂ c ψ(x * ) and ψ
If ψ is both locally Lipschitz continuous and differentiable at
Let us now define the upper level feasible set W 
Next, we introduce the definition of a W -local minimizer where
Definition 2.1 (W -local minimizer) A feasible process (x * , u * , y * ) ∈ W s of (1) is said to be a W -local minimizer of that problem if there exists a scalar ε > 0 such that
is called a global minimizer of (1).
We remark that, since we are going to use the approach presented by Vinter in [22] , this work is mainly concerned with the norm in the Banach space W , i.e., the control's behaviour is not our main interest. Clearly, the optimality conditions for W -local minimizers automatically hold for strong (and hence for global) minimizers. In addition, observe that a W -local minimum of (1) is always a local minimum in the classical sense, but not vice versa.
Finally, in what follows the triplet (x * , u * , y * ) will always denote a W -local minimizer of problem (1) . Throughout the rest of this work, we assume that the data satisfy the hypotheses:
The functions F , f , and g are continuously differentiable w.r.t. all their arguments. H 2 The mapping (t, u) → φ t, x, u) is L × B nu measurable for any choice of x ∈ R nx . Moreover, there exist a measurable function ζ : [0, T ] × R nu → R and a constant δ > 0 such that the mapping t → ζ(t, u * (t)) is integrable and
, u ∈ U, and almost every t ∈ [0, T ]. Furthermore, the mapping x → φ(t, x, u) is differentiable for any choice of (t, u) ∈ [0, T ]×U, and φ as well as ∇ x φ are continuous. H 3 The mapping x → G(t, x) is continuously differentiable for all t ∈ [0, T ]. Additionally, G is upper semicontinuous and there exist constants δ, L G > 0 such that G possesses the Lipschitz property (2) is fully convex and the Mangasarian-Fromovitz-Constraint-Qualification (MFCQ) holds w.r.t. y at any feasible point of (2).
In (H 4 ) by fully convex we mean that the functions x(T ), y → f x(T ), y and
. . , g mg : R nx × R my → R denote the scalar component functions of g. Moreover, the stated MFCQ can be satisfied if the simpler Slater-Constraint-Qualification under affine equality constraints and convex inequality constraints holds for any x(T ) ∈ R nx where the corresponding lower level feasible set is non-empty.
Single-level reformulation
In this section we replace problem (1) by an equivalent single-level optimal control problem. One typical approach in bilevel programming in finite-dimensional spaces consists in substituting the follower's problem by its Karush-Kuhn-Tucker conditions. They are necessary and sufficient for optimality as long as the functions f and g are continuously differentiable, convex w.r.t. y for fixed x, and some constraint qualification (such as Slater's condition or MFCQ) is satisfied. Hence, if the lower level problem is differentiable, convex, and a regularity condition holds, the resulting problem would be equivalent to the original one in the sense of global optimal solutions. However, from [9] it is well-known that the surrogate problem may possess local optimal solutions which do not correspond to local optimal solutions of the original bilevel programming problem and similar difficulties may appear using this approach to tackle (1) . In line with the above arguments, this study uses the value-function-reformulation which allows us to derive a problem which is fully equivalent to (1). This approach is discussed in many publications concerned with bilevel programming (cf. [10, 17] and [24] ) in the finite-dimensional case. Furthermore, we focus our attention to the concept of partial calmness which is a well-known constraint qualification for the optimal-value-reformulation of optimistic bilevel programming problems.
Equivalent single-level reformulation
Due to the assumed optimistic approach, one can rewrite problem (1) as a fully equivalent single-level problem. We define a set-valued mapping Γ : R nx → P(R my ) and a function ϕ : R nx → R such that for all x(T ) ∈ R nx we have:
From the above definitions we clearly have for any x(T ) ∈ R nx :
In the context of the parametric optimization problem (2) we call Γ and Ψ feasible-set-mapping and solution-set-mapping, respectively. The function ϕ represents the optimal-value-function of (2) and can be used in order to rewrite problem (1) as:
The above problem is completely equivalent to the formulation in (1) even without any convexity assumptions on the follower (cf. [24] ). However, there are two issues that need to be addressed when using this approach. First, it is well-known that the follower's value function ϕ may not be differentiable in general, even in the case where the assumptions (H 1 ) and (H 4 ) hold (cf. [10, 24] or [25] ). Secondly, common constraint qualifications such as MFCQ, the linear independence constraint qualification (LICQ) or at least their non-smooth counterparts are too strong to hold at the boundary conditions of (3) (cf. [8, 10] and [24] ). Hence, by means of (3) we have to expect that Pontryagin-type optimality conditions derived via the KKT-conditions (in general Banach spaces) of (3) are degenerated in some sense. We refer the reader to Section 4 where we illustrate these problems in more detail. The special structure of problem (2) implies promising continuity properties of the function ϕ characterized by the following remark (cf. [11] ).
Remark 3.1 (Local Lipschitz continuity of ϕ)
The function ϕ is convex. From (H 4 ) we have that the set Ψ x(T ) is convex. If x * (T ) ∈ int dom(Ψ ) , then the value function ϕ is locally Lipschitz continuous around x * (T ).
This remark provides important insights on how to deal with the possible non-smoothness of ϕ since we may use the tools of Clarke in order to differentiate this function (or the concave function −ϕ). Hence, for further analysis we are going to assume that x * (T ) ∈ int (dom(Ψ )) holds. Obviously, ϕ cannot be locally Lipschitz at all points from bd dom(Ψ ) and one has to provide another approach to cover this crucial situation as well. The following result which can be found in [21] yields a formula which allows the computation of the Clarke subdifferential of ϕ provided the latter function is locally Lipschitz continuous.
continuous at x * (T ) and the formula
holds true. Therein, Λ x * (T ), y * is the set of regular Lagrange multipliers of (2) at x * (T ), y * defined by:
Now we deal with the mentioned failure of constraint qualifications at the feasible points of (3). This difficulty is mainly caused by the constraint containing the optimal-value-function ϕ. This one is in fact a boundary condition. Note that several maximum principles (e.g., the maximum principle by Vinter [22] ) for optimal control problems do not mention any multipliers corresponding to the boundary conditions but simply comprise transversality conditions including some normal cone to the constraint set of the boundary conditions. Hence, it seems possible to derive a non-degenerated maximum principle using the corresponding theory. Proceeding this way we only have to clarify how to deal with that normal-coneconditions. Unfortunately it will turn out in Section 4 that this approach leads to a degenerated maximum principle. Another idea is inspired by the seminal paper [24] where the authors use partial penalization (the so-called partial calmness) in order to shift the crucial constraint containing the optimal-valuefunction to the leader's objective. The resulting problem is likely to possess a non-smooth Mayer-type objective functional. It may fulfill standard regularity conditions and its optimality conditions may be non-degenerated as well. Since the maximum principle of Vinter can be used to tackle non-smooth optimal control problems, we may exploit it for this approach as well.
Partial Calmness
We follow the ideas of Ye and Zhu [24] where the authors use partial penalization in order to find some constraint qualification for the optimal-value-reformulation of an optimistic bilevel programming problem. The concept of exact penalization is closely related to the calmness property characterizes the stability of an optimization problem under right-hand-side perturbations (cf. [7] ). Since we only need to get rid of the crucial constraint f (x(T ), y) − ϕ x(T ) ≤ 0, we consider a partially perturbed version of problem (3) and examine, under which conditions a shift of this constraint to the leader's objective, weighted with some penalty parameter, leads to a locally exact penalization. Consider the Banach space
nu × R my and the following partially perturbed optimization problem:
Note that the feasible set of this problem is empty for any κ < 0. The latter problem is essential for the definition of partial calmness stated below. Oberve that this definition respects our interest for W -local minimizers.
Definition 3.1 (Partial calmness) Problem (3) is called partially calm at one of its W -local minimizers (x * , u * , y * ) if there exist scalars ε, ν > 0 such that for any feasible point (x, u, y, κ) of (4) satisfying (x, y, κ) ∈ U ε W ×R (x * , y * , 0) the following inequality holds:
As intended the following proposition reveals that the partial calmness property can be characterized via partial penalization of problem (3) equivalently. Similar results are given in [4, 23] and [24] . (3) is partially calm at (x * , u * , y * ) if and only if there exists a
Since (3) is partially calm at (x * , u * , y * ), we can find scalars ε, ν > 0 such that for any (x, u, y, κ) which is feasible for problem (4) and satisfies (x, y, κ) ∈ U ε W ×R (x * , y * , 0) we have (5). Due to Remark 3.1, ϕ is Lipschitz continuous on U δ R nx (x * (T ) for some δ > 0 with Lipschitz constant L ϕ . Furthermore, (H 1 ) implies that the objective function f of the follower is locally Lipschitz continuous at
Choose an arbitrary point (x, u, y) feasible for (6) which satisfies (x, y) ∈ Uε W (x * , y * ). Moreover, define
is a feasible point for the optimization problem (3), we have f x * (T ), y * − ϕ x * (T ) = 0 from the definition of the optimal-value-function. Using Remark 3.1 we derive:
Hence, we have (x, y, κ) ∈ U ε W ×R (x * , y * , 0). Now from Definition 3.1 we get:
Since (x, y) ∈ Uε W (x * , y * ) such that (x, u, y) is feasible for (6) was chosen arbitrary, (x * , u * , y * ) is a W -local minimizer of problem (6).
[⇐=]: Let (x * , u * , y * ) be a W -local minimizer of problem (6) . Then there exists a scalar ε > 0 such that for any feasible point (x, u, y) of (6) which satisfies (x, y) ∈ U ε W (x * , y * ) we have
since (x * , u * , y * ) is feasible for (3). Now choose a point (x, u, y, κ) which is feasible for (4)and satisfies (x, y, κ) ∈ U ε W ×R (x * , y * , 0). Then we have:
That is why problem (3) is partially calm at (x * , u * , y * ). Thus the proof is complete.
Now we need to provide sufficient conditions ensuring the partial calmness of problem (3) at one of its W -local minimizers. We are going to discuss the presence of a so-called uniformly weak sharp minimum in the lower level problem (2), introduced originally by Ye and Zhu [24] for finite-dimensional parametric programming problems.
Definition 3.2 (Uniformly weak sharp minimum) The parametric optimization problem (2) possesses a uniformly weak sharp minimum if there exists a scalar γ > 0 such that the following holds true for all points x(T ), y ∈ graph(Γ ):
Observe that partial calmness is implied by the property of (2) to possess a uniformly weak sharp minimum.
Lemma 3.2 Let (x * , u * , y * ) be a W -local minimizer of problem (1) such that x * (T ) ∈ int dom(Ψ ) holds true. If (2) possesses a uniformly weak sharp minimum, then problem (3) is partially calm at (x * , u * , y * ).
Proof From the assumptions of the lemma, the equivalence of the problems (1) and (3), and Definition 2.1 we find a scalar ε > 0 such that for all (x, u, y) feasible for (3) and satisfying (x, y) ∈ U ε W (x * , y * ) we have F x * (T ), y * ≤ F x(T ), y . Without loss of generality there exists δ ∈ (0, ε) such that the inclusion where γ > 0 is the constant from Definition 3.2 and choose (x, u, y, κ) feasible for (4) such that (x, y, κ) ∈ Uε W ×R (x * , y * , 0) holds true. First, observe that we have:
Hence, x(T ) ∈ dom(Ψ ) holds true and, consequently, Ψ x(T ) is a non-empty and closed set (cf. Section 4.2 in [3] ). Since the norm · ∞ : R my → R is a continuous, convex, and coercive mapping, we can choosẽ y ∈ Argmin z∈Ψ (x(T )) z − y ∞ . From the property of (2) to possess a uniformly weak sharp minimum we deduce:
Using the latter inequality we easily see:
Consequently, (x,ỹ) ∈ U ε W (x * , y * ) holds true and (x, u,ỹ) is feasible for (3) . From the property of (x * , u * , y * ) to be a W -local minimizer we deduce:
Note that from the assumptions on F the latter function is locally Lipschitz continuous on the set U ε R nx ×R my x * (T ), y * with Lipschitz constant L F . Furthermore, from the above considerations we already know that
That is why we finally get:
Since (x, u, y, κ) feasible for (4) and satisfying (x, y, κ) ∈ Uε W ×R (x * , y * , 0) was chosen arbitrarily, the partial calmness property holds at (x * , u * , y * ) with ε :=ε and ν := L F γ . Thus the proof is complete. Fully linear parametric optimization problems possess a uniformly weak sharp minimum. Hence, we already know a class of optimization problems where partial calmness holds automatically, provided an interior point assumption due to dom(Ψ ) is satisfied. The reader is referred to [17, 23] or [24] for more information about this constraint qualification.
4 Optimality conditions
The context
In order to prepare the derivation of a suitable maximum principle for problem (1) we need to study general single-level optimal control problems which fit the reformulations (3) and (6) . Therefore, we consider optimal control problems whose state functions z ∈ W
, respectively. Therein, α comes from {0, . . . , n z } while β is an element of {0, . . . , n u }. As before, we fix the final time T > 0 and allow a Mayer-type objective which performs endpoint evaluations only. Later on, the functions z 1 and z 2 are going to represent x and y, respectively. The following formulation comprises all the needs we summarized above:
The data for this problem comprise functions nz -local minimizer of (7) (e.g., a feasible process (z * , u
2 )) where only the distance w.r.t. the states is of interest): 1. The function F 0 is locally Lipschitz continuous at z *
nu−β and L × B β measurable for any choice of z 1 ∈ R nz−α and z 2 ∈ R α , respectively. Moreover, there exist measurable functions ζ 
4. The sets U 1 0 ⊆ R nu−β and U 2 0 ⊆ R β are non-empty and Borel measurable while K 0 ⊆ R nz−α × R α is non-empty and locally closed around z * 1 (T ), z *
(T ) .
Following the approach in Vinter (cf. [22] ) a maximum principle for the above pure state constrained optimal control problems (7) can be stated as follows.
Theorem 4.1 (The maximum principle for problems with pure state constraints) Let (z * , u * ) be a W
1,1
nz -local minimizer of problem (7) such that the above assumptions hold. Then there exist functions
α , a non-negative measure µ ∈ C ⊕ , and a scalar τ ≥ 0 such that the following conditions are satisfied (for almost every t ∈ [0, T ]):
The Transversality Conditions
. Therein, we define the function q as follows for every t ∈ [0, T ]:
1 is an adaptation of Theorem 9.3.1 in [22] which is applicable to (7) due to the postulated assumptions above. The mentioned theorem ensures the existence of mappings θ 1 ∈ W 1,1
α , a non-negative measure µ ∈ C ⊕ , and a scalar τ ≥ 0 such that the following conditions hold:
(12) Since the derivative of G 0 w.r.t. z 2 vanishes everywhere, the functions q 1 ∈ L ∞ nz−α and q 2 ∈ L ∞ α are defined as follows for every t ∈ [0, T ]:
Note that the first condition in (11) implies θ 2 (0) = 0 while θ 1 (0) can be chosen arbitrarily. One can replace q 2 by θ 2 everywhere. Renaming q := q 1 , writing (9) componentwise, and splitting the maximization in (10) w.r.t. u 1 and u 2 into two optimization problems finally leads to the conditions 1. to 5. postulated in the theorem. Thus the proof is complete.
Suppose that there exist multiple state constraints in problem (7), i.e., G 0,i t, z 1 (t) ≤ 0 for all t ∈ [0, T ] and all i = 1, . . . , k (13)
is continuously differentiable for all t ∈ [0, T ], G 0,i is upper semicontinuous for all i = 1, . . . , k, and certain Lipschitz properties concerning the state component hold for all these functions. Then we can define the scalar function G 0 : [0, T ] × R nz−α → R as follows for every t ∈ [0, T ] and z 1 ∈ R nz−α :
Obviously, we can replace (13) equivalently by G 0 (t, z 1 (t)) ≤ 0 for all t ∈ [0, T ]. The functional G 0 is likely to be non-differentiable but upper semicontinuous and locally Lipschitz continuous w.r.t. z 1 . From the results in [14, 16] or [22] one can provide a maximum principle for optimal control problems with just one state constraint given by an upper semicontinuous functional. The optimality conditions therein use the so-called hybrid partial subdifferential of G 0 w.r.t. z 1 which is relatively easy to compute since the functionals G 0,1 , . . . G 0,k are assumed to be differentiable w.r.t. z 1 . However, these new tools do not provide significantly new insights into problem (7), so we leave it to the interested reader to apply our results to problems of type (7) which possess multiple smooth state constraints. In general one applies necessary optimality conditions to a problem in order to shrink the set of feasible points to a much smaller (and maybe finite) set of potential solutions. Nonetheless, it may happen that all feasible points fulfill the necessary optimality conditions which makes them useless for that purpose. The later maximum principle may exhibit this troublesome shortcoming. Indeed, the above theorem may provide a so-called degenerated maximum principle if G 0 (0, ω) = 0 holds true. In that case one could choose the multipliers
to fulfill the necessary optimality conditions for an arbitrary feasible point (z,ū) of (7). Here δ {0} denotes the Dirac-measure of the singleton {0}. Note that the above choice of multipliers especially implies q ≡ 0 so that the terminal transversality condition shrinks to the trivial fact 0 ∈ N K0 z * (T ) . Consequently, we need to provide regularity conditions in order to guarantee non-degeneracy of the maximum principle. Such conditions (for a fixed W 1,1 nz -local minimizer (z * , u * ) of (7)) can be formulated as follows (cf. [19] ):
H There exists a scalar > 0 such that the set φ
Loosely speaking, (CQ1) requires the existence of a control function pulling the state away from the boundary of the state constraint set faster than the optimal control on a neighborhood of the initial time. We refer to the above conditions as non-degeneracy conditions. Finally, since a main point of interest in these necessary conditions is their applicability, the theorem stated below is particularly useful. nz -local minimizer of (7) where all the above assumptions and the non-degeneracy conditions, i.e. (H) and (CQ1), hold. Then there exist functions θ 1 ∈ W 1,1
α , a non-negative measure µ ∈ C ⊕ , and a scalar τ ≥ 0 such that the conditions 2. to 5. of Theorem 4.1 as well as the following enhanced non-triviality condition hold:
Proof One can construct the mentioned multipliers reprising the strategy presented in the proof of the main result in [19] . Observe that the required sequence of surrogate problems only needs to differ from (7) w.r.t. u 1 and z 1 since z 2 does not possess any pure state constraints and is controlled only via u 2 . Moreover, all the assumptions needed to apply the results of the mentioned paper were stated before. Thus the proof is complete.
Suppose that G(0, ω) = 0 holds true. Furthermore, let (z, u) be a feasible point of (7) where all the assumptions of Theorem 4.2 hold. Then, as said earlier, the necessary optimality conditions of Theorem 4.1 hold by choosing the multipliers as given in (14) . However, these mutipliers do not satisfy the necessary optimality conditions of Theorem 4.2 since they do not fulfill the enhanced non-triviality condition. Consequently, the maximum principle in Theorem 4.2 provides some improvement of the original optimality condition. For further analysis, the reader is referred to [13] [14] [15] [16] and [19] where other forms of constraint qualifications that guarantee non-degeneracy are presented.
Pontryagin-type necessary optimality conditions
Throughout the section we use the symbol ∇ x instead of ∇ x(T ) since it is clear from the context which partial derivative has to be computed. Before we start to derive the maximum principle for problem (1) we have to formulate conditions ensuring the non-degeneracy of the maximum principle. As we will see problem (1) may face two different types of possible degeneracy. The first one has been described in the previous section and can be dealt with using adaptions of the constraint qualifications (H) and (CQ1):
H 5 There exists a scalar > 0 such that the set φ(t, x, u) | u ∈ U is convex for all x ∈ U R nx (x 0 ) and
The second type of degeneracy comes into play due to the bilevel structure of problem (1). We will demonstrate this in the following. Suppose that (x * , u * , y * ) ∈ W s is a local W -minimizer of problem (1). Then this point obviously is a local W -minimizer of problem (3) . Suppose that ϕ is Lipschitz continuous in a neighborhood of x * (T ) which can be achieved by simply postulating x * (T ) ∈ int(dom(Ψ )) due to Remark 3.1. Then we may interpret (3) as a problem of type (7) by introducing the state variable z := (z 1 , z 2 ) where z 1 := x and z 2 := y holds true while postulatingẏ(t) = 0 for almost every t ∈ [0, T ]. With the notion of Section 4.1 this leads to n z := n x + m y , ω = x 0 , α = m y , β = 0, and the functions
Note that due to the local Lipschitz continuity of ϕ at x * (T ) the set K 0 is locally closed at the point z * (T ) := x * (T ), y * . Suppose that Theorem 4.2 is applicable, i.e., the assumptions (
hold. Then one could derive an optimality condition of Pontryagin-type which contains the limiting normal cone N K0 (x * (T ), y * ). In order to derive an optimality condition for problem (1) in terms of explicit data one has to approximate this normal cone somehow. Since the set K 0 is non-convex, the computation of N K0 x * (T ), y * is likely to be complex. Indeed following the calculus rules for the limiting normal cone to inverse images of sets in [20] we need to compute the basic subdifferential ∂(−ϕ) x * (T ) . Recall that the basic subdifferential is only positive homogeneous and we have ∂(−ϕ) x * (T ) = −∂ + ϕ x * (T ) where the latter is the Fréchet subdifferential of ϕ at x * (T ) defined in [20] . To replace ∂(−ϕ) x * (T ) by −∂ϕ x * (T ) could leed to crucial mistakes within the calculations since −∂ϕ x * (T ) always provides an upper approximation due to the convexity of ϕ.
Remark 4.1 Let x * (T ) ∈ int dom(Ψ ) be chosen arbitrarily. Then we have:
Proof Due to [20] and Remark 2.2 the closed convex hull of the limiting subdifferential equals the subdifferential introduced by Clarke and both coincide for convex functions provided the considered function is locally Lipschitz continuous at the reference point. Hence, recalling that the Clarke subdifferential is homogeneous we have:
Thus the proof is complete.
For the purpose of illustration let us assume n x = 1, ϕ(x(T )) = |x(T )| + x(T ) for all x(T ) ∈ R and consider x * (T ) = 0. Then one gets ∂(−ϕ) x * (T ) = {−2, 0} and −∂ϕ x * (T ) = [−2, 0] so the inclusion ∂(−ϕ) x * (T ) ⊆ −∂ϕ x * (T ) obtained from Remark 4.1 may be strict. The above considerations mean that the respective cone N K0 x * (T ), y * may only be approximated from above using the tools introduced by Clarke. The set K 0 is discribed by inequality constraints which are locally Lipschitz continuous around z * (T ) so that we have
from the theory developed in [7] . Since we have N K0 x * (T ), y * ⊆ N C K0 x * (T ), y * in general, the above formula is only useful provided equality holds. Therefor, we need a constraint qualification to hold, namely 0 / ∈ ∂ c h x * (T ), y * where h : R nx × R my → R is the mapping defined below for all (a, b) ∈ R nx × R my :
Recall that g 1 , . . . , g mg : R nx × R my → R denote the scalar component functions of g. Note that h is locally Lipschitz continuous at x * (T ), y * . Unfortunately, it is easy to see that this point is a global optimal solution of h(a, b) → min a,b
and due to Remark 2.2 this always implies 0 ∈ ∂ c h x * (T ), y * ). Hence, a general upper approximation of the basic normal cone by the Clarke normal cone seems to be impossible here. Finally, this means that the application of Theorem 4.1 to (3) does not leed to optimality conditions which only depend on explicit data of (1) . Assume that the function ϕ is locally Lipschitz continuous. One may try to apply the maximum principle for optimal control problems with locally Lipschitz boundary constraints, stated in Theorem 6.2.3 from [22] , directly to the optimal-value-reformulation (3), since its proof is adaptable to the case where pure state constraints appear. This is possible, if y again is interpreted as a constant state variable characterized by the differential equationẏ(t) = 0. Unfortunately, this procedure leads to a degenerated maximum principle since the Clarke subgradients of the terminal constraints are positively linear dependent in the following sense: Let (x,ū,ȳ) ∈ W s be a feasible point of the bilevel optimal control problem (3). Then there exist λ 0 ≥ 0 and λ ∈ R mg,+ 0 such that λ 0 , λ is not the zero vector and the following conditions hold:
This easily follows from the fact that x(T ),ȳ is an optimal solution of the Lipschitz optimization problem min
applying the results of [7] . Hence, choosing all other multipliers appearing in the optimality conditions to be zero (especially the adjoint function θ and the measure µ), one can satisfy the derived necessary optimality condition at (x,ū,ȳ). Since the latter point was nothing more but feasible for (1), this maximum principle would be useless. The above considerations suggest that the main difficulties in (3) apart from the pure state constraint are caused by the constraint which contains the optimal-value-function of (2). Hence, we make use of partial calmness in order to get rid of this constraint in the feasible set of (3). Combined with (H 5 ) and (CQ) this leads to a maximum principle likely to be non-degenerated even if the initial state x 0 hits the boundary of the pure state constraint. , a non-negative measure µ ∈ C ⊕ , and scalars τ ≥ 0, ν > 0 such that we have (for almost every t ∈ [0, T ]):
1. The Enhanced Non-triviality Condition
The Weierstrass Condition
Therein, q is defined as follows for every t ∈ [0, T ]:
Proof Obviously, (x * , u * , y * ) is a W -local minimizer of (3). Since the latter problem is partially calm at (x * , u * , y * ) we find a scalar ν > 0 such that this point is a W -local minimizer of problem (6) (cf. Proposition 3.1). Again, we consider this problem as an optimal control problem of type (7) . Therefore, we interpret y as another state function, set y := y(T ) in (6) and add the trivial differential equatioṅ y(t) = 0 for almost every t ∈ [0, T ] to the constraints of (6). Now we introduce the state variable z := (z 1 , z 2 ) such that z 1 := x and z 2 := y hold, set n z := n x + m y , ω := x 0 , α := m y , β := 0, and define functions F 0 : 
Furthermore, we define a functionŷ ∈ W 1,1
nz -local minimizer of problem (7). It is not difficult to check that the assumptions of this theorem imply that the assumptions of Theorem 4.2 hold. Hence, applying the approximation rule from Remark 4.1, there exist functions
my , a non-negative Borel-measure µ ∈ C ⊕ and a scalar τ ≥ 0 satisfying:
Therein, q is a function defined by:
Condition (19) equals 5. which was called support condition. From the convexity of g it is easy to see that the set K 0 is convex and hence the corresponding limiting normal cone coincides with the normal cone from convex analysis. Recall that MFCQ holds for the lower level problem at (x * (T ), y * ). That is why we get:
Combining these formulas with (18) leads to the existence of some λ 1 ∈ R mg,+ 0
, satisfying the complementarity condition 7., and ξ ∈ ∂ c ϕ(x * (T )) such that the following boundary conditions hold:
Combining the first of these conditions with (16) leads to θ 2 ≡ 0. Now we put this observation into the last condition of (20) which yields the multiplier condition 8. stated in the theorem. We apply Lemma 3.1 in order to derive the existence of λ 2 ∈ R mg,+ 0 satisfying the follower's optimality condition 6. as well as:
Inserting this representation of ξ into the second equation in (20) leads to:
Finally, we rename θ := θ 1 and recall θ 2 ≡ 0. Hence, the non-triviality condition 1., the adjoint condition 2., the Weierstrass condition 3., and the transversality condition 4. follow from (15), (16), (17) and (21), respectively. Thus the proof is complete.
The applicability of the maximum principle
It should not escape from the reader's attention that the enhanced non-triviality condition in Theorem 4.3 is of essential importance. Clearly, if G(0, x 0 ) = 0 holds true, then any feasible point (x,ū,ȳ) ∈ W s of problem (1) would fulfill the necessary optimality conditions in this theorem provided the enhanced non-triviality condition, postulated in condition (i), is replaced by:
Note that the feasibility of (x,ū,ȳ) together with MFCQ in the lower level implies the existence of λ ∈ R would show the degeneracy of the maximum principle in Theorem 4.3. Note that the above multipliers do not fulfill the enhanced non-triviality condition. Hence, the latter condition eliminates some degenerated multipliers and therefore it is rather important. The following example is included to visualize the applicability of the above theory. 
where Ψ : R → P R 2 is the solution-set-mapping of the following parametric optimization problem: 
We can compute an explicit representation of the images of Ψ for all x(3) ∈ R as given below:
Ψ (x(3)) = {(0, 0)} if x(3) ≤ 0 conv 0, 2 · x(3) , x(3), x(3) if x(3) > 0.
Note that in the above problem (22) 
where Ψ : R 2 → P R 2 is the solution-set-mapping of the following fully linear parametric optimization problem: y 1 + y 2 → min ,ū := u * ,ȳ := y * is a global optimal solution of (22) . Consequently, (x * , u * , y * ) is a global optimal solution of (24). Now let us start to verify the applicability of Theorem 4.3 by considering (24) at (x * , u * , y * ). Obviously, the assumptions (H 1 ) and (H 4 ) hold. Furthermore, the lower level problem (25) is fully linear and due to Remark 3.2 the overall problem is partially calm at its W -local minimizers. From the equality dom(Ψ ) = dom(Ψ ) × R = R 2 we deduce x * 1 (3), x * 2 (3) ∈ int dom(Ψ ) . The upper level dynamical system is fully linear and hence, it satisfies (H 2 ). The pure state constraint is given by a non-vanishing linear inequality, i.e., hypothesis (H 3 ) is valid. Finally, since the initial value of the leader's state function does not hit the boundary of the given state constraint, we do not have to check (H 5 ) and (CQ) although it is easy to see that these assumptions hold in the case where x 1 (0) = 0 is demanded. For any choice of τ > 0 the multipliers µ, q 1 , q 2 , and τ satisfy 1., the enhanced non-triviality condition. Furthermore, any ν ≥ 1 2 leads to non-negative multipliers λ 1 and λ 2 . Hence, the necessary optimality conditions postulated in Theorem 4.3 are satisfied at (x * , u * , y * ). Observe that for any fixed ν ≥ 1 2 these necessary optimality conditions hold which underlines the characterization of partial calmness as some kind of exact penalization property again.
Final remarks
In this paper we presented optimality conditions for a bilevel optimal control problem with pure state constraints and a finite-dimensional follower's problem. Therefore, we exploited its optimal-value-reformulation, but due to the expected non-differentiability of the value function ϕ, we made use of the tools of Clarke in order to differentiate this function in some sense. The generalized derivative of ϕ can be easily obtained if the optimal-value-function is finite on a neighborhood of the leader's terminal state. Thus, the original bilevel problem with pure state constraints can be tackled using familiar Pontryagintype optimality conditions. We presented a maximum principle for the original problem and introduced conditions which make these optimality conditions likely to be non-degenerated. Finally, it should be mentioned that although the problem constructed in this paper should be helpful for solving some real problems, the complexity of obtaining analytical solutions strongly depends on the model formulation.
