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Abstract
In this thesis, fluids resting on a flat substrate being subject to a periodic driving
motion are investigated theoretically. Considering the fluid as being contained in an
annular vibratory conveyor, the liquid sheet can undergo either vertical or horizontal
sinusoidal oscillations. Additionally, both types of accelerations may be combined
arbitrarily. Neglecting sidewall effects and assuming a quasi one-dimensional geome-
try of the conveyor, the fluid is modeled as a two-dimensional system whose lateral
extension is much greater than the local fluid height. Two different kinds of fluids are
described in detail: the first problem considers a viscous Newtonian liquid modeled
by the Navier-Stokes equations while the second consists of a viscoelastic fluid which
is described by the upper-convected Jeffrey model, the so-called Oldroyd-B model.
Using periodic boundary conditions in the lateral direction and assuming a flat
fluid layer with constant fluid height, the problem can be solved analytically if the
fluid variables are functions of the vertical coordinate and time only. In the case of
vertical sinusoidal driving of the substrate this results in a resting fluid layer with a
hydrostatic pressure multiplied by a time dependent gravitational acceleration.
Considering only horizontal movement of the trough, the pressure is hydrostatic
and on the one hand, the vertical fluid velocity remains zero for all times. On the
other hand, the horizontal velocity is periodic in time and shows a complex depen-
dence on the vertical coordinate. This solution is representable by an infinite sum
over spatial basis functions with time-dependent coefficients for the transient and
periodic parts of the solution. The latter can also be written as a suitable combina-
tion of trigonometric and hyperbolic functions representing the spatial dependence
multiplied with time-dependent sine and cosine functions. The solutions for both
Newtonian and viscoelastic fluids are compared in detail. Additionally, the evolu-
tion equations for the stress tensor variables which depend in a nonlinear way on
the horizontal fluid velocity are solved and discussed. If the fluid is subject to a
combination of vertical and horizontal periodic driving it can be shown that the
entire solution can be written as a superposition of the vertical and horizontal single
solutions.
Experiments give rise to harmonic or subharmonic surface wave patterns if the
fluid is subject to a periodic external driving. Therefore, linear stability analyses
of the analytical solutions are performed for all types of driving, i.e. vertical, hori-
zontal, and a combination thereof. The obtained linear equation systems are solved
numerically and result in generalized eigenvalue problems whose smallest real eigen-
values constitute the neutral stability curve. In the vertical case, the critical driving
amplitudes and wavenumbers are discussed for subharmonic and harmonic instabi-
lities and dependencies on all fluid parameters in detail. Considering horizontally
oscillated Newtonian fluids, only harmonic instabilities are found and analyzed tho-
roughly. Using a combination of vertical and horizontal periodic driving, no solutions
regarding standing harmonic or subharmonic surface waves could be recovered for
Newtonian fluids within our linear model. Additionally, the linear stability problem
in the Oldroyd-B model is setup assuming only horizontal vibrations.
Inhaltsverzeichnis
1. Einleitung 1
2. Grundlagen und experimentelle Befunde 5
2.1. Faraday-Instabilita¨t: Experimente und Theorie . . . . . . . . . . . . 6
2.2. Horizontal periodisch vibrierte Fluidschichten . . . . . . . . . . . . . 7
2.3. Analytische Lo¨sungen in viskoelastischen Fluidmodellen . . . . . . . 9
3. Hydrodynamische Grundgleichungen 11
3.1. Schematischer Aufbau . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2. Grundgleichungen fu¨r Newtonsche Fluide . . . . . . . . . . . . . . . 13
3.3. Grundgleichungen fu¨r viskoelastische Fluide: Oldroyd-B-Modell . . . 18
4. Analytische Lo¨sungen vertikal periodisch angetriebener Fluide 23
4.1. Analytische Lo¨sung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5. Horizontale periodische Antriebe 26
5.1. Horizontal oszillierte Newtonsche Fluide . . . . . . . . . . . . . . . . 27
5.1.1. Lo¨sung mittels Basisfunktionen sin (wn y) . . . . . . . . . . . 28
5.1.2. Kompakte periodische Lo¨sung . . . . . . . . . . . . . . . . . . 33
5.2. Horizontal vibrierte viskoelastische Fluide . . . . . . . . . . . . . . . 38
5.3. Symmetrie und Entkopplung . . . . . . . . . . . . . . . . . . . . . . 40
5.3.1. Separation in Basisfunktionen . . . . . . . . . . . . . . . . . . 42
5.3.2. Dreiecksschwingung im Oldroyd-B-Modell . . . . . . . . . . . 45
5.3.3. Harmonisch oszillierende Plattenbewegung . . . . . . . . . . . 52
5.3.4. Periodische Lo¨sung im Oldroyd-B-Modell . . . . . . . . . . . 56
5.4. Kombiniert horizontal und vertikal bewegte Fluide . . . . . . . . . . 73
6. Stabilita¨t vertikal vibrierter Oldroyd-B-Fluide 74
6.1. Stabilita¨tsalgorithmus im Oldroyd-B-Modell bei vertikalem periodi-
schen Antrieb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.1.1. Herleitung des linearisierten Gleichungssystems . . . . . . . . 76
I
Inhaltsverzeichnis
6.1.2. Lo¨sung der linearen Feldgleichungen und Aufstellen des Ei-
genwertproblems . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.2. Subharmonische und harmonische Stabilita¨tsgrenzen . . . . . . . . . 86
7. Stabilita¨tsanalyse des horizontal oszillierenden Newtonschen Fluids 97
7.1. Horizontaler Stabilita¨tsalgorithmus des Newtonschen Fluids . . . . . 99
7.1.1. Herleitung des linearisierten Gleichungssystems . . . . . . . . 99
7.1.2. Ergebnisse der numerischen Eigenwertberechnungen im hori-
zontalen Fall . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.2. Stabilita¨t kombiniert horizontal und vertikal vibrierter Newtonscher
Fluide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8. Stabilita¨tsanalyse der horizontalen Lo¨sung im Oldroyd-B-Modell 116
8.1. Horizontaler Stabilita¨tsalgorithmus von Oldroyd-B-Fluiden . . . . . 117
8.1.1. Herleitung des linearisierten Gleichungssystems . . . . . . . . 117
8.1.2. Diskussion des Stabilita¨tsalgorithmus im Oldroyd-B-Modell . 123
9. Zusammenfassung 125
A. Lo¨sungsfunktionen der homogenen DGL: v(iv) (y) +R2 v (y) = 0 129
B. Inhomogene Lo¨sung im Oldroyd-B-Modell fu¨r allgemeine periodi-
sche Antriebe 130
C. Jacobi-, Chebyshev- und Auto-orthogonale Polynome 133
C.1. Jacobi-Polynome P
(α,β)
n (x) . . . . . . . . . . . . . . . . . . . . . . . 133
C.2. Chebyshev-Polynome Tn (x) . . . . . . . . . . . . . . . . . . . . . . . 134
C.3. Auto-orthogonale Basis {ψn} . . . . . . . . . . . . . . . . . . . . . . 135
Literaturverzeichnis 137
II
1. Einleitung
Die allta¨gliche Beobachtung von Kapillar- und Rippelmustern auf der Oberfla¨che
eines Glas Wassers, welches durch die a¨ußeren Vibrationen des Tisches bzw. des
Bodens hervorgerufen werden, ist sicherlich eine der elementarsten Realisierungen
eines periodisch oszillierten Fluids. Deutlich spektakula¨rer ist dagegen die Vibrati-
on eines sogenannten Nicht-Newtonschen Fluids z.B. aus Maismehlsta¨rke auf einer
Lautsprecherunterlage (siehe z.B. [1] bzw. Videos zu
”
Cornstarch“ auf o¨ffentlichen
Videoplattformen). Diese Art Flu¨ssigkeit hat stark unterschiedliche Eigenschaften
hinsichtlich des Schermoduls fu¨r unterschiedliche Anregungsfrequenzen, so dass sich
durch deren Variation einerseits periodische Muster, andererseits fingerartige Struk-
turen fu¨r ho¨here Anregungsmoden ausbilden. Dies liegt an der Dilatanz-Eigenschaft,
d.h. es wirkt scherverdickend bei steigenden Scherkra¨ften.
Die beiden oberen Beispiele zeigen das Paradigma der Strukturbildung, weil nur
dann spontan auftretende Strukturen beobachtet werden, wenn das betrachtete Sy-
stem mittels a¨ußerer Kra¨fte aus dem Gleichgewichtszustand getrieben wird (siehe
z.B. [2]). Fu¨r fluide Systeme, die wir in dieser Arbeit beschreiben werden, la¨sst sich
diese Einfuhr von Energie in das System von außen im Wesentlichen durch drei Ar-
ten erreichen: Erstens mit Hilfe von thermischer Energie, d.h. durch Heizen oder
Abku¨hlen. Zweitens durch Verwendung von Fluiden unterschiedlicher Konzentrati-
on bzw. Anlegung von Konzentrationsgradienten. Und drittens durch mechanische
Energie, z.B. durch a¨ußere Dru¨cke oder, den Fall den wir in dieser Arbeit betrach-
ten wollen, durch vertikale, horizontale, oder kombiniert vertikale und horizontale
Vibration des Fluidsystems.
Die ersten physikalischen Experimente gehen dabei zuru¨ck auf Michael Faraday
[3] im Jahr 1831, wobei er neben granularer Materie auf einer flachen, in senk-
rechter Richtung parallel zur Erdbeschleunigung oszillierten Oberfla¨che auch Fluide
untersuchte. Diese zeigten hauptsa¨chlich oszillierende, quadratische Strukturen, die
subharmonisch schwingen, d.h. mit der Ha¨lfte der Anregungsfrequenz des a¨ußeren
Antriebs. Matthiessen [4, 5] konnte zudem harmonische Antworten der schwingenden
Fluidschicht finden und Lord Rayleigh [6, 7] konnte die Beobachtungen von Faraday
hinsichtlich der subharmonischen Oberfla¨chenwellen besta¨tigen.
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Die elementare experimentelle Durchfu¨hrbarkeit fu¨r rein vertikale Vibrationen ist
prinzipiell auch fu¨r rein horizontale Schwingungen gegeben. Allerdings mit der Ein-
schra¨nkung, dass die lateralen Seitenwa¨nde einen großen unerwu¨nschten Einfluss
besitzen ko¨nnen (siehe z.B. [8]). Daher waren die ersten Vero¨ffentlichungen zu die-
sem Thema von Stokes [9] 1851 sowie von Lord Rayleigh [10] 1911 Anna¨herungen
von der theoretischen Seite. Dabei zeigt sich, dass im Fall rein horizontaler Vibration
der a¨ußere Antrieb u¨ber die horizontale Geschwindigkeit u in das System einkoppelt,
wa¨hrend beim rein vertikalen Fall das Fluid ruht und die externe Oszillation u¨ber
den Druck p eingeht.
Die Berechnung der gerade angesprochenen elementaren Referenzlo¨sungen zei-
gen den Ansatzpunkt, warum periodisch vibrierte Fluide hinsichtlich theoretischer
Untersuchungen sehr interessant sind. Da fu¨r Fluide unterschiedlichster Eigenschaf-
ten Bilanzgleichungen fu¨r Massen-, Impuls- und Energiedichten vorliegen (z.B. die
Euler-Gleichungen fu¨r reibungsfreie Fluide sowie die Navier-Stokes-Gleichungen fu¨r
viskose Flu¨ssigkeiten; im Gegensatz zur granularer Materie, die durch Faraday [3]
auch untersucht wurde), ist es mo¨glich, unter Ausnutzung mo¨glichst elementarer
Symmetrien diese Bilanzgleichungen bei a¨ußeren zeitabha¨ngigen Antrieben zu lo¨sen.
Das Verhalten von granularer Materie fu¨r einen kombiniert horizontal und ver-
tikal vibrierten Antrieb wurde schon mit Hilfe eines Schwingfo¨rderers untersucht
(siehe z.B. [11–13]). Der in diesem Fall verwendete annulare Ring bietet den Vorteil,
dass periodische Randbedingungen automatisch erfu¨llt sind. Dabei ko¨nnen Effekte,
welche durch die Kru¨mmung der (im querschnitt gesehen rechteckigen) Rinne her-
vorgerufen werden, i. Allg. dann vernachla¨ssigt werden, wenn die Breite der Rinne
klein gegenu¨ber deren Radius ist. Dadurch la¨sst sich das System als rechteckiges
Gefa¨ß approximieren, wenn sich die annulare Rinne der La¨nge L durchgeschnitten
und auf eine Ebene projiziert gedacht wird. Aufgrund der geringen Breite gegenu¨ber
der La¨nge L des Systems, la¨sst sich dieses zweidimensionale System als quasi 1d-
System approximieren, welches nur noch von der horizontalen La¨nge abha¨ngt. Somit
kann effektiv das dreidimensionale Gesamtsystem auf zwei Dimensionen vereinfacht
werden.
Fu¨r die ha¨ufig untersuchten viskosen Newtonschen Fluide sind elementare Lo¨sun-
gen gut bekannt (siehe z.B. [9, 10, 14–18]). Fu¨r viskoelastische fluiddynamische Mo-
delle, z.B. das Maxwell-Modell [19] sowie das sogenannte Oldroyd-B-Modell oder
”
Upper convected Jeffrey model“ [20, 21], wurden elementare Lo¨sungen zu horizontal
angetriebenen Fluiden in den vergangenen Jahren berechnet und weiterentwickelt,
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z.B. von Hayat et al. [22–25] bzw. Fetecau et al. [26–29].
Das Maxwellsche Modell beschreibt ein viskoelastisches Fluid, welches auf tangen-
tiale Scherspannungen nicht instantan reagiert wie Newtonsche viskose Flu¨ssigkeiten,
sondern u¨ber eine sogenannte viskoelastische Relaxationszeit τ die volle Scherrate
aufbaut (fu¨r eine Einfu¨hrung siehe z.B. Oswald [30]). Laut Oswald ko¨nnen New-
tonsche viskose Flu¨ssigkeiten als Grenzfall Maxwellscher Fluide betrachtet werden,
wobei z.B. τ ≈ 10−12 s fu¨r Wasser ist. Fu¨r reale Maxwellsche Fluide wie z.B. spezi-
fische O¨le ist τ dann im Bereich der Gro¨ßenordnung einer Sekunde.
Im oben angesprochenen Oldroyd-B-Modell lassen sich z.B. Mischungen defor-
mierbarer Partikel in Newtonschen Fluiden (Polymerketten und nicht mischbare
kleine Tropfen in Suspensionen) beschreiben (siehe [30]). Dabei verha¨lt sich das
Lo¨sungsmittel wie eine viskose Flu¨ssigkeit mit konstanter Viskosita¨t ηs und die
gelo¨sten Partikel erhalten eine Viskosita¨t ηp und Relaxationszeit τp entsprechend
dem Maxwellschen Modell. Durch Betrachten der Gleichungen der Spannungs- und
Deformationstensoren beider Komponenten la¨sst sich eine Relation fu¨r den daraus
folgenden Konformationstensor S herleiten, der als Spannungstensor beider Kom-
ponenten betrachtet werden kann. Die konstituierende Gleichung fu¨r S erha¨lt die
Beziehung zum Deformationstensor u¨ber drei Konstanten, na¨mlich die Gesamtvis-
kosita¨t η = ηs + ηp, die Relaxationszeit τp der Polymere sowie die sogenannte Re-
tardationszeit τr = τp ηs/η0.
Das Oldroyd-B-Modell hat die Vorzu¨ge, dass damit Polymerlo¨sungen in anderen
Fluiden beschrieben werden ko¨nnen. Im Experiment ko¨nnen, beispielsweise durch
Zugabe von Polymeren oder anderen Zusa¨tzen wie Lipiden, wichtige Parameter wie
die Oberfla¨chenspannung oder die Viskosita¨t gezielt beeinflusst werden. Umgekehrt
lassen sich mit Hilfe geeigneter Theorien und damit verbundener Aussagen zu Stabi-
lita¨tsbereichen, z.B. durch Messungen der Stabilita¨ten, Ru¨ckschlu¨sse auf Parameter
wie z.B. den Oberfla¨chenspannungskoeffizienten schließen. Daher ist die theoreti-
sche Untersuchung, zum einen von analytischen Lo¨sungen dieses Modells hinsichtlich
periodischer Vibrationen, zum anderen der Stabilita¨t dieser Lo¨sungen, ein wichti-
ger Beitrag zum Versta¨ndnis viskoelastischen Verhaltens. Ein weiterer Aspekt des
Oldroyd-B-Modells ist es, dass darin die Maxwellschen Fluide (τr = 0) sowie die
Newtonschen viskosen Fluide (τp = τr = 0) als Spezialfa¨lle enthalten sind.
Diese Arbeit ist folgendermaßen gegliedert: In Kapitel 2 geben wir eine
U¨bersicht zum Stand von vertikal und horizontal vibrierten Fluiden auf flachen Ober-
fla¨chen. Der Hauptteil der beschriebenen Arbeiten besteht dabei aus Beschreibungen
Newtonscher Fluide. Im weiteren Verlauf gehen wir auf analytische Lo¨sungen in vis-
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koelastischen Fluidmodellen bei kombiniert horizontaler und vertikaler Vibration ein
und betrachten im Wesentlichen theoretische Arbeiten dazu. Im folgenden Kapitel 3
wird die theoretische Problemstellung erla¨utert, wobei wir diese einerseits unter dem
Gesichtspunkt der Navier-Stokes-Gleichungen, andererseits fu¨r ein viskoelastisches
Fluid im Oldroyd-B-Modell vorstellen wollen.
In Kapitel 4 stellen wir die analytische Lo¨sung einer vertikal oszillierenden Ober-
fla¨chenschicht im Oldroyd-B-Modell vor und im darauffolgenden Kapitel 5 gehen
wir detailliert auf die Herleitung der horizontalen analytischen Lo¨sungen ein. Zu-
dem trennen wir dabei zum besseren Versta¨ndnis Newtonsche und viskoelastische
Gleichungen voneinander. Fu¨r die in diesen beiden Kapiteln erhaltenen Lo¨sungen
werden wir eine lineare Stabilita¨tsanalyse in den Kapiteln 6 bis 8 durchfu¨hren bzw.
die Gleichungssysteme und den numerischen Algorithmus dafu¨r vorstellen. Dabei
beginnen wir in Kapitel 6 mit der Faraday-Instabilita¨t bei vertikaler Oszillation fu¨r
viskoelastische Fluide. In den folgenden Kapiteln 7 und 8 werden wir die Stabilita¨ts-
analyse fu¨r den horizontalen Fall separat fu¨r Newtonsche und viskoelastische Fluide
betrachten und die Resultate einiger Stabilita¨tsbereiche vorstellen. Daran anschlie-
ßend folgt eine Zusammenfassung mit den wesentlichen Resultaten dieser Arbeit
sowie im Anhang einige Details zu numerischen Verfahren und aufwendigeren Rech-
nungen, fu¨r die die Betrachtung in den einzelnen Kapiteln zu umfangreich geworden
wa¨re.
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2. Grundlagen und experimentelle
Befunde
Diese Arbeit handelt allgemein von der theoretischen Beschreibung periodisch vi-
brierter Fluide bzgl. der vertikal nach unten wirkenden Erdbeschleunigung. Dabei
kann einerseits zwischen Vibration in horizontaler und vertikaler Richtung unter-
schieden werden; es la¨sst sich auch die U¨berlagerung beider Schwingungsformen
realisieren. Andererseits lassen sich zudem die Fluide und deren Eigenschaften be-
liebig wa¨hlen. Dies gilt nicht nur fu¨r den experimentellen Aufbau, sondern trifft
insbesondere auf die theoretische Beschreibung zu, z.B. bei der Unterscheidung zwi-
schen Modellgleichungen von idealen, viskosen Newtonschen und viskoelastischen
Fluiden.
Wir werden daher im ersten Unterkapitel zuna¨chst den im weitesten Sinne un-
ter dem Namen Faraday-Instabilita¨t bzw. -Wellen bekannt gewordenen Effekt, bei
denen Oberfla¨chenstrukturen aus einer in vertikaler Richtung oszillierten, zuna¨chst
flachen Fluidschicht resultieren, sowohl hinsichtlich der Experimente als auch der
theoretischen Beschreibung erla¨utern. Im Vergleich dazu werden wir auf die theore-
tischen und experimentellen Unterschiede und Gemeinsamkeiten zum Fall der Flui-
de eingehen, welche in horizontaler Richtung periodisch angetrieben werden. Die
theoretische Grundlage zur Beschreibung von Fluiden sind die makroskopischen Bi-
lanzgleichungen fu¨r Massen-, Impuls- sowie Energiedichte, wobei zusa¨tzlich mate-
rialtypische Gleichungen sowie Rand- und Anfangsbedingungen hinzukommen. Die
Lo¨sung dieser i. Allg. gekoppelten, nichtlinearen Gleichungssysteme kann oftmals
ausschließlich numerisch erfolgen. Fu¨r den Fall von Fluiden auf periodisch bewegten
Platten lassen sich analytisch berechenbare Lo¨sungen finden, wobei wir in Unterka-
pitel 2.3 die bisher bekannten Lo¨sungen insbesondere auf viskose und viskoelastische
Fluidmodelle hin vorstellen werden.
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2. Grundlagen und experimentelle Befunde
2.1. Faraday-Instabilita¨t: Experimente und Theorie
Durch seine Vero¨ffentlichung [3] zu vertikal vibrierter granularer Materie im Jahr
1831, in der er zusa¨tzlich regula¨re Strukturen eines Fluids auf einer oszillierten Un-
terlage beschreibt, wurde Faraday Namensgeber zum Effekt stehender Wellen, die
sich an der Oberfla¨che bei vertikaler Vibration einstellen. Faradays beobachtete Mu-
ster schwingen dabei subharmonisch, d.h. mit der Ha¨lfte der Antriebsfrequenz. Dies
wurde in Experimenten von Lord Rayleigh [6, 7] im 19. Jahrhundert besta¨tigt, wobei
auch von Matthiessen [4, 5] harmonische Oberfla¨chenwellen gefunden wurden. Eine
erste wesentliche theoretische Erkenntnis brachten Benjamin und Ursell [31], indem
sie die lineare Stabilita¨t der zuna¨chst flachen Oberfla¨che auf eine Mathieu-Gleichung
(siehe z.B. [32]) zuru¨ckfu¨hren. Daraus ergeben sich damit sowohl subharmonische
als auch harmonische Stabilita¨tsbereiche, wobei die Schicht schon bei infinitesima-
len Antriebsamplituden instabil werden kann. Fu¨r viskose Fluide haben Kumar und
Tuckerman [33] 1994 sowie Kumar [34] 1996 gezeigt, dass die neutrale Stabilita¨t bei
endlichen Werten einer kritischen Amplitude Ac liegt. Zudem konnte dabei theore-
tisch berechnet werden, dass, falls die Dicke der Grenzschicht vergleichbar mit der
Ho¨he der Fluidschicht ist, sich die Stabilita¨tsbereiche der harmonischen und subhar-
monischen Moden verschieben. Daraus folgt, dass in diesem Fall zuna¨chst die flache
Oberfla¨che hin zu harmonischen Oberfla¨chenwellen instabil wird und nicht zu der
sonst bevorzugten subharmonischen Antwort des Systems.
In den Achtziger und Neunziger Jahren des vergangenen Jahrhunderts wurden
dabei viele Experimente durchgefu¨hrt und theoretische Erkla¨rungen fu¨r die beob-
achteten Effekte und fu¨r die regula¨ren Strukturen vero¨ffentlicht. Die experimentell
gefundenen Muster sind dabei vielfa¨ltig [35–44], z.B. Hexagone, Streifen, Quadrate,
Dreieckstrukturen sowie raumzeitlich chaotische Bereiche. Durch Anregung mittels
zweier oder mehrerer verschiedener Antriebsfrequenzen ko¨nnen damit auch Gitter-
bzw. Quasikristallstrukturen mit acht-, zehn- oder zwo¨lffacher Symmetrie erzeugt
werden. Von der theoretischen Seite wurde zum einen u¨ber Amplitudengleichun-
gen versucht, die gefundenen Strukturen zu modellieren [45–50]. Dazu gibt es noch
weitere theoretische Modelle, z.B. Potentialgleichungen sowie modifizierte Mathieu-
Gleichungen fu¨r die Grenzfa¨lle starker viskoser Da¨mpfungen (siehe z.B. [50–53]).
Gute U¨bersichten auf diesem Gebiet sind dabei in den Artikeln von Miles und Hen-
derson [45] von 1990 sowie von Westra, Binks und van de Water [49] aus dem Jahr
2003 zu finden.
Die obigen Experimente und Analysen wurden am Ende der Neunziger Jahre auf
viskoelastische Fluide und theoretische Modelle erweitert. Ein experimenteller Ver-
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gleich fu¨r Nicht-Newtonsche Fluide zum Newtonschen Fall wurden dabei von Ray-
nal et al. [54] hinsichtlich Stabilita¨tsgrenzen und Dispersionrelationen angestellt.
Von Wagner et al. [55] wurde dabei die Dominanz der harmonischen gegenu¨ber den
subharmonischen Moden untersucht. Diese ist besta¨tigt durch die ersten theoreti-
schen Modelle zu viskoelastischen Fluiden, welche von Mu¨ller und Zimmermann [56]
sowie von S. Kumar und Matar [57, 58] stammen und Maxwell-Fluide behandeln.
Diese zeigen auf einer charakteristischen Zeitskala τ elastisches Verhalten und neh-
men danach viskose Eigenschaften an, falls eine Scherspannung wirkt (siehe z.B.
[19, 30, 59]). Neuere Untersuchungen, sowohl theoretischer als auch experimenteller
Natur [60–62], zielen insbesondere auf die Oberfla¨cheneffekte, welche durch Zugabe
von sogenannten
”
Surfactants“ erreicht wird. Dabei wird die Oberfla¨chenspannung
gezielt mit Polymerzugaben oder Emulsionen beeinflusst und deren Einfluss auf die
Faraday-Instabilita¨t untersucht.
In dieser Arbeit werden wir die Instabilita¨tsgrenzen eines vertikal periodisch oszil-
lierten, sogenannten Oldroyd-B-Fluids (siehe z.B. [20, 21, 24, 30]) untersuchen (die-
ses Modell ist auch als
”
Upper convected Jeffrey-Model“ bekannt). Die Eigenschaf-
ten dieses Fluids stellen eine Generalisierung der Maxwell-Fluide dar, wobei dieses
fluiddynamische Modell zwei charakteristische Zeitskalen hinsichtlich der Antwort
des Fluids auf eine Scherspannung besitzt. Dieses Modell ist hinsichtlich theoreti-
scher Untersuchungen in neuerer Zeit beliebt, siehe dazu auch Kapitel 2.3. Bei den
Stabilita¨tsuntersuchungen orientieren wir uns an den Verfahren von [31, 33, 34, 56–
58].
2.2. Horizontal periodisch vibrierte Fluidschichten
Die Lo¨sung der Navier-Stokes-Gleichungen fu¨r ein Fluid, welches sich auf einer ebe-
nen Platte befindet, wenn diese in lateraler Richtung bewegt bzw. oszilliert wird,
wird von Schlichting [17] als Stokessches erstes bzw. zweites Problem bezeichnet.
Dieser Name ist angelehnt an die Arbeiten von Stokes [9] aus dem Jahre 1851 so-
wie denen von Lord Rayleigh [10] von 1911 und beide Probleme sind auch in den
Lehrbu¨chern von Lamb [14] sowie Landau und Lifshitz [15] beschrieben. Dabei wird
die vertikale Geschwindigkeitskomponente des Fluids zu Null angenommen und die
horizontale Komponente ha¨ngt nur von der vertikalen Koordinate und der Zeit ab.
Daraus folgt fu¨r diese eine zeitlich periodisch getriebene Wa¨rmeleitungsgleichung,
welche analytisch gelo¨st werden kann. In diesem Fall wird von einer flachen Fluid-
schicht ausgegangen, deren Ho¨he sich zeitlich nicht a¨ndert. Diese Schicht wird als
lateral unendlich ausgedehnt angenommen, damit in dieser Richtung keine Rand-
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bedingungen erfu¨llt sein mu¨ssen und damit Wechselwirkungen mit diesen Ra¨ndern
vernachla¨ssigt werden ko¨nnen.
Von der experimentellen Seite ist der Aufbau im Wesentlichen a¨hnlich wie in den
vertikalen Faraday-Experimenten aus dem vorherigen Kapitel 2.1, jedoch mit dem
Unterschied, dass in diesem Fall in horizontaler Richtung vibriert wird. Das Pro-
blem sind jeweils die seitliche Wa¨nde bzw. Begrenzungen, durch die eine zusa¨tzliche
ungewollte Dynamik und Wechselwirkung mit der Fluidschicht induziert wird. Die
Experimente von Gonza´lez-Vin˜as und Sala´n [8] vernachla¨ssigen die Seiteneinflu¨sse
und Meniskuseffekte aufgrund von niedriger Viskosita¨t und geringer Oberfla¨chen-
spannung und es werden die kritische Amplituden hin zu stehenden Mustern er-
halten. Andere experimentelle Untersuchungen [63, 64] konzentrieren sich auf zwei
u¨bereinaner liegende Fluide und bestimmen die Stabilisierung von Rayleigh-Taylor-
sowie Kevin-Helmholtz-Instabilita¨ten (siehe dazu z.B. [65, 66]). In neuen Experimen-
ten [67–69] werden sogenannte
”
Frozen-Waves“ untersucht. Diese Oberfla¨chenwellen
sind in dem Sinne eingefroren, als dass sie im Referenzsystem statisch erscheinen, d.h.
im zeitlichen Mittel unabha¨ngig vom lateralen Antrieb stationa¨r sind. Um Seiten-
effekte zu minimieren bzw. auszuschließen, ko¨nnte die Versuchsanordnung auf eine
annulare Geometrie u¨bertragen werden. Dies wurde schon erfolgreich fu¨r granulare
Schichten auf vibrierten Oberfla¨chen durchgefu¨hrt (siehe z.B. [11–13]). Dabei wur-
den experimentell viele verschiedene Effekte gefunden, wie z.B. Transport und auch
Transportumkehr der granularen Schicht in Abha¨ngigkeit der Antriebssta¨rke sowie
subharmonisch oszillierende Oberfla¨chenwellen und weitere regelma¨ßige Strukturen.
Hinsichtlich der theoretischen Beschreibung sind die Arbeiten von Yih et al. [70–
72] zu nennen, in denen die Orr-Sommerfeld-Gleichungen mit Hilfe einer Entwick-
lung fu¨r große Wellenla¨ngen und damit kleiner Wellenzahlen k approximativ gelo¨st
werden konnten. Dabei wurde unter anderem die Problemstellung von Fluiden auf
geneigten Ebenen, die harmonisch oszillieren, diskutiert, wie z.B. auch in den Ar-
beiten von Lin und Woods [73, 74]. Weitere Arbeiten sind die von Davis und von
Kerczek [75, 76] sowie von Smith [77] u¨ber den Mechanismus der Instabilita¨t bei
großen Wellenla¨ngen.
Ein bedeutender Forschungsgegenstand der theoretischen Arbeiten ist die gegen-
seitige Scherung zweier nicht-mischbarer Fluide u¨bereinander, welche einer periodi-
schen Bewegung ausgesetzt sind. Die fu¨hrt zu Scherungen und Instabilita¨ten an der
Grenzfla¨che beider Fluide (Kevin-Helmholtz-Instabilita¨t und auch Rayleigh-Taylor-
Instabilita¨t, fu¨r eine Definition siehe z.B. [65, 66]). Zu diesen sind die Arbeiten von
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Khenner, Lyubimov, sowie anderen zu nennen [63, 78–83] und insbesondere aus
dem Jahr 2007 jene von Talib et al. [69, 84], welche ihre Resultate mit denen von
Lyubimov und Cherepanov [79] vergleichen.
Die Besonderheit an den beobachteten Strukturen ist, im Gegensatz zu den im
vorherigen Kapitel besprochenen Fall des vertikalen Antriebs mit Faraday-Wellen,
dass experimentell keine subharmonischen Antworten des Systems beobachtet wer-
den, sondern nur harmonische. Or [85] hat 1997 gezeigt, dass die Floquet-Analyse
der linearen Gleichungen, welche sich bei horizontalen Scherproblemen ergeben, kei-
ne subharmonischen Lo¨sungen zulassen. Da das Problem bestimmten Symmetri-
en (
”
Conjugate-Translation-Symmetry“) genu¨gt, wurde dieses Resultat von Schulze
[86] besta¨tigt, der zeigen konnte, dass subharmonische Lo¨sungen bei dieser Pro-
blemstellung nur stark lokalisiert im Parameterraum auftreten ko¨nnen. Ein weite-
rer interessanter Ansatz ist derjenige von Shklyaev et al. [87], welche eine Du¨nn-
schichtapproximation fu¨r eine sehr du¨nne Schicht auf einer horizontal vibrierten
Oberfla¨che entwickelt haben, wobei dann auch Van-der-Waals-Kra¨fte beru¨cksichtigt
werden mu¨ssen. Bezugnehmend auf diese Du¨nnschichtgleichungen haben Benilov
und Chuganova [88] im Jahr 2010 gezeigt, dass unter dieser Gleichung periodische
und solita¨re Wellen maximal metastabil sind.
Wir wollen, anlehnend an den Stabilita¨tsalgorithmus von Or [85] bzw. Talib et al.
[69, 84], diesen fu¨r den Fall eines Newtonschen Fluids entwickeln und zeigen, dass
dieser sich zudem auf gleichzeitige horizontale und vertikale Vibration verallgemei-
nern la¨sst.
2.3. Analytische Lo¨sungen in viskoelastischen
Fluidmodellen
Der Ausgangspunkt fu¨r die theoretischen Berechnungen der Instabilita¨ten in den
beiden vorherigen Unterkapiteln 2.1 und 2.2 ist die Kenntnis des Zustands, wel-
cher instabil wird. Dieser la¨sst sich bei vertikaler Vibration auf elementare Weise
berechnen zu einem hydrostatischen Druck multipliziert mit einer zeitabha¨ngigen
Gravitationsbeschleunigung, in die damit die vertikale Antriebsfunktion eingeht. Bei
horizontaler Vibration sind seit den Berechnungen durch Stokes [9] bzw. Lord Ray-
leigh [10] die periodischen horizontalen Geschwindigkeitslo¨sungen bekannt und deren
Stabilita¨t wurde theoretisch und experimentell vielfach untersucht. Dennoch wurde
z.B. auf die sich auch ergebende, transiente Lo¨sung bis zur Untersuchung von Erdo-
gan [18] nicht in der Literatur eingegangen. Da es nur wenige elementare, analytisch
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lo¨sbare Fa¨lle der Navier-Stokes-Gleichungen gibt (siehe z.B. [17]), lassen sich die
Problemstellungen horizontal und vertikal oszillierter Fluide auf andere Fluidsorten
mit abweichenden Eigenschaften u¨bertragen, z.B. auf Maxwell-Fluide, welche nicht
instantan auf eine Scherspannung reagieren sowie weitere viskoelastische Fluide wie
dem sogenannten Jeffrey-Fluid und eine Erweiterung davon: das Oldroyd-B-Fluid
[20, 21] (fu¨r eine U¨bersicht siehe z.B. Oswald [30] und Bird et al. [59]).
In den letzten Jahren waren die Untersuchungen zu analytischen Lo¨sungen in un-
terschiedlichen fluiddynamischen Modellen sehr umfangreich. Die Gruppe um Raja-
gopal [89–91] hat in den Achtziger Jahren des vergangenen Jahrhunderts die Stokes-
schen Probleme auf viskoelastische Fluide erweitert und z.B. im Oldroyd-B-Modell
berechnet. Hayat et al. [22–25] haben insbesondere die Geschwindigkeitsfelder fu¨r
viskoelastische Fluide auf periodisch bzw. konstant bewegten Platten berechnet.
Dazu haben diese insbesondere fu¨r ein Oldroyd-B-Fluid mit Hilfe von Sinustrans-
formationen die periodische horizontale Geschwindigkeit berechnet. Fu¨r verschiede-
ne viskoelastische Fluidmodelle haben auch Fetecau et al. [26–29] z.B. das zweite
Stokessche Problem fu¨r ein Oldroyd-B-Fluid mit Hilfe einer Sinus-Transformation
gelo¨st. Zudem gehen diese auf den transienten Teil der Lo¨sung ein. Andere Beitra¨ge
stammen noch von Waters und King [92] sowie von Anjum et al. [93].
Tan und Masuoka [94] leiten mit Hilfe einer modifizierten Darcy-Gleichung und
den Feldgleichungen des Oldroyd-B-Modells die Lo¨sung fu¨r das erste Stokessche
Problem in einem poro¨sen Halbraum her. Die Lo¨sung wird auch hier durch eine
Sinus-Transformationen erhalten. Zudem leiten sie einen kritischen Parameter ab,
der Bereiche mit sta¨rker ausgepra¨gten viskosen Eigenschaften von denen vorwiegend
viskoelastischer Kennzeichen voneinander trennt. Die Arbeit von Cruz und Pinho
[95] leitet das zweite Stokessche Problem fu¨r Einstro¨mungen aus bzw. Einsaugungen
in die Bodenplatte her, wobei diese Arbeit eine der wenigen ist, in der explizit die
Komponenten des Konformationstensors S berechnet worden sind.
Wir werden in dieser Arbeit das Problem eines Oldroyd-B-Fluids auf einer be-
wegten Platte analytisch zum einen mit Hilfe einer Reihenentwicklung in Sinus-
Funktionen fu¨r das gesamte Anfangs- und Randwertproblem lo¨sen. Zum anderen
werden wir die rein periodische Lo¨sung als Kombination von trigonometrischen und
hyperbolischen Funktionen berechnen.
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In diesem Kapitel werden die grundlegenden Sachverhalte, die fu¨r die Problemstel-
lung in dieser Arbeit relevant sein werden, beschrieben. Dazu werden wir zuna¨chst
den schematischen Aufbau einer du¨nnen Fluidschicht auf einer beweglichen Unter-
lage skizzieren und darauffolgend die Gleichungen erla¨utern und diskutieren, mit
denen die physikalischen Eigenschaften theoretisch beschrieben werden.
Die Navier-Stokes-Gleichungen im Zusammenspiel mit Randbedingungen an fe-
sten und freien Oberfla¨chen bilden die Bewegungsgleichungen fu¨r ein Newtonsches,
viskoses Fluid. Diese werden ausfu¨hrlich vorgestellt. Im weiteren Verlauf wird dann
der U¨bergang zu viskoelastischen Fluiden hergestellt, wobei wir diese mit Hilfe des
sogenannten Oldroyd-B-Modells (siehe auch Kapitel 2) theoretisch modellieren wer-
den.
3.1. Schematischer Aufbau
Der schematische Aufbau ist in Abbildung (3.1) dargestellt. In dieser Graphik ist eine
Flu¨ssigkeitsschicht auf einer flachen, festen Unterlage dargestellt, welche sich zeitlich
in horizontaler Richtung (Fx(t)) oder in vertikaler Richtung (Fy(t)) i. Allg. periodisch
bewegen kann, wobei diese Bewegung im erdfesten Bezugssystem (gekennzeichnet
durch die a¨ußeren Achsen (X,Y )) gemessen wird.
Ein zweites Koordinatensystem, dessen x-Achse durch den oberen Rand der Un-
terlage gegeben ist und dessen y-Achse sich oberhalb des Bodens erstreckt, bewege
sich mit der Fluidschicht. Dieses Bezugssystem wird fu¨r die weitere theoretische
Modellierung verwendet. Durch den U¨bergang vom erdfesten in das mitbewegte Sy-
stem gehen die relativen Geschwindigkeiten der Antriebe Fx(t) sowie Fy(t) nicht
mehr u¨ber die Randbedingungen sondern mittels a¨ußeren Kra¨ften in die Impulsbi-
lanzen ein, wie wir in den folgenden Unterkapiteln sehen werden. Zudem wirke von
außen noch die konstante Gravitationsbeschleunigung ~g = −9.81m
s2
~ey.
Die Flu¨ssigkeitsschicht habe eine laterale Ausdehnung der La¨nge L, werde unten
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Abbildung 3.1.: Schematische Darstellung des Fluids auf einer bewegten Unterlage. Erd-
festes (X,Y ) sowie mitbewegtes Koordinatensystem (x, y), dessen Ur-
sprung sich auf der linken unteren Seite befindet.
durch die Bodenplatte begrenzt und an den Seiten bei x = 0 bzw. x = L wollen
wir periodische Randbedingungen annehmen. Die obere Begrenzung sei eine freie
Oberfla¨che, welche durch die Funktion h(x, t) charakterisiert werde und bestimm-
te Regularita¨tseigenschaften erfu¨lle (z.B.: Differenzierbarkeit, Eindeutigkeit, etc.).
Mit Hilfe dieser Voraussetzungen kann zudem eindeutig ein nach außen zeigender
Normaleneinheitsvektor ~n und damit ein lokales Koordinatensystem, mit Achsen be-
stehend aus Normal- und Tangentialeinheitsvektor (~n,~t), an jedem Punkt (x, h(x, t))
der Oberfla¨che definiert werden (siehe Abb. 3.1).
Wie durch die Koordinatensysteme in Abb. 3.1 angedeutet, beschra¨nken wir uns
auf ein ra¨umlich zweidimensionales System, d.h. eine dritte Raumkomponente, bzw.
Abha¨ngigkeiten davon, werden in dieser Arbeit vernachla¨ssigt. Das bedeutet, dass
die fluide Schicht als infinitesimal klein in z-Richtung ausgedehnt angenommen wer-
den kann. Zudem betrachten wir i. Allg. du¨nne Schichten, d.h. die laterale Ausdeh-
nung (La¨nge L) wird sehr viel gro¨ßer als die mittlere Ho¨he h0 der Flu¨ssigkeitsschicht
angenommen, wobei
h0 =
∫ L
0
h(x, t = 0) dx . (3.1)
Damit ist das sogenannte Aspekt-Verha¨ltnis , na¨mlich der Quotient aus vertikaler
und horizontaler Ausdehnung, viel kleiner als Eins:
 :=
h0
L
 1 . (3.2)
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Des Weiteren wollen wir periodische Randbedingungen fu¨r die abha¨ngigen Va-
riablen (Geschwindigkeits-, Druck- und Ho¨henfelder, siehe folgende Kapitel) anneh-
men. Dies la¨sst sich experimentell na¨herungsweise realisieren, indem sich das Fluid
in annularen Rinnen befindet und durch diese in Bewegung versetzt wird (siehe
z.B. [11, 12]). Da die La¨nge der Rinne bzw. deren Innenradius groß gegenu¨ber der
Breite des Fluids ist, werden zur einfacheren Beschreibung Kru¨mmungseffekte ver-
nachla¨ssigt und die du¨nne Fluidschicht wird idealisiert als 2d-System angenommen.
3.2. Grundgleichungen fu¨r Newtonsche Fluide
In diesem und dem folgenden Unterkapitel werden die grundlegenden hydrodynami-
schen Gleichungen vorgestellt, die fu¨r die von uns zu untersuchenden Problemstel-
lung relevant sein werden. Diese sind die Erhaltungsgleichungen fu¨r Massen- sowie
Impulsdichten und die Evolutionsgleichungen der freien Oberfla¨che h(x, t). Fu¨r die
Lo¨sbarkeit dieser partiellen Differentialgleichungen sind noch Anfangs- bzw. Rand-
bedingungen erforderlich.
Eine umfassende U¨bersicht zu den hydrodynamischen Gleichungen viskoser Fluide
sind diversen Lehrbu¨chern sowie Standard-Werken zu entnehmen, siehe z.B. [14–
16]. Zuna¨chst werden die zwei wichtigsten Bilanzgleichungen viskoser Fluide in der
allgemeinen Form vorgestellt, na¨mlich die Erhaltungsgleichungen fu¨r Massen- und
Impulsdichte:
∂tρ+
−→∇ · (ρ~u) = 0 (3.3)
ρ∂t~u+
(
~u · −→∇
)
~u =
−→∇ · σ + ρ ~K, (3.4)
mit der Dichte ρ, dem Geschwindigkeitsfeld ~u = (u, v), dem Spannungstensor σ und
dem Vektor ~K, welcher a¨ußere Ko¨rperkra¨fte beinhaltet, wie z.B. die Gravitations-
kraft und Kra¨fte durch Bewegungen der Platte (siehe Abb. 3.1 auf Seite 12). Diese
Variablen seien generell abha¨ngig von der Zeit (t) und den ra¨umlichen Koordina-
ten (x, y). Die partiellen Ableitungen werden durch das ∂-Symbol mit jeweiligen
Subskript bzw. mittels des Nabla-Operators (
−→∇) charakterisiert.
Die Dichte ρ werden wir in der gesamten Arbeit als konstant annehmen, d.h.
ρ(~r, t) = ρ0 = const. Damit reduziert sich Gl. (3.3) auf die sogenannte
Inkompressibilita¨tsbedingung:
−→∇ · ~u = 0 = ∂xu+ ∂yv. (3.5)
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Es ist zu bemerken, dass obige Gleichung (3.5) auch dann in guter Na¨herung fu¨r
kompressible Fluide (Flu¨ssigkeiten mit nicht-konstanter Dichte) erfu¨llt ist, wenn die
im System betrachteten Geschwindigkeiten klein gegen die Schallgeschwindigkeit des
Fluides sind (
”
Grenzfall kleiner Mach-Zahlen“). Fu¨r eine ausfu¨hrliche Diskussion
siehe z.B. [15].
Die zweite Bilanzgleichung 3.4 beschreibt die zeitliche Evolution des Geschwindig-
keitsfeldes. Die gesamten A¨nderungen in der Geschwindigkeit auf der linken Seite der
Gleichung (zeitliche Ableitung und Konvektion) werden getrieben durch die a¨ußere
Kraft ρ ~K und die Divergenz des Spannungstensors σ. Dieser kann fu¨r inkompressible
Fluide in folgender Form geschrieben werden:
σ = −p1+ µT = −p1+ µ
(−→∇~u+ (−→∇~u)T)
=
(
−p 0
0 −p
)
+ µ
(
2∂xu ∂xv + ∂yu
∂xv + ∂yu 2∂yv
)
. (3.6)
In obiger Relation (3.6) ist der sogenannte
”
Vektorgradient“ auf einen Vektor −→a =
(ax, ay)
T folgendermaßen definiert:
−→∇−→a = −→∇
(
ax
ay
)
:=
(
∂x ax ∂y ax
∂x ay ∂y ay
)
(3.7)
In Gl. (3.6) ist p = p(x, y, t) die Druckvariable und der konstante Koeffizient µ wird
dynamische Viskosita¨t genannt. Durch Ausschreiben der Gleichung (3.4) zusammen
mit dem Spannungstensor σ in Gl. (3.6) erhalten wir die Navier-Stokes-Gleichungen
fu¨r u und v:
∂tu+ (u∂x + v∂y) u = −1
ρ
∂xp+ ν∆u+Kx (3.8)
∂tv + (u∂x + v∂y) v = −1
ρ
∂yp+ ν∆v +Ky , (3.9)
wobei der Koeffizient ν =
µ
ρ
die sogenannte kinematische Viskosita¨t darstellt und
∆ = ∂2x + ∂
2
y .
Die Komponenten Kx sowie Ky der a¨ußeren Beschleunigung ~K ko¨nnen u¨ber die
Bewegungen der Platte (siehe Abb. 3.1 auf Seite 12) in Beziehung gebracht werden.
Durch den U¨bergang ins mitbewegte Bezugssystem gehen die negativen Beschleuni-
gungen der Plattenbewegung als Antriebsterme ~K in die Navier-Stokes-Gleichungen
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ein. Zudem wirkt in der y-Komponente die Gravitationsbeschleunigung ~g = g ~ey:
Kx = −F¨x(t) (3.10)
Ky = −F¨y(t)− g . (3.11)
Damit es mo¨glich ist, das obere Gleichungssystem vollsta¨ndig zu bearbeiten, sind
zusa¨tzlich zur Periodizita¨t der Variablen an den seitlichen Ra¨ndern bei x = 0, L
noch Randbedingungen am Boden (d.h. y = 0) sowie an der oberen freien Ober-
fla¨che no¨tig. Dazu ist noch eine Relation erforderlich, welche die Oberfla¨chenauslen-
kung h(x, t) in Bezug zum Geschwindigkeitsfeld ~u setzt. Mit Hilfe der kinematischen
Ho¨henbedingung folgt fu¨r die Evolutionsgleichung der Ho¨he h(x, t) (siehe dazu z.B.
[14], §9):
∂t h(x, t) + u
∣∣
y=h(x,t)
(
∂xh (x, t)
)
= v
∣∣
y=h(x,t)
. (3.12)
Obige Formel (3.12) besagt, dass die freie Oberfla¨che durch das Fluid advektiv
transportiert wird und koppelt damit Ho¨hen- und Geschwindigkeitsfelder. Weite-
re implizite Kopplungen ergeben sich aus den Bedingungen fu¨r die tangentialen und
normalen Spannungen an der freien Oberfla¨che:
~t · (σ · ~n) = 0 (3.13)
~n · (σ · ~n) = θκ , (3.14)
wobei θ den Oberfla¨chenspannungskoeffizienten darstellt. ~n und ~t sind die Normal-
bzw. Tangentialvektoren an der Oberfla¨che (siehe Abb. 3.1 auf Seite 12) und der
Term κ steht fu¨r die Kru¨mmung der Oberfla¨che:
~n =
1√
1 + (∂x h)
2
(
−∂x h
1
)
; ~t =
1√
1 + (∂x h)
2
(
−1
−∂x h
)
(3.15)
κ =
∂2x h(
1 + (∂x h(x, t))
2
) 3
2
. (3.16)
Die Gleichung (3.13) besagt, dass die tangentialen Spannungen an der Oberfla¨che
verschwinden mu¨ssen. Aufgrund der Orthonormalita¨t von Normal- und Tangential-
vektoren la¨sst sich zeigen, dass zudem der Druckterm in dieser Gleichung verschwin-
det. Die Normalrandbedingung (3.14) besagt, dass die Normalkomponente der Span-
nungen (im Wesentlichen der Druck p an der Oberfla¨che) durch die Oberfla¨chenspan-
nung gegeben ist. Diese ist proportional zur Kru¨mmung κ (siehe Gl. (3.16)) und zum
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Oberfla¨chenspannungskoeffizienten θ.
Zusammen mit der kinematischen Ho¨henbedingung (3.12) koppeln demnach Ho¨hen-
und Geschwindigkeitsvariablen auf komplexe Weise miteinander. Die Randbedin-
gung am festen unteren Rand nimmt eine einfachere Form an. Dort ist die sogenannte
No-Slip-Randbedingung fu¨r viskose Fluide eine gute Approximation:
~u
∣∣
y=0
= ~0⇔ u∣∣
y=0
= v
∣∣
y=0
= 0 . (3.17)
Obige Gleichung bedeutet, dass die Geschwindigkeit an einem festen Rand ver-
schwindet. Zusammen mit der Inkompressibilita¨tseigenschaft (3.5) folgt unmittelbar,
dass
(∂x u)
∣∣
y=0
= 0 ⇒ (∂y v)
∣∣
y=0
= 0 . (3.18)
Die Normalableitung an festen Ra¨ndern verschwindet ebenso.
Unser gesamtes dynamisches System besteht demnach aus den Evolutionsglei-
chungen fu¨r Ho¨hen-, Druck- und Geschwindigkeitsfeldern (3.5, 3.8, 3.9, 3.12) so-
wie den Randbedingungen (3.13, 3.14, 3.17, 3.18). Bevor wir das gesamte partielle
Differentialgleichungssystem noch einmal detailliert aufschreiben, wird mittels cha-
rakteristischer La¨ngen- und Zeitskalen das System in eine dimensionslose Form ge-
bracht. Da in dieser Arbeit i. Allg. das System mit einer flachen Oberfla¨che der Ho¨he
h0 = const. gestartet wird, wird diese Ho¨he als typische La¨ngenskala verwendet. Da
die a¨ußeren horizontalen wie vertikalen Antriebe oft periodische Antriebe mit Fre-
quenz f sind, werden wir als Zeitskala das Inverse der Kreisfrequenz ω−1 = 12pif ver-
wenden. Als Referenzgro¨ße fu¨r die Geschwindigkeit dient der Quotient aus La¨ngen-
und Zeitskala V = ωh0. Als Skala fu¨r den Druck dient p0 = ρV
2 = ρh20ω
2. Alle
abha¨ngigen wie unabha¨ngigen Variablen gehen damit u¨ber in dimensionslose Gro¨ßen,
die nachfolgend durch ein Tilde-Zeichen (∼) gekennzeichnet sind:
x→ h0x˜⇒ ∂x → 1
h0
∂x˜ ; y → h0y˜ ⇒ ∂y → 1
h0
∂y˜ ; y → 1
ω
t˜⇒ ∂t → ω∂t˜ (3.19)
u→ ωh0u˜ ; v → ωh0v˜ ; h→ h0h˜ ; p→ ρh20ω2p˜ . (3.20)
Mit Hilfe der Relationen (3.19, 3.20) ko¨nnen wir die gesamte Problemstellung folgen-
dermaßen formulieren, wobei die kurz zuvor eingefu¨hrten Tilden u¨ber den Variablen
zur Vereinfachung entfernt worden sind. Zu diesen neuen Variablen werden auch
Parameter wie die Dichte ρ, die kinematische Viskosita¨t ν, der Oberfla¨chenspan-
nungskoeffizient θ sowie die Gravitationsbeschleunigung g in neue, zusammenge-
setzte Konstanten und Parameter u¨berfu¨hrt. Diese werden nach den entdimensiona-
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lisierten Gleichungen und Randbedingungen na¨her erla¨utert:
∂x u+ ∂y v = 0 (3.21)
∂t u+ (u∂x + v∂y)u = −∂x p+ 1
R
∆u− g˜ Γx ∂2t fx(t) (3.22)
∂t v + (u∂x + v∂y) v = −∂y p+ 1
R
∆ v − g˜ (1 + Γy ∂2t fy(t)) (3.23)
∂t h+ u
∣∣
y=h(x,t)
∂x h = v
∣∣
y=h(x,t)
. (3.24)
Dazu kommen die Randbedingungen, zuna¨chst am unteren Boden:
~u
∣∣
y=0
= 0 (3.25)
(∂x u)
∣∣
y=0
= 0 (3.26)
(∂y v)
∣∣
y=0
= 0 , (3.27)
sowie an der freien Oberfla¨che:
2 (∂x h) (∂x u− ∂y v)
∣∣
y=h(x,t)
+
(
(∂x h)
2 − 1
)
(∂x v − ∂y u)
∣∣
y=h(x,t)
= 0 (3.28)
−
(
1 + (∂x h)
2
)
p
∣∣
y=h(x,t)
+ 2
(
(∂x h)
2 − 1
)
(∂x u)
∣∣
y=h(x,t)
−2 (∂x h) (∂x v + ∂y u)
∣∣
y=h(x,t)
=
σ∗∂2x h√
(1 + ∂x h)
2
. (3.29)
Die in den Gl. (3.21-3.29) neu auftretenden Parameter sind folgendermaßen definiert:
Reynolds-Zahl R : R=
h20ω
ν
(3.30)
dimensionslose Gravitationsbeschleunigung g˜ : g˜=
g
h0ω2
(3.31)
dimensionsloser Oberfla¨chenspannungskoeffizient σ∗ : σ∗=
θ
ρh30ω
2
(3.32)
dimensionslose horizontale Antriebsamplitude Γx : Γx=
Axω
2
g
(3.33)
dimensionslose vertikale Antriebsamplitude Γy : Γy=
Ayω
2
g
. (3.34)
Wa¨hrend die Reynolds-Zahl R in der Literatur bzw. Theorie der Hydrodynamik seit
langer Zeit (siehe z.B. [14–16]) bekannt ist und als Abscha¨tzung der Gro¨ßenord-
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nungen von Tra¨gheits- zu viskosen Kra¨ften dient, sind die u¨brigen dimensionslosen
Parameter im Wesentlichen durch die Wahl der Skalen (siehe 3.19, 3.20) bestimmt.
Die Wahl der Koeffizienten Γx und Γy ist durch A¨hnlichkeitsbetrachtungen zu Arbei-
ten mit granularer Materie motiviert, bei denen statt einer Fluidschicht eine du¨nne
Lage eines Granulats periodisch angetrieben wird (siehe [11, 12]). Der Parameter
Γy beschreibt z.B. den Quotienten aus maximaler vertikaler Beschleunigung durch
den Antrieb und Gravitationsbeschleunigung g. Falls Γy > 1 ist, ko¨nnen Teile des
Granulats die Bodenplatte verlassen und ballistische Bewegungen ausfu¨hren.
Die Lo¨sung des in den Gl. (3.21-3.29) zusammengefassten nichtlinearen Problems
ist sehr komplex und ohne numerische Hilfsmittel fu¨r den allgemeinen Fall nicht
mo¨glich. Wir werden uns daher in den folgenden Kapiteln 4 sowie 5 an Problem-
stellungen versuchen, die bestimmte Symmetrien der Variablen bzw. des a¨ußeren
Antriebs erfu¨llen.
Zuna¨chst werden wir a¨hnlich zu diesem Unterkapitel im nachfolgenden die Eigen-
schaften viskoelastischer Fluide vorstellen. Zur theoretischen Beschreibung dieser
Art von Fluiden wurden in den vergangenen Jahrzehnten bzw. -hunderten zahlrei-
che Modelle entworfen bzw. hergeleitet (siehe z.B. [19, 30, 59]). Das 1950 vorgestellte
sogenannte Oldroyd-B -Modell ([20, 21]) hat in den letzten Jahren einige Aufmerk-
samkeit erfahren, da es das Modell eines Newtonschen Fluids sowie weitere Modelle
zur Beschreibung viskoelastischer Flu¨ssigkeiten (wie z.B. dasMaxwell- und auch das
sogenannte Jeffrey-Modell, siehe auch [30]) als Spezialfa¨lle entha¨lt.
3.3. Grundgleichungen fu¨r viskoelastische Fluide:
Oldroyd-B-Modell
In diesem Unterkapitel wollen wir, anknu¨pfend an die Vorstellung und Diskussion ei-
nes Newtonschen Fluids auf einer bewegten Platte, dieses durch ein viskoelastisches
Fluid ersetzen. Laut Maxwell ([19], siehe auch [30, S. 17]) haben alle Flu¨ssigkeiten
viskoelastische Eigenschaften. Damit ist gemeint, dass auf (jeweils fluidspezifischen)
kurzen Zeitskalen diese sich wie ein elastischer Festko¨rper verformen, falls a¨ußere
Scherspannungen oder Dru¨cke auf diese wirken, aber sich auf jeweils la¨ngeren Zeits-
kalen wie viskose Fluide verhalten. Die Zeitspanne, welche diese beiden Zeitskalen
voneinander trennt, wird viskoelastische Relaxationszeit genannt und kann fu¨r un-
terschiedliche Fluide um sehr viele Gro¨ßenordnungen voneinander abweichen (z.B.
liegt diese im Pikosekundenbereich fu¨r Wasser und im Bereich von Jahrhunderten,
wenn z.B. die Stro¨me im Erdmantel als Fluide betrachtet werden, siehe [30]).
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Auf die Rheologie, Eigenschaften und die Herleitung sa¨mtlicher Details von vis-
koelastischen Fluiden kann in dieser Arbeit nicht eingegangen werden. Dazu sei auf
umfassende Einfu¨hrungen und darin vorgestellte Modelle bzw. Modellgleichungen
verwiesen (z.B.: [30, 59]). Wir wollen die im vorherigen Kapitel diskutierten Glei-
chungen (3.21-3.29) so erweitern, dass diese den bestimmenden Differentialgleichun-
gen eines Oldroyd-B-Fluids genu¨gen. Dazu gehen wir analog zum vorherigen Kapitel
3.2 vor und vergleichen die dort erhalten Bedingungen mit denen des Oldroyd-B-
Modells:
Die Bilanzgleichung (3.3) fu¨r die Massendichte, welche in die Inkompressibilita¨ts-
bed. (3.5 bzw. 3.21) u¨bergegangen ist, bleibt auch fu¨r das Oldroyd-B-Fluid erhal-
ten. Diese Annahme mag u¨berraschen, jedoch ist die Inkompressibilita¨t ein gute
Approximation, falls die betrachteten Geschwindigkeiten im System klein gegen die
Schallgeschwindigkeit sind (siehe auch Seite 13f).
Die Gleichungen (3.4, 3.6, 3.8, 3.9) werden im Oldroyd-B-Modell so modifiziert,
dass der Spannungstensor µT durch den sogenannten Konformations- bzw. Poly-
merspannungstensor S ersetzt wird. Das bedeutet, dass
σOB = −p1+ S . (3.35)
Mit Hilfe von U¨berlegungen auf mikroskopischer Ebene und Annahmen spezieller Ei-
genschaften polymerer Teilchen lassen sich die Komponenten des Spannungstensors
T und des Konformationstensors S durch eine konstitutive Gleichung miteinander
in Relation setzen:
S + λ
D
Dt
S = µ
[
1 + λr
D
Dt
]
T = µ
[
1 + λr
D
Dt
](−→∇~u+ (−→∇~u)T) . (3.36)
In obiger Gleichung ist µ wie vorher die dynamische Viskosita¨t und die Parameter λ
sowie λr sind als Relaxations- bzw. Retardationszeiten bekannt. Dabei beschra¨nken
wir uns auf die Annahme, dass λ ≥ λr ≥ 0. Der Operator D/Dt beschreibt die
sogenannte konvektive Zeitableitung (
”
upper convected time derivative“) und wirkt
auf beliebige Tensoren, z.B. A, folgendermaßen:
D
Dt
A =
∂
∂ t
A+
(
~u · −→∇
)
A−A
(−→∇~u)− (−→∇~u)T A . (3.37)
Die in den Gleichungen (3.36, 3.37) eingefu¨hrten Gro¨ßen des Konformationstensors
S erho¨hen nicht nur die Anzahl der abha¨ngigen Variablen des gesamten Problems.
Sondern durch die zusa¨tzliche zeitliche Ableitung in der konstitutiven Gleichung
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(3.36) a¨ndert sich zudem der Grad des partiellen DGL-Systems, so dass zusa¨tzliche
Rand- und Anfangsbedingungen notwendig werden. Es sind noch zwei Spezialfa¨lle
zu bemerken:
Falls λ = λr = 0 sind, so gilt in diesem Fall fu¨r den Konfomationstensor S =
µT und somit spiegelt diese spezielle Parameterwahl den Fall des Newtonschen
Fluids wider, der im vorherigen Kapitel 3.2 ausfu¨hrlich beschrieben worden ist. Im
Hinblick auf die in den na¨chsten beiden Kapiteln 4 und 5 vorgestellten Lo¨sungen
dieses Systems ist jedoch in der Hinsicht Vorsicht angebracht, als dass Lo¨sungen
im Oldroyd-B-Modell bei der Wahl λ, λr → 0 nicht unbedingt in die Lo¨sungen des
Newtonschen Modells u¨bergehen, sondern auch divergieren ko¨nnen, da sich durch
die spezielle Parameterwahl der Grad des partiellen DGL-Systems a¨ndert. Dies kann
analog zum U¨bergang von Newtonschen Fluiden zu idealen Fluiden (kinematische
Viskosita¨t ν → 0) betrachtet werden. Hierbei sind z.B. die Randbedingungen an
festen Wa¨nden nicht miteinander vertra¨glich (
”
no-slip“-RB: ~u = 0, gegenu¨ber
”
free-
slip“-RB: ~n · −→∇ ~u = 0. Fu¨r eine Diskussion siehe z.B. [16, S. 148f]).
Ein zweiter Spezialfall ist die Wahl λr = 0. Hierbei gehen die Bestimmungsglei-
chungen u¨ber in diejenigen eines sogenannten Maxwell-Fluids. Dabei gibt es in die-
ser Sorte Flu¨ssigkeiten nur eine charakteristische Zeitskala λ, welche beschreibt, mit
welcher Geschwindigkeit die elastischen Eigenschaften in die Eigenschaften des rein
viskosen Regimes relaxieren (siehe auch [19, 30]). Beispiele fu¨r Maxwellsche Fluide
sind demnach Silikon-O¨le und auch einige Polykristalle bei sehr hohen Temperatu-
ren.
Um analog zum vorherigen Kapitel zu den Bestimmungsgleichungen des gesamten
Systems zu gelangen (siehe Gln. (3.21)-(3.29) auf Seite 17), wird der Spannungsten-
sor σ durch den neuen Extraspannungstensor σOB ersetzt. Dieses geschieht in den
Navier-Stokes-Gleichungen (3.8, 3.9) bzw. den Randbedingungen an der freien Ober-
fla¨che (3.13, 3.14). Die kinematische Ho¨henbedingung (3.12) und die Bedingungen
an die Geschwindigkeiten am unteren festen Rand (3.17 sowie 3.18) a¨ndern sich
nicht. Da die Einheiten der dimensionsbehafteten Gro¨ßen des Konformationstensors
S denjenigen des Spannungstensors σ entsprechen, ko¨nnen wir auf gleiche Weise di-
mensionslose Variablen einfu¨hren wie schon in Kapitel 3.2, siehe Formeln (3.19) und
(3.20) auf Seite 16.
Damit erhalten wir analog zu den bestimmenden Gleichungen eines Newtonschen
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Fluids (3.21-3.34) diejenigen, welche das Oldroyd-B-Modell charakterisieren:
∂x u+ ∂y v = 0 (3.38)
∂t u+ (u∂x + v∂y) u = −∂x p+ ∂x Sxx + ∂y Sxy − g˜ Γx ∂2t fx(t) (3.39)
∂t v + (u∂x + v∂y) v = −∂y p+ ∂x Syx + ∂y Syy − g˜
(
1 + Γy ∂
2
t fy(t)
)
(3.40)
∂t h+ u
∣∣
y=h(x,t)
∂x h = v
∣∣
y=h(x,t)
. (3.41)
Dabei sind in den Gleichungen (3.39) und (3.40) Sxx, . . . , Syy die vier Komponenten
des (nun entdimensionalisierten) Tensors S. Die Randbedingungen am Boden sind
identisch zum Newtonschen Fall:
~u
∣∣
y=0
= 0 (3.42)
(∂x u)
∣∣
y=0
= 0 (3.43)
(∂y v)
∣∣
y=0
= 0 . (3.44)
Fu¨r die Randbedingungen an der freien Oberfla¨che gibt sich unter Beru¨cksichtigung
des Extraspannungstensors S:
(∂x h) (Sxx − Syy)
∣∣
y=h(x,t)
−Sxy
∣∣
y=h(x,t)
+
(
(∂x h)
2
)
Syx
∣∣
y=h(x,t)
= 0 (3.45)
−
(
1 + (∂x h)
2
)
p
∣∣
y=h(x,t)
+
(
(∂x h)
2
)
Sxx
∣∣
y=h(x,t)
(∂x h) (Sxy + Syx)
∣∣
y=h(x,t)
+ Syy
∣∣
y=h(x,t)
=
σ∗∂2x h√
(1 + ∂x h)
2
. (3.46)
Dazu kommen fu¨r den Fall des Oldroyd-B-Fluids noch die vier Gleichungen, welche
die Komponenten des Konformationstensors S in Beziehung zu den Geschwindigkei-
ten u und v setzen, und zwar in der entdimensionalisierten Form:
S + λ
D
Dt
S =
1
R
[
1 + λr
D
Dt
](−→∇~u+ (−→∇~u)T) . (3.47)
Zusa¨tzlich zu den dimensionslosen Parametern aus dem Newtonschen Modell (siehe
Gln. (3.30)-(3.34) auf Seite 17) kommen noch die dimensionslosen Versionen der
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Relaxationszeit λ→ λ und der Retardationszeit λr → λr hinzu:
dimensionslose Relaxationszeit λ : λ=λω (3.48)
dimensionslose Retardationszeit λr : λr=λr ω . (3.49)
Somit bestimmen die Gleichungen 3.38 bis 3.47 zusammen mit den Werten der Para-
meter (3.48, 3.49 sowie 3.30-3.34) das Problem vollsta¨ndig bis auf eine Eigenschaft,
auf die wir bisher nicht eingegangen sind: Die Anfangsbedingungen zum Zeitpunkt
t = 0.
Im folgenden Kapitel wollen wir Lo¨sungen fu¨r beiden Sorten Fluide betrachten
(Newtonsche und viskoelastische), wobei wir i. Allg. speziell den periodischen An-
teil davon diskutieren werden. Falls dabei auch der transiente Teil betrachtet wird,
wollen wir, wenn nichts anderes angemerkt ist, zu Beginn ruhende Fluidschichten
betrachten, d.h.:
~u(x, y)
∣∣
t=0
= 0 . (3.50)
Im Oldroyd-B-Modell (siehe Diskussion auf Seite 20) ist noch eine zweite Anfangs-
bedingung notwendig, wobei auch die zeitliche Ableitung der Geschwindigkeit zum
Zeitpunkt t = 0 verschwinden soll:
(∂t ~u(x, y))
∣∣
t=0
= 0 . (3.51)
In diesem Kapitel haben wir die Gleichungssysteme beschrieben, welche eine (peri-
odisch) angetriebene Fluidschicht auf einer festen Platte innerhalb zweier Modelle
beschreiben. Zum einen fu¨r ein Newtonsches Fluid mit konstanter Viskosita¨t, zum
anderen fu¨r ein viskoelastisches Fluid, welches im sogenannten Oldroyd-B-Modell
behandelt wird. Im na¨chsten Kapitel werden wir Lo¨sungen dieser Feldgleichungen,
welche sich mit elementaren und analytischen Mitteln bestimmen lassen sowie aus-
gewa¨hlten Symmetrien genu¨gen, diskutieren.
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periodisch angetriebener Fluide
Nachdem wir im vorherigen Kapitel allgemein die theoretische Problemstellung in-
nerhalb zweier Modelle (Newton- und viskoelastisches Fluid) ero¨rtert haben, werden
wir in diesem Kapitel auf die spezielle Lo¨sungen dieser Gleichungen eingehen, die
sich durch rein vertikale und rein horizontale externe Antriebe ergeben. Diese werden
wir vorstellen und insbesondere auf die Unterschiede aber auch Gemeinsamkeiten
der hydrodynamischen Modelle eingehen.
Den Versuch, die in den Untersuchungen von Michael Faraday zu vertikal vibrier-
ten Fluiden ([3]) im Jahre 1831 von ihm beobachteten Oberfla¨chenwellen theoretisch
zu modellieren, unternahmen zuna¨chst Benjamin und Ursell 1954 ([31]) fu¨r ideale
Fluide, dann K. Kumar und viele andere fu¨r viskose Fluide (siehe z.B. [33, 34, 41, 45,
52, 96]) sowie S. Kumar fu¨r viskoelastische Fluide ([53, 57, 58]). In deren Analysen
wird i. Allg. von einer flachen, statischen Schicht ausgegangen, wobei der vertikale
Antriebsterm zusammen mit der konstanten Gravitationsbeschleunigung nur u¨ber
den Druck p eingeht, so dass sich ein lineares Druckfeld mit zeitabha¨ngigem Vorfak-
tor einstellt (
”
hydrostatischer Druck mit zeitabha¨ngigem Gravitationsterm“). Dieses
Feld kann dann instabil gegen subharmonische und harmonische Oberfla¨chenwellen
werden. Da wir die Stabilita¨tsuntersuchung fu¨r den Fall eines Oldroyd-B-Fluides in
Kapitel 6 untersuchen wollen, werden wir die Referenzlo¨sung im folgenden Kapitel
4.1 noch einmal kurz skizzieren.
Die als Stokes erstes und zweites Problem (
”
Stokes’ first and second problems“)
bekannten hydrodynamischen Fragestellungen, wobei ein Fluid mittels einer unend-
lich ausgedehnten flachen Platte spontan in Bewegung versetzt wird, ist seit 1851 von
Stokes ([9]) u¨ber Rayleigh ([10]) und Schlichting ([17]) und vielen weiteren Forschern
gut untersucht. Unter anderem fu¨r sowohl viskose Newtonsche als auch viskoelasti-
sche Fluide. Dabei sind in den letzten 15 Jahren neben den transienten Lo¨sungen
([18]) im Newtonschen Fall auch insbesondere die exakten Lo¨sungen fu¨r ein Oldroyd-
B-Fluid ein aktueller Gegenstand der Forschung ([26, 93, 94]).
Wir werden als neuem Beitrag dazu die exakten Lo¨sungen auf zwei Wegen bestim-
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men: Zum einen mittels Separation der horizontalen Geschwindigkeit u in ra¨umliche
Basisfunktionen, welche die Randbedingungen erfu¨llen, und einer zeitlichen Funk-
tion, um sowohl die periodischen als auch die transienten Teile der Lo¨sung bei be-
liebigem Antrieb zu bestimmen. Zum anderen gibt es fu¨r den Fall harmonischer
Antriebe (d.h. sinus- bzw. kosinusartig) eine Lo¨sungsmo¨glichkeit, die bisher in der
Literatur unseres Wissens nach nicht beschrieben worden ist. Im Fall des Oldroyd-
B-Fluids ergeben sich zusa¨tzlich zu lo¨sende Differentialgleichungen fu¨r die Elemente
des Konformationstensors S (siehe Gl. (3.47) auf Seite 21). Da diese Terme nichtli-
near von den Geschwindigkeiten abha¨ngen, werden die Resultate dieser Terme in der
bisherigen Literatur bisher wenig aufgefu¨hrt. Um die Stabilita¨tsanalyse in Kapitel 8
durchfu¨hren zu ko¨nnen, werden wir diese im Kapitel 5.2 detailliert diskutieren.
4.1. Analytische Lo¨sung
Wir konzentrieren uns auf die Bestimmungsgleichungen (3.38-3.47, Seite 21f) im
Oldroyd-B-Modell. Der Lo¨sungsweg fu¨r das Newtonsche Fluid verla¨uft analog und
wird hier nicht gesondert diskutiert. Als vertikaler Antrieb kann eine allgemein belie-
bige Funktion fy(t) in Gleichung (3.40) gewa¨hlt werden, was an der folgenden Rech-
nung kaum etwas a¨ndert. Wir beschra¨nken uns auf eine harmonischen Vibration, d.h.
fy(t) = sin (t+ φv) und fx(t) = 0, wobei φv ein beliebig wa¨hlbarer Phasenwinkel ist.
Wir setzen das Geschwindigkeitsprofil als stationa¨r sowie die Ho¨he als flach an
und der Druck soll nur von der Zeit und der vertikalen Koordinate y abha¨ngen. Das
bedeutet:
h = 1 ; u = v = 0 ; p = p(y, t) . (4.1)
Durch obige Gleichung sind die Gleichungen (3.38) und (3.41) sowie die unteren
Randbedingungen (3.42-3.44) automatisch erfu¨llt. Die konstitutive Gleichung des
Konformationstensors S (3.47) reduziert sich damit zu:
S + λ∂t S = 0 . (4.2)
Mit der Einschra¨nkung, dass die einzelne Elemente
(
S
)
i,j
mit i, j = 1, 2 nicht weiter
von x und y (genauso wie die Geschwindigkeiten u und v) abha¨ngen sollen, ergibt
sich als allg. Lo¨sung von Gl. (4.2):
S (t) = S0 exp−
t
λ . (4.3)
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Mit der Anfangsbedingung S0 = 0 (siehe z.B. [93]) folgt, dass S = 0 fu¨r alle Zeiten t.
Somit sind Gl. (3.47) und zusa¨tzlich (3.39) erfu¨llt. Bei den Randbedingungen (3.45,
3.46) bleibt mit den Normal- und Tangentialvektoren ~n = (0, 1) sowie ~t = (−1, 0)
nur die Normalenrandbedingung u¨brig, so dass noch folgendes DGL-System gelo¨st
werden muss:
−∂yp (y, t) + g˜ (−1 + Γy sin (t+ φv)) = 0 (4.4)
p
∣∣
y=1
= 0 . (4.5)
Dieses System wird gelo¨st durch die vertikale Referenzlo¨sung fu¨r den Druck p0v:
p0v(y, t) = g˜
(
1− Γy sin (t+ φv)
)
(1− y) = G(t) (1− y) . (4.6)
Aus der obigen Gleichung ist zu erkennen, dass die Referenzlo¨sung derjenigen eines
hydrostatischen Drucks entspricht, wobei die Gravitationskonstante g bzw. g˜ in eine
zeitabha¨ngige Gravitationsbeschleunigung G(t) u¨bergeht. Fu¨r einen verschwinden-
den vertikalen Antrieb ergibt sich der gewohnte, in der vertikalen Koordinate lineare
hydrostatische Druck.
Wir bemerken noch, dass eine konstante horizontale Geschwindigkeit u = c =
const. die Feldgleichungen (3.38-3.46) erfu¨llt, bis auf die Randbedingung am Bo-
den (3.42). Diese sorgt dafu¨r, dass das Fluid unter den elementaren Annahmen auf
der Platte ruht. Abschließend fu¨r dieses Kapitel wollen wir noch einmal die Refe-
renzlo¨sungen aller Variablen fu¨r den rein vertikalen Antrieb auffu¨hren, um damit
in Kapitel 6 deren Stabilita¨t gegen subharmonische und harmonische Oberfla¨chen-
strukturen zu untersuchen. Diese Referenzlo¨sung wird jeweils mit oberem Index 0
und unterem Index v gekennzeichnet:
u0v = v
0
v = 0 ; h
0
v = 1
p0v(y, t) = g˜
(
1− Γy sin (t+ φv)
)
(1− y) (4.7)
S0
v
=
(
S0v,xx S
0
v,xy
S0v,xy S
0
v,yy
)
=
(
0 0
0 0
)
.
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Nachdem wir im vorherigen Kapitel die elementare Lo¨sung bei einem rein vertikalen
Antrieb vorgestellt haben, werden wir im Folgenden den Fall fu¨r horizontale Antrie-
be detailliert diskutieren. Der Beginn der theoretischen Untersuchungen zu diesem
Thema geht mindestens zuru¨ck bis ins 19. Jahrhundert und eine der ersten Beschrei-
bungen wird Stokes im Jahr 1851 zugeschrieben ([9]), daher auch die Bezeichnung
”
Stokes’ first problem“. U¨ber die Arbeiten von Lord Rayleigh 1911 ([10]) und denen
von Schlichting ([17]) wurde im 20. Jahrhundert insbesondere die Stabilita¨t der pe-
riodischen Lo¨sungen hin zu harmonischen Oberfla¨chwellen untersucht, z.B. von Yih
([71, 72]), Or ([85], Talib und Juel ([84]) und einigen weiteren. In diesen Arbeiten
wurden i. Allg. die vollsta¨ndig eingeschwungenen Lo¨sungen des periodischen harmo-
nischen Antriebs betrachtet, wobei im Jahr 2000 Erdogan auch die Eigenschaften
des transienten Anteils untersucht hat ([18]).
Die Grundlage der oben genannten Untersuchungen waren i. Allg. die Navier-
Stokes-Gleichungen der viskosen Fluide. Fu¨r viskoelastische Fluide und deren ver-
schiedenen konstitutiven Gleichungen wurden auch viele Lo¨sungen in den letzten
beiden Jahrzehnten vero¨ffentlicht, z.B. von Fetecau ([26, 29]), Hayat ([24]) sowie
Tan und Masuoka ([94]) und vielen anderen. In diesen Vero¨ffentlichungen geht es
insbesondere um die exakten analytischen Lo¨sungen mittels der konstitutiven Glei-
chungen des Oldroyd-B-Fluids unter harmonischer Plattenbewegung und dem dar-
aus resultierenden Geschwindigkeitsfeld.
Wir wollen in diesem Kapitel folgendermaßen vorgehen: Beginnend bei den New-
tonschen Fluiden mit den Bestimmungsgleichungen (3.21-3.29, siehe Seite 17f) wer-
den wir das bekannte Problem auf zwei Arten lo¨sen: Zum einen mittels Entwick-
lung in ra¨umliche Eigenfunktionen, die den Randbedingungen genu¨gen, so dass sich
die horizontale Geschwindigkeit als unendliche Summe dieser Basisfunktionen mit
zeitabha¨ngigen Koeffizienten darstellen la¨sst. Durch diese Vorgehensweise ko¨nnen
wir auch die transienten Anteile der Lo¨sung erfassen und werden deren interessante
Eigenschaften na¨her erla¨utern. Zum anderen kann bei harmonischen Antrieben ein
zweiter Lo¨sungsweg gewa¨hlt werden, der direkt analytisch herleitbar ist und fu¨r den
periodischen Teil a¨quivalent zur Lo¨sung des ersten Teils ist.
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Darauf aufbauend werden wir in Unterkapitel 5.2 beide Ansa¨tze so modifizieren,
dass diese auch fu¨r die komplizierten Gleichungen des Oldroyd-B-Modells die Lo¨sun-
gen liefern und dabei auch auf andere als harmonische Antriebe eingehen. Zudem
werden wir die Lo¨sungen zu den Hilfsgro¨ßen des Tensors S (siehe beispielsweise
Gl. (3.47) auf Seite 21) diskutieren, da diese einerseits fu¨r die Stabilita¨tsanalyse in
Kapitel 8 beno¨tigt werden, andererseits in der bisherigen Literatur kaum beachtet
wurden.
5.1. Horizontal oszillierte Newtonsche Fluide
Analog zum Vorgehen in Kapitel 4.1 auf Seite 24 suchen wir nach mo¨glichst elemen-
taren Lo¨sungen fu¨r einen harmonischen horizontalen Antrieb fx (t) = sin (t+ φh) in
x-Richtung sowie fy(t) = 0, wobei φh a¨hnlich wie φv einen konstanten Phasenwinkel
darstellt (siehe Kapitel 4.1 auf Seite 24). Die weiteren Annahmen zur Lo¨sung des
Gesamtgleichungssystems (3.21-3.29, Seite 17f) seien:
u = u (y, t) (5.1)
v = 0
h = 1
p = p (y) .
Mit den obigen Annahmen (5.1) und ohne vertikalen Antrieb, d.h. Γy = 0, ko¨nnen
wir das Ergebnis fu¨r p0v (y, t) (siehe Gl. 4.7, Seite 25) u¨bernehmen, so dass sich der
allgemein bekannte hydrostatische Druck ausbildet. Die restlichen Bedingungen, die
sich aus den Annahmen (5.1) ergeben, sofern diese nicht automatisch erfu¨llt sind,
erhalten wir zu:
∂t u (y, t)− 1
R
∂2y u (y, t) = g˜ Γx sin (t+ φh) (5.2a)
u
∣∣
y=0
= 0 (5.2b)
(∂y u)
∣∣
y=1
= 0 . (5.2c)
Damit reduziert sich das Problem auf die Lo¨sung der inhomogenen Wa¨rmeleitungs-
gleichung (5.2) fu¨r die horizontale Geschwindigkeit u. Im Folgenden werden wir zwei
Lo¨sungswege skizzieren:
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Abbildung 5.1.: Basisfunktionen vn = sin (wn y) als Funktion der Variable y, welche auf
der senkrechten Achse aufgetragen ist. Dargestellt sind n = 0 (rot), n = 1
(gru¨n), n = 2 (blau) sowie n = 3 (lila).
5.1.1. Lo¨sung mittels Basisfunktionen sin (wn y)
Um das DGL-System (5.2) zu lo¨sen, benutzen wir den klassischen Separationsansatz
fu¨r die unabha¨ngigen Variablen y und t, d.h. wir setzen die Lo¨sung in der Form
u(y, t) = v(y) · g(t) an. Damit erhalten wir:
R
g˙ (t)
g (t)
=
v′′ (y)
v (y)
= −K2 , (5.3)
wobei K konstant sein muss. Die ra¨umliche DGL wird gelo¨st durch vs (y) = sin (y)
bzw vs (y) = cos (y). Mit Hilfe der Randbedingungen (5.2b) und (5.2c) la¨sst sich
zeigen, dass nur die Sinus-Lo¨sungen bestehen bleiben und zusa¨tzlich gelten muss:
K =
(2n + 1) pi
2
=: wn , (5.4)
wobei n = 0, 1, 2, . . . Diese Funktionen vn (y) = sin
(
(2n+1)pi
2 y
)
haben die Eigen-
schaft, dass sie fu¨r unterschiedliche n zueinander orthogonal sind (mit dem u¨blichen
integralen Skalarprodukt fu¨r Funktionen) und das sich beliebige (quadrat-integrable)
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Funktionen im offenen Intervall (0, 1) danach entwickeln lassen:
(vm, vn) =
1∫
0
dy sin
(
(2m+ 1)pi
2
y
)
sin
(
(2n + 1)pi
2
y
)
=
1
2
δm,n (5.5a)
1 =
∞∑
n=0
2
wn
sin
(
(2n+ 1)pi
2
y
)
, y ∈ (0, 1). (5.5b)
Die ersten vier Basisfunktionen vn (y) sind in Abb. 5.1 gezeigt. Jede dieser Basis-
funktionen vn hat neben der Nullstelle bei y = 0 jeweils noch n weitere Nullstellen
im Inneren des Intervalls, und zwar an den Stellen ynm =
2m
2n+ 1
, m = 1, . . . , n.
Mit Hilfe der so gewonnenen Lo¨sung des ra¨umlichen Teils ko¨nnen wir den zeitlichen
Anteil g (t) aus Gl (5.3) bestimmen zu:
gn (t) = exp
(
−w
2
n
R
t
)
=: exp (−γn t) . (5.6)
Die Lo¨sung des homogenen Teils von Gl. (5.2a) ko¨nnen wir durch Superposition aller
Funktionen vn (y) · gn (t) darstellen. Die spezielle Lo¨sung gspn (t) bekommen wir aus
den Relationen (5.5) in Verbindung mit Gl.(5.2a):
∂t g
sp
n (t) + γn g
sp
n (t) =
2
wn
g˜Γx sin (t+ φh) , (5.7)
und somit deren Lo¨sung:
gspn (t) =
2
wn (γ2n + 1)
g˜Γx
(
γn sin (t+ φh)− cos (t+ φh)
)
. (5.8)
Mit Hilfe der obigen speziellen Lo¨sung (5.8) ergibt sich fu¨r die allgemeine Lo¨sung
der horizontalen Geschwindigkeit u aus DGL-System (5.2) zusammen mit der An-
fangsbedingung einer stationa¨ren Fluidschicht (siehe (3.50) auf Seite 22):
u0h (y, t) = g˜Γx
∞∑
n=0
2 sin (wn y)
wn (γ2n + 1)
{
(−γn sinφh + cosφh) exp (−γn t)
+ γn sin (t+ φh)− cos (t+ φh)
}
. (5.9)
Die Referenzlo¨sung u0h (y, t) besteht aus einem transienten Anteil (erste Zeile von Gl.
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Abbildung 5.2.: Diagramm der Geschwindigkeit u0h,trans fu¨r R = 5 (links) bzw. R = 50
(rechts) zu zunehmenden Zeiten t in Abha¨ngigkeit der vertikalen Achse
y. Die schwarze Linie stellt jeweils die Situation bei t = 0 dar. Nach links
hin mit unterschiedlichen Farben sind die transienten Geschwindigkeiten
zu weiteren Zeitpunkten t = npi, n ∈ N gezeichnet. Weitere Parameter:
g˜ Γx = 1, φh = 0.
(5.9)) sowie dem periodischen Anteil (zweite Zeile). Neben der konstanten multipli-
kativen Amplitude g˜Γx ha¨ngt diese bei konstantem Winkel φh u¨ber die γn =
w2n
R
nur noch von der Reynoldszahl R ab. Wir werden zuna¨chst den transienten Teil
u0h,trans diskutieren, der die obere Zeile von Gl. (5.9) ausfu¨llt. Dieser Teil der Lo¨sung
ist fu¨r die Reynoldszahlen R = 5 sowie R = 50 im linken bzw. rechten Teil des
Diagramms 5.2 skizziert, und zwar zu anwachsenden Zeitpunkten t, wobei die Diffe-
renz zwischen zwei aufeinanderfolgenden Graphen jeweils ∆t = pi betra¨gt. Es ist zu
erkennen, dass diese Lo¨sungen vom Start weg (gekennzeichnet durch die schwarzen
Linien) kontinuierliche abnehmen, wobei dieser Vorgang bei kleineren Werten von
R deutlich schneller vonstatten geht. Dabei ist weiterhin zu erkennen, dass hin zu
gro¨ßeren Werten von R ab einer bestimmten Schwelle die transiente Geschwindigkeit
im Innern ein Maximum ausbildet und sich am oberen Rand (y → 1) auf einen Wert
von 1 konzentriert, was in diesem Fall genau g˜ Γx entspricht.
Ein interessanter Aspekt dieser transienten Geschwindigkeitskomponente ist, dass
durch sie eine Nettogeschwindigkeit in eine Richtung induziert wird, obwohl der
Antrieb insgesamt periodisch wirkt. Dies wollen wir im Folgenden erla¨utern, indem
wir zuna¨chst die mittlere Geschwindigkeit u einfu¨hren:
u (t) :=
1∫
0
dy u0h (y, t) . (5.10)
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Mit Definition (5.10) ergibt sich fu¨r die mittlere Geschwindigkeit u0h (t) der horizon-
talen Referenzlo¨sung (durch Ausnutzen von:
∫ 1
0
dy sin (wn y) =
2
wn
):
u0h (t) = g˜Γx
∞∑
n=0
4
w2n (γ
2
n + 1)
{
(−γn sinφh + cosφh) exp (−γn t)
+ γn sin (t+ φh)− cos (t+ φh)
}
. (5.11)
In obiger Gleichung fu¨r die y-Durchschnittsgeschwindigkeit wurden Integral- und
Summenbildung vertauscht. Im Vergleich zu u0h (y, t) geht die y-Abha¨ngigkeit u¨ber
in die A¨nderung des Vorfaktors in der Summe, wobei jeweils die zeitliche Abha¨ngig-
keiten innerhalb der Summe erhalten bleiben. Falls wir noch die Mittelung dieser
durchschnittlichen Geschwindigkeiten innerhalb einer Antriebsperiode betrachten,
so heben sich die periodischen Anteile heraus:
〈u〉 (τ) := 1
2pi
τ∫
τ−2pi
dτ u (t) . (5.12)
Damit ergibt die gerade definierte
”
Nettogeschwindigkeit“ fu¨r die berechnete durch-
schnittliche Geschwindigkeit aus Gl. (5.11):
〈u0h〉 (τ) =
g˜Γx
2pi
∞∑
n=0
4 (−γn sinφh + cosφh)
w2n γn (γ
2
n + 1)
(
exp (−γn (τ − 2pi))− exp (−γn τ )
)
.
(5.13)
Obige Gleichung (5.13) beschreibt demnach die Drift der gesamten Fluidschicht
in horizontaler Richtung zu einem Zeitpunkt τ , wobei zeitlich u¨ber eine Antriebspe-
riode (Periodendauer T = 2pi) gemittelt wird. Die Resultate dieser Gleichung sind in
den beiden Diagrammen von Abbildung 5.3 gezeigt. In diesen sind jeweils die Net-
togeschwindigkeiten 〈u0h〉 (τ) aufgetragen. Im linken Diagramm ist zu erkennen, dass
fu¨r kleine Reynoldszahlen R die Nettogeschwindigkeit sehr schnell auf Null abfa¨llt,
wa¨hrend fu¨r zunehmende R diese Abnahme deutlich langsamer ist.
Im rechten Diagramm von Abb. 5.3 ist die Geschwindigkeit 〈u0h〉 auf einer loga-
rithmischen Skala aufgetragen, wobei der Zeitbereich der Variable τ auf der Abszisse
gegenu¨ber dem linken Diagramm fu¨nfmal gro¨ßer ist. Es ist zu erkennen, dass sich fu¨r
die drei exemplarischen Werte von R eine lineare Abnahme andeutet, d.h. fu¨r große
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Abbildung 5.3.: Diagramme der Nettogeschwindigkeit 〈u0h〉 (τ) in Abha¨ngigkeit von der
Zeit τ fu¨r verschiedene Werte von R (siehe jeweiliges Diagramm). Im
rechten Bild ist die vertikale Achse logarithmisch aufgetragen. Die schwarz
gestrichelten Plots verdeutlichen das asymptotische Verhalten der Netto-
geschwindigkeiten mit fi (Ri, τ ) = exp
(
− pi2
4Ri
τ
)
mit i = 1, 2. Weitere
Parameter: g˜ Γx = 1, φh = 0.
Zeiten τ scheinen sich die Nettogeschwindigkeiten 〈u0h〉 ∝ exp (−β τ) zu verhalten,
wobei β eine Konstante ist. Diese Abha¨ngigkeit kann folgendermaßen mit Hilfe von
Gl. (5.13) begru¨ndet werden:
Fu¨r hinreichend große Zeiten τ gegenu¨ber der Reynoldszahl R, d.h.
pi2 τ
4R
≈ 1,
spielt der a¨ußere rechte Term in der Summe von Gl. (5.13) die entscheidende Rolle
und verha¨lt sich proportional zu exp (−γn τ), weil der linke Bruchterm nur monoton
mit wachsendem n proportional zu n−k abnimmt, wobei k eine positive natu¨rli-
che Zahl ist. Durch Betrachten der niedrigsten Ordnungen von n hinsichtlich des
Exponentialterms ergibt sich:
n = 0 : e−γ0τ = e−
pi
2
τ
4R
n = 1 : e−γ1τ = e−
9pi2 τ
4R =
(
e−
pi
2
τ
4R
)9
n = 2 : e−γ2τ = e−
25pi2 τ
4R =
(
e−
pi
2
τ
4R
)25
.
(5.14)
Aus obiger Tabelle (5.14) ergibt sich, dass der Exponentialterm der ersten Ordnung
(n = 1) schon um die neunte Potenz gegenu¨ber der fu¨hrenden nullten Ordnung
abgenommen hat, falls die Zeit τ hinreichend groß ist. Analog ist die Argumentation
bei n = 2. Daher ist fu¨r die asymptotische Entwicklung der Nettogeschwindigkeit nur
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die nullte Ordnung 〈u0h〉 entscheidend und es ergibt sich β =
pi2
4R
. Die asymptotische
Entwicklung mit dem Exponenten β ist im rechten Diagramm von Abb. 5.3 fu¨r
zwei Werte von R skizziert und die gute asymptotische U¨bereinstimmung mit den
jeweiligen Nettogeschwindigkeiten ist zu erkennen.
Nachdem wir den transienten Teil von Gl. (5.9) diskutiert haben, werden wir uns
dem zeitlich periodischen Teil zuwenden. Dieser Teil der Lo¨sung ist in den acht
Diagrammen von Abbildung 5.4 fu¨r vier verschiedene Werte der Reynoldszahl R
skizziert. Dabei ist die periodischen Lo¨sung u¨ber die zeitliche Periode T = 2pi in
jeweils Absta¨nde ∆t = pi4 unterteilt, beginnend links oben bei t = 0. Die weitere
Reihenfolge ist dann jeweils links nach rechts sowie oben nach unten.
Es ist zu erkennen, dass fu¨r die niedrigste skizzierte Reynoldszahl R1 = 0.5 die
maximale Amplitude deutlich geringer ist als fu¨r die gro¨ßeren R, deren Maximalaus-
lenkung um u0h,per ≈ 1 liegt, bei der speziellen Wahl der Amplitude g˜ Γx = 1 und
dem Phasenwinkel φh = 0. Fu¨r große Werte von R bildet sich zudem mindestens ein
Maximum aus, welches mit zunehmenden R weiter gegen y = 0 verschoben ist. Da
die unmittelbaren Eigenschaften des periodischen Teils von u0h (y, t) nicht unbedingt
aus der unendlichen Summe ersichtlich wird (siehe Gl. (5.9) auf Seite 29), werden
wir im na¨chsten Unterkapitel versuchen, diese Summe aufzulo¨sen und die Lo¨sung in
eine kompaktere Form zu bringen.
5.1.2. Kompakte periodische Lo¨sung
Das Betrachten des periodischen Teils der Summe in Gl. (5.9) auf Seite 29 suggeriert
fu¨r den periodischen Teil der Lo¨sung von Gl. (5.2a) (siehe Seite 27) einen Ansatz
der Form:
u0h (y, t) = v (y) sin (t) + w (y) cos (t) . (5.15)
Durch Einsetzen dieses Ansatzes in die partielle DGL (5.2a) und durch Ausnutzen
der Orthogonalita¨t von Sinus- und Kosinusfunktionen erhalten wir das gekoppelte
DGL-System:
v (y) − 1
R
w′′ (y) = g˜Γx sin (φh) (5.16a)
− 1
R
v′′ (y) − w (y) = g˜Γx cos (φh) . (5.16b)
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Abbildung 5.4.: Periodischer Anteil u0h,per (y, t) der horizontalen Geschwindigkeit u
0
h (y, t)
zu acht verschiedenen Zeiten t wa¨hrend einer Zeitperiode T = 2pi (jeweils
von links nach rechts und dann von oben nach unten). Dargestellt sind
die Lo¨sungen fu¨r vier Reynoldszahlen (sowie φh = 0): rot: R = 0.5;
blau: R = 5; gru¨n: R = 50; lila: R = 500. Die schwarze Strichpunktlinie
kennzeichnet u (y) = 0.
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Das obige DGL-System (5.16) la¨sst sich entkoppeln und wir erhalten die Bestim-
mungsgleichung der Variable v:
1
R2
v(iv) (y) + v (y) = g˜Γx sin (φh) , (5.17)
wobei v(iv) (y) die vierte Ableitung von v nach y bedeutet. Diese DGL la¨sst sich mit
Hilfe eines Exponentialansatzes lo¨sen, woraufhin die einzelnen linear unabha¨ngigen
Funktionen komplexe Exponenten haben. Durch die Verwendung von Kombinatio-
nen aus Sinus-, Kosinus und den entsprechenden Hyperbelfunktionen la¨sst sich ein
reelles Fundamentalsystem der homogenen DGL finden. Dazu sei insbesondere auf
Anhang A auf Seite 129 verwiesen. Die Linearkombination der dort definierten Funk-
tionen v1 (y) - v4 (y) bildet die homogene Lo¨sung der Gleichung (5.17) fu¨r v (y). Die
spezielle Lo¨sung des inhomogenen Teils la¨sst sich leicht bestimmen und mit Hilfe
der Relationen (A.2) bzw. (A.3) auf Seite 129 des Anhang zudem die entsprechen-
de Lo¨sung fu¨r w (y) als Kombination der v1, . . . , v4. Insgesamt ko¨nnen wir dies in
folgender Form aufschreiben:(
v (y)
w (y)
)
= c1
(
v1
−v4
)
+ c2
(
v2
v3
)
+ c3
(
v3
−v2
)
+ c4
(
v4
v1
)
+ g˜ Γx
(
sinφh
− cosφh
)
. (5.18)
Die Koeffizienten c1, . . . , c4 ko¨nnen mit Hilfe der Randbedingungen (5.2b) sowie
(5.2c) auf Seite 27 bestimmt werden, da die Funktionen v (y) und w (y) diese ra¨um-
lichen Randbedingungen genau wie u (y) erfu¨llen mu¨ssen. Damit bleiben vier Bestim-
mungsgleichungen fu¨r die vier Unbekannten c1 bis c4 und wir erhalten insgesamt:
c1 = −g˜Γx cosφh (5.19a)
c2 = g˜Γx
cos (φh) sin (A) cos (A) + sin (φh) sinh (A) cosh (A)
cosh2 (A)− sin2 (A) (5.19b)
c3 = g˜Γx
cos (φh) sinh (A) cosh (A)− sin (φh) sin (A) cos (A)
cosh2 (A)− sin2 (A) (5.19c)
c4 = −g˜Γx sinφh , (5.19d)
wobei A =
√
R
2
ist. Damit haben wir die periodische Lo¨sung u0h,per (y, t) in etwas
kompakterer Form als eine unendliche Summe berechnet (vgl. Gl. (5.9), Seite 29).
Mit Hilfe sehr la¨nglicher Mathematik und Formeln fu¨r unendliche Reihen sowie sym-
bolischer Computeralgebrasysteme (z.B. MAPLE [97]) kann gezeigt werden, dass beide
Formulierungen a¨quivalent sind. Um die Analyse zu vereinfachen und den Umfang
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Abbildung 5.5.: Darstellung der Funktionen v (y) und w (y) aus Gl. (5.20b) bzw. (5.20c)
fu¨r verschiedene Werte von R (siehe Farbzuordnung rechts). Dabei sind
die Koordinate y auf der vertikalen Achse und die Funktionswerte auf
der horizontalen Achse aufgetragen. Im Diagramm links ist zur besseren
Lesbarkeit die Linie v = 0 gestrichelt in schwarz dargestellt.
der Lo¨sungsterme zu begrenzen, wa¨hlen wie schon in den vorherigen Abbildungen
(z.B. Diagramm 5.4) die Parameter g˜ Γx = 1 sowie φh = 0 (rein sinusfo¨rmiger hori-
zontaler Antrieb). Damit ko¨nnen wir die periodische Lo¨sung mit Hilfe der Relationen
(5.18) sowie (5.19) folgendermaßen aufschreiben:
u0h (y, t) = v (y) sin (t) + w (y) cos (t) (5.20a)
v (y) = − sinh (Ay) sin (Ay) + cA2 sinh (Ay) cos (Ay)
+cA3 cosh (Ay) sin (Ay) (5.20b)
w (y) = cosh (Ay) cos (Ay) + cA2 cosh (Ay) sin (Ay)
−cA3 sinh (Ay) cos (Ay)− 1 , (5.20c)
wobei cA2 =
sin (A) cos (A)
cosh2 (A)− sin2 (A) und c
A
3 =
sinh (A) cosh (A)
cosh2 (A)− sin2 (A) die konstanten Ko-
effizienten aus Gl. (5.19b) und (5.19c) sind und A =
√
R
2
. Fu¨r große Werte der
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Reynoldszahl R und damit der Variablen A streben die Variablen cA2 gegen Null
bzw. cA3 gegen Eins. Dennoch ko¨nnen auch in diesem Fall die Terme mit dem c
A
2 -
Koeffizienten in der Funktion nicht vernachla¨ssigt werden, da diese im Zusammen-
spiel mit den anderen Termen einen endlichen Wert ergeben. Die Funktionen v (y)
und w (y) sind in der Abbildung 5.5 auf der linken bzw. rechten Seite dargestellt.
Es ist zu erkennen, dass v (y) fu¨r kleine R und dann ansteigend zuna¨chst eine
monotone Funktion der Variablen y ist, wa¨hrend die Kurven fu¨r gro¨ßere Werte von
R scheinbar nach unten
”
gestaucht“ werden, so dass sich die maximale Auslenkung
in der Na¨he des Bodens ausbildet und sich hin zur freien Oberfla¨che bei y = 1 die
Geschwindigkeit um v = 0 einpendelt. Qualitativ a¨hnlich sieht es bei der Betrach-
tung der Funktion w (y) aus, wobei sich hier, nach ansteigender Maximalamplitude
fu¨r kleine Werte von R, die Funktionen nach Erreichen des minimalen Wertes bei
wmin (y) < −1 fu¨r y → 1 um w (y) ≈ −1 einpendelt. Bei genauerer Analyse von z.B.
v (y) la¨sst sich zeigen, dass sich fu¨r zunehmende Reynoldszahlen R Minima und Ma-
xima um die v = 0-Achse konzentrieren. Dabei tritt jeweils ein neues Extremum im
Graph von v (y) auf, falls RWerte von Rext =
(2n + 1)2 pi2
2
mit n ∈ N u¨berschreitet.
Der Bereich am Boden bei y = 0 ist derjenige mit den gro¨ßten A¨nderungen in der
Dynamik. Der obere Bereich bis hin zur freien Oberfla¨che hingegen bewegt sich fu¨r
große Reynoldszahlen R phasenverschoben zur Antriebsschwingung, d.h. bei vorlie-
gendem sinusfo¨rmigen Antrieb ist v (y = 1) ≈ 0 und w (y = 1) ≈ −1. Damit ist die
Geschwindigkeit u in der Na¨he der Oberfla¨che ungefa¨hr kosinusfo¨rmig. Dies kann
dadurch untermauert werden, dass die Funktionen v und w nur vom Parameter
A =
√
R/2 abha¨ngen. Nach Schlichting [17] ist die Dicke δ der Grenzschicht auf
einer mit Frequenz ω bewegten Platte proportional zu:
δ ∝
√
ν
ω
=
√
ν h20
ω h20
=
h0√
R
⇒ A ∝
√
R ∝ h0
δ
. (5.21)
Durch die Beziehung der Grenzschichtdicke δ mit der Reynoldszahl R ko¨nnen wir
argumentieren, dass fu¨r kleine Reynoldszahlen die Schichtdicke h0 des Fluids in der
gleichen Gro¨ßenordnung wie die Grenzschichtdicke δ ist, d.h. die bewegte Schicht
entspricht demnach der Grenzschicht. Fu¨r steigende Reynoldszahlen wird die Brei-
te der Grenzschicht relativ zur Fluidho¨he h0 kleiner, so dass nur noch der Bereich
in der Na¨he der Bodenplatte aus der Grenzschicht besteht. Dagegen besteht der
obere Bereich im Wesentlichen aus einem nahezu ra¨umlich homogenen Geschwin-
digkeitsprofil.
Damit werden wir die Diskussion der horizontalen Geschwindigkeitslo¨sung ab-
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schließen und im Folgenden die Relationen herleiten, die sich fu¨r horizontal ange-
triebene viskoelastische Fluide mit den konstitutiven Gleichungen des Oldroyd-B-
Modells ergeben.
5.2. Horizontal vibrierte viskoelastische Fluide
Nachdem wir im letzten Kapitel eine Lo¨sung der Navier-Stokes-Gleichungen herge-
leitet haben, die bei periodischen Antrieben nur von der vertikalen Koordinate y
und der Zeit t abha¨ngt, werden wir dieses Prinzip auch fu¨r viskoelastische Fluide im
Oldroyd-B-Modell anwenden. Dazu werden wir zuna¨chst die Gleichungen herleiten,
die sich unter diesen elementaren U¨berlegungen und Annahmen aus dem komplexen
Gleichungssystem (3.38) bis (3.47) auf Seite 21f ergeben. Die Lo¨sungsstrategie wird
a¨hnlich wie in den vorherigen Kapiteln 4.1 und 5.1 aussehen, wobei wir insbesondere
die Gemeinsamkeiten und Unterschiede bei horizontaler Vibration herausarbeiten.
Die vertikale Referenzlo¨sung haben wir bereits in Kapitel 4.1 ab Seite 24 diskutiert.
Es zeigte sich, dass in der vertikalen Komponente der Geschwindigkeitsgleichung
der hydrostatische Druck p die externe Gravitationsbeschleunigung kompensiert, da
sich aufgrund der Anfangsbedingungen die Syy-Komponente zu Null ergibt. Damit
reduziert sich die Randbedingung der Normalspannungen an der Oberfla¨che auf die
bekannte Form von Gl. (4.5) auf Seite 25. Dadurch entkoppelt der Druck wie vorher
von der restlichen Berechnung und nimmt die Form von Gl. (4.6) mit Γy = 0 an,
demnach:
p0v(y, t) = g˜ (1− y) . (5.22)
Analog zur Berechnung der exakten Lo¨sung im Fall des Newtonschen Fluides
werden wir eine spezielle, vereinfachte Abha¨ngigkeit einzelner Variablen annehmen
(siehe dazu auch die Gln. (4.1) auf Seite 24 sowie Gln. (5.1) auf Seite 27). In diesem
Modell gehen wir wie vorher von einer ebenen Fluidschicht mit konstanter Ho¨he
h0 = 1 aus, wobei die vertikale Geschwindigkeit v u¨berall den Wert Null annimmt.
Die weiteren abha¨ngigen Variablen seien nur Vera¨nderliche der vertikalen Koordi-
nate y sowie der Zeit t, so dass die fu¨r alle Variablen angenommenen periodischen
Randbedingungen in horizontaler x-Richtung automatisch erfu¨llt sind. Damit sind
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die nachfolgenden Relationen Grundlage der Berechnungen:
u = u (y, t)
v = 0
p = g˜ (1− y) (5.23)
h = 1(
S
)
i,j
=
(
S
)
i,j
(y, t) .
Durch die obigen Annahmen vereinfachen sich die Bestimmungsgleichungen aus dem
gesamten DGL-System (3.38)-(3.47), insbesondere die obere konvektive Ableitung
(siehe Def. (3.37) auf S. 19) nimmt damit folgende Gestalt an, wenn diese auf einen
beliebigen Tensor A (y, t) wirkt:
D
Dt
(
Axx Axy
Ayx Ayy
)
=
∂
∂ t
(
Axx Axy
Ayx Ayy
)
−
(
Axx Axy
Ayx Ayy
)
·
(
0 ∂yu
0 0
)
−
(
0 ∂yu
0 0
)T
·
(
Axx Axy
Ayx Ayy
)
. (5.24)
Die Inkompressibilita¨tsbedingung (3.38) und auch die Ho¨hengleichung (3.41) sind
direkt erfu¨llt und damit ergibt sich das zu lo¨sende partielle DGL-System zu:
∂t u (y, t) = ∂y Sxy (y, t) + g˜Γx fx (t) . (5.25)
mit den konstitutiven Gleichungen der Sij-Variablen:
(
1 + λ∂t
)
Sxx−λ (Sxy + Syx) (∂y u) = −2λr
R
(∂y u)
2 (5.26a)(
1 + λ∂t
)
Sxy −λSyy (∂y u) = 1
R
(
1 + λr∂t
)
(∂y u) (5.26b)(
1 + λ∂t
)
Syx −λSyy (∂y u) = 1
R
(
1 + λr∂t
)
(∂y u) (5.26c)(
1 + λ∂t
)
Syy = 0 . (5.26d)
Zu den Evolutionsgleichungen (5.25) und (5.26) werden noch Rand- bzw. Anfangs-
bedingungen der Felder beno¨tigt. Die geschwindigkeitsbezogene Randbedingung am
Boden (siehe Gl. (5.2b) auf Seite 27) ist identisch zum Fall des viskosen Fluids,
wa¨hrend sich die Relation der Tangentialspannung leicht vera¨ndert hat. Insgesamt
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erhalten wir:
u
∣∣
y=0
= 0 (5.27a)
Sxy
∣∣
y=1
= 0 . (5.27b)
Neben den obigen ra¨umlichen Randbedingungen werden dadurch, dass mit den kon-
stitutiven Gleichungen (5.26) eine ho¨here zeitliche Ableitung in das Gesamtsystem
im Vergleich zum Newtonschen Fall eingefu¨hrt wird, weitere Anfangsbedingungen
notwendig. Wie im Kapitel 3.3 auf Seite 22f beschrieben, benutzen wir dazu die
Anfangsbedingungen (3.50) bzw. (3.51) fu¨r die horizontale Geschwindigkeit u sowie
fu¨r den Tensor S
∣∣
t=0
= 0, wie es auf Seite 24 erla¨utert worden ist.
5.3. Symmetrie und Entkopplung
Die bestimmenden Gleichungen (5.25) sowie (5.26) sind nichtlinear in ihren abha¨ngi-
gen Variablen gekoppelt. Dadurch wird eine Lo¨sung deutlich komplexer als im New-
tonschen Fall, in dem die Variable u entkoppelt war (vgl. Gl. (5.2a) auf Seite 27)
und insgesamt lediglich ein lineares DGL-System zu lo¨sen war. Indem wir schritt-
weise die Gleichungen analysieren und die einzelnen Abha¨ngigkeiten der Variablen
reduzieren, resultiert daraus schließlich eine lineare partielle DGL fu¨r die horizontale
Geschwindigkeit u.
Wir bemerken zuna¨chst, dass Gl. (5.26d) direkt gelo¨st wird durch:
Syy (y, t) = S
0
yy exp
(
− 1
λ
t
)
; Syy
∣∣
t=0
!
= 0
⇒ Syy (y, t) = 0 . (5.28)
Obiges, fu¨r den vertikalen Fall bereits diskutiertes Resultat (in Kapitel 4.1 auf Seite
24) fu¨hrt die nichtlinear gekoppelten partiellen DGLn (5.26b) sowie (5.26c) u¨ber in
lineare. Zudem sind beide Gleichungen a¨hnlich und mit Hilfe der Bestimmungsglei-
chung (3.36) fu¨r S auf Seite 19 la¨sst sich dessen Symmetrie zeigen, d.h.:
Sxy = Syx , (5.29)
so dass Gleichungen (5.26b) und (5.26c) a¨quivalent und die Variablen gleich sind. Mit
Hilfe dieser Ergebnisse kann damit eine entkoppelte partielle DGL fu¨r u gefunden
werden. Dazu differenzieren wir Gleichung (5.26b) partiell nach y und durch das
Einsetzen von Gl. (5.25) erhalten wir die bestimmende Relation fu¨r die horizontale
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Geschwindigkeit u:
(
1 + λ∂t
)
(∂t u)− 1
R
(
1 + λr∂t
) (
∂2y u
)
= g˜Γx
(
1 + λ∂t
)
fx (t) . (5.30)
Diese Gleichung (5.30) ist die Bewegungsgleichung fu¨r u im Oldroyd-B-Modell ana-
log zu Gleichung (5.2a) des Newtonfluids auf Seite 27. Die Form der ra¨umlichen
Ableitungen ist identisch, allerdings kommen noch die zusa¨tzlichen zeitlichen Ablei-
tungen und Koeffizienten λ bzw. λr in Spiel, so dass sich der Grad der partiellen
DGL erho¨ht. Fu¨r den Spezialfall λ = λr = 0 gehen beide Gleichungen ineinander
u¨ber.
Falls die Lo¨sung obiger Gleichung fu¨r u gelingt, kann daraufhin diese in Gleichung
(5.26b) eingesetzt werden und die Hilfsgro¨ße Sxy aus dieser linearen partiellen DGL
bestimmt werden. Das Verfahren fu¨r die letzte Unbekannte Sxx aus Relation (5.26a)
ist dann das gleiche wie zuvor, außer dass in diesem Fall die in den Variablen u und
Sxy nichtlineare partielle DGL gelo¨st werden muss.
In der bisherigen Literatur zur Untersuchung von exakten Lo¨sungen von pe-
riodisch bewegten viskoelastischen Fluiden werden die Lo¨sungen der Hilfsgro¨ßen
des Konformationstensors S kaum angegeben bzw. explizit ausgerechnet (siehe z.B.
[26, 29, 91, 93]). Wir werden im Rahmen dieser Arbeit zuna¨chst ebenso die Lo¨sung
fu¨r u herausarbeiten und diese detailliert diskutieren. Allerdings wollen wir auch ex-
plizit die einzelnen Felder von S berechnen, d.h. die Gleichungen (5.26a) und (5.26b)
explizit lo¨sen. Dies ist notwendig, damit in Kapitel 8 die Stabilita¨tsanalyse der ge-
samten Referenzlo¨sung eines horizontal vibrierten viskoelastischen Fluids hergeleitet
werden kann.
Um die Bestimmungsgleichung (5.30) allgemein lo¨sen zu ko¨nnen, wird noch eine
zweite ra¨umliche Randbedingung an u außer Gleichung (5.27a) beno¨tigt. Aus der
Tangentialbedingung (5.27b) und Gleichung (5.26b) versuchen wir zu argumentie-
ren, welche weitere Randbedingung fu¨r u sinnvoll ist. Durch Betrachten letzterer
Gleichung (5.26b) an der Oberfla¨che (d.h. bei y = 1) erhalten wir:
Sxy
∣∣
y=1
+
(
λ∂t Sxy
)∣∣
y=1
=
1
R
(∂y u)
∣∣
y=1
+
(
λr
R
∂t (∂y u)
) ∣∣∣
y=1
. (5.31)
Der erste Term auf der linken Seite von Gleichung (5.31) ist mit der Randbedingung
(5.27b) fu¨r alle Orte x und alle Zeiten t an der Oberfla¨che Null. Damit wird auch die
zeitliche A¨nderung der Variable Sxy an der Oberfla¨che verschwinden, so dass damit
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fu¨r den zweiten Term auf der linken Seite folgt:
(
∂t Sxy
)∣∣
y=1
= 0 , (5.32)
so dass die linke Seite von Gl. (5.31) zu Null resultiert. Die analoge Argumentati-
on gilt dann fu¨r die rechte Seite der Gleichung, wobei in diesem Fall die vertikale
Ableitung der horizontalen Geschwindigkeit ∂y u die Rolle der Vera¨nderlichen Sxy
einnimmt. Somit bleibt schließlich die Annahme:
(∂y u)
∣∣
y=1
= 0 . (5.33)
Damit sind die Randbedingungen an die horizontale Geschwindigkeit u im Newton-
schen Modell mit denen des Oldroyd-B-Fluids identisch.
Zur Lo¨sung der Gleichung (5.30) werden wir damit analog zum Kapitel 5.1 ver-
fahren, indem wir zum einen die Entwicklung nach ra¨umlichen Eigenfunktionen des
Systems betrachten und zum anderen die speziellen periodischen Lo¨sungen fu¨r sinus-
und kosinusartige Antriebe entwickeln.
5.3.1. Separation in Basisfunktionen
Zur Lo¨sung der horizontalen Impulsbilanzgleichung (5.30) auf Seite 41 nutzen wir
die in Kapitel 5.1.1 ab Seite 28 erarbeiteten Resultate, da wir identische ra¨umliche
Randbedingungen an u im Oldroyd-B-Modell benutzen wie im Newtonschen Fall.
Damit setzen wir die Lo¨sungen analog zum Newtonschen Fluid als Produkte von
zeitlichen Funktionen gn (t) und den ra¨umlichen Basisfunktionen vn (y) = sin (wny)
an und summieren dann u¨ber alle n ∈ N0:
u0h (y, t) =
∞∑
n=0
gn (t) sin (wny) (5.34a)
=
∞∑
n=0
(
ghomn (t) + g
sp
n (t)
)
sin (wny) , (5.34b)
wobei jeweils ghomn (t) bzw. g
sp
n (t) die homogene bzw. spezielle Lo¨sung des zeitlichen
Teils darstellen. Durch Einsetzen des Ansatzes (5.34a) in Gl. (5.30) erhalten wir als
DGL fu¨r den zeitvera¨nderlichen Teil:
λ g¨n +
(
1 + λrγn
)
g˙n + γn gn =
2
wn
(
1 + λ∂t
)
fx (t) , (5.35)
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mit wn =
(2n+ 1)pi
2
und γn =
w2n
R
wie im vorherigen Kapitel 5.1.1 auch. Die
Punkte u¨ber den Variablen gn stellen zeitliche Ableitungen dar. Damit haben wir
eine inhomogene DGL zweiter Ordnung in t hergeleitet. Im Folgenden werden wir
zuna¨chst die Lo¨sung des homogenen Teils erla¨utern, um danach mittels Variation
der Konstanten die Lo¨sung des inhomogenen Teils zu berechnen und damit auf
die gesamte Lo¨sung zu schließen. Zur Lo¨sung des homogenen Teils der DGL (5.35)
setzen wir ghomn = exp (β t) an, so dass daraus folgende Bestimmungsgleichung fu¨r β
resultiert:
β2 +
1
λ
(
1 + γnλr
)
β +
γn
λ
= 0 (5.36a)
⇒ β1,2 = − 1
2λ
(
1 + γnλr
)±√(1+γnλr)2
4λ
2 − γnλ︸ ︷︷ ︸
=:Di
(5.36b)
= −β0n ±
√(
β0n
)2
− γn
λ
. (5.36c)
Durch die obigen Lo¨sungen fu¨r β1,2 in Gl. (5.36b) haben wir zwei linear unabha¨ngige
Lo¨sungen g1n (t) = exp (β1t) sowie g
2
n (t) = exp (β2t), die, sofern die Diskriminante Di
positiv ist, reelle Lo¨sungen sind. Fu¨r Di < 0 sind die Lo¨sungen imagina¨r und treten
in komplex konjugierten Paaren auf. Im Spezialfall Di = 0 existiert nur eine Lo¨sung,
so dass noch eine zweite linear unabha¨ngige Lo¨sung gefunden werden muss. Diese
ergibt sich zu ghomn,Di=0 = t exp
(
β0n t
)
. Insgesamt ist das Problem a¨hnlich dem eines
geda¨mpften harmonischen Oszillators. Daher ko¨nnen wir die Fallunterscheidungen
zusammenfassend schreiben:
Fall a : Di > 0 : g
a
n (t) = c
a
n,1 e
(−β0n+dn) t + can,2 e
(−β0n−dn) t (5.37a)
Fall b : Di = 0 : g
b
n (t) = c
b
n,1 e
−β0n t + cbn,2t e
−β0n t (5.37b)
Fall c : Di < 0 : g
c
n (t) = c
c
n,1 e
−β0n t sin (αnt) + c
c
n,2 e
−β0n t cos (αnt) .(5.37c)
Dabei ist in obiger Gleichung dn =
√
Di, falls Di positiv ist sowie αn =
√−Di =√
γn −
(
β0n
)2
bei negativem Di. Die Koeffizienten c
j
n,i (mit j = a, b, c und i = 1, 2)
sind noch zu bestimmende Konstanten, die sich aus den Anfangsbedingungen fu¨r u
ergeben, z.B. aus den Gleichungen (3.50) sowie (3.51) auf Seite 22. Wir bemerken
noch, dass beide Exponenten in Formel (5.37a) negativ sind, d.h. mit Hilfe von
Gleichung (5.36b) la¨sst sich direkt zeigen, dass
√
Di immer betragsma¨ßig kleiner als
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β0n ist. Die gesamte homogene Lo¨sung g
hom
n ergibt sich damit zu:
ghomn =


gan (t) falls
(
β0n
)2
> γn
gbn (t) falls
(
β0n
)2
= γn
gcn (t) falls
(
β0n
)2
< γn
(5.38)
Mit den jeweils zwei linear unabha¨ngigen Lo¨sungen kann damit eine spezielle Lo¨sung
der inhomogenen Gleichung (5.35) gefunden werden. Dazu eignen sich Lo¨sungswege
mittels Greenscher Funktionen oder das in vielen Textbu¨chern beschriebene Verfah-
ren der Variation der Konstanten (siehe z.B. [98, 99]). Dabei sind in der folgenden
Relation die Funktionen pin (t) und q
i
n (t) die jeweils linke bzw. rechte Funktion aus
den Formeln (5.37) fu¨r die Fa¨lle i = a, b, c. Damit ergibt mit der gleichen Fallunter-
scheidung wie in Gleichung (5.38) fu¨r die inhomogenen Lo¨sungen:
ginhn (t) =
2
λwn
t∫
t0
pin (s) q
i
n (t)− qin (s) pin (t)
pin (s) q˙
i
n (s)− qin (s) p˙in (s)
(
fx (s) + λf˙x (s)
)
ds . (5.39)
In obiger Formel (5.39) stellt der Punkt u¨ber den Variablen jeweils die Ableitung
nach der Integrationsvariablen s dar. Mit dieser Relation la¨sst sich die inhomoge-
ne Lo¨sung fu¨r beliebige horizontale Antriebsfunktionen fx (t) berechnen. Die Be-
rechnung dieser Integrale ist z.B. mit numerischen Computeralgebrasystem wie z.B.
MAPLE [97] mo¨glich. Die Berechnungen werden aber oftmals sehr lang und die Aus-
dru¨cke ko¨nnen sehr kompliziert werden. Falls die Lo¨sung mit Hilfe der Relation
(5.39) berechnet wird, so mu¨ssen die Koeffizienten des homogenen Teils (siehe Gl.
(5.37)) nicht mehr bestimmt werden, da die inhomogene Lo¨sung ginhn (t) automatisch
die Anfangsbedingungen erfu¨llt, so dass die einzelnen Koeffizienten cjn,i (Gln. (5.37))
zu Null verschwinden.
Bevor wir die Lo¨sungen fu¨r einige Antriebsfunktionen skizzieren, wollen wir noch
bemerken, dass die obigen Lo¨sungen fu¨r λ = λr = 0 nicht direkt in die Gleichungen
des Newtonschen Fluids aus den vorherigen Kapiteln u¨bergehen. Das liegt insbeson-
dere daran, dass durch die Grenzwertbildung λ→ 0 aus einer DGL zweiter Ordnung
fu¨r die zeitlichen Funktionen gn (t) eine erster Ordnung wird. Dabei geht der Para-
meter λ im Nenner der Bestimmungsgleichungen fu¨r den Exponenten β ein (siehe
Gl. (5.36)), so dass diese bei der Grenzwertbetrachtung divergieren. Es ist zudem zu
bemerken, dass zur Bestimmung der inhomogenen Lo¨sung zu einem Zeitpunkt t die
Antriebsfunktion fx (t) und deren Ableitung mit der homogenen Lo¨sung von Start-
zeitpunkt t0 bis t integriert werden muss (siehe Gl. (5.39)). D.h., fu¨r große Zeiten t
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 0  0
Zeit t
X (t)
V (t)
−X0
+X0
−V0
+V0
0 pi2 pi
3pi
2 2pi
5pi
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7pi
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9pi
2
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VDS(t)
XDS(t)
Abbildung 5.6.: Darstellung der horizontalen Antriebsbewegung einer Dreiecksschwin-
gung im ortsfesten Koordinatensystem X . Schwarze durchgezogene Li-
nie: Position XDS (t) des Plattenursprungs; Schwarze gestrichelte Linien:
Geschwindigkeit VDS (t) der Platte; Schwarz gepunktet: Ursprungslinie.
wird die Berechnung dann la¨nger, falls diese numerisch bestimmt werden muss. Es
sei denn, die Antriebsfunktion ist periodisch mit einer Periodendauer T (durch die
Normierung i. Allg. T = 2pi). Dann mu¨ssen die obigen Integrale aus Relation (5.39)
nur noch innerhalb einer Periode T ausgewertet werden, so dass sich die allgemei-
ne zeitliche inhomogene Lo¨sung in einen sich periodisch wiederholenden Anteil und
einen transienten, exponentiell mit t zerfallenden Anteil umformulieren la¨sst. Die
na¨heren Details und die gesamte Rechnung dazu sind im Anhang B ab Seite 130
erla¨utert.
5.3.2. Dreiecksschwingung im Oldroyd-B-Modell
Mit Hilfe der Relationen aus dem Anhang B wollen wir die Fluidbewegung auf einer
im ortsfesten System zwischen zwei Punkten konstant bewegten Platte studieren.
Die Position und die Geschwindigkeit im ruhenden Bezugssystem sind dazu in Ab-
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bildung 5.6 gezeigt. Die Platte bewegt dabei zwischen den Endpunkten −X0 und
X0 mit der Geschwindigkeit V0, wobei jeweils genau die Zeitdauer
T
2 = pi vergeht.
Sobald die Platte an einem der Umkehrpunkte bei ±X0 angekommen ist, wechselt
diese instantan die Richtung und die Geschwindigkeit
”
springt“ betragsma¨ßig um
|∆V | = 2V0. Ansonsten bewegt sich der Boden unter dem Fluid mit einer kon-
stanten Geschwindigkeit. Die Platte vollzieht demnach die Bewegung einer peri-
odischen Dreiecksschwingung im Laborsystem. Bei der Transformation ins mitbe-
wegte Bezugssystem und damit in die Gleichungen des Oldroyd-B-Modells geht die
Beschleunigung der antreibenden Platte ein (siehe z.B. Gleichung (3.10) auf Seite
15). Aufgrund der Spru¨nge der Geschwindigkeit VDS (t) an den Umkehrpunkten ist
die Ableitung dort nicht definiert. Um dennoch diese Art des Antriebs modellieren
zu ko¨nnen, benutzen wir die Diracsche Delta-Distribution an diesen Sprungstellen.
Denn fu¨r die Bestimmung der inhomogenen Lo¨sung (5.39) werden die zeitlichen In-
tegrale u¨ber die Delta-Distribution gebildet, welche wiederum wohldefiniert sind.
Durch die zeitliche Integration ergeben sich dennoch Sprungstellen in der Lo¨sung
fu¨r die Geschwindigkeit u.
Den periodischen Antrieb einer Dreiecksschwingung transformiert ins mitbewegte
Bezugssystem setzen wir folgendermaßen an:
fx (t) = vx
∞∑
n=0
δ
(
t− (4n+ 1) pi
2
)
− δ
(
t− (4n+ 3)pi
2
)
. (5.40)
Dabei ist δ (t− a) die sogenannte Diracsche Delta-
”
Funktion“, welche nur an der
Stelle t = a einen Beitrag liefert (fu¨r weitere Erla¨uterungen und Rechenregeln siehe
z.B. [100]). Obige Antriebsfunktion fx (t) ist ab dem Startzeitpunkt t = 0 eine zeit-
lich periodische Funktion mit Periodendauer T = 2pi. Das bedeutet, dass die Rela-
tionen hinsichtlich periodischer Funktionen, die in Anhang B ab Seite 130 einga¨ngig
beschrieben sind, auf diese Problemstellung anwendbar sind. Dazu definieren wir die
in Gl. (5.40) beschriebene Antriebsfunktion fx (t) auf das Intervall [0, 2pi] um und
die Inhomogenita¨t aus Gleichung (5.35) auf Seite 42 la¨sst sich beschreiben durch:
FDS (t) =
2vx
wn
(
1 + λ∂t
)(
δ
(
t− pi
2
)
− δ
(
t− 3pi
2
))
=
2vx
wn
F
DS
(t) . (5.41)
Die vier im Anhang B auf Seite 132 in den Formeln B.5 beschriebenen Integralfunk-
tionen ko¨nnen wir mit obiger Funktion F
DS
(t) auswerten, wobei auch Ableitungen
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der Delta-Funktionen eingehen. Insgesamt ergibt sich:
IDS (β, t):=
t∫
0
eβs F
DS
(s) ds =
(
1− λβ) {Θ(t− pi
2
)
e
pi
2
β (5.42a)
−Θ
(
t− 3pi
2
)
e
3pi
2
β
}
IsDS (β, t):=
t∫
0
s eβs F
DS
(s) ds=e
pi
2
β
(pi
2
− λ
(
1 +
pi
2
β
))
Θ
(
t− pi
2
)
(5.42b)
−e 3pi2 β
(
3pi
2
− λ
(
1 +
3pi
2
β
))
Θ
(
t− 3pi
2
)
IcosDS (β, α, t):=
t∫
0
cos (αs) eβs F
DS
(s) ds (5.42c)
= e
pi
2
β
{(
1− λβ) cos(piα
2
)
+ λα sin
(piα
2
)}
Θ
(
t− pi
2
)
− e 3pi2 β
{(
1− λβ) cos(3piα
2
)
+ λα sin
(
3piα
2
)}
Θ
(
t− 3pi
2
)
IsinDS (β, α, t):=
t∫
0
sin (αs) eβs F
DS
(s) ds (5.42d)
= e
pi
2
β
{(
1− λβ) sin(piα
2
)
− λα cos
(piα
2
)}
Θ
(
t− pi
2
)
− e 3pi2 β
{(
1− λβ) sin(3piα
2
)
− λα cos
(
3piα
2
)}
Θ
(
t− 3pi
2
)
.
Dabei ist die Funktion Θ (. . .) die sogenannte Heaviside Sprungfunktion, welche
fu¨r negative Argumente Null und fu¨r positive Argumente Eins ergibt. Durch Einset-
zen der Integralfunktionen ko¨nnen die periodischen Lo¨sungen gan (t
′) bis gcn (t
′) (siehe
Anhang B auf Seite 130, Gleichungen (B.6) bis (B.8)) der zeitlichen Differentialglei-
chung bestimmt werden. Die Summe der Produkte aus diesen zeitlichen Lo¨sungen
mit den ra¨umlichen Basisfunktionen ergibt damit die horizontale Geschwindigkeit
uDSper (y, t) eines periodischen Dreiecksantriebs. Die vollsta¨ndige la¨ngliche Formel fu¨r
die gesamte Summe wollen wir hier nicht angeben. Es ist jedoch zu erwarten, dass
durch die in den Integralfunktionen auftretenden Θ-Funktionen an den Umkehr-
punkten t+ =
pi
2 sowie t− =
3pi
2 Unstetigkeiten in der Geschwindigkeitslo¨sung auf-
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treten werden.
Dazu ist in Abbildung 5.7 der periodische Teil der Geschwindigkeitslo¨sung uDSper (y, t)
zu ausgewa¨hlten Zeitpunkten t aufgetragen, wobei die zeitliche Abfolge beginnend
oben links zeilenweise von links nach rechts und dann abwa¨rts verla¨uft. Jedes Ein-
zeldiagramm der Abbildung entha¨lt vier Graphen, die sich jeweils hinsichtlich des
Koeffizienten λr unterscheiden. Die weitere Parameter, na¨mlich die Reynoldszahl
R = 20 und die Koeffizienten vx = 1 sowie λ = 3 bleiben jeweils konstant. Das linke
obere Diagramm zeigt die Situation sehr kurz vor einem Impuls, welcher sich zum
Zeitpunkt t = pi2 ereignet (siehe Antriebsfunktion (5.40)). Da die einzelnen Graphen
die eingeschwungenen periodischen Geschwindigkeiten zeigen (d.h. die transienten
Anteile sind nicht erfasst), sind diese auch ungleich Null. Es ist erkennbar, dass mit
abnehmendem Koeffizienten λr (rot u¨ber gru¨n dann blau zu lila) diese Graphen
eine pra¨gnantere Form aufweisen, wobei bei λr = 0.01 die Kurve mehrere Extre-
ma hat und aufgrund der gepulsten Antriebsfunktion kantena¨hnliche Eigenschaften
ausbildet. Die anderen Graphen mit gro¨ßerem λr weisen eine Halbperiode nach dem
letzten Antriebspuls deutlich glattere Eigenschaften auf.
In der rechten oberen Abbildung ist der Verlauf der Geschwindigkeiten dann sehr
kurz nach dem Antriebspuls gezeigt. Es fa¨llt auf, dass die Form der Graphen ge-
genu¨ber dem Zeitpunkt kurz vor dem Delta-Impuls nahezu erhalten bleibt und die
Geschwindigkeitskurven insgesamt jeweils um den Betrag Eins nach rechts verscho-
ben sind, jedoch mit Ausnahme eines sehr schmalen Grenzbereichs bei y = 0, da dort
die Geschwindigkeit durch die Randbedingung verschwinden muss. Durch Betrach-
tung der Integralfunktionen (5.42) sowie den damit verbundenen Lo¨sungsfunktionen
(B.6) - (B.8)) des zeitlichen Anteils zu einem Zeitpunkt einmal kurz vor und nach
einem Puls la¨sst sich zeigen, dass diese sich jeweils um den Summanden
2
wn
vx un-
terscheiden. Die Addition dieser Summanden mit den ra¨umlichen Funktionen (siehe
Formel (5.5b) auf Seite 29) ergibt gerade vx, was in diesem Fall zu Eins gewa¨hlt wur-
de. Durch den zeitlich unstetigen Antriebspuls wird damit zudem der ra¨umliche Teil
im Grenzbereich bei y = 0 unstetig. Damit erfa¨hrt die horizontale Geschwindigkeit
mit Ausnahme des Bodenpunktes einen Sprung um vx.
In den Diagrammen der zweiten oberen Reihe von Abbildung 5.7 ist der Zustand
der horizontalen Geschwindigkeit jeweils im zeitlichen Abstand pi8 nach den vorheri-
gen dargestellt. Die einzelnen Graphen relaxieren kontinuierlich zu Null in der Na¨he
des Bodens und bilden dort wieder stetige Kurven in den Ursprung, wobei die Rela-
xation fu¨r gro¨ßere Werte von λr schneller vonstattengeht. Die Form dieser Kurven
a¨hnelt denjenigen aus den vergangenen Zeitpunkten, wobei jedoch die maximale
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Amplitude ein wenig abnimmt und das Feld sich in Richtung freier Oberfla¨che, d.h.
y = 1, zu verschieben scheint.
Die Plots in der dritten Reihe von Abb. 5.7 geben die Situation jeweils im Abstand
von einem Achtel der Gesamtperiode zu den vorherigen Diagrammen wider. Es ist
festzustellen, dass, insbesondere bei den Kurven mit niedrigem λr, die Bereiche mit
vormals geringer Geschwindigkeit durch die darunter liegenden Bereiche auf ho¨here
Geschwindigkeiten gebracht werden. Durch Betrachtung der Geschwindigkeitsfelder
mit deutlich mehr Zeitschritten als Filmsequenz wirkt es, als ob sich die horizontale
Geschwindigkeit schla¨ngelnd und abha¨ngig vom Parameterwert λr mehr oder weni-
ger stark oszillierend nach oben bewegt. Dabei werden mit gro¨ßerem Verha¨ltnis von
λ/λr die Geschwindigkeitsprofile deutlich markanter.
Die untere Reihe des Gesamtdiagramms 5.7 zeigt analog zum Vorgang in der obe-
ren Reihe die Situation kurz vor (Diagramm links) bzw. nach (rechts) dem zweiten
Antriebspuls in der Periode. Es ist zu sehen, dass sich die Geschwindigkeitsfelder
nach dem ersten Impuls fu¨r alle Parameterwerte λr so entwickelt haben, dass diese
der invertierten Situation kurz vor dem ersten Impuls gleicht. D.h.:
uDSper
(
y, t =
pi
2
− 
)
= −uDSper
(
y, t =
3pi
2
− 
)
. (5.43)
Das obige Argument gilt entsprechend fu¨r die Situation nach dem zweiten Impuls.
Durch diesen werden die Geschwindigkeitsfelder um −vx = −1 verschoben, so dass
obige Relation (5.43) auch jeweils nach dem Antriebspuls gilt. Insgesamt gilt infolge
der Symmetrie der Felder und des Antriebs insgesamt:
uDSper (y, t) = −uDSper (y, t+ pi) . (5.44)
Nach dem zweiten Puls beginnt die entsprechende Entwicklung wie nach dem ersten
Impuls, nur mit dem umgekehrten Vorzeichen der Geschwindigkeiten. Daher haben
wir uns hier auf die Darstellung einer Halbperiode beschra¨nkt.
Falls die Reynoldszahl R erho¨ht wird, wobei die weiteren Parameter so gewa¨hlt
werden wie in Abbildung 5.7, so zeigt sich, dass es mit zunehmendem R mehr Ex-
tremstellen in den Geschwindigkeitslo¨sungen gibt. Dies ist in Abbildung 5.8 zu se-
hen. Diese ist qualitativ die gleiche wie Abb. 5.7 und zeigt die stroboskopischen
Aufnahmen in einer Halbperiode bei einer mit einem Dreieckssignal schwingenden
Platte. Dazu fa¨llt mit gro¨ßerer Reynoldszahl auf, dass hin zur freien Oberfla¨che die
Geschwindigkeit in der Na¨he von ±0.5 oszilliert.
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Abbildung 5.7.: Darstellung der periodischen Lo¨sung uDSper (y, t) zu zunehmenden Zeit-
punkten t (siehe Inlet) aus dem Intervall
[
pi
2
− , 3pi
2
+ 
]
(von links oben
zeilenweise nach rechts unten) fu¨r verschiedene Werte von λr mit  1.
Die Koeffizienten R = 20, vx = 1 sowie λ = 3 bleiben konstant. Rot:
λr = 3; Gru¨n: λr = 0.5; Blau: λr = 0.1; Lila: λr = 0.01.
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Abbildung 5.8.: Darstellung der periodischen Lo¨sung uDSper (y, t) zu zunehmenden Zeit-
punkten t (siehe Inlet) aus dem Intervall
[
pi
2
− , 3pi
2
+ 
]
(von links oben
zeilenweise nach rechts unten) fu¨r verschiedene Werte von λr mit  1.
Die Koeffizienten R = 120, vx = 1 sowie λ = 3 bleiben konstant. Rot:
λr = 3; Gru¨n: λr = 0.5; Blau: λr = 0.1; Lila: λr = 0.01.
51
5. Horizontale periodische Antriebe
5.3.3. Harmonisch oszillierende Plattenbewegung
Fu¨r periodische sinusfo¨rmige Antriebe kann Gleichung (5.35) auf Seite 42 direkt
gelo¨st werden, da die Differentialgleichung in diejenige eines harmonischen geda¨mpf-
ten Oszillators mit a¨ußerem periodischen Antrieb u¨bergeht (siehe z.B. einfu¨hrende
Textbu¨cher [101]. Da die DGL linear ist, kann diese fu¨r die auf der rechten Sei-
te von Gl. (5.35) auftauchenden Antriebsterme separat gelo¨st und die Lo¨sungen
dann superponiert werden. Fu¨r den auch schon im Kapitel der Newtonschen Fluide
gewa¨hlten harmonischen horizontalen Antrieb fx (t) = sin (t+ φh) (siehe Seite 27)
ergibt die aus der Gleichung (5.35) zu bestimmende inhomogene Lo¨sung:
ginhn (t)=
=:Kn︷ ︸︸ ︷
2
wn
g˜ Γx(
1 + λrγn
)2
+
(
γn − λ
)2
{
(5.45)
[
cosφh − λ sinφh
] {(
γn − λ
)
sin t− (1 + λrγn) cos t}
+
[
sinφh + λ cosφh
] {(
1 + λrγn
)
sin t+
(
γn − λ
)
cos t
}}
.
Die obige inhomogene Lo¨sung ginhn (t) beschreibt den periodischen Anteil der zeit-
lichen Lo¨sung im Oldroyd-B-Modell. Im Unterschied zu den homogenen zeitlichen
Lo¨sungen (5.37) auf Seite 43 ist hierbei keine Fallunterscheidung no¨tig und im Grenz-
fall λ = λr = 0 geht die Lo¨sung in die spezielle zeitliche Lo¨sung beim Newtonschen
Fluid u¨ber (vergleiche dazu Formel (5.8) auf Seite 29). Die vollsta¨ndige Lo¨sung des
zeitlichen Problems erfordert noch die Bestimmung der Integrationskonstanten can,1
bis ccn,2 aus den homogenen Lo¨sungen (5.37) auf Seite 43 fu¨r alle drei zu unterschei-
denden Fa¨lle. Diese ergeben sich aus der Annahme eines zu Beginn ruhenden und
unbeschleunigten Fluids. Das bedeutet, wir nehmen analog zum Newtonschen Fluid
als Anfangsbedingungen fu¨r die gesamte zeitliche Funktion gallgn (t) an:
gallgn (t = 0) = g
hom
n (t = 0) + g
inh
n (t = 0) = 0 (5.46a)
g˙allgn (t = 0) = g˙
hom
n (t = 0) + g˙
inh
n (t = 0) = 0 . (5.46b)
Damit lassen sich die jeweiligen Koeffizienten allgemein bestimmen. Wir werden
diese fu¨r den Fall φh = 0 angeben, da dieser in der nachfolgenden Diskussion na¨her
untersucht wird. Der Fall eines beliebigen, aber konstanten Winkels φh ergibt sich
analog. Somit erhalten wir mit der Abku¨rzung des Vorfaktors Kn aus Gleichung
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(5.45) die Koeffizienten aller drei zu unterscheidenden Fa¨lle:
can,1 = −
Kn
2dn
{(
β0n + dn
) [
γn
(
λ− λr
)− (1 + λ2)]+ γn (1 + λλr)} (5.47a)
can,2 =
Kn
2dn
{(
β0n − dn
) [
γn
(
λ− λr
)− (1 + λ2)]+ γn (1 + λλr)} (5.47b)
cbn,1 = −Kn
{
γn
(
λ− λr
)− (1 + λ2)} (5.47c)
cbn,2 = −Kn
{
γn
(
1 + λ λr
)
+ β0n
[
γn
(
λ− λr
)− (1 + λ2)]} (5.47d)
ccn,1 = −
Kn
αn
{
γn
(
1 + λλr
)
+ β0n
[
γn
(
λ− λr
)− (1 + λ2)]} (5.47e)
ccn,2 = −Kn
{
γn
(
λ− λr
)− (1 + λ2)} . (5.47f)
Mit Hilfe der obigen Koeffizienten la¨sst sich einerseits die gesamte horizontale Ge-
schwindigkeitsentwicklung ab dem Zeitpunkt t = 0 diskutieren. Andererseits kann
zudem separat der transiente Teil der Lo¨sung betrachtet werden, um die Unter-
schiede zum Newtonschen Fall (siehe Seiten 30ff) herauszuarbeiten. Dazu ist in
Abbildung 5.9 analog zu Abb. 5.2 die zeitliche geda¨mpfte homogene horizontale
Geschindigkeitslo¨sung fu¨r fu¨nf verschiedene Werte des Koeffizienten λr in sechs Ein-
zeldiagrammen zu zunehmenden Zeitpunkten t dargestellt.
Es ist im linken oberen Diagramm zum Zeitpunkt t = 0 zu erkennen, dass sich fu¨r
niedrige Werte von λr die Kurven einen oszillatorischen Verlauf nehmen, wa¨hrend bei
zunehmenden Werten von λr in Richtung des Koeffizienten λ bis hin zur Gleichheit
die Graphen deutlich glatter sind. Zu spa¨teren Zeitpunkten relaxieren die transienten
Geschwindigkeiten hin zur stationa¨ren Lo¨sung u0 = 0. Dieses Verhalten deutet sich
in den darauffolgenden Einzeldiagrammen zu spa¨teren Zeitpunkten an. Dabei ist
es jedoch interessant festzustellen, dass das Verha¨ltnis der Koeffizienten λr und λ
bestimmt, auf welche Weise die Relaxation vonstatten geht. Falls λr klein gegenu¨ber
λ ist, so kann die transiente Geschwindigkeit u0trans (y, t) sta¨rker oszillieren. Dabei
relaxieren die Geschwindigkeiten am Boden in der Na¨he von y = 0 schneller zu
Null, wa¨hrend der oszillierende Anteil mit abnehmender Amplitude in Richtung
freie Oberfla¨che verschoben wird.
Falls λ und λr ungefa¨hr von einer Gro¨ßenordnung sind, so ist das oszillierende
Verhalten deutlich schwa¨cher ausgepra¨gt. Bei dem in lila markierten Graph (λr/λ =
0.5) ist die Oszillation schon sehr schwach ausgepra¨gt, wa¨hrend bei Gleichheit beider
Koeffizienten die Abnahme monoton wie beim Newtonschen Fall erfolgt.
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Durch Untersuchung der homogenen Lo¨sung (5.37) von Seite 43 zusammen mit
den Koeffizienten in den Gleichungen (5.47) la¨sst sich berechnen, dass, falls beide
Koeffizienten identisch sind (λ = λr 6= 0), bei der Fallunterscheidung nur der Fall
’a’ relevant wird und die Lo¨sung in diejenige des Newtonschen Fluids u¨bergeht (ver-
gleiche dazu die erste Zeile von Gleichung (5.9) auf Seite 29). Falls das Fluid z.B. als
verdu¨nnte Polymerlo¨sung betrachtet wird, so heben sich bei Gleichheit der Koeffizi-
enten λ und λr die viskoelastischen Eigenschaften beider Konstituenten gegenseitig
auf, so dass nur das viskose Verhalten eines rein Newtonschen Fluids u¨brig bleibt.
Falls der Relaxationskoeff. λ viel gro¨ßer als der Retardationskoeff. λr ist, so domi-
niert in der Fallunterscheidung i. Allg. Fall ’c’ fu¨r niedrige bis mittlere Ordnungen
von n (siehe Gl. (5.36b) auf Seite 43). Nur falls λr = 0 ist, so geht im Grenzfall
großer Werte von n die Fallunterscheidung nicht auf Fall ’a’ u¨ber. Damit ist nur
noch der Exponent −β0n = − 12λ fu¨r die Da¨mpfung der Geschwindigkeitslo¨sung ver-
antwortlich. Das bedeutet, dass die Relaxation der horizontalen Geschwindigkeit
u0trans (y, t) unabha¨ngig von den viskosen Eigenschaften des Fluids ist, welche durch
die Reynoldszahl R repra¨sentiert werden. Zudem geben die homogenen Funktionen
des Falls ’c’, welche Kombinationen aus Expontial- und Sinus- bzw Kosinusfunktio-
nen sind (siehe Gl. (5.37c) auf Seite 43), einen Anhaltspunkt, warum die transienten
Lo¨sungen fu¨r kleine Werte von λr sta¨rker oszillieren als diejenigen, bei denen die
Koeffizienten ungefa¨hr die gleiche Gro¨ßenordnung besitzen.
Analog zum Vorgehen bei den Newtonschen Fluiden in Kapitel 5.1.1 ließe sich auch
im Oldroyd-B-Modell eine mittlere Geschwindigkeit u (t) und eine
”
Nettogeschwin-
digkeit“ 〈u〉 (τ) (siehe Diskussion ab Seite 30ff) definieren und diese diskutieren. Wir
werden diese Geschwindigkeiten nicht eingehend diskutieren, da sich wie im New-
tonschen Fall eine exponentielle Abnahme ergibt. Da im Fall eines Oldroyd-B-Fluids
zusa¨tzlich zur unendliche Summe u¨ber alle n noch die Fallunterscheidung erforder-
lich ist, wollen wir hier nur die wesentlichen Resultate ansprechen. Einerseits gelten,
bei identischen Parametern λ und λr, die Ergebnisse vom Newtonschen Fall, wie
es oben angesprochen wurde. Damit lassen sich in diesem Spezialfall die Formeln
(5.10) fu¨r die mittlere Geschwindigkeit u sowie (5.12) fu¨r die Nettogeschwindigkeit
〈u〉 uneingeschra¨nkt anwenden. Andererseits relaxieren diese gemittelten Geschwin-
digkeiten fu¨r große Zeiten t ∝ exp (−β0nt), falls der Retardationskoeff. λr = 0 ist und
das Fluid den Eigenschaften eines Maxwell-Fluids entspricht. Fu¨r beliebige Kombi-
nationen der beiden Koeffizienten λ und λr und auch der Reynoldszahl R ergeben
sich durch die vorzunehmende Fallunterscheidung andere Raten der exponentiellen
Abnahme.
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Abbildung 5.9.: Darstellung der transienten Geschwindigkeitslo¨sung u0trans (y, t) zu zuneh-
menden Zeitpunkten t (siehe Inlet) aus dem Intervall [0, 5pi] (von links
oben zeilenweise nach rechts unten) fu¨r verschiedene Werte von λr. Die
Koeffizienten R = 20, g˜ Γx = 1 sowie λ = 3 bleiben konstant. Rot: λr = 0;
Gru¨n: λr = 0.03; Blau: λr = 0.3; Lila: λr = 1.5; Cyan: λr = 3.
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5.3.4. Periodische Lo¨sung im Oldroyd-B-Modell
Bevor wir die Eigenschaften der periodischen Lo¨sung diskutieren, werden wir analog
zum Newtonschen Fluid eine a¨quivalente, kompakte Form herleiten. Dazu werden wir
die periodische Lo¨sung von Gleichung (5.30) auf Seite 41 mit einem sinusfo¨rmigen
Antrieb herleiten, so dass sich zusammen mit den ra¨umlichen Randbedingungen
folgendes Gesamtproblem ergibt:
(
1 + λ∂t
)
(∂t u)− 1
R
(
1 + λr∂t
) (
∂2y u
)
= g˜Γx
(
1 + λ∂t
)
sin (t+ φh) (5.48a)
u
∣∣
y=0
= 0 (5.48b)
(∂y u)
∣∣
y=1
= 0 . (5.48c)
Analog zur Vorgehensweise im Newtonschen Fall la¨sst sich folgender Ansatz fu¨r die
periodische Lo¨sung u0OB (y, t) wa¨hlen:
u0OB (y, t) = v (y) sin (t) + w (y) cos (t) . (5.49)
Eine inhomogene Lo¨sung uinhOB kann durch eine rein zeitabha¨ngige Funktion gefun-
den werden. Damit bleibt als Forderung an die inhomogene Funktion uinhOB (t) bei
genauerer Betrachtung der DGL (5.48a):
∂t u
inh
OB (t) = g˜Γx sin (t+ φh) (5.50)
⇒ uinhOB (t) = −g˜Γx cos (t+ φh) = g˜Γx (sinφh sin t− cosφh cos t) . (5.51)
Durch Einsetzen von Gl. (5.49) und mit Hilfe der Funktionen und den Relationen
aus dem Anhang A auf Seite 129 kann der homogene Teil der DGL (5.48a) gelo¨st
werden. Dadurch erhalten wir wiederum eine Kombination aus den vier Funktionen
v1 (y) bis v4 (y) jeweils fu¨r v (y) sowie w (y), so dass zur Lo¨sung des Gesamtproblems
noch die Integrationskonstanten c1 bis c4 aus den Randbedingungen (5.48b) sowie
(5.48c) bestimmt werden mu¨ssen:(
v (y)
w (y)
)
= c1
(
v1
−v4
)
+ c2
(
v2
v3
)
+ c3
(
v3
−v2
)
+ c4
(
v4
v1
)
+ g˜ Γx
(
sinφh
− cosφh
)
. (5.52)
Die obigen Koeffizienten ergeben sich damit aus dem Verschwinden zum einen der
horizontalen Geschwindigkeit uinhOB am Boden bei y = 0 sowie deren ra¨umlicher
Ableitung an der Oberfla¨che bei y = 1. Somit erhalten die obigen Konstanten die
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Form:
c1=−g˜Γx cosφh (5.53a)
c2= g˜Γx
cos (φh) sin (B) cos (B) + sin (φh) sinh (A) cosh (A)
cosh2 (A)− sin2 (B) (5.53b)
c3= g˜Γx
cos (φh) sinh (A) cosh (A)− sin (φh) sin (B) cos (B)
cosh2 (A)− sin2 (A) (5.53c)
c4=−g˜Γx sinφh , (5.53d)
wobei die Konstanten A und B wie folgt aussehen:
A =
√
R
2
1
1 + λ
2
r
1 + λλr((
λ− λr
)
+
√(
1 + λ
2
)(
1 + λ
2
r
)) 12 (5.54a)
B =
√
R
2
1
1 + λ
2
r
((
λ− λr
)
+
√(
1 + λ
2
)(
1 + λ
2
r
)) 12
. (5.54b)
Mit den Koeffizienten c1 bis c4 sowie den Parametern A und B ist die Problemstel-
lung (5.48) gelo¨st, zumindest fu¨r den periodischen, nicht-transienten Teil. Wie schon
in Kapitel 5.1.2 werden wir i. Allg. eine rein sinusfo¨rmige Antriebsfunktion betrach-
ten, d.h. φh = 0 wa¨hlen, sowie zur Vereinfachung die Antriebsamplitude g˜Γx = 1.
Fu¨r diese speziellen Annahmen resultiert damit die gesamte Lo¨sung fu¨r u0OB (y, t)
analog zur Lo¨sung im Newtonschen Fall (siehe Gl. (5.20) auf Seite 36):
u0OB (y, t) = v
OB (y) sin (t) + wOB (y) cos (t) (5.55a)
vOB (y) = − sinh (Ay) sin (B y) + cOB2 sinh (Ay) cos (B y)
+cOB3 cosh (Ay) sin (B y) (5.55b)
wOB (y) = + cosh (Ay) cos (B y) + cOB2 cosh (Ay) sin (B y)
−cOB3 sinh (Ay) cos (B y)− 1 , (5.55c)
wobei cOB2 =
sin (B) cos (B)
cosh2 (A)− sin2 (B) und c
OB
3 =
sinh (A) cosh (A)
cosh2 (A)− sin2 (B) die konstanten
Koeffizienten aus Gl. (5.53b) und (5.53c) sind und A sowie B aus den beiden Glei-
chungen (5.54) zu entnehmen sind. Es kann, wie schon im Kapitel der Newtonschen
Fluide angesprochen worden ist, gezeigt werden, dass diese Lo¨sung mit derjenigen
aus Gleichung (5.45) auf Seite 52 u¨bereinstimmt, wobei letztere natu¨rlich noch mit
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Abbildung 5.10.: Darstellung der Funktionen wOB (y) (Diagramme links) und vOB (y)
(rechts) als Funktion der vertikalen Koordinate y. Dabei ist λ = 3 kon-
stant fu¨r alle Graphen. Die Koeffizienten R und λr variieren je nach
Kurve bzw. Graphik.
den entsprechenden ra¨umlichen Funktionen multipliziert und dann aufsummiert wer-
den muss.
In Abbildung 5.10 sind die von der vertikalen Koordinate y abha¨ngenden ra¨um-
lichen Teilgro¨ßen wOB (y) und vOB (y) aus den Gleichungen (5.55) fu¨r verschiedene
Parameterkombinationen skizziert. Der Relaxationskoeffizient λ = 3 gilt fu¨r alle
Einzelgraphiken. Die Diagramme auf der linken Seite stellen jeweils wOB (y) fu¨r ver-
schiedene Reynoldszahlen R dar, wobei im oberen Bild λr = 3 = λ ist und im
unteren gilt λr = 0.1. Dementsprechend ist die Situation die gleiche fu¨r v
OB (y)
auf den rechten Einzelabbildungen. Die oberen beiden Diagramme bei Gleichheit
von Relaxationskoeff. λ und Retardationskoeff. λr repra¨sentieren die uns bekannte
Situation aus dem Newtonschen Fall, welche schon im vorherigen Kapitel 5.1.2 in
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Abbildung 5.5 auf Seite 36 gezeichnet wurde. Fu¨r u¨bereinstimmende Werte von R
sind entsprechende Kurven identisch. Wie vorhin bei der Diskussion der transienten
Lo¨sung schon diskutiert, geht auch in diesem Fall bei gleichen Koeffizienten λ = λr
die Lo¨sung in diejenige des Newtonschen Fluids u¨ber. Das bedeutet explizit, dass
die Konstanten A und B aus Gl. (5.54) in diesem Fall identisch sind und fu¨r die
horizontalen Geschwindigkeiten gilt weiter:
u0OB (y, t) = u
0
h (y, t) . (5.56)
In den beiden unteren Diagrammen von Abb. 5.10 ist der Retardationskoeff. λr = 0.1
und damit deutlich kleiner als der Relaxationskoeff. λ = 3. Im Vergleich zu den
oberen Skizzen ist zu erkennen, dass hier die maximalen Amplituden deutlich gro¨ßer
sind und das oszillatorische Verhalten wesentlich sta¨rker ausgepra¨gt ist. Fu¨r hohe
Reynoldszahlen R oszillieren die beiden Geschwindigkeitsfunktionen wOB und vOB
jeweils in Richtung der freien Oberfla¨che (y → 1) mit kleineren Amplituden um die
Werte w1 = −1 bzw. v1 = 0. Fu¨r mittlere Reynoldszahlen R, z.B. R = 20 (gru¨ne
Kurve) bzw. R = 50 (blau), sind die Schwankungen um diese Positionen und die
dazugeho¨rigen Amplituden deutlich gro¨ßer.
Eine ausfu¨hrliche Diskussion der Eigenschaften von wOB und vOB erfordert das
grundlegende Versta¨ndnis der zusammengesetzten trigonometrischen und hyperbo-
lischen Funktionen in den Gleichungen (5.55). Zudem sind im Vergleich zur Lo¨sung
fu¨r Newtonsche Fluide die Parameter A und B aus Gl. (5.54), welche die Gene-
ralisierung des Parameters ANF =
√
R/2 bei den Newtonschen Fluiden darstellen
(siehe Seite 36), deutlich komplexer. Um diese Koeffizienten eingehender zu unter-
suchen, sind in Abbildung 5.11 in zwei Diagrammen die Koeffizienten A und B
dargestellt, und zwar in Abha¨ngigkeit von λ bei jeweils fest gehaltenem Verha¨ltnis
c = λr/λ. Daher sind sowohl die Funktionen A
(
λ, c λ
)
als auch B
(
λ, c λ
)
in diesen
Diagrammen aufgetragen. Da jeweils das Verha¨ltnis zum urspru¨nglichen Parameter
ANF =
√
R/2 untersucht werden soll, legen wir die Reynoldszahl R = 2 fest, da
damit der Vorfaktor
√
R/2 = 1 ergibt.
Im oberen Diagramm von Abb. 5.11 ist zu erkennen, dass fu¨r kleine Werte von
λ die Funktion A
(
λ
)
zuna¨chst beim Wert A = 1 beginnt und dann, falls c 6= 1 ist,
abnimmt. Je gro¨ßer der Wert von c ist, desto kleiner sind die Werte von λ, bei denen
die Funktion den Wert A = 1 u¨berschreitet. Fu¨r hohe Werte von λ ist, sofern c 6= 0
bzw. c 6= 1, gro¨ßer als 1 und asymptotisch na¨hern sich die Funktionen der Kurve
A∞
(
λ, c
)
=
1√
c
− 2c− 1
2c2
1
λ
2 (5.57)
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Abbildung 5.11.: Darstellung der Koeffizienten A und B aus Relation (5.54) in Abha¨ngig-
keit von λ fu¨r verschiedene Verha¨ltnisse c = λr/λ fu¨r R = 2.
Oberes Diagramm: A
(
λ
)
mit Hilfsfunktion f1
(
λ
)
=
√
1
2λ
.
Unteres Diagramm: B
(
λ
)
mit Hilfsfunktion f2
(
λ
)
=
√
2λ.
an. Obige Funktion ist im Diagramm nicht eingezeichnet, da sich diese nur fu¨r
sehr große Werte von λ der Funktion A
(
λ
)
asymptotisch na¨hert. Der Spezialfall
c = 1 (entspricht λ = λr) wurde weiter oben schon diskutiert und ergibt sowohl fu¨r
den Parameter A als auch fu¨r B jeweils 1 bzw.
√
R/2 im allgemeinen Fall. Wird der
andere Grenzfall, na¨mlich c = 0, gewa¨hlt (siehe rote Kurven in Abb. 5.11), so nimmt
A stetig ab und na¨hert sich asymptotisch dem schwarz gestrichelten Graphen von
f1
(
λ
)
=
√
1
2λ
. In diesem Fall, welcher dem eines Maxwell-Fluids entspricht, la¨sst
sich zeigen, dass sich die Koeffizienten A und B invers zueinander verhalten, d.h. es
gilt dann:
A
(
λ, c = 0
) · B (λ, c = 0) = R
2
. (5.58)
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Da mit obiger Relation im Gegenzug B bei c = 0 monoton steigt und B jeweils
in den trigonometrischen Funktionen vorkommt, bedeutet dies, dass dadurch das
oszillatorische Verhalten der Funktionen wOB und vOB erkla¨rt werden kann. Wie
im unteren Diagramm der Abb. 5.11 zu erkennen ist, wa¨chst fu¨r c = 0 der Koeffi-
zient B am sta¨rksten und zwar asymptotisch wie die Funktion f2
(
λ
)
=
√
2λ. Fu¨r
zunehmende Werte von c wa¨chst B mit steigender Variable λ fu¨r kleine Werte am
schnellsten und scheint dann fu¨r ho¨here Werte von λ ein Plateau zu erreichen. Es
la¨sst sich analog zur Formel (5.57) fu¨r A∞ das Langzeitverhalten von B bestimmen
zu:
B∞
(
λ, c
)
=
1√
c
(
1 +
1− c
c
1
λ
)
. (5.59)
Im Grenzfall c → 1 wird das Plateau schon fu¨r kleinere Werte von λ erreicht und
das oszillatorische Verhalten ist nicht so ausgepra¨gt wie fu¨r kleinere c. Bei c = 1 ist,
wie vorher schon angesprochen, der Limes des Newtonschen Fluids erfu¨llt. Fu¨r das
Verhalten der Funktionen wOB und vOB ist festzuhalten, dass es wesentlich durch
das Verha¨ltnis c = λr/λ und durch die Gro¨ße der Reynoldszahl R bestimmt wird.
Im Folgenden wollen wir uns noch die Dynamik der gesamten horizontalen Ge-
schwindigkeit u0OB (y, t) als Kombination der Funktionen w
OB und vOB u¨ber eine
volle Periode T = 2pi in Absta¨nden ∆t = pi2 ansehen (siehe Gl. (5.55a) auf Seite 57),
die dazu in acht Einzeldiagrammen in Abbildung 5.12 aufgetragen ist. Die Parameter
und die unterschiedlichen Reynoldszahlen R der Graphen entsprechen exakt denen
der beiden unteren Diagramme aus Abbildung 5.10 auf Seite 58. Die Dynamik, die
in diesen Einzelbildern gezeichnet ist, erscheint deutlich komplexer und vielfa¨ltiger
als jene, die in Newtonschen Fluiden auftritt (vgl. dazu die entsprechende Abb. 5.4
auf Seite 34). Es ist im Wesentlichen in den einzelnen Bildern zu erkennen, dass die
Form der Graphen u¨ber die volle zeitliche Periode in groben Zu¨gen erhalten bleibt,
wobei die gro¨ßten A¨nderungen in der Na¨he des Boden bei y = 0 passieren. Dabei
ist das Fluidfeld u0OB (y, t) bei t = pi aufgrund der Symmetrien gerade das an der
y-Achse gespiegelte Feld zum Zeitpunkt t = 0.
Die deutlich ausgepra¨gten gegenla¨ufigen Bewegungen (besonders bei R = 500, lila
Kurven) sind dadurch erkla¨rbar, dass das gesamte Fluid in begrenzten Schichten
einteilbar ist, die sich lokal, jeweils relativ gesehen, entgegengesetzt zu den beiden
Schichten u¨ber bzw. unter ihr bewegen. Dieser Effekt war schon bei den Newton-
schen Fluiden zu erkennen, jedoch weniger stark ausgepra¨gt, da die horizontalen
Geschwindigkeitsunterschiede Scherspannungen durch die Viskosita¨t antiproportio-
nal zur Reynoldszahl R hervorrufen, so dass die gegenla¨ufigen Bewegungen schnel-
ler geda¨mpft werden. Bei den viskoelastischen Fluiden setzt diese Scherspannung
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verzo¨gert ein, weil der Relaxationskoeff. λ beschreibt, wie lange es dauert, bis die
volle Scherspannung (diejenige des Newtonschen Grenzfalls) aufgebaut ist. Fu¨r große
Parameter λ ist diese Zeitspanne gro¨ßer und die Oszillationen damit von viel ho¨herer
Amplitude als beim Newtonschen Fluid. Der Retardationskoeff. λr wirkt dagegen
da¨mpfend auf das Oszillieren, denn dieser Parameter beschreibt beispielsweise die
Wirkung der elastischen Partikel, die im Gesamtfluid gelo¨st sind und damit zusa¨tzli-
che Scherkra¨fte hinzufu¨gen. Die Anzahl der sich gegeneinander bewegende Schichten
wird durch die Reynoldszahl R bestimmt. Dabei scheint im Gegensatz zum New-
tonschen Fluid die Einteilung, zum einen in eine Grenzschichtzone in der Na¨he des
Bodens und zum anderen in eine nahezu periodisch schwingenden Schicht daru¨ber,
nicht mehr sinnvoll, da fu¨r mittlere Reynoldszahlen die relativen Amplituden der
Schichten nicht sehr viel kleiner sind als die maximale Geschwindigkeit in der Na¨he
des Bodens.
Zusammenfassend fu¨r die durch die in kompakter Form beschriebene horizontale
Geschwindigkeit u0OB (y, t) ist festzuhalten, dass durch das Hinzunehmen der vis-
koelastischen Eigenschaften, ausdru¨ckbar mittels der Koeff. λ und λr, sowohl die
Komplexita¨t der Lo¨sung als auch die Vielfalt der Resultate gegenu¨ber dem Modell
des Newtonschen Fluids deutlich zugenommen hat.
Am Ende dieses Unterkapitels wollen wir noch bemerken, dass die DGL (5.48a)
auf Seite 56 auch fu¨r allgemeine periodische Antriebe
F per (t) = F per (t+ 2pi) (5.60a)
⇒ F per (t) = c0 +
∞∑
n=1
cn cos (n t) + sn sin (n t) . (5.60b)
lo¨sbar ist. Denn diese DGL ist linear und die periodische Antriebsfunktion F per
kann in eine Fourierreihe entwickelt werden, so dass diese Funktion zuna¨chst in eine
beliebige Anzahl an Fouriermoden entwickelt werden kann. Die DGL (5.48a) kann
dann separat fu¨r alle Moden gelo¨st und die Lo¨sung am Schluss mittels Superposi-
tionsprinzip zusammengesetzt werden. Die zu bestimmenden Parameter A und B
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(vgl. Gln. (5.54)) verallgemeinern sich dann zu:
An =
√
nR
2
1
1 + n2λ
2
r
1 + n2λλr(
n
(
λ− λr
)
+
√(
1 + n2λ
2
)(
1 + n2λ
2
r
)) 12 (5.61a)
Bn =
√
nR
2
1
1 + n2λ
2
r
(
n
(
λ− λr
)
+
√(
1 + n2λ
2
)(
1 + n2λ
2
r
)) 12
. (5.61b)
Die Integrationskonstanten c1 bis c4 aus den Relationen (5.53) ko¨nnen durch Wahl
des Winkels φh den Sinus- bzw. Kosinusfunktionen aus den Antriebsfunktionen der
einzelnen Summanden aus Gl. (5.60b) angepasst werden (φh =
pi
2 : Kosinus-Terme,
φh = 0: Sinus-Terme), wobei zusa¨tzlich damit A durch An sowie B durch Bn ersetzt
wird. Somit gibt es noch eine weitere Mo¨glichkeit, eine Lo¨sung fu¨r eine allgemeine
periodische Antriebsfunktion zu bestimmen, erga¨nzend zu derjenigen, die im Anhang
B ab Seite 130 beschrieben wird.
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Abbildung 5.12.: Darstellung der Funktionen u0OB (y, t) an zunehmenden Zeitpunkten t
(siehe Inlet) aus dem Intervall [0, 2pi] (von links oben zeilenweise nach
rechts unten) fu¨r verschiedene Werte von R. Die Koeffizienten λr = 0.1,
g˜ Γx = 1 sowie λ = 3 bleiben konstant.
Rot: R = 5; Gru¨n: R = 20; Blau: R = 50; Lila: R = 500.
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Periodische Lo¨sung fu¨r Variablen des Konformationstensors S
Fu¨r die gesamte Lo¨sung des periodischen horizontalen Problems fehlen noch die
abha¨ngigen Variablen des Konformationstensors S, welche durch die DGLn (5.26)
auf Seite 39 beschrieben werden. In der Literatur zu elementaren periodisch ge-
triebenen Lo¨sungen wird im Wesentlichen die horizontale Geschwindigkeit u (y, t)
beschrieben, die von den Variablen des Konformationstensors entkoppelt werden
kann (siehe dazu auch Gl (5.30) auf Seite 41), so dass die Lo¨sung der physikalisch
nicht direkt messbaren Variablen von S vernachla¨ssigt wird. Wir werden im Rahmen
dieser Arbeit die Evolutionsgleichungen (5.26) lo¨sen, da diese in Kapitel 8 fu¨r die
lineare Stabilita¨tsanalyse der horizontalen Geschwindigkeit erforderlich ist.
Beginnend mit Gleichung (5.26d) fu¨r Syy, deren Lo¨sung bereits auf Seite 40 in den
Relationen (5.28) diskutiert worden ist, folgt mit der Symmetriebedingung Sxy = Syx
(vgl. (5.29)) der Nebendiagonalelemente fu¨r die Evolutionsgleichung (5.26b):
(
1 + λ∂t
)
Sxy (y, t) =
1
R
(
1 + λr ∂t
) (
∂y u
0
OB (y, t)
)
, (5.62)
wobei die ra¨umliche Ableitung von Sxy an der Oberfla¨che verschwinden muss, d.h.
Sxy
∣∣
y=1
= 0 . (5.63)
Wir schreiben die horizontale Geschwindigkeit u0OB (y, t) in einer a¨hnlichen Form wie
in Gl. (5.55a) auf Seite 57, wobei wir die Vorfaktoren g˜ Γx aus den Funktionen v
OB
und wOB herausziehen:
u0OB (y, t) = v
OB (y) sin (t) + wOB (y) cos (t) (5.64a)
=: g˜ Γx
{
u0s sin (t) + u
0
c cos (t)
}
. (5.64b)
Damit setzen wir fu¨r die Lo¨sung von Gl. (5.62) an:
Sxy (y, t)=:B
0 (y, t) (5.65a)
B0 (y, t) = g˜Γx
{
u0 ′s (y) fs (sin t, cos t) + u
0 ′
c (y) fc (sin t, cos t)
}
(5.65b)
!
= g˜ Γx
{
B0s (y) sin t+B
0
c (y) cos t
}
. (5.65c)
Durch direktes Einsetzen von B0 (y, t) und u0OB (y, t) in Gleichung (5.62) ko¨nnen
damit die gesuchten Funktionen B0s sowie B
0
c durch Ordnen der Terme gefunden
werden. Die Randbedingung (5.63) ist damit automatisch erfu¨llt, da die ra¨umliche
Ableitung der Funktionen u0s sowie u
0
c am Rand bei y = 1 verschwindet. Wir erhalten
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Abbildung 5.13.: Darstellung der Funktionen B0c (y) (Diagramme links) und B
0
s (y)
(rechts) als Funktion der vertikalen Koordinate y. Dabei ist λ = 3 kon-
stant fu¨r alle Graphen. Die Koeffizienten R und λr variieren je nach
Kurve bzw. Graphik.
somit:
B0s (y) =
1
R
1
1 + λ
2
{(
1 + λλr
)
u0 ′s (y)+
(
λ− λr
)
u0 ′c (y)
}
(5.66a)
B0c (y) =
1
R
1
1 + λ
2
{
− (λ− λr)u0 ′s (y)+(1 + λλr)u0 ′c (y)} . (5.66b)
In diesen beiden Formeln stellen die Striche von u0 ′c (y) sowie u
0 ′
s (y) die Ableitung
nach der Variablen y dar. Durch die obigen beiden ra¨umlichen Funktionen und die
dazugeho¨rige Kombination mit den zeitlichen trigonometrischen Funktionen ist die
Lo¨sung fu¨r die Nebendiagonalvariablen Sxy gefunden. Es bleibt damit noch die DGL
(5.26a) von Seite 39 fu¨r die Variable Sxx zu lo¨sen:
(
1 + λ ∂t
)
Sxx = 2λB
0 (y, t)
(
∂y u
0
OB (y, t)
)− 2λr
R
(
∂y u
0
OB (y, t)
)2
. (5.67)
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Wie in obiger DGL (5.67) zu sehen ist, wird die zeitliche Entwicklung von Sxx
einerseits vom Produkt aus B0 und der ra¨umlichen Ableitung von u0OB sowie ande-
rerseits vom Quadrat dieser Ableitung getrieben. Durch Einsetzen der Funktionen
B0 (Gln. (5.65c), (5.66)) sowie u0OB (Gl. (5.64b)) in die DGL (5.67) erhalten wir
auf der rechten Seite Produkte der Form sin2 (t), cos2 (t) sowie sin t cos t zusammen
mit den ra¨umlichen Funktionen u0 ′c (y) sowie u
0 ′
s (y). Die Produkte der trigonome-
trischen Funktionen lassen sich aufteilen zum einen in eine konstante Komponente,
zum anderen in Anteile, die zeitlich doppelt so schnell oszillieren, also mit der dimen-
sionslosen Kreisfrequenz 2. Damit setzen wir fu¨r die Lo¨sung von Gleichung (5.67)
an:
Sxx (y, t) =: A
0 (y, t) = (g˜ Γx)
2
[
A0k (y) +A
0
c (y) cos (2t) +A
0
s (y) sin (2t)
]
. (5.68)
Durch Ausmultiplizieren aller Terme und weiteren Vereinfachungen kann damit die
Lo¨sung der einzelnen Funktionen Ai erhalten werden. Daraus ergibt sich nach etwas
la¨ngerer Rechnung:
A0k (y) =
1
R
λ− λr
1 + λ
2
[(
u0 ′s
)2
+
(
u0 ′c
)2]
(5.69a)
A0c (y) =
1
R
λ− λr
1 + λ
2
1
1 + 4λ
2
[(
1− 2λ2
){(
u0 ′c
)2 − (u0 ′s )2}
− 6λ (u0 ′c ) · (u0 ′s )
]
(5.69b)
A0s (y) =
1
R
λ− λr
1 + λ
2
1
1 + 4λ
2
[
3λ
{(
u0 ′c
)2 − (u0 ′s )2}
+ 2
(
1− 2λ2
) (
u0 ′c
) · (u0 ′s )
]
. (5.69c)
Dadurch lassen sich die Komponenten des Konformationstensors S, ausgedru¨ckt
durchA0 (y, t) sowieB0 (y, t) als Funktionen der horizontalen Geschwindigkeitsantei-
le u0 ′c sowie u
0 ′
s , aufschreiben. Zur Verdeutlichung sind die ra¨umlichen Komponenten
von B0 (y, t) in Abbildung 5.13 aufgetragen. Im oberen linken Diagramm ist zu er-
kennen, dass die Kurven B0c (y) bei gleichen Koeffizienten λ = λr = 3 (Grenzfall des
Newtonschen Fluids) als glatt erscheinen, wobei fu¨r zunehmende Reynoldszahlen R
die maximalen Auslenkung bei y = 0 abnimmt. Da die Gro¨ße B0 mit dem Inver-
sen der Reynoldszahl R skaliert, ist die Abnahme insgesamt nicht verwunderlich,
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da die in B0c enthalten Ableitungen der horizontalen Geschwindigkeitskomponenten
u0 ′c sowie u
0 ′
s mit der Wurzel der Reynoldszahl zunehmen, so dass die Amplituden
insgesamt mit dem R−
1
2 skalieren. Fu¨r die Graphen der Variablen B0s (y) in rechten
oberen Diagramm von Abb. 5.13 gelten im Wesentlichen die gleichen Aussagen wie
fu¨r die entsprechenden Kurven von B0c , außer dass hier die Ableitungen bei y = 0
nicht verschwinden, wie es bei B0c (y = 0) der Fall ist.
In den unteren Diagrammen der Abb. 5.13 ist die Situation mit Werten der Koeffi-
zienten von λ = 3 sowie λr = 0.1 dargestellt. Im Vergleich zu den daru¨ber liegenden
Skizzen ist einmal mehr das sta¨rker ausgepra¨gte oszillatorische Verhalten zu erken-
nen. Diese Eigenschaft nimmt mit ansteigender Reynoldszahl R zu. Da die Graphen
beider Variablen B0c und auch B
0
s jeweils um Null oszillieren, untermauert dies die
in den Geschwindigkeitsdiagrammen (vgl. die Abb. 5.10 und 5.12 auf den Seiten
58 bzw. 64) auftretenden Min- und Maxima. Alle Graphen verschwinden an der
Oberfla¨che zu Null, wie es die Randbedingung (5.63) vorgibt.
Die zeitliche periodische Dynamik von B0 (y, t) wa¨hrend einer vollen Periode T =
2pi ist in Abbildung 5.15 auf Seite 71 zu sehen. Im Unterschied zu den strobos-
kopischen Aufnahmen der Geschwindigkeitslo¨sung u0OB (y, t) in Abb. 5.12 auf Seite
64 scheinen die Rollen von Boden und freier Oberfla¨che vertauscht, d.h. in diesem
Fall bleiben die Graphen bei y = 1 fest und verschieben sich mit immer gro¨ßer
werdenden Amplituden nach unten, so dass die maximale Auslenkung bei y = 0
erreicht wird.
Demgegenu¨ber steht die zeitliche Entwicklung der Gro¨ße A0 (y, t), welche wa¨hrend
einer vollen Periode T = pi in Einzelbildern der Abb. 5.16 auf Seite 72 dargestellt
ist, und zwar mit Werten von λ = 3 sowie λr = 1 fu¨r vier verschiedene Reynolds-
zahlen R. Die Graphen sind a¨hnlich denen der Variablen B0 (y, t) bei y = 1 auf den
Wert Null festgelegt und oszillieren dann zeitlich fu¨r niedrigere Werte von y. Dies
allerdings nicht um den Wert Null, sondern um die ra¨umliche Funktion A0k (y), die
fu¨r diese Parameterwerte im unteren rechten Diagramm von Abb. 5.14 auf Seite 70
aufgetragen ist. Dabei ist zu erkennen, dass es fu¨r niedrige Reynoldszahlen R weni-
ge, dafu¨r aber stark ausgepra¨gte Extrema gibt, wa¨hrend fu¨r steigende R die Anzahl
der Extrema zunimmt, deren Amplitude jedoch nachla¨sst. Fu¨r große Werte von R
erscheint die Kurve sehr gegla¨ttet. Am Boden erreichen die Funktionen A0 (y) Werte
in der gleichen Gro¨ßenordnung, was dadurch erkla¨rt werden kann, dass A0 (y) von
den Quadraten von u0 ′c sowie u
0 ′
s abha¨ngt. Diese Funktionen verhalten sich, wie wir
vorher schon angesprochen haben, proportional zu
√
R, wodurch sich insgesamt die
R-Abha¨ngigkeit in Formel (5.69a) auf Seite 67 heraushebt.
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Die ra¨umlichen Funktionen A0c (y) und A
0
s (y), welche oben rechts bzw. darunter
in Abb. 5.14 zu sehen sind, oszillieren im Gegensatz A0k (y) deutlich sta¨rker. Diese
Oszillationen nehmen, ausgehend von der Oberfla¨che bei y = 1 in Richtung Boden
deutlich zu, wobei die Amplituden der Oszillationen jeweils kleiner sind als die maxi-
male Auslenkung von A0k (y). Die Anzahl der Oszillationen nimmt wiederum mit der
Reynoldszahl R zu. Wir wollen noch anmerken, dass das Auftreten von A0 (y, t) allein
aus den viskoelastischen Eigenschaften des Fluids resultiert. Denn sobald die Koeffi-
zienten λ = λr gleich sind, verschwindet die Lo¨sung fu¨r A
0
c , A
0
s sowie A
0
k, was durch
Betrachten der Formeln (5.69) ersichtlich wird. Denn bei den Newtonschen Fluiden
verschwindet die linke obere Komponente des Spannungstensors Axx, wa¨hrend bei
viskoelastischen Fluiden diese bei den vorlegenden Symmetrien vom Quadrat der
Ortsableitung der Geschwindigkeit abha¨ngt. Durch Vergleich der jeweiligen Einzel-
diagramme in Abb. 5.14 fu¨r die verschiedenen Werte von λ = 1 auf der linken und
λr = 0.1 auf der rechten Seite ist zu erkennen: je gro¨ßer der Unterschied zwischen
λ und λr, desto ausgepra¨gter ist zudem der oszillatorische Charakter der jeweiligen
Funktionen. Das bedeutet, im Grenzfall des Maxwellschen Fluids (λr = 0) tritt die-
ser Effekt am sta¨rksten auf, wa¨hrend hin zu den Eigenschaften des Newtonschen
Fluids (λr → λ) diese Eigenschaft verschwindet.
Zum Ende dieses Unterkapitels wollen wir noch bemerken, dass die Antriebsam-
plitude Γx in der Gro¨ße A
0 (y, t) quadratisch eingeht (vgl. Gln. (5.68) und (5.69)),
und zudem, dass A0 (y, t) zeitlich doppelt so schnell schwingt wie der a¨ußere Antrieb
sowie die Geschwindigkeit u0OB (y, t). Beide Details werden in Kapitel 8 von Bedeu-
tung sein, da dort die lineare Stabilita¨tsanalyse der in diesem Kapitel gefundenen
Lo¨sung hergeleitet wird.
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Abbildung 5.14.: Darstellung der Funktionen A0c (y) (Diagramme oben), A
0
s (y) (Mitte)
und A0k (y) (unten) als Funktion der vertikalen Koordinate y. Dabei ist
λ = 3 konstant fu¨r alle Graphen. Die Parameter R und λr variieren je
nach Kurve bzw. Graphik (siehe Inlet).
70
5.3. Symmetrie und Entkopplung
 0
 0.2
 0.4
 0.6
 0.8
 1
-0.2 -0.1  0  0.1  0.2 -0.2 -0.1  0  0.1  0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
-0.2 -0.1  0  0.1  0.2 -0.2 -0.1  0  0.1  0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
-0.2 -0.1  0  0.1  0.2 -0.2 -0.1  0  0.1  0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
-0.2 -0.1  0  0.1  0.2 -0.2 -0.1  0  0.1  0.2
y
y
y
y
B0 (y, t)B0 (y, t)
t = 0 t = pi
4
t = pi
2
t = 3pi
4
t = pi t = 5pi
4
t = 3pi
2
t = 7pi
4
Abbildung 5.15.: Darstellung der Funktionen B0 (y, t) an zunehmenden Zeitpunkten t
(siehe Inlet) aus dem Intervall [0, 2pi] (von links oben zeilenweise nach
rechts unten) fu¨r verschiedene Werte von R. Die Koeffizienten λr = 0.1,
g˜ Γx = 1 sowie λ = 3 bleiben konstant.
Rot: R = 5; Gru¨n: R = 20; Blau: R = 120; Lila: R = 200.
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Abbildung 5.16.: Darstellung der Funktionen A0 (y, t) an zunehmenden Zeitpunkten t
(siehe Inlet) aus dem Intervall [0, pi] (von links oben zeilenweise nach
rechts unten) fu¨r verschiedene Werte von R. Die Koeffizienten λr = 0.1,
g˜ Γx = 1 sowie λ = 3 bleiben konstant.
Rot: R = 5; Gru¨n: R = 20; Blau: R = 120; Lila: R = 200.
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5.4. Kombiniert horizontal und vertikal bewegte Fluide
Wie wir im vorherigen Kapitel 4.1 sowie im bisherigen Kapitel 5 gezeigt haben,
lassen sich Lo¨sungen der allgemeinen hydrodynamischen Gleichungen der Newton-
schen Fluide (vgl. Gln. (3.21)-(3.29), S. 17) bzw. der viskoelastischen Fluide (vgl.
Gln. (3.39)-(3.47), S. 21) unter Annahme bestimmter Symmetrien bei Anwesenheit
a¨ußerer Antriebe analytisch lo¨sen. Dabei koppeln Antriebe in vertikaler Richtung
in beiden Fluidmodellen nur an den Druck p (y, t) und das Fluid bleibt ruhend auf
der Platte. Falls die Platte in horizontaler Richtung extern getrieben wird, so re-
sultiert dies in einer komplexen horizontalen Geschwindigkeit u (y, t) sowie einem
hydrostatischen Druck p (y), der in diesem Fall jedoch zeitunabha¨ngig bleibt.
Damit stellt sich die Frage, was bei gleichzeitigem Antrieb sowohl in vertikaler
als auch in horizontaler Richtung passiert? Experimentell la¨sst sich dies in guter
Na¨herung durch einen annularen Schwingfo¨rderer realisieren und wurde fu¨r den
Fall von periodisch bewegter granularer Materie schon eingehend untersucht (siehe
z.B. [11–13]). Dabei lassen sich drei allgemeine Antriebsformen untersuchen: Falls
die Phasenwinkel φh sowie φv u¨bereinstimmen, so resultiert dies in einer linearen
Schwingung in der X-Y -Ebene, wobei die maximalen Amplituden Γx bzw. Γy betra-
gen. Falls die Antriebsamplituden identisch sind, d.h. Γx = Γy, und fu¨r die Differenz
der Phasenwinkel φh − φv = ±pi2 gilt, so beschreibt ein Punkt auf der Bodenplatte
einen Kreis und es wird von einem zirkularen Antrieb gesprochen. Beliebige Kom-
binationen von Werten der Amplituden bzw. Phasenwinkeln resultieren in einem
elliptischen Antrieb, d.h. die Bewegungsform der antreibenden Platte ist eine El-
lipse, deren Orientierung und La¨nge der Halbachsen durch die Antriebsamplituden
und Phasenwinkel bestimmt ist.
Vom Standpunkt der hier berechneten Lo¨sungen lassen sich die vorher angespro-
chenen linearen, zirkularen und elliptischen Antriebsformen jeweils in die horizon-
talen und vertikalen Anteile zerlegen, so dass die Lo¨sungen getrennt berechnet und
am Ende superponiert werden ko¨nnen. Das heißt, dass die Kopplung beider An-
triebsformen fu¨r die Lo¨sungen die Superposition eines raumzeitlich vera¨nderlichen
Druckterms, der aus der vertikalen Komponente des Antriebs resultiert, mit der
lateralen komplexen Geschwindigkeitslo¨sung darstellt, die durch den horizontalen
Anteil des Antriebs hervorgerufen wird.
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In den beiden vorherigen Kapiteln 4 sowie 5 haben wir mo¨glichst elementare Lo¨sun-
gen der Grundgleichungen viskoelastischer und auch Newtonscher Fluide, die von
außen parametrisch in vertikaler bzw. horizontaler Richtung angetrieben werden,
berechnet. Fu¨r den Fall eines rein vertikalen harmonisch vibrierten Fluids kann die
vormals flache Oberfla¨che bei U¨berschreiten einer kritischen Antriebsamplitude ste-
hende Oberfla¨chenwellen ausbilden, welche entweder subharmonisch (ungerade Viel-
fache der halben Antriebsfrequenz f2 ) bzw. harmonisch (gerade Vielfache von
f
2 ) auf
den a¨ußeren Antrieb antworten (vgl. dazu Kapitel 2.1 auf Seite 6 sowie Kapitel 4 auf
Seite 23). Das Ziel dieses Kapitels ist es, die Referenzlo¨sung (4.7) von Seite 25 auf
ihre lineare Stabilita¨t hinsichtlich harmonischer und subharmonischer Oberfla¨chen-
wellen zu untersuchen.
Die ersten theoretischen Untersuchungen zur Stabilita¨t von idealen Fluiden auf
vibrierten Oberfla¨chen stammt von Benjamin und Ursell 1954 ([31]). In dieser Arbeit
wird die Stabilita¨t mit Hilfe von Mathieu-Gleichungen betrachtet und zudem die
Dispersionsrelation fu¨r die Frequenz fm der ohne a¨ußeren Antrieb schwingenden
Oberfla¨chenwellen (aus [31]):
fm =
1
2pi
[
tanh (kmh)
(
k3m σ
ρ
+ km g
)] 1
2
, (6.1)
wobei km die Wellenzahl der Oberfla¨chenwelle, h die Ho¨he der flachen Oberfla¨che,
σ den Oberfla¨chenspannungskoeff., ρ die Dichte des Fluids sowie g die Gravitati-
onsbeschleunigung darstellen. In den Jahrzehnten danach wurden die Berechnun-
gen auf viskose Newtonsche Fluide erweitert. Dazu wurde zum einen der Einfluss
der viskosen Reibung mittels einer geda¨mpften Mathieu-Gleichung modelliert (sie-
he z.B. [53]), zum anderen die Stabilita¨tsgrenzen numerisch aus den Navier-Stokes-
Gleichungen direkt hergeleitet (siehe z.B. [33, 34]). Der U¨bergang zu viskoelastischen
Fluiden, z.B. diejenigen beschrieben durch das Maxwell-Modell, folgte kurze darauf,
wobei a¨hnliche Methoden wie zuvor angewendet worden sind (siehe z.B. [57, 58]).
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Fu¨r das vorliegende viskoelastische Oldroyd-B-Modell werden wir uns zur Unter-
suchung der vertikalen Stabilita¨t an den Arbeiten und Verfahren von K. Kumar und
L. Tuckerman ([33, 34]) bzw. S. Kumar und O. Matar ([57, 58]) orientieren. Dazu
werden wir folgendermaßen vorgehen:
Wir betrachten als Basis die Referenzlo¨sung (4.7) von Seite 25 mit einer kleinen ad-
ditiven Sto¨rung dieser Lo¨sung in allen abha¨ngigen Variablen und bestimmen die ent-
sprechenden Entwicklungsgleichungen, wobei nichtlineare Kopplungen der Gro¨ßen
ausgeschlossen werden (lineare Stabilita¨tsanalyse). Durch weitere Rechnungen und
Ausnutzen von Symmetrien la¨sst sich das Problem auf drei abha¨ngige Variablen re-
duzieren, welche sich aufgrund der lateralen Periodizita¨t in ebene Wellen entwickeln
lassen. Die einzelnen Wellenzahlen koppeln nicht miteinander und damit lassen sich
die von der Zeit und der vertikalen Koordinate abha¨ngigen Moden weiter untersu-
chen. Aufgrund der periodischen Zeitabha¨ngigkeit wa¨hlen wir einen Floquet-Ansatz,
so dass die Lo¨sung in einen periodischen Teil der Periode T = 2pi und einen zeit-
lichen Vorfaktor exp ((µ+ iα) t) aufteilbar. Dabei entscheidet das Vorzeichen vom
Realteil µ des i. Allg. komplexen Floquet-Exponenten µ+ iα u¨ber die Stabilita¨t. Fu¨r
positive Werte von µ wa¨chst die Sto¨rung exponentiell und die berechnete Lo¨sung
ist instabil. Falls µ kleiner als Null ist, so werden infinitesimale Sto¨rungen geda¨mpft
und die Lo¨sung als linear stabil bezeichnet. Anstatt der Berechnung des Floquet-
Exponenten fixieren wir µ = 0 sowie entweder α = 0 (harmonische Instabilita¨t) oder
α = 12 (subharmonische Inst.). D.h., wir ”
setzen“ uns auf die neutrale Stabilita¨tskur-
ve, welche stabile und instabile Parameterbereiche voneinander trennt. Im Anschluss
kann das DGL-System fu¨r die vertikale Geschwindigkeit gelo¨st werden und u¨ber die
Randbedingungen an der freien Oberfla¨che und die kinematische Ho¨henbedingung
in Beziehung zu den Entwicklungskoeffizienten der Ho¨henfunktion h gesetzt werden.
Daraus ergibt sich schließlich ein generalisiertes Eigenwertproblem, dessen niedrigste
reelle Eigenwerte die kritischen (dimensionslosen) Antriebsamplituden Γy sind und
die marginale Stabilita¨t bestimmen.
Das im vorherigen Abschnitt angesprochen Verfahren werden wir detailliert im
na¨chsten Unterkapitel 6.1 vorstellen. Die daraus resultierenden Ergebnisse werden
danach im Abschnitt 6.2 diskutiert und mit den Resultaten bekannter Modelle ver-
glichen.
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6.1. Stabilita¨tsalgorithmus im Oldroyd-B-Modell bei
vertikalem periodischen Antrieb
6.1.1. Herleitung des linearisierten Gleichungssystems
Um die Stabilita¨t der Referenzlo¨sung (4.7) von Seite 25 zu bestimmen, definieren
wir kleine Sto¨rungen in allen Variablen. Diese werden nachfolgend mit einer Tilde
(∼) gekennzeichnet und es ergibt sich:
u (x, y, t) = u˜ (x, y, t) + u0v = u˜ (x, y, t) (6.2a)
v (x, y, t) = v˜ (x, y, t) + v0v = v˜ (x, y, t) (6.2b)
p (x, y, t) = p˜ (x, y, t) + p0v (y, t) = p˜ (x, y, t) +G(t) (1− y) (6.2c)
h (x, t) = h˜ (x, t) + h0v = h˜ (x, t) + 1 (6.2d)
Sij (x, y, t) = S˜ij (x, y, t)+ S
0
v,ij = S˜ij (x, y, t) . (6.2e)
Durch Einsetzen der obigen abha¨ngigen Variablen in die bestimmenden Gleichungen
(3.38) bis (3.47) von Seite 21f des Oldroyd-B-Modells erhalten wir DGLn fu¨r die
Sto¨rungsvariablen. Da wir kleine Sto¨rungen betrachten wollen, werden im Folgenden
Produkte aus diesen gesto¨rten Gro¨ßen bzw. deren Ableitungen als vernachla¨ssigbar
angesehen, so dass die Evolutionsgleichungen linear in diesen Variablen bleiben.
Indem wir die partielle Ableitung von Gl. (3.40) nach x von der partiellen Ableitung
von Gl. (3.39) nach y abziehen, nachdem die Ansa¨tze (6.2a) sowie (6.2b) eingesetzt
worden sind, la¨sst sich die Druckvariable p˜ (x, y, t) eliminieren und durch Weglassen
der Nichtlinearita¨ten erhalten wir:
∂2tyu˜− ∂2txv˜ = ∂y
(
∂x S˜xx + ∂y S˜xy
)
− ∂x
(
∂x S˜yx + ∂y S˜yy
)
. (6.3)
Durch Anwenden des Operators −∂x auf obige Gl. (6.3) und mit Hilfe der Inkom-
pressibilita¨tsbedingung (3.38) von Seite 21 la¨sst sich die horizontale Geschwindigkeit
u˜ aus der Gleichung entfernen:
∂t
(
∂2xx + ∂
2
yy
)
v˜ = −∂3xxyS˜xx − ∂3xyyS˜xy + ∂3xxxS˜yx + ∂3xxyS˜yy . (6.4)
76
6.1. Stabilita¨tsalgorithmus im Oldroyd-B-Modell bei vertikalem periodischen Antrieb
Um die Sxx bis Syy aus obiger Gleichung zu entkoppeln, betrachten wir zuna¨chst die
Gleichung des Konformationstensors S˜, welche sich aus (3.47) auf Seite 21 ergibt:
(
1 + λ ∂t
)
S˜xx =
1
R
(
1 + λr ∂t
) {2 ∂xu˜} (6.5a)(
1 + λ∂t
)
S˜xy =
1
R
(
1 + λr ∂t
) {∂yu˜+ ∂xv˜} (6.5b)(
1 + λ∂t
)
S˜yx =
1
R
(
1 + λr ∂t
) {∂yu˜+ ∂xv˜} (6.5c)(
1 + λ ∂t
)
S˜yy =
1
R
(
1 + λr ∂t
) {2 ∂y v˜} . (6.5d)
Die Symmetrie des Tensors S˜ wurde schon auf Seite 40 in Gleichung (5.29) disku-
tiert. Aus der weiter oben schon angesprochenen Inkompressibilita¨tsbed. (3.38) la¨sst
sich folgern, dass
S˜xx = −S˜yy (6.6)
im obigen Gleichungssystem (6.5) gilt. Indem wir den Operator
(
1 + λ∂t
)
auf die
Feldgleichung (6.4) anwenden und durch Ausnutzen der Relationen (6.5) und der
Inkompressibilita¨t (3.38) erhalten wir eine entkoppelte Gleichung fu¨r die vertikale
Geschwindigkeit v˜ innerhalb des Fluids:
(
1 + λ∂t
)
∂t∆v˜ =
1
R
(
1 + λr ∂t
) {
∂4xxxx + 2 ∂
4
xxyy + ∂
4
yyyy
}
v˜
=
1
R
(
1 + λr ∂t
)
∆2v˜ . (6.7)
Dabei stellt ∆ = ∂2xx + ∂
2
yy den zweidimensionalen Laplace-Operator in obiger Gl.
(6.7) dar. Die Gleichungen innerhalb der Fluidschicht konnten auf Abha¨ngigkeiten
der Variable v˜ reduziert und entkoppelt werden. Damit fehlen noch die Randbedin-
gungen am Boden bei y = 0 sowie an der freien Oberfla¨che bei y = 1 + h˜ (x, t)
und die Kopplung von vertikaler Geschwindigkeit v˜ und Ho¨henfeld h˜ (x, t) u¨ber die
kinematische Ho¨henbedingung (3.41) (siehe Seite 21).
Die Randbedingungen am Boden ergeben sich aus den Relationen (3.42) sowie
(3.44) von Seite 21:
v˜
∣∣
y=0
= 0 (6.8a)
(∂y v˜)
∣∣
y=0
= 0 . (6.8b)
An der freien Oberfla¨che untersuchen wir die tangentiale (3.45) und normale Randbe-
dingung (3.46) von Seite 21. Dabei werden die entsprechenden Variablen an der Stel-
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le h (x, t) = 1 + h˜ (x, t) ausgewertet. Da die Ho¨henvariable h˜ (x, t) unbekannt aber
klein im Vergleich zur Referenzho¨he h0 = 1 ist, werden wir eine Taylorentwicklung
fu¨r beliebige Gro¨ßen A (x, y, t) an der Oberfla¨che vornehmen und folgendermaßen
approximieren:
A (x, y, t)
∣∣∣
y=1+h˜(x,t)
≈ A (x, y, t)
∣∣∣
y=1
+ h˜ (x, t)
(
∂y A (x, y, t)
)∣∣∣
y=1
. (6.9)
Falls A in der obigen Relation eine Sto¨rungsvariable darstellt, so entfa¨llt der zweite
Teil der rechten Seite, weil dies eine nichtlineare Kopplung darstellt. Fu¨r die Refe-
renzlo¨sungen sind beide Teile der rechten Seite auszuwerten. Damit ergibt sich unter
Vernachla¨ssigung der Nichtlinearita¨ten fu¨r die tangentiale und normale Randbedin-
gung sowie die kinematische Ho¨henbedingung:
S˜xy
∣∣
y=1
= 0 (6.10a)
−p˜
∣∣
y=1
+G (t) h˜ (x, t)− S˜xx
∣∣
y=1
= σ∗ ∂2xh˜ (x, t) (6.10b)
∂t h˜ (x, t) = v˜
∣∣
y=1
. (6.10c)
Die Funktion G (t) = g˜ (1− Γy sin (t+ φv)) entspricht dabei der dimensionslosen,
zeitabha¨ngigen Gravitationsbeschleunigung, welche wir in Kapitel 4.1 in Gl. (4.6) auf
Seite 25 eingefu¨hrt haben. Die obigen Gleichungen (6.10) sind noch an die Variablen
p˜, S˜xx bzw. S˜xy gekoppelt. Daher werden wir versuchen, diese Relationen mit Hilfe
der anderen Bestimmungsgleichungen so umzuschreiben, dass nur noch die vertikale
Geschwindigkeit v˜ und die Ho¨henfunktion h˜ eingehen.
Fu¨r die Tangentialbedingung (6.10a) benutzen wir die gleiche Argumentation wie
in Kapitel 5.3 in den Gleichungen (5.31) bis (5.33) (siehe S. 41), in der wir schon
die Randbedingung im Fall der vereinfachten Gleichungen fu¨r horizontale Antriebe
diskutiert haben. Betrachten wir analog dazu Gleichung (6.5b) und werten diese bei
y = 1 aus, so verschwindet auch die Zeitableitung ∂tS˜xy an der Stelle y = 1, so dass
die linke Seite Null ergibt. Indem wir die gesamte, nur noch von den unabha¨ngigen
Variablen x und t abha¨ngende Gleichung partiell nach x differenzieren und die an der
Oberfla¨che ausgewertete Inkompressibilita¨tsbedingung (3.38) auf Seite 21 benutzen,
erhalten wir fu¨r die tangentiale Randbedingung schließlich:
(
1 + λ∂t
) {
∂2xx − ∂2yy
}
v˜ = 0 . (6.11)
Fu¨r die Entkopplung der Normalrandbedingung (6.10b) ist etwas mehr Aufwand
erforderlich. Die Variablen p˜ sowie S˜xx lassen sich u¨ber folgendes Verfahren daraus
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entkoppeln:
1. Wende den Operators
(
1 + λ ∂t
)
∂x auf linearisierte Gl. (3.39) von Seite 21 an.
2. Dru¨cke die Gro¨ßen S˜xx, S˜xy mit Hilfe der Gleichungen (6.5a) sowie (6.5b)
durch die Geschwindigkeitsvariablen u˜, v˜ aus.
3. Wende den Operator
(
1 + λ∂t
)
∂2x auf die Normalrandbedingung (6.10b) an
und ersetze die Terme mit Hilfe der Gleichung aus 1. und 2., welche bei y = 1
ausgewertet wird.
4. Ersetze mit Hilfe der Inkompressibilita¨tsbedingung (3.38) (siehe S. 21) aus-
gewertet bei y = 1 die Abha¨ngigkeiten der Variablen u˜ durch diejenige von
v˜.
Durch die Vorgehensweise der Punkte 1. bis 4. ergibt sich schließlich die Normal-
randbedingung, die nur noch die vertikale Geschwindigkeit v˜, das Ho¨henfeld h˜ sowie
die urspru¨ngliche Antriebsfunktion u¨ber die Funktion G(t) entha¨lt:
− (1 + λ∂t){σ∗∂4x h˜−G (t) ∂2x h˜} = (1 + λ∂t) {∂2ty v˜} (6.12)
− 1
R
(
1 + λr ∂t
) {
∂3y v˜ + 3 ∂
3
xxy v˜
}
.
Die kinematische Ho¨henbedingung (6.10c) bedarf keiner weiteren Modifikation. Da-
mit stellt sich das gesamte lineare Stabilita¨tsproblem folgendermaßen dar:
(
1 + λ∂t
)
∂t∆v˜ =
1
R
(
1 + λr ∂t
)
∆2v˜ (6.13a)
∂t h˜ (x, t) = v˜
∣∣
y=1
(6.13b)
v˜
∣∣
y=0
= 0 (6.13c)
(∂y v˜)
∣∣
y=0
= 0 (6.13d)(
1 + λ∂t
) {
∂2xx − ∂2yy
}
v˜ = 0 (6.13e)
− (1 + λ ∂t) {σ∗∂4x h˜−G (t) ∂2x h˜} = (1 + λ∂t) {∂2ty v˜} (6.13f)
− 1
R
(
1 + λr ∂t
) {
∂3y v˜ + 3 ∂
3
xxy v˜
}
.
Wir wollen noch bemerken, dass obiges Gleichungssystem 6.13 fu¨r den Grenzfall
λ = λr = 0 in das lineare Stabilita¨tsproblem des Newtonschen Fluids u¨bergeht (sie-
he z.B. [34]). Zudem koppelt der a¨ußere vertikale periodische Antrieb nur u¨ber die
79
6. Stabilita¨t vertikal vibrierter Oldroyd-B-Fluide
Normalrandbedingung (6.13f) an das lineare Gleichungssystem der kleinen Sto¨run-
gen.
6.1.2. Lo¨sung der linearen Feldgleichungen und Aufstellen des
Eigenwertproblems
Um das vertikale Stabilita¨tsproblem bestehend aus dem Gleichungssystem (6.13) zu
lo¨sen, fu¨hren wir zuna¨chst die Hilfsvariable a˜ (x, y, t) ein:
a˜ (x, y, t) := ∂t v˜ (x, y, t) . (6.14)
Diese Variable a˜ dient dazu, dass die im DGL-System (6.13) auftretenden Zeitablei-
tungen von erster Ordnung bleiben. Da alle Variablen periodische Randbedingungen
erfu¨llen sollen, bieten sich trigonometrische Funktionen an und wir machen den An-
satz:
a˜ (x, y, t) =
∞∑
n=−∞
a˜n (y, t) e
iknx (6.15a)
v˜ (x, y, t) =
∞∑
n=−∞
v˜n (y, t) e
iknx (6.15b)
h˜ (x, t) =
∞∑
n=−∞
h˜n (t) e
iknx . (6.15c)
Durch die obigen Zerlegung in horizontale Moden mit den Wellenzahlen kn geht der
horizontale Differentialoperator ∂2x → −k2n in eine algebraische Multiplikation u¨ber.
Die Wellenzahl besitzt durch die Wahl unseres Systems (siehe Abb. 3.1 auf Seite 12)
diskrete (hier entdimensionalisierte) Werte kn =
2pinh0
L
. Da wir L i. Allg. beliebig
wa¨hlen ko¨nnen und die horizontalen Moden aus Gln. (6.15) nicht miteinander kop-
peln, werden wir kn → k verallgemeinern, wobei k beliebige kontinuierliche Werte
annehmen kann. Daher erha¨lt das Gleichungssystem (6.13) in den Hauptgleichungen
folgende Form, wobei wir bei allen Variablen die Indizes n weglassen werden:
a˜ = ∂t v˜ (6.16a)(
1 + λ∂t
) {−k2 + ∂2y} a˜ = 1R {−k2 + ∂2y}2 (v˜ + λr a˜) (6.16b)
∂t h˜ (x, t) = v˜
∣∣
y=1
. (6.16c)
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Da das Gesamtgleichungssystem (6.13) ein lineares mit periodischen Koeffizienten
ist (siehe Gl. (6.13f)), kann fu¨r die zeitlichen Lo¨sungen ein Floquet-Ansatz gewa¨hlt
werden (siehe [102] bzw. [103], S. 273ff). Dabei lassen sich die Lo¨sungen der abha¨ngi-
gen Variablen so ansetzen, dass diese in zwei zeitliche Funktionen zerfallen, wobei
eine periodisch mit T = 2pi ist. Z.B. gilt dann fu¨r h˜ (t):
h˜ (t) = e(s+iα)t hˆ (t) = e(s+iα)t hˆ (t+ 2pi) , (6.17)
wobei (s+ iα) der sogenannte komplexe Floquet-Exponent ist und hˆ (t) = hˆ (t+ 2pi)
eine zeitlich periodische Funktion, die in eine Fourierreihe entwickelt werden kann.
Der Realteil s des Floquet-Exponenten gibt dabei die Wachstumsrate wider, d.h.
falls s < 0 ist, so wird fu¨r große Zeiten t die kleine Sto¨rung h˜ (t) geda¨mpft, wa¨hrend
umgekehrt bei s > 0 die Sto¨rungen exponentiell zunehmen, so dass von Instabilita¨t
hin zu dieser neuen Lo¨sung gesprochen wird. Der Fall s = 0 entspricht der soge-
nannten neutralen Stabilita¨t, d.h. hier bleibt die Amplitude der Sto¨rung fu¨r große
Zeiten erhalten. In einem Parameterdiagramm trennt die Kurve mit der Eigenschaft
s = 0 genau die stabilen und instabilen Bereiche voneinander.
Der Imagina¨rteil α kann zuna¨chst einmal beliebig sein. Wir werden uns auf zwei
Spezialfa¨lle konzentrieren, na¨mlich einerseits α = 0, was einer harmonischen Ant-
wort auf die periodische Antriebsfunktion entspricht mit dimensionsloser Frequenz
fh = 1, 2, . . . . Andererseits betrachten wir α =
pi
2 , so dass die Gesamtfunktion h˜ (t)
subharmonisch schwingt, d.h. diese Funktion oszilliert mit einem Vielfachen der hal-
ben Antriebsfrequenz. Demnach ist die dimensionslose Frequenz fsh =
1
2 ,
3
2 , . . . Da
h˜ (t) eine reelle Funktion ist, muss fu¨r die Entwicklungskoeffizienten h˜m gelten:
α = 0 : h˜∗m = h˜−m (6.18a)
α =
pi
2
: h˜∗m−1 = h˜−m , (6.18b)
wobei der Stern ∗ die komplexe Konjugation bezeichnet. Somit ko¨nnen wir fu¨r die
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abha¨ngigen Variablen folgenden Ansatz machen:
v˜ (y, t) = e(s+iα) t
∞∑
m=−∞
v˜m (y) e
im t (6.19a)
h˜ (t) = e(s+iα) t
∞∑
m=−∞
h˜m e
im t (6.19b)
a˜ (y, t) = e(s+iα) t
∞∑
m=−∞
a˜m (y) e
im t (6.19c)
⇒a˜ (y, t) = e(s+iα) t
∞∑
m=−∞
(s+ i (α+m)) v˜m (y) e
im t . (6.19d)
Dabei wurde in der letzten Zeile (6.19d) die Relation (6.14) ausgenutzt, so dass
wir alle Abha¨ngigkeiten von a˜ auf die Geschwindigkeit v˜ umtransformieren ko¨nnen.
Damit ergibt sich aus Gl. (6.16b) folgende zu lo¨sende DGL vierter Ordnung in der Va-
riablen y fu¨r die zeitlichen Moden v˜m, wobei wir die Abku¨rzung s
α
m = (s+ i (α+m))
benutzen:
sαm
(
1 + λsαm
) (−k2 + ∂2y) v˜m − 1R (1 + λrsαm) (−k2 + ∂2y)2 v˜m = 0 (6.20a)
⇒
{
sαm
(
1 + λsαm
)− 1
R
(
1 + λrs
α
m
) (−k2 + ∂2y)} (−k2 + ∂2y) v˜m = 0 .(6.20b)
Die obige lineare DGL (6.20b) la¨sst sich analytisch lo¨sen, insbesondere, da die Glei-
chung in zwei multiplikative Anteile zweiter Ordnung zerfa¨llt. Die allgemeine Lo¨sung
la¨sst sich damit bestimmen zu:
v˜m (y) = A1 sinh (k y) +A2 cosh (k y) +A3 sinh (κ
α
m y) +A4 cosh (κ
α
m y) . (6.21)
Dabei ist καm definiert als:
καm :=
(
k2 +Rsαm
1 + λ sαm
1 + λr sαm
) 1
2
, (6.22)
wobei καm als diejenige Wurzel mit positivem Realteil betrachtet wird. Die noch zu
bestimmenden Integrationskonstanten A1 bis A4 aus Gl. (6.21) lassen sich mit Hilfe
der Rand- und kinematischen Ho¨henbedingungen (6.13b) bis (6.13e) in Beziehung zu
den Ho¨henkoeffizienten h˜m setzen. Aus diesen Gleichungen ergibt sich nach Auflo¨sen
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der x- und t-Abha¨ngigkeiten:


A1
A2
A3
A4

 =


καm
[
2k2 cosh (k)−
(
k2 + (καm)
2
)
cosh (καm)
]
−k
[
2kκαm sinh (k)−
(
k2 + (καm)
2
)
sinh (καm)
]
−k
[
2k2 cosh (k)−
(
k2 + (καm)
2
)
cosh (καm)
]
k
[
2kκαm sinh (k)−
(
k2 + (καm)
2
)
sinh (καm)
]


sαm h˜m
N (k, καm)
, (6.23)
mit der Normierung N (k, καm):
N (k, καm) = −k3 cosh (k) sinh (καm) + k2καm cosh (καm) sinh (k) (6.24)
− (καm)3 cosh (καm) sinh k + k (καm)2 sinh (καm) cosh (k) . (6.25)
Aus den Koeffizienten (6.23) und der Lo¨sung (6.21) ist zu erkennen, dass zwischen
den zeitlichen Moden hm sowie vm ein linearer Zusammenhang besteht. Fu¨r den
Spezialfall sαm = 0, d.h. wenn s, α undm jeweils Null ergeben, geht κ
α
m u¨ber in k und
in der Lo¨sung (6.21) sind die beiden Lo¨sungsfunktionen mit Koeffizienten A3 und
A4 nicht mehr unabha¨ngig. Daher mu¨ssen noch zwei zusa¨tzliche linear unabha¨ngige
Funktionen gefunden werden:
v˜0m (y) = A
0
1 sinh (k y) +A
0
2 cosh (k y) +A
0
3 y +A
0
4 . (6.26)
Analog zum Ergebnis fu¨r die Koeffizienten in Relation (6.23) erhalten wir in diesem
Fall: 

A01
A02
A03
A04

 =


0
0
0
0

 ⇒ v0m (y) = 0 . (6.27)
Um das gesamte Problem abzuschließen, betrachten wir die Normalrandbedingung
(6.13f), wobei wir die x-Abha¨ngigkeit bereits aufgelo¨st haben:
− (1 + λ∂t) {σ∗k4 h˜+G (t) k2 h˜}=(1 + λ∂t) {∂2ty v˜} (6.28)
− 1
R
(
1 + λr ∂t
) {
∂3y v˜ − 3k2 ∂y v˜
}
.
Die Funktion G (t) ist eine periodische zeitabha¨ngige Funktion und wir ko¨nnen diese
u¨ber die Exponentialdarstellung der Sinus- und Kosinusfunktionen folgendermaßen
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ausdru¨cken:
G (t) = g˜
(
1− Γy sin (t+ φv)
)
= g˜ − g˜Γy {sin t cosφv + cos t sinφv}
= g˜ − g˜Γy
{
cosφv
2i
[
ei t − e−i t]+ sinφv
2
[
ei t + e−i t
]}
. (6.29)
Die Abha¨ngigkeiten von v˜ (y, t) auf der rechten Seite von Gleichung (6.29) lassen sich
mit Hilfe der zeitlichen Entwicklung (6.19a) fu¨r jeden zeitlichen Koeffizienten vm (y)
durch deren Lo¨sung (6.21) mit den Koeffizienten (6.23) in Beziehung zu den Moden
h˜m setzen. Daher kann die Normalrandbedingung nur noch durch Terme ∝ h˜m
ausgedru¨ckt werden. Durch die Exponentialterme in der zweiten Zeile von Gleichung
(6.29) koppelt die Antriebsfunktion G (t) an (m + 1)-Terme der Fourierdarstellung
von h˜ (t) fu¨r e−it bzw. an (m− 1)-Terme fu¨r eit. Damit erhalten wir insgesamt:
(
1 + λ sαm
) {
σ∗k4 + g˜k2
}
h˜m +DYm
(
s, α, k, λr
)
h˜m (6.30)
= Γy
g˜k2
2
{
cosφv
[
i
(
1 + λ sαm+1
)
+ λ
]
+ sinφv
[(
1 + λ sαm+1
)
+ iλ
]}
h˜m+1
+Γy
g˜k2
2
{
cosφv
[−i (1 + λ sαm−1)+ λ ]+ sinφv [(1 + λ sαm−1)− iλ ]}h˜m−1 ,
wobei die Funktion DYm
(
s, α, k, λr
)
in der ersten Zeile von Gl. (6.30) die gesam-
te Diskretisierung von y- und t-Abha¨ngigkeit auf der rechten Seite von Gl. (6.28)
darstellt. Aus obiger Gleichung (6.30) ist ersichtlich, dass jeder Koeffizient hm der
zeitlichen Entwicklung jeweils an seine na¨chsten Nachbarn hm−1 sowie hm+1 koppelt.
Um das gesamte System zu lo¨sen und die kritischen Amplituden Γy zu erhalten, bei
denen der Realteil s des Floquet-Exponenten (s+ iα) und damit die Wachstumsra-
te der Sto¨rungen gro¨ßer als Null wird, berechnen wir nicht die Funktion s (Γy) bei
Festhalten der anderen Parameter. Stattdessen fixieren wir s = 0, was genau der
Stabilita¨tsgrenze entspricht und setzen des Weiteren α = 0 fu¨r harmonische Sto¨run-
gen an bzw. entsprechend α = pi2 fu¨r subharmonische. Die unendliche Summe der
zeitlichen Entwicklung (siehe Gln. (6.19)) wird zu einer endlichen, da wir fu¨r hinrei-
chend große M nur Terme von −M . . .M fu¨r α = 0 bzw. −M . . .M − 1 fu¨r α = pi2
aufsummieren und dabei ho¨here Frequenzen vernachla¨ssigen. Die unterschiedlichen
Entwicklungen hinsichtlich α ergeben sich aus den Symmetriebedingungen (6.18).
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Dies la¨sst sich als Matrixgleichung aufschreiben:


L−M 0 ... 0
0
. . .
L−1
... L0
...
L1
. . . 0
0 ... 0 LM




h˜−M
...
h˜−1
h˜0
h˜1
...
h˜M


(6.31)
= Γy


0 R+
−M
0 ... 0
R−
−M+1
0 R+
−M+1
R−
−M+2
. . .
...
. . . 0
. . .
...
. . . R+
M−2
R−
M−1
0 R+
M−1
0 ... 0 R−
M
0




h˜−M
...
h˜−1
h˜0
h˜1
...
h˜M


,
wobei die linke Seite von Gl. (6.30) jeweils in Diagonaleintra¨gen Lm resultiert und
die rechte Seite in oberen Nebendiagonaleintra¨gen R+m sowie auf der unteren Neben-
diagonalen R−m. In diesem Fall sind im Gleichungssystem 6.31 die Matrizen fu¨r den
Fall α = 0 gezeigt, d.h. diese haben eine Dimension (2M + 1) × (2M + 1). Damit
erhalten wir jeweils abha¨ngig von α sowie den weiteren Parametern k, R, λ usw. ein
generalisiertes Eigenwertproblem, wobei Γy die Rolle des Eigenwertes u¨bernimmt.
Fu¨r die Realisierung von α = pi2 ergibt sich dementsprechend ein Matrixsystem der
Gro¨ße 2M × 2M .
Mit Hilfe numerischer Computeralgebrasysteme und -routinen (z.B. MATLAB®
bzw. den Fortran-90-Routinen der Numerical Algorithms Group, NAG) bestimmen
wir die niedrigsten reellen Eigenwerte Γcy, welche dann die kritischen Antriebssta¨rken
darstellen. Dazu wollen wir bemerken, dass die Eigenwertberechnungen jeweils fu¨r
mindestens zwei verschiedene M durchgefu¨hrt worden sind, so dass es einen An-
haltspunkt fu¨r die Gu¨te und Genauigkeit der niedrigsten Eigenwerte gibt (siehe
dazu insbesondere [104], Kapitel 7).
Im na¨chsten Unterkapitel werden wir dann die Resultate der Eigenwertberechnung
und damit der linearen Stabilita¨tsanalyse beschreiben.
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6.2. Subharmonische und harmonische
Stabilita¨tsgrenzen
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Abbildung 6.1.: Darstellung der numerisch berechneten neutralen Stabilita¨tskurven Γy (k)
fu¨r verschiedene Werte von λr (siehe Bild) bei konstantem λ = 3. Rot:
Subharmonische Lo¨sungen; Blau: Harmonische Lo¨sungen. Die Minima der
Kurven ergeben jeweils Γcy sowie kc. Weitere dimensionslose Parameter:
R = 6.4088, g˜ = 7.165 · 10−2, σ∗ = 1.623 · 10−2.
Um die Eigenwerte Γy des Matrixsystems (6.30) bzw. (6.31) zu bestimmen, be-
rechnen wir die Eintra¨ge der Matrizen aus Relation (6.30) in Abha¨ngigkeit aller
Parameter (siehe Gln. (3.30) - (3.32) auf S. 17 sowie (3.48) und (3.49) auf S. 22)
und der Wellenzahl k, wobei wir hier die dimensionslose Form wa¨hlen, falls expli-
zit nichts anderes angegeben wird. Der Phasenwinkel φv der vertikalen periodischen
Antriebsfunktion G (t) (siehe Gl. (6.29) sowie (6.30)) wird bei den folgenden Be-
rechnungen auf Null gesetzt, d.h. φv = 0. Wir lo¨sen das Eigenwertsystem (6.31)
i. Allg. fu¨r zwei verschiedene Werte von M , wobei sich aufgrund der elementaren
Gestalt der Matrizen im Wesentlichen M1 = 18 sowie M2 = 12 als hinreichend
herausgestellt hat. Die so jeweils erhaltenen i. Allg. komplexen Eigenwerte werden
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Abbildung 6.2.: Darstellung von Γcy (linkes Diagramm) sowie kc (rechts) in Abha¨ngigkeit
der Antriebsfrequenz f in Hertz. Dabei ist λ = 3.0 konstant fu¨r alle Gra-
phen und λr variiert (siehe Legende rechts). HA - Harmonische Lo¨sun-
gen, SH - Subharmonische Lo¨sungen. Weitere Parameter: h0 = 0.3 cm;
θ = 20 g/s2; ν = 3 cm2/s; % = 1 g/cm3.
dahingehend analysiert, ob deren Imagina¨rteil Null bzw. sehr klein ist (d.h. in der
Gro¨ßenordnung der Maschinengenauigkeit  des Computers:  ≈ 10−14− 10−15). Da
das generalisierte Eigenwertproblem aus rein reellen Matrizen besteht, treten die
Eigenwerte Γy in komplex konjugierten Paaren auf. Da das System invariant unter
Umkehrung des Vorzeichens der Antriebsfunktion ist, d.h. Γy → −Γy ist, reicht es
daher, sich auf die positiven zu beschra¨nken. Die somit erhaltenen reellen und posi-
tiven Eigenwerte beider Entwicklungen M1 und M2 werden miteinander verglichen
und damit die Gu¨te eines jeden Eigenwerts bestimmt. Dazu haben wir die soge-
nannte
”
Ordinal-Difference“- bzw.
”
Nearest-Difference“-Methode verwendet (siehe
Boyd [104], Kapitel 7), um zu bestimmen, wie akkurat diese reellen Eigenwerte sind.
Diese Methoden berechnen skalierte Differenzen der Eigenwerte der ersten Entwick-
lung M1 zur zweiten M2. Falls diese Differenzen fu¨r einen Eigenwert Γy unter einer
bestimmen Toleranzschwelle tol liegen (z.B. tol = 1 ·10−10), so wird dieser als ein re-
gula¨rer, physikalisch relevanter Eigenwert fu¨r weitere Berechnungen akzeptiert. Die
gesamte Eigenwertberechnung wird einmal fu¨r subharmonische Lo¨sungen mit α =
pi
2
sowie fu¨r harmonische mit α = 0 durchgefu¨hrt.
In Abbildung 6.1 sind die Resultate einer solchen Eigenwertberechnung gezeigt.
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In diesen vier Einzeldiagrammen sind jeweils die Eigenwerte Γy in Abha¨ngigkeit von
vielen verschiedenen Werten der Wellenzahl k dargestellt, wobei die Relaxationszeit
λr in jedem Diagramm variiert und alle anderen Parameter konstant gehalten wer-
den, z.B. λ = 3. Die roten Punkte markieren dabei die neutrale Stabilita¨tskurve der
subharmonischen Lo¨sungen, d.h. im Bereich innerhalb dieser
”
Zungen“ ist die fla-
che Oberfla¨che instabil gegenu¨ber subharmonisch schwingenden Oberfla¨chenwellen.
Analog dazu stellen die blauen Punkte die neutrale Stabilita¨tskurve der harmoni-
schen Lo¨sungen dar. Es ist jeweils zu erkennen, dass imWesentlichen subharmonische
und harmonische Zungen einander abwechseln, wobei fu¨r die hier gewa¨hlten Werte
der Parameter die subharmonischen Lo¨sungen zuerst instabil werden. Damit ist ge-
meint, dass jeweils das Minimum min (Γy) aller reellen und positiven Eigenwerte die
kritische Antriebssta¨rke Γcy ergibt, d.h.:
Γcy := min
k
(
Γy (k)
)
. (6.32)
In Abbildung 6.1 sind die kritischen Antriebsamplituden Γcy jeweils fu¨r die gewa¨hlten
Parameter subharmonischen Oberfla¨chenwellen zugeordnet. Die zu diesem kritischen
Antriebswert Γcy geho¨rende Wellenzahl kc wird kritische Wellenzahl genannt, da die
zuna¨chst flache Oberfla¨che h (x, t) = h0 bevorzugt periodische Oberfla¨chenwellen mit
dieser Wellenzahl ausbildet, sobald die Antriebsamplitude Γy den kritischen Wert
Γcy u¨bersteigt. In allen Graphiken von Abbildung 6.1 sind die kritische Wellenzahl
kc sowie die kritische Antriebsamplitude Γ
c
y als gestrichelte Linien eingezeichnet.
In den einzelnen Unterdiagrammen von Abb. 6.1 a¨ndert sich jeweils nur die dimen-
sionslose Retardationszeit λr von Diagramm zu Diagramm. Dabei ist zu erkennen,
dass der kritische Wert Γcy mit kleiner werdendem λr zuna¨chst sinkt und im rechten
unteren Einzelbild mit λr = 0 wiederum ansteigt gegenu¨ber der linken unteren Gra-
phik mit λr = 0.15. Die kritischen Wellenzahlen kc bleiben von der gleichen Gro¨ßen-
ordnung. Das bedeutet, hin zu kleineren Werten von λr wird die flache Fluidschicht
deutlich leichter instabil hinsichtlich subharmonischer Oberfla¨chenwellen. Dies deckt
sich mit Erwartungen aus dem oszillatorischen Verhalten fu¨r niedrige λr, welches
wir z.B. schon in Kapitel 5.3.3 ab Seite 52 bei den Lo¨sungen fu¨r die horizontale
Geschwindigkeit u0OB beobachtet hatten.
Im linken oberen Diagramm von Abb. 6.1 ist λ = λr = 3. Durch genaueres Be-
trachten der Gleichungen (6.28) und (6.30) auf Seite 83 la¨sst sich berechnen, dass fu¨r
gleiche Koeffizienten λ = λr der Faktor
(
1 + λsαm
)
auf beiden Seiten der Gleichung
herausgeku¨rzt werden kann. Dadurch sind die Gleichungen unabha¨ngig von den bei-
den Parametern λ sowie λr und es ergibt sich das vertikale Stabilita¨tsproblem einer
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Abbildung 6.3.: Darstellung von Γcy (linkes Diagramm) sowie kc (rechts) in Abha¨ngigkeit
der Antriebsfrequenz f in Hertz. Dabei ist λ = 0.02 s konstant fu¨r alle
Graphen und λr variiert (siehe Legende rechts). HA - Harmonische Lo¨sun-
gen, SH - Subharmonische Lo¨sungen. Weitere Parameter: h0 = 0.3 cm;
θ = 20 g/s2; ν = 5 cm2/s; % = 1 g/cm3.
Newtonschen viskosen Flu¨ssigkeit. Analog dazu geht das Problem in dasjenige eines
Maxwellschen Fluides u¨ber, falls λr = 0 gilt, wobei λ beliebig sein kann. Diese Re-
sultate besta¨tigen die schon bekannten Ergebnisse aus Kapitel 5.3.4 (siehe S. 56ff).
Daher wollen wir bei der Diskussion weiterer Graphiken im Wesentlichen zum einen
die Grenzfa¨lle Newtonscher und Maxwellscher Fluide skizzieren, zum anderen auf
beliebige andere Kombinationen der beiden Koeffizienten λ und λr eingehen.
In Abbildung 6.2 sind die kritischen Werte Γcy sowie kc als Funktion der (dimensi-
onsbehafteten) a¨ußeren Antriebsfrequenz f = 2pi
ω
aufgetragen. Die Kreuze markieren
jeweils subharmonische Lo¨sungen und die quadratischen Punkte sind die harmoni-
schen. Dabei ist ersichtlich, dass bei der in rot skizzierten Lo¨sung nur die subharmo-
nische Instabilita¨t zu beobachten ist. Dies entspricht, da Gleichheit von λ = λr = 3
gegeben ist, dem Grenzfall eines Newtonschen Fluids. Die kritische dimensionslose
Antriebsbeschleunigung Γcy hat dabei ihr Minimum in der Na¨he von f ≈ 15 Hz
und steigt danach mit einem nichtlinearen Verhalten an. Die kritische Wellenzahl kc
steigt monoton von kc (f = 10Hz) ≈ 0.5 bis 2.5 an, wenn f = 130Hz.
Bei den in blau dargestellten Kreuzen und Quadraten betra¨gt der Wert von
λr = 0.15, was einem Zwanzigstel von λ = 3 entspricht. Dabei verschiebt sich die
Instabilita¨t hin zu den harmonischen Wellen fu¨r niedrige Antriebsfrequenzen f bis
hin zu einem U¨bergangspunkt, welcher ca. bei f = 27 Hz liegt. Fu¨r ho¨here Frequen-
zen ist wiederum die subharmonische Instabilita¨t zu beobachten. Dabei steigen die
kritischen Amplituden Γcy vom Verlauf her a¨hnlich wie diejenigen des roten Graphen,
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jedoch mit deutlich geringeren Werten. Die fu¨r kleine Frequenzen f berechneten kri-
tischen Wellenzahlen kc der harmonischen Instabilita¨t wachsen bis zu dem Punkt, in
dem die subharmonischen bevorzugt instabil werden, mit gro¨ßerer Steigung als die
entsprechenden darauffolgenden subharmonischen kc. Die mit λr = 0 dargestellten
Punkte in gru¨n aus Abbildung 6.2 haben qualitativ die gleichen Eigenschaften wie
diejenigen in blau. Das bedeutet, dass die harmonische Instabilita¨t bei viskoelasti-
schen Fluiden die bevorzugte subharmonische Instabilita¨t Newtonscher Flu¨ssigkeiten
unter bestimmten Umsta¨nden verdra¨ngen kann (siehe dazu auch S. Kumar [57]).
In Abbildung 6.2 wird die Frequenzabha¨ngigkeit der kritischen Parameter gezeigt,
wobei diese bei konstanten Koeffizienten λ bzw. λr untersucht werden. Diese dimen-
sionslosen Gro¨ßen skalieren jedoch mit der Kreisfrequenz ω = 2pif und damit mit
der Frequenz f (siehe Gln. (3.48) und (3.49) auf S. 22). Somit skizzieren wir in Abbil-
dung 6.3 die Situation, in der die dimensionsbehafteten Gro¨ßen λ sowie λr konstant
gehalten werden, so dass dies der experimentellen Realisierung na¨her kommt, in der
nur die Frequenz vera¨nderlich ist und alle Fluidparameter konstant gehalten werden.
Die in dieser Abbildung 6.3 gezeigten Graphen sind wiederum in rot der Spezialfall
des Newtonschen Fluids (λ = λr = 0.02 s) sowie in gru¨n derjenige des Maxwell-
Fluids (λr = 0). Die blauen Punkte stehen fu¨r die Kombination λ = 0.02 s und
λr = 1.25 · 10−3 s. In Fall dieser Parameterwahl zeigt sich auch beim Newtonschen
Fluid bei kleinen Frequenzen die harmonische Instabilita¨t, die jedoch bei den in
gru¨n und blau dargestellten viskoelastischen Fluiden u¨ber einen deutliche gro¨ßeren
Frequenzbereich ausgepra¨gt ist. Ansonsten a¨hnelt der Verlauf der Kurven in rot qua-
litativ denjenigen aus Abbildung 6.2. Die in blau und gru¨n dargestellten Graphen
bilden zuna¨chst die harmonische Instabilita¨t aus, wobei die kritischen Amplituden
Γcy deutlich geringer als diejenigen des in rot skizzierten Newtonschen Fluids sind. So-
bald der U¨bergangspunkt von harmonisch zu subharmonisch bei f ≈ 33 Hz erreicht
ist, nehmen beide viskoelastischen Kurven fu¨r Γcy zuna¨chst einen a¨hnlichen Verlauf
bis zur Frequenz f ≈ 83 Hz. Die blaue Kurve wa¨chst weiter monoton, wa¨hrend die
kritischen Antriebssta¨rken Γcy des Maxwell-Fluids gekennzeichnet durch die gru¨nen
Punkte zuna¨chst sinken. Dabei beschreibt die Kurve einen a¨hnlichen Verlauf wie
zuvor, als sie aus dem U¨bergangspunkt der harmonischen Instabilita¨t gestartet ist.
Durch Betrachtung der kritischen Wellenzahlen kc im rechten Diagramm von Ab-
bildung 6.3 ist zu sehen, was dort passiert. Wa¨hrend die blaue Kurve bei der Fre-
quenz f ≈ 83 Hz kurz ein Plateau beschreibt, so zeigt sich, dass die gru¨ne Kurve
des Maxwell-Fluids eine Sprungstelle in der Funktion der kritischen Wellenzahl kc
besitzt, wobei jedoch die kritische Amplitude Γcy stetig bleibt. Den genauen Vorgang
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dieses U¨bergangs la¨sst sich mit Hilfe von Abbildung 6.4 erla¨utern. Diese Abbildung
zeigt die Stabilita¨tszungen der subharmonischen und harmonischen Eigenwerte Γy
in Abha¨ngigkeit der Wellenzahl k, wie es entsprechend Abbildung 6.1 auf Seite 86
dargestellt ist. Die Diagramme auf der rechten Seite von Abbildung 6.4 zeigen exem-
plarisch den Vorgang, wie es zum unstetigen U¨bergang zweier kritischer Wellenzahlen
kommt. Die in rot skizzierte, subharmonische neutrale Stabilita¨tskurve besitzt dabei
zwei Minima, deren Amplituden zu Beginn unterschiedlich sind. Durch Erho¨hung der
Frequenz f steigt das rechte Minimum bei krc , wa¨hrend im Gegenzug das linke ab-
sinkt. Dadurch gibt es eine Frequenz, bei der die Werte Γcy beider Minima gleich sind
und somit zwei kritische Wellenzahlen klc sowie k
r
c parallel vorhanden sind. Durch
eine weitere Steigerung der Antriebsfrequenz wird die linke kritische Wellenzahl klc
die alleinige, so dass in Parameterplots wie in Abbildung 6.3 insgesamt ein unstetiger
U¨bergang zu erkennen ist.
Fu¨r harmonische Instabilita¨ten gibt es einen a¨hnlichen Vorgang, welcher beispiel-
haft in den linken Diagrammen von Abbildung 6.4 gezeigt ist. Dieser Mechanismus
unterscheidet sich jedoch vom gerade beschriebenen der subharmonischen Insta-
bilita¨t insofern, als dass eine Stabilita¨tszunge nicht zwei Minima besitzt, sondern
vielmehr zwei harmonische Instabilita¨tsbereiche einen subharmonischen Bereich so
einengen, dass dieser zu ho¨heren Werten von Γy verschoben ist. Durch Erho¨hung der
Frequenz f sinkt dann die linke harmonische Stabilita¨tszunge ab, so dass es auch
eine Frequenz gibt, bei der zwei kritische Wellenzahlen fu¨r harmonische Instabi-
lita¨ten parallel existieren und mit folgender Frequenzerho¨hung die kleinere kritische
Wellenzahl klc die alleinige ist.
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Abbildung 6.4.: Darstellung des unstetigen U¨bergangs der kritischen Wellenzahl kc und
Koexistenz zweier kritischer Wellenzahlen. Die Diagramme zeigen jeweils
Γy als Funktion von k fu¨r die harmonische (blau) sowie subharmonische
(rot) neutrale Stabilita¨t. Auf der linken Seite ist der Wechsel von kc bei
harmonischen Wellen mit Antriebsfrequenzen f = 10, 12, 14 Hz exem-
plarisch dargestellt, die rechte Seite zeigt den subharmonischen Fall bei
Frequenzen f = 80, 82, 84 Hz. Weitere Parameter: h0 = 0.3 cm; θ =
20 g/s2; ν = 5 cm2/s; % = 1 g/cm3; λ = 0.02 s; λr = 7.8125 · 10−5 s.
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Abbildung 6.5.: Darstellung von Γcy (linkes Diagramm) sowie kc (rechts) in Abha¨ngig-
keit der kinematischen Viskosita¨t ν in g/cm2. Dabei ist λ = 10 konstant
fu¨r alle Graphen und λr variiert (siehe Legende rechts). HA - Harmo-
nische Lo¨sungen, SH - Subharmonische Lo¨sungen. Weitere Parameter:
h0 = 0.3 cm; θ = 20 g/s
2; f = 40 Hz; % = 1 g/cm3.
Daher scheinen physikalisch gesehen bestimmte Kombinationen der Relaxations-
und Retardationszeiten λ sowie λr einen Instabilita¨tsmechanismus zu bevorzugen,
der hin zu kleineren Wellenzahlen und damit gro¨ßeren Wellenla¨ngen geht, so dass
schon geringere Antriebssta¨rken Γy bei wachsender Frequenz f ausreichen, damit
die Fluidschicht instabil wird.
Im Folgenden werden wir auf die Abha¨ngigkeit der subharmonischen und har-
monischen Instabilita¨ten von den Parametern Viskosita¨t ν, Oberfla¨chenspannung θ
sowie die Anfangsho¨he h0 eingehen. Die kinematische Viskosita¨t ν skaliert invers
proportional zur Reynoldszahl R (siehe Gl. (3.30) auf Seite 17). Da R proportional
zur Antriebsfrequenz f = 2pi
ω
ist und wir deren Abha¨ngigkeit schon in den Abbil-
dungen 6.2 sowie 6.3 skizziert haben, werden wir in diesem Fall die Abha¨ngigkeit
von ν direkt betrachten. Diese ist in Abbildung 6.5 dargestellt, wiederum fu¨r die
kritischen Parameter Γcy sowie kc. In diesem Fall sind bei kleinen Werten der Vis-
kosita¨t ν zuna¨chst die subharmonischen Moden instabil, wobei die harmonischen ab
ν ≈ 8 cm2/s den gesamten weiteren Bereich dominieren. In diesem Fall stellen die
roten Punkte jeweils nicht den Fall λr = λ dar, sondern hier ist λr =
λ
2 = 5, da im
Fall der Gleichheit fu¨r diese Parameterkombination und die hohen Werte von ν die
Stabilita¨tsgrenzen fu¨r Γcy im Bereich von 10
4 bis 105 liegen.
Das bedeutet, dass die Eigenschaften von viskoelastischen Fluiden zum einen die
Stabilita¨tsgrenzen fu¨r oszillatorische Lo¨sungen deutlich nach unten senken. Zum an-
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Abbildung 6.6.: Darstellung von Γcy (linkes Diagramm) sowie kc (rechts) in Abha¨ngig-
keit des dimensionslosen Oberfla¨chenspannungskoeffizienten σ∗. Dabei ist
λ = 3 konstant fu¨r alle Graphen und λr variiert (siehe Legende rechts).
HA - Harmonische Lo¨sungen, SH - Subharmonische Lo¨sungen. Weitere
dimensionslose Parameter: R = 7.5398, g˜ = 5.176 · 10−2.
deren la¨sst sich durch Erho¨hung der Viskosita¨t die Stabilita¨t der flachen Fluidschicht
erho¨hen, was auch schon beim U¨bergang von idealen Fluiden zu viskosen Fluiden
beobachtet wurde (vergleiche z.B. [31, 34]). Dieser Effekt ist fu¨r Flu¨ssigkeiten mit
Eigenschaften hin zu Maxwellschen Fluiden (siehe blaue und gru¨ne Kurven im lin-
ken Diagramm von Abb. 6.5) nicht so stark ausgepra¨gt, aber der Anstieg von Γcy
mit ν ist zu erkennen. In der Darstellung der kritischen Wellenzahlen kc im rech-
ten Diagramm von Abbildung 6.5 ist erkennbar, dass die subharmonischen kc-Werte
zuna¨chst abnehmen. Ab dem U¨bergangspunkt zeigen die harmonischen Moden ein
qualitativ unterschiedliches Verhalten. Wa¨hrend fu¨r große Werte von λr die Kurven
zuna¨chst steiler abnehmen und danach fu¨r große ν hin zu einem Plateauwert satu-
rieren, so zeigen die gru¨nen Punkte ein markanteres Verhalten. Diese nehmen zuvor
ebenso ab, steigen danach jedoch wieder an und es kommt zu einer Sprungstelle in
der kritischen Wellenzahl kc. Die Prozedur, welche zur Sprungstelle fu¨hrt, haben
wir bei der Diskussion von Abbildung 6.4 weiter oben erla¨utert. Ab der Sprungstelle
a¨hnelt der qualitative Verlauf dem vorherigen mit geringerer Amplitude, wobei es
mit weiterer Erho¨hung von ν zu weiteren Sprungstellen kommen kann.
Die Abha¨ngigkeit der Instabilita¨tskurven fu¨r viele Realisierungen der dimensions-
losen Oberfla¨chenspannung σ∗ ist in Abbildung 6.6 zu sehen. Es ist im Wesentlichen
zu erkennen, dass die Oberfla¨chenspannung einen leicht stabilisierenden Einfluss auf
die flache Oberfla¨chenlo¨sung fu¨r diese Wahl der Parameter besitzt, da die kritische
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Abbildung 6.7.: Darstellung von Γcy (linkes Diagramm) sowie kc (rechts) in Abha¨ngigkeit
der Anfangsho¨he h0 in cm. Dabei ist λ = 3 konstant fu¨r alle Graphen
und λr variiert (siehe Legende rechts). HA - Harmonische Lo¨sungen, SH
- Subharmonische Lo¨sungen. Weitere Parameter: θ = 20 g/s2; f = 40 Hz;
% = 1 g/cm3.
Antriebsamplitude Γcy mit steigendem σ
∗ auch zunimmt. Dies gilt fu¨r alle Werte
von λr, die in diesem Diagramm dargestellt sind. Die kritischen Wellenzahlen kc der
subharmonischen Instabilita¨ten nehmen monoton mit σ∗ ab, wie im rechten Dia-
gramm von Abbildung 6.6 zu erkennen ist. Interessant ist, dass fu¨r σ∗ = 0, d.h. ohne
Oberfla¨chenspannung des Fluids, die viskoelastischen Fluide nur an diesem Punkt
u¨ber die harmonischen Moden instabil werden. Die kritischen Wellenzahlen an die-
sem Punkt sind dabei deutlich gro¨ßer als diejenigen der folgenden subharmonischen
Moden. Da die Oberfla¨chenspannung einen gla¨ttenden Einfluss auf Rauheiten der
Oberfla¨che hat, ist es harmonischen Moden durch deren Abwesenheit mo¨glich, diese
hohen Wellenzahlen und damit kleinen Wellenla¨ngen im Vergleich zu den folgenden
subharmonischen Wellenzahlen auszubilden.
Zum Abschluss dieses Kapitels wollen wir die Abha¨ngigkeit der Instabilita¨ten von
der dimensionsbehafteten Ho¨he h0 des Fluids betrachten. Diese Relationen zeigt Ab-
bildung 6.7. In dieser Abbildung ist zu sehen, dass der Bereich kleiner Fluidho¨hen
h0 mit dem U¨bergang von harmonischer zu subharmonischer Instabilita¨t der inter-
essante ist. Fu¨r gro¨ßer werdende Fluidho¨hen h0 zeigt das linke Diagramm von Abb.
6.7, dass die kritische Antriebsamplituden Γcy saturieren, sowohl fu¨r die rote Kurve
des Newtonschen Fluids als auch fu¨r diejenigen der viskoelastischen Fluide, welche in
blau und gru¨n gekennzeichnet sind. Wa¨hrend die viskoelastischen Fluide durch den
U¨bergang zur harmonischen Instabilita¨t fu¨r abnehmende Ho¨hen h0 den Anstieg der
kritischen Amplitude Γcy kompensieren ko¨nnen, scheint dies bei den Newtonschen
95
6. Stabilita¨t vertikal vibrierter Oldroyd-B-Fluide
Fluiden, die in rot dargestellt sind, nicht der Fall zu sein. Die Werte fu¨r Γcy steigen
in diesem Fall fu¨r kleine h0 stark an, was auch fu¨r die harmonischen Moden gilt. Bei
den kritischen Wellenzahlen kc ist zu erkennen, dass sowohl harmonische als auch
subharmonische Werte mit wachsendem h0 zunehmen, wobei die subharmonischen
Moden einen nahezu linearen Verlauf nehmen. Die harmonischen kritischen Wellen-
zahlen steigen etwas schneller. Der Trend des Wachsens der Wellenzahlen kann mit
der vorherigen Diskussion zum Oberfla¨chenspannungskoeffizienten σ∗ in Abbildung
6.6 begru¨ndet werden. Da der Koeffizient σ∗ mit der dritten Potenz der inversen
Fluidho¨he, d.h. mit h−30 , skaliert (siehe Gl. (3.32) auf Seite 17), nimmt der schon
angesprochene gla¨ttende Einfluss der Oberfla¨chenspannung ab, so dass sich auch
sta¨rker oszillierende Strukturen mit ku¨rzeren Wellenla¨ngen ausbilden ko¨nnen.
In diesem Kapitel haben wir die vertikale Stabilita¨tsanalyse hinsichtlich der neu-
tralen Stabilita¨t durchgefu¨hrt. Dabei fu¨hren die zwei zusa¨tzlichen Parameter λ sowie
λr einmal dazu, dass die Stabilita¨tsgrenzen viskoelastischer Fluide i. Allg. unter de-
nen der Newtonschen Fluide liegen. Des Weiteren zeigt sich, dass insbesondere die
harmonische Instabilita¨t fu¨r kleine Antriebsfrequenzen und auch anderer Parame-
ter bei viskoelastischen Fluiden bevorzugt ausgebildet werden kann, zumindest mit
deutlich geringeren Antriebsamplituden Γcy als im Newtonschen Fall. Die Koexistenz
zweier kritischer Wellenzahlen, welche z.B. mittels Durchfahren des Frequenzbereichs
erhalten werden kann, ist ein weiterer spannender Teilaspekt. Damit werden wir uns
im folgenden Kapitel 7 analog zum rein vertikalen Antriebsfall der linearen Stabi-
lita¨tsanalyse des horizontalen Fluids widmen. Dies geschieht jedoch zuna¨chst fu¨r
Newtonsche Fluide.
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Analog zu der fu¨r den rein vertikalen Antrieb im vorherigen Kapitel 6 durchgefu¨hrten
linearen Stabilita¨tsanalyse der zeitlich oszillierenden Drucklo¨sung (4.7) (siehe Seite
25 in Kapitel 4.1) wollen wir die Lo¨sungen der horizontalen Geschwindigkeit aus Ka-
pitel 5 untersuchen, welche durch periodische laterale Bewegungen der Bodenplatte
hervorgerufen werden. In diesem und dem folgenden Kapitel 8 wollen wir die Stabi-
lita¨t der horizontalen Referenzlo¨sung (5.55) von Seite 57 hinsichtlich harmonischer
und subharmonischer Oberfla¨chenwellen untersuchen. Dieses Verfahren geschieht in
a¨hnlicher Weise wie zuvor die lineare Stabilita¨tsanalyse im vorherigen Kapitel 6.
Dabei werden wir zuna¨chst den Spezialfall der Newtonschen Fluide in diesem Kapi-
tel bearbeiten und im darauffolgenden Kapitel auf die allgemeinen viskoelastischen
Fluide im Oldroyd-B-Modell eingehen.
Die Gru¨nde fu¨r die Unterscheidung sind zum einen, dass beim Newtonschen Grenz-
fall die Lo¨sungen hinsichtlich der Gro¨ßen des Konformationstensors S (siehe dazu
Gln. (5.65) und (5.66) bzw. (5.68) und (5.69) auf den Seiten 65ff) herausfallen. Somit
kann das zu erhaltende lineare Gleichungssystem wiederum auf die Sto¨rungsvaria-
blen v˜ und h˜ reduziert werden, was im allgemeinen Fall des Oldroyd-B-Fluids nicht
mehr mo¨glich sein wird. Zum anderen werden wir, a¨hnlich wie beim Algorithmus
zum vertikalen Stabilita¨tsproblem in Kapitel 6, das Finden der Stabilita¨tsgrenzen
auf ein generalisiertes Eigenwertproblem zuru¨ckfu¨hren. Bei Newtonschen Fluiden
geht der zu findende Eigenwert u¨ber die Geschwindigkeitslo¨sung u0h (y, t) nur linear
ein, wohingegen bei der allgemeinen Lo¨sung des viskoelastischen Oldroyd-B-Fluids
der zu bestimmende Eigenwert Γy quadratisch u¨ber die Funktion A
0 (y, t) (siehe Gl.
(5.68) auf Seite 67) eingeht, so dass ein nichtlineares generalisiertes Eigenwertpro-
blem zu lo¨sen ist. Dies erfordert zudem die Einfu¨hrung neuer abha¨ngiger Variablen
zur Lo¨sung des Problems.
Im Gegensatz zur Lo¨sung des rein vertikalen Antriebs ist die Abha¨ngigkeit der
horizontalen Geschwindigkeitslo¨sung u0 (y, t) von der vertikalen Koordinate y deut-
lich komplexer. Die daraus resultierende partielle DGL la¨sst sich damit nicht mehr
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nur mit analytischen Methoden lo¨sen, wie wir im Folgenden sehen werden. Daher
benutzen wir, analog zur Entwicklung der zeitlichen Abha¨ngigkeit mit trigonometri-
schen Funktionen, Reihenentwicklungen in Chebyshev- bzw. Jacobi-Polynome sowie
spezielle Kombinationen dieser Basisfunktionen (siehe Anhang C auf Seite 133).
Die Lo¨sung dieser Abha¨ngigkeit muss zusammen mit der Bestimmung des Eigen-
wertproblems gefu¨hrt werden, so dass der Grad der Entwicklung L der Polynome
multiplikativ in die Gro¨ße der Matrizen eingeht. Dies fu¨hrt zu deutlich la¨ngeren
Zeiten der Berechnung.
Die theoretische Behandlung von harmonischen Oberfla¨chenwellen als Folge ho-
rizontaler periodischer Vibration geht zuru¨ck auf Yih et al. ([71, 72]), welche die
Instabilita¨t im Grenzfall großer Wellenla¨ngen mittels sto¨rungstheoretischer Metho-
den untersucht haben. Im letzten Jahrzehnt des vergangenen Jahrhunderts sind ins-
besondere die Arbeiten von Or ([85]), Khenner et al. ([83]) sowie in neuer Zeit die
Arbeiten von Talib et al. ([84]) zu erwa¨hnen, wobei in den letzteren Arbeiten die
Stabilita¨t von zwei Fluidschichten u¨bereinander behandelt wird, wobei die untere
Platte harmonisch bewegt wird. Or hat dabei gezeigt, dass die Symmetrie der Glei-
chungen i. Allg. keine subharmonischen Lo¨sungen zula¨sst, wie dies bei den vertikal
vibrierten Fluiden der Fall war, sondern dass nur harmonische Instabilita¨ten die
geforderten Bedingungen erfu¨llen ko¨nnen.
Bei der Lo¨sung der linearen Gleichungssysteme orientieren wir uns in dieser Ar-
beit am Algorithmus von Or ([85]), der in a¨hnlicher Weise auch von Talib et al.
([84]) diskutiert wird. Dazu wird die x-Abha¨ngigkeit analog zum vertikalen Fall in
ra¨umliche harmonische Moden entwickelt und entsprechend fu¨r die zeitliche Dyna-
mik ein Floquet-Ansatz gemacht. Die Abha¨ngigkeit von der y-Koordinate und die
dementsprechende DGL lo¨sen wir dabei mittels eines Pseudospektralverfahrens, der
sogenannten Tau-Methode (siehe dazu z.B. [104–107]). Dazu wird die Lo¨sung in Po-
lynome auf dem Intervall [−1, 1] entwickelt, z.B. Jacobi- oder Chebyshev-Polynome.
Im vorliegenden Fall lassen sich diese Polynome zu neuen Basisfunktionen zusam-
mensetzen, die zum einen die homogenen Randbedingungen erfu¨llen, zum anderen
jeweils orthogonal zueinander sind. Damit erhalten wir ein großes, du¨nn besetztes
Gleichungssystem, so dass wir, a¨hnlich wie im vertikalen Fall, ein Eigenwertproblem
lo¨sen mu¨ssen, wobei der Antriebsparameter Γx als Eigenwert fungiert. Dies wird
auch der Unterschied zu den Verfahren von Or und Juel sein, die stattdessen das
Problem auf eine Determinantenberechnung zuru¨ckfu¨hren.
Im na¨chsten Kapitel werden wir die linearisierten Gleichungen und deren Lo¨sung
schrittweise herleiten, insbesondere im Hinblick auf deren numerische Beschreibung.
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7.1. Horizontaler Stabilita¨tsalgorithmus des
Newtonschen Fluids
7.1.1. Herleitung des linearisierten Gleichungssystems
Die zu untersuchende Referenzlo¨sung ist diejenige aus Kapitel 5.1.2, welche auf Sei-
te 36 in den Gleichungen (5.20) als uoh (y, t) beschrieben ist. Da in diesem Fall die
Variablen des Konformationstensors S wegfallen und nur noch der hydrostatische
Druck po (y) eingeht, betrachten wir folgendes (wiederum durch die Tilde-Zeichen
(∼) beschriebenes) System kleiner Sto¨rungsvariablen addiert zu den Referenzlo¨sun-
gen:
u (x, y, t)= u˜ (x, y, t)+u0h (y, t)= u˜ (x, y, t) + g˜Γx
{
v (y) sin t+ w (y) cos t
}
(7.1a)
v (x, y, t)= v˜ (x, y, t) + v0v = v˜ (x, y, t) (7.1b)
p (x, y, t)= p˜ (x, y, t) + p0v (y) = p˜ (x, y, t) + g˜ (1− y) (7.1c)
h (x, t)= h˜ (x, t) + h0v = h˜ (x, t) + 1 . (7.1d)
Die Variablen auf der linken Seite des obigen Gleichungssystems setzen wir in die
Navier-Stokes-Gleichungen und deren Randbedingungen (3.21) bis (3.29) ein und
vernachla¨ssigen, wie im Kapitel 6.1.1 ab Seite 76 beschrieben, alle Terme, welche
nichtlinear in den als klein erachteten, gesto¨rten Variablen sind. Indem wir dabei
beinahe identisch vorgehen, wie es im Kapitel 6.1.1 beschrieben ist, lassen sich auch
hier die horizontale Geschwindigkeit u˜ (x, y, t) sowie die Druckvariable p˜ (x, y, t) von
der vertikalen Geschwindigkeit v˜ (x, y, t) entkoppeln, so dass wir schließlich folgende
lineare partielle DGL im Innern des Fluids erhalten:
∂t∆ v˜ + u
0
h ∂x∆ v˜ − ∂2y
(
u0h
) (
∂xv˜
)
=
1
R
∆2v˜ . (7.2)
Dabei erfolgt die Kopplung von v˜ an die horizontale Lo¨sung uoh (y, t) durch die
konvektiven Terme in den beiden Navier-Stokes-Gleichungen der Geschwindigkeiten
(3.8) sowie (3.9) auf Seite 14. Die weiteren Gleichungen, zum einen die Randbedin-
gungen am Boden sowie an der freien Oberfla¨che, zum anderen die kinematische
Ho¨henbedingung, lassen sich auf a¨hnliche Weise wie in Kapitel 6.1.1 auf den Seiten
77 bis 79 herleiten, falls λ = λr = 0 betrachtet wird. Dazu kommen des Weiteren
noch einige A¨nderungen durch die Beitra¨ge der horizontalen Referenzgeschwindig-
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keit u0h (y, t), welche wir dazu erla¨utern werden:(
∂t − 1
R
∆
)
∆v˜ = −u0h ∂x∆ v˜ +
(
∂2y u
0
h
)
∂xv˜
(7.3a)
∂t h˜ (x, t)− v˜
∣∣
y=1
=
(
u0h
∣∣
y=1
)
∂x h˜ (x, t) (7.3b)
v˜
∣∣
y=0
= 0 (7.3c)
(∂y v˜)
∣∣
y=0
= 0 (7.3d){
∂2xx − ∂2yy
}
v˜ =
((
∂2yyu
0
h
) ∣∣
y=1
)
h˜ (x, t) (7.3e)
σ∗∂4x h˜− g˜ ∂2x h˜+
(
∂2ty v˜
)− 1
R
{
∂3y + 3 ∂
3
xxy
}
v˜ = − (u0h) ∣∣y=1 (∂2xy v˜) . (7.3f)
Dabei ist das obige Gleichungssystem so aufgeteilt, dass Terme, die an die hori-
zontale Geschwindigkeit u0h oder deren Ableitungen koppeln, auf der rechten Seite
zu finden sind, und die anderen Terme jeweils auf der linken Seite aufgeschrieben
sind. Im Vergleich zum vertikalen Gleichungssystem (6.13) von Seite 79 fehlen in den
obigen Gleichungen (7.3) die Koeffizienten λ und λr. Zusa¨tzlich ergeben sich in allen
Gleichungen außer den Geschwindigkeitsrandbedingungen (7.3c) und (7.3d) am Bo-
den Abha¨ngigkeiten von der horizontale Geschwindigkeit u0h bzw. deren ra¨umlichen
Ableitungen. Wa¨hrend in der kinematischen Randbedingung (7.3b) u0h als Resultat
der konvektiven Ableitung in die Gleichung rutscht, ist der Term proportional zur
zweiten Ableitung in der Tangentialbedingung (7.3e) Ergebnis der Taylorentwick-
lung an der Oberfla¨che. Der Term in der Normalrandbedingung (7.3f) resultiert aus
der Entkopplung der horizontalen Geschwindigkeit u˜mit Hilfe der Geschwindigkeits-
gleichung.
Die Lo¨sung des DGL-Systems (7.3) ist etwas aufwa¨ndiger als noch beim rein ver-
tikalen Problem (6.13) auf Seite 79. Zum Auflo¨sen der x-Abha¨ngigkeit bietet sich
aufgrund der Periodizita¨t die Entwicklung in einer Fourierreihe an, wobei wir in
diesem Fall eine reelle Entwicklung wa¨hlen werden, damit die Koeffizienten und
damit das Gleichungssystem reell bleiben. Die gesuchten Funktionen sind hinsicht-
lich der Variablen y nicht notwendigerweise periodisch. Daher bieten sich Entwick-
lungen mittels orthogonaler Polynome an, z.B. Chebyshev- oder Jacobi-Polynome,
welche Funktionen gleichma¨ßig auf dem Intervall [−1, 1] approximieren (siehe z.B.
[104, 106]). Dazu transformieren wir dann die Variable y ∈ [0, 1] auf die neue Va-
riable y′ ∈ [−1, 1] und erhalten dann mit Hilfe der Orthogonalita¨tsrelationen ein
Matrixgleichungssystem mit zeitabha¨ngigen Koeffizienten, welches dann noch gelo¨st
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werden muss. Dazu starten wir mit der Entwicklung der x-Abha¨ngigkeit in jeweils
reelle Fourierreihen:
v˜ (x, y, t) = a0+
∞∑
n=1
{
an (y, t) cos (kn x) + bn (y, t) sin (kn x)
}
(7.4a)
h˜ (x, t) = α0+
∞∑
n=1
{
αn (y, t) cos (kn x) + βn (y, t) sin (kn x)
}
, (7.4b)
wobei wiederum kn =
2pinh0
L
ist. Aufgrund der Linearita¨t der Gleichungen sind un-
terschiedliche kn aus obiger Entwicklung nach Einsetzen in Gln. (7.3) voneinander
unabha¨ngig. Allerdings sind die Koeffizienten an sowie bn jeweils durch eine gerade
bzw. ungerade Anzahl an Ableitungen in x-Richtung miteinander in den Gleichungen
(7.3a) und (7.3b) und der Normalrandbedingung (7.3f) gekoppelt. Wie im vorheri-
gen Kapitel 6.1.2 auf Seite 80 beschrieben verallgemeinern wir auch an diesem Fall
kn → k und lassen den Index n an den Koeffizienten a, b, α sowie β weg. Damit er-
halten wir aus den DGLn der Geschwindigkeit v˜ sowie der Ho¨he h˜ die bestimmenden
Gleichungen der Entwicklungskoeffizienten:(
∂t − 1
R
(−k2 + ∂2y)
) (−k2 + ∂2y) a (y, t) = −k u0h (y, t) (−k2 + ∂2y) b (y, t)
+k
(
∂2y u
0
h (y, t)
)
b (y, t) (7.5a)(
∂t − 1
R
(−k2 + ∂2y)
) (−k2 + ∂2y) b (y, t) = +k u0h (y, t) (−k2 + ∂2y) a (y, t)
−k (∂2y u0h (y, t)) a (y, t) (7.5b)
∂t α (t)− a (y = 1, t) = −k u0h (y = 1, t) β (t) (7.5c)
∂t β (t)− a (y = 1, t) = k u0h (y = 1, t) α (t) (7.5d)
Aufgrund der Komplexita¨t der Funktion u0h (y, t) la¨sst sich die y-Abha¨ngigkeit der
partiellen DGLn (7.5a) sowie (7.5b) nicht mehr analytisch lo¨sen. Fu¨r die numerische
Lo¨sung transformieren wir zuna¨chst von der Variablen y ∈ [0, 1] auf die Variable
y′ ∈ [−1, 1]. Danach entwickeln wir dazu die Gro¨ßen a und b in eine orthogonale
Polynomial-Basis {Φl (y′)}, z.B. a (y′, t):
a
(
y′, t
) ≈ L∑
l=0
al (t) Φl
(
y′
)
. (7.6)
Diese Basis {Φl (y′)} besteht im allgemeinen Fall aus Jacobi-Polynomen vom Grad
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l, in deren Gesamtmenge z.B. Chebyshev-Polynome als Spezialfall enthalten sind
(siehe dazu auch Anhang C auf S. 133). Durch Einsetzen von Ansatz (7.6) und
entsprechend fu¨r die Funktion b (y′, t) in die Gleichungen (7.5a) bzw. (7.5b), jeweils
nachdem diese auf die neue Variable y′ transformiert worden sind, erhalten wir
jeweils (L+ 1)-Gleichungen fu¨r die unbekannten Funktionen al (t), indem wir diese
jeweils mit der Basisfunktion Φk (y
′), k = 0, . . . , L, und einer Gewichtsfunktion
w (y′) multiplizieren und u¨ber das Intervall [−1, 1] integrieren. Diese Gleichungen
sind jeweils noch zu lo¨sen, wobei zusa¨tzlich die Randbedingungen (7.3c) bis (7.3f)
zu erfu¨llen sind.
Mit Hilfe der sogenannten Tau-Methode lassen sich die Randbedingungen beru¨ck-
sichtigen (siehe z.B. [104–107]). Dazu werden zum einen (L − 3)-Gleichungen, wel-
che die Projektionen der DGLn auf die ersten (L − 3) Basisfunktionen Φl darstel-
len, betrachtet. Zum anderen wird der Ansatz (7.6) in die auf die neue Variable y′
transfomierten Randbedingungen (7.3c) bis (7.3f) eingesetzt, so dass jeweils weitere
vier Gleichungen insgesamt jeweils (L + 1) Gleichungen fu¨r genauso viele unbe-
kannte Koeffizienten liefern. Falls die Funktionen der Orthogonalbasis Φl (y
′) schon
Randbedingungen automatisch erfu¨llen, so brauchen diese Relationen nicht mehr in
der Tau-Methode beru¨cksichtigt werden, so dass sich fu¨r jede automatisch erfu¨llte
Randbedingung eine weitere Bedingung aus der Projektion auf die na¨chst ho¨here
Basisfunktion ergibt.
Einen sehr interessanten Ansatz zum Einbau homogener Randbedingungen lie-
fern Livermore et al. (siehe [108, 109]). In diesen Artikeln beschreiben sie, wie sich
eine Vorschrift aus Kombinationen von Jacobi-Polynomen niedriger Ordnung ent-
wickeln la¨sst, so dass eine neue Basis gebildet wird, die einmal die homogenen Rand-
bedingungen erfu¨llt. Des Weiteren haben diese eine Auto-Orthogonalita¨t genannte
Eigenschaft: Basisfunktionen ho¨herer Ordnung sind automatisch orthogonal zu allen
Basisfunktionen niedrigerer Ordnung. Ansonsten zeigen die Basisfunktionen asym-
ptotisch noch das Verhalten von Jacobi-Polynomen und damit deren Eigenschaften
hinsichtlich Approximation von stetigen Funktion auf einem beschra¨nkten Intervall
[−1, 1]. In dieser Arbeit konstruieren wir uns mit den in von Livermore et al. in
den Referenzen [108, 109] beschriebenen Verfahren eine Basis {ψl (y′)}, welche die
homogenen Randbedingungen
ψl
(
y′
) ∣∣∣
y′=−1
= 0 (7.7a)
∂y′ψl
(
y′
) ∣∣∣
y′=−1
= 0 (7.7b)
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am linken Rand bei y′ = −1 erfu¨llt (dies entspricht den Randbedingungen (7.3c) und
(7.3d)). Fu¨r eine ausfu¨hrliche Dokumentation zur Herleitung der Basisfunktionen
ψl (y
′) und zu orthogonalen Polynomen verweisen wir auf Anhang C auf Seite 133.
Zur Lo¨sung der Gleichungen (7.5) mit den verbleibenden Randbedingungen (7.3e)
sowie (7.3f) fu¨hren wir zuna¨chst die Transformation auf die Variable y′
y′ = 2y − 1 ; ⇒ ∂y → 2 ∂y′ (7.8)
durch, so dass y′ ∈ [−1, 1]. Damit ko¨nnen wir die abha¨ngigen Variablen a (y′, t) und
b (y′, t) nach der Basis {ψl (y′)} entwickeln, wobei die ψl nun orthonormiert sind
(siehe dazu Anhang C ab Seite 133, Relationen (C.12) bis (C.15)):
(
a (y′, t)
b (y′, t)
)
=
L∑
l=1
(
a (t)
b (t)
)
ψl
(
y′
)
. (7.9)
Die kinematische Ho¨henbedingung (7.5c), (7.5d) sowie die Tangential- und Normal-
randbedingungen (7.3e) und (7.3f) sowie ergeben sich damit zu:
∂t
(
α (t)
β (t)
)
−
L∑
l=1
ψl
(
y′ = 1
)(al (t)
bl (t)
)
= k u0h
(
y′ = 1, t
)(−β (t)
α (t)
)
(7.10a)
L∑
l=1
[
k2 ψl (1) + 4ψ
′′
l (1)
](al (t)
bl (t)
)
=4
{
∂2y′u
0
h (1, t)
}(−β (t)
α (t)
)
(7.10b)
L∑
l=1
[
2ψ′l ∂t +
1
R
(−8ψ′′′l + 6 k2ψ′l)
](
al (t)
bl (t)
)
(7.10c)
+k2
[
σ∗ k2 + g˜
](α (t)
β (t)
)
=2k u0h
(
y′ = 1, t
) L∑
l=1
ψ′l (1)
(−bl (t)
al (t)
)
.
Wir bemerken noch, dass wir insgesamt eine Basis der Ordnung L verwenden. Da
diese so konstruiert ist, dass der Index l bei Eins und nicht bei Null beginnt, besitzt
unser System insgesamt 2(L+ 1) unbekannte Funktionen, na¨mlich a1 (t) , . . . , aL (t)
und entsprechend fu¨r die b, sowie die Oberfla¨chenfunktionen α (t) und β (t). Die
Gleichungen (7.10) bei y′ = 1 ko¨nnen als sechs Zeilen einer Matrix geschrieben
werden, so dass jeweils (L− 2) Gleichungen fu¨r jede der unbekannten Funktionen a
und b fehlen. Diese ergeben sich aus den DGLn (7.5a) und (7.5b) im Innern des Fluids
fu¨r a und b, welche nach der Koordinatentransformation folgendermaßen geschrieben
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werden ko¨nnen:[(
∂t − 1
R
(−k2 + 4∂2y′)
) (−k2 + 4∂2y′)
](
a (y′, t)
b (y′, t)
)
=
[
u0h
(
y′, t
) (−k2 + 4∂2y′)− 4k (∂2y′ u0h (y′, t))]
(−b (y′, t)
a (y′, t)
)
. (7.11)
Indem wir die Ansa¨tze (7.9) in obige Gleichungen (7.11) einsetzen, diese jeweils
mit ψk (y
′)
(
1− y′2
)− 1
2
multiplizieren (wobei k = 1, . . . , L − 2) und dann u¨ber das
Intervall [−1, 1] integrieren, so erhalten wir zweimal (L − 2) zusa¨tzliche linear un-
abha¨ngige Gleichungen, so dass wir zusammen mit den Gleichungen (7.10) insgesamt
2(L+1) Gleichungen fu¨r ebenso viele unbekannte zeitabha¨ngige Funktionen haben.
Die Referenzgeschwindigkeit u0h (y
′, t) la¨sst sich, wie wir in Kapitel 5.1.2 auf Seite
36 in Formel (5.20a) beschrieben haben, damit auch in der neuen Variablen y′ wie
folgt schreiben:
u0h
(
y′, t
)
= v
(
y′
)
sin t+ w
(
y′
)
cos t = g˜ Γx
{
vs
(
y′
)
sin t+ wc
(
y′
)
cos t
}
. (7.12)
Damit la¨sst sich die gesamte Problemstellung als Matrixgleichung schreiben, falls
wir die unbekannten Funktionen a, b sowie α und β in einen Lo¨sungsvektor X (t)
schreiben:
X (t) =


a1 (t)
...
aL (t)
α (t)
b1 (t)
...
bL (t)
β (t)


. (7.13)
Der obige Vektor X (t) hat die Dimension 2 (L+ 1). Damit ko¨nnen wir die Problem-
stellung, bestehend aus Gln. (7.10) und (7.11), zusammenfassend folgendermaßen
aufschreiben:
M t · ∂tX (t) +Mk ·X (t) = g˜ Γx
(
M s sin t+M c cos t
) ·X (t) , (7.14)
wobei in der obigen Gl. (7.14) die Matrizen M i jeweils reelle 2 (L+ 1) × 2 (L+ 1)-
Matrizen sind und konstante Eintra¨ge enthalten. M t fasst dabei alle Beitra¨ge auf
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den linken Seiten der Gln. (7.10) und (7.11) zusammen, in denen noch die partielle
zeitliche Ableitung auftaucht und entsprechend entha¨lt Mk jegliche Terme, die als
Konstanten auf den Vektor X (t) wirken. Die Matrizen M s sowie M c sind dement-
sprechend die Matrizen, welche aus den ra¨umlichen Komponenten der horizontalen
Geschwindigkeit resultieren. So hat beispielsweise die Matrix M t folgende Form:
M t =
(
mt 0
0 mt
)
; dim
(
mt
)
= (L+ 1)× (L+ 1) (7.15a)
(
mt
)
k=1...L−2; l=1...L =
1∫
−1
dy′
ψk (y
′)
(−k2 ψl (y′) + 4ψ′′l (y′))√
1− y′2
(7.15b)
(
mt
)
k=L−1; l=1...L = 0 (7.15c)(
mt
)
k=L; l=1...L = −2ψ′l
(
y′ = 1
)
(7.15d)(
mt
)
k=L+1; l=L+1 = 1 . (7.15e)
Aus der oberen Gleichung (7.15a) ist zu erkennen, dass M t eine diagonale Unterge-
stalt hat, bestehend jeweils aus zwei Matrizen mt links oben sowie rechts unten. Die
einzelnen Terme der Untermatrix mt sind in den weiteren Formeln (7.15) erla¨utert.
Dabei sind die Terme in Gl. (7.15b) diejenigen, die aus der Formel (7.11) resultieren,
wenn diejenigen Terme, welche die partielle zeitliche Ableitung betreffen, betrachtet
werden. Dies sind insgesamt (L− 2) Zeilen und jeweils L Spalten. In der (L− 1)-ten
Zeile wird die Tangentialrandbedingung (7.10b) eingebaut. Da diese keine zeitliche
Ableitungen entha¨lt, sind alle Terme Null (siehe Relation (7.15c). Entsprechend ist
in der folgenden Zeile (7.15d) die Normalrandbedingung (7.10c) aufgefu¨hrt, welche
Terme proportional zur Ableitung der Basisfunktionen ψ′l bei y
′ = 1 entha¨lt. Alle
Terme in der Zeile und auch Spalte L+1 sind Null, bis auf einen Eintrag (siehe Gl.
(7.15e), welcher derjenige des zeitlichen Terms aus der kinematischen Ho¨henbedin-
gung (7.10a) ist.
Auf die gleiche Weise la¨sst sich mit den anderen Matrizen verfahren. Dabei hat die
Matrix Mk die gleiche Unterstruktur wie M t (siehe Gl. (7.15a)). Bei den Matrizen
M s sowie M c fließen zusa¨tzlich die Funktionen vs (y
′) sowie wc (y
′) in die Integrale
(siehe (7.15b)) fu¨r die Untermatrizen ms bzw. mc mit ein. Zudem sind die Unter-
matrizen mit verschiedenen Vorzeichen in diesem Fall auf den Nebendiagonalen zu
finden:
M s =
(
0 −ms
ms 0
)
M c =
(
0 −mc
mc 0
)
. (7.16)
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Um das Problem abzuschließen, muss nach Aufstellen der Matrizen M i noch die
zeitliche Matrix-DGL (7.14) gelo¨st werden. Dazu werden wir wie im vorherigen Ka-
pitel 6.1.2 einen Floquet-Ansatz fu¨r die Variablen X (t) machen (siehe Gl. (6.17) und
die Diskussion auf Seite 81). Daher setzen als Lo¨sung fu¨r die Gesamt-DGL (7.14)
an:
X (t) = e(s+iα)t Xˆ (t) = e(s+iα)t Xˆ (t+ 2pi) = e(s+iα)t
∞∑
m=−∞
Xˆm e
im t (7.17)
wobei in diesem Fall Xˆ eine 2pi-periodische Vektorfunktion ist. Analog zum vertikalen
Fall werden wir wieder die neutralen Stabilita¨tskurven betrachten, d.h. diejenigen,
bei denen der Realteil s des Floquet-Exponenten Null ergibt, somit s = 0. Im Fall
der vertikalen Stabilita¨tsanalyse in Kapitel 6 wurden subharmonische Instabilita¨ten,
entsprechend α = 12 , sowie harmonische Instabilita¨ten untersucht, d.h. α = 0. Fu¨r
Gleichungen der Form (7.14) hat Or gezeigt ([85], siehe auch Talib et al. [84]), dass in
diesem Fall aus Symmetriegru¨nden keine subharmonischen Lo¨sungen zula¨ssig sind
und aus der Entwicklung hervorgehen ko¨nnen. Im Experiment sind in der Form
auch nur harmonische Oberfla¨chenwellen bekannt. In unseren Berechnungen haben
wir fu¨r den subharmonischen Fall α = 12 keine sinnvollen Resultate erhalten. Daher
werden wir uns in der folgenden Herleitung und Diskussion auf den Fall α = 0
beschra¨nken und betrachten ausschließlich die Stabilita¨t hinsichtlich harmonischer
Oberfla¨chenwellen. Durch Einsetzen von Ansatz (7.17) in Gl. (7.14) erhalten wir aus
den Orthogonalita¨tsrelationen der trigonometrischen Funktionen:
{
imM t +Mk
}
·Xˆm = Γx g˜
2
{[
M c+ iM s
]
·Xˆm+1+
[
M c− iM s
]
·Xˆm−1
}
, (7.18)
wobei die entsprechende Realbedingung wie in Gl. (6.18a) auf Seite 81 auch fu¨r die
Vektoren Xˆ gelten muss, d.h.
Xˆ∗m = Xˆ−m . (7.19)
Indem wir die Fourierentwicklung (7.17) bis zur Ordnung |m| ≤ M , mit M ∈ N,
durchfu¨hren und Terme ho¨herer Ordnungen vernachla¨ssigen, erhalten wir insgesamt
(2M + 1) Gleichungssysteme der Form (7.18). Diese lassen sich in einer großen Ge-
samtgleichung als generalisiertes Eigenwertproblem mit Matrizen MLS sowie MRS
der Dimension (2M + 1) · (2L+ 2)× (2M + 1) · (2L+ 2) darstellen, wobei wir wie-
derum den Antriebsparameter Γx als den zu berechnenden Eigenwert wa¨hlen werden
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Abbildung 7.1.: Darstellung der niedrigsten reellen Eigenwerte Γx der harmonischen neu-
tralen Stabilita¨tskurve als Funktion der Wellenzahl k bei verschiedenen
Antriebsfrequenzen f (siehe Legende). Sonstige Parameter: θ = 76.2 g/s2;
h0 = 0.4 cm; ν = 2 cm
2/s; % = 1 g/cm3.
(siehe dazu Seite 84f in Kapitel 6.1.2):
MLS · Xˆges = ΓxMRS · Xˆges . (7.20)
Dabei sind in MLS die (2M + 1) Einzelmatrizen der linken Seiten von Gl. (7.18)
zusammengefasst und entsprechend gilt das gleich fu¨r MRS . Die niedrigsten, reellen
Eigenwerte fu¨r Γx, welche wir im folgenden Kapitel aus den numerischen Berech-
nungen erhalten, legen dann die Stabilita¨tsgrenzen fest.
7.1.2. Ergebnisse der numerischen Eigenwertberechnungen im
horizontalen Fall
Im vorherigen Kapitel 7.1.1 haben wir den Algorithmus vorgestellt, der a¨hnlich wie
beim vertikalen Fall die Antriebsamplituden Γx, welche auf der neutralen Stabilita¨ts-
kurve liegen, als Eigenwerte eines großen Gleichungssystems berechnet. Die partielle
DGL bezu¨glich v˜ kann insbesondere fu¨r die Abha¨ngigkeit von der Koordinate y nur
numerisch gelo¨st werden, so dass sich der Rechenaufwand deutlich erho¨ht.
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Abbildung 7.2.: Darstellung der niedrigsten reellen Eigenwerte Γx der harmonischen neu-
tralen Stabilita¨tskurve als Funktion der Wellenzahl k bei verschiedenen
Antriebsfrequenzen f (siehe Legende). Sonstige Parameter: θ = 30 g/s2;
h0 = 0.055 cm; ν = 0.29 cm
2/s; % = 1 g/cm3.
Das generalisierte Eigenwertproblem (7.18) bzw. (7.20) wurde unter Verwendung
der Fortran-90-Routinen der Numerical Algorithms Group, NAG, implementiert und
die umfangreichen Rechnungen wurden auf dem Rechnersystem des Instituts fu¨r
Theoretische Physik an der WWU Mu¨nster mit Hilfe von Condor durchgefu¨hrt [110].
In der numerischen Behandlung skaliert die Berechnung der Eigenwerte ca. propor-
tional N3, wobei N die Anzahl der Zeilen bzw. Spalten der quadratischen Matrizen
ist. In unserem Fall gilt, wie vorher schon angesprochen worden ist:
N = (2M + 1) · (2L+ 2) , (7.21)
wobei M und L die Entwicklungsla¨ngen der zeitlichen Fourierentwicklung bzw. der
ra¨umlichen Approximation in die autoorthogonalen Polynome der Basis {ψ} darstel-
len. Aus Gleichung (7.21) folgt, dass schon kleinere Steigerungen von M und L die
Rechenzeit stark erho¨hen ko¨nnen. Insbesondere in Kapitel 5.1.2 ab Seite 33 haben wir
gesehen, dass die Komplexita¨t der Referenzlo¨sung u0h (y, t) mit der Reynoldszahl R
zunimmt, so dass hinreichend viele Basisfunktionen ψl fu¨r eine gute Approximation
beno¨tigt werden. Das bedeutet, dass Parameterstudien, in denen große Reynolds-
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Abbildung 7.3.: Darstellung von Γcx (linkes Diagramm) sowie kc (rechts) als Funktion der
Reynoldszahl R bei harmonischer Instabilita¨t. Weitere Parameter:
Rote Punkte: θ = 30 g/s2; h0 = 0.055 cm; ν = 0.29 cm
2/s; % = 1 g/cm3.
Blaue Punkte: θ = 76.2 g/s2; h0 = 0.4 cm; ν = 2 cm
2/s; % = 1 g/cm3.
zahlen R involviert sind, sehr lange dauern und oftmals aus numerischer Sicht nicht
machbar sind. Wir werden uns daher im Wesentlichen auf kleine Reynoldszahlen R
in den folgenden Diskussion beschra¨nken mu¨ssen. Wie wir zuvor in Kapitel 6.2 ab
Seite 86 diskutiert haben, werden die berechneten Eigenwerte Γx fu¨r verschiedene
Werte von L = L1, L2 sowie M =M1, M2 auf ihre Genauigkeit gepru¨ft.
Die Abbildungen 7.1 und 7.2 zeigen die Resultate dieser Berechnungen. In die-
sen Diagrammen sind jeweils die neutralen Stabilita¨tskurven der Eigenwerte Γx in
Abha¨ngigkeit der Wellenzahl k aufgetragen (vgl. Abb. 6.1 auf Seite 86 im vertikal
oszillierten Fall). Dabei sind in beiden Bildern jeweils nur die harmonischen Insta-
bilita¨tsbereiche gezeigt. Subharmonische Lo¨sungen werden hier nicht beobachtet,
was Or [85] mit Hilfe seiner numerischen Entwicklung herleitet und begru¨ndet sowie
Schulze [86] mit Hilfe von mathematischen Symmetriebetrachtungen na¨her ausfu¨hrt.
Daher werden wir im Folgenden nur noch die harmonischen Instabilita¨ten diskutie-
ren.
In beiden Abbildungen 7.1 und 7.2 werden die Instabilita¨tskurven fu¨r steigende
Frequenzen f und damit wachsende Reynoldszahlen R dargestellt. Fu¨r niedrige Fre-
quenzen befindet sich der kleinste Wert von Γx, also das globale Minimum Γ
c
x am
linken Rand bei k = 0. Das bedeutet, dass sehr kleine Wellenzahlen k bzw. große
Wellenla¨ngen zuerst instabil werden. Dieses asymptotische Verhalten haben schon
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Abbildung 7.4.: Darstellung von Γcx (linkes Diagramm) sowie kc (rechts) als Funktion der
kinematischen Viskosita¨t ν bei harmonischer Instabilita¨t. Weitere Para-
meter: θ = 76.2 g/s2; h0 = 0.4 cm; f = 40 Hz; % = 1 g/cm
3.
Yih et al. [70–72] und Or [85] mit Hilfe einer Skalenentwicklung fu¨r kleine Wel-
lenzahlen k hergeleitet, wobei sowohl die vertikale Geschwindigkeit v˜, die Ho¨he h˜
als auch die Reynoldszahl R nach diesen Wellenzahlen k entwickelt werden. Diese
Approximation ist dabei auf einen Bereich sehr kleiner k-Werte beschra¨nkt.
Ab einer bestimmten Frequenz f gibt es einen Bifurkationspunkt, an dem das
Minimum der neutralen Instabilita¨tskurve von kc = 0 hin zu gro¨ßeren Werten von
kc > 0 wandert. In Abbildung 7.1 ist dies z.B. bereits fu¨r die blaue Kurve mit
f = 22Hz der Fall, wohingegen in Bild 7.2 erst der schwarze Graph ein Minimum
kc > 0 zeigt. Mit weiter steigenden Frequenzen verschieben sich die Instabilita¨ts-
grenzen weiter nach oben sowie die Stelle des Minimums dieser Kurven hin zu an-
wachsenden Werten von kc. Die Werte am linken Rand steigen dabei sehr stark an,
so dass kleine Wellenzahlen nicht mehr bevorzugt ausgebildet werden.
Die kritischen Wellenzahlen kc sowie die kritischen Antriebsamplituden Γ
c
x, die
aus den beiden Abbildungen 7.1 sowie 7.2 resultieren, sind in Abbildung 7.3 gezeich-
net. Dabei entsprechen diejenigen Werte aus Abbildung 7.1 den blauen Quadraten
und analog dazu sind die roten Kreuze an Abbildung 7.2 gekoppelt. In diesem Fall
sind die Werte Γcx sowie kc als Funktion der Reynoldszahl R skizziert, da diese di-
rekt proportional zur Kreisfrequenz ω = 2pif ist (siehe Gleichung (3.30) auf Seite
17). Daraus resultiert wiederum eine bessere Vergleichbarkeit beider Graphen. Im
Diagramm der kritischen Amplituden Γcx auf der linken Seite der Abbildung 7.3 be-
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Abbildung 7.5.: Darstellung von Γcx (linkes Diagramm) sowie kc (rechts) als Funktion
des Koeffizienten σ∗ bei harmonischer Instabilita¨t. Sonstige Parameter:
R = 20.106; g˜ = 3.88266 · 10−2.
ginnen beide Kurven bei sehr kleinen Reynoldszahlen R, wobei zudem die Werte der
kritischen Amplituden Γcx niedrig sind, jedoch ungleich Null. Mit zunehmendem R
wachsen beide Kurven monoton, jedoch nichtlinear an, wobei die rote Kurve deutlich
schneller ansteigt als die blaue. Dies ist zudem bemerkenswert, da der Punkt kc = 0
bei der roten Kurve fu¨r deutlich gro¨ßere Reynoldszahlen R erhalten bleibt. Sobald
die Punkte kc (R) = 0 aufho¨ren zu existieren, geht der U¨bergang sehr schnell hin
zu Wellenzahlen mit gro¨ßeren Werten von kc. Der Anstieg der kritischen Amplitu-
den Γcx mit steigender Frequenz a¨hnelt qualitativ dem Verhalten, welches wir auch
beim rein vertikalen Stabilita¨tsproblem feststellen konnten, dort aber bei subharmo-
nischen Instabilita¨tsgrenzen (vergleiche dazu die roten Kurven in den Abbildungen
6.2 auf S. 87 sowie 6.3 auf S. 89).
Der Vergleich zum rein vertikal vibrierten Fluid ist insbesondere bei der Betrach-
tung der Viskosita¨t interessant. Im Kapitel 6.2 zeigt die Abbildung 6.5 auf Seite 93,
dass eine zunehmende Viskosita¨t eine Stabilisierung der flachen Oberfla¨che im Fall
des vertikal vibrierten Fluids zur Folge hat. Dies gilt insbesondere fu¨r den U¨bergang
von idealen zu viskosen Newtonschen Fluiden, bei dem dieser von infinitesimalen hin
zu endlichen kritischen Amplituden Γcy erfolgt (vgl. z.B. [31] und [34]). Im Fall des
horizontal vibrierten Fluids ist die Situation in Abbildung 7.4 dargestellt. Aus dieser
ist zu ersehen, dass mit zunehmender kinematischer Viskosita¨t ν die kritischen Am-
plituden Γcx monoton abnehmen und damit das genau entgegengesetzte Verhalten
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Abbildung 7.6.: Darstellung von Γcx (linkes Diagramm) sowie kc (rechts) als Funktion
der Fluidho¨he h0 bei harmonischer Instabilita¨t. Weitere Parameter: θ =
76.2 g/s2; h0 = 0.4 cm; f = 40 Hz; % = 1 g/cm
3; ν = 1.02 cm2/s.
zeigen im Vergleich zum Verhalten bei rein vertikaler Oszillation.
Diese Abnahme la¨sst sich dadurch begru¨nden, dass mit steigender Viskosita¨t die
Dicke der Grenzschicht gro¨ßer wird (siehe z.B. die Diskussion von Gleichung (5.21)
auf Seite 37 sowie Schlichting [17]). Da der Bereich der Grenzschicht im Wesentlichen
derjenige in der Na¨he der Plattenoberfla¨che ist, in dem die Geschwindigkeitsgradi-
enten am gro¨ßten sind, kann es dadurch leichter mo¨glich werden, dass eine kleine
Sto¨rung die Oberfla¨che instabil gegen die harmonischen Oberfla¨chenwellen werden
la¨sst. Zumal durch die zunehmende Ausdehnung der Grenzschicht deren Distanz zur
Oberfla¨che mit steigender Viskosita¨t ν immer geringer wird, so dass die komplexere
Dynamik innerhalb der Grenzschicht auf die freie Oberfla¨che u¨bertragen wird. Somit
ist diese damit instabiler als es bei kleineren Viskosita¨ten der Fall wa¨re.
Fu¨r die Abha¨ngigkeiten von der Oberfla¨chenspannung ergibt aus der Abbildung
7.5, dass mit wachsendem Koeffizienten σ∗ die Kurve der kritischen Amplituden Γcx
monoton ansteigt. Dies ist im linken Diagramm der Abb. 7.5 zu erkennen, so dass
eine steigende Oberfla¨chenspannung zu einer erho¨hten Stabilita¨t fu¨hrt, was erwar-
tet werden durfte. Der Anstieg der Koeffizienten σ∗ hat einen gla¨ttenden Effekt auf
die Oberfla¨che, so dass die Oberfla¨chenwellen sich zu gro¨ßeren Wellenla¨ngen hin ver-
schieben. Dies zeigt entsprechend das rechte Diagramm von Abbildung 7.5 durch die
monotone Abnahme von kc bei steigendem σ
∗. Dieses Gesamtverhalten a¨hnelt qua-
litativ demjenigen, welches bei rein vertikaler Vibration fu¨r subharmonische Wellen
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in Abbildung 6.6 auf Seite 94 gezeigt ist.
Die Abha¨ngigkeit der kritischen Amplitude Γcx von der Fluidho¨he h0 ist in Abbil-
dung 7.6 auf der linken Seite zu sehen. Dabei nimmt die Stabilita¨t mit zunehmender
Ho¨he h0 zu. Da in diesem Fall die anderen Parameter fest sind und damit auch
die Dicke δ der Grenzschicht einen konstanten Wert besitzt, so wa¨chst h0 mit zu-
nehmendem Wert u¨ber diese Dicke hinaus, so dass in diesem Fall das umgekehrte
Argument im Vergleich zur Viskosita¨tsdiskussion weiter oben anwendbar ist. Dabei
zeigt sich bei der Betrachtung der kritischen Wellenzahl kc, dass fu¨r kleine Ho¨hen h0
jeweils die Nullmode von kc instabil ist. Ab einer bestimmten Schwelle steigt dann
die kritische Wellenzahl kc sehr schnell mit zunehmendem h0 an, wobei der Verlauf
qualitativ demjenigen a¨hnelt, der im Graphen kc (R) in Abbildung 7.3 gezeigt ist.
Da die Ho¨he h0 zudem in allen dimensionslosen Parametern enthalten ist, macht
dies die Einscha¨tzung deutlich komplizierter.
Insgesamt ko¨nnen wir festhalten, dass die numerische Untersuchung fu¨r rein ho-
rizontal vibrierte Fluide deutlich komplexer und numerisch aufwendiger ist, als dies
bei der Stabilita¨tsanalyse des vertikal vibrierten Fluids der Fall war. Da fu¨r die
einzelnen Diagramme deutlich mehr Rechenzeit sowie Speicherkapazita¨t erforderlich
ist, dauern Parameterstudien deutlich la¨nger und durch die Gro¨ße der Matrizen sind
numerische Fehler deutlich schneller gegeben. Andererseits zeigt der Vergleich der
Instabilita¨ten einige interessante Unterschiede, wie z.B. das Fehlen der subharmo-
nischen Moden sowie die Instabilita¨t fu¨r große Wellenla¨ngen bei rein horizontaler
Vibration bzw. die Koexistenz zweier kritischer Wellenzahlen bei rein vertikalem
Antrieb.
7.2. Stabilita¨t kombiniert horizontal und vertikal
vibrierter Newtonscher Fluide
In Kapitel 5.4 auf Seite 73 ist schon erla¨utert, dass die Referenzlo¨sungen rein ho-
rizontal und rein vertikal vibrierter Fluide entkoppeln, woraus folgt, dass bei einer
Superposition der Antriebe auch die U¨berlagerung der horizontalen und vertikalen
Referenzlo¨sungen eine Lo¨sung des Gesamtsystems darstellt. Die technische Reali-
sierbarkeit wurde schon fu¨r granulare Systeme gezeigt (siehe z.B. [11–13]). Dabei
stellt sich die Frage, ob es fu¨r diese Gesamtlo¨sung auch eine Instabilita¨t hin zu sub-
harmonischen und harmonischen Oberfla¨chenwellen gibt, wie wir sie im vorherigen
Kapitel 6 und in diesem untersucht haben.
Falls wir beide Stabilita¨tsalgorithmen aus den Kapiteln (6.1) und (7.1.1) parallel
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betrachten, so ergibt sich, dass die zeitliche Entwicklungsgleichung 7.14 auf Seite 104
des rein horizontalen Falles vollsta¨ndig erhalten bleibt. Zusa¨tzlich koppelt nur noch
ein Term in diese Gleichung aus dem vertikalen Antrieb ein, na¨mlich die zeitlich
periodische Funktion G (t) (siehe Gl. (6.29) auf Seite 84), wobei nur die Antriebs-
funktion
G (t) = g˜ Γy sin (t+ φv) (7.22)
und deren Kopplung an die Ho¨henfunktion h˜ (t) relevant ist (siehe Gl. (6.28) auf
Seite 83), da der konstante Term der dimensionslosen Gravitationsbeschleunigung
auch im horizontalen Fall enthalten ist. Durch den Einbau in Gleichung (7.14) ergibt
sich folglich:
M t · ∂tX (t) +Mk ·X (t) = g˜ Γx
(
M s sin t+M c cos t
) ·X (t) (7.23)
+g˜ Γy
(
Mv
s sin t+Mv
c cos t
)
·X (t) .
Dabei enthalten die Matrizen Mv
s sowie Mv
c die Eintra¨ge aus der Funktion G (t)
mit der Kopplung an die aufgeteilten zeitlichen Ho¨henfunktionen α (t) sowie β (t),
welche im Lo¨sungsvektor X (t) enthalten sind (siehe Gl. (7.13) auf Seite 104). Diese
Matrizen sind sehr du¨nn besetzt und enthalten nur Eintra¨ge in zwei Zeilen.
Indem wir die Form unseres Antriebs vorgeben, z.B. rein vertikal, rein horizontal,
zirkular (Γx = Γy, φh = 0; φv = ±pi2 ) usw. (siehe Diskussion auf Seite 73 bzw.
[11, 12]), la¨sst sich mit Hilfe von Gleichung (7.23) ein Eigenwertproblem daraus
erstellen und zwar beispielhaft fu¨r einen zirkularen Antrieb:
Fu¨r diesen gilt, dass Γy = Γx = Γ ist. Damit la¨sst die Gleichung (7.23) zusam-
menfassen zu:
M t · ∂tX (t) +Mk ·X (t) = g˜ Γ
(
Mz
s sin t+Mz
c cos t
)
·X (t) , (7.24)
wobei gilt:
Mz
s =M s +Mv
s (7.25a)
Mz
c =M c +Mv
c . (7.25b)
Dabei sind die Abha¨ngigkeiten von φv sowie φh schon in den Matrizen Mz
s sowie
Mz
c enthalten. Somit la¨sst sich der Algorithmus des horizontalen Problems auf das
kombinierte, in diesem Fall zirkulare Problem u¨bertragen. Somit bleiben in diesem
Fall die generalisierten Eigenwerte Γ zu bestimmen.
Der Algorithmus la¨sst sich mit Hilfe des Spezialfalls der rein vertikalen Vibra-
114
7.2. Stabilita¨t kombiniert horizontal und vertikal vibrierter Newtonscher Fluide
tion testen. Im Vergleich zum Algorithmus aus Kapitel 6.1 (siehe Seite 76) wird
dabei die DGL bzgl. v˜ numerisch gelo¨st. Die Resultate zeigen ein sehr gute U¨ber-
einstimmung. Fu¨r die kombinierte horizontale und vertikale Vibration haben wir
jedoch keinen Parameterkombinationen gefunden, bei denen subharmonische bzw.
harmonische Eigenwerte aufgetreten sind. Z.B. sind fu¨r den in Gleichung (7.24) be-
schriebenen zirkularen Antrieb die erhaltenen Eigenwerte von der Gro¨ßenordnung
Γ ≈ 107 . . . 109. Selbst fu¨r sehr kleine Abweichungen vom rein vertikalen Antrieb,
welche sich durch die Definition
Γx = Γy ;  1 (7.26)
erzeugen lassen, sind die erhaltenen Eigenwerte unphysikalisch groß. Dabei ist 
ein Parameter, der die relative Sta¨rke bzw. das Verha¨ltnis von vertikalem zu ho-
rizontalem Antrieb angibt und welcher bei der Eigenwertberechnung als konstant
vorgegeben wird. Das Analoge gilt im umgekehrten Fall, wenn geringe Sto¨rungen
des rein horizontalen Antriebs untersucht wurden.
Damit bleibt die Frage, ob es entweder noch Parameterbereiche gibt, in denen
derartige harmonische bzw. subharmonische Oberfla¨chenwellen existieren, die nicht
beachtet worden sind. Da die Lo¨sungen fu¨r die Spezialfa¨lle des rein horizontalen und
vertikalen Problems existieren, ist es analog zum Ausschluss der subharmonischen
Instabilita¨t beim horizontalen Problem (siehe [85, 86]) zudem mo¨glich, dass durch
die Kombination beider Antriebe erforderliche Symmetrien gebrochen werden, so
dass diese Form der Instabilita¨t nicht mehr mo¨glich ist. Direkte numerische Simu-
lationen bzw. der Vergleich mit granularer Materie, die auf einem Schwingfo¨rderer
kombiniert horizontal und vertikal vibriert wurde (siehe [11–13]), legen die Vermu-
tung nahe, dass wandernde Oberfla¨chenwellen bei der Kombination der Antriebe
bevorzugt entstehen. Diese sind durch den hier vorgestellten Ansatz jedoch nicht
beru¨cksichtigt.
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Nachdem wir im vorherigen Kapitel 7 die horizontale Stabilita¨tsanalyse fu¨r den spe-
ziellen Fall des Newtonschen Fluids diskutiert haben, werden wir im vorliegenden
Kapitel diese Analyse auf viskoelastische Fluide im Oldroyd-B-Modell u¨bertragen
und verallgemeinern. Da unseres Wissens bisher keine Literatur bzw. keine theo-
retischen Arbeiten auf diesem Gebiet bekannt sind, werden wir die Methoden und
Ansa¨tze aus den bisherigen Kapiteln auf die Problemstellung der linearen Stabi-
lita¨tsanalyse hinsichtlich harmonischer Oberfla¨chenwellen anwenden.
Es zeigt sich, dass sich im Vergleich zu den Analysen fu¨r das Newtonsche Fluid
in Kapitel 7 und denjenigen des rein vertikalen Antriebs in Kapitel 6 das Problem
deutlich umfangreicher und komplexer darstellt. Dieser Umstand la¨sst sich einmal
damit begru¨nden, dass nicht nur die horizontale Geschwindigkeitslo¨sung u0h inclusive
derer partiellen ra¨umlichen Ableitungen die Lo¨sung beeinflusst, sondern zusa¨tzlich
die Referenzlo¨sungen A0 (y, t) sowie B0 (y, t) (siehe Kapitel 5.3.4 ab Seite 65) an
die zu berechnenden Variablen koppeln. Des Weiteren wird, da die konstitutiven
Gleichungen des Oldroyd-B-Modells (siehe z.B. Gl. (3.36) auf Seite 19) erfu¨llt sein
mu¨ssen, die Entkopplung und Reduktion auf nur noch zwei abha¨ngige Variablen
wie in den vorherigen Kapiteln, na¨mlich v˜ und h˜, nicht mehr mo¨glich sein. Damit
steigt die Anzahl der zu berechnenden unbekannten Gro¨ßen und insbesondere der
numerische Aufwand dieser Berechnungen. Eine weitere Schwierigkeit stellt die nicht
verschwindende Kopplung der linearisierten Variablen an die Funktion A0 (y, t) dar,
da diese vom Quadrat der dimensionslosen Antriebsamplitude Γx abha¨ngt (siehe
Gl. (5.68) auf Seite 67). Da der Parameter Γx in den vorherigen Rechnungen als
zu berechnender generalisierter Eigenwert gedient hat, ist es noch erforderlich, das
resultierende quadratische Eigenwertproblem in ein lineares zu u¨berfu¨hren.
Den Lo¨sungsweg zur Bestimmung der marginalen Stabilita¨tsgrenzen bestreiten
wir auf a¨hnliche Weise wie im vorherigen Kapitel 7. Dazu geben wir zuna¨chst die li-
nearisierten Gleichungen und Randbedingungen an und entkoppeln diese soweit dies
mo¨glich ist. Daraufhin lo¨sen wir die ortsabha¨ngigen Teile der Gleichungen, zum einen
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die x-Abha¨ngigkeit durch Entwicklung in ra¨umliche Sinus- und Kosinusfunktionen.
Zum anderen benutzen wir wiederum die Tau-Methode zur Lo¨sung der y-Abha¨ngig-
keit und verwenden eine orthogonale Polynomial-Basis, die in diesem Fall aus or-
thonormierten Chebyshev-Polynomen besteht. Im Anschluss erhalten wir ein Ma-
trixgleichungssystem a¨hnlich der Form von Relation (7.14) auf Seite 104, so dass ein
Floquet-Ansatz fu¨r die periodische Zeitabha¨ngigkeit sinnvoll ist. Daraus resultiert
ein nichtlineares Eigenwertproblem, welches wir daraufhin in ein lineares umformen
werden. Somit la¨sst sich das Problem auf dasjenige aus Kapitel 7 zuru¨ckfu¨hren. Da
die wesentlichen Zu¨ge des Lo¨sungsverfahrens in den Kapiteln (7.1.1) (ab S. 99) fu¨r
das horizontale Problem und (6.1.1) (ab S. 76) fu¨r das vertikale Problem hergeleitet
und diskutiert wurden, werden wir aufgrund des umfangreichen Problems und eini-
ger la¨nglicher Gleichungen einige Details weniger ausgepra¨gt dokumentieren, aber
insbesondere die wichtigen Resultate aufzeigen.
8.1. Horizontaler Stabilita¨tsalgorithmus von
Oldroyd-B-Fluiden
8.1.1. Herleitung des linearisierten Gleichungssystems
Wir betrachten wiederum eine kleine Sto¨rung um die Referenzlo¨sung im Oldroyd-
B-Modell, welche sich aus den Gleichungen (5.64) bis (5.69) auf den Seiten 65 bis 67
ergeben. Damit definieren wir neue Lo¨sung der abha¨ngigen Gro¨ßen als kleine Sto¨run-
gen (Tilde-Variablen) der Referenzlo¨sungen entsprechend den vorherigen Kapiteln
(siehe Gl. (7.1) auf Seite 99):
u (x, y, t) = u˜ (x, y, t) +u0OB (y, t) (8.1a)
v (x, y, t) = v˜ (x, y, t) (8.1b)
p (x, y, t) = p˜ (x, y, t) + g˜ (1− y) (8.1c)
h (x, t) = h˜ (x, t) + 1 (8.1d)
Sxx (x, y, t) = A˜ (x, y, t) + A
0 (y, t) (8.1e)
Sxy (x, y, t) = B˜ (x, y, t)+ B
0 (y, t) (8.1f)
Syy (x, y, t) = C˜ (x, y, t) . (8.1g)
In obigem Gleichungssystem (8.1) haben wir die gesto¨rten Gro¨ßen
(
S˜
)
i
des Kon-
formationstensors in die neuen Variablen A˜, B˜ sowie C˜ umbenannt, wie wir es zuvor
bei den Referenzlo¨sungen gehandhabt haben. Zu Beginn der linearen Stabilita¨tsana-
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lyse setzen wir alle abha¨ngigen Variablen in die Gleichungen (3.38) bis (3.47) von
Seite 21 ein. Nach vielen Umformungen lassen sich aus dem dann linearisierten Glei-
chungssystem zwei Gro¨ßen entfernen, zum einen die kleine Sto¨rung der horizontalen
Geschwindigkeit u˜, zum anderen die Druckvariable p˜. Somit erhalten wir insgesamt
fu¨nf Feldgleichungen:
1. Evolutionsgleichung fu¨r v˜ (x, y, t) aus den beiden Geschwindigkeitsgleichungen:
∂t∆v˜ + ∂
3
xxy A˜+ ∂x
(
∂2yy − ∂2xx
)
B˜ − ∂3xxy C˜
= −u0OB (∂x∆v˜) +
(
∂2yyu
0
OB
)
(∂xv˜) . (8.2)
2. Kinematische Ho¨henbedingung der Ho¨he h˜ (x, t):
∂th˜− v˜
∣∣
y=1
= −
(
u0OB
∣∣
y=1
)
·
(
∂xh˜
)
. (8.3)
3. Evolutionsgleichung fu¨r A˜ (x, y, t):
(
1 + λ∂t
) (
∂x A˜
)
+
2
R
(
1 + λr ∂t
) (
∂2xy v˜
)
= λ
{
−u0OB
(
∂2xx A˜
)
+ 2
(
∂y u
0
OB
) (
∂x B˜
)
(8.4)
− (∂y A0) (∂x v˜)− 2A0 (∂2xy v˜)− 2B0 (∂2yy v˜)}
+
λr
R
{
−2u0OB
(
∂3xxy v˜
)
+ 2
(
∂yu
0
OB
) [
2 ∂2yy − ∂2xx
]
v˜
}
.
4. Evolutionsgleichung fu¨r B˜ (x, y, t):
(
1 + λ∂t
) (
∂x B˜
)
− 1
R
(
1 + λr ∂t
) [
∂2xx − ∂2yy
]
v˜ (8.5)
= λ
{
−u0OB
(
∂2xx B˜
)
+
(
∂y u
0
OB
) (
∂x C˜
)
− (∂y B0) (∂x v˜) +A0 (∂2xx v˜)}
+
λr
R
{
u0OB
[
∂3xxx − ∂3xyy
]
v˜ − 2 (∂yu0OB) (∂2xyv˜)+ (∂2yy u0OB) (∂x v˜)} .
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5. Evolutionsgleichung fu¨r C˜ (x, y, t):
(
1 + λ∂t
)
C˜ − 2
R
(
1 + λr ∂t
)
(∂y v˜)
= λ
{
−u0OB
(
∂x C˜
)
+ 2B0 (∂x v˜)
}
(8.6)
+
λr
R
{
2u0OB
(
∂2xy v˜
)− 2 (∂y u0OB) (∂x v˜)} .
Zu diesen Gleichungen ergeben sich noch die linearisierten Randbedingungen zu:
1. Randbedingungen am Boden:
v˜
∣∣
y=0
= 0 (8.7a)
(∂y v˜)
∣∣
y=0
= 0 . (8.7b)
2. Tangentialrandbedingung:
−B˜∣∣
y=1
=
((
∂y B
0
) ∣∣
y=1
)
h˜ . (8.8)
3. Normalrandbedingung:
[
∂2xx
(
A˜− C˜
)
+ ∂2xy B˜ + ∂
2
ty v˜
] ∣∣∣∣∣
y=1
+σ∗∂4x h˜− g˜ ∂2xx h˜ (8.9)
= −
(
u0OB
∣∣
y=1
)
(∂xyv˜)
∣∣
y=1
.
Die Gleichungen (8.2) bis (8.6) bestimmen das gesamte Stabilita¨tsproblem zusam-
men mit den Randbedingungen (8.7) bis (8.10). Dabei sind diese Relationen so
aufgeteilt, dass jeweils links vom Gleichheitszeichen diejenigen Terme stehen, die
nicht an die Grundfunktionen A0, B0 und u0OB koppeln, welche von den Koordina-
ten y und t abha¨ngen. Fu¨r die rechts vom Gleichheitszeichen gilt demnach genau
das Umgekehrte. Es la¨sst sich zudem zeigen, dass im Spezialfall λ = λr = 0 das
Gesamtproblem aus den Gleichungen (8.2) bis (8.10) zu dem des horizontalen be-
wegten Newtonschen Fluids a¨quivalent ist (siehe dazu das Gleichungssystem (7.3)
auf Seite 100).
Zur Lo¨sung des partiellen Differentialgleichungssystems (8.2) bis (8.6) gehen wir
entsprechend dem bekannten Verfahren aus Kapitel 7.1.1 vor. Dazu entwickeln wir
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alle fu¨nf unbekannten Funktionen bezu¨glich der x-Abha¨ngigkeit in reelle Fourier-
reihen. Da alle Gleichungen linear sind und es keine weiteren Funktionen gibt, die
Vera¨nderliche der lateralen Koordinate x enthalten, entstehen keine Kopplungen
untereinander und wir ko¨nnen die Analyse auf eine beliebige, aber feste Wellenzahl
kn = k reduzieren (siehe Gl. (7.4) sowie (7.5) auf Seite 101), wie wir es schon vorher
praktiziert haben:
F˜ → F˜ 1 cos (kx) + F˜ 2 sin (kx) , (8.10)
wobei F˜ jeweils fu¨r jede der fu¨nf Gro¨ßen v˜, A˜, B˜, C˜ und h˜ steht. Durch Einsetzen die-
ser Ansa¨tze fu¨r die einzelnen Funktionen und durch Ausnutzen der Orthogonalita¨t
der Sinus- und Kosinusterme in den DGLn (8.2) bis (8.6), erhalten wir eine doppelte
Anzahl an Gleichungen, analog zum System (7.5) auf Seite 101. Den Ableitungsre-
geln von Sinus- und Kosinusfunktionen entsprechend werden dabei die Gro¨ßen mit
Index 1 bzw. 2 je nach Grad der Ableitung in den jeweiligen Gleichungen vermischt.
Aus der Lo¨sung der lateralen x-Abha¨ngigkeit sind aus den fu¨nf partiellen DGLn
(8.2) bis (8.6) damit zehn Gleichungen geworden, welche die unbekannten Gro¨ßen
v˜1, . . . , h˜2 enthalten, wie dementsprechend aus den vier Randbedingungen (8.7a) bis
(8.10) danach acht resultieren. Fu¨r die Auflo¨sung der y-Abha¨ngigkeit der betref-
fenden Variablen (alle außer h˜1 (t) sowie h˜2 (t)) werden wir wiederum orthogonale
Polynome aus dem Intervall [−1, 1] verwenden, welche in diesem Fall die Basis {T n}
aus normierten Chebyshev-Polynomen ist (siehe Anhang C.2 ab Seite 134). Diese
benutzen wir zur einfacheren Handhabung auch fu¨r die Geschwindigkeitsfunktionen
v˜1 sowie v˜2, so dass wir mit Hilfe der Tau-Methode (siehe Kap. 7.1.1 auf Seite 101f
sowie [104–107]) zusa¨tzlich zu den Tangential- und Normalrandbedingungen (8.8)
sowie (8.10) auch die homogenen Randbedingungen (8.7) am Boden damit behan-
deln werden.
Zuna¨chst transformieren alle y-Abha¨ngigkeiten gema¨ß Formel (7.8) auf Seite 103
auf die neue Variable y′ und das Intervall y′ ∈ [−1, 1]. Damit gehen auch alle parti-
ellen Ableitungen ∂y u¨ber in 2 · ∂y′ . Somit lassen sich die y′-abha¨ngigen Funktionen
approximieren durch:
Gi
(
y′, t
) ≈ L∑
l=0
Gil (t) T l
(
y′
)
, (8.11)
wobei der Ausdruck Gi (y′, t) stellvertretend fu¨r die acht Gro¨ßen v˜1 bis C˜2 steht.
Indem wir die Referenzgro¨ßen u0OB (y
′, t), A0 (y′, t) sowie B0 (y′, t) in die Einzelterme
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zerlegen, d.h.:
u0OB
(
y′, t
)
= g˜ Γx
{
vs
(
y′
)
sin t+ wc
(
y′
)
cos t
}
(8.12a)
B0
(
y′, t
)
= g˜ Γx
{
B0s
(
y′
)
sin t+B0c
(
y′
)
cos t
}
(8.12b)
A0
(
y′, t
)
= (g˜ Γx)
2
{
A0k
(
y′
)
+A0c
(
y′
)
cos (2t) +A0s
(
y′
)
sin (2t)
}
, (8.12c)
und anschließend diese Funktionen zusammen mit den Approximationen (8.11)
jeder Gro¨ße in die Evolutionsgleichungen einsetzen, so erhalten wir mit Hilfe der
Integralprojektion und Orthogonalita¨tsrelationen der normierten Chebyshev-Basis{
Tm
}
zeitabha¨ngige Matrix-Gleichungen der Form von Gl. (7.14) auf Seite 104.
Dieses Gleichungssystem lautet somit:
M t · ∂tX (t) +Mk ·X (t) = g˜ Γx
(
M s sin t+M c cos t
) ·X (t) (8.13)
+ (g˜ Γx)
2
(
Mak +Mas sin 2t+Mac cos 2t
)
·X (t) .
Die MatrizenM i enthalten jeweils konstante Eintra¨ge. Speziell entha¨ltM t alle Kom-
ponenten der linken Seite, die an eine Zeitableitung koppeln, und dementsprechend
beinhaltet Mk jegliche Terme mit konstanten Koeffizienten. Die Matrizen M s bzw.
M c repra¨sentieren hier nicht nur die Referenzlo¨sung uOB und deren Ableitungen,
sondern auch die Funktionen B0. Die Matrizen in der zweiten Zeile von Relation
(8.13) entspringen jeweils den Komponenten von A0 (y′, t). Der Lo¨sungsvektor X (t)
ist im Fall des Oldroyd-B-Modells deutlich gro¨ßer als im Newtonschen Fluid (vgl.
Gl. (7.13) auf S. 104) und hat die Form:
X (t) =
(
v˜10 (t) . . . v˜
1
L (t) A˜
1
0 (t) . . . A˜
1
L (t) . . . . . . h˜
1 (t) v˜20 (t) . . .
. . . v˜2L (t) A˜
2
0 (t) . . . . . . C˜
2
L (t) h˜
2 (t)
)T
. (8.14)
Damit entha¨lt der Vektor X (t) der zu lo¨senden Funktionen insgesamt 2 · 4 · (L+ 1)
Funktionen, die aus der y-Abha¨ngigkeit der Variablen v˜1 bis C˜2 resultieren. Dazu
kommen noch die beiden Gro¨ßen h˜1 und h˜2, welche die Oberfla¨chenauslenkung be-
schreiben. Damit hat der Lo¨sungsvektor X die La¨nge dim (X) = 8 · (L+ 1) + 2 und
damit auch die quadratischen Matrizen M i die entsprechende Ausdehnung.
Wie in den vorherigen Kapiteln bleibt noch die zeitliche Entwicklung mit Hil-
fe eines Floquet-Ansatzes zu bestimmen. Die Formel (7.17) sowie die Diskussion
auf Seite 106 ko¨nnen entsprechend auf die vorliegende Problemstellung u¨bertragen
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werden:
X (t) = e(s+iα)t Xˆ (t) = e(s+iα)t Xˆ (t+ 2pi) = e(s+iα)t
∞∑
m=−∞
Xˆm e
im t . (8.15)
Wir betrachten wiederum die marginale Stabilita¨t, d.h. den Fall s = 0 und harmo-
nische Antworten auf die periodischen Funktionen der Periode T = 2pi und somit
ist zudem α = 0. Damit greifen die gleichen Relationen wie in Gleichung (7.18) auf
Seite 106, mit der Ausnahme, dass zusa¨tzlich noch die Terme der Matrizen Mak
usw. in die Relation eingehen:{
imM t +Mk
}
· Xˆm
= Γx
g˜
2
{[
M c + iM s
]
· Xˆm+1 +
[
M c − iM s
]
· Xˆm−1
}
(8.16)
+Γ2x
g˜2
2
{[
Mac + iMas
]
· Xˆm+2 +
[
Mac − iMas
]
· Xˆm−2
}
+Γ2x
g˜2
2
Mac · Xˆm .
Damit koppeln die Referenzlo¨sungen nicht mehr nur u¨ber die erste Nebendiagonale,
sondern auch durch die Terme der zweiten Nebendiagonale ((n, n±2)-Eintra¨ge) und
auch die der Hauptdiagonalen an die Sto¨rungslo¨sung ein. Wie zuvor brechen wir die
Floquet-Entwicklung (8.15) bei einer Ordnung±M ab und vernachla¨ssigen Vektoren
Xˆm ho¨herer Ordnung (d.h. |m| > M). Indem wir die Einzelvektoren Xˆm (insgesamt
2M+1) in einem großen Vektor Xˆges zusammenfassen, lassen sich dementsprechend
die Einzelgleichungssysteme (8.16) als eine große Matrixgleichung der Form
Mges
L
· Xˆges = ΓxMgesR · Xˆges + Γ
2
xM
ges
A
· Xˆges (8.17)
aufschreiben. Dabei fasst Mges
L
alle (2M +1) Teilmatrizen aus der oberen Zeile von
Gl. (8.16) zusammen und auf der rechten Seite der Matrix-Gl. (8.17) demgema¨ß die
Matrix Mges
R
die Terme proportional zu Γx und M
ges
A
analog denjenigen proportio-
nal zu Γ2x. Es tritt bei Gl. (8.17) jedoch im Gegensatz zum Newtonschen Fall das
Problem auf, dass der vormalige zu bestimmende generalisierte Eigenwert Γx qua-
dratisch in dieser Relation vorkommt. Somit lassen sich die Aussagen zum linearen
Eigenwertproblem hier nicht direkt anwenden.
Da die quadratische Abha¨ngigkeit aus der Referenzlo¨sung A0 (y, t) und deren par-
tieller Ableitung resultieren, betrachten wir das lineare Grundgleichungssystem (8.2)
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bis (8.6) auf Seite 118f hinsichtlich A0 (y, t). Aus diesen geht hervor, dass A0 und die
partielle Ableitung ∂y A
0 in den Gleichungen (8.4) sowie (8.5) ausschließlich an die
Variable v˜ und deren Ableitungen koppelt. Diese Kopplung geht zudem nicht durch
die Diskretisierungen der x-, y- und t-Abha¨ngigkeit verloren und bleibt insbesonde-
re durch die Linearita¨t aller Gleichungen erhalten. Somit behelfen wir uns dadurch,
dass wir folgende Hilfsvariablen D˜iml einfu¨hren:
D˜1ml = Γx v˜
1
ml ; D˜
2
ml = Γx v˜
2
ml . (8.18)
Indem wir die Lo¨sungsvektor Xˆges um diese Variablen D˜
i
ml zu einem neuen Gesamt-
vektor
Yˆges =

 Xˆgesv˜1ml
v˜2ml

 (8.19)
erweitern, so kann die Matrixgleichung (8.17) zu einer linearen Gleichung in Γx
umgeformt werden, wobei die Matrizen Mges
L
natu¨rlich dementsprechend angepasst
werden und die zusa¨tzlichen Zeilen und Spalten der Variablen D˜iml enthalten sein
mu¨ssen. Dies la¨sst sich damit abschließend in folgender Form ausdru¨cken:
LS · Yˆges = ΓxRS · Yˆges , (8.20)
wobei in der Gesamtmatrix LS alle Terme der linken Seite von Gl. (8.17) inclusive
der Transformation in Gln. (8.18) und (8.19) enthalten sind und dementsprechend
in der Matrix RS alle Terme der rechten Seite. Auf diese Weise haben wir, in An-
lehnung beispielsweise an das Verfahren zur Reduktion der Ordnung gewo¨hnlicher
Differentialgleichungen, das quadratische Eigenwertproblem auf ein lineares genera-
lisiertes Eigenwertproblem zuru¨ckgefu¨hrt. Die Gro¨ße des Gesamtsystems ist damit
insgesamt (2M + 1) · (10 (L+ 1) + 2)× (2M + 1) · (10 (L+ 1) + 2).
8.1.2. Diskussion des Stabilita¨tsalgorithmus im Oldroyd-B-Modell
Wie wir schon in Kapitel 7.1.2 auf Seite 107 erla¨utert haben, ist schon die numerische
Behandlung des generalisierten Eigenwertproblems im Fall des horizontal vibrierten
Newtonschen Fluids sehr aufwendig. Im Vergleich dazu ist der Lo¨sungsvektor Yges
(siehe Gl (8.20)) bei gleichen Entwicklungsla¨ngenM und L ungefa¨hr um einen Faktor
5 gro¨ßer, so dass sich fu¨r die Eigenwertberechnung der der Zeitfaktor 53 = 125
ergibt. Damit bleibt zuna¨chst noch ein Algorithmus zu entwickeln, der die gesamte
Eigenwertberechnung auf niedrige reelle Eigenwerte reduzieren kann. Den von Or
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[85] sowie Talib et al. [84] vorgestellte Algorithmus, durch eine iterative Bestimmung
von Determinanten das Problem zu lo¨sen, haben wir fu¨r die horizontale Newtonsche
Stabilita¨tsanalyse implementiert. Dabei konnten wir jedoch nicht die von Or [85]
publizierten Ergebnisse der Instabilita¨t kleiner Wellenzahlen reproduzieren.
Ein weiteres numerisches Problem betrifft sogenannte
”
spurious eigenvalues“, al-
so Schein-Eigenwerte (siehe auch [104, 106, 107]). Diese resultieren z.B. bei der
hier benutzten Tau-Methode zur Lo¨sung der DGL in Chebyshev-Polynome. Durch
den Einbau der homogenen Randbedingungen (8.7 auf Seite 119) in die Zeilen des
Gesamtmatrixsystems, koppeln diese Zeilen nicht mehr an den generalisierten Eigen-
wert. Dies resultiert im Endeffekt in einer zusa¨tzlichen Fehlerquelle, die sich durch
Verwendung angepasster Basisfunktionen wie die Basis {ψ} (siehe Anhang C auf
Seite 133) vermeiden la¨sst.
Daher ist es noch notwendig, den bestehenden Algorithmus anzupassen und auf
stabile Art weiterzuentwickeln. Zum einen durch Verwendung neuer Basisfunktionen,
zum anderen durch Umgehung der Lo¨sung des gesamten Eigenwertproblems und der
Reduktion auf wenige, geeignete reelle Eigenwerte.
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9. Zusammenfassung
Die Untersuchung von kombiniert horizontal und vertikal vibrierter granularer Ma-
terie mit Hilfe von Schwingfo¨rderern und der damit verbundenen Erkundung inter-
essanter Pha¨nomene und Strukturen wirft die Frage auf, wie sich Flu¨ssigkeiten unter
diesen Bedingungen verhalten. Die Fa¨lle der einzelnen horizontalen wie vertikalen
Oszillation sind schon detailliert aus experimenteller und auch theoretischer Sicht
untersucht. Die Fragestellung, was aus der Kombination beider Antriebsformen re-
sultiert, bildet dabei die Basis unserer theoretischen Untersuchungen.
Da fu¨r Fluide im Gegensatz zu Granulaten Bilanzgleichungen existieren, die sich
fu¨r sinusoidale, zeitlich periodische Antriebe nicht nur auf numerischem, sondern
vielmehr auch auf analytischem Wege lo¨sen lassen, ergibt sich hiermit ein weiterer
Ansatzpunkt fu¨r die theoretische Untersuchung. Denn in den vergangenen Jahren
sind viele elementare Lo¨sungen in viskoelastischen Modellen berechnet und publi-
ziert worden. Aus diesen Modellen betrachten wir das Oldroyd-B-Modell, welches
die bekannten Modelle des Newtonschen und des Maxwell-Fluids als Untermenge
entha¨lt. Damit ist diese Arbeit in zwei wesentliche Teilaspekte aufgeteilt: Im ersten
Teil steht die analytische Berechnung von Lo¨sungen dieser Feldgleichungen fu¨r ein
Fluid auf einer periodisch bewegten Platte im Vordergrund. Diese Lo¨sungen erfu¨llen
dabei elementare Symmetrien, z.B. sind diese nur noch von der vertikalen Raumko-
ordinate und der Zeit abha¨ngig. Im zweiten Teil wird die neutrale Stabilita¨t dieser
analytisch berechneten Lo¨sungen mit Hilfe numerischer Methoden untersucht, wobei
die Instabilita¨t zu stehenden, periodischen Oberfla¨chenwellen betrachtet wird.
Nach einer kurzen Einleitung und einem U¨berblick haben wir im dritten Kapitel
die fu¨r uns relevanten Bestimmungsgleichungen, einerseits diejenigen des Newton-
schen Fluids, andererseits die des viskoelastischen Oldroyd-B-Modells vorgestellt und
diskutiert. Im weiteren Verlauf konnten wir in Kapitel 4 zeigen, dass die Kombinati-
on aus hydrostatischem Druck und periodisch oszillierender Gravitationsbeschleuni-
gung als Lo¨sung des Druckes zusammen mit einer ruhenden, flachen Fluidschicht eine
elementare Lo¨sung des gesamten vertikal periodisch getriebenen Systems darstellt.
Diese Lo¨sung bleibt beim U¨bergang vom Newtonschen Fluid hin zu viskoelastischen
Flu¨ssigkeiten bei rein vertikaler Antriebsbeschleunigung erhalten.
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9. Zusammenfassung
Das folgende Kapitel 5 ist das Hauptkapitel zu den analytischen Lo¨sungen bei
horizontaler Vibration. Beginnend mit dem Spezialfall des Newtonschen Fluids las-
sen sich dabei zwei Arten von Lo¨sungen herleiten: Einerseits eine transiente Lo¨sung,
welche als unendliche Summe u¨ber ra¨umliche Basisfunktionen mit zeitabha¨ngigen
Koeffizienten darstellbar ist und mit deren Hilfe sich zeigen la¨sst, dass dadurch in
das System eine laterale Nettogeschwindigkeit induziert wird. Andererseits existiert
eine periodische Lo¨sung, die außer obiger Reihendarstellung noch eine kompakte,
reelle Form aus Kombinationen von trigonometrischen und hyperbolischen Funktio-
nen besitzt. Die Form der Lo¨sung ha¨ngt im Fall des Newtonschen Fluids nur von
der Reynoldszahl R ab, wobei mit zunehmendem Parameter R die horizontale Ge-
schwindigkeit in Schichten aufteilbar ist, die jeweils gegeneinander oszillieren. Fu¨r
niedrige Reynoldszahlen R ist dagegen der ra¨umliche Anteil monoton.
Diese beiden Formen der Lo¨sung, zum einen die Reihendarstellung und zum an-
deren die kompakte Form, lassen sich damit fu¨r den Fall des viskoelastischen Fluides
so verallgemeinern, dass auch hier die Aufteilung in einen periodischen und einen
transienten Anteil mo¨glich ist. Die kompakte Form der periodischen Lo¨sung ist dabei
ein neuer Beitrag, der unseres Wissens nach vorher noch nicht publiziert worden ist.
Zudem ko¨nnen wir mit Hilfe der Eigenschaften geometrischer Reihen zeigen, dass
sich fu¨r beliebige periodische Antriebe eine neue, vereinfachte Lo¨sung ergibt. Die
allgemeine Lo¨sung der horizontalen Geschwindigkeit im Oldroyd-B-Modell besitzt
dabei einen stark oszillatorischen Charakter. Neben der Reynoldszahl R werden die
Eigenschaften durch die Werte und Verha¨ltnisse der Relaxations- und Retardations-
koeffizienten λ und λr bestimmt. Falls beide Parameter gleich sind, so geht die
Lo¨sung in diejenige des Newtonschen Fluids u¨ber. Je kleiner das Verha¨ltnis von Re-
tardationskoeffizient λr zum Relaxationskoeffizienten λ wird, desto gro¨ßer wird die
Anzahl der u¨bereinanderliegenden Schichten, welche gegeneinander oszillieren. Fu¨r
den Fall λr = 0, welcher dem eines Maxwell-Fluids entspricht, ist diese Eigenschaft
am deutlichsten ausgepra¨gt.
Am Ende dieses Kapitels berechnen wir noch detailliert die Lo¨sungen des Kon-
formationstensors S, dessen Eintra¨ge teilweise in komplexer nichtlinearer Form von
der horizontalen Geschwindigkeitslo¨sung abha¨ngen. Dies fu¨hrt dazu, dass z.B. die
Komponente Sxx mit der doppelten Antriebsfrequenz oszilliert und quadratisch von
der Antriebsamplitude Γx abha¨ngt.
Wir ko¨nnen zudem zeigen, dass eine analytische Lo¨sung einer flachen Fluidschicht,
die kombiniert vertikal und horizontal periodisch angetrieben wird, sich aus den je-
weiligen Einzello¨sungen der rein vertikal sowie der rein horizontal oszillierten Flui-
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de zusammensetzt. Das bedeutet, dass der vertikale Anteil des Antriebs in einem
zeitabha¨ngigen Druckterm resultiert, wa¨hrend der horizontale Anteil nur an die ho-
rizontale Geschwindigkeit koppelt.
Im folgenden zweiten großen Teil betrachten wir die linearen Stabilita¨tsanalysen
der zuvor berechneten vertikalen und horizontalen analytischen Lo¨sungen. Dabei
werden die linearisierten Feldgleichungen in den Kapiteln 6 bis 8 jeweils fu¨r vertika-
le, horizontale bzw. kombiniert horizontal und vertikale getriebene Fluide hergeleitet
und jeweils ein Algorithmus vorgestellt, wie die marginalen (neutralen) Stabilita¨ts-
grenzen berechnet werden ko¨nnen.
Beim rein vertikal oszillierten Fluid bleibt die Instabilita¨t hin zu subharmonischen
Oberfla¨chenwellen beim U¨bergang vom Newtonschen zum viskoelastischen Fluid im
Wesentlichen erhalten. Die Stabilita¨tsgrenzen verschieben sich mit Abnahme des
Verha¨ltnisses λr/λ hin zu kleineren kritischen Antriebsamplituden. Das bedeutet,
dass bei Newtonschen Fluiden die flache Fluidoberfla¨che eine gro¨ßere Stabilita¨t auf-
weist, als dies bei viskoelastischen Fluiden der Fall ist. Zudem ko¨nnen harmonische
Moden die vormals dominanteren subharmonischen leichter verdra¨ngen. Ein sehr in-
teressanter Effekt ist derjenige der Koexistenz zweier kritischer Wellenla¨ngen und der
damit einhergehende unstetige U¨bergang in der Dispersionsrelation. Dieser Effekt
kann bei sonst festen Parameterwerten allein durch Frequenza¨nderungen erhalten
werden.
Die Generierung der Resultate im Newtonschen horizontalen Stabilita¨tsproblem
gestaltet sich deutlich aufwendiger. Die wesentlichen Beobachtungen sind hier das
Fehlen subharmonischer Oberfla¨chenwellen, d.h. das System kann nur die harmo-
nische Instabilita¨t ausbilden. Bei niedrigen Reynoldszahlen R sind dabei nur sehr
große Wellenla¨ngen, d.h. kleine Wellenzahlen, instabil. Erst durch Erho¨hung der
Reynoldszahl bilden sich Oberfla¨chenwellen mit gro¨ßeren kritischen Wellenzahlen
aus. Im Gegensatz zu den Beobachtungen beim rein vertikal oszillierten Fluid fu¨hrt
die Erho¨hung der Viskosita¨t ν des Fluids nicht zu einer Stabilisierung der flachen
Oberfla¨che, sondern umgekehrt zu einer Destabilisierung. Dies kann durch Betrach-
tung der Grenzschichten argumentativ untermauert werden.
Die Behandlung der kombinierten horizontalen und vertikalen Vibration wurde
zwar eingehend untersucht, fu¨hrte aber zu dem Resultat, dass kein U¨bergang der
analytischen Lo¨sungen hin zu harmonisch bzw. subharmonisch schwingenden Ober-
fla¨chenwellen gefunden wurde. Somit ist zu erwarten, dass in diesem Fall z.B. der
Ansatz propagierender Oberfla¨chenwellen sinnvoller sein ko¨nnte.
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9. Zusammenfassung
Ausblick: Fu¨r die allgemeine horizontale Stabilita¨tsanalyse fu¨r das viskoelasti-
sche Oldroyd-B-Modell ist noch die Fortfu¨hrung und stabile sowie effiziente Entwick-
lung des Eigenwertalgorithmus notwendig. Falls dies gelingt, darf auf neue Effekte
im Vergleich zur Analyse im Newtonschen Modell gehofft werden. Zudem bedarf
insbesondere das Bifurkationsverhalten, wie z.B. der Bereich zweier kritischer Wel-
lenla¨ngen bei rein vertikaler Oszillation, noch einer detaillierten Analyse. In experi-
menteller Hinsicht ist eine eingehende Untersuchung der Kombination aus horizontal
und vertikal vibriertem Fluid wu¨nschenswert, um einen theoretischen Ansatzpunkt
fu¨r die zu erwartenden Lo¨sungen und Hinweise auf das Stabilita¨tsverhalten zu be-
kommen.
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A. Lo¨sungsfunktionen der homogenen
DGL: v(iv) (y) +R2 v (y) = 0
Fu¨r die Referenzlo¨sung der horizontalen Geschwindigkeit in Kapitel 5.1.1 (siehe Seite
28) wird die Lo¨sung obiger DGL beno¨tigt. Dazu betrachten wir zuna¨chst die vier
Kombinationen aus Sinus-, Kosinus- sowie deren hyperbolischen Partnern:
v1 (y) = sinh (Ay) sin (B y) (A.1a)
v2 (y) = sinh (Ay) cos (B y) (A.1b)
v3 (y) = cosh (Ay) sin (B y) (A.1c)
v4 (y) = cosh (Ay) cos (B y) . (A.1d)
Diese Funktionen (A.1) haben folgende Eigenschaften hinsichtlich Differentiation:
v′1 (y)= Av3 +B v2 ; v
′′
1 (y)=
(
A2 −B2) v1 + 2AB v4 (A.2a)
v′2 (y)= Av4 −B v1 ; v′′2 (y)=
(
A2 −B2) v2 − 2AB v3 (A.2b)
v′3 (y)= Av1 +B v4 ; v
′′
3 (y)=
(
A2 −B2) v3 + 2AB v2 (A.2c)
v′4 (y)= Av2 −B v3 ; v′′4 (y)=
(
A2 −B2) v4 − 2AB v1 (A.2d)
Mit Hilfe der Gleichungssysteme (A.1) bzw. (A.2) sind die Differentialgleichungen
in den Kapiteln 5.1.2 sowie 5.2 lo¨sbar. Fu¨r den Spezialfall A = B ergibt die rechte
Seite von Gl.-System (A.2):
v′′1 (y)= +2A
2 v4 ⇒ v(iv)1 (y)= −4A4 v1 (A.3a)
v′′2 (y)= −2A2 v3 ⇒ v(iv)2 (y)= −4A4 v2 (A.3b)
v′′3 (y)= +2A
2 v2 ⇒ v(iv)3 (y)= −4A4 v3 (A.3c)
v′′4 (y)= −2A2 v1 ⇒ v(iv)4 (y)= −4A4 v4 (A.3d)
Durch Vergleich der rechten Seite vom Gleichungssystem (A.3) wird die DGL aus
der U¨berschrift lo¨sbar mit A =
√
R
2 sowie den vier linear unabha¨ngigen Funktionen
v1 (y) , . . . , v4 (y).
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B. Inhomogene Lo¨sung im
Oldroyd-B-Modell fu¨r allgemeine
periodische Antriebe
Die Lo¨sung der zeitlich separierten, inhomogenen Gleichung im Oldroyd-B-Modell
mit Hilfe der allgemeinen Formel (5.39) auf Seite 44 erfordert die Integration der
kombinierten homogenen Lo¨sungen (5.37) von Seite 43 mit der Antriebsfunktion
F (t) = fx (t) + λf˙x (t). Im Wesentlichen sind dabei Integrale der Form
I1 (t) = e
−β t
t∫
0
F (s) eβ sds (B.1)
zu lo¨sen, wobei β auch komplex werden darf (z.B. aus der Aufteilung der Sinus-
funktionen in die komplexe Schreibweise). Falls die horizontale Antriebsfunktion
fx (t) und auch deren Ableitung periodisch sind mit einer Periodendauer T , d.h.
F (t) = F (t+ T ), so la¨sst sich die Zeit t aufteilen in M Perioden der Dauer T und
eine
”
periodische Zeit“ t′:
t =M · T + t′ ; 0 ≤ t′ < T . (B.2)
Es kann gezeigt werden, dass sich mit den obigen Voraussetzungen die inhomoge-
ne Lo¨sung ginhn (t) (aus Gl. (5.39) auf Seite 44) in zwei Teile zerlegen la¨sst: In eine
transiente Lo¨sung, die exponentiell mit der Gesamtzeit t abnimmt, sowie eine peri-
odische Lo¨sung, welche nur noch von der periodischen Zeit t′ und der Periodendauer
T abha¨ngt und damit eine kontinuierliche, jeweils periodisch fortgesetzte Lo¨sung
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bildet. Dies wollen wir mit Hilfe vom Integral in Gl. (B.1) verdeutlichen:
t∫
0
F (s) eβsds=
T∫
0
Feβsds+
2T∫
T
Feβsds+ · · · +
MT∫
(M−1)T
Feβsds+
MT+t′∫
MT
Feβsds
=
(
1 + eβT + e2βT + . . . e(M−1)βT
) T∫
0
F (s) eβsds + eMβT
t′∫
0
F (s) eβsds
=
eMβ T − 1
eβT − 1
T∫
0
F (s) eβsds
︸ ︷︷ ︸
I(T,β)
+ eMβ T
t′∫
0
F (s) eβsds
︸ ︷︷ ︸
I(t′,β)
(B.3)
In der ersten Zeile von Relation (B.3) wurde die Periodizita¨t von F ausgenutzt, mit
Hilfe derer die Integrale in Zeile zwei jeweils auf das Intervall [0, T ] zuru¨ckgefu¨hrt
werden ko¨nnen. Mit den Eigenschaften geometrischer Reihen ergibt sich die letzte
Zeile. Somit la¨sst sich Gleichung (B.1) folgendermaßen umformen, wobei wir die
in der letzten Zeile von Gl. (B.3) definierten Abku¨rzungen der Integralfunktionen
u¨bernehmen werden:
I1
(
t, t′
)
=e−β t
eMβ T − 1
eβT − 1 I (T, β) + e
−β(t−MT )I
(
t′, β
)
(B.4a)
=e−β t
′
(
I (T, β)
eβT − 1 + I
(
t′, β
))
︸ ︷︷ ︸
I
per
1 (t
′)
− e−β t
(
I (T, β)
eβT − 1
)
︸ ︷︷ ︸
Itrans
1
(t)
. (B.4b)
Somit geht der Ausdruck I1 u¨ber in einen Teil I
per
1 (t
′), welcher sich zeitlich periodisch
wiederholt, und einen anderen Itrans1 (t), welcher mit der Gesamtzeit t exponentiell
abnimmt, sofern der Realteil des Koeffizienten β positiv ist. Damit kann das Finden
der gesamten inhomogenen Lo¨sung ginhn fu¨r alle drei Fa¨lle aus Kapitel 5.3.1 (Seite 44)
in obiger Form geschrieben werden. Folgende Abku¨rzungen werden dazu definiert:
IF (β, t):=
t∫
0
eβs F (s) ds ; IcosF (β, α, t):=
t∫
0
eβs cos (α s)F (s) ds (B.5a)
IsF (β, t):=
t∫
0
s eβs F (s) ds ; IsinF (β, α, t):=
t∫
0
eβs sin (α s)F (s) ds . (B.5b)
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B. Inhomogene Lo¨sung im Oldroyd-B-Modell fu¨r allgemeine periodische Antriebe
Damit erhalten wir die inhomogenen Lo¨sungen bei periodischem Antrieb in allen
drei Fa¨llen:
Fall a
ga,inhn
(
t′, t
)
=
−1
λwndn
{
e(−β
0
n−dn) t′
(
IF
(
β0n + dn, T
)
e(−β0n−dn)T − 1 + IF
(
β0n + dn, t
′
))
−e(−β0n+dn) t′
(
IF
(
β0n − dn, T
)
e(−β
0
n+dn)T − 1 + IF
(
β0n − dn, t′
))
(B.6)
−e(−β0n−dn) t IF
(
β0n + dn, T
)
e(−β0n−dn)T − 1 + e
(−β0n+dn) t IF
(
β0n − dn, T
)
e(−β0n+dn)T − 1
}
Fall b
gb,inhn
(
t′, t
)
=
2
λwn
{
e−β
0
n t
′
e−β
0
nT − 1
[
IF
(
β0n, T
)
t′ − IsF
(
β0n, T
)
+ T
IF
(
β0n, T
)
1− e−βT
]
+e−β
0
n t
′ [
IF
(
β0n, t
′
)
t′ − IsF
(
β0n, t
′
)]
(B.7)
+
e−β
0
n t
eβ0nT − 1
[
IsF
(
β0n, T
)− T IF (β0n, T )− T1− e−βT
]}
Fall c
gc,inhn
(
t′, t
)
=
2 e−β
0
n t
′
λwnαn
{
sin
(
αnt
′
)
IcosF
(
β0n, αn, t
′
)− cos (αnt′) IsinF (β0n, αn, t′) (B.8)
+Ac
[
sin
(
αn
(
t′ + T
))
IcosF
(
β0n, αn, T
)− cos (αn (t′ + T)) IsinF (β0n, αn, T )]
−Ac e−β0nT
[
sin
(
αn t
′
)
IcosF
(
β0n, αn, T
)− cos (αn t′) IsinF (β0n, αn, T )]
}
− 2 e
−β0n t
λwnαn
{
Ac
[
sin (αn (t+ T )) I
cos
F
(
β0n, αn, T
)− cos (αn (t+ T )) IsinF (β0n, αn, T )]
−Ac e−β0nT
[
sin (αn t) I
cos
F
(
β0n, αn, T
)− cos (αn t) IsinF (β0n, αn, T )]
}
.
Dabei ist Ac =
1
2 (cosh (β0nT )− cos (αnT ))
und die weiteren Koeffizienten sind in
Kapitel 5.3.1 ab Seite 44 in den Gleichungen (5.35) bis (5.39) definiert. Die ho-
rizontalen Linien trennen jeweils die periodischen (oberhalb) von den transienten
Lo¨sungen (unterhalb der Linien).
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C. Jacobi-, Chebyshev- und
Auto-orthogonale Polynome
Zur Approximation von periodischen Funktionen dienen die harmonischen Sinus-
und Kosinusfunktionen, mit der Eigenschaft, dass diese hinsichtlich eines integra-
len Skalarprodukt orthogonal zueinander sind. Fu¨r beliebige Funktionen mit hin-
reichenden Eigenschaften hinsichtlich Beschra¨nkheit und Stetigkeit bieten sich auf
einem begrenzten Intervall orthogonale Polynome an, z.B. Jacobi-, Legendre- so-
wie Chebyshev-Polynome u.v.m. Diese sind definiert auf dem Intervall [−1, 1] und
eignen sich aufgrund der globalen Approximationseigenschaften fu¨r Pseudospektral-
Verfahren. Im Folgenden werden die Eigenschaften, Orthogonalita¨tsrelationen, usw.
aufgefu¨hrt (aus [108, 109, 111]).
C.1. Jacobi-Polynome P
(α,β)
n (x)
Expliziter Ausdruck (Γ (. . .) - Gamma-Funktion; α, β > −1):
P (α,β)n (x) =
Γ (α+ n+ 1)
n! Γ (α+ β + n+ 1)
n∑
m=0
(
n
m
)
Γ (α+ β + n+m+ 1)
2m Γ (α+m+ 1)
(x− 1)m .
(C.1)
Orthogonalita¨t bezu¨glich der Gewichtsfunktion w(α,β) (x) = (1− x)α (1 + x)β:
1∫
−1
dx P (α,β)m (x) P
(α,β)
n (x) (1− x)α (1 + x)β =
2α+β+1
2n + α+ β + 1
Γ (n+ α+ 1) Γ (n+ β + 1)
n! Γ (n+ α+ β + 1)
δm,n , (C.2)
wobei δm,n die u¨bliche Darstellung des Kronecker-Symbols ist.
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C. Jacobi-, Chebyshev- und Auto-orthogonale Polynome
Symmetrie und Werte am Rand:
P (α,β)n (−x) = (−1)n P (β,α)n (x) (C.3a)
P (α,β)n (1) =
Γ (n+ α+ 1)
Γ (n+ 1) Γ (α+ 1)
(C.3b)
P (α,β)n (−1) = (−1)n
Γ (n+ β + 1)
Γ (n+ 1) Γ (β + 1)
. (C.3c)
Basisfunktionen niedrigster Ordnung fu¨r α = −12 sowie β = 32 :
P
(− 12 ,
3
2)
0 (x)= 1 ; P
(− 12 ,
3
2)
2 (x)=
5
2
x2 − 2x− 1
8
(C.4)
P
(− 12 ,
3
2)
1 (x)=
3
2
x− 1 ; P (−
1
2
, 3
2)
3 (x)=
35
8
x3 − 15
4
x2 − 15
16
x+
5
8
.
C.2. Chebyshev-Polynome Tn (x)
Tn (x) Spezialfall der Jacobi-Polynome fu¨r α = β = −12 :
P
(− 12 ,−
1
2)
n (x) =
Γ
(
n+ 12
)
Γ
(
1
2
)
Γ (n+ 1)
Tn (x) . (C.5)
Rekursionsformel mit Startfunktionen T0 (x) = 1 und T1 (x) = x:
Tn+1 (x) = 2xTn (x)− Tn−1 (x) . (C.6)
Orthogonalita¨tsrelation:
1∫
−1
dx
Tm (x) Tn (x)√
1− x2 =


0 m 6= n
pi m = n = 0
pi
2 m = n 6= 0
. (C.7)
Produkte zweier Chebyshev-Funktionen, Additionstheorem:
2Tm (x) Tn (x) = Tm+n (x) + T|m−n| (x) (C.8)
Werte an den Ra¨ndern bei x = ±1:
Tn (1) = 1 ; Tn (−1) = (−1)n ; T ′n (1) = n2 ; T ′n (−1) = (−1)n+1 n2 . (C.9)
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C.3. Auto-orthogonale Basis {ψn}
Normierte Basisfunktionen T n (x):
T 0 (x) =
1√
pi
; T n (x) =
√
2
pi
Tn (x) , n ≥ 1 . (C.10)
C.3. Auto-orthogonale Basis {ψn}
Die Konstruktion einer Basis {φ}n aus Chebyshev-Polynomen Tn (x), die zusa¨tzlich
noch homogene Randbedingungen erfu¨llt (z.B. φ′n (x = −1) = 0), ist mo¨glich durch
Rekombination der Tn (x) (siehe z.B. [104, 106]). Allerdings gehen dabei i. Allg.
die Orthogonalita¨t sowie die optimalen Approximationseigenschaften verloren (siehe
[108, 109]). Abhilfe schafft daher das Erstellen einer autoorthogonalen Basis nach
dem Algorithmus von Livermore et al. ([108, 109]), welche orthogonal ist sowie die
folgenden homogenen Randbedingungen erfu¨llt:
ψn (x = −1) = 0 ; ψ ′n (x = −1) = 0 . (C.11)
Diese Basis
{
ψn
}
kann nach Livermore wie folgt konstruiert werden:
ψn (x) =
4n (n+ 1) (2n+ 1)
(2n+ 3)2 (2n+ 5)
P
(− 12 ,
3
2)
n+1 (x) (C.12)
+
8n (n+ 1)
(2n+ 3)2
P
(− 12 ,
3
2)
n (x) + P
(− 12 ,
3
2)
n−1 (x) .
Die obigen Funktionen ψn (x) (n ≥ 1) sind orthogonal hinsichtlich des Integrals u¨ber
die Wichtungsfunktion w (x) =
(
1− x2)− 12 :
1∫
−1
dx
ψm (x) ψn (x)√
1− x2 = h
2
n δm,n , (C.13)
wobei h2n die numerisch zu berechnende Normierung abha¨ngig von n ist (h
2
1 =
18pi
35 ,
h22 =
125pi
336 , usw.). Mit Hilfe dieser Normierung hn la¨sst sich damit eine Orthonormal-
Basis {ψn} definieren:
ψn (x) =
1
hn
ψn (x) . (C.14)
Neben der Orthogonalita¨t (C.13) und der Erfu¨llung der Randbedingungen (C.11)
bleiben zudem die Koeffizienten vor den Jacobi-Polynomen P
(− 12 ,
3
2)
n+1 (x) usw. in Glei-
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chung (C.12) beschra¨nkt und tendieren asymptotisch gegen 1, 2 sowie 1 fu¨r große
Werte von n.
Die niedrigsten Funktionen der nicht normierten Basis
{
ψn (x)
}
sind:
ψ1 (x) =
12
35
x2 +
24
35
x+
12
35
(C.15)
ψ2 (x) =
25
21
x3 +
10
7
x2 − 5
7
x− 20
21
ψ3 (x) =
98
33
x4 +
28
11
x3 − 35
11
x2 − 70
33
x+
7
11
.
Zur Verdeutlichung sind im folgenden Diagramm C.1 die normierten Basisfunktio-
nen T n (x) der Chebyshev-Basis sowie die ψn (x) der auto-orthogonalen Polynome
dargestellt:
-1
-0.5
 0
 0.5
 1
-1 -0.5  0  0.5  1
-1
-0.5
 0
 0.5
 1
-1 -0.5  0  0.5  1
T n (x)
ψn (x)
x
x
ψ1 (x)
ψ2 (x)
ψ3 (x)
ψ4 (x)
ψ5 (x)
T 0 (x)
T 1 (x)
T 2 (x)
T 3 (x)
T 4 (x)
T 5 (x)
Abbildung C.1.: Darstellung der orthonormierten Basisfunktionen Tn (x) (n = 0, . . . , 5)
im oberen Diagramm sowie ψn (x) fu¨r die ersten Ordnungen n = 1, . . . , 5
im unteren Diagramm.
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