We address the problem of person independent 3D gaze estimation using a remote, low resolution, RGB-D camera. The approach relies on a sparse technique to reconstruct normalized eye test images from a gaze appearance model (a set of eye image/gaze pairs) and infer their gaze accordingly. In this context, the paper makes three contributions: (i) unlike most previous approaches, we exploit the coupling (and constraints) between both eyes to infer their gaze jointly; (ii) we show that a generic gaze appearance model built from the aggregation of person-specific models can be used to handle unseen users and compensate for appearance variations across people, since a test user eyes' appearance will be reconstructed from similar users within the generic model. (iii) we propose an automatic model selection method that leads to comparable performance with a reduced computational load.
INTRODUCTION
Gaze is recognized as an important attentional and non-verbal communication cue, for which it has gained increased attention from fields such as psychology, sociology and robotics, to mention a few. Thus, gaze estimation has been studied for over 3 decades [1] and solutions have emerged from the Human-Computer Interface (HCI) field and led to highly accurate systems. Such systems are often expensive, and are either invasive (eg using head-mounted cameras [2] ) or based on specialized hardware like infrared (IR) light sources and sensors [3] . Moreover, they often require the user to cooperate and perform certain actions like a calibration session in which the system trains model parameters from gaze observations to specific points in a screen.
In many applications, however, user cooperation is limited, or even, nonexistent. In such situations, a remote camera with enough field of view to accomodate the person mobility is desired. This leads to the challenge of low resolution
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imaging and the extreme difficulty to track local eye features. Thus, an alternative to feature based approaches [1] is needed.
Appearance based methods have gained increased attention recently [2, 4, 5, 6, 7, 8] . Thanks to the learning of a direct mapping from the eye image, or a holistic description of it, to the gaze parameters, they do not need to explicitely track features like pupils, iris or glints [1] , and have shown potential for gaze estimation under low-resolution imaging [5, 6] .
There have been many proposals to learn this image to gaze mapping. Baluja and Pomerlau [4] trained a neural network but required a few thousands of training samples (2000). Williams et al. proposed to use Gaussian Process Regression [9] in a semi-supervised manner, to reduce the needed samples. Sugano et al. [8] proposed an incremental approach, taking user-computer interaction as training data. While this is a valuable strategy, it is not always applicable. Feng et al. [6] proposed Adaptive Linear Regression (ALR) that interpolates the gaze parameters of a test sample from fewer training examples. High accuracy was obtained, even using low-resolution test images, but experiments were conducted using a chin-rest, ie. assuming a single head pose. They subsequently proposed to learn the mapping for a fixed head pose, and then correcting, using Gaussian Process Regression, the gaze direction due to head pose variations [7] . Alternatively, Funes and Odobez [5] proposed to use an RGB-D camera to correct the eye appearance variation due to head pose. This method generated frontal looking eye images, which were then processed using the ALR method. The estimated gaze is then corrected according to the estimated head pose.
Nevertheless all these methods were trained and tested on the same person. In this paper we address the more challenging problem of gaze estimation for an unseen person, from low resolution (∼ 15×10 pixels per eye) and remote cameras. These properties are highly desired in many applications.
We build upon our previous work [5] and propose to create a generic gaze model by aggregating gaze appearance models from different people. Using a sparse reconstruction we obtain a soft selection of models in the training set, such that they are more appropriate to the test person, reducing the error. In order to achieve robustness we also add constrains which encode the coupled movements of the left and right eye and we show that this improves the resulting estimation under these adverse conditions.
PROPOSED METHOD
In this section we first describe our method overview, followed by a description of the proposed coupling constrains and gaze estimation from appearance for an unseen person.
Method overview
The overall gaze estimation procedure follows closely our previous work [5] , which we briefly describe here: a 3D mesh of the user's face is built offline for each individual. To this end we use a non-rigid iterative closest points algorithm [10] to find the weights of a 3D Morphable Model (3DMM) [11] that fit best a few snapshots of the individual's face. Then, in an online stage, the following steps are executed: a) Using the personalized 3D mesh (template) we use a frame-by-frame (online) iterative closest point (ICP) method to fit the template's 3D pose to the depth data. In this manner we obtain, for frame t, the head's pose p t = {R t , t t }, composed of a 3D rotation and translation.
b) Assuming a calibrated RGB-D setup, the RGB-D frame can be transformed to a textured 3D mesh. We then re-render the texture, lying in the 3D surface, using the inverse of the head pose parameters, i.e. p
Using this procedure we remove the eye appearance variation due to head pose, as we obtain facial images as if the head was static and in front of the camera. As we use a 3DMM to generate the 3D template, semantic information, such as the eyes location, is predefined and propagated during tracking. Therefore we know, frame-by-frame, the position of the eyes, which is used to crop eye images from the frontal looking facial texture.
c) Using these frontal-looking eye images we apply the appearance based gaze estimation algorithm to retrieve the gaze direction. This will be the main focus of this paper.
d) The final step is to transform the gaze direction back to the world coordinate system. This transformation is given by the head pose parameters.
In the following sections we describe in detail step c.
Appearance based gaze estimation
The goal of the gaze estimation algorithm is to obtain the gaze parametersĝ given a test imageÎ. To that end we take a sparse image reconstruction approach. Assuming a training set of eye images, with associated gaze directions {(I i , g i )}, we aim to infer the weights w i which reconstruct best the test imageÎ from the linear combination of {I i }.
In addition we allow only a few w i 's to be different than zero. Ideally this would retrieve only the samples which are close in the gaze space to the test image.
As we assume the eye images are frontal, due to our rectification procedure, we represent the gaze direction by the angles g = (φ, θ), c.f. Fig. 1a . Here θ is the gaze elevation, and φ is the gaze yaw. Given this we can estimate the test gaze direction asĝ = i w i g i = (g φ w, g θ w), where w is the The use of the same weights to estimate the gaze parameters is justified by locality, as they implicitly represent a linear mapping betweenĝ andÎ. This method was initially proposed by Feng et al. [6] , which they called Adaptive Linear Regression (ALR). In our previous work we proposed its application to head pose invariant 3D gaze estimation [5] .
Rather than using the raw eye image I we build a descriptor e from it. This procedure is described in the following section. Therefore, given the training examples {(I i , g i )}, we call gaze appearance model A the set {(e i , g i )}. During test, for an imageÎ, with descriptorê, we will infer the gaze directionĝ. Let E be the matrix whose column i correspond to e i , and a tolerance parameter. Finding the optimal w is formulated as a sparse reconstruction problem, by minimizing the L1 norm of w, as shown in Eq. 1.
Eye image representation: Instead of using directly an eye image I, we compute a descriptor e as follows: we convert the image to gray-scale, then we normalize the intensity values by setting their mean to 125 and standard deviation equal to 30 (given that the pixel intensity is initially in the range [0, 255] . This is done to acquire robustness to global illumination changes. After normalization the image is divided into a grid of m rows and n columns. At each bin j = (m, n), the sum of pixel intensity S j is computed. The descriptor e is then given by the concatenated S j values, and normalized such that j e j = 1. We used m = 3 and n = 5.
Coupled eyes gazing constrains
The method previously described is applicable to the left ("l") and right ("r") eye to obtain their gaze directions separately (ĝ l ,ĝ r ) = ((φ l , θ l ), (φ r , θ r )), as done in previous works. However, both eyes work jointly to fixate at a specific point in a 3D space. Here we extend ALR to build upon this fact.
As a first observation, if the eyes are horizontally aligned, then their gaze elevation should be the same, i.e. θ l = θ r as shown in Fig. 1b . This allows us to represent the gaze elevation, for both eyes, as a single parameter θ.
The second observation is that φ r < φ l is always fulfilled such that a single 3D point is observed. Equality occurs when gazing a point at an infinite distance. We can also limit the closest a 3D point is expected to be by setting φ r − φ l > τ φ . Where τ φ is a constant. This is observed in Fig. 1c .
We formalize these observations by estimating the left and right gaze directions jointly by solving the following constrained optimization problem:
Where we redefine w = [w l , w r ] ,ê = [ê l ,ê r ] and E is the following block matrix:
Given that 0 is a zero filling matrix. Eq. 2 can be solved as a Second Order Cone Programming (SOCP) problem. We call this method coupled adaptive linear regression (CALR).
Gaze appearance model
In the previous sections it is assumed that training samples are given to create a gaze appearance model A = {(e i , g i )}. Here we discuss different possibilities to obtain A.
We will call own model when estimating gaze for a person k using its model A k , provided by a training phase where samples {(e k i , g k i )} were collected. However, for some applications, a training phase is not always available. One solution, which we call cross model, is to use A j|j =k , i.e. the model built for another person j. However the selection of which model to use has to be done carefully, as the appearance variation between two people might be large, as can be seen in Fig. 2 .
Another solution, which we call generic gaze appearance model, is to aggregate the person specific models available as A G = ∪{A j } j =k . This approach allows to interpolate appearance across people, in addition to across gaze directions. However, it is computationally expensive as the pool of samples becomes large, together with their associated weights.
Therefore, we propose what we call selected model. It is based on the observation that, for the generic model estimation, we can compute the weight given to each person j as W j = i|i∈Aj |w i |. If the test image radically differs from the samples of person j, then it is expected for W j to tend to zero due to sparsity. Whereas, if the eyes appearance between two people is similar, then W j will be high. By accumulating the W j 's through time, we can rank the models according to their relevance to the test person. Thus we create the selected model A S as the subset of models with the highest weights.
EXPERIMENTS

Data collection
We collected data from 5 different people using our method proposed in [5] . We used a Kinect sensor from Microsoft as RGB-D camera. The participant was recorded following with the gaze a 3cm ball moving between the person and the camera. The head pose and the ball are tracked automatically. Using the head pose, and the position of the visual target, we compute the ground-truth gaze direction.
For each person we recorded two sessions; in the first one the participant was asked to keep the head pose fixed and facing the camera. We call this session frontal. The first half was used to collect the samples for the gaze appearance model. In this paper it is composed of 42 samples approximately uniformly distributed in the gaze space. In a range of [−50
• , 50
• ] for φ and [−40
• , 40
• ] for θ. The second half of the frontal session was used for evaluation. In the second session, which we call free, the person was requested to do (challenging) head movements while gazing the visual target.
Gaze estimation experiments
We conducted different experiments to validate our method. In general they differ according to the used formulation for gaze estimation (ALR or CALR), the evaluation session (frontal or free), and the used appearance model.
Gaze apperance models evaluation. Table 1 reports the obtained angular errors according to the selection of the gaze appearance model, described in Section 2.4. In addition we provide results when the gaze direction is assumed to be that of the head pose, i.e. (φ, θ) = (0, 0). We call this Head model. From the large errors obtained in the Head model evaluation we observe the large variation within the data.
In the case of the cross model, for each participant there were 4 models, 1 per each other participant. Here we report the obtained average error between these 4 evaluations.
As can be seen, the best results are obtained when using the own model, as expected. The worse case is when cross model estimation is used, due to large eye appearance variation between participants. Nevertheless, the results are improved when aggregating different models into a single Table  2 . Simultaneously we present the weights assigned to each separate person during the generic model estimation in Fig. 3 . We can observe a correlation between these weights and the resulting error given by the cross model estimation, showing that the weights automatically rank the models according to how appropriate they are for estimation on an unseen person.
We selected the 2 models with the highest weights to create the selected model, as shown in Fig. 3 . The results are shown in Table 1 . As can be seen, there is clear decrease of the error with respect to hand-picking a single model (cross model) and the results are comparable to the generic model case, except for one case in the free head pose session.
Coupled eyes constrains. In Table 3 we compare CALR with ALR. We include a session using the own model (for ALR this is equivalent to [5] ) but focus on the generic model case. As can be seen, for most of the cases, there is a reduction of the error when using CALR over ALR. We found this to be consistent, even for cross and selected models evaluations. 
CONCLUSION
We have presented a method to estimate the human gaze direction in a 3D space from remote, low resolution, RGB-D cameras. Furthermore we address the problem of gaze estimation for an unseen person. We stress that these conditions are highly challenging and less restrictive. Therefore we aim to enable many applications which otherwise can't be solved. By using RGB-D cameras we alleviate eye appearance variation due to head pose. Then given the low-resolution eye image we reconstruct it from a sparse set of samples within a gaze appearance model. The reconstruction weights are used to combine the gaze vectors, associated to these training samples, to interpolate the test gaze direction.
We have proposed a way to incorporate the notion of coupled eye movements (left and right) in the form of constrains to the sparse reconstruction problem. We have shown that it reduces the gaze estimation error in most cases.
We proposed different alternatives to estimate the gaze of an unseen person. We showed that an aggregation of person specific models can perform properly, as the test user appearance can be interpolated from the users in the training set. We have shown that naturally the sparse reconstruction tends to select models which explain better the samples of the current test person. This allows us to propose an automatic model selection mechanism such that performance is comparable to the full model at lower computational cost.
