We investigate the stability condition for redundancy-d systems where each of the servers follows a processor-sharing (PS) discipline. We allow for generally distributed job sizes, with possible dependence among the d replica sizes being governed by an arbitrary joint distribution. We establish that the stability condition is characterized by the expectation of the minimum of d replica sizes being less than the mean interarrival time per server. In the special case of identical replicas, the stability condition is insensitive to the job size distribution given its mean, and the stability condition is inversely proportional to the number of replicas. In the special case of i.i.d. replicas, the stability threshold decreases (increases) in the number of replicas for job size distributions that are NBU (NWU). We also discuss extensions to scenarios with heterogeneous servers.
Introduction
The interest in redundancy systems has strongly grown in recent years, fueled by empirical evidence that redundancy improves performance in applications with many servers such as web page downloads and Google search queries [1, 2] . The most important feature of redundancy is the replication of each incoming job. The replicas are instantaneously allocated to, say, d different servers, chosen uniformly at random (without replacement), and abandoned as soon as either the first of these d replicas starts service ('cancel-on-start' c.o.s.) or the first of these d replicas finishes service ('cancel-on-completion' c.o.c.).
As alluded to above, allocating replicas of the same job to multiple servers has the potential to improve delay performance. Indeed, adding replicas increases the chance for one of the replicas to find a short queue, and the c.o.s. version is in fact equivalent to a Join-the-Smallest-Workload (JSW) like policy. On the other hand, it may also result in potential vulnerabilities and could cause instability in the c.o.c. version since the same job may be in service at multiple servers, potentially wasting service capacity. The above trade-off already suggests that establishing the stability condition is not straightforward. Indeed, despite the numerous studies on redundancy [3, 4, 5, 6, 7, 8, 9] , the stability condition is only known in a few (special) cases.
Gardner et al. [6] obtained an analytical expression for the expected latency. They also proved that, in the scenario of c.o.c. redundancy with i.i.d. replicas, exponential job sizes and the FCFS scheduling discipline, the stability condition is given by ρ < 1, where ρ := λE[X] N denotes the load of the system, λ the arrival rate of the jobs, N the number of servers and E[X] the expected job size. Note that the stability condition is independent of the number of replicas.
Anton et al. [3] proved the stability condition for various scheduling disciplines, both for i.i.d. and identical replicas, in the case of exponential job sizes. They showed that for i.i.d. replicas the stability conditions for FCFS, PS and Random Order of Service (ROS) are the same. For identical replicas the stability condition for PS is given by ρ < 1/d, and is thus inversely proportional to the number of replicas. The proofs rely on scaling limits of appropriate lowerand upperbound systems. A summary of the stability condition results, except the trivial cases d = 1 and d = N, is provided in Table 1 .
For general job size distributions, the stability condition remains an open problem. For i.i.d. replicas and a specific non-exponential distribution, the scaled Bernoulli distribution, the stability condition is asymptotically given by ρN < K d−1 , where K is the scale of the job size [9] . Observe that the stability condition is independent of the number of servers, but depends on the scale parameter K. For identical replicas there are, to the best of our knowledge, no explicit expressions for the stability condition for any scheduling discipline.
The present paper focuses on the stability condition for the PS discipline and extends the results from [3] to general job size distributions with possible dependence among the replicas. This covers the extreme scenarios of perfect dependence (identical replicas) and no dependence at all (i.i.d. replicas), as previously considered in the literature, as special cases. The PS discipline is highly relevant as an idealization of Round-Robin scheduling policies that are widely implemented in time-shared computer systems for fairness reasons. To prove the stability condition we consider carefully chosen lower-and upperbound systems. The lowerbound system is similar to the lowerbound system proposed in [3] . An alternative novel representation of this lowerbound system allows us to prove a necessary stability condition for general job size distributions, via the use of fluid limits. The upperbound system gives an indication for the sufficient stability condition, again via the use of fluid limits.
The key property of these fluid limits is that all the components of the fluid limit in the lowerand upperbound systems remain equal at all times when starting with the same initial conditions. More importantly, even the fluid limits of the lower-and upperbound systems coincide when starting with the same initial conditions. Hence the stability conditions for the fluid limits of the lower-and upperbound systems coincide. The above two properties reflect that the queue lengths in the original system have the tendency to remain equal when starting from large initial values. This implies that each of the d replicas of a given job will be served at approximately the same rate, and hence the total amount of service capacity consumed by an arbitrary job is dE[min{X 1 , . . . , X d }], yielding the stability conditionρ := dλE[min{X 1 ,...,X d }] N < 1. We establish that the stability condition is characterized by the expectation of the minimum of d replica sizes being less than the mean interarrival time per server. Consequently, for identical replicas the stability condition turns out to be insensitive to the job size distribution given its mean, and the stability threshold is inversely proportional to the number of replicas. In [3] it is concluded that in this case PS causes the worst possible reduction among all work-conserving service disciplines for the stability condition, since the stability condition is equal to that in a system where all replicas are fully served. We show that this conclusion for identical replicas extends to general job sizes. In the special case of i.i.d. replicas, the stability threshold decreases in the number of replicas for job size distributions that are New-Better-than-Used (NBU) and increases for distributions that are New-Worse-than-Used (NWU). Comparing the stability criteria to the known sufficient and asymptotically necessary stability condition for FCFS with scaled 2 
Bernoulli job sizes, we observe that these differ, in contrast to the case of exponential job sizes considered in [3] . In particular, for the scaled Bernoulli job sizes the stability threshold is larger for PS than for FCFS. The remainder of the paper is organized as follows. In Section 2 we present a detailed description of the redundancy-d model with the PS discipline. The stability conditions for both the lower-and upperbound systems, and therefore also of the original stochastic model, are proved in Section 3. Section 4 contains numerical experiments that show the accuracy of the lower-and upperbound systems used to prove the stability condition. Section 5 contains conclusions and some suggestions for further research.
Model description
Consider a system with N parallel servers where jobs arrive as a Poisson process of rate λ. Each of the N servers follows a processor-sharing (PS) discipline. In this paper we focus on the case of homogeneous server speeds, but some of the statements can be extended to heterogeneous server speeds as further discussed in Section 5. When a job arrives, the dispatcher immediately assigns replicas to d ≤ N servers selected uniformly at random (without replacement). As soon as the first of these d replicas finishes service the remaining ones are abandoned. We allow the replica sizes X 1 , . . . , X d of a job to be governed by some joint distribution F(x 1 , . . . , x d ), where X i , i = 1, . . . , d, are each distributed as a generic random variable X, but not necessarily independent. By Sklar's Theorem, see e.g., [10] , we know that any joint distribution can be written in terms of marginal distribution functions and a copula C : [0, 1] d → [0, 1] which describes the dependency structure between the variables. Note that we do not allow the dependency structure to depend on the state of the system. Special cases of the dependency structure are i) perfect dependency, socalled identical replicas, where the job size is preserved for all replicas, i.e., X i = X, i = 1, . . . , d, ii) no dependency at all, so-called i.i.d. replicas.
Observe that in this paper the load of the system is defined byρ = dλE[min{X 1 ,...,X d }] N , as opposed to the load defined in [3, 6] and used in Table 1 .
Stability analysis
In this section we analyze the stability condition for redundancy-d systems with PS. In Sections 3.1 and 3.2 carefully chosen lower-and upperbound systems are introduced. In Section 3.3 we consider the corresponding fluid limit models of these lower-and upperbound systems to prove the stability condition. Figure 1 depicts an overview of this section.
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Lowerbound
In this section we introduce a lowerbound system which is the same as our original system except for two differences. In the lowerbound system replicas always receive a service rate equal to the reciprocal of the minimum queue length, at that time, of all the sampled servers, instead of a service rate equal to the reciprocal of the queue length at that specific server. The second difference is that in the lowerbound system the sizes of all the replicas are equal to X min := min{X 1 , . . . , X d }, the minimum size of the d replicas in the original system. However, this latter difference actually just follows from the first difference. Namely, if all replicas receive service at equal rate it immediately follows that the smallest replica will always complete service first, after which the other replicas are abandoned.
The above-described system provides a lowerbound in the sense that the residual sizes of the replicas are always smaller than or equal to the residual sizes of the replicas in the original system. In particular, the sojourn time of a job in the lowerbound system is always smaller than or equal to that in the original system. The ordering of the residual sizes of the replicas can be formally proved with sample-path arguments for so-called 'monotonic' processor-sharing networks, see Lemma 1 in [11] .
Next, we give an example to further clarify the operation of the lowerbound system.
Example 1. Assume that the queue lengths at the d = 2 sampled servers are (4, 5) . Then, in the original system the replicas receive service at rates 1/4 and 1/5, respectively. In the lowerbound system both replicas receive service at rate 1/4 = 1/ min{4, 5} = max{1/4, 1/5}. Remark 1. For d = 1 and d = N this lowerbound system is exactly the same as the original system and in the special case of identical replicas this lowerbound system is exactly the same as the lowerbound system introduced in [3] .
We now provide an alternative way of viewing the lowerbound system, without any redundant replicas.
Consider All the jobs of a certain class receive service at the same rate, which depends on the number of jobs present of other classes, namely those classes that correspond to sets of servers that have a server in common. Thus, we can also see this as M individual (virtual) queues, one for each job class, that follow a PS discipline with a rate that depends on the number of jobs present at the other virtual queues. Note that only jobs from class i arrive at virtual queue i and these jobs arrive according to a Poisson process with rate λ i = λ/M, see also Figure 2 .
Virtual queues Observe that at server 2 on the left hand side two types of jobs can arrive, i.e., jobs which have replicas at servers 1 and 2 (this corresponds to job class A on the right hand side) and jobs which have replicas at servers 2 and 3 (this corresponds to job class C on the right hand side). Thus, the queue length at server 2 is equal to the sum of the queue lengths at virtual queues A and C, i.e., Q * 2 = Q A + Q C . Therefore, the blue job receives service at rate
Equivalently, virtual queues B and C are working at rates
In general, the service rate, in the lowerbound system, at virtual queue i is
where S i j = {k : s i j ∈ s k } denotes the set of job classes which share server s i j in their corresponding server set and Q i the number of jobs at virtual queue i.
Again, note that this alternative lowerbound system, explained in Example 2, behaves exactly the same as the lowerbound system described at the beginning of this subsection, in the sense that a job at virtual queue i receives exactly the same service rate as the d replicas at the servers in the original system that belong to s i . However, in the alternative lowerbound system there is no replication of jobs, i.e., the dependency is captured in the service rate, which makes the alternative lowerbound system easier to analyze. 5
Upperbound
In this section we introduce an upperbound system which is the same as our original system except for two differences. In the upperbound system replicas always receive a service rate equal to the reciprocal of the maximum queue length, at that time, of all the sampled servers, instead of a service rate equal to the reciprocal of the queue length at that specific server. The second difference is that in the upperbound system the sizes of all the d replicas are equal to X min = min{X 1 , . . . , X d }, the minimum size of the d replicas in the original system. Again, similar to the lowerbound system, note that this latter difference is a direct implication of the first difference since all the d replicas receive service at equal rate. Therefore the smallest replica will always complete service first.
The above-described system provides an upperbound in the sense that the residual sizes of the replicas are always larger than or equal to the residual sizes of the replicas in the original system. Once again, this ordering can be proved with sample-path arguments for so called monotonic processor-sharing networks.
For the upperbound system we give an example similar to Example 1.
Example 3. Assume that the queue lengths at the d = 2 sampled servers are (4, 5) . Then, in the original system the replicas receive service at rates 1/4 and 1/5, respectively. In the upperbound system both replicas receive service at a rate 1/5 = 1/ max{4, 5} = min{1/4, 1/5}. Remark 2. For d = 1 and d = N this upperbound system is exactly the same as the original system.
Just like for the lowerbound system, we now provide an alternative way of viewing the upperbound system. This is accomplished by taking the same set of M = N d virtual queues. The only difference in Example 2 is that now the blue job receives service at rate 1 = 1/ max{Q * 1 , Q
In general, the service rate, in the upperbound system, at virtual queue i is
Because of the similarities of the lower-and upperbound systems, the fluid limits are very similar as well. Therefore we discuss both fluid limits simultaneously in the next section.
Fluid limit
Let Q i (t) denote the number of jobs at virtual queue i at time t with Q(t) = (Q 1 (t), . . . , Q M (t)). The time until virtual queue i first becomes empty is denoted by τ i = inf{t|Q i (t) = 0}. The service rate per job at virtual queue i at time s is given by
for the lowerbound system and
6 for the upperbound system whenever Q i (s) > 0 and ϕ i (Q(s)) = 0 for Q i (s) = 0. The attained service process, i.e., the cumulative amount of processing time per job allocated to virtual queue i during the interval [s, t], is
For 0 ≤ t ≤ τ i , η i (0, t) is continuous and strictly increasing from an initial value of 0, and for t > τ i it is (Lipschitz) continuous nondecreasing in the second argument. Let U ik be the arrival time of the kth job at virtual queue i. Define A i (t) = max{k : U ik < t} as the number of jobs that arrive at virtual queue i during the interval (0, t]. The virtual queue length process satisfies
where v il denotes the residual job size of the lth initial job at virtual queue i and v ik the job size of the kth arriving job at virtual queue i.
We consider the behavior of the system on a fluid scale and define the scaled processes
The scaled attained service time is continuous and strictly increasing for 0 ≤ t < τ n i , and continuous non-decreasing for t ≥ τ n i in the second argument. Definition 1. A non-negative continuous function Q i (·) is a fluid-model solution if it satisfies the functional equation
where G(·) is the service time distribution of initial jobs, F X min (·) the service time distribution of arriving jobs and Proof. The proof is presented in Appendix A.1.
Next, we prove a monotonicity result for the fluid limit given by Equation (4).
Definition 2. We say that the service rate per job is monotonic if
see also [11] . 
Proof. Assume that there exists an i ∈ {1, . . . , M} such that t 0 is the first time for which ϕ i (Q
The key property of these fluid limits is that all the components of the fluid limit corresponding to all the virtual queues remain equal at all times when starting with the same initial conditions. More importantly, even the fluid limits of the lower-and upperbound systems coincide when starting with the same initial conditions, since Equations (1) and (2) for all i = 1, . . . , M. Note that this is the fluid limit of an M/X min /1/PS queue with arrival rate λ/M and server speed 1/ N−1 d−1 . The proof of Property 1 follows by contradiction. Assume that there exists an i ∈ {1, . . . , M} such that t 0 is the first time for which Q i (t 0 ) q(t 0 ). Then there must exist an i * ∈ {1, . . . , M} such that η i * (s, t 1 ) η(s, t 1 ) with 0 ≤ s ≤ t 1 < t 0 . However, Q i (t) = q(t) for all i = 1, . . . , M and t ≤ t 1 from which it follows η i (s, t) = η(s, t) for all i = 1, . . . , M and 0 ≤ s ≤ t ≤ t 1 .
Lemma 2.
A necessary stability condition for the fluid-limit model of both the lower-and upperbound system is given byρ ≤ 1.
Proof. For the minimum of the fluid limit components we have that min i∈{1,...,M}
where Q 0 i (t) denotes the fluid limit and η * the attained service at virtual queue i when starting with initial condition 0 at all virtual queues. The inequality follows from Lemma 1 and the equality follows by Property 1. Note that the above expression holds both for the lower-and upperbound system, with the service rate per job given by Equation (1) and (2), respectively.
Thus, the minimum of the fluid limit components is lower bounded by the fluid limit of an M/X min /1/PS queue with arrival rate λ/M and server speed 1/ N−1 d−1 . This fluid limit goes to infinity forρ = dλE[min{X 1 ,...,X d }] N > 1, since N−1 d−1 /M = d/N. Theorem 2. A necessary stability condition for redundancy-d systems with the processor-sharing discipline and general job size distributions is given byρ ≤ 1.
Proof. As stated in the proof of Lemma 2 it follows that forρ = dλE[min{X 1 ,...,X d }] N > 1 the fluid limit of the lowerbound system goes to infinity, which implies that the stochastic lowerbound system is unstable as well, see [12] . Lemma 3. A sufficient stability condition for the fluid-limit model of both the lower-and upperbound system is given byρ < 1.
Proof. For the maximum of the fluid limit components we have that max i∈{1,...,M}
where Q q i (t) denotes the fluid limit and η * the attained service at virtual queue i when starting with initial condition q = max j∈{1,...,M} Q j (0) at all virtual queues. The inequality follows from Lemma 1 and the equality follows by Property 1. Once again, note that the above expression holds both for the lower-and upperbound system, with the service rate per job given by Equation (1) and (2), respectively.
Thus, the maximum of the fluid limit components is upper bounded by the fluid limit of an M/X min /1/PS queue with arrival rate λ/M and server speed 1/ N−1 d−1 . This fluid limit goes to zero in finite time forρ = dλE[min{X 1 ,...,X d }] N < 1.
In [13] it is proved that the stability of the fluid limit implies the stability of the stochastic process in case of general job sizes. However, this result assumes head-of-the-line service disciplines and does not cover the processor-sharing discipline that we consider. For exponential job sizes the head-of-the-line and processor-sharing service disciplines are equivalent and for the special cases of identical and i.i.d. replicas it follows that X min is exponentially distributed with mean E[X] and E[X]/d, respectively. Therefore, in this special case, we can use the results in [13] to obtain the (sufficient) stability condition for our stochastic upperbound system and recover the results in [3] .
While it seems plausible that the stability of the fluid model for general job sizes implies positive Harris recurrence, there is, to the best of our knowledge, no proof. See also [14, 15] for a more extensive discussion on this stability issue. This leads to the next conjecture.
Conjecture 1.
A sufficient stability condition for redundancy-d with the processor-sharing discipline and general job size distributions is given byρ < 1.
Alternative upperbound
An alternative analytically tractable upperbound system that would (partly) give the stability condition of our stochastic model is the system where all the d replicas are fully served, as opposed to at least one server (out of the d sampled servers) fully completing the replica, see also [3, Section 6.2.2] . Each individual server in this alternative system can be viewed as an M/X/1/PS queue with arrival rate dλ N and expected job size E[X]. Remark 3. For d = 1 and d = N this upperbound system is exactly the same as the original system. In general this sufficient stability condition does not coincide with the necessary stability condition from Theorem 2. However, for identical replicas it does as in this case dρ =ρ. Here, the PS discipline causes the worst possible reduction among all work-conserving service disciplines for the stability condition, since the stability condition is equal to that in a system where all replicas are fully served as is the case in the alternative upperbound system described in this subsection. Now, we discuss the conjectured stability condition for the PS discipline in the special case of i.i.d. replicas in more detail.
Definition 3. Consider a non-negative random variable X with support denoted by R X and cumulative distribution function (cdf) F X (x). LetF X (x) = 1 − F X (x) denote the complementary cumulative distribution function (ccdf). Then, X is New-Better-than-Used (NBU) if for all t 1 , t 2 ∈ R X , F X (t 1 + t 2 ) ≤F X (t 1 )F X (t 2 ).
On the other hand, X is New-Worse-than-Used (NWU) if for all t 1 , t 2 ∈ R X , F X (t 1 + t 2 ) ≥F X (t 1 )F X (t 2 ).
Note that
where C denotes the copula model describing the dependency structure, see also [10] . In the special case of i.i.d. replica sizes and a job size that is NBU (NWU) we have
This implies that for i.i.d. replica sizes the stability threshold, compared to the stability threshold for the exponential distribution, is larger for NWU distributions and smaller for NBU distributions. Remark 4. For independent exponentially distributed job sizes the stability conditions for FCFS and PS are the same. However, for the scaled Bernoulli job size distribution, which is a NWU distribution, this is not the case. If
where p = 1 − 1/K, then the asymptotic stability condition for FCFS is given by λ/K d−1 < 1, see [9] . The stability condition for PS is (λd)/(NK d−1 ) < 1. Thus for this job size distribution, the stability threshold for PS is larger than for FCFS.
Numerical results
In Section 4.1 the accuracy of the bounds for both identical and i.i.d. replicas is studied. In Section 4.2 we show a near-insensitivity result for the expected latency in the case of identical replicas. In Section 4.3 we discuss the load of the system in more detail.
Accuracy bounds
In Figure 3 the expected latency for the lowerbound system, upperbound system and original system with N = 4 (homogeneous) servers and various job size distributions is depicted for d = 2 and d = 3 identical replicas. Only the alternative upperbound system from Section 3.4 is analytically tractable and the expected latency in the other systems is obtained via simulation. For identical replicas it can be seen that the lowerbound is quite accurate. Moreover, note that the expected latency in the upperbound system is only dependent on the mean of the job size distribution and not its higher moments. At first instance, it seems that the expected latency is insensitive to the job size distribution, but in Section 4.2 we show that the expected latency in fact slightly differs for the various job size distributions, which is called near-insensitivity.
In Figure 4 the expected latency in the lowerbound system, upperbound system and original system with N = 4 (homogeneous) servers and various job size distributions is depicted for d = 2 and d = 3 i.i.d. replicas. For i.i.d. replicas it can be seen that especially the upperbound is quite accurate for various job size distributions. Moreover, note that the lowerbound for deterministic job sizes is tight, see also Remark 3. 11 
Near-insensitivity identical replicas
It is well known that the expected latency in an ordinary M/G/1/PS system is insensitive to the job size distribution given its mean. In this subsection our aim is to show that the expected latency is nearly insensitive to the job size distribution in redundancy-d systems with processor sharing and identical replicas. To demonstrate this claim, we consider the system with various job size distributions. We run the simulation 50 times, where each run consists of 10 7 arrivals. See also [16] in which the authors observe a similar near-insensitivity for an M/G/N/JS Q/PS system.
In Figure 5 it can be seen that the 95% confidence intervals for the expected latency differ and are not overlapping for the various job size distributions. However, looking at the y-axis of the figure, we conclude that the expected latency only differs by 0.05, which is approximately 1.5%, between the job size with the lowest and highest variance. 
Load
In Section 3 it is proved that the necessary stability condition for the PS discipline is given byρ ≤ 1 and conjectured thatρ < 1 is the sufficient stability condition. However, when fixing the loadρ, the expected latency still differs when varying d and N. In Figure 6 it can be seen that, especially for identical replicas, even with a relatively high load ofρ = 0.75 for d = N/2 Even forρ = 0.95, which we would call heavy traffic in the classical setting, the expected latency E[T ] for the number of replicas d between 3 and 7 is approximately equal to 2, while for d = 1 and d = N = 10, i.e., equivalent to the classical setting, the expected latency E[T ] = 20. Note that for i.i.d. replicas andρ = 0.95, the expected latency is between 5 and 10 and the blue line is therefore not visible in Figure 6 . Also observe that for identical replicas, the expected latency varies significantly more than for i.i.d. replicas.
Conclusion
In this paper we established the stability condition for redundancy-d systems where all servers follow a processor-sharing discipline. We allow for generally distributed job sizes with possible dependence among the replica sizes of a job being governed by some joint distribution. The stability condition is characterized by the expectation of the minimum of d replica sizes being less than the mean interarrival time per server. In the special case of identical replicas the stability condition is insensitive to the job size distribution given its mean. Moreover, the stability threshold is inversely proportional to the number of replicas. Thus, in this case a higher degree of redundancy reduces stability. In the special case of i.i.d. replicas the stability threshold decreases (increases) in the number of replicas for job size distributions that are NBU (NWU).
In further research we could allow for heterogeneous server speeds. Note that in this scenario the lower-and upperbound systems from Sections 3.1 and 3.2 continue to apply. Again, we could consider the fluid limits of these systems. Observe that the heterogeneity of the servers is reflected in the service rate per job and consequently in the attained service process. As a consequence, Property 1 that played a key role in establishing the stability condition of the fluid models is not valid anymore. Moreover, it is no longer true that the fluid limits of the lower-and upperbound systems coincide when starting with the same initial conditions. Our simulations of the lower-and upperbound systems with heterogeneous server speeds reveal that the stability conditions do not coincide, which means that (most probably) the stability conditions of the fluid models also do not coincide. In addition, we observed that for heterogeneous server speeds the stability condition of the original stochastic system is sensitive, i.e., not only dependent on the expectation of the minimum of d replica sizes. For the PS discipline, the model of heterogeneous server speeds could be even further generalized to also include various job types, each with their own server speed realizations. One example in such a direction is the S&X model discussed in [4] .
The stability condition for FCFS and ROS in the case of general job sizes is still an open problem. By simulation we observed that the stability condition for PS gives a reasonable approximation for the stability condition for FCFS. Moreover, in all the simulations that we performed, we observed that for i.i.d. replicas the stability threshold for PS is smaller (larger) than the stability threshold when the job size distribution is NBU (NWU). Note that this observation is in agreement with Remark 4. Intuitively, this could be explained since for the PS discipline every replica starts at the same time and the queue lengths are approximately equal. Thus for a job size distribution that is NBU (NWU) the PS discipline maximizes the wastage (improvement) of the server capacity. For the FCFS discipline this is not necessarily the case since not all replicas start at the same time or start service at all. However, formal proofs of these statements remain as a challenge for further research. We now proceed to derive lim n→∞ Q n i (t), and distinguish two cases depending on whether Q i (u) > 0 for all u ∈ [0, t] or not. Let ξ i (t) = sup(u ∈ [0, t] : Q i (u) = 0). It is useful to distinguish two further cases, depending on whether ξ i (t) < t or ξ i (t) = t. We start with the former case, and fix > 0 such that ξ i (t) + < t. Now for all t ≥ v ≥ u ≥ ξ i (t)+ . Since η n i (s, t) is decreasing in s and η i (·, t) is continuous on [ξ i (t)+ , t], the convergence is uniform on [ξ i (t) + , t], i.e., for any δ > 0 there exists an n δ such that sup s∈[ξ i (t)+ ,t] |η n i (s, t) − η i (s, t)| ≤ δ, for all n ≥ n δ . (A.1)
We partition the interval [ξ i (t) + , t] into N 1 subintervals [t N 1 j−1 , t N 1 j ], j = 1, . . . , N 1 , for some integer N 1 ≥ 1, in such a way that max j=0,...,N 1 (t N 1 j − t N 1 j−1 ) → 0 as N 1 → ∞. Then,
Suppose that t N 1 j−1 ≤ U n ik ≤ t N 1 j for some j ∈ {1, . . . , N 1 }, some k ∈ {A n i (ξ i (t) + ) + 1, . . . , A n i (t)}, and some n > n δ . It then follows from (A.1) that for n > n δ η i (t N 1 j , t) − δ ≤ η n i (U n ik , t) ≤ η i (t N 1 j−1 , t) + δ, 15 which yields
Using Lemma 5.1 in [18] , we obtain lim sup
For s ∈ [ξ i (t) + , t] the bounded convergence theorem implies that lim We now determine lim n→∞ J n 1,i and lim n→∞ I n i . Fatou's lemma and the fact that ξ i (t) < t imply lim inf n→∞ η n i (0, t) ≥ 
