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ABSTRACT 
This paper extends A. J. Hoffman’s results on approximate solutions of finite 
systems of linear inequalities to infinite systems of linear inequalities. It is shown that 
for a given infinite system of linear inequalities (satisfying certain conditions), the 
Euclidean distance from a vector r to the solution set of the system is equivalent to 
the “biggest violation” by r of the system. Thus, if a vector r “almost” satisfies the 
system, then r is “close” to a solution of the system. 
1. INTRODUCTION 
For any real number a, we define 
+_ a a - 
( 
if a>O, 
0 if a<O. 
For any vector x =(x1 ,..., x,)r E R”, we define x+ = (xl,.. ., xi)r, 
I(xIJ = <x; + * . . + xy2, and ~lxll~=rna~{lx~(:i=l,...,n}. 
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Given a finite consistent system of linear inequalities 
where A is an m X n real matrix, x in R”, and b in R”‘, Hoffman (1952) 
proved: 
THEOREM (Hoffman). There exists a constant T > 0 such that for any 
x E R” there exists a solution x* of (I) satisfying 
This theorem tells us that the distance from x to {x: Ax < b } is domi- 
nated by the infinity norm of (Ax - b)+. Hence, if a vector x “almost” 
satisfies (I), then x is “close” to a solution x* of (I). In this paper we extend 
the above theorem to infinite systems of linear inequalities. 
2. NOTATION AND PRELIMINARIES 
Given a nonempty and bounded set C in R”+‘, consider the infinite 
system of linear inequalities 
ax sz b forall (a,b)TEC, (11) 
where a’, x E R” and b E R’. 
Let S = {x E R”: ax < b for all (a, b)T E C} be the solution set of (II). 
We assume that S is not empty. 
Let f: S -+ R”. A vector x E S is a stationary point of the pair (S, f) if 
rTf(z) ,< yTf(x) for all y E S. 
Let d(r) = min{ [jr - y/l: y E S} be the Euclidean distance from x to S. 
Let H(x) = sup{(az - b)+ :(a, b)T E C} be the biggest violation by x of 
(II). H(x) < co, since we assume that C is bounded. H(x) > 0, and H(x) = 0 
if and only if x E S. Moreover, H(X) is a continuous convex function. 
We want to show that if the infinite system of linear inequalities (II) 
satisfies certain conditions, then H(x) is equivalent to d(x), i.e., there exist 
constants r > 0 and y > 0 such that for all x in R” we have 
d(r) <OH and N(x) < ud(x). 
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The following lemma will be used in the proofs of the main results. This 
lemma is a generalization of Farkas’s lemma to infinite systems of linear 
inequalities. 
LEMMA. A given half space a*x G b* (where a* # 0) contains S if and 
only if there exist vectors (a kj, bkj)T E C and coeficients h k j 2 0, k = 1,2,. . . , 
j=o ,...,n, such that 
>im fj Xkjakj =a* 
i I j=l 
and 
[see, e.g., RockafeZZar (1970, pp. 159-160)]. 
3. THE MAIN RESULTS 
THEOREM 0. There exists a constant y > 0 such that H(x) < yd(x) for 
all x E R”. 
Proof. Let x E R” be my vector exterior to S, and x* be the vector in S 
nearest to x. By the definition of H(x), there exists a sequence (a’, bi)T E C, 
i = 1,2 ,...> such that H(x) = lim,,,(a’x - b’)+. Then we have 
H(X) = i\mm (ai(x -x*)+ a”x* - b’)’ 
<limsup(a’(x-x*))+ 
i-+m 
< lirnsup~~a’~~~~~x - x*11. 
i+m 
It follows that H(x) G yd(x), where y = sup{ Ilall:(a, b)T E C}. n 
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THEOREM 1. Suppose that S is bounded by K > 0, i.e., llxll < K for all 
x E S, and that b 2 6 > 0 for all (a, b)T E C. Then there exists a constant 
T > 0 such that d(x) G TIT(X) for all x E R”. 
Proof. Let x E R” be any vector exterior to S, and x* be the vector in S 
nearest to x. Then r* is the optimal solution of the program 
(P) minimize J/y - XII2 
subject to 
ay < b forall (a,b)TEC. 
It is easy to see that X* is a stationary point of (S, v IIy - ~11~). Therefore, the 
half space 
(x - x*)Ty < (x - x*)Tx* 
contains S. It follows from the lemma that there exist vectors (akj, bkj)T E C 
and coefficients hki > 0, k = 1,2,. . , j = 0,. . . , n, such that 
:im i Xkjakj= x - X* 
j=l 
and 
lim 
k+m 
(1) and (2) imply 
k5m A,, + 2 Xkj(bkj-- a”jx*) = 0. 
( j=l i 
(1) 
(2) 
(3) 
Since Xkj > 0 and bkj- akjx* > 0 for all k = 1,2 ,..., j = 0 ,..., n, we have 
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and 
kLimm ,$ xkj( bkj - akh*) = 0. 
J-l 
From (2), (4) and the assumptions of Theorem 1, we have 
limsup 2 hkj < S-‘K(lx - x*(1. 
k+cc j=l 
From (l), (5) and (6), we have 
(IX - x*l12 = klir+ym f: hkjakj(x - x*) 
j=l 
=kix - pi) + t Akj( bkj - akk*) 
j=l 
It follows that d(x) Q TH(x) for all x E R”, where r = 6-‘K. 
43.3 
(5) 
(6) 
COROLLARY. Zf C is compact, 0 ~4 C, and S is bounded and has an 
interior point, then there exists a constant r > 0 such that d(x) G TH(x) for 
all x E R”. 
Proof. Let x0 be an interior point of S. Since 0 6 C, we know that 
ax0 < b for all (a, b)T E C. It follows from the compactness of C that 
b - az” > 6 > 0 for all (a, b)T E C. Define 
s^= {yER”:aydb-ax’forall(a,b)‘EC}. 
Then Sisbounded,and x=S ifandonlyif y=r-x’~S.Define a(y)= 
min{lly--z(l:zES^} and fi(y)=sup{(ay-b+ax”)+:(a,b)TEC}. By 
Theorem 1, there exists a constant r > 0 for s^ such that a(y) < rfi( y) for all 
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y E R”. The same r works for S because d(y)= d(x) and G(y)= H(x), 
where y=r-x”. n 
THEOREM 2. Suppose that S is unbounded, and that there is a unit 
vector v E R n such that au > c > 0 for all (a, b)T E C. Then there exists a 
constant r > 0 such that d(x) < rH(x) for all x E R”. 
Proof. Let x E R” be any vector exterior to S, and x* and (P) be 
defined as in the proof of Theorem 1. It is clear that Equations (1) through 
(5) still hold. From (1) and the assumptions of Theorem 2, we have 
limsup i Xjk<e ‘]]r--*I/ 
k - cc j=l 
(7) 
From (l), (5), and (7) we have 
akjx - bkj) + i Akj( bkj - ahjx*) 
]=I 
< limsup i xkj H(r) 
i k--'30 i 
It follows that d(x) < TH(x) for all r E R”, where T = E -I. I! 
REMARKS. S is unbounded if and only if there exists a unit vector c; such 
that au > 0 for all (a, b)T E C. Indeed, if S is unbounded, then it contains an 
unbounded ray, i.e., there exist w f 0 and X E S such that X + tw E S for all 
t > 0 [see, e.g., Rockafellar (1970, Chapter 8)]. Therefore, aw < 0 holds for all 
(a, b)= E C, since aw < t ‘(b - a?) for all t > 0. Conversely, if there exists a 
unit vector v such that au 2 0 for all (a, b)T E C, then X + t( - u ) E S for all 
t 2 0, where X E S. 
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In the rest of this section, we provide two examples. These examples show 
that the conclusions of Theorems 1 and 2 need not hold when their hypothe- 
ses are not satisfied. They are inspired by Duffin and Karlovitz (1965). 
EXAMPLE 1. Consider the infinite system of linear inequalities 
x1 +0x, +0x, < 1, 
ox, + x2 +0x, < 1, 
ox, - x2 +0x, =G 1, 
Or, +0x, + x3 < 0, 
Or, +0x, - x3 < 0, 
(8) 
Xl x2 --- g-X&O forall n=1,2,.... 
n 
In this case, 
-1 -1 T 
c= 
ii 
--,7,-1,o 
I 
:n=1,2 )... 
n i 
is compact and bounded away from the origin, and the condition h > 6 > 0 
given in Theorem 1 does not hold. It is easy to see that the solution set S of 
(8) is bounded and 
(O,:,O)T- {( ~,,r,,O)~~R~:0<xi<l, -l<r,<l}. 
Let x(t)=(-t,i,O)Tforall t>O;wehave 
d(x(t)) = t and H(x(t)) = sup I(:--$j+:n=l,e,...) <r2. 
Consequently, it is impossible to find a constant 7 > 0 such that d(r(t )) < 
7H(x(t)) for all t > 0 sufficiently small. 
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EXAMPLE 2. Consider the infinite system of linear inequalities: 
ox, +0x, + x3 < 0, 
ox, +0x, - x3 < 0, 
(9) 
Xl x2 
--X,<O 
n2 
for all n = 1,2,... . 
n 
In this case, C = {( - l/n, - l/n2, - 1,O)r: n = 1,2,. . . } u {(O,O, + 1, O)T ) is 
also compact and bounded away from the origin. Note that the condition 
au >, e > 0 given by Theorem 2 does not hold, and 
{(0,r,,0)~ER3:x2~O} csc {(x,,r2,0)TER3:xl>O}. 
Now let x( t ) = (l/fi)( - t, t2/4,0)T for all t > 0; we have 
d(x(t))=fi-++cc as t-,+co, 
while 
<----‘O as 
x 
t--+C0. 
Therefore, the constant r > 0 satisfying d(x) < TH(x) for all x E R3 does not 
exist. 
For an unbounded S, we see (in Example 2) that a vector may be far 
away from the solution set even if it almost satisfies the system, while for a 
bounded S, we can show that H(x”) + 0 implies d(x”) + 0. Indeed, fix any 
e > 0 and consider the compact set D(E) = { x E R” : d(x) = c }. Since H(X) is 
continuous and never vanishes on D(r), 
/ c -.xED(c) =7(c)<+cY2 sup\ H(x) * i 
and thus d(x) 6 OH for all x E D(c). Now pick any x such 
INFINITE SYSTEMS OF LINEAR INEQUALITIES 437 
that d(x) > e, and let x* be the nearest point from r to S and y = Xx + 
(1 - A)x* E D(e), where 0 < h < 1. Then r* is also the nearest point from 
y to S and d(y)= h&x). From the convexity of H(x), we have H(y) < 
AH(x)+(l- X)H(x*) = AH(r). Hence, 
d(x) =X-Q(y) < X-lT(E)H(Y) < T(C)H(X). (10) 
Let {r”} be a sequence such that H(x”) + 0 but d(x”) * 0. Then d(x”~) > 
e0 > 0 for some subsequence { X”J }. From (lo), 
0 <co < d(X”J) < T(q))H(X”J), 
which contradicts H( x “j) -+ 0. 
4. APPLICATIONS TO SEMIINFINITE LINEAR PROGRAMMING 
The primal problem of semiinfinite linear programming is defined as 
(SIJ-1 minimize crx 
subject to ax - b f 0 forall (a,b)TEC, 
where x, c’, aT E R”, b E R’, and C c R”+l is a nonempty and bounded set 
containing infinitely many vectors. There are many practical as well as 
theoretical problems that can be formulated as semiinfinite linear programs 
[see, e.g., Gus&on and Kortanek (1973)]. In general, it is very difficult to 
find an optimal solution of (SIL) in a finite number of steps. The algorithms 
for solving (SIL) can only provide an approximate solution at each step. One 
class of algorithms generates an approximate solution xk at each iteration k 
with the properties: 
(a) axk- b < 6, for all (a, b)T E C, where Sk > 0, and 
(b) cTxk < U(SIL), where U(SIL) is the optimal value of the objective 
function cTx of (SIL) [see, e.g., Hettich (1979) and Hu (1988)]. 
In order to stop the algorithm as soon as a satisfactory approximate solution is 
found, one needs to estimate the distance from xk to the feasible set and the 
difference between U(SIL) and cTxk. Suppose, for instance, that the condition 
of Theorem 2 is satisfied, namely, au > c > 0 for all (a, b)T E C. Then by 
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Theorem 2. 
Let yk be the feasible solution such that d(xk) = IJyk - rkll. By the feasibility 
of yk and the properties of xk, we have 
0 < U(SIL) - CTXk < cTyk - cTxk < IIcII’ llyk - Xkll < IIcII~- ‘Sk. 
Hence, the distance from xk to the feasible set is dominated by cplSk, and 
the difference between U(SIL) and cTxk by ll~l/-%~. 
We wish to thank Dr. A. J. Hoffina n or f h is encouragement and sugges- 
tions. 
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