We study the transport properties of a genuine two-dimensional flow with a large mean velocity perturbed periodically in time by means of an original experimental technique. The flow, generated by the co-rotation of two cylinders is both stratified with a linear density gradient using salted water, and viscous in order to prevent Ekman pumping and centrifugal instabilities. Thus, the mean flow contains a hyperbolic point with a homoclinic streamline, which we perturb periodically by an extra oscillation. A blob of scalar injected close to the stagnation point contracts on the stable manifold, and stretches in the unstable direction. The distance between the stable and the unstable manifolds is measured as the distance between the maximum and the minimum of the dye undulating pattern, and is recorded as a function of the perturbation frequency. This distance, also called the Melnikov function, presents a maximum when the residence time of a fluid particle in the mean flow is about half a perturbation period. This resonance criterion is recovered with good quantitative agreement by the theoretical prediction of the Melnikov function computed for this flow.
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I. INTRODUCTION
Scalar mixing is a key point for numerous natural and man-made operations, spanning a broad range of length scales from microns 1,2 to geophysical scales 3 . In the atmosphere, fluxes of moisture, temperature and chemical components are governed by mixing. Scalars can be trapped in atmospheric vortices, thus representing barriers for transport [4] [5] [6] [7] . For example, strong polar vortices form above each pole during winters, and maintain low temperatures and low ozone concentrations. However, it was observed that these polar vortices may split, as happened in 2002 on the Antarctic polar vortex 8 , creating undulating stretched structures leading to fast mixing 9 . The dynamics in this instance was governed by the presence of a hyperbolic point with a homoclinic manifold i.e. whose streamline reconnects on itself. This object, which consists of a weak unsteady flow added to a hyperbolic point flow, has been long ago identified as a paradigm in chaotic advection [10] [11] [12] , but despite its fame has never been the subject of laboratory study. The goal of the present study is to reproduce experimentally this type of flow and to analyse it with available theories, namely Melnikov theory.
The dynamics homoclinic and heteroclinic manifolds has been widely studied in dynamical systems theory 13, 14 . Indeed, the stability of these trajectories with respect to external perturbations is of critical importance in the transition to chaotic behaviors. This problem is often studied as an hamiltonian time-invariant system perturbed by a small time-periodic flow. The homoclinic (or heteroclinic) trajectory splits into a stable and an unstable manifold whose separation distance can be predicted at first order by a simple integral called the Melnikov function 13 . This theory was then applied in fluid dynamics 11 in the case of two counter-rotating point vortices in order to predict the transport of scalar across the homoclinic trajectory. It is a very interesting result since this slow transport across the separatrix is usually the limiting process of the long-range transport in chaotic mixing 15 . This powerful technique was used for numerical and theoretical studies of various flows [16] [17] [18] [19] [20] [21] . Such a mechanism was proven to be responsible for large asymmetries in the dye visualisations of vortex breakdown 22, 23 and lead to strong transport from inside to outside the vortex breakdown bubble 24, 25 . However, this technique has never been used to quantitatively predict the transport of a real experimental flow except once 25 , where it was found to be an order of magnitude too large. Early experimental studies have focused on two-dimensional (2D) flows which would oscillate temporally between two states [26] [27] [28] [29] [30] , and showed that the Poincaré sections 31 could distinguish the zones of high (chaotic) dispersion from the zones where the particles were trapped (KAM tori and periodic orbits). Solomon and Gollub (1988) 32 also showed that a periodic oscillation of the flow would enhance the advection of a passive scalar in RayleighBenard convection rolls. But all these flows were obtained in a very viscous fluid where Ekman pumping on the boundaries might have introduced an additional three-dimensional (3D) motion.
In order to keep the flow two-dimensional, experimentalists have tried to confine the flow in a thin layer of electrolyte forced electromagnetically [33] [34] [35] [36] [37] [38] . But the flow would still be subject to a 3D Ekman pumping at large amplitudes 39 (although reduced thanks to the stratification of the electrolyte 40 ), leading to a complete and quicker mixing 41 . The idea of using a stratified flow has been used in the case of a vortex 42 which increased by a factor ten the lifetime of the vortex. However, stratified flows are also subject to 3D instabilities at large Reynolds numbers. This paper presents a new experimental technique which allows the motions to remain exactly 2D over a very long time.
The paper is organized as follows: after presenting the experimental set-up in section II, the flow is analyzed in detail in section III before the Melnikov function is measured in section IV. Conclusions follow in section V. 
II. FORMULATION OF THE PROBLEM
A. Periodic perturbation of a homoclinic point
The goal is to study the Melnikov theory in a real experiment by creating a flow with a homoclinic point under the influence of a periodic perturbation. This is done by rotating at the angular velocity ω 0 = 0.5 − 2 rad/s two cylinders of radius R 0 = 2 cm separated by a distance D = 11.3 cm between their axes (see Fig. 1 ). This creates a hyperbolic point at the middle between the cylinders whose streamlines surround each cylinder. This mean 2D incompressible (i.e. Hamiltonian viewed from dynamical systems) flow is perturbed periodically by a third cylinder of radius R 1 = 3 cm which oscillates in translation at the frequency ω 1 = 0.3 − 2 rad/s with an amplitude A. This flow is contained in a Plexiglas tank of dimensions 40 × 40 × 16 cm 3 to allow visualisations from the side and from the top. All lengths are counted in units of the distance D between the rotating cylinders. This defines a first non-dimensional parameter r 0 = R 0 /D = 0.177, which is small. As a consequence, the flow close to each rotating cylinder is similar to a point vortex flow (decaying as 1/r) with a circulation Γ = 2πR 2 0 ω 0 . This circulation Γ is used to define the timescale D 2 /Γ. The two main non-dimensional parameters are thus the non-dimensional frequency and amplitude of the forcing
The flow also depends on the ratio r 1 = R 1 /D = 0.265 which is kept constant in this study. The Reynolds number Re = Γ/ν = 125 − 500 (ν being the fluid kinematic viscosity) has no impact on the flow.
B. 2D or not 2D?
That is the question of any experimentalist trying to study a 2D flow in our 3D world. Several attempts have been made by studying a thin electrolyte layer electromagnetically forced or by using a soap film. In the first case, the friction from the bottom damps the flow and eventually enables vertical Ekman pumping at large Reynolds number. In the second case, the variation of the thickness of the soap film creates some divergence in the flow as in a compressible 2D flow. Both set-ups are thus not ideal to create a 2D incompressible flow.
In a previous study 42 , we had used a stable density gradient to prevent any vertical velocity. Indeed, imposing a continuous linear variation of the density with the altitude allowed to study the mixing properties of a solitary vortex which remained 2D during a few hundred revolutions. We used the same set-up in this study, but we increased the viscosity of the fluid to prevent a 3D centrifugal instability to appear. For this purpose, we added to the water 10% by volume of UCON TM oil 43 whose viscosity ν Ucon is about 10 4 that of water at 20
• Celsius, in order to increase the fluid viscosity by a factor about 10. This allowed to decrease the Reynolds number below the threshold of the centrifugal instability while allowing to stratify the water by adding salt.
The continuous stratification is obtained using the double bucket method. The solution of water and UCON TM oil is split in two small buckets and 5% salt is added in one bucket. The salt-free solution is slowly injected at the bottom (under a 10 cm diameter disk) while the salted solution is continuously added to the salt-free solution (through a pipe connecting the two buckets). If the two buckets have the same area, the final fluid is stratified with a density varying linearly from the salted solution (at the bottom) to the salt-free solution (at the top). This stable density gradient could be used during two weeks for about a hundred experiments. The density gradient introduces an additional non-dimensional parameter, defined by the Froude number F = ω 0 /N ∼ 0.25 − 1, where N = −(g/ρ)(∂ρ/∂z) is the buoyancy (Brunt-Väisälä) frequency. However, this parameter has no influence on the final results.
C. Measurement techniques
We used two different methods to study the velocity and the stirring properties of this flow. First, small reflecting particles were added into the fluid and illuminated by a hor-izontal laser sheet from a continuous Argon laser. Correlating two images separated by 0.3 seconds using a homemade Particle Image Velocimetry (PIV) algorithm 44 permitted to get instantaneous velocity fields. Second, a small drop of dye (Fluoresceine) was injected at the altitude of the laser sheet close to the hyperbolic point. The dye stretches into a thin filament as it reaches the hyperbolic point. The filament is then advected around the rotating cylinder and thus reveals the unstable manifold of the homoclinic point. The characteristics of the unstable manifold were independent of the position of injection of the dye. Because of the Stokes-Einstein law, the diffusivity of Fluorescein in a UCON TM oil/water mixture 10 times more viscous than pure water is 10 times smaller than the diffusivity of Fluorescein in water, i.e. of the order of κ = 5 × 10 −11 m 2 /s. This value was checked by measuring the traverse thickness κ/γ (Batchelor scale) of the filament in the stretching flow of the hyperbolic point of strength γ ∼ Γ/D 2 from the temporal decrease of its maximum concentration e −γt . The corresponding Péclet number P e = ω 0 R 2 0 /κ = 25 − 100 × 10 6 is very large. However, we do not focus in this study on the mixing properties of the flow (for which diffusion matters) but only on its stirring (advecting) properties. Our present discussion is thus independent of the Péclet number.
III. BASE FLOW
A. Mean flow PIV measurements allowed to extract the instantaneous horizontal velocity fields which were then averaged in time. The mean velocity field is shown in Fig. 2(a) and clearly reveals the presence of the hyperbolic point at the middle between the rotating cylinders. The velocity is very strong and nearly axisymmetric around each rotating cylinder, which can be modeled by two point vortices with a circulation 18 Γ = 2πR 2 0 ω 0 . However, a pair of two stationary point vortices is not a solution of the vorticity equation because a co-rotating vortex pair is rotating at the angular velocity Ω = Γ/(πD 2 ). The flow is thus modeled by a co-rotating vortex pair in the frame of reference rotating at Ω, which imposes that the velocity is in solid body rotation at −Ω far from the cylinders. The stream function can be written in non-dimensional form
where the center O of the reference frame is taken at the middle between the cylinders and where r C = (1, 1)/ √ 2 and r C = (−1, −1)/ √ 2 correspond to the centers of the cylinders. The theoretical streamline starting at the hyperbolic point O is plotted in Fig. 2(a) and shows a very good agreement with the experimental velocity field. By contrast with an earlier study 18 , the presence of the background rotation prevents an analytical derivation of the streamlines, which are thus calculated numerically.
The mean vorticity field ζ is plotted in Fig. 2(b) . There is some negative vorticity close to the rotating cylinders of the order of unity. This is consistent with the mean theoretical vorticity which is uniform and equal to −2/π. However, the vorticity decays far from the cylinders. This is probably due to the viscous friction at the bottom and to the presence of the oscillating cylinder which clearly modifies the mean velocity field (see Fig. 2a ). However, along the streamline starting from the hyperbolic point O, the vorticity is close to the theoretical value within 20%.
In order to quantitatively compare the theoretical and the experimental velocity field, we have plotted the mean velocity components u 0 = ∂Ψ 0 /∂y and v 0 = −∂Ψ 0 /∂x along the streamline in Fig. 3 . They are plotted as a function of time, i.e. for a fluid particle starting close to O. There is a fairly good agreement, although v 0 is slightly underestimated close to the oscillating cylinder. This is due to the deflection of the flow by the presence of the oscillating cylinder which accelerates the fluid. Indeed, the wake of the oscillating cylinder in the mean flow u 0 creates a small correction which can be written (from the potential 
Here θ corr is the angle between the vector r − r p and the mean velocity u 0 (r p ) at the center r p = (x p , y p ) = (1.15, 0.07) of the oscillating cylinder. Adding this mean correction to the mean flow creates a velocity along the streamline which is plotted as thin lines in Fig. 3 , in better agreement with the experimental data. 
B. Periodic perturbation
The flow created by the oscillation of the cylinder can be measured experimentally by phase averaging the instantaneous velocity fields and then subtracting the mean flow. It is plotted in Fig. 4(a) at a phase where the cylinder is moving toward positive x.
This flow is again modeled as the potential flow around a cylinder (as for the correction of the mean flow). In non-dimensional form, the cylinder has a radius r 1 and is oscillating in the x direction at the frequency ω with an amplitude . The oscillating flow can thus be written in cartesian coordinates (here θ p is the angle between the vector r − r p and the x-axis)
This velocity field is plotted in Fig. 4 (b) and is in excellent qualitative agreement with the experimental velocity field. There is only a minor discrepancy above the cylinder. This is probably due to the shade created by the cylinder in the laser sheet, which alters the PIV measurements.
A quantitative comparison between these two fields can be done by taking velocity profiles along the solid line (passing through the center of the oscillating cylinder). It is plotted in Fig. 5(a) and shows that the theory overestimates the v 1 velocity by about 20%. However, this may come from the noise in the measurements which is large because u 1 is a first order velocity much smaller than u 0 . The temporal variation of this velocity is plotted in Fig.  5 (b) which confirms that the velocity is oscillating sinusoidally in time. There is again a small discrepancy between the experiment and the theory which slightly overestimates v 1 .
IV. MELNIKOV FUNCTION
In order to quantify the transport properties of this flow, a blob of dye is injected close to the hyperbolic point O. The dye stretches along the unstable manifold, is advected around the rotating cylinder and comes back to the hyperbolic point O. Fig. 6 shows the shape of the dye filament when it reaches the hyperbolic point for various amplitudes and oscillating frequencies ω. It exhibits undulations whose amplitude is larger for larger oscillations of the cylinder. Moreover, the wavelength is smaller when the oscillating frequency is larger.
As sketched in Fig. 7 , these undulations are due to the perturbing flow u 1 of the oscillating cylinder. Intuitively, the fluid particles are advected between point D and E to the right or to the left depending on the phase of the perturbation. The fluid particle is thus displaced a distance δ at point E. This distance to the unperturbed streamline increases when the fluid particle reaches the hyperbolic point O. This is clearly visible in Fig. 8(a) where the undulations grow in amplitude close to the hyperbolic point. The maxima and minima of these undulations have been measured on several images. They are plotted in Fig. 8(b) and seem to be located on a hyperbola although based on non-orthogonal axes (x , y ). Indeed, and with perturbation (dashed lines). The thick (resp. thin) dashed line corresponds to the case where the time for the particle to go from D to E is equal to half an oscillating period (resp. a full period). The distance δ between the unstable and stable manifold increases close to O due to the divergence of the streamlines.
the flow around O can be Taylor expanded as
where the symmetric part γ = 4/π of the velocity gradient is due to the point vortices and the anti-symmetric part Ω = 1/π reflects the weak background vorticity. The presence of Ω makes the eigenvectors non-orthogonal (see Fig. 8b ) with opposite eigen values ±λ = ± γ 2 − Ω 2 . The flow near O is a 'tilted' stagnation point. The value of the strain λ has been measured experimentally by PIV and was found to be very close to the theoretical value (within 1%). The coordinates (x , y ) of a fluid particle thus evolve exponentially in time as
x ∼ e λt and y ∼ e −λt with λ = γ 2 − Ω 2 = √ 15/(4π).
As a consequence, the product x y is constant which explains why the maxima and minima are located on a tilted hyperbola. The amplitude of the hyperbola x y = χ has been measured for each experiment by a least-square fit of the data (with χ, θ x , θ y , and the coordinates of the hyperbolic point as fitting parameters). It is plotted in Fig. 9 (a) as a function of the amplitude of the perturbing cylinder oscillation. It is proportional to the amplitude of the oscillations, which indicates that the experiments are in the linear regime where the Melnikov theory applies. The Melnikov function M is defined as the distance between the stable and the unstable manifolds multiplied by the velocity of the unperturbed flow. In the schematic view of Fig. 7 where the perturbation is localized between points D and E, it corresponds to the product δu 0 . This product is exactly equal to the product χλ we measured previously χ = x y since δ = x and u 0 = λy . This is why the product χλ of the maxima and minima of the undulations should be predicted by the maximum M max of the Melnikov function.
The main result concerning the Melnikov function is that it can be calculated analytically along the unperturbed trajectory r 0 (t) solution of the mean flow u 0 . Indeed, if the flow is incompressible (i.e. Hamiltonian in dynamical systems), it is given by
as a function of the phase τ . This formula is the precise formulation of the mechanism explained earlier in Fig. 7 for a localized perturbation where the distance δ is simply the integral of the normal velocity between points D and E. The Melnikov function is of course proportional to because u 1 is proportional to . Moreover, it is oscillating sinusoidally as a function of the phase τ . The Melnikov function has been calculated numerically by integrating the formula (7) along the trajectory r 0 (t). In our case, r 0 (t) was also found numerically because it was not possible to find an analytical solution due to the background vorticity term. The maximum M max for τ varying over one period is then plotted (thick solid line) as a function of ω in Fig. 9(b) . The Melnikov function increases and presents a peak at ω ≈ 2. This 'resonance' can be understood in simple terms (see Fig. 7 ) since δ(E) is maximum if the time for a particle to go from D to E is equal to half an oscillating period (case of the thick dashed line). In the case where the time to go from D to E is equal to one period (thin dashed line), the distance δ(E) is always equal to 0. This is why there is an oscillating frequency ω where the unstable manifold is most sensitive to the perturbation. Indeed, assuming that the time to travel from D to E is roughly equal to 2r 1 /u 0 ≈ 1, the maximum should be obtained around ω ≈ π.
This theoretical prediction is compared to the experimental value χλ/ measured from the maxima and minima of the tracer dye pattern undulations (Fig. 9 ). There is a good qualitative agreement since both curves present a maximum. There is a good quantitative agreement on the amplitude of the maximum, which is close to 0.2 in both experiments and theory. However, the maximum is found theoretically for a frequency ω ≈ 2 smaller than the experimental observation ω ≈ 4 (both values being close to π, see above). This discrepancy is probably due to the inadequate model of the mean flow. Indeed, the simple addition of the correction u corr to the mean flow due to the presence of the oscillating cylinder leads to the dashed line which is in better agreement with the experiment. Moreover, it was shown that the background vorticity was damped by the bottom. The extreme case (with zero background vorticity) corresponds to a flow containing only two point vortices 18 . Redoing the calculation for such a flow leads to a theoretical prediction given as a simple integral (see appendix). This prediction is plotted as a dash-dotted line (for y p = 0) in Fig. 9(b) . For such a mean flow, the maximum is obtained at ω ≈ 6. It is thus possible to tune the background vorticity in order to obtain any agreement between the theory and the experiment. However, such a fit is of no interest for this study, which only aimed at checking the validity of the Melnikov function in a real flow.
Finally, it is interesting to see how the Melnikov function depends on the distance from the cylinder to the hyperbolic point. This was done theoretically by changing the position x P of the perturbing cylinder from 1.15 to 10, as shown on Fig. 10(a) . It is clear that the amplitude depends strongly on the distance of the perturbing cylinder, decreasing by a factor 40 when the distance x P increases from 1.15 to 5. This is natural since the perturbing for large x P . Moreover, when the perturbing cylinder is far enough, there are multiple resonant peaks. This can be qualitatively understood by the fact that the fluid particle can spend an odd number of half periods in the interaction zone for the displacement to be maximum. However, it is surprising to see that these multiple peaks disappear in the absence of background vorticity, as shown on Fig. 10(b) . This is probably due to the fact that the streamline is at right angle in the case without background vorticity, whereas it has an angle slightly larger than 90 degrees in the presence of background vorticity. When the oscillating cylinder is far from the hyperbolic point, this integral of the Melnikov function can be even calculated analytically, leading to a simple expression for the maximum of the Melnikov function:
This approximate solution is plotted as thin lines in Fig. 10(b) and is close to the full solution when x p is larger than 3. This simple formula clearly shows that the Melnikov function scales as x −2 P at large x P .
V. CONCLUSIONS
We have studied experimentally the transport properties of a 2D flow with a large mean velocity perturbed periodically in time. The flow was realized using a stratified and viscous fluid in order to ensure perfect 2D motion. We focused on the case of a mean flow containing a homoclinic point perturbed periodically by an oscillating flow. Such a flow is well known to create an undulation of the unstable manifold leading to a large transport of scalar from inside to outside the homoclinic streamline starting from the hyperbolic point. The undulations of the unstable manifold have been measured quantitatively and compared to the prediction from the Melnikov theory. The amplitude of the undulations are maximum for a given frequency, which can be estimated by assuming that the mean flow advects a fluid particle over the perturbed area in half a period. There is a good quantitative agreement between the theory and the experiment, given that there is no fitting parameter in the model. However, the resonant frequency is slightly underestimated by the theory probably due to small corrections to the mean flow that have not been taken into account.
This study interestingly underlines the effect of a small perturbation on the transport properties of a mean flow. Moreover, it validates the Melnikov theory which has been widely used in the literature but which has never been tested experimentally. The first reason is probably that it is difficult to create a 2D flow. This technical problem has been solved here by a subtle combination of salt and UCON TM oil in order to create a viscous stratified fluid. The second reason is also that it is difficult to create a flow with a homoclinic point (or two heteroclinic points 11 ). This flow topology has been realized here by two co-rotating cylinders, which lead to a flow predicted by a simple theory with no adjustable parameter. This is a major advantage since it allows to test the Melnikov theory accurately.
The initial goal of this study was to quantify the transport of dye from inside to outside the streamline starting from the homoclinic point. Indeed, the Melnikov theory can be used to predict the surface of the lobes of the unstable manifold and thus to evaluate the amount of dye which exits the streamline. However, experiments have shown that the position of injection of the dye was critical for the late evolution of the dye. If the dye was located too far from the central streamline of the contracting direction, it would become homogenized by diffusion in a band that would never reach the hyperbolic point. If the dye was located too close from the streamline, it would exit the streamline very rapidly in the stretching direction, before being homogenized on the inner part of the streamline, thus preventing the measurement of the amount of dye exiting the streamline. However, these results indicate that the transport of dye from inside to outside this streamline is extremely rapid close to the streamline. The global transport at late stages is thus limited by the slow advectiondiffusion far from the streamline (i.e. close to the vortex centers), which is strongly damped by the presence of KAM torii. It thus seems that the study of advection-diffusion in a weakly perturbed vortex is of primary importance for the understanding of 2D mixing, an extension of this study that we leave for future research.
which can be simplified into
The mean velocity on this trajectory can be simplified using (10) to replace the fractions by polynomials whose degree can be further reduced by using (11) . This leads to simple differential equations for the homoclinic trajectory:
Introducing the new variable p = x 2 + y 2 allows to get a 1D differential equation dp dt = 2x dx dt + 2y dy dt
Here, we have used (11) to calculate (x 2 − y 2 ) 2 = (x 2 + y 2 ) 2 − 4(xy) 2 as a function of p. Introducing the new variable q = 1/(2p) leads to a simple differential equation whose solution is q = cosh(±8t/π) from which p can be evaluated as:
Using (11) , it is easy to evaluate (x + y) 2 and (x − y) 2 which can be simplified using trigonometric functions such that x + y = cosh(±4t/π) 2 cosh(±8t/π)
x − y = sinh(±4t/π) 2 cosh(±8t/π) (15) from which x and y are derived as x = exp(−4t/π) 2 cosh(8t/π) y = exp(4t/π) 2 cosh(8t/π) .
Here, the signs have been chosen to follow the trajectory around C in the right direction. The velocity of the perturbation is given by (4) which can be rewritten as u 1 (x, y, t + τ ) = ωr 
The Melnikov function defined by (7) since u 0 given by (12) can thus be evaluated as a simple integral with polynomials of degree 5 in x and y at the numerator and of degree 4 at the denominator. Using the relation (11), the degree of these polynomials can be reduced to 3. Introducing the temporal dependence of x and y from (16) leads to a rational fraction in e 4t/π which imposes the change of variable s = e 4t/π and thus ds = 4s π dt.
