Abstract. Climatic changes are most pronounced in northern high latitude regions. Yet, there is a paucity of observational data, both spatially and temporally, such that regional-scale dynamics are not fully captured, limiting our ability to make reliable projections. In this study, a group of dynamical downscaling products were created for the period 1950 to 2100 to better understand climate change and its impacts on hydrology, permafrost, and ecosystems at a resolution suitable for northern Alaska. An ERA-interim reanalysis dataset and surface air pressure) for a 10 km grid spacing at three-hour intervals. The modeling products were 10 evaluated and calibrated using a bias-correction approach. The ERA-interim forced WRF (ERA-WRF) produced reasonable climatic variables as a result, yielding a more closely correlated temperature field than precipitation field when long-term monthly climatology was compared with its forcing and observational data. A linear scaling method then further corrected the bias, based on ERA-interim monthly climatology, and bias-corrected ERA-WRF fields were applied as a reference for calibration of both the historical and the 15 projected CESM forced WRF (CESM-WRF) products. Biases, such as, a cold temperature bias during summer and a warm temperature bias during winter as well as a wet bias for annual precipitation that CESM holds over northern Alaska persisted in CESM-WRF runs. The linear scaling of CESM-WRF eventually produced high-resolution downscaling products for the Alaskan North Slope for hydrological and ecological research, together with the calibrated ERA-WRF run, and its capability extends far beyond that. Other 20 climatic research has been proposed, including exploration of historical and projected climatic extreme events and their possible connections to low-frequency sea-atmospheric oscillations, as well as near-surface permafrost degradation and ice regime shifts of lakes. These dynamically downscaled, bias corrected climatic datasets provide improved spatial and temporal resolution data necessary for ongoing modeling efforts in northern Alaska focused on reconstructing and projecting hydrologic changes, ecosystem processes 25 and responses, and permafrost thermal regimes. The dynamical downscaling methods presented in this Earth Syst. Sci. Data Discuss.,
8 wind speed and snow redistribution (Black, 1954; Liston and Sturm, 2002; Rasmussen et al., 2012) . These difficulties coincide with observational winter precipitation climatology, yielding close to zero amounts for some of the stations.
On the other hand, the temperature measuring instruments has been proven trustworthy (Vose et al., 2007) . Daily maximum temperature (TMAX) and minimum temperature (TMIN) are retrieved from the 5 three-hourly ERA-WRF output and the six-hourly ERA-interim output to fit NCDC GHCN-D temperature variables. Since maximum and minimum values for temperature from ERA-interim and WRF are filtered out from daily temperature with stationary time intervals, while NCDC GHCN-D records truly daily maximum and minimum temperatures, this manner of extraction may lead to some biases during the comparison.
TMAX in ERA-interim and WRF are extracted from the temperature at 0000 UTC (3 pm local time), 10 while TMAX in NCDC is measured as the true daily temperature maximum. WRF slightly underestimates TMAX climatologically, compared to observation (Fig. 4) . This cold bias is obvious mostly during the warmest months (June to August) and the coldest months (November to February). The only exception is the Deadhorse site, at which WRF produces small warm biases (less than 3 K) from February to May. For most stations, ERA-interim also presents cold biases compared to observations, especially in the summer. In winter, 15 however, cold biases between ERA-interim and observation are generally not as much as those between WRF and observation.
Similarly, TMIN in ERA-interim and WRF are extracted from the temperature at 1200 UTC (3:00 am local time). Unlike TMAX, TMIN monthly climatology generally shows a warm bias between ERA-interim and observation, and a cold bias between WRF and observation (Fig. 5) . These biases are illustrated year 20 round, except for March to May, when the cold bias of WRF becomes negligible for all five stations.
TMAX and TMIN jointly reflect the diurnal temperature cycle. ERA-interim is found to have less diurnal temperature variation over the North Slope. WRF, on the other hand, produces cold biases for both TMAX and TMIN during the warmest months. However, the TMAX bias of WRF in the winter is so small that it helps even the cold bias of TMIN during the same period, representing a bigger diurnal temperature 25 variation during the coldest months. Temperature evaluation experiments by the Polar WRF group also found Earth Syst. Sci. Data Discuss., doi:10.5194/essd-2016 Discuss., doi:10.5194/essd- -31, 2016 a cold bias in winter and warm bias in summer on the North Slope since Polar WRF version 3.1.1 (Hines et al., 2009; Hines et al.; 2011) . As found here, these biases remain in version 3.5.1. The variabilities of both TMAX and TMIN are very restricted, especially in summer when the longer period of sunlight decreases the diurnal and daily temperature variations.
Statistical coherence

5
Other than monthly climatology comparisons of precipitation and temperature between observations, reanalysis data, and RCM simulation, statistics further reveal an in-depth picture of RCM performance.
Taylor diagrams are presented for these five stations, showing the correlation coefficients of monthly precipitation (green), TMAX (red), and TMIN (blue) climatology of ERA-interim ( ╳) and WRF (+) compared to observational data (Fig. 6 ).
10
Both ERA-interim and WRF demonstrate monthly/seasonal precipitation and temperature variabilities.
Correlation coefficients are higher than 0.7 in all cases. Among these three variables, TMAX and TMIN are more closely correlated to observation than is precipitation. Temperature coefficients are all higher than 0.95, while precipitation coefficients are in the range of 0.7 to 0.9. Regarding comparison between data sets, however, WRF-modeled precipitation at these five stations show higher coefficients than ERA-modeled 15 precipitation at Barrow, Wainwright, and Nuiqsut, and similar to Deadhorse and Umiat. The TMIN coefficients are also slightly higher than the TMAX coefficient, especially in comparison between WRF and observations.
Another important statistical parameter these Taylor diagrams illustrate is normalized standard deviation (STD), representing the monthly/seasonal variability in its reference (observation). Both ERA-interim and 20 ERA-WRF precipitation amounts have a higher standard deviation. The only exception is the STD of ERAinterim precipitation in Barrow, which is similar to observations. Regarding ERA-interim and WRF, WRF produces about 1.5 times the STD of both the ERA-interim and observation. WRF precipitation STDs are higher than those of ERA-interim in Deadhorse and Umiat, while the two differ little in Wainwright and Nuiqsut.
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Earth Syst. Sci. Data Discuss., doi:10.5194/essd-2016 Discuss., doi:10.5194/essd- -31, 2016 This statistical feature corresponds quantitatively to the panels in the last section, with higher seasonal 5 variability in WRF monthly precipitation than in ERA-interim, especially during summer. As a result, WRF better captures seasonal precipitation fluctuation, though its climatology deviates a little further than the ERA-interim from observation. The higher resolution and favorable parameterization schemes in WRF retrieves, to some extent, the seasonal variability in precipitation over the Alaskan North Slope.
In summary, we evaluate the ERA-WRF simulation by comparing its climatology to the forcing, as well 10 as to the observational data set. As a result, ERA-WRF has generated a reasonable regional climate for the study region in northern Alaska for the period 1980 to 2014, while greater biases are found in precipitation relative to temperature. Seasonally, biases are higher in summer and winter than in spring and fall. Before further application of this product, bias correction is necessary for this data set. Since observations over the Alaskan North Slope are limited in density and accuracy, the ERA-interim data set instead becomes the 15 reference in the bias correction process for this research.
Bias correction
In order to make this modeled data set useful to further hydrological research, bias correction is essential for climatic variables. In this case, bias correction is conducted using the linear scaling method (Lenderink et al., 2007; Teutschbein and Seibert, 2012) . A linear scaling method artificially rescales Probability Density 20 Functions (PDFs), ensuring the corrected monthly climatology corresponds to the reference (ERA-interim, in this case). The formulas for correcting precipitation and temperature differ. The formula for precipitation:
Earth Syst. Sci. Data Discuss., doi:10.5194/essd-2016 Discuss., doi:10.5194/essd- -31, 2016 the North Slope. Further, the data quality for Nuiqsut, located just outside the northeast portion of the Fish Creek Watershed, is critical to the reasonability and accuracy of the hydrological model forced by CESM-WRF runs. The purpose of this evaluation is not only to validate CESM-WRF simulation, but also to produce bias correction parameters that will be used for bias correcting the projected CESM-WRF simulation. What is different is that wet biases for precipitation and warm biases for temperature are higher in spring 15 (MMA) than are those in Barrow. Linear scaling also fixes those successfully. CESM-WRF and ERA-WRF, both bias corrected. Differences between these two data sets are small: precipitation differs less than 0.1 mm/day and temperature less than 1 K, showing the reasonability of dynamical downscaling and the effectiveness of bias correction. CESM-WRF climatology shows a slightly 20 lower precipitation rate (< 0.02 mm/day) and slightly higher temperature (< 0.4 K) across the study region in northern Alaska. Some seasonal variation features are also found for precipitation and temperature differences.
Although the bias is small enough for a reasonable modeled data set, seasonal variability is evident in both the CESM-WRF and the ERA-WRF. CESM-WRF precipitation in spring ( 
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Linear scaling has proven effective for correcting biases but still retaining the short-term variability of the original CESM-WRF. Bias correction parameters for historical simulation are thus applied for bias correction on the projected CESM-WRF run. After this, CESM forced dynamical downscaling products for both the historical and the projected periods are completed. These data sets, as well as the reference ERA-WRF simulation, can be applied for various research topics in climatology, hydrology, and ecology over the 10 Alaskan North Slope, thanks to their fine grid spacing and reasonable capture of a set of climatic variables.
Discussion
This paper introduces the birth of two dynamical downscaling products forced by ERA-interim reanalysis data and CESM model output. After computational work was completed, we evaluated these modeled variables and corrected their bias based on ERA-interim climatology and observational datasets.
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ERA-WRF models produce reasonable precipitation and temperature fields compared to ERA-interim. The mean precipitation amount and the seasonal variability of ERA-WRF are close to those of ERA-interim, though both of them have nearly double the annual precipitation amount relative to observational data.
Temperature is, unsurprisingly, simulated better than precipitation. ERA-WRF TMAX and TMIN are especially well-matched to observations throughout the year, although slight cold biases are found, mostly 20 during winter, over the Alaskan North Slope, compared to ERA-interim. On the North Slope, the short and weak solar radiation in winter drag the diurnal solar radiation fluctuation down to a low level, due to the high latitude. This disappearance of variability makes solar radiation less important to driving the daily temperature cycle over the North Slope. On the other hand, cloud cover and wind advection jump out as the important factors for surface temperature, in both summer and winter (Dai et al., 1999; Przybylak, 2000 Winter temperature biases between ERA-WRF and its forcing are possible to dismiss by calibrating parameterizations, and seeking another scheme combination more favorable for resolving clouds and wind in northern Alaska-especially helpful when performing short-term simulations in winter months.
Bias correction is applied to all major climatic variables that are needed to drive future landscape-level modeling efforts in northern Alaska. Bias correction is proven to have good effects in calibrating model 5 product (Fig. 7 & 8) . Previous research on CESM1 temperature modeling has found that it underestimates the seasonal cycle over the Arctic, which produces warmer winters and colder summers compared to reanalysis data does (Walston et al., 2014) . CISL RDA ds316.1 applies Reynold averaging of CESM variables, based on ERA-interim that rescales 35-year climatology of CESM but maintains the perturbation term completely (Bruyè re et al., 2014; Bruyè re et al., 2015). We can assume this underestimation remains in 10 CESM-WRF, brought by its forcing. A linear scaling method for rescaling the monthly climatology/seasonal cycle is applied instead, for better bias corrections than the Reynold averaging method of both ERA-WRF and CESM-WRF. Also, it is notable that not all variables are able to be bias-corrected in this way, and the limitation results from the coarse grid of ERA-interim. For some variables that are not spatially continuous, like the snow depth which is only over the land, the interpolation of variable field from ERA's grid to WRF's 15 grid limits data accuracy over the coastal area, and the fact that ERA's grid does not follow the coast well makes more problematic, since ERA mistakenly recognizes some part of coastal land as part of the ocean, like Barrow. Thus, these kind of variables are not recommended to be bias-corrected before new approach of calibration is developed.
Linear scaling of CESM-WRF diminished monthly average precipitation and temperature biases, reflect 20 the decreases of mean bias and RMSE. Taking Barrow and Nuiqsut, for example, the original CESM-WRF generally exhibits a wet bias during summer and a warm bias during winter, compared to bias-corrected ERA-WRF ( Fig. 7 and Fig. 8 ). These are also clearly diminished by the bias correction of CESM-WRF.
Precipitation correction has a relatively better effect than temperature correction, with both exhibiting virtual biases and statistics. The majority of the climatic variables from both the ERA-WRF and CESM-WRF have 25 been uploaded to PANGAEA after bias correction, and are available to download through the link:
Earth Syst. Sci. Data Discuss., doi:10.5194/essd-2016 Discuss., doi:10.5194/essd- -31, 2016 Spatial variability of temperature climatology over the Alaskan North Slope has been found to be very small due to its relatively flat topography, though precipitation climatology increases from the coast to the interior because of the orographic impediment caused by the Brooks Range (Zhang et al., 1996; Serreze and Hurst, 2000; Wendler et al., 2009) . Comparison between CESM-WRF and ERA-WRF seasonal climatology 5 coincides with this feature, showing some north-to-south gradient for temperature comparison. Precipitation comparison also yields some signals that may be relative to topography, though their existence is still uncertain, as the topographical background is offered by WRF rather than the forcing, and the land-surface backgrounds of these two runs are identical.
The linear scaling method maintains the majority of spatial distribution and temporal climate variability 10 from the original data set, thus retaining their advantage from fine grid spacing and favorability of regional climate impact research. These two dynamical downscaling products, using the polar WRF model and forced respectively by reanalysis data and the earth system model offer major climatic variables, with high spatial resolution over our study domain in northern Alaska (Fig. 2) .
Applications
15
The dynamically down-scaled datasets presented in this study provide a framework for enhancing previous research efforts in Northern Alaska. , 456-457, 12-29, 10.1016/j.jhydrol.2012.05.052, 2012. 15
Thomson, A. M., Calvin, K. V., Smith, S. J., Kyle, G. P., Volke, A., Patel, P., Delgado-Arias, S., Bond- Earth Syst. Sci. Data Discuss., doi:10.5194/essd-2016 Discuss., doi:10.5194/essd- -31, 2016 Earth Syst. Sci. Data Discuss., doi:10.5194/essd-2016 Discuss., doi:10.5194/essd- -31, 2016 
