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Abstract. A representation of the human sleep pattern in a useful and compact form is 
proposed, which can describe, in terms of frequency components, the sleep stages 
relative to the whole night. The graphic map representing this pattern has been 
obtained by the poles of a linear filter transfer function applied to intervals of 
electroencephalographic signals, plotted together inside the unit circle. The maps of 
10 patients suffering from angina at rest showed some interesting homogeneities which we 
investigated with image processing technique and statistical tests. Preliminary results 
suggest the existence of a sleep pattern peculiar to each subject investigated. 
Keywords. Sleep pattern characterization; electroencephalographic signal; AR modelling; 
$TaGpresentation. 
PRELIMINARIES 
This paper contains references to methodologies and 
terminologies used in the field of medicine. To 
permit a full understanding an Appendix has been 
added which the authors suggest should be read 
before the paper itself. 
INTRODUCTION 
This study attempts to define a useful and compact 
representation of the human sleep pattern derived 
from the EEG signal. It was carried out in the 
Institute of Clinical Physiology, an 
interdisciplinary environment including 
investigators from different scientific background. 
A basic assumption for this investigation was the 
ascertainment that pathological conditions usually 
affect the quality of sleep and that ischemic 
attacks often occur during sleep in patients 
suffering from angina at rest, a disorder 
specifically investigated in our Institute. A 
particularly high incidence is observed in the 
final hours of the night (Biagini,19841, suggesting 
a possible correlation between sleep and angina. 
The preliminary results of this investigation are 
reported in another paper (Balocchi,l984). 
One of the most relevant problems mentioned by 
electroencephalographers is the time necessary to 
read the EEG tracings, especially if they involve 
many hours of recording, as in our case; 
furthermore, reproducibility and comparability of 
different readings is not always fully guaranteed. 
With these considerations in mind, we first 
implemented a technique for automatic 
parametrization of the EEG signal, capable of 
giving the same information as that inferred by 
experienced readers, i.e. based on the power 
spectrum of the signal. This parametrization is 
based on ARMA modelling. and the resulting model is 
accepted under verification of some conditions, one 
of these being the stationarity of the model. By 
using only this condition it has been possible to 
create a graphic map related to the EEG frequency 
components which synthetizes the sleep pattern. 
This map can give information on the stages present 
in a complete. night's sleep; temporal information 
can be extracted by sequences of maps referring to 
different intervals of sleep; finally indices can 
easily be evaluated to quantify the percentage of 
frequencies collected. In addition, we 
investigated the significance of some apparent 
homogeneity among maps, which appears to suggest an 
intrapatient consistency in the sleep pattern. 
METHODS 
In ten subjects suffering from angina at rest we 
recorded an all night EEG, on both analog magnetic 
tape and polygraph recorder. The EEG signal was 
then sampled, off line, at 100 Hz by an A/D 
converter and recorded on di 
further processing by an 9 
ital magnetic tape for 
HP- 000 minicomputer. 
An example of the most significant EEG patterns is 
given in fig. 1A of the Appendix. 
The sample sequence is viewed as a time series (z ) 
representing a particular realization from in 
infinite population generated by a stochastic 
process. An important class of stochastic process 
is based on the assumption that the probabilistic 
properties of the series do not change with time: 
when this is true the series is said to be 
stationary. In statistical terms a stochastic 
process is said to be strictly stationary if the 
multivariate distribution of z 
tl+h 
J 
t2+h’““’ =t n+h 
independent from h for each finite set of 
izrameter t l+h’e-m9tn+h~ tl’..’ t, (Kenda11,1975). 
When the less restrictive conditions 
E(zt) = m constant for each t 
var(zt) = s* II " t 
cov(zs,ztl function of (s-t) only 
are satisfied, the series is said to be weakly 
stationary or stationary of order two. Weak 
stationarity plus an assumption of Gaussianity of 
the process are sufficient conditions to ensure 
strict stationarity (Papoulis.1965). 
It is usually known that the EEG signal is not 
stationary of any order unless partitioned into 
sequences of a few seconds. Furthermore, the 
stationarity condition is difficult to prove in 
practice and controversial results are reported in 
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the literature. This is partly because the EEG 
data have been investigated in different conditions 
(resting 1:;" closed eyes, under anesthesia, during 
sleep) 
LGersh, 
with different testing procedures 
1970; Kawabata, '973; McEwen, '975; 
Sugimoto, 1978; Jansen, 1981). We did not-try to 
prove the stationarity of the signal a priori 
because this was not our aim; we chose to approach 
the problem by subdividing the EEG signal into two 
intervals that were likely to be stationary, and 
then modelling these intervals by AutoRegressive 
(AR' models. Finally, having verified the fit 
9 
oodness, we tested the models for stationarity 
Box.l976;Bartoli.1983'. 
The first step was to identify a convenient time 
unit interval into which the series (z ) could be 
subdivided, capable of accomodating stationarity 
and computational requirements. A five-second 
interval was deemed suitable, and each five-second 
interval was modelled by an AR stochastic model. 
Models of this type assume that the current value 
of the process is expressed as a finite linear 
weighted combination of previous va'ues of the 
process, plus a shock at 
et = @lzt_,+eEzt_E+....+O z p t-p+at (1' 
The weights (4.) are called AR coefficients, p is 
the model order' and (a ) are normally distfibuted 
random shocks with zer 8 mean and variance s ; such 
a sequence of random variables is called a white 
noise process. 
Introducing the backward shift 
(Box,1976), such that 
operator B 
B(zt) = zt_, 
equation (1) can be rewritten as 
(l-~1B-)pBz-...-@p8p'zt = at 
or, in compact form 
(2' 
(3' 
f(B)5 = at (4' 
which implies 
Zt = $-'(8'a t (5) 
With this notation 
as the output zt 
transfer function 
input a+. -. 
the AR process can be thought of 
f rom a linear 
I- 
filter, with 
(B', applied to a white noise 
The second step was the selection of the order p of 
the model: considerating the number of resonances 
expected in the EEG spectrum a value of p=lO was 
chosen (Bodenstein, 1977). The AR coefficients 
were computed from the Yule-Walker equations 
(Box,l976), by the Batch Least Square Technique, 
and the goodness of fit was tested by both Anderson 
(Anderson,l942' and Ljung-Box tests (Ljung,1978). 
The stationarity conditions, concerning the 
autocorrelations and the variance of the process, 
cc? be embodied in the single condition that 
f 
(B' is a convergent series for IBIt' 
80x,1976', which implies that the roots of the 
Characteristic Equation (C.E.) 
H(B) = 0 (6) 
must lie outside the unit circle. 
To prove the stationarity of the models we 
evaluated the roots of the C.E. and plotted their 
inverses, in polar coordinates, inside the unit 
circle. By equation (5' we know that these 
inverses coincide with the poles of the filter 
transfer function so that their angular position 
inside the circle 
components of 
is related to the frequency 
the original signal. The 
correspondence between frequency of the signal and 
angular position of the pole is given by 
x = 50*(x/? (7' 
EEC signal 
5,12 set, 




r-: 2 i : 50’ Hz 
AR Pouer Spectrum Polar Diagram 
FIG. 1. This figure shows a peculiar alpha trace of about 5 sec. with its power 
spectrum evaluated by the AK coefficients. The polar diagram indicates the most 
significant pole at about IO degrees. 
where x is the frequency, ct is the angular 
position, and 50 is half the sample frequency in 
hertz. Figure 1 shows a five-second interval of 
alpha waves having a characteristic.frequency band 
of 7.5-12.5 Hz. with its Dower soectrum and oolar 
diagram. 
. . 
As can be seen, there is one pole located at about 
10 degrees corresponding to the alpha frequency, 
close to the circumference while the other poles, 
representing the noise frequency components, are 
distributed more internally being less significant. 
Note that the image is synrnetrical with respect to 
the x-axis since every imaginary root has its own 
conjugate. 
RESULTS 
The poles relative to an all night modelled EEG 
signal have been plotted together to form a global 
polar diagram (G.P.D.) of sleep. The G.P.D. of 
fig. 2 (patient A) shows sleep characterized by 
the presence of alpha frequency, indicating periods 
of wakefulness, and absence of middle and low 
frequencies, indicating that the subject did not 
reach deep sleep stages. Higher frequencies are 
probably due to spurious peaks in the spectrum. 
FIG. 2. Global Polar Diagram of Patient A. A 
significant alpha activity is clearly visible,- 
while middle and low frequencies are less 
rPnre<PntPd~ _ _ _ _ _ _ _ . 
More detailed information can be obtained by 
plotting the poles relative to smaller periods of 
time. However, from visual inspection of the 
G.P.D. it is impossible to judge the percentage of 
frequencies present in sleep and, hence, the 
information on sleep would be incomplete. 
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We therefore coupled each G.P.D. with a 
tridimensional diagram where the densities relative 
to the frequencies of interest have been measured 
by transforming the G.P.D. into a matrix of 
256x128 and defining pixels of 8x4 elements: the 
axonometric vision referring to the G.P.D. of fig. 
2 is given in fig. 3. 
This figure shows a higher percentage of alpha 
frequency with respect to the other components, 
suggesting a predominance of wakefulness which is a 
known peculiarity of this kind of disturbed sleep 
where deep stages are almost completely absent and 
the latency of drowsiness is prolonged with respect 
to normal sleep. 
FIG. 4. Global Polar Diagram of Patient B relative 
to the first half of the night. 
FIG. 5. Global Polar Diagram of Patient B relative 
to the second half of the night. 
FIG. 3. Axonometric vision relative to the G.P.D. of Patient A. 
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FIG. 6. Global Polar Diagram of the difference between the first and second half of the 
iii#t relative to Patient B. The white holes indicate th e 
m‘vps. Th 
complete matching of the two 
e residual poles are almost homogeneously distributed as noise. No 
Tg%ficant peak is evidenced in the axonometric vision. 
To isolate the period of drowsiness latency we 
roughly halved the period of sleep and plotted two 
separate G.P.D.s for each patient. From the 
comparison between the G.P.D.s of the same night a 
surprising and unexpected intrapatient similarity 
emerged: an example is given in fig. 4 and fig. 5 
where G.P.D.s of the first and second part of the 
same night are reported respectively. 
It is also evident that these G.P.D.s are quite 
dissimilar from the G.P.D. of fig. 3, 
representing the first half of the sleep of a 
different subject. Since visual inspection of 
G.P.D.s revealed homogeneities and dishomogeneities 
in terms of position and shape of the spots inside 
the circle, we analized the G.P.D.s by image 
processing technique and performed "image 
subtraction" among G.P.D.s to' confirm our 
impression. The images obtained showed an almost 
homogeneous noise distribution, when subctracting 
G.P.D.s of the same patient, whereas the cross 
subtraction of different patients showed 
well-defined dark spots together with noise. An 
example is given in fig. 6, where the subtraction 
was performed between G.P.D.s of fig. 4 and fig. 
5 representing the same patient (Patient B) on the 
same night; the axonometric vision confirms the 
homogeneous distribution of the residual 
components. 
Figure 7 is the difference between fig. 4 and fig. 
3 from different subjects, during the first half of 
the night. 
High frequency around 14 Hz and some alpha 
component, residual after subtraction, are both 
clearly visible as density peaks in the axonometric 
vision. 
These results, however, although objective, are 
still qualitative. It would have been of great 
interest to have a measure of "where" (for -what 
frequencies) and "how much" these images differed. 
To do that we measured, in binary mode, the density 
peaks of the resulting subtracted images in twenty 
contiguous 2.5 Hz sectors. 
It is interesting to point out that the density 
peaks evaluated for Patient A and Patient 6 
separately, before subtraction,turned out to be 
inadequate for detecting the existent 
dissimilarities. Tab. 1 reports the values of the 
density peaks of 10 sectors (O-25 Hz1 for Patient 
A, Patient B and the subtracted image. The values 
relative to sectors 3 and 4, referring to alpha 
frequency, are not significantly different, 
erroneously suggesting a matching between Patient A 
and B in those sectors; actually the peaks 
evaluated in the subtracted image reveal that the 
poles are grouped in different positions within the 
alpha sectors. 
FIG. 7. G.P.D. and axonometric vision of the difference between Patient A and Patient 
B during the first ha-f the night. Componenii of both IO 
risiduated f 
and 14 HZ are clearly 
rom the subtraction. 
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TABLE 1 G.P.D. Density Values -_ 
Frequency 
band 1 2 3 4 5 6 7 a 9 10 
Patient A .72 .25 .72 .97 .99 .72 .59 .81 .91 .91 
Patient 6 .41 .69 .97 .97 .72 .97 .a7 .a4 .81 .63 
Difference .47 .50 .81 .38 .84 .97 .7a .37 .47 .59 
The information concerning the sleep pattern 
similarity in the same subject during the two 
halves of one night, as a sort of "fingerprint" of 
sleep, was deemed extremely interesting by 
physiologists; they suggested to investigate 
whether this fingerprint persisted for different 
nights. 
We approached this investigation with statistical 
procedures capable of answering these two basic 
questions: 
1) Are G.P.0.s of one patient in the I same night 
distinct from G.P.D.s of different patients? 
2) Are G.P.D.s of the same patient in different 
nights still comparable among themselves? 
The G.P.D.s were classified into three qroups: 
a) Same patient-Same night 
bl Same patient-Different nights 
c) Different Patients (first and second half of the 
night of each patient compared with first and 
second half of the night of all the others). 
remaining points, belonging to group c) and 
represented by small triangles, are distributed in 
the right lower part. 
CONCLUSIONS 
G.P.D.s are a suitable synthesis of sleep, capable 
of giving useful information to the 
electroencephaloqraphers without waste of time. 
Furthermore, they demonstrated the existence of an 
individuality of sleep, particularly visible within 
the same night. This finding, suitably defined in 
details, can offer a wide range of applications, 
namely oriented towards investigating whether there 
are sleep patterns peculiar to some pathologies and 
whether external stimuli can modify this pattern; 
finally a knowledge of the sleep pattern can be 
extremely useful in studying pharmacological or 
psycoloqical effects on sleep. 
FIG. 8. Principal Components: distribution of the 20-coordinate density points accord3 
to the tlrSt and second principal component. 
The set of all G.P.D.s consisted of 20-coordinate 
points, each coordinate being the density peak 
relative to a frequency sector of 2.5 Hz. An 
algorithm for the detection of Principal Components 
was applied to this set of points to show the 
directions on a 20-dimensional hyperspace along 
which the data spread O;;,II decreasing order of 
importance starting the first principal 
component. 
Figure 8 shows our data plotted along the first two 
principal components; these components absorb 44% 
of variability. The points relating to group a), 
represented as'little squares, gather together in 
the left upper part of the figure; the points 
relating to group b), 
diamonds. 
represented by small 
gather in the middle, while all the 
REFERENCES 
Anderson, R.L. (1942). Distribution of the serial 
correlation coefficients. Ann.Math.Stat.,l3. 
Balocchi, R., A. Macerata, C Marchesi,-A. 
Biaqini, M. Emdin, M. Guazzelli, A. Benassi 
(1984). A study for the detection of possible 
correlation between ischemic attacks and brain 
activity. Proceedings of Computers in 
Cardiolo y IEEE C t Society, Salt Lake 
City,-TJ!J$431-434.0mpu er 
Bartoli, F., S. Cerutti, D. Liberati (1983). 
Linear Digital Filtering and Spectral Estimate 
in Processing EEG Traces. Neuvieme Colloque 
sur le Traitement du 
Applications , Nice. 
signal et ses 
__ 
638 5th ICMM 
Biagini, A., C. Carpeggiani, 5. Severi, 
M.G.Mazzei, R. Testa, C. Michelassi, P. 
Marzullo, A. Maseri and A. L'Abbate (19841. 
Angina pectoris: biorhythm, myocardial 
necrosis and sudden death. In Frontiers in 
Cardiology for the 80's, Academic Press, 
London. 
Bodenstein, G., H.M. Praetorius (19771. Feature 
Extraction from the ElectroencephalograrEE;y 
Adaptive Segmentation. Proc. 
65.642-652. 
Box, -G.P., G.M. Jenkins (19761. Time Series 
Analysis: Forecasting and Control. Revised 
Ed., Holden-Day, San Francisco. 
Gersch, W. (IY70) Spectral Analysis of EEG's by 
Autoregressive Decomposition of Time Series. 
Math. Biosc., z, 205-222. 
Jansen, B.H., A Hasman, R. Lenten (1981). 
Piecewise Analysis of EEGs Using AR-modeling 
and Clustering. Comp. Biom. Res., 
168-178. 
2, 
Kawabata, N. (1973). A Nonstationary Analysis of 
the Electroencephalogram. IEEE Trans. on 
Kenda%?&%IR? i%!% (19751 A dictionary 
of' s;a;;stical terms, 3rd Ed: Longman Group 
Limited, Thetford. 
Ljungr7;x, G.E.P. Box (1978). On a Measure of 
Lack of Fit in Time Series Models. 
Biometrika, 65, 297-303. 
McEwen, J.A., G.By Anderson (19751. Modeling the 
Stationarity and Gaussianity of Spontaneous 
McGraw-Hill, New York. 
Sugimoto, H N.Ishii, A. Iwata, N. Suzumura, T. 
Tomita"(1978). On the Stationarity and 
Normality of the Electroencephalographic Data 
During Sleep Stages. Computers Programs in 
Biomedicine, 8, 224-234. 
APPENDIX 
Al. Electroencephalography ~ 
Electroencephalography is a technique employed to 
detect the electrical activity of the cortex, which 
is the outer layer of the whole brain. 
The electrical signal from the cortex is 
transmitted, via electrodes attached to the scalp, 
to a device called Polygraph Recorder, where the 
signal relating to each channel, filtered and 
amplified, 
(Electroenceph~:ogra~~a~~G). 
on running paper 
Each channel relates 
to the activity of a specific zone of the cortex. 
Usually electroencephalography is associated with 
the detection of other electrical activities such 
as muscular (Elec:;;r;yogram: EHGl or ocular 
(Electrooculogram: activity. This is 
especially true when electroencephalography is 
employed during sleep. 
AZ. EEG pattern of sleep 
There are two distinct phases of sleep called Non 
Rapid Eye Movements (NREM) and Rapid Eye Movements 
(REM) sleep. NREM sleep is divided into four 
stages, as follows: 
STAGE 1. The drowsy state between alert 
wakefulness and definite sleep. It is 
characterized by mixed frequencies, slowing into 
2-7 Hz called "theta" range, and accompanied by 
slow eye movements. The EMG shows moderately high 
amplitude discharges, lower than those of the 
waking stage. 
STAGE 2. This consists of a moderately low voltage 
EEG, interspersed with brief, high voltage 
discharges (K-complexes), and with bursts of waves 
between 13-15 Hz in frequency (spindles). 
STAGE 3 . Spindles and K-complexes are still 
present, but 20-50 per cent of the EEG trace 
consists of "delta" waves (l-3 Hz1 
STAGE 4. Delta activity is present for 50 per cent 
or mOre of the EEG trace. 
Low voltage muscular potentials persist during each 
NREM sleep stage; eye movements are infrequent or 
absent in stage 3 and 4. 
REM sleep. The transition into REM sleep occurs 
abruptly and involves a change in the EEG to low 
voltage, with fast frequencies, up to 22 Hz. The 
EOG shows clusters of conjugate eye movements 
occurring in all directions. EMG activity becomes 
either totally absent or markedly suppressed. 
REM sleep is mainly related to dreaming. 
Particular mention must be made of a peculiar wave, 
typical of quiet, resting wakefulness preceding 
sleep, but which can occur also during sleep, 
indicating the so-called "arousal" periods. This 
wave ranges between 7.5 and 12.5 Hz and is called 
"alpha" wave. 
Figure 1A shows some peculiar EEG signal patterns. 
FIG. 1A. This figure shows some typical EEG 
Ferns. rrom t op to bottom: 
-- 
alpha waves, 
spindles, delta waves and characteristic REMsleep 
waYPI. _ _ _ . -.- 
A3. EEG reading 
Reading of the EEG 
encephalographers consists 
and classification of 
according to criteria of 
tracing by electro- 
of the visual inspection 
each 20-second page. 
frequency components and 
presence of peculiar waves, as described. To give 
a general idea of the amount of work involved in 
reading an EEG during sleep consider that six hours 
of recording can produce about 1000 feet of paper. 
A4. Ischemic heart disease 
The term "ischemic heart disease" refers to a 
disorder in which the blood supply to the heart 
muscle is reduced. 
Ischemia results in characteristic changes in the 
electrical activity of the heart: it may be 
transient (an ' ischemic attack "1 and provoked by 
physical exercise, emotional stress and other 
conditions associated with an increase in the 
oxygen requirement of the heart. In the diseased 
heart this requirement cannot be satisfied because 
of an obstruction of the heart vessels (coronary 
arteries 1. In a variant of the disease ( angina 
at rest ) transient ischemic episodes occur at 
rest. without any apparent initiating factor. 
Furthermore, the attacks have a characteristic 
diurnal distribution, with a peak during the last 
hours of the night. The pathogenetic factor 
underlying these episodes is a sudden, reversible 
spasm of the coronary artery. 
