In a queueing network with a single server and service nodes, a non-preemptive non-idling policy chooses a node to service at each service completion epoch. Under the assumptions of independent Poisson arrival processes, fixed routing probabilities, and linear holding cost rates, we apply Whittle's method for Armacquiring bandits to show that for minimizing discounted cost or long-run average cost the optimal policy is an index policy. We also give explicit expressions for those priority indices. AMS Subject Classifications: Primary 90B22, 62L99; Secondary 90B15, 90B35.
INTRODUCTION
In this paper a queueing network consisting of a single server and r service nodes is considered. Each node allows an unbounded queue. At any time > 0, service can only take place at one node (this is time-sharing service). The queueing discipline is nonpreemptive and non-idling. The former requires that no interruption of service in a node is permitted. The latter means that the server cannot be idle if at least one node has a nonempty queue. Here a queue includes any customer being serviced.
Several assumptions are made for the probability structure of the system: (A1) The arrival process at node from outside the network is a Poisson process with intensity X, i, r. The r arrival processes at different nodes are independent.
(A2) The service times at node are iid random variables, which need not have exponential distributions. The r service time sequences at different nodes are independent.
(A3) All Service time sequences are independent of all arrival processes.
(A4) The service order at each node is "first-in-first-out." A customer who finishes service at node will either switch to the end of queue at node with probability Pij, or leave the network with probability 1 2j Pij.
(A5) The set of r nodes associated with a given partial order generates an oriented graph
. is a forest consisting of one-root trees oriented towards the root. Hence contains no closed loops and may be decomposed into connectivity components, each of which is a tree; each tree has one root and is oriented towards this root. The root of a tree is the maximal element with respect to other vertices of the same tree.
The order is defined as follows: Node is said to be achievable from node if there exist n e N and nodes n such that il i, n and Pili2 ...Pin_li n > 0. We denote this by p(i ---) j) > 0. Hence iff p(i --+ j) > 0o Note that Pij > 0 implies -- 
Example 3
Here r 3, )v > 0, [6] provided an algorithm for computing the optimal policy rta for the general network model. Klimov [3] , [4] studied the general network model with the long-run average cost criterion. Assuming the system is in steady-state, he applied linear programming to characterize the optimal policy t*. Whittle [8] obtained the same results as in Harrison [1] , [2] , using a different method [7] , called Arm-acquiring bandits (AAB). Whittle 
Here we assume that all processes {Qi(t)} {A(t)} {AIi(t)} {D(t)} {DIi(t)} It is observed that minimizing Va,r is equivalent to maximizing ,r because C is actually a policy-independent quantity. Moreover, all the expectations E r (.) are finite due to the following facts"
(ii) 0 < E f e-mA(t)dt e-mEA (t)dt e-at)t, itdt < oo, 
where V is the expected reward before retirement, independent of M. Proposition 1 follows by differentiation. D Notes.
(i) There is no presumption that Tie < oo. However our interest excludes the case that Tie is a defective random variable, < k < < r. We impose the light-traffic condition, specified by In fact, the assumption (A4) guarantees that I [P (r) is invertible hence rl is uniquely determined. This will also be explained later in the proof of Lemma 2. Note that p is called the traffic intensity of the network and the condition (*) implies that Tra has finite moments of any order, < k < < r.
(ii) Tkl depends on the target set B and the initial state e k but not on the order in which those nodes in the set Cl are serviced. In what follows, we apply compound Poisson process theory to derive the expressions of E k e -aTkl 1 < k < < r.
Lemrna 1. Let Z be a non-negative continuous random variable satisfying P(Z > 0) 1 Therefore, 9"(u) < 0 for sufficiently large u. Hence (i), (ii), (iii), imply that there exists a u > 0 such that e -u 13Ee -uZ. U3 In queueing literature the term "workload" is usually referred to service time(s) associated with a customer. Even in this complex network model we can still imagine that each arriving customer brings certain workload, which is the sum of service times corresponding to those nodes along the customer's route in the network. Let X k be the generic notation for the service time at node k, k =1 r;
Yn be the workload brought by the n-th arriving customer at the network, n IN. ( Proof. Recall (A1), (A2), (A3) and notice that the transition probability matrix In matrix form (3.5) is written as By (A4) every customer will reach the target set Bj after entering the network and passing through a finite number of nodes in Cj. This implies that Ij [P (j) is invertible (cf.
Klimov [3] , Lemma 3). Therefore, (3.6) (U1
(ii) follows by combining (3.4) and (3.6 
Construction of 7t
It usually happens that the optimal policy with respect to long-run average cost is the limit of the optimal policy for discounted cost as the discount factor tends to one. This is indeed the case between r* and rro. Proof. In this queueing network a busy period is counted from the first arrival epoch (after the server was idle) to the first time that all nodes have empty queues. Assuming lighttraffic we have an alternating busy-idle sequence. Since only non-idling policies are considered, and all arrival processes and the transition matrix [P (r) are policy-independent, it turns out that the duration of a busy period is policy-independent as well. And the successive busy periods form an iid sequence. The light-traffic condition also implies that a busy period has finite moments of any order. Then Theorem 5 follows from [5] To implement n*, we still need to compute all EkTka 's. (i), (ii) and (*) imply that X'y(r) rl "Ix < 
