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alcoholische niveau op peil gebleven: waarvoor uitdrukkelijk dank!
Tot slot kan ik niet genoeg benadrukken hoe belangrijk mijn dichtste familie
voor dit verhaal was. Ma, pa, zus en Tim: bedankt voor jullie steun, vertouwen en
kansen die ik van jullie heb gekregen, en de tijd die we samen mochten doorbren-
gen. Caroline en John, bedankt voor jullie schitterende dochter, de betrokkenheid,
en de hartverwarmende zorgen voor Nora.
De allerbelangrijkste personen voor mij heb ik voor het laatst bewaard. Het is
voor niemand een geheim. Marthe, bedankt dat ik met jou ”zij aan zij” door het
leven mag gaan. Je steun was onbetaalbaar. Zonder jou was dit nooit gelukt. Nora,
zolang ik thuiskom en jij spontaan begint te lachen, zijn voor mij alle wereldpro-
blemen toch een beetje opgelost.
Tot slot nog aan allen die niet met naam en toenaam vermeld staan in dit
dankwoord: een welgemeende dank-je-wel.
Brugge, oktober 2012
Wouter Tavernier
Table of Contents
Dankwoord i
Samenvatting xxi
Summary xxv
1 Introduction 1
1.1 The network infrastructure of the Internet . . . . . . . . . . . . . 1
1.2 Network recovery and requirements . . . . . . . . . . . . . . . . 3
1.2.1 Recovery scopes . . . . . . . . . . . . . . . . . . . . . . 6
1.2.2 QoS requirements of network services . . . . . . . . . . . 8
1.3 Network layering and technology overview . . . . . . . . . . . . 8
1.3.1 IP routing . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3.1.1 IP addressing, aggregation and forwarding . . . 11
1.3.1.2 Routing protocols . . . . . . . . . . . . . . . . 13
1.3.2 Multi-Protocol Label Switching . . . . . . . . . . . . . . 15
1.3.3 Ethernet (VLAN-)switching . . . . . . . . . . . . . . . . 18
1.3.4 Optical network technology . . . . . . . . . . . . . . . . 21
1.4 OAM and fault detection . . . . . . . . . . . . . . . . . . . . . . 23
1.4.1 Hardware and circuit-based failure detection . . . . . . . 23
1.4.2 Failure detection using Hello-protocols . . . . . . . . . . 23
1.5 Cost observations . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.6 Problem statement and research questions . . . . . . . . . . . . . 25
1.7 Outline and contributions . . . . . . . . . . . . . . . . . . . . . . 26
1.8 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.8.1 Publications in international journals
(listed in the Science Citation Index) . . . . . . . . . . . . 29
1.8.2 Publications in international conferences
(listed in the Science Citation Index) . . . . . . . . . . . . 29
1.8.3 Publications in other international conferences . . . . . . 30
1.8.4 Publications in national conferences . . . . . . . . . . . . 31
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
iv
2 Emulation of GMPLS-controlled Ethernet Label Switching 35
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.2 Evolving Ethernet . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2.1 Bridged (VLAN) Ethernet . . . . . . . . . . . . . . . . . 37
2.2.2 Carrier Ethernet . . . . . . . . . . . . . . . . . . . . . . . 38
2.2.2.1 Connectionless (CL) Ethernet . . . . . . . . . . 39
2.2.2.2 Connection-oriented (CO) Ethernet . . . . . . . 40
2.2.3 Ethernet Label Switching (ELS) . . . . . . . . . . . . . . 41
2.3 Carrier Ethernet emulation and simulation . . . . . . . . . . . . . 41
2.3.1 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.3.2 Network simulation . . . . . . . . . . . . . . . . . . . . . 42
2.3.3 Network emulation . . . . . . . . . . . . . . . . . . . . . 43
2.4 Emulation architecture . . . . . . . . . . . . . . . . . . . . . . . 43
2.4.1 Emulation network architecture . . . . . . . . . . . . . . 43
2.4.2 Emulated forwarding plane . . . . . . . . . . . . . . . . . 44
2.4.3 Emulated control plane . . . . . . . . . . . . . . . . . . . 46
2.5 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . 46
2.5.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . 47
2.5.2 Node performance . . . . . . . . . . . . . . . . . . . . . 49
2.5.3 Network and LSP performance . . . . . . . . . . . . . . . 49
2.5.4 BFD failure detection and ELS segment protection . . . . 50
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.7 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3 Packet loss reduction during rerouting using network traffic analysis 61
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.2 The traffic-agnostic IP routing table update . . . . . . . . . . . . 64
3.3 Traffic-informed rerouting . . . . . . . . . . . . . . . . . . . . . 66
3.3.1 State-of-the-art . . . . . . . . . . . . . . . . . . . . . . . 66
3.3.2 Suggested approach . . . . . . . . . . . . . . . . . . . . 66
3.4 Traffic monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.5 Network traffic analysis . . . . . . . . . . . . . . . . . . . . . . . 67
3.5.1 Network traffic persistence . . . . . . . . . . . . . . . . . 69
3.5.2 Network traffic modeling . . . . . . . . . . . . . . . . . . 71
3.5.2.1 State-of-the-art . . . . . . . . . . . . . . . . . . 75
3.5.2.2 ARIMA-models . . . . . . . . . . . . . . . . . 76
3.5.2.3 GARCH-models . . . . . . . . . . . . . . . . . 77
3.6 Packet loss reduction . . . . . . . . . . . . . . . . . . . . . . . . 77
3.6.1 Recovery time of an updated routing table entry . . . . . . 77
3.6.1.1 Packet loss induced by an updated routing entry 78
3.6.2 Packet loss reduction heuristics . . . . . . . . . . . . . . 80
3.6.2.1 Fixed batch size . . . . . . . . . . . . . . . . . 80
3.6.2.2 Variable batch size . . . . . . . . . . . . . . . . 81
3.7 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . 84
v3.7.1 Environment and methodology . . . . . . . . . . . . . . . 84
3.7.2 Network traffic fitting and prediction . . . . . . . . . . . . 85
3.7.3 Packet loss evaluation . . . . . . . . . . . . . . . . . . . 87
3.7.4 Recovery time evaluation . . . . . . . . . . . . . . . . . . 92
3.8 Computational cost of the procedure . . . . . . . . . . . . . . . . 93
3.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4 Fast failure detection in multipoint networks 101
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.2 Failure detection over Ethernet networks . . . . . . . . . . . . . . 103
4.2.1 Routing protocol related mechanisms . . . . . . . . . . . 104
4.2.1.1 Open-Shortest Path First protocol (OSPF) . . . 104
4.2.1.2 (Rapid) Spanning Tree Protocol . . . . . . . . . 105
4.2.2 Routing protocol independent mechanisms . . . . . . . . 106
4.2.2.1 Hardware detection . . . . . . . . . . . . . . . 106
4.2.2.2 Ethernet Connectivity Fault Management (CFM) 106
4.2.2.3 Bidirectional Forwarding Detection (BFD) . . . 106
4.3 BFD over Ethernet . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.3.1 Bi-directional failure using Multipoint BFD over Ethernet 109
4.4 Performance in emulation . . . . . . . . . . . . . . . . . . . . . . 110
4.4.1 Architecture and environment . . . . . . . . . . . . . . . 110
4.4.2 BFD over Ethernet . . . . . . . . . . . . . . . . . . . . . 112
4.4.3 XORP OSPF performance . . . . . . . . . . . . . . . . . 113
4.4.4 OSPF vs. MP BFD over Ethernet with IPFRR . . . . . . . 114
4.4.5 Scalability analysis of MP BFD . . . . . . . . . . . . . . 115
4.5 Conclusion and future work . . . . . . . . . . . . . . . . . . . . . 116
4.6 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . 117
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5 Self-configuring Loop-Free Alternates with High Link Failure Cover-
age 121
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.2 The problem of transient loops . . . . . . . . . . . . . . . . . . . 123
5.3 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.3.1 Equal cost multi-path routing (ECMP) . . . . . . . . . . . 125
5.3.2 Loop-free alternate (LFA) paths . . . . . . . . . . . . . . 125
5.3.3 Multi-hop repair paths . . . . . . . . . . . . . . . . . . . 127
5.3.4 Objectives for improving Loop-Free Alternates schemes . 127
5.4 Our approach: self-configuring LFA/LFNs . . . . . . . . . . . . . 128
5.4.1 Definitions and assumptions . . . . . . . . . . . . . . . . 129
5.4.1.1 Network assumptions . . . . . . . . . . . . . . 129
5.4.1.2 FIB structure assumptions . . . . . . . . . . . . 130
5.4.2 Loop-Free Node (LFN) detection . . . . . . . . . . . . . 131
5.4.2.1 LFN using BFS+ . . . . . . . . . . . . . . . . . 132
vi
5.4.2.2 Learning from previous probes . . . . . . . . . 133
5.4.3 Loop-Free Path configuration . . . . . . . . . . . . . . . 134
5.4.4 Loop-Free Path activation . . . . . . . . . . . . . . . . . 135
5.5 Time model of the self-configuration process . . . . . . . . . . . 136
5.6 Experimentation . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.6.1 Environment . . . . . . . . . . . . . . . . . . . . . . . . 138
5.6.2 Network topologies . . . . . . . . . . . . . . . . . . . . . 139
5.6.3 Benchmarked techniques . . . . . . . . . . . . . . . . . . 139
5.6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.6.4.1 Analysis of the required number of probes . . . 140
5.6.4.2 Analysis of the size of the loop domain . . . . . 140
5.6.4.3 Coverage . . . . . . . . . . . . . . . . . . . . . 143
5.6.4.4 Stretch . . . . . . . . . . . . . . . . . . . . . . 148
5.6.4.5 Communication cost . . . . . . . . . . . . . . . 150
5.6.4.6 Time evaluation . . . . . . . . . . . . . . . . . 150
5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6 Concluding remarks 155
6.1 Routing and resilience in Carrier Ethernet . . . . . . . . . . . . . 155
6.1.1 Future directions and trends of Carrier Ethernet . . . . . . 156
6.2 Network recovery in connection-less IP networks . . . . . . . . . 157
6.2.1 Traffic-informed network recovery . . . . . . . . . . . . . 157
6.2.1.1 Future directions and trends . . . . . . . . . . . 158
6.2.2 Self-configuring recovery . . . . . . . . . . . . . . . . . 159
6.2.2.1 Future directions and trends . . . . . . . . . . . 159
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
A Point-to-multipoint connectivity and recovery in Ethernet Label Switch-
ing 163
A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
A.2 Ethernet Label Switching . . . . . . . . . . . . . . . . . . . . . . 164
A.2.1 Forwarding tables and merging capability . . . . . . . . . 165
A.3 Recovery of point-to-point (P2P) connectivity . . . . . . . . . . . 167
A.4 Point-to-multipoint (P2MP) connectivity . . . . . . . . . . . . . . 167
A.4.1 Provisioning and forwarding . . . . . . . . . . . . . . . . 167
A.4.2 Recovery . . . . . . . . . . . . . . . . . . . . . . . . . . 171
A.5 Multipoint connectivity and recovery experimentation . . . . . . . 171
A.5.1 Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
A.5.2 Emulation platform . . . . . . . . . . . . . . . . . . . . . 172
A.5.3 Recovery of p2mp connectivity . . . . . . . . . . . . . . 173
A.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
A.7 Acknowledgment . . . . . . . . . . . . . . . . . . . . . . . . . . 177
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
vii
B Interoperability Experiment of VLAN Tag Swapped Ethernet and Trans-
mitting High Definition Video through the Layer-2 LSP between Japan
and Belgium 181
B.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
B.2 Wide Area Ethernet Architecture . . . . . . . . . . . . . . . . . . 183
B.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
B.3.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . 186
B.4 Path establishment . . . . . . . . . . . . . . . . . . . . . . . . . 187
B.5 High definition video transmission and numerical results . . . . . 188
B.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
B.7 Acknowledgment . . . . . . . . . . . . . . . . . . . . . . . . . . 191
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

List of Figures
1.1 Overview of the Internet infrastructure . . . . . . . . . . . . . . . 2
1.2 Failure rate vs. the lifetime of network equipment . . . . . . . . . 4
1.3 Relationship between concepts in availability terminology . . . . 5
1.4 The events in the process of network recovery . . . . . . . . . . . 5
1.5 End-to-end vs. link and node recovery . . . . . . . . . . . . . . . 7
1.6 Technologies within the TCP/IP model layering . . . . . . . . . . 9
1.7 Packet headers of Ethernet at layer 2, MPLS at layer 2.5 and IP at
layer 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.8 Address/route aggregation and longest prefix matching . . . . . . 12
1.9 Routing within and between ASes . . . . . . . . . . . . . . . . . 14
1.10 Label switching and swapping in MPLS networks . . . . . . . . . 16
1.11 Using RSVP-TE for LSP setup . . . . . . . . . . . . . . . . . . . 16
1.12 MPLS local detour . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.13 Bandwidth usage vs. technology . . . . . . . . . . . . . . . . . . 19
1.14 Traffic isolation using VLANs . . . . . . . . . . . . . . . . . . . 20
1.15 Statistical multiplexing as possible in packet-switching . . . . . . 22
1.16 Cost of Ethernet equipment, from [25] . . . . . . . . . . . . . . . 24
1.17 Topics and structure of the dissertation . . . . . . . . . . . . . . . 27
2.1 Hierarchy of Ethernet frame headers in the IEEE standards . . . . 38
2.2 Overview of Ethernet technologies . . . . . . . . . . . . . . . . . 39
2.3 Forwarding in an ELS network . . . . . . . . . . . . . . . . . . . 40
2.4 Ethernet components in simulators and emulators . . . . . . . . . 42
2.5 Emulated ELS switch architecture . . . . . . . . . . . . . . . . . 44
2.6 Emulated ELS forwarding diagram . . . . . . . . . . . . . . . . . 45
2.7 Detailed methodology flow chart . . . . . . . . . . . . . . . . . . 48
2.8 ELS throughput and delay in emulation . . . . . . . . . . . . . . 50
2.9 CPU usage and packet loss of ELS forwarding in emulation . . . . 51
2.10 Times to configure forwarding (Click) from GMPLS (Dragon) . . 52
2.11 Control plane provisioning time (Dragon-based) . . . . . . . . . . 53
2.12 Emulated ELS LSP quality (500 Mbps LSP) . . . . . . . . . . . . 54
2.13 ELS segment protection vs. RSTP-recovery in throughput on failure 55
3.1 IP backbone router about to update routing table entries corre-
sponding to three traffic flows . . . . . . . . . . . . . . . . . . . . 62
x3.2 The router update process . . . . . . . . . . . . . . . . . . . . . . 64
3.3 Default IP router vs. a traffic-informed IP router . . . . . . . . . . 68
3.4 Aggregation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.5 Number of flows at different spatial aggregation levels . . . . . . 71
3.6 Flow activity and persistence per aggregation level . . . . . . . . 72
3.6 Flow activity and persistence per aggregation level . . . . . . . . 73
3.6 Flow activity and persistence per aggregation level . . . . . . . . 74
3.7 Timeline of the router update process . . . . . . . . . . . . . . . . 78
3.8 Packet loss under dynamic traffic conditions . . . . . . . . . . . . 79
3.9 Compare extension vs. split-scenario for F4 . . . . . . . . . . . . 82
3.10 Benchmarking process . . . . . . . . . . . . . . . . . . . . . . . 85
3.11 Fitting error of different traffic models . . . . . . . . . . . . . . . 88
3.12 Average packet loss decrease vs. default routing table update pro-
cess at different traffic aggregation levels . . . . . . . . . . . . . . 90
3.13 Average packet loss decrease vs. default process over all aggrega-
tion levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.14 Distribution of decrease in packet loss (/24 subnet prefixes and bin
size 100 ms) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.15 Average recovery time of dynamic vs. fixed batching strategies . 94
4.1 Failure detection over Ethernet . . . . . . . . . . . . . . . . . . . 104
4.2 Asynchronous mode in MP BFD . . . . . . . . . . . . . . . . . . 110
4.3 Emulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.4 Emulation results . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.4 Further emulation results . . . . . . . . . . . . . . . . . . . . . . 114
4.5 Time comparison . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.1 Path of a packet entering at router d and exiting at router a in
different network conditions . . . . . . . . . . . . . . . . . . . . 122
5.2 Overview of related work . . . . . . . . . . . . . . . . . . . . . . 124
5.3 Modified topology allowing LFA from router c to router a upon
link failure of b-c . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.4 Interface-specific forwarding . . . . . . . . . . . . . . . . . . . . 130
5.5 The probing process . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.6 LFN search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.7 Reuse the same LFN for other destinations . . . . . . . . . . . . . 134
5.8 Time model of ALFA . . . . . . . . . . . . . . . . . . . . . . . . 136
5.9 Distribution of the number of probes needed before LFN is found
for a given source-destination pair . . . . . . . . . . . . . . . . . 141
5.10 Distance from the originating node towards the LFN in hop count 142
5.11 Average link failure coverage vs. topology . . . . . . . . . . . . . 144
5.12 Average failure probability vs. topology . . . . . . . . . . . . . . 145
5.13 Average communication cost vs. topology . . . . . . . . . . . . . 146
5.14 Average communication cost vs. topology . . . . . . . . . . . . . 147
xi
5.15 Distribution of the configuration time (in s) per source-destination
pair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
6.1 Learning-enabled routers . . . . . . . . . . . . . . . . . . . . . . 158
A.1 IEEE Ethernet framing standards . . . . . . . . . . . . . . . . . . 165
A.2 GELS LSP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
A.3 Efficient label re-usage through merging . . . . . . . . . . . . . . 168
A.4 P2P-recovery overview . . . . . . . . . . . . . . . . . . . . . . . 169
A.5 Multipoint connectivity . . . . . . . . . . . . . . . . . . . . . . . 170
A.6 Backup p2mp LSP . . . . . . . . . . . . . . . . . . . . . . . . . 172
A.7 Network architecture . . . . . . . . . . . . . . . . . . . . . . . . 173
A.8 Node architecture in emulation platform . . . . . . . . . . . . . . 174
A.9 Recovery of p2mp LSPs . . . . . . . . . . . . . . . . . . . . . . 175
A.10 Recovery process with backup p2mp LSP . . . . . . . . . . . . . 177
A.11 Recovery process using segment recovery . . . . . . . . . . . . . 178
A.12 Performance of failure detection and recovery operation . . . . . . 179
B.1 Centralized wide area Ethernet . . . . . . . . . . . . . . . . . . . 183
B.2 Decentralized wide area Ethernet . . . . . . . . . . . . . . . . . . 183
B.3 VLAN tag swapping . . . . . . . . . . . . . . . . . . . . . . . . 184
B.4 Signaling sequence of L2-LSP establishment . . . . . . . . . . . 185
B.5 Experimental setup of demonstration . . . . . . . . . . . . . . . . 186
B.6 Click configuration . . . . . . . . . . . . . . . . . . . . . . . . . 187
B.7 Changing configurations of switch when signaling is occurred . . 187
B.8 4 Core switches placed in the ilab.t testbed in Ghent University,
Belgium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
B.9 High definition video sender, receiver, and 2 edge switches placed
in Keio University, Japan . . . . . . . . . . . . . . . . . . . . . . 189
B.10 Round trip time between user01 and user02 . . . . . . . . . . . . 189
B.11 High definition video captured by video camera is displayed on
TV monitor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
B.12 UDP throughput between user01 and user02 . . . . . . . . . . . . 191

List of Tables
1.1 Ranges of MTBF and MTTR values of network equipment, taken
from [4, 5] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 QoS requirement overview (from [7]) . . . . . . . . . . . . . . . 8
1.3 MPLS forwarding tables for Figure 1.10 . . . . . . . . . . . . . . 16
2.1 Emulated ELS forwarding table usage . . . . . . . . . . . . . . . 45
3.1 Recovery time comparison of F4-scenario: split vs. extension . . . 82
4.1 Failure detection overview . . . . . . . . . . . . . . . . . . . . . 105
5.1 Network topologies . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.2 Total time (in seconds) needed for self-configuration in different
nodes in a network . . . . . . . . . . . . . . . . . . . . . . . . . 148
A.1 Recovery time upon failing link b-c or c-d . . . . . . . . . . . . . 176

List of Acronyms
A
ALFA Automated Loop-Free Alternate
ARIMA Auto-Regressive Integrated Moving Average
ARMA Auto-Regressive Moving Average
ARP Address Resolution Protocol
AS Autonomous System
B
BFD Bi-directional Forwarding Detection
BFS Breadth-First Search
BGP Border Gateway Protocol
bps bit per second
B-VID Backbone VLAN ID
BVLAN Backbone VLAN
C
CAM Content Addressable Memory
CE Carrier Ethernet
CGE Carrier-Grade Ethernet
CIDR Classless Inter-Domain Routing
CL Connection-less
CO Connection-oriented
C-VID Customer VLAN ID
CVLAN Customer VLAN
CR Constraint-based Routing
xvi
D
DHCP Dynamic Host Configuration Protocol
DNS Domain Name Server
E
E2E End-to-end
ECMP Equal Cost Multi-path Routing
EGP Exterior Gateway Protocol
ELS Ethernet Label Switching
E-LSP Ethernet-Label Switched Path
EVL Ethernet Virtual Line
F
FEC Forwarding Equivalence Class
FIB Forwarding Information Base
FTN FEC-To-NHLFE
G
GARCH Generalized Autoregressive Conditional Heteroskedas-
ticity
GELS GMPLS-enabled Ethernet Label Switching
GFP Generic Framing Procedure
GMPLS Generalized Multi-Protocol Label Switching
GRE Generic Routing Encapsulation
I
IBBT Interdisciplinary Institute for Broadband Technology
ICMP Internet Control Message Protocol
IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force
IGP Interior Gateway Protocol
ILM Incoming Label Map
IPFRR IP-FastReRoute
xvii
IRTF Internet Research Task Force
ISPF Interactive Shortest Path First
K
kbps kilobit per second
L
L1 Layer 1 (physical layer in TCP/IP model)
L2 Layer 2 (datalink layer in TCP/IP model)
L3 Layer 3 (network layer in TCP/IP model
LAN Local Area Network
LBL Link By Link (detection)
LER Label Edge Router
LFA Loop-Free Alternate
LFIB Linecard FIB
LFN Loop-Free Node
LPM Longest Prefix Match
LSA Link State Advertisement
LSDB Link State DataBase
LSR Label Switching Router
LSP Label Switched Path
LSU Link State Unit
M
MAN Metropolitan Area Network
MEF Metro Ethernet Forum
MPLS Multi-Protocol Label Switching
MTBF Mean Time Between Failures
MTTF Mean Time To Failure
MTTR Mean Time To Repair
N
NHLFE Next Hop Label Forwarding Entry
xviii
O
OAM Operations, administration and management
OSI Open Systems Interconnection
OSPF Open Shortest Path First
OSPF-TE Open Shortest Path First-Traffic Engineering
OTN Optical Transport Network
P
PB Provider Bridge
PBB Provider Backbone Bridge
PBB-TE Provider Backbone Bridge-Traffic Engineering
PCE Path Computation Engine
PDU Protocol Data Unit
POS Packet Over SONET/SDH
Q
QoS Quality of Service
R
RIB Routing Information Base
RSTP Rapid Spanning Tree Protocol
RSVP ReSource reserVation Protocol
RSVP-TE ReSource reserVation Protocol-Traffic Engineering
RUP Router Update Process
S
SDH Synchronous Digital Hierarchy
SLA Service Level Agreement
SONET Synchronous Optical Networking
SPT SPanning Tree
STP Spanning Tree Protocol
xix
S-VID Service VLAN ID
SVLAN Service VLAN
T
TCAM Ternary Content-Addressable Memory
TE Traffic Engineering
TCP Transmission Control Protocol
TDM Time Division Multiplexing
TTL Time To Live
U
UDP User Datagram Protocol
V
VCAT Virtual conCATenation
VID VLAN ID
VLAN Virtual Local Area Network
VLSR Virtual Label Switch Router
VPN Virtual Private Network
VPLS Virtual Private Line Service
VPWS Virtual Private Wire Service
W
WAN Wide Area Network
WDM Wavelength Division Multiplexing

Samenvatting
– Summary in Dutch –
Communicatienetwerken zijn verweven met bijna ieder aspect van ons prive´- en
werkleven. Nieuws uit de wereld, maar evengoed uit onze sociale kring bereikt
ons via het web, we gebruiken IPTV op onze televisie, laptop of tablet, en delen
allerhande informatie en bestanden via cloud services. De nood aan bandbreedte
groeit dan ook jaarlijks aan een tempo van 30 tot 40 procent. Bovendien stellen
allerhande realtime toepassingen zoals (video-)telefonie steeds strengere eisen aan
de beschikbaarheid van de netwerkinfrastructuur. De vuistregel van ’vijf negens’
stelt dat we slechts 5 minuten op jaarbasis aan netwerkpannes tolereren (99.999
procent van de tijd).
Oorspronkelijk werd het internet nochtans niet ontwikkeld om aan dergelijke
strenge eisen te voldoen. Het was immers onvoorspelbaar dat een experimentele
netwerkinfrastructuur tussen een viertal Amerikaanse universiteiten uit de jaren
’70 zou uitgroeien tot het internet van vandaag met 2 tot 3 miljard eindgebrui-
kers, en miljoenen tussenliggende switches en routers. De technische uitdagingen
die dit met zich meebrengt zijn dan ook niet te verwaarlozen en hebben geleid
tot een kluwen van verschillende technologische oplossingen van al bijna even-
veel verschillende fabrikanten. Een hedendaagse router is uitgegroeid tot een duur
en complex toestel dat zowel een grote datadoorvoer moet garanderen als onder-
steuning moet bieden voor een grote verscheidenheid aan controleprotocollen voor
routering en signalisatie. Het voorzien van efficie¨nte en foutbestendige netwerk-
connectiviteit wordt hierdoor steeds moeilijker voor de hedendaagse netwerkbe-
heerder van grotere communicatienetwerken. Om toch aan de strenge eisen te
voldoen, wordt dan ook vaak voor de eenvoudigste en meestal duurste oplossing
gekozen: overvoorziening van het netwerk door het reserveren van te grote band-
breedtes en ondergebruikte reservepaden.
In een eerste studie onderzoekt dit proefschrift daarom de complexe netwerk-
structuur van het internet en de daarbijhorende problemen met betrekking tot rou-
tering en foutherstel. Hierbij stellen we vast dat er een kloof te vinden is op gebied
van kostprijs en complexiteit tussen drie technologiee¨n: de Ethernet-technologie
in LAN-netwerken (Local Area Network), de IP-gebaseerde routers, en de cir-
cuitgebaseerde optische technologie in aggregatie- en kernnetwerken (de internet-
backbone). Anderzijds merken we dat er een spanning en vervaging optreedt met
betrekking tot de functionaliteit tussen diezelfde technologiee¨n. Voor grotere be-
drijfsnetwerken, aggregatienetwerken of delen van de internetbackbone, ontstaat
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dan ook het idee dat Ethernet-technologie met een beperkt aantal uitbreidingen een
(kost-)efficie¨nter alternatief zou kunnen bieden op de complexere IP-gebaseerde
of SDH-gebaseerde technologie (Synchronous Digital Hierarchy). Vanuit dit per-
spectief wordt in deze thesis Ethernet Label Switching (ELS) uitgewerkt en gee¨va-
lueerd. Deze technologie laat toe om connecties op te zetten op basis van het
bestaande concept van Virtual Local Area Networks (VLAN’s). In een emu-
latieomgeving werd hiervan een prototype geı¨mplementeerd, en werd onder andere
aangetoond dat het resulterende ontwerp en de implementatie ervan in staat zijn om
netwerkenfouten te herstellen in minder dan 50 ms, gebruikmakend van het foutde-
tectieprotocol BFD (Bi-directional Forwarding Detection) en de GMPLS-controle-
protocollen (Generalized Multi-Protocol Label Switching). Samen met de vrijheid
die dergelijke technologie aanbiedt om verschillende paden doorheen het netwerk
te configureren (traffic engineering), kan de resulterende technologie gebruikt wor-
den als geschikt alternatief in transportnetwerken. Dit geeft aanleiding tot de term
Carrier Ethernet. In de context van dit onderzoek werd zowel de point-to-point
connectiviteit als de multipoint connectiviteit gee¨valueerd en gedemonstreerd op
verschillende internationale evenementen. In samenwerking met de Japanse Keio
universiteit werd bovendien de interoperabiliteit van de geı¨mplementeerde Ether-
net Label Switching-technologie aangetoond.
Waar (kost-)efficie¨nte en foutbestendige connectiegeorie¨nteerde switching cen-
traal staat in het eerste deel van het geleverde onderzoekswerk, wordt in het tweede
luik van het onderzoek de nadruk gelegd op adaptief en automatisch configure-
rend foutherstel binnen connectieloze IP-netwerken. Vaak wordt er nog geopteerd
voor het gebruik van connectieloze IP-routering op basis van traditionele kort-
ste-pad-routeerprotocollen zoals Open Shortest Path First (OSPF) omwille van de
schaalbaarheid. Deze protocollen configureren automatisch kortste-pad-routes in
de verspreide routers van het netwerk. Helaas is deze oplossing niet zomaar in
staat om ”carrier grade” foutherstel te realiseren, omdat het vinden van nieuwe
kortste paden in een veranderde netwerktopologie vaak seconden tot minuten in
beslag kan nemen. Daarom wordt in dit proefschrift een techniek voorgesteld
en gee¨valueerd die zowel snelle foutopvang kan garanderen, als volautomatisch
geconfigureerd en geactiveerd ingezet kan worden met behulp van foutdetectie-
technieken. Omdat routers in IP-netwerken dikwijls worden verbonden via mul-
tipoint Ethernet-netwerken, werd in het onderzoek een Ethernet-gebaseerde uit-
breiding op het detectieprotocol Bi-directional Forwarding Detection (BFD) ont-
worpen en gee¨valueerd op de testinfrastructuur van de onderzoeksgroep. Hier-
door kan foutdetectie over deze media efficie¨nter verlopen. In combinatie met de
voorgestelde herrouteringstechniek, kunnen op die manier zelfs netwerken van een
paar honderd routers voorzien worden van kortstepadroutering en snel herstel van
mogelijke netwerkfouten, met een minimum aan configuratie.
Naast het automatiseren van snelle foutvang, gaat het onderzoek ook na in
welke mate het gebruik van ”netwerkverkeersinformatie” kan bijdragen tot het ef-
ficie¨nter opvangen en behandelen van netwerkfouten. Het vertrekpunt hierbij is dat
bij het optreden van een netwerkfout vaak meerdere elektronische verkeersstromen
worden aangetast. Waar bestaande methoden voor foutafhandeling zich vaak toe-
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spitsen op enerzijds de snelle foutdetectie, of anderzijds het snel activeren van een
alternatief pad, is het de bedoeling van deze studie om vanuit het perspectief van
een enkele router zo snel mogelijk die verkeersstromen te herstellen die er het
meeste nood aan hebben. Hiermee wordt verwezen naar de verkeersstromen die
een grote bandbreedte consumeren en dus mogelijks tot aanzienlijk pakketverlies
kunnen leiden op het ogenblik dat hun pad doorheen het netwerk wordt onderbro-
ken. Dit lijkt eenvoudiger dan het is, omwille van de grote verkeersvariatie die kan
optreden in erg korte tijd. In deze context werd enerzijds een wiskundige formu-
lering opgesteld om het mogelijke pakketverlies te karakteriseren bij verschillende
herstelvolgordes, en werd anderzijds aangetoond dat het pakketverlies resulterend
bij een netwerkfout, kan gereduceerd worden aan de hand van een heuristiek die
gebruik maakt van een voorspellend ”netwerk-verkeersmodel”.
Met het geleverde onderzoek reikt dit proefschrift een aantal componenten
aan voor meer (kost-)efficie¨nte en meer beheersbare routering en foutherstel in
het kader van de steeds complexer wordende internetinfrastructuur. Hierbij wordt
aangetoond dat connectiegeorie¨nteerde technologiee¨n zoals Ethernet Label Switch-
ing voldoende routeer- en foutherstelmogelijkheden bieden, en dat de concepten
van automatische configuratie en adaptatie met betrekking tot het getransporteerde
netwerkverkeer van bijzondere meerwaarde kunnen zijn bij het afhandelen van
netwerkfouten.

Summary
Communication networks impact almost every aspect of our private and business
environment. World news, as well as news within our social circles, reaches us
via the web. We use IPTV on our television, laptop or tablet, and share various
information and files via cloud services. It is no surprise that the resulting need for
bandwidth is growing at an annual pace of 30 to 40 percent. In addition, all kinds
of real-time applications such as (video-) telephony impose ever stricter demands
on the availability of the network infrastructure. The rule of thumb of ”five nines”
suggests that we only tolerate 5 minutes of network outage on an annual basis
(99.999 percent of the time).
However, originally the Internet was not developed to meet such stringent re-
quirements. It could not be predicted that an experimental network between four
American universities from the 70s would grow to the Internet of today with 2 to
3 billion end users and millions of intermediate switches and routers. The techni-
cal challenges that emerge from this situation cannot be ignored, and have led to a
tangle of different technological solutions from almost as many different manufac-
turers. A contemporary router has become an expensive and complex device that
combines high data throughput with support for a wide variety of control protocols
for routing and signaling. Providing efficient and fault-tolerant network connec-
tivity is becoming increasingly difficult for the network administrator of larger
networks. To still meet the stringent requirements, the easiest and often most ex-
pensive solution is used: over-provisioning of the network by providing too large
bandwidths and under-utilized backup paths.
In a first study this thesis examines the complex network structure of the In-
ternet and the associated problems related to routing and network recovery. We
note that in terms of complexity, cost and efficiency, a large gap occurs between
three technologies: Ethernet technology in LANs (Local Area Network), IP-based
routing and the circuit-switched optical technology in aggregation and core net-
works (the Internet backbone). On the other hand, a tension and blurred situation
is emerging between the same technologies with respect to their functionality. For
larger enterprise networks, aggregation networks or parts of the Internet backbone,
this gives rise to the idea that Ethernet technology could possibly be upgraded
with a limited number of extensions, forming a (cost-) efficient alternative for
more complex and expensive IP-based or SDH-based technology (Synchronous
Digital Hierarchy). From this perspective, Ethernet Label Switching (ELS) was
further designed and evaluated in this thesis. This technology allows establish-
ing connections, relying on the existing concept of Virtual Local Area Networks
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(VLANs). An ELS prototype is developed in an emulation environment, and it
has been demonstrated that the resulting design and implementation is capable of
performing network recovery in less than 50 ms, relying on Bi-Directional For-
warding Detection (BFD) for failure detection, and Generalized Multi-Protocol
Label Switching (GMPLS) for controlling the network. Along with the support
for traffic engineering, ELS can be used as a suitable alternative in transportation
networks, hence the term Carrier Ethernet. The research in this context has eval-
uated both point-to-point connectivity as well as multipoint connectivity, and has
been demonstrated on several European events. In cooperation with the Japanese
Keio University, the interoperability of the Ethernet Label Switching implementa-
tion has been demonstrated.
Whereas (cost-) efficient and fault-tolerant connection-oriented switching is
the central topic of the first research part, the second part of the research focuses
on adaptive and self-configuring network recovery within connectionless IP net-
works. Many networks still rely on connectionless IP routing using traditional
shortest-path routing protocols such as Open-Shortest Path First (OSPF), because
of its scalability. Routing protocols automatically configure shortest-path routes
between distributed routers in the network. However, by default, these proto-
cols are not capable of providing ”carrier grade” network recovery, as the time
required to find new shortest paths in changed network topologies can take sec-
onds to minutes for these protocols. In this context, a technique is proposed and
evaluated which is self-configuring and can deliver fast network recovery of almost
any network link failure. Because routers in IP networks are often connected via
multipoint Ethernet networks, an Ethernet-based extension of the Bi-Directional
Forwarding Detection (BFD) protocol has been designed and evaluated on the test
infrastructure of the research group. This allows more efficient failure detection
over these network segments. The resulting scheme enables networks of routers of
up to hundreds of routers, to rely on traditional shortest path routing protocol, and
still providing carrier-grade network recovery with a minimum of configuration.
In addition to self-configuring and fast network recovery, the research also
examines to what extent network traffic information can contribute to efficient IP-
based rerouting. This stems from the observation that upon a network failure often
more than one network traffic flow is affected, for which the corresponding routing
entries must be updated. Whereas most existing network recovery research focuses
on either rapid fault detection or fast activation of an alternative path, the aim of
this study is to recover first those network traffic flows which need it most. The
latter refers to the traffic flows consuming large bandwidths, and thus potentially
can lead to large amounts of packet loss when the network path they use is broken.
This is not a trivial task because of the large traffic variation that can occur in
very short time. For this purpose, a mathematical formulation is first made to
characterize the packet loss for different traffic-driven rerouting schemes. In a
second phase it is demonstrated that the packet loss resulting of the rerouting event
upon a network failure possibly can be reduced by means of a heuristic relying on
a predictive ”network traffic model”.
With the performed research, this dissertation proposes a number of compo-
SUMMARY xxvii
nents for (cost-)efficient and manageable routing and error recovery in the con-
text of the increasingly complex Internet infrastructure. The documented research
illustrates that connection-oriented technologies such as ELS provide sufficient
carrier-grade routing- and network recovery facilities and that the concepts of au-
tomatic configuration and adaption to monitored network traffic can be of added
value in handling network failures.

1
Introduction
Communication networks have become an indispensable part of our lives. The
Internet of today serves all kinds of applications for both professional and leisure
purposes. Many businesses count and trust on the quality, security and reliability of
the Internet infrastructure. However, the Internet infrastructure was not designed
to meet these high requirements (best-effort service). As a consequence, a wide
spectrum of technological solutions, implemented by equally many vendors, have
been proposed and deployed to deal with this situation. The combination of the
exponential network growth and this heterogeneous network landscape makes it
increasingly difficult to guarantee the required network reliability and quality of
service.
This chapter introduces network recovery within the context of the current In-
ternet technology infrastructure. It indicates the emerging challenges with respect
to routing and recovery, and sketches the outline of the research documented in
this dissertation.
1.1 The network infrastructure of the Internet
The Internet can be segmented into five topologically determined network parts
(see Figure 1.1): the home network, the access network, the (metro-) aggregation
network, the core network (backbone), and the campus network. Each of these
network parts has its own function.
Home (or small company) networks typically consist of a limited number of
2 CHAPTER 1
Si
ze
1
-2
0
1
0
K
-2
0
K
1
0
-2
0
3
0
K
-5
0
K
 A
se
s
1
0
0
s-
1
0
0
0
s
L3
IP
IP
/M
P
LS
IP
/M
P
LS
L2
Et
h
e
rn
e
t
A
TM
/E
th
e
rn
e
t
Et
h
e
rn
e
t/
SD
H
-S
O
N
ET
Et
h
e
rn
e
t/
SD
H
-S
O
N
ET
/O
TN
Et
h
e
rn
e
t/
SD
H
-S
O
N
ET
L1
C
o
p
p
e
r
C
o
p
p
e
r 
(x
D
S
L
)
F
ib
re
(p
2
p
/x
P
O
N
)
C
o
a
x
 (
D
O
C
S
IS
)
Fi
b
e
r
Fi
b
e
r
C
o
p
p
e
r/
Fi
b
e
r
H
o
m
e
 &
 
s
m
a
ll 
c
o
m
p
a
n
y
 
n
e
tw
o
rk
A
c
c
e
s
s
n
e
tw
o
rk
A
g
g
re
g
a
ti
o
n
 n
e
tw
o
rk
B
a
c
k
b
o
n
e
 n
e
tw
o
rk
C
a
m
p
u
s
 n
e
tw
o
rk
Figure 1.1: Overview of the Internet infrastructure
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end hosts (pc’s or other devices) which are interconnected via a wired or wireless
Local Area Network (LAN).
The (wired) access network attaches thousands of home and/or small business
networks via service providers to the Internet. This network normally has a tree-
like structure, and spans a couple of kilometers (scale of a city). For this reason,
access networks are often referred as the ”first mile”.
Aggregation or metro networks interconnect access networks in a ring, star or
slightly meshed network topology of tens of network nodes. These networks can
accommodate up to 200K customers, and have a regional coverage. These net-
works aggregate all traffic from access networks towards (metro-)core networks,
and typically span areas with diameters of up to 50 km. Both access and aggrega-
tion networks are owned by Internet Service Providers (ISP).
The core or backbone network interconnects the aggregation networks and
forms the core of the Internet network, resulting into a large meshed topology
of about 40K autonomous systems (AS) or domains, structured in ’tier levels’.
These ASes are owned by Internet Backbone Providers (IBP) forming the main
structure of the Internet. Every AS forms an administratively autonomous entity
under the operation of a single party, and can consist of tens to thousands of nodes.
These networks can span distances of hundreds of kilometers. Sometimes an in-
termediate level is introduced before the Internet core, referred as the metro-core
network.
Some universities or corporate-sized companies (enterprises) run large campus
networks of up to thousands of switches and hundreds routers [1, 2]. Data centers
can be considered to belong to this category [3]. These networks normally have
direct access to the Internet core network (or to an aggregation network).
1.2 Network recovery and requirements
Communication technology plays a crucial role in our social and economical ac-
tivities. Telephone service, email and Internet connectivity in general are for
many businesses the communication channel of choice. A disruption in these ser-
vices may completely interrupt the company’s internal and external communica-
tion channels, causing a significant loss in activity, customers and corresponding
revenue. From this perspective, the well-known saying could be changed to: ”con-
nectivity is money”. Therefore, availability requirements have become a crucial
part of the Service Level Agreements (SLA) between companies (customers of the
network) and network providers.
In this context, network availability can be defined as the probability of a net-
work element to be operational at one particular point in time. Five nines avail-
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(a) Up–down. (b) Spanning tree from source.
Fig. 6. Broadcast message transmission.
Fig. 7. Broadcast result.
node receives a broadcast message, it will calculate the next hops
using spanning trees from the source node. There are two steps
involved in the computation of the next hop. The first step is to
create a spanning tree using a source node as the root node of the
tree. The spanning-tree creation algorithm is based on a modified
version of the breath first search with a graph coloring algorithm.
The second step is to calculate the next hop. The next hop is chosen
from children of each node according to the spanning tree that
has the highest cost among its children. The cost is computed
from the number of steps used to send a message to all nodes
in the children’s subtrees. In case of failure, a broadcast message
is encapsulated into a multicast message, and then the message
is sent from the parent of the failure node to its children in the
spanning tree.
Fig. 7 indicates that the up–down algorithm is marginally faster
than the original SFTP, while the new spanning-tree broadcast
routing algorithm is significantly faster than the SFTP broadcast
routing algorithm due to increased parallelism. The experimental
results were obtained from an average number of steps for sending
a broadcast message from every node (fan-out = 2).
4. Reliability analysis of SHN
The reliability of SHN has been analyzed using the discrete-
event simulation technique [18]. The reliability is defined as the
ability to maintain an operation over a period of time t , i.e., the
reliability R(t) = Pr (the network is operational in [0, t]). SHN
is ‘‘operational’’ if it can successfully deliver messages from any
source to the alive destination(s), even when some nodes in the
routing path die.
The cumulative distribution function (cdf), F (t) can be defined
as
F(t) =
∫ t
0
f (t)dt
Fig. 8. Bathtub curve.
where f (t) is the probability density function (pdf) that is
associated with the lifetime of the network.
There are several characteristics that are commonly used in
reliability analysis. These characteristics can be determined from
the pdf and cdf, e.g., reliability function, hazard function and mean
time between failures.
The reliability function (or survival function), R(t), is the
probability that SHN survives up to time t. It can be defined as
R(t) = 1− F(t).
The simulation assumes that there is no failure at the initial time,
i.e., t = 0, R(0) = 1.
The Hazard function, h(t) is the failure rate of the network. The
h(t) is defined by
h(t) = f (t)
R(t)
.
The failure rate in practice has a bathtub shape [19]. The hazard
function of SHN is also assumed to change as the bathtub curve,
which consists of three phases: decreasing failure rate (burn in),
constant failure rate and increasing failure rate (wearing out) as
shown in Fig. 8.
The mean time between failure (MTBF) is defined to be the
average (or expected) lifetime of the network. TheMTBF is defined
by
MTBF =
∫ ∞
0
R(t)dt.
The probability density function of SHN is assumed to follow
the Weibull distribution [20]. This distribution has the capability
to model the bathtub curve. The pdf of the Weibull distribution is
given by
f (t) = βα−β tβ−1 exp
[
−
(
t
α
)β]
where α is the scale parameter and β is the shape parameter. The
associate functions of theWeibull distribution can be summarized
Figure 1.2: Failure rate vs. the lifetime of n twork equipment
MTBF MTTR
cable cut per 1000 km on long distance cables 50 days-200 days days - weeks
webserver 104 − 106 hours 1 hour
Eth rnet switch 104 − 106 hours 2 hours
IP i terface card 104 − 105 hours 2 hours
IP router 105 − 106 hours 2 hours
ATM switch 105 − 106 hours 2 hours
SDH/SONET DXC 105 − 106 hours 4 hours
WDM OXC 105 − 106 hours 6 hours
Table 1.1: Ranges of MTBF and MTTR values of network equipment, taken from [4, 5]
ability (99.999 percent of the time) is often used as a benchmark for carrier-grade1
vailability. This means that only about 5 minutes of network outage is tolerated
in a year.
In practice, the mean network availability (MNA) can be expressed in terms
of the Mean Time To Failure (MTTF), the Mean Time Between Failures (MTBF),
and the Mean Time To Repair (MTTR), as follows.
MNA =
MTTF
MTTF +MTTR
The relationship between MTTF, MTBF and MTTR is depicted in Figure 1.3.
The mean unavailability of a network (MNU) is characterized by the following
fraction. The MTTF is a function of the failure rate of the equipment. In Table 1.1
a list of MTBF and MTTR numbers is shown for typical network equipment.
MNU = 1−MNA = MTTR
MTTF +MTTR
=
MTTR
MTBF
1The term ”carrier-grade” is often used for indicating that some technique or technology is able
to provide such a high level of service that the technology could be used by a network provider for
carrying network traffic of customers. The term can be interchanged with ”extremely reliable, well
tested and proven in its capabilities”.
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Figure 1.4: The events in the process of network recovery
In many cases it is assumed that the failure rate is time dependent. This implies
that the probability of a failing element changes in relationship with its lifetime.
In this case, the function is referred as the Hazard function h(t) (the rate of failure
of an element given that this element has survived this long), which often follows
a bathtub curve (see Figure 1.2). The bathtub curve follows roughly three stages:
i) a higher, but decreasing failure rate in the beginning due to ”infant mortality”
characteristics, ii) a more or less constant failure rate because of ’random failures’
during the ’useful life’ of the material, and iii) again an increasing failure rate
due to the ”wear out” of the material. The broader statistical model (capable of
reproducing a bathtub shape) which is usually applied for characterizing the time
between network failures, is the Weibull distribution [6]. The number of failures
per component often follows a power-law [6].
Network survivability is a term to indicate the ability of a network to recover
traffic in the event of a network failure, causing few or no consequences for the
users. The benchmark for carrier-grade survivability is around 50 ms. This means
that network failures need to be recovered within this time (including all phases of
the network recovery process indicated below).
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The process of network recovery is typically decomposed into the following
events and associated time intervals (see Figure 1.4):
• failure event: the event through which connectivity is lost
• failure detection: the event at which the failure is detected by the installed
control mechanisms
• failure notification: the event at which the recovery procedures are notified
to be activated
• failure recovery: the event at which the network connectivity is repaired
Network recovery processes can be either pre-planned or dynamic. In the first
case, the path of the recovery flow is calculated in advance for all failure scenarios,
while in the second this is applied on the fly2.
Along another dimension, recovery processes can implement protection or
restoration. Upon failure detection, network protection only needs a very lim-
ited amount3 or no signaling to activate the recovery path. This enables very fast
switch-overs and network recovery. Network restoration still needs signaling (al-
though the failure scenario’s could have been pre-planned) upon failure detection.
In general, protection is not shared. In 1+1 protection, the signal is duplicated
over two pre-established alternative paths. The end-node thus receives two signals,
and can select the signal with the best quality. In shared protection, backup paths
are used for the protection of multiple paths . This allows to reduce the capacity
needed for the backup path, assuming that failures are independent. In M : N
shared protection, M protection paths are used to protect N different working
paths between a given node pair.
As will be further detailed in the next sections, network functionality follows
a layered approach in which network technologies at different layers potentially
can perform network recovery. Because this can lead to the duplication of network
functions, coordination strategies between these layers can greatly increase the
efficiency of the network recovery [4]. In this dissertation we will further focus on
single network layer recovery in the context of Ethernet and IP technology.
1.2.1 Recovery scopes
The recovery scope relates to the (spatial) locality of the recovery. When end-to-
end (or global) recovery is applied, an entire disjoint path is required to provide
recovery. If local recovery (e.g., link, node or segment recovery) is used, a lo-
cal alternate path can bypass the network failure to recover network connectivity.
2a part from signaling, as will be discussed later
3the required signaling for protection typically only relates to the synchronization of the protecting
path, or reversion of it.
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Medium Bandwidth Delay/recovery Jitter Error
End-user web applications Audio 4-13 Kbps <1s <1ms <3% FERData NA <4s NA 0
Streaming
Audio 5-128 Kbps <10s <2s <1% loss
Video 20-384 Kbps <10s <2s <2 % loss
Data <384 Kbps <10s NA 0
Interactive streaming applications
Audio 4-25 Kbps <150ms <1ms <3% FER
Video 32-384 Kbps <150ms NA <1% FER
Data NA <250ms NA 0
Metro core networks BULK NA <50ms NA 0
Industrial Ethernet Network Data 64 Kbps-3.2 Mbps 5-10ms <1ms 0
Table 1.2: QoS requirement overview (from [7])
Figure 1.5 illustrates the difference between end-to-end, link and node recovery
in the context of network connectivity between two nodes: f and c. The topmost
figure illustrates how the path (f,e,d,c) can be recovered via an end-to-end backup
path (f,a,b,c). Link recovery is illustrated in the second example, where the con-
nectivity between node f and e is recoverable via node a. At last, the third figure
illustrates how node c can be bypassed in case of node failure, via node g. Most
carrier-grade switching and routing technologies support these forms of recovery.
Further information about network recovery terminology can be found in [4].
1.2.2 QoS requirements of network services
The required level of Quality Of Service (QoS) and reliability of the network de-
pends on the environment and the specific application needs. Typical requirements
in the networks that are studied in this dissertation are depicted in Table 1.2 ob-
tained from [7]. The table illustrates that typical end-user web-applications can
deal with network delays in the order of 1 to 4 seconds, together up to 3 percent
Frame Error Rate (FER) which can be accommodated through correction mecha-
nisms to improve the perception at end-user points. Interactive streaming applica-
tions impose stronger delay requirements with delays of maximally 150 to 250 ms.
The most severe requirements can be found in Industrial Ethernet networks where
machines in factories are controlled via networks which can only tolerate up to 10
ms delays.
1.3 Network layering and technology overview
From a technological point of view, the Internet is structured according to the
layered TCP/IP model, containing five layers as depicted in Figure 1.6. In this
model, every lower layer in the model provides service to a higher level.
The central layer is the network layer (layer 3 or L3), implemented by Internet
Protocol (IP [8]). The core function of this protocol is to provide the follow-
ing service to higher layers: i) connection-less connectivity between end-hosts
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Figure 1.6: Technologies within the TCP/IP model layering
(packet-based messaging), ii) node addressing and address aggregation of end-
hosts and intermediate nodes, and iii) efficient message forwarding and path de-
termination (routing) between source and destination nodes via intermediate gate-
ways or routers.
The transport and application layers (layer 4-5) allow reliable end-to-end com-
munication between end-hosts, allowing typical Internet services and applications
such as web-browsing and e-mail.
Technologies at lower layers of the TCP/IP model provide (reliable) connec-
tivity between a small number of network nodes connected to the same network
segment (layer 2 or data link layer), or ensure physical transmission of the data
over a given medium (layer 1 or physical layer).
In practice, the functionality provided by technologies is difficult to map to
the layered model. Nevertheless, Figure 1.6 provides a first orientation of the set
of technologies and protocols of interest within the layered TCP/IP model. The
focus of the research in this dissertation is on layer 3 and layer 2 technologies.
Technologies are related to the type of network, as next sections and Figure 1.1
indicate.
A more fundamental way to structure the spectrum of network technologies
is by characterizing their operational framework as determined by the networking
mode and the switching type.
Networking modes In connection-oriented (co) networks, a connection needs
to be set up from beforehand to enable connectivity between two or more nodes in
the network. This involves either manual configuration, centralized management,
or the use of a signaling protocol4 to ensure that information can be sent between
nodes. All data which makes use of this connection will be handled in a similar
way (e.g., routing).
4A signaling protocol is used to configure the state of a distributed set of nodes, e.g. for setting up
connections, setting up backup connections, activating backup connections, etc.
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In Connection-less (cl) networks, the forwarding decision of intermediate net-
work nodes is a purely local decision, without requiring to set up a connection
before communication can be started.
Switching types The switching type of a technology determines how the for-
warding5 decision is taken. In packet-switched networks, forwarding is performed
on a per-packet basis, and the forwarding decision is determined by a feature of the
received packet. In the context of IP routing, the forwarding decision is based on
the IP destination address from IP packet header of the received packet (see next
section).
In circuit-switched networks, the forwarding decision takes place at circuit-
level (switching based on the ”position” of arriving bits, where ”position” is de-
fined by space (port), time and wavelength).
Both switching types have their advantages and drawbacks, as will become
clear in the next sections.
Data plane vs. control plane Communication networks do not only transport
end-user data, but also need to exchange control-related data and implement re-
lated functionality to ensure that the network operates as desired. All functionality
that relates to the transport of end-user data is abstracted into the data or forward-
ing plane, all other/control-related functionality leads to the control plane. Some-
times management-related operations are not considered as control functionality,
and therefore are referenced as being part of the management plane.
1.3.1 IP routing
The IP protocol6 forms the common basis for almost all packet-switched connec-
tivity between different types of networks of the Internet. IP-based network con-
nectivity is one of the most scalable network layer technologies currently available.
In IP-based networks, data traffic between end-hosts is split into packets or data-
grams which travel through a network of routers (intermediate IP-enabled network
nodes). Routers process incoming packets according to the store-and-forward
principle based on the destination address contained in the IP packet header, as
shown in Figure 1.7. IP routing is the technology of choice to interconnect large
campus/enterprise networks, as well as the Internet backbone.
5Forwarding refers to the process where a data unit (either a packet or a signal) is received on a
given port of a network device and needs to be transmitted towards one or more other port(s).
6either IPv4 [8], or IPv6 [9]
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Figure 1.7: Packet headers of Ethernet at layer 2, MPLS at layer 2.5 and IP at layer 3
1.3.1.1 IP addressing, aggregation and forwarding
IP networks use IP addressing for the identification and location of network nodes
(i.e., interfaces). Every interface interconnecting end hosts7 and routers in the net-
work receives an IP address, a binary identifier of 32 bits in IPv4. These addresses
are commonly written in the dot-notation, consisting of 4 numbers between 0 and
256 (e.g., 196.2.3.234). IP addresses can be grouped into spatially clustered sub-
nets. This is reflected in the IP address by a (subnet) prefix, referring to a fixed
number of leftmost bits within the IP address. The remaining (right-most) bits of
the IP-address identify an interface within that subnet. The subnet part can have
any length according to the Classless Inter-Domain Routing (CIDR [10]) which
is used to structure the IP address space of the Internet. For example the pre-
fix 196.2.3.0/24 refers to the subnet of all IP-addresses in the range 196.2.3.0 to
196.2.3.255 (256 potential addresses).
Every interface connected to the Internet, receives an IP address. Service
providers and large organizations are typically assigned a contiguous block of ad-
dresses, as determined by a prefix of fixed length.
Routers, which are intermediate nodes of the Internet, forward IP packets based
on the IP destination address indicated in the IP packet header (Figure 1.7). The
concept of subnets and prefixes allows IP routers to reduce the required memory
for taking these forwarding decisions. Because IP addresses are usually assigned
hierarchically in contiguous blocks, it often happens that a router can reach an
7an end-user device is typically connected to the network via one link
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200.23.16.0/20 201.1.1.1/30 eth0
199.31.0.0/16 201.1.2.1/30 eth1
200.23.18.0/23 201.1.2.1/30 eth1
...
Figure 1.8: Address/route aggregation and longest prefix matching
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entire subnet via the same interface. In this case, routers only need to store the
corresponding prefix in their forwarding table8, to reach the entire network part
covered by the prefix. This allows an efficient way of route aggregation. The re-
sulting tree-like structure would allow very efficient address/route aggregation in
routers. The reachability of networks can be announced via these prefixes, instead
of a list of IP addresses. However, in practice the Internet is less hierarchical,
and parts of networks have shortcuts (shorter paths) to smaller subnets. To en-
able efficient use of these connections, routers implement a longest-prefix match
algorithm (LPM) to find prefix in the routing table which best matches the desti-
nation IP address of the received packet which needs to be forwarded. High-end
routers implement these lookups in hardware using Ternary Content-Addressable
Memory (TCAM). Routers in the Internet backbone can contain up to hundreds of
thousands of forwarding entries.
The use of IP prefixes within the forwarding tables of routers is illustrated in
Figure 1.8. The figure depicts a router y at the right side, connected to network
A via router x and connected to network B via router z. Network A consists of
nodes within the subnet 200.23.16.0/20, and network B consists of nodes within
subnet 199.31.0.0/16. From this perspective it makes sense for router y, to install
a forwarding entry towards network A via router x, and a forwarding entry to-
wards network B via router y, relying on their corresponding prefixes. However,
network A consists of 3 smaller subnets, for which one of them is marked in gray
and has subnet 200.23.18.0/23. The latter network has a shorter path from router
x via network B (a shortcut), contrary to the other parts of network A. This can
be taken into account by router x, by installing a more specific forwarding entry
towards the gray network, indicating to use router z. Indeed, if router y now re-
ceives a packet towards an end host with address 200.23.18.12 (as illustrated on
the figure), a longest prefix match will return the entry 200.23.18.0/23 leading to
the path via network B. While the longest-prefix matching lookup algorithm is per-
fectly able to cope with the above example, it also illustrates that the availability of
additional routes (e.g., due to shorter paths) can significantly increase the number
of forwarding entries in routers. This is one of this aspects which contributes to
the explosion of forwarding tables in backbone routers (routing de-aggregation).
1.3.1.2 Routing protocols
In most cases, the forwarding table of IP routers is populated by routing protocols
exchanging topology- or path-related information over the network (or AS). Based
on the received routing information, routers can calculate or derive paths towards
any part of the network.
Link-state routing protocols such as Open-shortest Path First (OSPF [11]) or
8also referred as Forwarding Information Base (FIB)
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Figure 1.9: Routing within and between ASes
Intermediate System to Intermediate System (IS-IS [12]) distribute Link-State Ad-
vertisement and Update (LSA/LSU) information related to the state of links locally
detected by routers. An LSA contains the router’s local routing topology (e.g., de-
tected links), an LSU is a packet that implements the flooding of one or more
LSAs. Routers receiving these messages can deduce the resulting network graph,
and use efficient algorithms (e.g., Dijkstra or Bellman-Ford) for calculating short-
est paths within the topology and reachable nodes.
Path-vector routing protocols such as the Border Gateway Protocol (BGP, [13])
distribute pathvectors (sequences of intermediate nodes) towards reachable nodes.
When path-vector routing protocols such as BGP are used, participating routers
have no (direct) view on the topology of the network.
Because the Internet network is large and diverse, routing protocols are only
responsible for specific network parts. Depending on their scope, the protocols
are classified into two classes: the intra-AS routing level determined by Interior
Gateway protocols (IGP) such as OSPF link-state protocol; and Exterior Gateway
Protocols (EGP) for inter-AS routing as used in the Internet backbone network.
BGP is the currently used EGP-protocol within the Internet.
Figure 1.9 illustrates the difference between IGP and EGP protocols. Whereas
an IGP such as OSPF is used within the scope of an AS, BGP is used to distribute
paths between the ASes. For example, BGP router D from AS z will announce
the path towards its own AS z to BGP router C. BGP router C knows how to
reach BGP router B relying on the local IGP protocol running in AS y. Using this
connectivity BGP router B detects the path towards AS z and distributes the path
(AS y, AS z) to BGP router A. Because BGP is a policy-based protocol, routers
can filter received paths as desired before forwarding them towards their BGP
adjacencies (neighboring BGP routers).
Although IP routing based on IGP and EGP routing protocols scales relatively
well in dynamic networks, the resulting re-convergence times of these protocols
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can be relatively slow, i.e. in the range between seconds and minutes. For this rea-
son techniques such as IP-FastReroute (IPFRR) have been designed in the context
of IGPs, as means to pro-actively calculate and install alternate forwarding entries.
Upon local failure detection of the next hop, these can be quickly activated, en-
suring quicker failure recovery. These techniques are studied into more detail in
Chapter 4 and 5.
1.3.2 Multi-Protocol Label Switching
While connectionless IP routing in combination with IGPs has proven to scale
relatively well (up to thousands of routers), the resulting routing is restricted to
shortest paths, and the re-convergence times can be slow (seconds to minutes).
This observation has lead to the design of Multi-Protocol Label Switching (MPLS,
[14]), a packet-switched technology which allows connection-oriented network-
ing9. MPLS relies on the set up of Label Switched Paths (LSPs), to provide
connection-like connectivity in an IP-network. In this forwarding technology, ad-
ditional labels are attached to IP packets. These labels are stored in the MPLS
label header attached between the IP packet header and the layer 2 header (re-
ferred as the shim header, as indicated in Figure 1.7). MPLS-enabled routers or
Label Switching Routers (LSRs) make forwarding decisions on the MPLS label,
rather than on the IP destination address attached to the IP packet.
Three types of MPLS routers can be distinguished. The first and last LSR on
the LSP are referred as the ingress Label Edge Router (LER) and the egress LER.
The path and transformations followed by an IP packet which is sent through an
LSP is illustrated in Figure 1.10. Ingress LER router A receives a packet for desti-
nation 200.23.18.12, it checks its FIB, finds a match with the prefix 200.23.18.0/2310,
and pushes the label 5 to the packet and forwards it towards LSR B. The latter
solely checks the label (potentially in combination with the incoming interface11)
in its FIB, swaps the label for 10, and forwards it to the Egress LSR, which pops
the label and delivers it to the rest of the network. It is clear that this process al-
lows any type of path in a network, as long as the intermediate forwarding tables
are configured correctly.
The most important advantage of MPLS compared to connection-less IP for-
warding, is its support for traffic engineering and load balancing. This refers to
the possibility of MPLS to configure arbitrary paths through the IP network, rather
than only relying on shortest paths. This principle is illustrated in Figure 1.13.
9Stricto sensu, MPLS is rather path-oriented, than connection-oriented. Some constructs such as
path merging do not ensure that the input and output of the path is the same. Therefore the resulting
paths are not really (isolated/guaranteed) connections.
10The class of all packets which are handled in the same way at a given ingress router are referred as
the Forwarding Equivalence Class (FEC)
11interface-wide/link-local forwarding instead of platform-wide forwarding
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Figure 1.10: Label switching and swapping in MPLS networks
IN interface IN label Destination address prefix OUT label OUT interface
Ingress LER 0 None 200.23.18.0/23 5 1
LSR 0 5 200.23.18.0/23 10 1
Egress LER 0 10 200.23.18.0/23 None 1
Table 1.3: MPLS forwarding tables for Figure 1.10
While shortest routing of two demands: (a,d) and (a,e) can result into a bottleneck
link a-e, as indicated in the second network on the figure, path freedom as possi-
ble with MPLS can spread traffic such that the link a-e a-b and b-d are used for
fulfilling these demands without forcing double bandwidth on any of the links.
The setup of LSPs requires protocols to distributed network-related informa-
tion, and protocols for signaling the resulting paths. In this context the OSPF-
protocol is often extended with Traffic Engineering (TE) facilities [15]. OSPF-TE
not only distributes discovered adjacencies, but also load and/or label related infor-
mation. This allows other OSPF-TE-enabled MPLS-routers in the network to cal-
culate suitable paths taking into account the available resources. The resulting con-
straints that possibly can be taken into account lead to the term of constraint-based
routing (CR). In case LER/LSRs do not have sufficient computational resources to
calculate the routes themselves, a special-purpose, better-equipped (central) router
can be introduced into the network, taking in charge the adequate calculate paths
based on received information via OSPF-TE. The latter is often referred as a Path
Computation Engine (PCE).
In order to effectively configure the calculated paths in an MPLS network,
A
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LSR
C
Egress LSR
PATH (Session 1 – B,C) PATH (Session 1 – C)
RESV (Label 5) RESV (Label 10)
Figure 1.11: Using RSVP-TE for LSP setup
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Figure 1.12: MPLS local detour
a signaling protocol is required such as the Resource reSerVation Protocol for
Traffic Engineering (RSVP-TE, [16]). RSVP communicates with two basic types
of messages, PATH and RESV messages. PATH messages indicate a request for an
LSP setup initiated by the ingress LER (source routing), RESV messages indicate
a reservation of a path or LSP in response of the request. Figure 1.11 illustrates the
downstream-on-demand path setup process for the LSP of Figure 1.10. In this case
the path request is initiated by the source node A which has calculated the route
(A,B,C) towards C. The PATH-request is sent from A to C via B, and in reply, the
reservation of according labels is distributed in the opposite direction (the label
bound to a FEC is received from its downstream neighbor). This leads to the labels
10 and 5 as provided by node C and node B in the corresponding RESV messages.
The path request can contain several attributes such as bandwidth requirements.
RSVP-TE is a soft-state protocol, requiring the retransmission of refresh messages
in order to maintain an LSP.
Using MPLS, network recovery can be provided within the range of tens of
ms. LSPs can be recovered on almost any possible scope: an end-to-end base, but
also using local recovery forms such as link or node recovery (see 1.2.1).
Figure 1.12 illustrates MPLS’ support for local detours. The figure illustrates
the label allocation for the primary LSP2 and detour LSP2 protecting LSP1 for a
failure of the link c-d or LSR d. For example, when a failure of the node d occurs,
as soon as the LSR C detects the failure (for which the detection time can be as fast
as 10 ms, see Section 1.4), the fast-reroutable LSP1 is locally rerouted to follow
the Detour LSP2. Once LSR C detects the failure of LSR D, the label is not any
longer swapped from 10 to 6 and forwarded on the interface C-D, but from 10 to
26, and sent on the outgoing interface C-G. While both the Detour LSP and the
primary LSP use the same link E-F, they use different labels. However, this is
not strictly required because MPLS supports LSP merging. LSP merging allows
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that two LSPs use the same label when they overlap on a link or segment. Other
recovery mechanisms for MPLS networks can be found in [4].
1.3.3 Ethernet (VLAN-)switching
Connectivity between L3 IP routers or L2.5 MPLS switches needs to be provided
by lower layer technologies of the TCP/IP model. The default packet-switched
and connection-less layer 2 technology in many home and company networks is
(VLAN-)bridged Ethernet as defined in the IEEE standard 802.1Q [17]. This sim-
ple, cost-efficient and almost plug & play technology allows the interconnection
of a set of IP end-hosts through a network of switches.
Ethernet interfaces are identified by a 6 byte MAC address. The Ethernet frame
header carries both a source MAC address and the destination MAC address, as
indicated in Figure 1.7. The default forwarding behavior of Ethernet switches is
to flood received frames over all non-incoming interfaces. To avoid forwarding
loops during this flooding process, Ethernet switches limit the physical topology
to a logical tree using the Spanning Tree Protocol (STP, RSTP or MSTP12). This is
illustrated in the topmost network of Figure 1.13. The physical mesh topology of
the switches is restricted to a logical tree topology by blocking the links b-e, b-d
and a-e.
MAC learning is used to further limit the flooding. This process ensures that a
switch remembers the link between a MAC address and the interface from which
a frame using this MAC address as source arrived. The resulting relationship is
stored into dynamic entries into the Ethernet Filtering database. These entries
age after a pre-configured time of typically 300 s. Static entries could be entered
through a management action. This process is less advanced than shortest-path
routing protocols, however it requires significantly less control.
A virtual local area network, virtual LAN or VLAN, is a group of hosts with
a common set of requirements, which communicate as if they were attached to the
same broadcast domain, regardless of their physical location. A VLAN has the
same attributes as a physical local area network (LAN), but it allows end stations
to be grouped together even if not on the same network switch. Therefore, VLANs
are a means to provide network segmentation and traffic isolation. VLANs can
be attached to switch interfaces, leading to port-based VLANs, or Ethernet frames
can be attached to a VLAN by attaching an additional label or tag. The resulting
12-bit tag is defined in IEEE 802.1q [17], leading to 4096 potential VLANs in an
Ethernet network. Therefore, the VLAN-tag is also referred as the Q-tag or VID
(VLAN-ID).
The principle of VLANs is illustrated in Figure 1.14. The situation depicts
a simplified company LAN which interconnects offices of two company depart-
12defined in respectively IEEE 802.1d [18], IEEE 802.1w [19], and IEEE 802.1s [20] standards
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ments: the financial department (FD) and the sales department (SD). To avoid that
financial department-related frames are flooded over links and interfaces which
are connecting to the sales departments, FD traffic is logically constrained by the
use of VLAN 100, and SD traffic is constrained using VLAN 200. The switch
interfaces connected to the end hosts are configured to tag the frames with the
according Q-tags. Because of this, the link segment between the two switches
(interconnected via so-called trunk ports), can distinguish and isolate the frames
using Q-tags. The resulting MAC-learning can be made dependent on the VLAN,
resulting in Shared-VLAN-learning (SVL), or independent, leading to Indepen-
dent VLAN learning (IVL).
Connectivity recovery upon a failure in an Ethernet link or switch relies on
xSTP protocol. If a failure disconnects the logical tree, connectivity is broken as
long as the xSTP protocol hasn’t re-converged. In the best cases, this can happen
within ms, but some failures (for example root bridge failures) could require tens of
seconds to recover [21]. Through the use of the Multiple Spanning Tree Protocol13,
(MSTP), different logical spanning trees can be used for different VLANs.
Bridged Ethernet has become so popular that it is commonly used as the con-
vergence layer for packet-based network communication in transport networks.
This has lead to a spectacular wealth and growth in Ethernet physical layer (PHY)
specifications, from the original Fast Ethernet at 10 Mbps via 100 Mbps and Giga-
bit Ethernet over copper or fiber, towards the standardization of optical 100 GbE.
The definition and provisioning of Ethernet services in the context of (metro-)
aggregation and core networks is being standardized by the Metro Ethernet Fo-
rum14 (MEF). Whereas Ethernet service can be provided by lower layer tech-
nologies such as Synchronous Digital Hierarchy (SDH), Optical Transport Net-
works (OTN) or Wavelength Division Multiplexing (WDM) (see next section),
Ethernet services can also be provided on top of connection-oriented MPLS net-
works. Point-to-point services are typically referred as Virtual Private Wire Ser-
vice (VPWS), while multipoint services are referred as Virtual Private LAN ser-
13defined in IEEE standard 802.1s
14http://metroethernetforum.org/
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vices (VPLS). These are supported on top of MPLS relying on pseudo-wires and
layer-2 Virtual Private Networks (VPN), as defined in the IETF Layer 2 VPN
(L2VPN) Working Group and the Pseudowire Emulation Edge-to-Edge (PWE3)
Working Group.
Bandwidth usage with Ethernet switching, IP routing or IP/MPLS routing
To illustrate the (in-)flexibility rising from different control planes in the intro-
duced technologies, Figure 1.13 compares the potential difference in bandwidth
usage for a simple 5-node network between: i) switched Ethernet network (L2), ii)
a shortest-path routed IP network, and iii) a traffic-engineered MPLS network. The
figure depicts the used bandwidth for two traffic flows requiring the same band-
width: traffic from node a to e (dotted line), and traffic from a to d (continuous
line). Clearly the Ethernet scenario is the least efficient in terms of bandwidth us-
age. This may be explained from the limitations from the Spanning Tree Protocol.
In the considered scenario, switch c is elected as root bridge, and accordingly, the
links a-e, b-e and b-d are disabled, as indicated by the red marks, and dotted link
lines. As a consequence, both flows follow the same path up to switch d, resulting
in double capacity needed along the used links. In the shortest-path routed network
(e.g., relying on OSPF), both flow follow the same path up to node e, resulting into
double capacity needed between a and e. The third scenario illustrates the potential
effect of load balancing or traffic engineering in an MPLS-switched network. By
setting up MPLS connections (LSPs), none of the links requires double capacity.
1.3.4 Optical network technology
Connectivity between layer 2 nodes, such as Ethernet switches, is provided via
lower layer technologies. In larger networks this relies on optical network technol-
ogy. Circuit-switched (and thus connection-oriented) L1 technologies such as Syn-
chronous Optical Networking (SONET) / Synchronous Digital Hierarchy (SDH)
or Optical Transport Networks (OTN) emerged from old phone network technol-
ogy. These technologies are often used when larger bandwidth and throughput
guarantees are required to interconnect nodes in aggregation, core or campus net-
works.
SONET/SDH networks rely on Time-Division Multiplexing (TDM) over opti-
cal fiber for data transmission. Different data streams can be multiplexed, by re-
ceiving different time slots. These technologies are restricted to ring topologies of
up to tens of nodes, allowing network recovery in the order of tens of ms using ring
protection or restoration [4]. Packet-based connectivity can be transported over
SONET/SDH equipment, by relying on framing technologies for mapping packets
over fiber-optical networks. Typical technologies are: Packet Over SONET/SDH
techniques (POS), or Ethernet Over SONET/SDH (EoS). SONET/SDH optical
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technology can run on top of Wavelength Division Multiplexing (WDM) which
allows to multiplex different wavelengths over the same fiber.
Optical Transport Networks (OTN) are mostly used in the backbone of the
Internet, and are able to form networks of optical switches from tens to hundreds
of nodes interconnected in arbitrary topologies. Connections following any desired
path can be set up by management or relying on an IP-based control plane such as
Generalized Multi-Protocol Switching (GMPLS) [22]. Every optical switch (cross
connect), is in this case augmented with an IP controller which is able to interpret
previously referred protocols such as OSPF-TE and RSVP-TE. In the context of
GMPLS, these protocols were extended for supporting optical circuit-switching.
The label concept is generalized such that it not only applies to packet header-
based labels such in MPLS, but also to wavelengths (lambda’s). OTN networks
also allow a broad variety of protection and restoration mechanisms at link, node,
segment- and path level allowing recovery within the order of tens of ms [4].
The advantage of these optical circuit technologies is that they are able to pro-
vide large bandwidths with high service level guarantees. However, many of these
optical technologies have low support for fine and tunable bandwidth granulari-
ties. For example, the data-rate progression of SDH circuits follows the follow-
ing sequence: (51, 155, 622, 1244, 2488, 9953, 39813) × 1 Mbps. This step-wise
function does not allow gradual increase of bandwidth usage, leading to over-
provisioning or bandwidth limitation. Circuit-switched technologies such SDH
or OTN, pre-allocate and reserve circuits regardless of the effective demand. If
several circuits arrive at a common network node to use the same outgoing link
(see Figure 1.15), no benefit can rise from sharing the common path. In order to
guarantee that both circuits can follow the same path, circuit-switching requires
that the sum of the incoming link capacities is reserved on the outgoing link. On
the contrary, packet-switched technologies can share the same link by only us-
ing bandwidth if packets are effectively received (see Figure 1.15). This type of
on-demand (instead of pre-allocate) sharing of resources is called statistical mul-
tiplexing of resources.
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1.4 OAM and fault detection
Fault detection can be considered as subset of the broader set of Operations, Ad-
ministration and Management (OAM) functionality. OAM tools allow the network
operator to pro-actively manage networks and Service Level Agreements (SLAs).
The resulting functionality includes fault detection, fault verification, and fault
isolation. This provides proactive detection of service degradation, service perfor-
mance monitoring, and SLA verification. The OAM toolbox usually consists of
a set of commands which can be executed on demand by the network manager,
such as ping functionality to check connectivity with specified points in the net-
work, or traceroute tools to check the path/route taken between some points in the
network. These and other OAM tools are mainly considered for troubleshooting
purposes. Fault detection mechanisms are not only used for troubleshooting, but
also for triggering network recovery schemes.
1.4.1 Hardware and circuit-based failure detection
Adequate fault detection is an essential component of any network technology in
supporting fast recovery of connectivity. Optical technologies such as SONET/SDH
allow line card hardware to detect failures in 20 ms, relying on Loss of Signal
(LOS) detection, Loss Of Frame (LOF) or Alarm Indication Signal (AIS) [4, 23].
Similar detection times are possible using hardware failure detection in back-to-
back Gigabit Ethernet [23]. The detected failure can now be recovered in these
optical layers, or raised to higher layers such as Ethernet bridging, IP, or IP/M-
PLS, in order to allow these technologies to execute the necessary recover actions
(previous sections describe the possible mechanisms).
1.4.2 Failure detection using Hello-protocols
When failures cannot be detected in the physical layer, failure detection is possible
through the use of Hello-based protocols in packet-switched technologies. IGPs
such as OSPF have built-in timers to send Hello messages (refreshes) to adjacent
routers at regular time intervals. However, because of the resulting load on the
router CPU, the resulting time intervals are typically at least every second. The
default value in, e.g., OSPF is 10 seconds.
Bi-Directional Forwarding Detection (BFD [24]) is a light-weight Hello-based
failure detection protocol which is independent of the used routing protocol or
forwarding plane. Highly frequent Hello messages can be sent through the for-
warding path to achieve detection times in the order of 15 ms. A downside of this
protocol is the extra traffic that is generated resulting from the regularly transmit-
ted Hello’s. BFD can be used on connectionless IP in single and multi-hop settings
and on IP/MPLS for verifying LSP-based connectivity.
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Figure III-1 shows the past development of the prices for 10G 
Ethernet and Gigabit Ethernet bandwidth in the form of 
average prices for 10G port capacity (1 x 10GE port or 10 x 
GbE ports). Evaluated were press releases and official price 
lists ([16] – [24]) for high-end modular switches with long-
reach (10km) optical modules of the following companies: 
Cisco, Enterasys, Extreme Networks, Force10, Foundry 
Networks, and Riverstone Networks.  
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As a next step, the price development dynamics (initial price 
ratios, average price declines dep. on market maturity) of 
10GE and GbE were used to estimate future prices for GbE, 
10GE, and finally 100GE after its market entry. The market 
entry of 100GE is expected for the year 2009, as a stand-
ardization typically needs 3 years and is expected to start this 
year (2006). This then determines the curves of Figure III-2. 
For SDH and POS linecards, price extrapolations proved to be 
more difficult than for Ethernet as less market data is publicly 
available. Therefore, the methodology used to predict future 
SDH and POS port prices was to consider the current price 
ratios compared to Ethernet bandwidth and assume that this 
price ratio remains constant. The prices of POS, SDH, and 
Ethernet interfaces for routers and switches are illustrated in 
the Figure III-3 below for different optics [21]. 
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The following generic network architectures were considered 
in the subsequent business cases: 
• IP/POS-over-WDM: The backbone consists of Label 
Edge Routers (LERs) and Label Switch Routers 
(LSRs), which are all equipped with POS interfaces. 
SONET/SDH is only used for transporting the IP 
packets node to node, directly over WDM or fiber. A 
1+1 protection scheme is applied. 
• IP/POS-over-SDH-over-WDM: This network 
scenario considers a backbone where LERs are 
located at the ingress and egress points of the 
backbone. The traffic is switched and groomed along 
SDH add-drop-multiplexers and cross-connects inside 
the core. A 1+1 protection scheme is applied. 
• IP/POS-over-OXC-over-WDM: This case is similar 
to the previous architecture, however the SDH 
switches are replaced by optical cross-connects 
(OXCs). The range of the optical signal is assumed to 
be large enough to enable end-to-end optical 
grooming. A 1+1 protection scheme is applied. 
• IP/MPLS-over-Ethernet-over-WDM: The backbone 
consists of LERs at the edge and MPLS-enabled 
Ethernet switches in the core of the backbone. This 
architecture corresponds to a MPLS Ethernet 
architecture as outlined in II (Figure II-1). A 1:1 
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Figure 1.16: Cost of Ethernet equipment, from [25]
1.5 Cost observations
Ethernet technology is often considered as a cost-efficient technology. However,
it is difficult to prove this on a systematic basis. The authors of [25] quantified
this claim by performing a comparative cost study of different technologies in the
context of core networks. The study takes into account the Capital and Operational
Expenditures (CAPEX and OPEX) of the different technologies applied on a Ger-
man backbone referen e topology over three years, taking into account growing
network traffic and equipment price evolutions.
While we won’t go into detail on the different technologies and neither the
details of the cost study, the outcome of the CAPEX and OPEX analysis demon-
strates a considerable cost advantage f 100G-Ethernet in comparison to SDH-
based solutions. The superior CAPEX performance is explained from the huge
cost advantage of Ethernet devices and their fast price decline over time. The
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reduced switch and line card count in 100G-Ethernet networks (because higher
bandwidth is available per port, less ports and less switches are needed, resulting
into a lower failure probability) and the efficient economics of Ethernet services
are the arguments for a superior OPEX performance.
The fast price decline on which the study relies, is based on an extrapolation
of equipment prices of 7 equipment vendors. The resulting curves in Figure 1.16a
depict the used price evolution 10 Gbps bandwidth for three Ethernet PHY stan-
dards: Gigabit Ethernet, 10 Gbps Ethernet and 100 Gbps Ethernet. The resulting
price for 10 Gbps of bandwidth is compared with other switch technologies in Fig-
ure 1.16. One may observe on the figure that the prices of Ethernet interfaces as
used in routers and switches are considerably less compared to their counterparts
in POS routers or SDH-based switches.
1.6 Problem statement and research questions
Traditionally, circuit-switched technologies have been the preferred transport tech-
nology in aggregation and core networks. Contrary to the past, where telephone
service was circuit-based, almost all current network traffic originates from an IP-
enabled end-host and is packet-based. While the latter gives opportunities for sta-
tistical multiplexing, most of the current transport infrastructure still relies on these
circuit-based technologies. For this reason, optical circuit-switched technology is
preferably only used for highly aggregated network traffic, such that the loss due
to static multiplexing is minimal. Last years, operators of aggregation networks
and parts of the core network are increasingly considering using packet-switched
technologies directly for this purpose. However, there are several technologies in
this space with different cost and complexity, and the separation of concerns of L2
and L3 technologies is becoming less explitit. Ethernet technology has low cost,
is easy to deploy and supports high PHY speeds. On the other hand, the use of
traditional VLANs and RSTP is not very scalable, and the support for OAM and
failure detection is not available, as it originally was not designed for this pur-
pose. Connectionless IP routing is very scalable, but lacks control on the routing.
For this reason, relatively expensive IP/MPLS routing is often the packet-switched
technology of choice in the core. However, the idea of slightly changing the Ether-
net control plane, could potentially be a better cost-efficient solution, as suggested
in Section 1.5. The evaluation of the resulting Carrier Ethernet technologies is one
of the points which will be further investigated in this dissertation.
No matter how fast or how smart the recovery process could be made, first a
network failure must be detected. The most deployed network situation consists of
IP routers which are interconnected by bridged Ethernet segments, or multi-access
broadcast capable networks. For this reason, this dissertation also investigates
the value of failure detection techniques such as BFD in exploiting the multipoint
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features of an Ethernet network.
A third observation is that still many routers within the core of the Internet
infrastructure run IGP routing protocols. Despite the superior support for traffic
engineering by MPLS routers, connectionless IP routing driven by IGPs are still
widely used. IGP-driven IP networks scale well and require low management ef-
fort in case the network traffic dynamically changes15. However, when a network
failure occurs, these have to recalculate their routing tables, and subsequently up-
date tens of thousands of routing entries. Existing research has focused mostly
on reducing the global recovery time of all affected network traffic. Nevertheless,
there is an aspect related to the quality of this update process itself: if many traffic
flows are affected, existing techniques do not take into account the cost from up-
dating a specific traffic flow sooner or later than another. This observation raises
another research question: could network routing and recovery be made adaptive
to the observed network traffic, and could the resulting ”quality” of the recovery
process be improved from this perspective?
At last, to improve the global recovery time of IGP protocols, IPFRR tech-
niques have been proposed. However these again introduce additional manage-
ment and configuration effort, while still not assuring the recoverability of all po-
tential link failures. Could these processes be improved such that they result into a
lower network management effort and still provide decent network recovery? Ide-
ally the resulting control loop could be closed, such that no operator any longer
would be needed to configure alternate entries.
1.7 Outline and contributions
Fast network recovery and efficient routing in switched and routed network ar-
chitecture are the central research topics of this dissertation. These topics are
studied from two network levels: connection-oriented Ethernet on one level, and
connection-less IP routing at the other. The first direction introduces a cost-efficient
and flexible alternative for IP/MPLS, the second allows for an increased indepen-
dence of the network with respect to the network operator, while still providing
sufficient adaptivity and carrier-grade performance.
In Chapter 2, the potential of Carrier Ethernet alternatives is analyzed, and the
design of Ethernet Label Switching (ELS) is proposed. The resulting design allows
label switching at the Ethernet layer. The proposed technology is implemented in
an emulation platform based on the Click Modular Router platform for execut-
ing the forwarding functionality, and the Dragon GMPLS suite for control. The
latter control protocol implementation was extended for enabling control of the
15Comparison between MPLS-driven and IGP-driven IP networks, and combinations is made in
[26, 27].
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Figure 1.17: Topics and structure of the dissertation
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resulting ELS switches. This allowed benchmarking a realistic prototype in dif-
ferent settings. The resulting evaluation validates that carrier-grade recovery, high
throughput and traffic engineering are possible for point to point label switched
paths (LSPs). In Appendix A, the platform is further extended for supporting
point-to-multipoint connections, as well as recovery of these multipoint connec-
tions. The implemented functionality has been demonstrated on various Euro-
pean events16, and the related TIGER-project has been awarded with the European
CELTIC Excellence award in 2009. Appendix B reports on an interoperability ex-
periment between two Carrier Ethernet implementations: the ELS-implementation
developed in this thesis, and label-swapped Ethernet as implemented at Keio Uni-
versity in Japan. The paper [28] resulting of the cooperation received the IEICE
Communications Society Excellent Paper Award.
Chapter 3 investigates the potential of IGP-based IP routers to involve network
traffic information to improve the recovery process during the event of updating
forwarding entries upon a network failure. The routing table update process is
modeled such that the resulting packet loss as a result of the process can be charac-
terized. A heuristic is proposed in [29], and the resulting performance is measured
in simulation, modeling the network traffic according to a bounded Pareto distribu-
tion. In [30] the model and heuristic are further extended, and evaluated based on
real network traces. The results illustrate that real network traffic fluctuates in very
short time periods. For this reason, network traffic models are taken into account
to evaluate the potential gain of network traffic prediction. The resulting paper
received the Best Paper Award at the 2th RNDM workshop in 2010 in Moscow.
Chapter 4, a multipoint failure detection mechanism is proposed based on BFD
for use between IP routers interconnected via Ethernet-based multipoint networks.
The resulting scheme is prototyped in an emulation environment using the Click
Modular Router framework. In combination with IPFRR, the proposed scheme is
compared with OSPF-based recovery. The resulting tests illustrate that very fast
recovery can be obtained. In addition, time performance and resource consumption
of the implementation are evaluated.
At last, the research reported in Chapter 5 intends to reduce the required man-
agement effort, as well as the potential recoverability of IGP-driven IP routers
relying on IPFRR techniques. In addition, a self-configuring process is proposed,
avoiding the need for configuration by the network operator. This solution enables
fast recovery in connection-less IP networks for a wide range of potential link fail-
ures for little management effort. The related paper [31] received the Best Paper
Award at the 3rd RNDM workshop in 2011, in Budapest.
16European Celtic Event in Helsinki on 27-28 February 2008, European Celtic event on 11-12 March
2009 in Paris, and the final audit of the IWT TIGER project in Ghent
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1.8 Publications
The research results obtained during this PhD research have been published in
scientific journals and presented at a series of international conferences. The fol-
lowing list provides an overview of the publications during my PhD research.
1.8.1 Publications in international journals
(listed in the Science Citation Index 17 )
1. S. Shimizu, W. Tavernier, K. Kikuta, M. Nishida, D. Ishii, S. Okamoto,
D. Colle, M. Pickavet, P. Demeester, and N. Yamanaka. Interoperability
experiment of VLAN tag swapped Ethernet and transmitting high definition
video through the layer-2 LSP between Japan and Belgium. IEICE transac-
tions on communications, 93(3):736, 2010. IEICE Communications Society
Excellent Paper Award
2. W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P. Demeester.
Packet loss reduction during rerouting using network traffic analysis. Tele-
communication Systems, pages 1 - 19, 2011
3. W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P. Demeester.
Packet Loss Reduction During Rerouting. Communications Letters, IEEE,
(99):1 - 3, 2011
4. W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P. Demeester.
Self-configuring Loop-Free Alternates with high link-failure coverage. Tele-
communication Systems, 2012. Accepted
5. S. Sahhaf, W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P.
Demeester. Link Failure Recovery Technique for Greedy Routing in the Hy-
perbolic Plane. Computer Communications, 2011. Accepted
1.8.2 Publications in international conferences
(listed in the Science Citation Index 18 )
6. W. Tavernier, D. Colle, M. Pickavet, and P. Demeester. GMPLS-controlled
Ethernet segment protection. In Optical Communication, 2008. ECOC
17The publications listed are recognized as ‘A1 publications’, according to the following definition
used by Ghent University: A1 publications are articles listed in the Science Citation Index, the Social
Science Citation Index or the Arts and Humanities Citation Index of the ISI Web of Science, restricted
to contributions listed as article, review, letter, note or proceedings paper.
18The publications listed are recognized as ‘P1 publications’, according to the following definition
used by Ghent University: P1 publications are proceedings listed in the Conference Proceedings Ci-
tation Index - Science or Conference Proceedings Citation Index - Social Science and Humanities of
the ISI Web of Science, restricted to contributions listed as article, review, letter, note or proceedings
paper, except for publications that are classified as A1.
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2008. 34th European Conference on, pages 1 - 2. IEEE, 2008
7. W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P. Demeester.
Emulation of GMPLS-controlled Ethernet label switching. In Testbeds and
Research Infrastructures for the Development of Networks & Communities
and Workshops, 2009. TridentCom 2009. 5th International Conference on,
pages 1 - 9. IEEE, 2009
8. W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P. Demeester.
Optimizing the IP router update process with traffic-driven updates. In De-
sign of Reliable Communication Networks, 2009. DRCN 2009. 7th Inter-
national Workshop on, pages 115 - 122. IEEE, 2009
9. K. Casier, W. Tavernier, D. Colle, M. Pickavet, D. Papadimitriou, and P.
Demeester. Forecasting Cost Trends for Carrier Ethernet. In GLOBECOM
Workshops, 2009 IEEE, pages 1 - 6. IEEE, 2009
10. W. Tavernier, D. Papadimitriou, B. Puype, D. Colle, M. Pickavet, and P.
Demeester. Fast failure detection in multipoint networks. IP Operations and
Management, pages 51 - 64, 2009
1.8.3 Publications in other international conferences
11. L. Caviglia and et al. TIGER: Optimizing IP and Ethernet adaptation for
the Metro Ethernet Market. In Proceedings of 12th European Conference
on Networks and Optical Communications (NOC), 2007
12. G. Das, D. Papadimitriou, W. Tavernier, D. Colle, T. Dhaene, M. Pick-
avet, and P. Demeester. Link State Protocol data mining for shared risk link
group detection. In Computer Communications and Networks (ICCCN),
2010 Proceedings of 19th International Conference on, pages 1 - 8. IEEE,
2010
13. B. Puype, G. Verbanck, J. Michielsen, M. Moeskops, W. Tavernier, D.
Colle, M. Pickavet, and P. Demeester. Impact of topology on layer 2 switched
QoS sensitive services. In Transparent Optical Networks (ICTON), 2010
12th International Conference on, pages 1 - 4. IEEE, 2010
14. W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P. Demeester.
Using AR(I)MA-GARCH models for improving the IP routing table update.
In Ultra Modern Telecommunications and Control Systems and Workshops
(ICUMT), 2010 International Congress on, pages 628 - 634. IEEE, 2010.
Best Paper Award
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15. W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P. Demeester.
Automated learning of loop-free alternate paths for fast re-routing. In Ultra
Modern Telecommunications and Control Systems and Workshops (ICUMT),
2011 3rd International Congress on, pages 1 - 7. IEEE, 2011. Best Paper
Award.
16. W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P. Demeester.
Point-to-multipoint connectivity and recovery in Ethernet Label Switching.
In L. Fa`brega and R. Fabregat, editors, IX workshop in G/MPLS networks,
pages 125 - 136. Documenta Universitaria, 2011
1.8.4 Publications in national conferences
17. W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P. Demeester.
GMPLS-controlled Ethernet segment protection. In Proceedings of 2nd Gent
University and KEIO University Global COE Joint workshop, pages 3 -
7,2008
18. W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P. Demeester.
Emulation of GMPLS-controlled Ethernet label switching. In 3rd Gent Uni-
versity and KEIO University Global COE Workshop Proceedings, 2009
19. W. Tavernier, D. Colle, M. Pickavet, and P. Demeester. Carrier Grade
Ethernet. In 9th FTW PhD Symposium, 12 2008
20. W. Tavernier, D., D. Colle, and D. T. A traffic-driven IP router update
process using machine learning techniques. In Bell Labs Open days 2009,10
2009
21. W. Tavernier. A traffic-driven IP router update process using machine
learning techniques. In FEA PhD symposium, 12th. Ghent University. Fac-
ulty of Engineering and Architecture, 2011.
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2
Emulation of GMPLS-controlled
Ethernet Label Switching
This chapter proposes Ethernet Label Switching (ELS) as an extension on tradi-
tional Ethernet bridging. The resulting connection-oriented technology enables
traffic engineering and fast recovery, similar as possible in MPLS, but at lower
cost and complexity. A software prototype of the proposed technology is devel-
oped, and its performance is evaluated for point-to-point paths on a testbed on the
iLab.t virtual wall1 at IBBT. In Appendix A the approach is extended and evaluated
for multipoint paths.
? ? ?
W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P.
Demeester.
Presented at the 5th International Conference on Testbeds and Research In-
frastructures for the Development of Networks & Communities and Work-
shops, 2009. TridentCom 2009.
1The IBBT virtual wall facility is a generic test environment for advanced network, distributed
software and service evaluation, and supports scalability research. The virtual wall facilities consist
of 100 nodes (dual processor, dual core servers, 6x1 Gb/s interfaces per node) interconnected via a
non-blocking 1.5 Tb/s VLAN Ethernet switch, and a display wall (20 monitors) for experiment visual-
ization. The facility allows to interconnect the nodes according to any logical topology.
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Abstract Last decades bridged Ethernet has been the standard layer 2 technology
for LAN environments. This is mainly because it is easy to deploy, it has low cost
and is relatively robust. These attractive properties, together with highly increased
PHY speeds, result in several initiatives of research projects and standardization
bodies to extend Ethernet for using the technology in carrier environments. How-
ever, these Carrier Ethernet solutions are difficult to test with given simulation
tools. This paper presents an emulation platform based on open-source software
that allows to evaluate a Carrier Ethernet-variant called Ethernet Label Switching
(ELS). The platform allows various topology setups and has the possibility to per-
form time and performance benchmarking and traffic generation using standard
Linux software. The architecture of the emulation framework is presented, and
promising results are obtained in several setups.
2.1 Introduction
For decades Ethernet is dominating the LAN environment. Ethernet bridging has
become a synonym for cheap, plug-and-play and highly compatible network tech-
nology. The high Ethernet usage in companies together with economical global-
ization trends result in an ever-increasing demand of Ethernet service from these
companies to service providers. A market research survey of Infonetics over 29
service providers shows that carriers report that there is an increase of 90 to 100
percent of Ethernet traffic (see [1]). These Ethernet services enable the seamless
interconnection of the Ethernet networks of geographically spread parts of a com-
pany as if they were directly connected within the same Ethernet LAN (see VPWS
and VPLS services in next sections).
The shift towards more packet-oriented services has also its consequences on
the transport technology that is being envisioned by operators. Why would they
still use more expensive circuit-based optical equipment, involving several con-
version layers, e.g., Generic Framing Procedure (GFP), Virtual Concatenation
(VCAT), etc., if the majority of services is becoming more and more packet-based
(elastic and streaming traffic). This reasoning will become even more dominant,
given the highly increasing Ethernet PHY speeds, going from 10 Gbps towards
40 and 100 Gbps. Therefore using Ethernet directly as a transport technology in
access-, (metro-)aggregation or even core networks, becomes more and more at-
tractive.
On the other side, control mechanisms within Ethernet technology were not
designed for being used in transport networks. The base principles of Ethernet
bridging of learning and flooding (see Section 2.2) within a restricted virtual tree
topology are far too restrictive for controlling transport networks. This resulted in
a spectrum of new Ethernet technology designs that were outlined both by IEEE,
ITU-T and IETF. Recent efforts of these standardization organizations intend to
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use GMPLS for controlling Ethernet networks. However, these proposals rely on
a different forwarding model, as will become clear in the next sections. The fol-
lowing section will shortly discuss the shortcomings of existing bridged Ethernet
and will give an overview of resulting efforts to overcome these. In the rest of the
paper, the focus will be on Ethernet Label Switching (ELS).
Whereas there is a plethora of environments to simulate and emulate Ethernet
bridging, this is not the case for these new Carrier Ethernet technologies which
involve several changes to the Ethernet control and forwarding plane. Neverthe-
less, benchmarking the performance and scalability of these technologies is an
important next step to make these technologies realistic alternatives for existing
optical transport technology. Section 2.3 will give a short overview of available
simulation techniques, their respective shortcomings and will given an overview
on existing evaluation environments. In Section 2.4, an emulation environment
based on extended Click Modular Router and Dragon open-source software will
be presented to enable benchmarking of ELS. The last part of the paper will give
time and performance benchmarking results of ELS that were obtained in the con-
structed emulation platform. Finally, the paper concludes with future work and
some summarizing remarks.
2.2 Evolving Ethernet
2.2.1 Bridged (VLAN) Ethernet
Ethernet bridges and switches do not require configuration of their forwarding ta-
bles or any control protocol to enable network operation. This plug-and-play char-
acter mainly results from the fact that bridges use MAC address learning, flooding,
and learned MAC forwarding. This means that initially MAC bridges have empty
forwarding tables and broadcast any incoming frames to all non-incoming ports
(split-horizon flooding).
Meanwhile a forwarding entry is created by watching the relationship of the in-
coming interface and the source MAC address of the incoming frame in each node
(learning). Once this relationship is stored in the forwarding table, a new incoming
frame destined to a learned MAC address will only be forwarded to the learned in-
terface. This forwarding mechanism works on a local, independent per-node basis,
meaning that no state is stored in nodes concerning end-to-end connectivity (con-
nectionless forwarding). Because Ethernet does not contain a TTL field, flooding
frames (for those frames for which no forwarding entry can be found in the for-
warding table) can result into frames being endlessly looped through the bridged
network, and so congesting the network. Therefore a control protocol, called the
(Rapid) Spanning Tree Protocol (RSTP, [2]) is used so as to restrict the physical
topology into a logical tree topology such that it doesn’t contain cycles.
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Field name Bytes Field name Bytes Field name Bytes Field name Bytes
DA 6 MAC DA 6 MAC DA 6 6
SA 6 MAC SA 6 MAC SA 6 6
ETHERTYPE 2 ETHERTYPE 2 SETHERTYPE 2 2
PAYLOAD 42-1500 VID+x 2 SVID+x 2 2
ENCAPETHERTYPE 2 CETHERTYPE 2 3
PAYLOAD 42-1500 CVID+x 2 6
ENCAPETHERTYPE 2 6
PAYLOAD 42-1500 2
2
2
2
42-1500
CVID+x
PAYLOAD
SVID+x
CETHERTYPE
IEEE 802.1ah
BACKBONE DA
BACKBONE SA
BACKBONE ETHERTYPE
BVID+x
I-SID
CUSTOMER DA
CUSTOMER SA
SETHERTYPE
802.1d 802.1q 802.1ad
Figure 2.1: Hierarchy of Ethernet frame headers in the IEEE standards
To enable logical separation within a LAN network, the concept of the Virtual
LAN was created. VLANs allow segmentation of a broadcast domain (associated
to the physical topology) to multiple logical broadcast domains (each associated to
a given VLAN) such as to restrict and separate the flooding domain and learning
scope of MAC frames. The VLAN to which a frame belongs is identified by an
additional 12-bit C-tag in the Ethernet frame header (see Figure 2.12). More details
can be found in the related IEEE standard 802.1Q.
2.2.2 Carrier Ethernet
Whereas the protocol as sketched in the previous subsection works perfectly well
for local environments (such as campus and enterprise networks), it lacks features
which are desired in provider networks:
• Isolation of several traffic streams is not possible because all traffic is han-
dled in the same way
• Scalability of bridged Ethernet networks is limited because forwarding en-
tries cannot be grouped, every MAC address needs to be learned individu-
ally because the MAC address space is non-hierarchic (in contrary to the IP
address space)
• Not all network paths allowed by the physical topology can be taken because
of the RSTP-induced restriction (some ports are in blocking state to prevent
loops).
• In case of network failures, re-convergence towards a new network state can
become very slow as a result of the RSTP protocol.
2Some fields include the notation ’+x’ to indicate that the VLAN ID (VID) is actually contained in
a Tag Control Information (TCI) field which mainly consists of the VID, but also includes a Protocol
Code Point (PCP) of 3 bits, and a Drop Eligible (DE) bit to indicate frames eligible to be dropped in
the presence of congestion.
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Figure 2.2: Overview of Ethernet technologies
2.2.2.1 Connectionless (CL) Ethernet
A multitude of extensions have been developed to overcome the given limitations.
A first category of solutions borrows from the main nature of Ethernet bridging,
being a connectionless forwarding protocol. The given extensions have lead to
several extensions to the Ethernet frame header format to be used, these are shown
in Figure 2.1. The Multiple Spanning Tree standard (IEEE standard 802.1S) allows
to configure a different tree topology per VLAN. In turn, this capability allows to
make better use of the physical topology by restricting them into complementary
logical trees.
The Q-in-Q standard (IEEE standard 802.1ad Provider Bridging) allows two
levels of VLANs: Customer-VLANs and Service-VLANs, which can be nested
thanks to an additional frame header field of 12-bit, being the placeholder for the
Service-VLAN.
Although both extensions allow for a reasonable degree of traffic stream isola-
tion in combination with traffic relative prioritization using IEEE 802.1p priority
codepoints, they do not solve the issue of all network nodes having to learn all
MAC addresses (thus needing one entry per address) in the network, leading to the
bad scaling behavior of the forwarding tables as shown more in detail in [3].
Real scalability improvements are met with the MAC-in-MAC standard , de-
fined in IEEE 802.1ah Provider Backbone Bridging (PBB). This allows to separate
the provider MAC address space from the customer MAC address space using ad-
ditional fields in the extended Ethernet frame header (see Figure 2.1). Mapping
customer MAC addresses to Provider Backbone MAC addresses at the edge of
the provider backbone network solves the forwarding table scalability, as no cus-
tomer MAC addresses need to be learned in the core of the Provider Backbone
Network. In addition, the standard adds, as part of the adaptation of the customer
MAC frame (performed at the network edges), a service tag (the I-tag) that allows
for additional traffic stream isolation, for up to 224 services streams.
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Figure 2.3: Forwarding in an ELS network
2.2.2.2 Connection-oriented (CO) Ethernet
Whereas the given connectionless extensions mainly solve the first two or three
limitations, they still inherit on the characteristics of the RSTP-protocol, resulting
in relatively bad network usage and bad re-convergence behavior (see [4]). There-
fore several protocols have been developed which depart from (by disabling) the
learning, the flooding behavior and the distance-vector protocol RSTP.
Routing freedom can now be obtained by maintaining state per logical data
path (connection-oriented behavior) and control protocols to discover the topol-
ogy and control protocols to explicitly signal logical connections across the Ether-
net network. These design objectives typically result into the re-use of advanced
control protocol suites such as GMPLS (RFC 3945) making use of link-state rout-
ing protocols such as OSPF(-TE) and RSVP(-TE) for signaling (i.e. for data path
provisioning).
One of the technology proposals resulting from these objectives is PBB - Traf-
fic Engineering (PBB-TE, [5]) which builds further PBB logic, using its frame
header and forwarding behavior. PBB-TE can create logical connections and for-
ward frames based on a combination of the B-VID (Backbone Vlan-ID) and the
B-DA (Backbone Destination Address). These fields are invariant along its path
towards the destination (domain-wide unique label). Because in this paper we fo-
cus on Ethernet Label Switching, being the CO technology to which we dedicated
the following subsection, we won’t further go into detail of PBB-TE, for this we
refer to [5].
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2.2.3 Ethernet Label Switching (ELS)
ELS is a CO-like scheme that intends to use GMPLS as its control suite with
OSPF-TE for routing and RSVP-TE for signaling logical data paths over an Ether-
net Network. ELS uses the Provider Bridges (802.1ad) standard to perform label
switching in a similar way as is done in MPLS (RFC 3031). It encodes the label
in the S-VID tag field of the related frame header (see Figure 2.1). The Ethernet
S-VID label space has link local scope and local significance: thus providing 4096
(12 bits) values per interface and allowing intermediate ELS switches to translate
the S-VID value resulting logically into a label swapping operation as it is the case
in MPLS networks.
The logical data paths established using ELS are called Ethernet label switched
paths (E-LSP). Intermediate nodes are called Ethernet Label Switching Router (E-
LSR). Ingress/egress ELSR where a LSP starts and ends, provide for a Ethernet
Label Edge router (E-LER) functionality. Figure 2.3 describes the label operations
along an Ethernet LSP.
When a native Ethernet frame arrives to the ingress LSR, its E-LER function
based on the information of the frame header, pushes the corresponding label (i.e.
adding an S-TAG with the appropriate S-VID value). Then, the Ethernet VLAN-
labeled frame is forwarded along the Ethernet LSP. For each E-LSR, the label is
swapped (i.e. that the incoming S-VID is translated into an outgoing S-VID as
defined in IEEE 802.1ad). When the frame reaches the egress LSR, its E-LER
function pops the label (the S-TAG and so the S-VID are removed). Finally, the
frame is sent to its destination as a native Ethernet frame.
It is important to underline that ELS maintains a control state per logical data
path but keeps the forwarding paradigm of existing Ethernet switches unchanged
except for the fact that forwarding entries are defined per port. In a sense, signaling
is used to restrict the incoming and outgoing S-VID per port. The rest of the
forwarding process is as per IEEE 802.1ad.
2.3 Carrier Ethernet emulation and simulation
2.3.1 Challenges
Evaluating (Carrier) Ethernet technologies is not an obvious task. Several reasons
can be found for this, but the most prominent one is that except for Ethernet bridg-
ing and VLAN bridging no simulation environment supports out-of-the-box the
discussed Ethernet technology enhancements (see overview in Figure 2.4). This is
not surprising, given the fact that these Ethernet flavors are very recent.
In addition, evaluating Carrier Ethernet technologies sets other requirements
than bridged Ethernet: time and resource performance requirements are more se-
vere, scalability needs to be a lot higher and manageability is more important.
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NS2 Omnet++ Click Linux
Type simulation simulation emulation emulation
Ethernet support
Bridging (802.1D) x x x x http://kerneltrap.org/mailarchive/linux-netdev/2008/7/9/2403834
VLAN Bridging (802.1Q) x O x http://netserv.iet.unipi.it/software/
RSTP (802.1W) O x
MSTP (802.1S)
PB (802.1AD) O
PBB (802.1AH)
GMPLS support
OSPF-TE x x (Dragon)
RSVP-TE x x x (Dragon)
Figure 2.4: Ethernet components in simulators and emulators
2.3.2 Network simulation
Network simulation is a technique where the properties of an existing, planned
and/or non-ideal network are modeled in a software environment in order to as-
sess performance, predict the impact of change, or otherwise optimize technology
decision-making. Simulation thus involves some level of abstraction such as to
calculate the interaction between the different network entities (hosts/routers, data
links, packets, etc) possibly using mathematical formulas. Typically simulations
are executed on a single computation system.
Evaluating scalability or deducing performance trends of technologies is a task
for which simulation is well-suited. Most network simulators use discrete event
simulation, in which a list of pending ”events” is stored, and those events are
processed in order, with some events triggering future events – such as the event
of the arrival of a packet at one node triggering the event of the arrival of that
packet at a downstream node.
A direct constraint of a network simulator is the dependency on the accuracy
of the model that is used. Because there is not necessarily a one-to-one mapping
between resources in the simulation and resources of an actual environment, simu-
lation environments are often better for detecting certain trends than for having an
accurate and sensitive platform for measuring time and system performance. The
authors of [6] illustrate for example that simulated models typically do not account
for low level entities such as cpu type, busses, network devices, etc.
The most popular free simulation tools are NS2 [7] and Omnet++ [8]. Figure
2.4 illustrates the carrier Ethernet functionality that they support. In [9] a Carrier
Ethernet simulation study has been done using the TOTEM-simulator [10] which
was extended for modeling GMPLS-enabled Ethernet Label Switching (GELS)
and the BridgeSim [11] simulator for modeling RSTP behavior. This software was
used for characterizing LSP acceptance rates, bandwidth placement, link utiliza-
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tion and convergence time of both technology classes. The tools in the study were
an excellent tool to acknowledge the trends of GELS being more efficient in most
of these areas. However the fact that assumptions were made for parameters such
as signaling, reservation or switching delay, and the way they are linked, indicates
that the resulting accuracy of time convergence numbers are relative and depend-
ing on these. For an accurate representation of measures which are also depending
on complex processes at different levels, such as cpu load, packet loss, delay or
other time related numbers, more sophisticated tools are needed.
2.3.3 Network emulation
Network emulation is a technique where the properties of an existing, planned
and/or non-ideal network are imitated in order to assess performance, predict the
impact of change, or optimize technology decision-making. As emulation actually
mimics the technology under benchmarking, one network device part is typically
imitated by a computation system running custom software, e.g., a server blade or
PC. Therefore, to emulate a whole network setup, typically a set of server blades
or PCs is needed.
Emulation needs more detailed development work than modeling in simula-
tion. The largest gain of emulation regarding simulation is that various perfor-
mance measures can be made more representative and detailed as its sensitivity is
close to the intended end design, and interoperability can be accurately tested. At
the other hand, scalability tests require a large number of executing nodes.
Linux is a platform which can be used relatively easy for network emula-
tion. Because of its open-source nature, the built-in protocol stack can be adapted
such as to imitate specific router- or switch-alike behavior. The Click Modular
Router [12] is a software package which builds on this opportunity by putting a
set of frequently used packet processing software components at the disposal of
the network engineer developing emulation equipment. Built-in components in
support for Ethernet emulation are also shown in Figure 2.4.
2.4 Emulation architecture
2.4.1 Emulation network architecture
For benchmarking ELS technology, an execution environment was set up using
the Click Modular Router to emulate the forwarding plane, and Dragon Virtual
Label Switch Router (VLSR) GMPLS software to emulate the control plane [12]
(Figure 2.5). Both were modified such as to allow ELS forwarding and control as
described in earlier sections.
This means that an emulated ELS network consists of a set of Linux PC’s run-
ning these software packages. To allow arbitrary topologies with ELS emulation
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ELS FIB
Frame classification & parsing
BFD 
component
S-VID push/
pop 
component
Socket / SNMP interface
RSVP-TE
daemon
OSPF-TE
daemon
CLI/XML interface
PCE
daemon
Control Plane: 
Data Plane:
Figure 2.5: Emulated ELS switch architecture
software, Emulab software was used on our local virtual wall at IBBT. Using a
NS2 look-alike configuration script, Emulab software allows to define which soft-
ware image needs to be installed on which PC part of the execution environment,
and how several PC’s need to be interconnected to each other, defining thus the
topology.
2.4.2 Emulated forwarding plane
As shown in Figure 2.4, standard components in Click are available for frame han-
dling, parsing of untagged Ethernet frames as defined in IEEE 802.1D, basic MAC
frame learning, forwarding and flooding. For the ELS experimentation, our devel-
opment tasks consisted first of implementing (by building further on the existing
components) single VLAN tagged IEEE 802.1Q and double VLAN tagged IEEE
802.1ad frame handling and parsing. The double tagged Ethernet MAC frame
header allowed us to experiment with VLAN translation capability as defined in
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ingress core egress
CVID=11 CVID=11SVID=57 CVID=11SVID=47 CVID=11
1 2 1 2 1 2
Figure 2.6: Emulated ELS forwarding diagram
ingress switch core switch egress switch
FTN table
Incoming interface: 1
CVID: 11
NHLFE index: 2
ILM table
Incoming interface: 1 1
Incoming SVID: 57 47
NHLFE index: 2 3
NHLFE table
NHLFE index: 2 2 3
Outgoing SVID: 57 47 UNTAG
Outgoing interface: 2 2 2
Table 2.1: Emulated ELS forwarding table usage
IEEE 802.1ad, forming the base of the label swapping functionality of the ELS
switch.
The latter borrows from existing terminology of MPLS forwarding as defined
in RFC 3031. In practice, this means that three main tables were developed such
as to allow the setup of end-to-end E-LSPs. Instead of using IP-prefixes to match
incoming frames in the head-end E-LER to the configured E-LSP, the incoming
port index, possibly in combination with the incoming (customer) VLAN-tag, is
determining the E-LSP to be used, i.e., outgoing frames are tagged with the S-
VID associated to that LSP on the corresponding outgoing link). As illustrated in
Figure 5.4, the following tables and associated actions were implemented :
• FTN (FEC-TO-NHLFE) The FTN table is used at the ingress (or head-end)
ELS switch to match or classify incoming frames (based on their incoming
interface and VLAN-tag) to entries in the NHLFE table.
• ILM (Incoming Lable Map) The ILM table is used at intermediate and egress
(or tail-end) ELS switches to match or classify incoming ELS frames based
on their incoming interface and S-VID label to entries in the NHLFE table.
Together with this matching operation, a POP action is performed on the
incoming S-VID label, meaning that the S-VID label is taken away from the
frame header, such as to make PUSH actions subsequently possible.
• NHLFE (Next Hop Label Forwarding Entry) The NHLFE table is used at
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ingress, intermediate and egress ELS switches in order to forward them into
the ELS network having a S-VID label on which can be further switched.
This implies that a PUSH action , meaning that an S-VID label is attached
to the frame header.
By implementing above functionality, port- and C-VID-based LSPs between
ELS edge switches can be set up. This is similar to an Ethernet Virtual Private
Wire Service (VPWS) as defined in RFC 4664, being the basic Ethernet service
with two attachment points that providers can offer.
The Click ELS component can communicate with external parties by three
mechanisms: the built-in handler functionality, an SNMP-interface supporting a
newly defined MIB based on NET-SNMP software and a Berkeley socket-based
interface. The last technique was developed because the SNMP-interface in our
implementation was not optimized enough to reach responsivity below 10 ms.
2.4.3 Emulated control plane
Standard Dragon VLSR GMPLS software consists of SNMP functionality (RFC
2674) which is able of configuring VLANs on a restricted set of commercial Ether-
net switches. This allows Dragon to use RSVP-TE signaling to trigger the creation
of continuous end-to-end (point-to-point) VLANs in a VLAN bridged Ethernet
network.
To enable creation of ELS LSPs, triggered by Dragon GMPLS software, we
re-used and extended the above SNMP framework such as to enable interaction
based on a customized MIB for the defined ELS forwarding plane. The defined
MIB not only allows to configure the required S-VID translation, but also allows
to request what S-VID labels are still available on a specific link/interface. This
is functionality is needed, because ELS uses link local S-VID labels instead of
domain-wide unique VLANs as is the case in the default Dragon implementation
using OSPF-TE to discover available VLANs on each link.
Using one of the control interfaces of the Dragon control plane (CLI, XML-
driven or hard-coded RSVP-TE functions) one can setup LSPs between edge nodes
in the ELS network. As indicated earlier, the SNMP-interface in Click proved to
behave rather slowly (compared to the expected behavior). Therefore, additional
components were made in Dragon such as to enable Berkeley socket-based con-
figuration of the ELS forwarding plane.
2.5 Experimental results
The framework as described in previous sections has been used to perform a set
of base time and resource performance studies of ELS forwarding and control
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functionality. This section describes a methodology for these experiments and
discusses obtained results that are representative of the capabilities provided of
our emulation environment.
2.5.1 Methodology
To ease the roll-out of an emulation experiment a methodology was set up as shown
in Figure 2.7. To roll out an emulation experiment on a certain topology, one needs
to install the same software on every node (Dragon, Click and dependencies), with
each node having a different set of configuration files for both control (Dragon)
and forwarding software components (Click).
To facilitate the creation of configuration scripts, a software tool was developed
in JAVA. The tool expects as input an XML-file defining the desired emulation
topology and a template for the configuration files of Dragon and Click which
need to be generated for every node separately. As output it creates a set of files
supporting the process of setting up the emulation experiment, being:
• An NS2-like configuration script is generated in order to trigger the roll-
out of an Emulab experiment, involving the setup of network links and in-
stallation of software images on network nodes. The configuration script
also specifies the needed IP-addresses for both out-of-band control (which
is used in Dragon) and data plane links.
• Configuration scripts are generated for every node for both Click forwarding
and Dragon control.
• Shell scripts to create GRE tunnels in support of the out-of-band control
channels between emulated controllers.
• Shell scripts to enable easy centralized control of the different network nodes,
including central start- and stop functionality of control and data plane func-
tionality and templates to set up E-LSP’s.
Using the information from above enables setting up a running emulation net-
work with active forwarding and control plane. Using the pre-generated shell
scripts of the Java-tool, additional scripts can now be manually made such as to
trigger the creation of a set of LSPs and traffic generators such as Iperf [13] or
D-ITG [14] in the network and accompanying monitoring tools.
Once the above shell scripts have been created, they can be started such as to
run the actual experiment. This will trigger output including log files and trace
dumps which can be post-processed such as to present them in graphs and scien-
tific results.Measuring performance of the ELS network can be done at end-to-end
level using standard Linux tools such as TCPdump [15], and resource usage at
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Figure 2.7: Detailed methodology flow chart
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link or node level can be done using logging and counter functionality which was
incorporated into Click or Dragon software components.
2.5.2 Node performance
To measure the performance of the (Click-based) forwarding plane of an emulated
ELS node, we have set up a 2-hop LSP on which we sent traffic with speeds varying
from 100 Mbps to 1 Gbps.
The graph in Figure 2.8 illustrates that the throughput performance of an em-
ulated ELS node is good. Even at high bit rates, the emulated switch is capable
of keeping track with high input rates up to 1 Gbps. More specific, the emulated
ELS switch forwarded with zero loss at all loads below 1 Gbps, having relatively
stable delay. At 1 Gbps throughput some packet loss is visible (36 percent). This
is probably due to the fact that the CPU is going into overload, a condition which
would not appear when performing switching in hardware.
The effect of the varying traffic loads on the emulated ELS node regarding
CPU usage is shown in Figure 2.9. A trend of linear increasing CPU usage can
be seen, up to the point of a load of 1 Gbps. At that point a significant increase
in CPU usage was encountered (almost doubling), resulting in instability of the
emulated node (that is Linux PC).
The time that is needed within the Dragon GMPLS software in order to pro-
cess ELS-related RSVP-TE messages is in the order of tens to hundreds of ms,
depending on the type of node (ingress, core or egress), based on average numbers
of a 3-node LSP setup as shown in Figure 2.10. Configuring the Click-forwarding
plane triggered from Dragon-GMPLS software only takes 3 ms on average.
2.5.3 Network and LSP performance
In order to measure the performance of LSPs, a 16-node ring network was used
such as to set up LSPs having different lengths, varying from hop lengths of 1 until
15.
The resulting setup time for the shortest possible LSP fell in a range of 150-
200ms. Using the average numbers that were found in the 3-node LSP (Figure
2.10), increasing the LSP length would result in adding an additional (core) node
to the LSP, boiling down to adding 130 ms of additional provisioning time. These
results were experimentally verified, as can be seen in Figure 2.11. This results
in an overall linear increase regarding provisioning time for LSPs with increasing
lengths.
Besides the provisioning time of the LSPs, the quality of LSPs was measured
for different lengths. Again LSPs were set up having 1 to 15 hops. Once set up
they were loaded with traffic streams of 500 Mbps, and resulting loss, delay and
jitter was measured. Figure 2.12 shows that on average no loss was measured over
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Figure 2.8: ELS throughput and delay in emulation
the LSPs being set up with any hop length. Give the very small scale on which
jitter is shown, we can say that jitter remained more or less stable on the LSPs
having different hop lengths.
Given the stable results in node, network and LSP performance within the
emulated ELS network, we were able to validate both the ELS technology to be
used as a carrier Ethernet technology, and the emulation environment as a test
platform.
2.5.4 BFD failure detection and ELS segment protection
Having a GMPLS control plane, ELS technology can be enriched with several
highly advanced features that this protocol suite allows. Whereas bridged Ethernet
typically depends on RSTP with or without hardware failure detection to recover
from node or link failures, ELS can now make use of techniques such as segment
protection as defined in RFC 4873 such as to enable fast switch-over in failure
cases.
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As discussed in more detail in [16], we also implemented Bi-directional For-
warding Detection (BFD) running directly over Ethernet within the emulation plat-
form. BFD is a highly advanced failure detection mechanism, which allowed us to
reach failure detection times below 20 ms.
Having implemented a base form of segment recovery in the Dragon control
software in addition to BFD failure detection, we were able to also validate ELS’
recovery performance in emulation network, compared to RSTP-based recovery.
Figure 2.13 shows the difference in percentage of throughput during the event of
failure between ELS segment protection and RSTP-based recovery using hello-
timers for failure detection . More details can be found in [16].
2.6 Conclusion
An emulation environment using open-source technology has been developed en-
abling to test prototypes of Carrier Ethernet technologies. Furthermore, the de-
veloped emulation environment provides the flexibility to experiment with these
technologies on arbitrary topologies with accuracy which is impossible in simula-
tion environments.
We have implemented Ethernet Label Switching (ELS) and were able to suc-
cessfully benchmark time and resource consumption of the technology. The frame-
work was extended to allow basic forwarding plane failure detection and recovery
mechanisms. Future plans exist to further extend it such as to allow also VPLS
services.
2.7 Future work
Whereas basic VPWS-functionality was implemented and presented in this pa-
per, future work will consist of implementing Virtual Private LAN Services (RFC
4664) having multiple attachment points in our framework. This will allow to
emulate realistic Layer 2 VPN scenario’s.
In addition to the existing support for point-to-point LSPs, the support for
point-to-multipoint LSPs will be considered as future work.
As our implementation was mainly intended for prototyping, the entire proto-
col setup using both modified Dragon source code and home made Click compo-
nents did not always perform with the expected stability. In case real stress tests are
envisioned over longer periods, more stability in the emulation environment would
be desired, and future work would consist of optimizing the developed prototype
code.
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3
Packet loss reduction during rerouting
using network traffic analysis
In this chapter, the recovery process of an IP router as steered by IGP routing
protocols is modeled. We characterize the packet loss as a result of the update
order of forwarding entries, and propose a heuristic to reduce the packet loss in
combination with a traffic model.
? ? ?
W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P.
Demeester.
Published in Telecommunication Systems, Springer, 2011
Abstract Upon certain network events, such as node or link failures, IP routers
need to update their affected routing table entries. During the period between the
failure occurrence and the installation of the updated entries (on the line cards),
the network traffic is lost when forwarded by routers that are still using old entries.
Indeed, current IP routers do not involve network traffic information during this
unordered update process. The consequence is more packet losses compared to a
process that would order these entries based on local traffic information. In this pa-
per, we model and predict network traffic passing through an IP router and define
two dynamic heuristics in order to reduce the packet loss resulting from routing
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Figure 3.1: IP backbone router about to update routing table entries corresponding to
three traffic flows
table updates. AutoRegressive Integrated Moving Average (ARIMA) - General-
ized AutoRegressive Conditional Heteroskedasticity (GARCH) traffic models are
used in combination with heuristics that dynamically sort the routing entries and
improve the low-level routing table update process. In a realistic simulation envi-
ronment, we show that this setup can result into a decrease of packet loss, depend-
ing on: i) the network traffic model, ii) the applied heuristic, and iii) the network
traffic aggregation level.
3.1 Introduction
Current IP networks run dynamic routing protocols to automatically compute their
routing tables. For this purpose, link-state routing protocols are commonly used in
today’s IP networks, and referred to as Interior Gateway Protocols (IGP). The (re-
)convergence time of routing protocols can take (tens of) seconds upon topological
change(s) resulting from, e.g., link or node failures. Henceforth, many techniques
have been developed to help IP networks reducing the convergence time of their
routing tables upon occurrence of these events. Their common target is to make
sub-second (re-) convergence possible [1] in order to prevent the disruption of the
traffic flows affected by the routing table updates resulting from these events.
Fast failure detection techniques ensure detection times in the order of mil-
liseconds, for example, using hardware-based loss-of-signal detection or software-
based Bidirectional Failure Detection (BFD, [2]). Recovery techniques such as
plain IP Fast ReRoute (FRR, [3]) aim to minimize the duration of traffic delivery
disruption caused by link or node failure(s) until the network re-converges on the
new topology. Common to all these techniques is their focus on recovery time and
availability of a (loop free) backup path.
While the backup path can be known (i.e. pre-calculated) at the moment of
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failure detection, the low-level update of routing entries at the IP level can still
take more than 1 second in IP backbone networks [1]. Therefore, updating one
forwarding entry before another can be of high value in order to reduce the tran-
sient losses of packets. This can be illustrated by the scenario in Figure 3.1. The
figure presents the simplified situation of an IP backbone router B needing to for-
ward 3 traffic flows from router A towards router D. Whereas the shortest path for
these traffic flows is via router C, a failure between router B and C forces router
B to update its routing table. As will be discussed in more detail in the next sec-
tion, the default IP rerouting process foresees no specific order for the update of
the routing entries corresponding to the three traffic flows. For example, updating
the flows in order (1,2,3) would be perfectly viable. Because packet loss occurs as
long as the entries are not updated (traffic is sent towards a black hole), 200 Mb
could be lost if the routing entry corresponding to the third flow would only be
updated as last in the batch after 1 second. Clearly it would be beneficial if the
update order would be (3,2,1). While in this example only 3 routing table entries
need to be updated, in a realistic scenario of an IP backbone network with 10 Gbps
or 40 Gbps links where routers need to update thousands of routing entries, packet
loss reduction techniques during rerouting events can make a big difference.
The study conducted in [4] was the first to show that, under the simplified as-
sumption that network traffic remains stable during the routing table update, a de-
crease of packet loss could be obtained when changing the update order of routing
table entries (see Section 3.3). In this paper, we show that realistic network traffic
in a IP backbone network does fluctuate during sub-second periods. Therefore,
more accurate network traffic pattern knowledge is needed to model and predict
network traffic during the process of updating routing table entries. Given more
advanced traffic models, we show that the routing table update process can be fur-
ther improved on a lower process level using heuristics that dynamically calculate:
i) the update order of the routing entries, and ii) the quantum time of low-level
router process in order to decrease the resulting packet loss.
The paper is structured as follows. In Section 3.2 we describe how routed IP
networks deal with network failures and investigate in more detail the default lo-
cal rerouting process. The concept of traffic-informed rerouting is introduced in
Section 3.3, containing a state-of-the-art overview and outlining the approach fol-
lowed in this paper. Traffic monitoring as explained in Section 3.4 is the first step
of the outlined process in the previous section. In Section 3.5 we analyze realis-
tic network traffic traces of IP backbone routers and investigate their sub-second
dynamics. The same section then gives an overview of a set of simple and more
advanced state-of-the-art models for network traffic characterization and predic-
tion. Given the input of network traffic models, Section 3.6 formalizes the goal of
packet loss reduction and describes two packet loss minimization heuristics usable
during the traffic-informed routing table update. The resulting set of techniques is
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benchmarked in Section 3.7, quantifying the accuracy of traffic models, and mea-
suring the resulting packet loss and recovery time consequences with respect to
the used traffic aggregation levels. Section 3.8 recapitulates the resulting compu-
tational complexity, and a conclusion is formulated in Section 3.9.
3.2 The traffic-agnostic IP routing table update
In order to determine which processes can be improved to reduce the packet loss
resulting from rerouting events, this section will describe the IP routing table me-
chanics in more detail. The usual IP router consists of two components: a for-
warding engine and a routing engine. When a data packet arrives at an incoming
interface of an IP router, the forwarding engine looks for an entry in its Forwarding
Information Base (FIB) and performs a longest prefix match on the destination IP
address of the incoming packet. It then forwards the traffic towards its next hop
according to the best matching entry. The FIB can either be manually configured
or can be populated by routing table entries computed by a routing protocol.
Routing protocols ensure that topology information is distributed over the net-
work, or the Autonomous System (AS), such that individual routers can maintain a
consistent and up-to-date full view of network topology. We focus on IP backbone
routers operating Link-State (LS) Interior Gateway routing Protocols (IGP) such
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as the Open Shortest Path First protocol (OSPF, [5]). These flood LS protocol data
units (PDUs) over the network, containing information about the local links and
MA (multi-access) networks a router is connected to. All received LS PDUs are
collected into a database (the LS database) which allows a router to have a com-
plete view on the network link topology and to calculate shortest paths towards
different destinations (IP addresses) or network parts (IP network prefixes). The
LS database is updated by either detecting a local connectivity change (e.g. failing
link or interface), or by receiving an LS PDU from a peering router.
A router detecting a link failure originates a LS Update (LSU) message. This
message, containing LS Advertisement(s) (LSA) which describe the topological
link state change(s), is reliably disseminated in the network (flooding). At every
router receiving the LSU, the following three-step process executes (see Figure
3.2):
1. Re-computation of the shortest path tree (1) using the topological informa-
tion stored in the updated LS DataBase (LSDB);
2. Update of the central Routing Information Base (RIB) and the central For-
warding Information Base (FIB) based on the Shortest Path Tree (SPT) com-
putation (2a and 2b).
3. Distribution of central FIB towards the local FIB (LFIB) on line cards (3).
The SPT is usually re-computed in its entirety and takes about 30 to 50 µs
per IGP destination prefix. Time optimizations can be obtained using incremental
SPF (iSPF) algorithms [6, 7]. The second step consists of updating the central
RIB and FIB, using the calculated shortest paths. This uses about 50 to 100 µs
per destination prefix [1]. Typically, this step happens in (pseudo-)parallel with
step 3, which is about distributing the central FIB entries towards the line cards’
LFIB. Running step 2 and 3 in (pseudo-)parallel, means that they both use the cen-
tral CPU in interleaved time slots, swapping between both processes for updating
and distribution. This process can be compared to the usual process scheduling in
time-sharing Operating Systems (OS) such as Linux, whereas commercial routers
make use of a hard real time OS. The consecutive time the central CPU is spending
to perform central RIB/FIB entries update(s) or distribution of FIB entries towards
the line card(s) is determined by the quantum of the swapping process. The quan-
tum time can typically be configured between 10 and 800 ms. Similar quantum
time values were found in [1]. In practice, the local re-convergence results into a
series of update-distribution batches, where during a first time quantum a fixed set
of prefixes are updated towards the central RIB/FIB, followed by a time quantum
during which the same set of prefixes is distributed towards the LFIBs.
By default, the update of RIB/FIB entries (i.e., IGP prefixes) and their distri-
bution are not ordered. Moreover, the size of the batches is determined by the
66 CHAPTER 3
quantum time of the router process, usually a preconfigured constant number over
the entire update process. In this context, the proposed technique aims to sort the
routing entries in decreasing bit rate order at update time while taking into account
the size of the update-distribution batches.
3.3 Traffic-informed rerouting
3.3.1 State-of-the-art
The previous section illustrated that traditional IP routers are currently not de-
signed to efficiently handle the scenario depicted in Figure 3.1. However, at first
sight, several relatively simple approaches may be followed. For example, one
might assign priorities to routing table entries corresponding to IP destination pre-
fixes, as implemented by some vendors [8]. The resulting priorities then lead to
a predefined update order of the routing table entries. While this may be feasible
for small networks, given that the network operators have sufficient knowledge
about the spatio-temporal properties of the traffic transported by their networks, it
is definitely not practical or scalable for larger IP backbone networks, as it requires
manual intervention.
An alternative approach to the problem was formulated in [4]. The main idea
of this work relies on ensuring that routing entries corresponding to higher bit rate
traffic should be updated and distributed (from the RIB towards the local FIB)
earlier than those corresponding to lower bit rate traffic. However, the study was
performed using generated network traffic from Pareto distributions with the as-
sumption that network traffic behaves persistently (stable or constant traffic) during
the routing table update process (which can take more than 1 second). As we will
show in the next section, this assumption does not hold for real network traffic,
leading to the need for more sophisticated traffic models and packet loss reduction
heuristics.
3.3.2 Suggested approach
In order to thoroughly tackle the problem of traffic-informed routing table updates,
we suggest the inclusion of the following router components (Figure 3.3):
• a monitoring component to maintain traffic volume and rate statistics asso-
ciated to different IP prefixes (routing entries)
• a traffic modeling component to characterize and estimate the traffic volume
and rate associated to IP prefixes (routing entries)
• a packet loss reduction component to configure the resulting order and size
of update batches upon recalculation (see Section 3.2).
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Each of components will be discussed in larger detail in the following sections.
3.4 Traffic monitoring
Given the evolution of routers’ line cards in terms of high bit rate interfaces (in-
cluding transmitters/receivers, framers, etc.) and fast packet processors (on-board
high frequency CPUs), real-time network traffic monitoring per IP prefix (corre-
sponding to a routing entry) has become feasible [9–11]. As previously motivated,
obtaining statistics of the traffic properties can be of high value during the event of
router updates. The following methods exist to gather data such as to estimate the
traffic volume associated to an IP destination prefix at failure detection time:
• Online statistical counters measure aspects of transiting traffic in a router
using counters, for example the number of packets per destination prefix or
used packet size distribution curves (for example [12]).
• Traffic sampling by means of samplers. Instead of counting certain traffic
characteristics, unmodified traffic is captured for some time interval. This
sample is then used to derive certain characteristics, for example done in
Netflow-alike settings (e.g. [13]).
As we will not focus on the metrology problem, we redirect the reader to the
above-mentioned references for more detailed information. However we assume
the following running conditions. We assume the monitoring system to be passive
in the sense that no additional traffic is inserted into the network for the sake of
monitoring1. In fact, active monitoring wouldn’t be of any specific help, because
we don’t measure the liveness of the forwarding path, or the available bandwidth
on the forwarding path.
We expect the monitoring system to be independent and distributed, meaning
that we do not assume any form of centralized monitoring entity. Next, it is our
assumption that the monitoring system is based on an open loop, meaning that the
counts or estimations do not lead to actions modifying the corresponding values.
3.5 Network traffic analysis
Using network monitoring techniques, the volume of traffic per IP destination pre-
fix (corresponding to the routing table entry) can be measured for a given time
1Active monitoring techniques wouldn’t be of any help with respect to the characterization of the
consumed bandwidth per destination prefix, as they typically check the available bandwidth or the
liveness of an individual forwarding path. However, for the specific goal of detecting link failures
(for triggering the rerouting process), detection techniques such as BFD can be considered as active
measurements, as they introduce Hello messages to check the liveness of a link.
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interval. Aggregating traffic arriving within a given time interval or time bin is re-
ferred to as temporal traffic aggregation. Larger bin sizes lead to more aggregation
and typically smoother traffic curves, as may be observed in Figure 3.4a. Another
level of traffic aggregation can be applied at the subnet level, by taking packets
whose destination IP addresses belong to the same subnet together (smaller sub-
nets result into more aggregation). This is referred as spatial aggregation.
3.5.1 Network traffic persistence
One might assume, as in previous work (see Section 3.5.2.1), that network traffic in
an IP backbone network remains stable (persistent) during short (sub-second) time
periods. To investigate the validity of this persistence assumption, we analyzed
a set of trace files obtained from the Samplepoint F monitoring point deployed in
WIDE backbone network (related to the MAWI project [14]). Samplepoint F mon-
itors traffic on a trans-Pacific line (150 Mbps link) that is in operation since July
1st, 2006. We analyzed trace files at several aggregation levels. We inspected the
files at the level of /8, /16 or /24 IPv4 subnet prefixes (spatial aggregation), using
time intervals of either 100, 500 and 1000 ms time bins (temporal aggregation).
This results into 9 aggregation level combinations.
The resulting analysis sets were generated by a preprocessing module generat-
ing a two-dimensional table which groups all accumulated packet sizes per subnet
for each of the above time intervals. One cell in the table corresponds to a group
of packets for the given destination prefix within a given time bin. This resulted
into: on average 21K /24 subnets, 8K /16 subnets, and 0.16K /8 subnets for a 15
minute trace containing on average 30 million packets (also see Figure 3.5 ).
The persistence analysis using time bins of 0.5 s and 1 s, as shown in Figure
3.6, shows two important aspects: i) the of number of active flows, and ii) the
number of persistent flows. A flow is considered as active, if a non-zero volume
is associated to it in the respective time bin. The number of persistent flows refers
to the number of active flows that remain active in the next time bin. These results
illustrate that the global activity and persistence level, i.e., the number of flows,
is more or less stable over the duration of the traces. However, depending on the
aggregation granularity, the persistence level is lower than the activity level. At
coarser aggregation levels (using for example /8 subnet prefixes), the persistence-
level is close to the activity-level. However, the persistence level for /16 or /24
subnet prefixes is significantly lower (only about 50 to 60 percent of the active
flows stays active the next time interval). This high churn rate gives an indication
on the high variability of network traffic on a sub-second timescale.
The above observations show that persistence at small timescale may not be
assumed, implying that simply using a persistence traffic model (as done in [4]) is
probably too optimistic for the goal we want to achieve. This is the direct trigger
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to evaluate more advanced traffic models in the coming sections. This observation
does not seem to hold at larger time scales. Several studies such as [15] have
shown that large flows (elephants) and small flows (mice) seem to behave more
predictable and persistent over larger time scales (larger than one second).
3.5.2 Network traffic modeling
An accurate network traffic model is expected to capture the prominent traffic
properties including short- and long range dependence, self-similarity in large time
scale, and multi-fractality in short time scale. On the other hand, it has been ob-
served that Internet traffic also exhibits non-stationary and non-linear properties.
Therefore, in order to benchmark the given Routing Update Process (RUP) heuris-
tics, one needs adequate traffic models fit and predict realistic IP backbone network
traffic. This section summarizes the state-of-the-art of the network traffic models
as will be used for experimental evaluation in Section 3.7.
Network traffic analysis studies in the last decades have uncovered the subtle
pattern of self-similarity in network traffic time series. Stochastic self-similarity
describes a statistical property of the traffic and manifests itself in several equiv-
alent fashions: slowly decaying variance, long range dependence (LRD), non-
degenerate autocorrelation, or Hurst effect. Intuitively, a process is said to be
self-similar if its statistical behavior is independent of time-scale. Formally, a
time series Y = {yt|t ∈ T} is self-similar if its autocorrelation function decays
only hyperbolically instead of exponentially [16]. For self-similar processes, the
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autocorrelation function drops hyperbolically (not exponentially) toward zero but
may never reach zero (non-summable auto-correlation function). The ’degree’ of
self-similarity is often denoted by the Hurst parameter, which is a measure of the
persistence of a statistical phenomenon, denoting the length of the long-range de-
pendence of a stochastic process.
After the seminal work reported in [17] confirmed mathematically in [16], it
has been commonly accepted that Internet traffic behaves statistically self-similar
[18, 19] and that aggregating streams of such traffic typically intensifies the self-
similarity (”burstiness”) instead of smoothing it. A more general introduction to
the multi-scale nature of network traffic, self-similarity and the Hurst effect can be
found in [20].
3.5.2.1 State-of-the-art
Many studies have been conducted to predict the behavior of network traffic on
time scales larger than a second. In this section, we give a short overview of these
studies some of which also considered traffic prediction on a smaller time scale.
Fractional AutoRegressive Integrated Moving Average (FARIMA) models were
successfully used in [21] to predict video, and Internet traffic on a timescale of
one second or larger. The self-similar character of network traffic was shown to
be adequately captured. However, at smaller time scales, depending on the spe-
cific traffic trace, it was also shown that the signal-to-noise (SNR) significantly
decreases. As the FARIMA model cannot capture the multifractality which has
been observed in the network traffic at short-time scale, [22] introduces the Au-
toRegressive Integrated Moving Average (ARIMA) - Generalized Auto Regressive
Conditional Heteroscedasticity (GARCH) model. The resulting ARIMA-GARCH
model is a non-linear time series model which combines the linear ARIMA model
(with conditional mean but constant variance) with a conditional variance GARCH
model (as will be further detailed in the next section). It captures both SRD and
LRD traffic properties and observes self-similarity and multifractality. Results ob-
tained using the ARIMA-GARCH model show that the predictive performance of
the ARIMA-GARCH model outperforms traditional FARIMA model. Neverthe-
less, even if the prediction results can capture the actual traffic very well, some
prediction errors can not be avoided because the real trace dynamic variance is out
of the expectation of the GARCH model variance prediction.
In [23] wavelet neural networks proved to fit the self-similar structure of net-
work traffic quite well too. Again, the authors concluded that predictions are de-
pendent on the timescale – sub-second prediction performing consistently worse –
and on the specific type of the network trace. The work presented in [24] analyzes
the predictability of network traffic bit rates using AutoRegressive Moving Aver-
age (ARMA) and Markov-Modulated Poisson Process (MMPP) models. Under the
assumption that those models are appropriate, authors of [24] developed analytic
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expressions to describe bounded predictability. Traffic aggregation and smoothing
proved to monotonically increase the predictability of the network traffic. At last,
the authors of [25] came to the same conclusion after performing a predictability
analysis of large set of traffic traces. The work also shows that a decreasing bin
size in aggregating traffic increases the variance of the resulting signal. This im-
plies that short-term traffic evolution (which implies small bin sizes by definition)
has a higher variability than longer-term traffic.
Based on the results of prior studies on short-term network traffic modeling,
we will further focus on the ARIMA-GARCH model for our purposes. To ease the
theoretical introduction, as well as to enable comparison with simpler models, in
the next subsections we will introduce the ARMA model, the ARIMA model and
the GARCH model separately.
3.5.2.2 ARIMA-models
The AutoRegressive Moving Average ARMA(p, q) model is defined as follows:
yt =
p∑
i=1
αiyt−i +
q∑
j=1
βjwt−j + wt (3.1)
This formula combines two techniques: i) autoregression, which reflects that
a prediction is based on the signal itself (using p previous values) referring to
the first term, and ii) moving averages, reflected by q terms of the white noise
series wt (with E(wt) = 0 and V ar(wt) = σ2) which is put through a linear
non-recursive filter determined by the coefficients αi (weighted average). The
autoregressive part directly reflects the Short Range Dependence (SRD) of a time
series. Whereas these models have been successfully applied to model network
traffic, e.g. [26], they are also known to be unable of modeling non-stationary time
series. Stationarity implies that the probability distribution characterizing the time
series mean and variance remains constant over time.
Some non-stationary time series can be made stationary by one or more lev-
els of differencing2. Once the resulting differenced time series is stationary, an
ARMA(p, q) model can subsequently be fit and predictions can be made by inte-
grating the predictions back. The resulting model of this approach is called the
AutoRegressive Integrated Moving Average (ARIMA) model. The resulting model
including the lag operator L3 for ARIMA(p, d, q) is defined as follows (d referring
to the number of levels of differencing):
2A differenced time series yt generates a new time series of differences zt = yt − yt−1
3applying lag operator L on yt generates yt−1, and a power i of L defines a similar recursive
process of the order i
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(1−
p∑
i=1
αiL
i)(1− L)dyt = (1 +
q∑
j=1
βjL
j)wt (3.2)
3.5.2.3 GARCH-models
The ARIMA model cannot capture the multifractality which has been observed
in some Internet traffic traces. For this reason, the Multifractal Wavelet model
(MWM, [27]) has been introduced. However, while the MWM model can cap-
ture short timescale multifractality, it cannot predict traffic. For this purpose, the
work of [28] introduces the ARIMA - Generalized AutoRegressive Conditional
Heteroscedasticity (GARCH) model, a non-linear time series model which com-
bines the linear ARIMA model (with constant variance) with conditional variance
GARCH model [29]. The term ”conditional” implies an explicit dependence of the
variance of the noise/innovation series wt from the ARIMA model on a past se-
quence of observations. The GARCH(r, s) model for the conditional variance σ2
of the innovation serieswt follows an ARMA(p = r, q = s) model of the following
form:
σ2t =
r∑
i=1
γiσ
2
t−i +
s∑
j=1
ωjw
2
t−j + wt (3.3)
where, r and s are positive integers.
3.6 Packet loss reduction
Once a network traffic model is determined, which is able to adequately capture
and predict network traffic behavior during the update of the routing table entries,
we return to our initial target of reducing the resulting packet loss. For this purpose,
we will formalize the concepts of ”recovery time” of an updated routing table entry
and the resulting ”packet loss” during its update in this section.
3.6.1 Recovery time of an updated routing table entry
Given the batch structure of the router update process (see Section 3.2), all af-
fected traffic flows directed to a given IP destination address are recovered when
the following conditions are met: i) the IGP routing (table) entry for the prefix
including that IP destination address is updated and stored in the central RIB, ii)
the corresponding FIB entry is updated and stored in the central FIB, and iii) the
batch number bi that comprises this updated entry is distributed towards the LFIBs
on the line cards. To simplify the description, we will consider that after its re-
computation, the RIB and FIB updates are performed altogether by summing their
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update time (and thus refer to a RIB/FIB entry update). Thus, assuming a fixed
batch size of xu (number) of updated RIB/FIB entries and a given order of these
entries, the recovery time of a flow fi is characterized by the following formula:
r(fi) = bixu(tu + td) + (2bi − 1)ts (3.4)
Here, tu refers to the update time for a single RIB/FIB entry, td to the distribu-
tion time for a single entry, and ts to the swapping time interval between an update
and a batch distribution operation. This process is represented in Figure 3.7.
The concept of recovery time can be illustrated by the following example. As-
sume that a network failure results into the disruption of 5000 traffic flows (F5000)
and that a single RIB/FIB entry is associated to each of their destination. If we use
the following values tu = 100 µs, td = 100 µs, xu = 100, ts = 5000 µs, this
configuration results into 50 update-distribution batches, each taking 100×(100+
100) + 5000 = 25000µ s. Taking into account the additional intermediate swap-
ping times between the batches, this results into 50×25000+49×5000 = 1495000
µs, or 1.495 s to recover all flows.
The Earliest Recovery Time (ERT) possible for a given flow fj , j referring to
the waiting position (in the batch) of the updated RIB/FIB entry associated to this
flow at time t, is defined as follows:
ERT (fj , t) = t+ j(tu + td) + ts (3.5)
The ERT is the time interval of the smallest batch including the updated RIB/-
FIB entry associated to the considered flow together with the RIB/FIB entries up-
dated before it. Indeed, in this situation only one swapping time interval is needed
(separating the update and distribution batch) together with the time needed to
update and distribute all prefixes comprised within the batch.
3.6.1.1 Packet loss induced by an updated routing entry
Packet loss occurs for network traffic flows as long as their corresponding RIB/FIB
entries are not updated and distributed on line cards. For example, if two network
traffic flows are recovered from updates part of the same batch, their recovery time
is the same, and packet loss occurs for both flows up to the moment of recovery.
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This is represented in Figure 3.8. The resulting packet loss can be interpreted as
the integral over time from the moment the failure happens (time 0 in the figure),
up to the moment of recovery (r(f1) = r(f2) in the figure). The loss resulting
from the recovery of flow fi relates to its bit rate, br(fi), through the following
formula:
loss(fi) =
∫ r(fi)
0
br(fi)dt (3.6)
Packet loss calculation can be illustrated for the following simple example.
Assume we have a small set F4 consisting of four flows with associated constant
bit rates br(f1) = 5, br(f2) = 2, br(f3) = 4, br(f4) = 1 (in Mbps), and tu =
100 µs, td = 90 µs, xu = 2, ts = 70 µs, this results into a packet loss of
260× 10 + 590× 5 = 5550 Kb.
The above formula illustrates that the order in which RIB/FIB entries are up-
dated, can heavily influence the resulting packet loss. Randomly updating RIB/-
FIB entries, as it is usually the case, can result into the situation where recovery
of higher bit rate flows is delayed because RIB/FIB entries associated to lower bit
rate flows are updated earlier. This delay results in high cumulative packet loss
(for example f3 is proportionally bigger than f2, but however needs to wait until
f1 . . . f2 are updated).
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3.6.2 Packet loss reduction heuristics
Assuming that we know the time series br(fi, t) of all flows (using traffic mod-
eling techniques), in this section we formulate heuristics or packet loss reduction
functions. Reduction of packet losses can be achieved by: i) updating the RIB/-
FIB entries associated to a (set of) flows in a different order, and/or ii) bundling
the resulting updated RIB/FIB entries in well-specified consecutive batches. As
such, an optimization function is defined as a function which maps a given traf-
fic model (set of well-defined br(fi, t)-functions) at a certain time t to a tuple
(flowordering, batching). The first part of the tuple denotes a permutation of the
flows, the second part refers to a decomposition of the flows into ordered batches.
We evaluate two variants: a first heuristic which assumes fixed batch size, and
thus only reduces packet loss by RIB/FIB entries reordering, and a second heuristic
which works on both dimensions, i.e., reducing packet loss by changing both the
RIB/FIB entries order and the set of batch sizes.
3.6.2.1 Fixed batch size
Given a fixed batch size of n entries and an adequate traffic model, we can exactly
calculate the resulting recovery times for all batches. Once we know in which
batch a routing entry is contained, we can calculate the associated packet loss.
Therefore, the following approach can be applied.
Consecutively consider all batches to be processed, starting from the first
batch, and apply the following iterative process:
1. Calculate the recovery time for the current batch of RIB/FIB entries
2. For every routing table entry corresponding to flow fj that is not yet up-
dated, calculate the resulting packet loss if its corresponding RIB/FIB
entry would be contained in the current batch of RIB/FIB entries
3. Sort all resulting packet losses in decreasing order
4. Select the n entries with the highest associated packet loss and their
associated RIB/FIB entry
5. Terminate the current batch, and remove the recovered flows from the
working set
6. Continue the process from step 1 for the next batch of RIB/FIB entries
and the remaining flows.
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3.6.2.2 Variable batch size
Building further on the idea of the heuristic described in [4], we can formulate a
dynamic variant which takes into account both the flow ordering (thus the order
of RIB/FIB entries), and the batch size so as to minimize the packet losses. For
this purpose, consider the following scenario. We denote by Fn = f1, . . . , fn
the set of traffic flows affected by the failure, and by bcurrent = (fi, . . . , fi+s)
the set of flows for which the corresponding entries still need to be updated on
routers’ LFIB4. In this context, we have two possible options when in the middle
of the ordered process of updating the router’s LFIB entries (associated to the set
of flows Fn) within our current batch of RIB/FIB entries bcurrent:
1. Extension: extend the current batch with the RIB/FIB entry associated to the
next flow fi+s+1;
2. Splitting: terminate the current batch and put the RIB/FIB entry associated
to the next flow into a new update-distribution batch.
We can now compare the additional cost of extension (ec) versus the additional
cost of finishing (fin) the update-distribution batch to guide us into the decision
above. The idea of the trade-off is illustrated in the simple example with flows to
be updated as shown in Figure 3.9. Given a current batch (starting from the first
one), the heuristic makes a trade-off between terminating the current batch before
the next RIB/FIB entry is inserted into the current batch, or extending the current
batch with the next RIB/FIB entry. For example, let’s assume our current batch
contains the RIB/FIB entries for the flows f1, f2 and f3. According to the iterative
character of the strategy, this means that extending the batch with the entries for
the flows f2 and f3 had lower cost than splitting. In a next step, we can now either
again extend the current batch with the RIB/FIB entry for the flow f4 or split this
batch and insert the entry for f4 in a new update-distribution batch. Figure 3.9
shows the difference between both decisions: an extension delays the recovery
time for f1, f2 and f3, while a split delays the recovery time for f4 (and all flows
following f4). Table 3.1 quantitatively shows the recovery times for all flows in
both scenario’s and compares them with the earliest recovery time (ERT) possible
per flow. The decision ec < fin will compare the difference in recovery time
multiplied with the associated bandwidth to compare packet loss of both options.
We can now further formalize the trade-off using the following definition for
the extension cost ec(bcurrent) for this batch, with tbcurrent as the starting time of
the current batch bcurrent:
4The RIB/FIB entries for the prefixes corresponding to the flows prior to fi have already been
updated in an ordered manner (from f1 to f(i−1))
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Figure 3.9: Compare extension vs. split-scenario for F4
f1 f2 f3 f4
Earliest recovery time (ERT) tu + td + ts 2(tu + td) + ts 3(tu + td) + ts 4(tu + td) + ts
Split
Recovery time 3tu + 3td + ts 4tu + 4td + ts
Diff. with ERT 2(tu + td) (tu + td) 0 2ts
Extension
Recovery time 4tu + 4td + ts
Diff. with ERT 3(tu + td) 2(tu + td) (tu + td) 0
Table 3.1: Recovery time comparison of F4-scenario: split vs. extension
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ec(bcurrent) = ecis =
i+s∑
j=i
∫ b
a
br(fj , t)dt (3.7)
with
a = ERT (fj , tbcurrent) (3.8)
and
b = ERT (fi+k, tbcurrent) + (i+ s− j + 1)(tu + td) (3.9)
The formula expresses the fact that, by extending the current batch, the recov-
ery time of every RIB/FIB entry comprised in the current batch will result into an
additional delay compared to the minimal delay it can experience (given the posi-
tion of that entry in the current batch). The minimal delay an entry can experience
is determined by the ERT, i.e., the time elapsing for an entry positioned as the last
one in an update quantum having no earlier update quanta. This additional delay,
when multiplied with the associated bit rate, allows deducing the additional loss
caused by the extension of the update-distribution batch. For example, if the RIB/-
FIB entry associated to the first flow fi was already delayed by s update times tu
(as this entry was not directly distributed but put in the same batch as the s next en-
tries ranging from i to i+ s), extending the current batch by one element (to reach
i+s+1 elements) further delays the recovery time of the entry i. On the contrary,
the recovery of the last entry i+ s of the current batch will only be delayed by one
update time tu in case of extension of the current batch.
On the other hand, terminating the current batch has also an associated cost,
as it will introduce additional delay for the recovery of coming flows, resulting
from the additional swapping cost. This termination condition can be formulated
as follows:
finbcurrent =
∑
fj /∈bcurrent
∫ ERT (fj ,tbcurrent )+2ts.
ERT (fj ,tbcurrent )
br(fj , t)dt (3.10)
Our configuration strategy now consists in identifying the action with the least
associated cost. The overall algorithm can be expressed as follows:
1. Add all affected routing table entries to the working set
2. Sort all entries in the working set in decreasing order of their current
cumulative packet loss loss(fj , tcurrent)
3. Compute both extension and splitting cost:
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• If no current batch exists (RIB/FIB entry associated to the first
flow), then create a batch and add this entry into this newly cre-
ated batch.
• Otherwise:
– If the extension cost is smaller than the splitting cost, then
add the corresponding RIB/FIB entry in the sorted list to the
current batch;
– Otherwise, create a new batch and add the corresponding
RIB/FIB entry into this newly created batch.
4. Remove the added flow from the working set
5. Repeat the procedure from step 2 until the working set is empty
3.7 Experimental results
In the previous section theoretical foundations have been developed to model the
IP router update process and the network traffic through the router. Both aspects
were used to formulate two heuristics enabling packet loss reduction during the
update of the LFIB entries (process realized via the update of the corresponding
RIB/FIB entries). In this section, real network traces will be used to evaluate the
performance gain (i.e., packet loss decrease) obtained by means of the proposed
heuristics. First, we detail the overall methodology and experimental environment,
then we benchmark the discussed network models of Section 3.5.2. At last, we
measure the overall gain of the suggested approach in terms of resulting packet
loss reduction.
3.7.1 Environment and methodology
As indicated in Section 3.5, a set of PCAP traces obtained in December 2009 was
taken from the MAWI project [14]. These traces were preprocessed using Python
scripting at three time interval levels (100 ms, 500 ms and 1000 ms), referred to
as time bins, and at three spatial levels (/8, /16 and /24 subnetworks) with respect
to their aggregated traffic volume, i.e., aggregated packet sizes per time-bin per
prefix. The choice for this set of spatial aggregation levels allows us to set an
upper and lower bound on the possible gain that could be achieved, because the
typical aggregation level in usual routing operations (especially when distributed
to inter-domain environments) is uncommon to be above /8 or below /24. Next,
the resulting traffic time series were analyzed and fit to one of the described traffic
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Figure 3.10: Benchmarking process
models using R software [30]. The resulting modeled data was used as input to
the heuristic implemented in C++/Python. All the experiments ran on a regular
desktop computer equipped with an AMD Athlon 2.7 GHz CPU and 4 GB RAM.
The entire process is shown in Figure 3.10. To obtain representative results, all
experiments were repeated 1000 times, and the resulting values were averaged.
3.7.2 Network traffic fitting and prediction
The goal of the first experiment is to validate fitting abilities of network traffic
modeling techniques introduced in Section 3.5.2 with respect to the given set of
MAWI trace files. We evaluated the following variants: i) PERSIST, ii) ARMA, iii)
ARIMA, iv) ARMA-GARCH, and v) ARIMA-GARCH. The first model represents the
naive assumption that network traffic for a given time bin will behave exactly the
same as the previous time bin (see Section 3.5.1, as in [4]). The latter models refer
to those described in Section 3.5.2, and have configurable parameters and different
orders determined by their parameters p, q, d and r, s.
The main task in automatic ARIMA forecasting is to select an appropriate
model order. To automate the process of optimal parameter selection, we used
the order selection strategy of [31] for ARMA and ARIMA models restricted to
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maximum values of 10. The strategy selects those parameters which minimize the
Akaike’s Information Criterium (AIC) among all fitting models. Once the best
parameters are selected, Maximum Likelihood Estimators (MLE) are computed to
deduce the best fitting coefficients for the ARMA and ARIMA models [31]. The
lowest value for the d parameter of the ARIMA model, resulting into a stationary
time series, according to the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test for
stationarity5, is then selected [31].
For the GARCH model, the values of parameters r = 1 and s = 1 were
chosen to reduce the resulting computational complexity, as well as to avoid non-
optimizable parameter values due to the lack of sufficient information6. The co-
efficients of GARCH(1, 1) were estimated using the Quasi-Maximum Likelihood
Estimator (QMLE) [32].
For one MAWI trace, the fitting procedure at all aggregation levels takes about
20 hours on the referred computer. However, in the context of the router update,
this process can be executed in background. Figure 3.11 shows the average Nor-
malized Mean Square Errors (NMSE) of fitting the models to the set of MAWI
traces. The NMSE is defined as follows7.
NMSE =
∑
n(ŷ(x)− y(x))2∑
n(y(x)− µT )2
(3.11)
The NMSE allows to measure how much of the variance of a signal can be
accommodated by a model. Smaller NMSE values correspond to better fitting
models. Figure 3.11 illustrates the obtained average8 fitting errors obtained for the
set of referred MAWI traces.
Figure 3.11a shows the error for the models at three different bin sizes (100,
500 and 1000 ms). Figure 3.11b depicts the error with respect to different spatial
aggregation levels (i.e. subnet lengths): /24, /16 and /8 subnets.
As might be expected, the persistence model has a significantly larger fitting
error than the four other models. In general the error is at typically twice as high.
Not unexpected either, the ARIMA-GARCH(1, 1) model gives the best perfor-
mance on average on all aggregation levels, followed by – in decreasing order
of performance – ARMA-GARCH(1, 1), ARIMA, and ARMA model. However,
the fitting performance of all more advanced strategies (2 to 5) is rather similar,
and differences are small. This result may be understood from the fact that sub-
second dynamics of network traffic in IP backbones is very high, resulting into
5The KPSS test assesses the null hypothesis that a univariate time series trend is stationary against
the alternative that it is a non-stationary unit-root process
6Not all time series corresponding to the volumes of a given prefix are dense enough. Some series
have more zero values than others, resulting into non-optimizable parameters due to singular Hessian
matrices.
7ŷ(x) referring to the predictions, y(x) referring to the actual values
8over all flows in all trace files
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hard fitting and prediction problems. This result also corroborates those obtained
by other studies (see state-of-the-art in Section 3.5.2). More aggregation, either
by using larger time bins or by using larger subnetworks (smaller network masks
or netmasks), leads to better fitting models; however, the relative gain between the
techniques does not change drastically. Clearly, more aggregated traffic resulting
into smoother and more predictable network traffic (also see Figure 3.4), which
explains that the fitting error using /8 subnet levels is significantly less compared
to the ones obtained using /16 or /24 subnets for spatial aggregation.
3.7.3 Packet loss evaluation
Given the traffic models of the previous subsection, the goal of the experiments
below is to measure the combined gain in resulting packet loss between a set of
combinations of traffic models and heuristics described in Section 3.6.2. The fol-
lowing parameters were fixed: the update time tu needed for one RIB/FIB entry:
100µs, the distribution time td towards the LFIB’s: 100µs and the swapping time
ts = 5000µs. For this experiment we assumed that a failure affected 5000 ran-
domly chosen prefixes (if available) from a given MAWI trace. From the resulting
routing table update event, packet loss and recovery time was calculated. This
procedure was repeated 1000 times to obtain representative average results.
Average results obtained by the evaluation of the resulting decrease in packet
loss, is depicted in Figure 3.12. The left part of the figure (Figure 3.12a) shows the
resulting packet loss vs. the length of subnets using 100 ms time bins, while the
right part (Figure ) depicts the packet loss vs. several subnet lengths using 500 ms
time bins. The following combinations were evaluated:
1. The default traffic-agnostic router update as described in Section 3.2 with a
typical fixed batch size of 100 entries (default_rup).
2. The routing update process as defined in [4], assuming persistent network
traffic, sorting the resulting routing entries and dynamically updating the
batches (persist_ sorted).
3. The heuristic using fixed batch sizes from Section 3.6.2.1 in combination
with: i) the ARMA models (arma_fix_ batch), ii) the ARIMA models
(arima_fix_batch), iii) the ARMA-GARCH models (arma_garch_
fix_batch) or the iv) ARIMA-GARCH models (arima_garch_fix_
batch) as fit in Section 3.7.2. The fixed batch size was also set to 100
prefixes.
4. The heuristic enabling variable batch sizes from Section 3.6.2.2 in combina-
tion with: i) the ARMA models (arma_var_batch), ii) the ARIMA mod-
els (arima_var _batch), the iii) ARMA-GARCH models (arma_garch
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Figure 3.11: Fitting error of different traffic models
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_var_batch) or the iv) ARIMA-GARCH models (arima_garch_var
_batch) as fit in Section 3.7.2.
Combinations making use of fixed batch sizes (combination 1, and 3 to 6)
were evaluated with 100 entries in a batch (xu = 100). This is a representative
choice based on [1] (also see Section 3.2). Smaller batch sizes typically result into
relatively too large swapping times (discouraging multiple batches and swapping),
and bigger batch sizes result into lower optimization potential as illustrated in the
results of [4].
Figure 3.12a illustrates that: i) on average, a decrease of 18 percent packet loss
can be obtained using the variable batch size heuristic with any of the proposed
prediction techniques compared to the default random routing table update, and ii)
about 8 percent packet loss compared to the more obvious optimization technique
persist_sorted based on [4] (for the case of using /24 subnets with 100 ms
time bins). These results give a more realistic view on the decrease in packet loss
one could obtain during routing table updates compared to those in [4] (which
reports up to 80 percent decreases). This validates that the high dynamics of net-
work traffic in small time scales makes the problem of traffic-driven routing table
updates drastically more difficult than one could imagine at first sight.
Whereas it is obvious that the default behavior of updating the RIB/FIB entries
for IGP prefixes in random order is constant, independently of the traffic prediction
model, it is surprising that the specific choice of the prediction model –in combi-
nation with the optimization heuristic– has relatively low influence on the decrease
in packet loss. This observation may be explained from the fact that the difference
between NMSE of the prediction models is rather small (except for the persistence
model, see Section 3.7.2), due to the fact that sub-second network traffic modeling
is a hard problem.
Figures 3.12a and 3.12b clarify the influence of traffic aggregation on the ob-
tainable decrease in packet loss. Whereas larger aggregation levels improve the
correctness of network traffic models (smoother and more equal traffic improves
predictability, see Section 3.7.2), it also decreases the gain potential in packet loss
compared to: i) default_rup) and ii) (persist_sorted). The more similar
traffic behaves, the less difference RIB/FIB reordering makes. The following may
be observed: smaller aggregation levels result into smaller packet loss decreases.
Whereas in the best case, average reductions of about 18 percent are possible for
/24 subnets in combination with 100 ms time bins, only reductions of about 5 per-
cent decrease in packet loss were possible in our simulation environment when
using 500 ms time bins. The average gain even becomes even smaller for 1000 ms
time bins as indicated in Figure 3.13.
Our results show that on average, significant decreases in packet loss can be
obtained. It is nevertheless important to determine the worst case: is it possi-
ble that the default random update shows in some case(s) lower packet loss than
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Figure 3.12: Average packet loss decrease vs. default routing table update process at
different traffic aggregation levels
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the combination of prediction and the optimization heuristic. This question is an-
swered by the results obtained in Figure 3.14. This figure illustrates that a normal
distribution was obtained around the mentioned averages in packet loss, with min-
imal and maximal improvements of respectively 5 and 35 percent in decrease of
packet loss compared to the default routing table update. We found no executions
where the default behavior was better than the suggestion solution. Similar distri-
butions were found at other temporal and spatial aggregation levels for which the
average decrease of packet loss is as depicted in Figure 3.13. The results illustrate
that using a prediction model in combination with the described heuristic makes
most sense at low aggregation levels, where up to 18 percent (average) decrease in
packet loss can be achieved.
3.7.4 Recovery time evaluation
The packet loss reduction heuristics from Section 3.6 influence the resulting global
recovery time of all affected traffic flows (the duration of the entire routing table
update). This is because packet loss decreases are achieved by reordering RIB/FIB
entries and by online adapting update-distribution batch sizes. The latter results
into more or less batches and swapping events, affecting the resulting global re-
covery time. In general, smaller resulting packet losses do not necessarily imply
that the total recovery time will also be decreased. Depending on the specific traf-
fic trace, splitting batches can be beneficial with respect to the resulting packet loss
(lower splitting cost vs. extension cost, see Section 3.6.2.2). More batches lead to
more swapping times, resulting into larger recovery times.
Figure 3.15 shows the obtained average global recovery times for the different
combinations of traffic models and packet loss reduction heuristics. The figure
depicts the average recovery times using modeled traffic at bin sizes of 100 ms
(left) and 500 ms (right) at three spatial aggregation levels (/24, /16 and /8 sub-
nets). Strategies 1 and 3 to 6 use fixed batch sizes, and thus result into the same
fixed recovery time (only the first is depicted). If traffic is aggregated into /8 sub-
nets, there are not as many aggregated subnet prefixes (max 256). Therefore, the
resulting average recovery time is of a lower order than the ones using /16 or /24
subnets. This figure further illustrates that higher traffic aggregation levels typi-
cally result into recovery times that are closer to the ones obtained by fixed batch
strategies because there remains less opportunity to minimize packet loss by re-
ordering RIB/FIB entries or dynamically resizing batches (see previous section).
From Figure 3.15a one might observe that recovery times of packet loss reduction
strategies on average result into shorter recovery times ranging from 30 percent
faster, to similar recovery times as update strategies using fixed batch sizes. Figure
3.15b illustrates that using packet loss reduction heuristics with less fine-grained
traffic models (i.e. using 500 ms bin sizes) further reduce the difference with fixed
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batch update strategies, resulting into average recovery times between 10 percent
less, to similar recovery times as fixed batch size strategies.
3.8 Computational cost of the procedure
The execution of the proposed procedure can be classified as relatively intensive
from a computational perspective. However, many parts can run offline or in back-
ground. Fitting ARMA and ARIMA models to time series samples have a com-
putational complexity which is bounded by O(m3T ), where T is the length of the
time series sample, and m = max(p, q + 1). Fitting GARCH models reduces to
hard non-linear optimization problems. To the knowledge of the authors there is no
clear bound to the computational complexity of fitting these models for arbitrary
(r, s) values.
The computation of the described optimization heuristics involves operations
which are bounded by O(n log n) during every step split/extension-step, caused
by the need for real-time sorting. While this results in a heavy procedure, it can
be drastically reduced by using hardware-implemented sorting algorithms which
reduce to constant time sorting for a given number of values [33].
3.9 Conclusion
Link-state routing protocols used within current routing domains can have re-
convergence times in the order of seconds when topology changes occur. During
these periods of network recovery, affected network traffic is lost as long as their
corresponding routing entries are not updated. We showed that first updating rout-
ing entries corresponding to high bit rate network traffic is not straightforward be-
cause network traffic can highly fluctuate during these periods of re-convergence.
In this paper, we proposed a local router mechanism to reduce packet loss during
re-convergence periods. This mechanism works independently of other routers and
can be applied upon local failure detection as well as upon reception of topology
change messages (link-state updates) received from non-adjacent routers.
Our approach used AR(I)MA-GARCH network traffic models to capture sub-
second traffic fluctuations significantly better than a persistence traffic model as-
suming stable traffic during re-convergence. As a result, we showed that we can
reduce a clear amount of packet loss resulting from rerouting events, depending
on the used traffic model, the used heuristic and the aggregation level at which the
traffic is modeled. We obtained packet loss reduction results varying from 18 per-
cent on /24 subnetworks using 100 ms time bins to 2 percent using 1000 ms time
bins. Figure 3.14 provided evidence that in some cases even larger gains could
be obtained. The application of the used techniques also showed that the result-
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Figure 3.15: Average recovery time of dynamic vs. fixed batching strategies
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ing recovery times over all affected routing entries are not higher than when using
standard router update mechanisms.
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4
Fast failure detection in multipoint
networks
In this chapter we design and evaluate a failure detection mechanism which can
be used for triggering the use of alternate forwarding entries as configured by IP-
FastReroute (IPFRR) schemes. The designed scheme is able to efficiently detect
failures in Ethernet multipoint networks. Fast failure discovery and fast switch-
over as supported by IPFRR allow faster recovery than the IGP-driven recovery
as discussed in the previous chapter. The evaluated failure detection can also be
used in combination with the self-configuring approach of the next chapter.
? ? ?
W. Tavernier, D. Papadimitriou, Puype B., D. Colle, M. Pickavet,
and P. Demeester.
Published in Lecture Notes in Computer Science (LNCS), Springer, 2009.
Abstract Bridged Ethernet and IP routing and forwarding are without any doubt
the most deployed network technologies, mainly because of their robust, low-cost
and easy-to-deploy-character. Solutions to provide fast recovery over these tech-
nologies are thus a highly desired feature. Fast recovery not only needs a fast
switchover (e.g. using IP-FastReRoute), but also requires fast failure detection.
However, few efficient failure detection mechanisms are available over Ethernet
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networks, i.e. multi-access broadcast capable networks. We present an efficient
multipoint Bidirectional Forwarding Detection (BFD) scheme running directly
over Ethernet. We prove its value through emulation and evaluate its time per-
formance and resource consumption.
4.1 Introduction
The growth of the Internet and networks in general, has been significantly sup-
ported by the two crown jewels of the networking economy: IP and Ethernet. The
first is the layer 3 technology used for inter-network addressing, routing and for-
warding, the second is the layer 2 technology of choice for intra-network forward-
ing, especially in LAN environments. The success of both technologies was em-
phasized last decades by the numerous efforts to extend them in terms of traffic en-
gineering capacity, resilience possibilities and scalability. This resulted into highly
advanced (but also more expensive) technologies relying on constraint-based rout-
ing to provide traffic engineering capabilities including extended protection and
recovery features, tunneling and aggregation functionality. A well-known exam-
ple of this category of complex control technologies is Generalized Multi-Protocol
Label Switching (GMPLS). Currently, GMPLS-extensions are being developed to
allow the setup and teardown of Ethernet-data paths, referred to as Carrier Eth-
ernet (e.g. Ethernet Label Switching [1] and Provider Backbone Bridge-Traffic
Engineering (PBB-TE) [2]).
One way to avoid the high expenses and complexity of control suites such
as GMPLS, and still provide highly resilient networks using IP over Ethernet, is
to use a technique such as IP Fast ReRoute (IPFRR). IPFRR defines a re-routing
mechanism at the IP layer which provides protection against a link or router failure
by invoking locally pre-determined loop-free alternate paths (a.k.a. repair paths).
An important aspect of such a mechanism is the prevention of packet loss caused
by transient loops which can occur during the re-convergence of the network fol-
lowing a failure. IPFRR thus provides a highly desirable mechanism to minimize
packet loss during failure events, especially for real-time services such as Voice-
over-IP (VoIP) or IPTV. However, IPFRR needs to be triggered by a failure detec-
tion mechanism (or a failure notification mechanism). In a landscape dominated
by switched Ethernet positioned as networking layer device interconnection layer
2 technology, practice learns that almost no fast failure detection mechanism can
be used to efficiently trigger re-routing mechanisms such as IPFRR. Failure notifi-
cation mechanism which are inherently slower than failure detection mechanisms,
are therefore no further investigated in the context of this paper.
This paper proposes a new failure detection mechanism applicable at the Eth-
ernet level. The objective consists in enhancing the interplay between the failure
detection mechanisms for multi-access broadcast capable Ethernet networks (or
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LAN1-segments) interconnecting IP routers and IPFRR. The structure of the pa-
per is as follows: in Section 4.2 we discuss existing failure detection methods for
use over Ethernet networks on the given scenario of dual-homed LANs and char-
acterize their shortcomings. In the next Section (Section 4.3) we present a new
multipoint BFD (MP BFD) variant for Ethernet. The last Section (Section 4.4)
describes the implementation of the failure detection mechanism presented in Sec-
tion 4.3 in an emulation environment, as well as its performance regarding time
and resources. The paper concludes with Section 4.5, by summarizing our main
results and outlining possible future direction of investigations.
4.2 Failure detection over Ethernet networks
This paper focuses on failure detection mechanisms, i.e. the mechanisms involved
in the detection phase that occurs after e.g. a link or node failure, but before the
actual actions initiated by the recovery mechanism. In the set of phases involved in
the global failure recovery process, failure detection positions thus as turning point
between failure occurrence and the recovery operation itself by acting as a trigger.
Let us consider the scenario depicted in Figure 4.1a: n Ethernet LANs attached
to n edge IP routers connected to a primary and a backup interconnection LAN.
Edge routers thus communicate to each other via either the primary or the backup
Ethernet LAN. In the ideal situation, from the moment interconnectivity between
two edge routers fails via the primary LAN, the backup LAN is used as fast as
possible for communication. IPFRR (see [4] and [5]) can be used as an effective
switchover mechanism at the IP layer to recover from a detected failure in the pri-
mary LAN. However this requires a failure detection mechanism between the edge
routers over the primary and/or backup LAN, to trigger the IPFRR mechanism.
Before existing failure detection technologies are introduced, let us define the
scope of the detection. We distinguish two scopes: detection on a link-by-link
(LBL) basis and detection on an end-to-end (E2E) data path basis (see Figure 4.1b).
The first single hop scheme allows a link to be monitored independently of the data
paths crossing that link. From Figure 4.1, (Ethernet) data paths are defined by the
set of nodes crossed by the Ethernet flow in between a pair of edge routers within
the Ethernet interconnection LANs. As such, the single task of LBL detection is
to signal whether a link is up, or down. Whereas this provides a perfect mean
to determine if a link, and what link exactly has failed in a network, it does not
directly indicate the data paths or traffic streams over the network that are affected
by the failure. To tackle the latter, the failure detection mechanism needs to adapt
1In this paper the term Ethernet LAN (Local Area Network) refers to a network consisting of one or
more Ethernet segments (point-to-point or multipoint) interconnected via Ethernet bridges, using the
multipoint mechanisms of broadcasting, flooding, learning and learned forwarding (see reference [3]
for the standard specification).
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Figure 4.1: Failure detection over Ethernet
its scope to a specific end-to-end data path within the network. This allows to
indicate if a traffic stream following the monitored path from a given source to a
given destination, is affected by a failure. This type of detection, referred to as
E2E failure detection, does not give any information on the exact cause (what link
or node) of a failing end-to-end data path.
In the remainder of this section, we subdivide our analysis of existing failure
detection mechanisms into i) routing protocol dependent, and ii) routing protocol
independent failure detection mechanisms. The former includes Open Shortest
Path First (OSPF) Hello messages, whereas the latter includes Ethernet data link
layer detection mechanisms and Bidirectional Forwarding Detection (BFD).
4.2.1 Routing protocol related mechanisms
4.2.1.1 Open-Shortest Path First protocol (OSPF)
is a link-state routing protocol which maintains neighbor relationships (e.g. be-
tween the edge routers of Figure 4.1) by periodically sending OSPF Hello mes-
sages at every HelloInterval (Type 1 packets, see [6]). Routing adjacencies are
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Min Hello
Interval
Default
Hello
Interval
Targeted de-
tection time
Scope Layer Maturity
Routing protocol dependent
OSPF 1s 10s seconds LBL IP (L3) Stable, mature
OSPF+fast hello 1ms NA tens to hun-
dreds of ms
LBL IP (L3) Ongoing
RSTP 1s 2s seconds LBL Ethernet (L2) Stable, mature
Routing protocol independent
Hardware detection <1ms NA milliseconds LBL PHY (L1) Stable, mature
IEEE 802.1ag CFM 1ms NA tens to hun-
dreds of ms
LBL+E2E Ethernet (L2) Ongoing
BFD 1ms NA tens to hun-
dreds of ms
LBL+E2E Independent Stable, mature
Table 4.1: Failure detection overview
formed between selected neighboring routers for exchanging routing information.
The RouterDeadInterval is used to determine the number of seconds before the
router’s neighbors will declare it Down when they stop hearing the router’s Hello
Packets (by default, 4 times the HelloInterval). This event typically triggers the re-
convergence of the routing protocol for the new topology. By default, Hello timers
can be configured in the order of seconds (default value of 10s), with a minimum
of 1 second, resulting in a failure detection time ranging from 2 to 4 seconds.
Such detection time is too slow to allow seamless recovery of real-time services as
outlined in the Introduction. We validated these numbers by means of emulation
(see Section 4.4). Initiatives have thus been undertaken to increase the frequency
of transmitting Hello packets in OSPF (see e.g. [7]). However these approaches
never found broad acceptance, because OSPF was not initially designed for per-
forming fast link failure detection (but only detecting and maintaining neighbor
relationships). Indeed, decreasing the Hello timers would result into a high risk
of overloading the routing process because of the frequent sending and receiving
of Hello messages (which would be from 10 to 1000 times smaller than initially
planned). In addition, the lack of handshake mechanism to agree on the HelloInter-
val to be used between neighboring routers would result into manual configuration
of the HelloInterval, which is undesirable in larger networks.
4.2.1.2 (Rapid) Spanning Tree Protocol
The (R)STP protocol is a distance-vector routing protocol used in (VLAN-)bridged
Ethernet to i) construct a loop-free logical tree topology originated at the root
bridge (the tree spans all bridges of the entire Ethernet broadcast domain or sub-
domain), and ii) avoid broadcasted frames of being endlessly looped through the
network. STP, specified in IEEE 802.1d, is based on a break-before-make paradigm
(hence slow by construction). Subsequent attempts such as RSTP, specified in
IEEE 802.1w, consider a make-before-break approach with faster convergence
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time. The RSTP failure detection mechanism is also based on Hello timers (as
in OSPF). The Hello interval can be configured between 1 and 10 seconds, having
a default value of 2 seconds. A link is considered Down after a given number of
subsequent Hello messages is lost (3 by default, see [3]). The failure detection
mechanism of RSTP is still too slow given the Hello-interval granularity in terms
of seconds for the recovery of real-time services. More generally, none of these
additional mechanisms/extensions fundamentally solve the root cause of slow con-
vergence resulting from the count-to-infinity problem intrinsic to distance-vector
protocols. In practice, this means that only if the remaining topology after failure
does not include any cycle - and if the root bridge is not affected by the failure
- the re-convergence time is acceptable. If manufacturers declare quick(er) con-
vergence times, this is because of combination with hardware-detection (see next
section), and because they do not take into account worst-case topologies prone
to i) count-to-infinity, or ii) topologies with slow convergence properties such as
linear/ring topologies.
4.2.2 Routing protocol independent mechanisms
4.2.2.1 Hardware detection
The most obvious example of routing protocol independent failure detection is per-
formed at the PHY level (layer 1). Various PHY technologies support the detection
of the loss of signal at link level. The Ethernet PHY allows to detect decreases in
voltage between two links. While this provides for a sound and fast method for
failure detection (in the order of tens of microseconds), a major issue is that it can
only detect link-errors, meaning that remote link failures are by definition unde-
tectable in case the signal is terminated before reaching the destination.
4.2.2.2 Ethernet Connectivity Fault Management (CFM)
The ongoing IEEE 802.1ag standard defines a set of OAM mechanisms to help
operators in managing their bridged Ethernet environments. The CFM suite com-
prises loopback, traceroute, and continuity check functions. In particular, the last
function is interesting for failure detection in our research space. The idea consists
in supporting a multicasted heartbeat (short-length protocol data unit) along the
network, that is configurable at millisecond granularity. Unfortunately, the details
of IEEE 802.1ag protocols, are not yet standardized, nor implemented.
4.2.2.3 Bidirectional Forwarding Detection (BFD)
BFD, specified by the Internet Engineering Task Force (IETF, see [8]), positions
itself as a protocol to detect faults in the bidirectional path between two forwarding
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engines, including interfaces, data link(s), and to the extent possible the forward-
ing engines themselves, with potentially very low latency (tens to hundreds of
ms). In its asynchronous mode (base mode), BFD defines a Hello-protocol which
sends control packets between two end points at a negotiated transmission (TX)
rate and reception (RX) rate. Both rates range in order of microseconds. A three-
way handshake mechanism sets up BFD sessions. Sessions are declared Down if
control packets at one of either side arrive beyond a computed level of negotiated
transmission rates (using a multiplication factor with the remote TX). The demand
mode allows a system, once a BFD session is established, to ask the other system
to stop sending BFD control packets, except when the system decides to explic-
itly verify connectivity. In this case a short sequence of BFD Control packets is
exchanged, and then the system acknowledges the reception of this sequence of
packets. An additional Echo function provides an independent detection mode by
sending control packets to the remote system that itself loops them back through its
forwarding path towards the sender. BFD is being standardized for IP and MPLS-
environments ( [9]). BFD can be used over IP by encapsulating BFD control pack-
ets into UDP. When running over connectionless forwarding environments such as
IP, BFD supports link-by-link sessions (LBL or single hop, [10]), and end-to-end
sessions (E2E or multi-hop [11]).
Now, let us reconsider a part of the network from Figure 4.1a: a set of n LAN’s
having their edge routers connected to a (primary) Ethernet LAN. If we want to
apply failure detection between the edge routers using BFD over IP as currently
specified, we can set up n(n − 1)/2 LBL IP BFD sessions2, i.e. one session per
pair of routers. Though this scheme is valid, from the resource consumption per-
spective this mode of operation is not efficient, as it results into (n− 1) BFD ses-
sions running over every interface connecting an edge router to the LAN (N-square
scalability problem). Given the multi-access broadcast capable nature of the inter-
connection network (Ethernet), this results in a waste of resources, because (1) the
outgoing direction of the interface connecting a router to the multi-access network
does not take advantage of the fact that the (multi-access) LAN network itself can
replicate its BFD messages, and (2) every router needs 2 timers per other edge
router: one for scheduling the BFD message to be sent, and one to check if a BFD
message has been received sufficiently recent, while only the last one is needed.
In addition the Address Resolution Protocol (ARP) is needed to retrieve the MAC
addresses to be used for setting up the BFD sessions over IP. The observation that
the BFD definition from [8] does not account for the special nature of broadcast
and multicast capabilities of certain multi-access network technologies, is also ac-
knowledged by the multipoint BFD effort at IETF (see [12]). By relying on the
multicast nature of the underlying technology (again targeting IP or MPLS), a uni-
2no matter the underlying Ethernet LAN topology, at the IP layer nodes are only at single hop
distance from each other, resulting into the applicability of LBL BFD sessions
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directional multipoint BFD session can be set up from a head-end node to a set of
tail-end nodes enclosed by a multicast address. Sending BFD Control packets at
regular intervals, as determined by the TX value in the BFD Control packet header,
allows tail-end nodes to detect loss of connectivity with the head-end node. Three
possibilities to notify the head-end node are discussed in [12] in case of loss of
multicast connectivity: (1) (unreliable) asynchronous BFD feedback of the tails in
case of failure, (2) the head periodically triggers the tails to reply (poll-sequence)
with session status, and (3) request a poll-sequence but in case of failure initiate a
unicast BFD session-setup (on-demand unicast BFD session). Whereas these mul-
tipoint BFD extensions constitute definitely a step forward, they still inherit on the
characteristics of the IP layer (or the MPLS layer) and do not account for the spe-
cific nature of an Ethernet network. For the given network depicted in Figure 4.1a,
this makes the detection mechanism traffic dependent: point-to-point BFD ses-
sions (for unicast traffic) or multipoint BFD sessions (for multicast traffic). Thus
point-to-point BFD sessions are still required for detecting liveliness of links over
which unicast traffic is transmitted towards its corresponding destination address.
In particular, on a multi-access link/network, BFD Control packets are transmit-
ted with the source and destination addresses set as part of the corresponding IP
subnet.
Therefore, we suggest to extend the BFD specification such as to take benefit
of the properties specific to Ethernet technology and keep BFD mechanism inde-
pendent of the traffic exchanged between the two end-points of the session. It is
important to underline that the proposed mechanism is not transposable at the IP
level because multipoint BFD sessions can only ”detect” failures for multicast traf-
fic forwarding, i.e. upon failure, no conclusion can be drawn for what it concerns
unicast traffic.
4.3 BFD over Ethernet
Multi-access broadcast capable environments such as Ethernet LAN segments in-
herently allow for reaching any port (identified by their MAC address) within the
network. Instead of encapsulating the BFD packets into UDP messages over IP
datagrams, we suggest to encapsulate BFD packets directly into an Ethernet MAC
frame. In this scheme, the end points of the BFD sessions are directly identified by
the MAC addresses of the corresponding interfaces3. As depicted in Figure 4.1a,
whereas the edge routers are at multi-hop distance in the Ethernet layer. If we
apply BFD failure detection at the Ethernet layer between the given edge routers
at the Ethernet layer, we have two choices: (1) using E2E BFD sessions over Eth-
ernet, and (2) using Multipoint BFD (MP BFD) sessions over Ethernet. The first
3Source and destination addresses are only needed during BFD session setup, running sessions use
the discriminator field (see [8])
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option results again into the N-square scalability problem as described in Section
4.2.2.3. Indeed, except the addressing specifics, LBL BFD sessions over IP are
analogue to E2E BFD sessions over Ethernet. The second option is further de-
tailed in Section 4.3.1.
4.3.1 Bi-directional failure using Multipoint BFD over Ether-
net
True failure detection in an Ethernet LAN network as illustrated Figure 4.1a, needs
bidirectional failure detection capability between all nodes, taking advantage of
the multi-access property of the medium, independently of the properties of the
traffic being sent on the network. Setting up a single multipoint BFD (MP BFD)
session per node at the Ethernet layer is therefore sufficient. The scheme works
as follows: (1) Each node sets up a single MP BFD session for which control
packets have as source MAC address the local outgoing interfaces address and use
a well-known group MAC address as destination MAC address, (2) Each node
listens to the group MAC address on which they periodically receive MP BFD
control packets from (n− 1) sources. For this purpose, a well-known group MAC
address is dedicated to the BFD protocol such that ”edge routers” can listen from
senders. The actual group MAC address is taken from the set of reserved code-
points for MAC group addresses as specified by IEEE standards4. Setting up the
MP BFD session can be performed either manually for every node, or triggered
for all nodes once a first MP BFD session has been set up (the group MAC address
from the first session can then be re-used in order to trigger the other MP BFD
sessions). The MP BFD session reaches the Up-status, when all outgoing MP
BFD Control packets declare the session to be Up. Every node connected to the
Ethernet network receives thus (n − 1) MP BFD Control Packets having an Up-
status. In case one of these nodes does not receive any BFD Control Packet from
one (or more) sources after the calculated Detection Time, it declares the MP BFD
session Down. This means that the declaring node has lost connectivity with the
source of the MP BFD session. The Detection time is defined as the period of
time without receiving BFD packets. As for BFD for asynchronous mode, the
Detection Time is calculated as follows: at the receiving (local) node, this time is
equal to the value of DetectMult received from the remote node, multiplied by the
agreed transmit interval of the remote node5. The DetectMult value determines
the (minimum) number of missing packets in a row before declaring the session
Down. Figure 4.2 illustrates the scenario where 3 edge routers are interconnected
by a single switch6. Each edge router connected to the multi-access broadcast
4http://standards.ieee.org/regauth/groupmac/tutorial.html
5the greater of bfd.RequiredMinRxInterval and the last received Desired Min TX Interval (see [8])
6n = 3 and replace the primary LAN by a single switch from Figure 4.1
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capable network maintains thus one transmitting MP BFD head session and keeps
listening tail sessions to (n− 1) = 2 other MP BFD head sessions.
a
c
b
a a
a
b b
bc
c c
Figure 4.2: Asynchronous mode in MP BFD
On the contrary to existing mechanisms (see Section 4.2), the formulated Ether-
net-specific MP BFD scheme allows a given receiver to detect unreachability of
the sender, once the receiver does not hear from one (or a set of) sources, i.e. it
does not receive BFD control packets during a pre-determined period. Upon de-
tection (and declaration of the corresponding session down), the receiver assuming
bidirectionality in the Ethernet link layer, declares the logical link to that address
Down and can trigger re-routing at the IP layer (e.g. IPFRR). Applied on the net-
work from Figure 4.1a, re-routing can imply to route over the backup LAN instead
of routing over the primary LAN (or vice versa).
4.4 Performance in emulation
In order to evaluate the performance of the proposed MP BFD protocol scheme
over Ethernet, we implemented it in an emulation environment. This experimental
implementation allows us to benchmark the added value of the proposed mecha-
nism in terms of time and resource consumption efficiency.
4.4.1 Architecture and environment
The implementation of the MP BFD protocol over Ethernet is designed as an el-
ement in the Click Modular Router ( [13]) framework. The Click software ar-
chitecture allows for building flexible and configurable routers. A Click router is
assembled from packet processing modules called elements that can be linked to
each other into a directed graph representing the router configuration. Because
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Click does not comprise an OSPF-element as part of its suite of components, we
interconnected the Click router tables with the OSPF daemon from XORP ( [14]).
As a result, an edge router from Figure 4.1 can be emulated by a Linux PC, run-
ning both Click and XORP. A simplified node architecture of such router is shown
in Figure 4.3a. The resulting emulation network set up within the Emulab environ-
ment ( [15]) runs on the virtual wall of ilab.t at IBBT (where each node is emulated
on a dual core CPU of 2.0GHz).
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4.4.2 BFD over Ethernet
BFD failure detection was integrated into a new element of the Click Modular
Router software. As described in Section 4.3, the implementation does not rely
on UDP/IP for encapsulation of the BFD control packet. Instead, the BFD control
packet is directly encapsulated into an Ethernet frame using a custom (config-
urable) Ethertype7. It is important to underline once again that the encapsulation
scheme is not an implementation specific decision but plays a critical role in the
protocol architecture. Indeed, running MP BFD over UDP/IP would limit its ap-
plicability outside of the targeted scope of this paper. The element supports the
following BFD over Ethernet modes: Link-By-Link (LBL) BFD sessions, End-
to-End (E2E) BFD sessions, E2E BFD sessions over Carrier Ethernet tunnels
(see [1]), and MP BFD sessions (4.3.1). The Click handler interface triggers the
setup of BFD sessions. The setup can also be triggered using a socket interface,
such that new BFD sessions can be triggered from external applications (such as
Dragon GMPLS [1]). With the latter it is possible to send a feedback signal using
the same socket interface. The arguments needed to set up a BFD session are:
(1) the MAC address of the local interface (source node) and the remote interface
(destination node), the latter can be set to a group address for multipoint BFD as
explained in Section 4.3.1), and (2) the local interface identifier that leads to the
remote interface (e.g. eth1).
To test the CPU performance of our implementation, we set up a single hop
BFD session and hold it for 30 min using equal transmission (TX) and receiver
(RX) timer value. Figure 4.4a shows the average CPU usage compared to the
configured RX and TX values. Even with an experimental implementation, the
trend shows an exponential decay for decreasing RX and TX values.
In order to determine the lowest possible detection times (time performance)
that are possible using our implementation, the following experiment was set up
on a ring topology of 19 nodes. E2E BFD sessions over Ethernet were set up
with increasing hop-sizes, varying from 1 to 18 hops. Using equal values for the
transmission (TX) and receiving (RX) timers, we started setting both values at
both ends at 200 ms, using a multiplier equal to 3 (see Section 4.2.2.3). Next
we waited for 15 minutes. If the session did not time out for a single time, we
considered the session to be stable, then we decreased both timers in steps of 5 ms.
Meanwhile traffic streams varying from 100 Mbps to 1Gbps were sent through the
Click nodes. Using this methodology, the lowest, stable RX and TX values that
we found compared to the length of the paths they monitored (number of hops) is
shown in Figure 4.4c. This figure shows that failure detection times of 15 ms were
possible on our emulated network.
7The Ethertype field of the Ethernet frame header determines what payload is carried by the Ethernet
frame. Standard values are 0x800 for IP or 0x8100 for VLAN-tagged Ethernet frames
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Figure 4.4: Emulation results
4.4.3 XORP OSPF performance
A preparatory experiment consisting of 8 individual runs using XORP and Click
on the topology, confirmed the theoretical reconvergence times stated in Section
4.2.1.1. As illustrated in Figure 4.3b we found the fastest reconvergence time
of about 2.5 seconds on average by using 1 second for the HelloInterval and the
double for the RouterDeadInterval. When the HelloInterval was increased, we
found a linear trend in the reconvergence time, as it can be observed from Figure
4.3b.
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Figure 4.4: Further emulation results
4.4.4 OSPF vs. MP BFD over Ethernet with IPFRR
For the purpose of performance comparison between OSPF Hello vs. MP BFD
over Ethernet in combination with IPFRR recovery mechanism, we consider the
topology depicted in Figure 4.1a using 3 LANs/edge routers (n = 3). The goal
of this experiment is to compare throughput performance of standard OSPF-based
solution vs. MP BFD over Ethernet in combination with IPFRR when a link fails
in the primary LAN. In our setup, the TX and RX timers of the MP BFD sessions
are set to 5ms (with multiplier=3) and a failure is introduced at the third second.
Figure 4.4b shows the throughput graph (for constant traffic flow of 500 Mbps) of
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a pure OSPF-based solution compared to the approach combining MP BFD with
IPFRR. Where less than a percent packet loss happens for the latter during the third
second (failure detection time took 15 ms, IPFRR-switchover took another 15 ms),
the pure OSPF-based solution resulted in 100 percent packet loss for more than 2.5
seconds (resulting from the reconvergence time). This confirms the expected gain
in time performance. Figure 4.5 illustrates the time that is resulting from OSPF
failure detection, OSPF reconvergence, (MP) BFD failure detection and IPFRR
switchover. Figure 4.4d shows the gain in resources, comparing MP BFD with
E2E BFD over Ethernet for the given base network with 3 edge routers (ER’s).
Figure 4.4d makes clear that MP BFD consumes half of the bandwidth less on the
outgoing direction of the link towards the primary LAN. This obtained result is as
expected, because for the outgoing direction MP BFD relies on the multiplication
functionality of the Ethernet LAN.
In summary, the conducted experiments have proved the gain in terms of re-
source consumption and time performance of our implementation running (MP)
BFD over Ethernet. This closes the gap of a highly needed feature of IP routers
interconnected by LAN networking needing fast recovery.
4.4.5 Scalability analysis of MP BFD
Here below, we analyze the scalability of the MP BFD detection mechanism.
Given our base scenario of Figure 4.1a, investigating the scaling of the proposed
mechanism involves two main dimensions:
• The size (of the primary and backup LAN) topology, which influences: i) the
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ability to recover within the LAN using RSTP-based mechanisms and ii) the
values to be used for the RX and TX timers for the running BFD-sessions
between the edge routers. Because neither failure detection, nor recovery
using RSTP is envisioned (for reasons specified in Section 2.1) MP BFD
does not suffer from the scaling effects of the LAN-topology with respect
its influence on RSTP. However larger LAN-topologies do have an effect on
the RX and TX-timers that can be used in the MP/E2E BFD configuration,
as these timers need to be higher than the total delay (sum of propagation,
transmission, forwarding, and scheduling delay) from sender to receiver.
• Interconnecting more edge routers (increasing n) to both the primary and the
backup LAN, which scales as follows (independently of the underlying LAN
topology): i) Linearly increasing set of transmitting MP BFD sessions (using
the LANs broadcasting properties): 1 transmitting MP BFD session per edge
router, ii) Squared increase with respect to the number of listening MP BFD
sessions: every edge router listens to all other edge routers transmitting MP
BFD frames, i.e. n(n-1) sessions.
With respect to the transmitting side, the solution has better scaling proper-
ties than any existing failure detection mechanism between n network nodes. The
number of edge routers does not affect the timers’ values that can be used for
setting up the MP BFD sessions because their settings mainly depend on the di-
ameter of the network topology. Indeed, independently of the number of edge
routers, from the moment a failure is detected at the receiving nodes, the MP BFD
session is declared Down by that node. This detection time is only determined
by the DetectMult multiplied by the TX-time whose setting depends on the diam-
eter of the LAN topology. This diameter determines the total delay incurred by
the BFD packets transmitted from the sending node and the receiving nodes. The
LAN’s inherent broadcasting capability ensures that only one BFD frame needs to
be transmitted from the detecting node while guaranteeing that the frame will be
multiplied on branching points within the LAN network.
4.5 Conclusion and future work
This paper has shown the shortcomings of existing mechanisms for detecting fail-
ures between IP routers interconnected by Ethernet LANs. Therefore, a new mul-
tipoint BFD-variant over Ethernet has been proposed and evaluated by means of
emulation through Click and XORP. The presented MP BFD scheme: (1) acknowl-
edges the special character of the underlying data plane, by running directly over
Ethernet, (2) allows faster failure detection than the classical OSPF Hello mecha-
nism, and (3) uses less resources compared to E2E BFD sessions. The defined
mechanism enables a faster trigger of recovery switching from a primary to a
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backup Ethernet LAN in case a failure is detected in the former. Nevertheless,
it does not take into account the possibility that only connectivity between a subset
of the edge routers needs to be recovered, as it declares the entire MP BFD session
Down and triggers the switchover for all edge routers. Future work could consist
in detecting and determining which edge routers are affected by the failure by cor-
relating the errors, such that only a partial switchover is needed. Another aspect
that requires further investigation is the verification of the scaling performance that
would allow confronting the analysis detailed in Section 4.4 against a large-scale
execution of the proposed MP BFD scheme with IPFRR.
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5
Self-configuring Loop-Free Alternates
with High Link Failure Coverage
In this chapter, we extend the concept of Loop-Free Alternates (LFA) enabling
fast recovery in connectionless IP networks. Our scheme enables fully automated
configuration of the alternate forwarding entries, as well as covering almost 100
percent of potential link failures.
? ? ?
W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P.
Demeester.
To be published in Telecommunication Systems, Springer, 2012
Abstract A change in network topology triggers the re-convergence process of
routing protocols. The re-convergence time of current routing protocols (e.g.
OSPF) is constrained by the possibility of having transient loops due to the in-
dependent calculation of shortest paths between routers affected by a network
failure. Several IP Fast-ReRoute (IPFRR) schemes have been developed to pro-
actively calculate and install alternate forwarding entries almost instantaneously
once a topology update message is received, without causing temporary micro-
loops The IPFRR scheme which has been used most extensively so far makes use
of Loop-Free Alternates (LFA). While these are easy to configure, LFAs still re-
quire manual configuration, and the resulting ratio of covered link failures is only
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about 60 to 70 percent. This paper presents a logical extension of the Loop-Free
Alternate concept, proposes a self-configuring scheme to populate the correspond-
ing alternate entries, and evaluates the performance of the scheme with respect to
coverage, configuration time and path length in a simulation environment.
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Figure 5.1: Path of a packet entering at router d and exiting at router a in different
network conditions
5.1 Introduction
The Internet has evolved from a pure data-communication network towards a com-
munication network that transports various types of real-time network traffic such
as VoIP and real-time video. As a consequence, the resulting availability require-
ments of the network have severely increased. Carrier-grade network recovery in
today’s communication networks prescribes recovery times of maximally 50 ms
to avoid severe Quality of Service (QoS) decreases in the services carried over the
network. Unfortunately the above requirement cannot be met by the original rout-
ing infrastructure of the Internet, consisting of Interior Gateway Protocols (IGP)
to ensure that routing paths can be calculated within Autonomous Systems1 (AS)
such as OSPF [1], and Exterior Gateway Protocols (EGP) such as BGP [2] to allow
routing between different ASes.
In this paper we will further focus on the use of IGP link-state routing pro-
tocols such as OSPF, however the application of the proposed scheme can be ex-
tended to EGP-context. Several studies (e.g. [3]) have indicated that IGP protocols
can require between hundreds of milliseconds to even seconds to ensure full re-
convergence of the routing tables. As will be detailed in the next section, this is
a result of independently updating routing and forwarding tables between differ-
1a collection of connected Internet Protocol (IP) routing prefixes under the control of one or more
network operators who presents a common, and expectedly consistent routing policy to the Internet
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ent nodes in the network. As a result, the IP-FastReroute (IPFRR) framework was
developed by the Internet Engineering Task Force (IETF). IPFRR enables faster re-
covery times by pre-calculating routes which can be locally activated, immediately
after failure detection. The activated alternate routes by design avoid synchroniza-
tion problems between the update of forwarding tables in different network nodes.
However, while Loop-Free Alternates are currently the most popular IPFRR tech-
nique, due to its simplicity, it is unable to provide high network failure coverage,
as well as having automated population of the alternate entries. Therefore, we
propose a fast-rerouting technique extending the concept of LFAs to increase the
failure coverage of the technique, and provide a self-configuration scheme to au-
tomatically detect and configure the resulting alternate paths.
The paper is organized as follows. First, the problem which our approach is
targeting to solve is detailed in Section 5.2. Next, we describe existing work in
Section 5.3 in the context of the described problem, and position our solution in
the resulting space. In Section 5.4 we present the different aspects of our scheme
in detail, and Section 5.5 details the time-related aspects of our self-configuring
approach. Next, the proposed solution is benchmarked in Section 5.6, which re-
ports on the experimental results we have obtained by simulation when running
these procedures on topologies representative of core networks. Finally, Section
5.7 formulates the conclusions of the paper.
5.2 The problem of transient loops
Routers use local Forwarding Information Bases (FIB or forwarding table) that
stores forwarding entries each comprising the outgoing interface to be followed
by individual incoming datagrams for a given destination prefix. FIB entries are
derived from the routes calculated using topology information distributed through
routing protocols such as Open Shortest Path First (OSPF, [1]). These protocols
discover the local topology (link states) and distribute the discovered information
over the network using Link State Update messages.
Every router in a connection-less IP network, independently executes the above
process. Exchanges of link state routing information resulting from topology
changes (dynamic reaction to topological changes due to, e.g., link/node failures)
lead to the re-computation of the routing paths and reconfiguration of the corre-
sponding FIB entries (re-convergence). However, as every router performs the
routing path computation independently of other routers, transient (micro-)loops
may be formed during the periods when a network is re-converging due to in-
consistent FIB entries. This problem is inherent to any asynchronous distributed
routing protocol and caused by inconsistent FIB entries resulting from the propa-
gation time of the routing updates as well as the time needed to re-compute and
distribute FIB entries. Packets which are trapped into transient loops, never reach
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Figure 5.2: Overview of related work
their destination and are simply lost after TTL expiration.
This situation is illustrated in Figure 5.1. The figure depicts a network topology
of six routers, interconnected by links with a given cost. When all links are fully
operational, all datagrams entering the network via router d having router a as
exit point, follow the shortest path (d, c, b, a). If we consider the case in which
the link between b and c fails, router c almost directly re-calculates its routing
and forwarding tables, and determines router e as next hop for datagrams towards
router a. A micro-loop can now occur because router d and router e have not
yet updated their forwarding tables due to the timed needed to propagate the link
failure notification from router c towards d and e. The resulting transient loop
is as follows: packets entering the network at router d are forwarded to router c,
which sends them to router e using the updated forwarding table, while router e
sends them back to d. For every next hop, the TTL counter in the IP header will
be decreased. Once it reaches zero, packets will be dropped, resulting in packet
loss. This situation only disappears when both router d and e have updated their
forwarding tables accordingly.
5.3 Related work
The IPFRR framework proposed by IETF reduces the re-convergence time in
connection-less IP networks upon link failures. IPFRR relies on: i) pre-calculating
alternate forwarding entries unable to result into transient micro-loops, and ii) acti-
vating the pre-calculated entries upon link failure detection. As such, the resulting
re-routing time is minimal: the time needed for each node, after the occurrence
of a topological change, to use up-to-date FIB entries -without relying on the full
IGP re-convergence- along loop-free alternate paths for the maximum number of
destinations.
IPFRR techniques are applicable to a network employing conventional connec-
tion-less IP routing and forwarding. These should not be confused with MPLS
Fast-Reroute (MPLS-FRR) schemes allowing local protection in connection-oriented
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networks. Connection-oriented networks such as MPLS enable end-to-end con-
nectivity by explicitly setting up and reserving forwarding entries following a pre-
determined path. This requires protocols such as RSVP(-TE) [4, 5] to set up con-
nections in the network. This category of techniques has been extensively studied
in [6, 7].
IP Fast-ReRoute (or fast repair) techniques can be classified into the following
categories (see [8]), as illustrated in Figure 5.2.
5.3.1 Equal cost multi-path routing (ECMP)
Equal-Cost Multi-Path routing (ECMP [9]) is a routing strategy where next-hop
packet forwarding to a single destination can occur over two or more (shortest)
paths towards the same destination. In that case, packets are distributed accord-
ing to some rule (e.g. hash function) over the available next hops corresponding
to the determined paths. ECMP routing can be used in conjunction with most
routing protocols, since it is an independent per-hop decision that is limited to a
single router. Its main purpose is related to the substantial increases in bandwidth
it can offer, by ”load-balancing” traffic over multiple paths. As a side-effect, it
provides robustness to the routing. From the moment a failure affects one of the
found equal-cost paths, the alternate paths can still be used as repair paths. The
main drawback of ECMP results from its static behavior. Robust load-balancing
techniques relying on this principle have been proposed in [10].
5.3.2 Loop-free alternate (LFA) paths
A Loop-Free Alternate path [11] exists when a direct neighbor of the router ad-
jacent to the failure has a path to the destination that can be guaranteed not to
traverse the failure (loop-free neighbor condition). Applied to the example given
in Figure 5.1, node c can pre-configure an LFA towards destination a via router x,
if
d(x, a) < d(x, c) + d(c, a).
While no router x can be found in Figure 5.1, slightly modifying the topology as in
Figure 5.3 allows router g to be used as LFA, because sending a datagram to router
g won’t induce the datagram to be sent back. This example illustrates that not all
topologies can provide LFA protection for every possible link failure. The average
coverage on common networks (that is strongly dependent on the topology) shows
variations from 60 to 90 percent [12–14]. Indeed, when a link or a node fails, only
the neighbors of the failure are initially aware that the failure has occurred and only
neighboring node to the failure repair the failure. These repairing routers have to
steer datagrams to their destinations although most other routers in the network are
unaware of the nature and the location of the failure. A common limitation in most
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Figure 5.3: Modified topology allowing LFA from router c to router a upon link failure of
b-c
of the base LFA mechanism is its inability to indicate the identity of the failure
and to explicitly steer the repaired datagram around the failure. Consequently, the
extent to which this limitation affects the repair coverage is topology dependent.
An advanced LFA solution [15] consists in sequencing the FIB updates either
spatially (topologically ordered FIB update from far-end to the near-end neighbor
contiguous to the failure) or temporally (timely synchronized FIB updates). For
instance, ordered FIB update provides 100 percent loop-free convergence at the
expense of a FIB update time proportional to R.MAXFIB , where, R is the max
(hop) length among paths to edge r used to reach destination t (downstream SPF
neighbor prior to the failure) and MAXFIB is a network-wide constant that re-
flects the maximum time Tmax required to update a FIB irrespective of the change
required. Hence, degrades proportionally to the path length, i.e., FIB updates are
actually committed at the near-end after reception of a completion message trav-
eling back from the source of max (hop) length among path to edge r used to
reach destination t. This solution is not considered outside network maintenance
operation as it suffers from slow activation.
Whereas the alternate approaches in Section 5.3.3 try to change the underlying
forwarding model to improve coverage, an alternate approach consists of adding
links to the network, such as to improve the resulting coverage against link failures.
This type of study has been reported in [16].
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5.3.3 Multi-hop repair paths
When there is no feasible loop-free alternate path, it may still be possible to locate
a router, which is more than one hop away from the router next to the failure, from
which traffic will be forwarded to the destination without traversing the failure.
Multi-hop repair paths are more complex both in the computations required to
determine their existence, and in the mechanisms required to invoke them. Multi-
hop repair paths techniques can be further classified as:
• Mechanisms where one or more alternate FIBs are pre-computed in all routers,
and the repaired datagram is instructed to be forwarded using a ”repair FIB”
by means of a per-datagram signaling method involving, e.g., the detection
of a ”U-turn” [17].
• Mechanisms functionally equivalent to a loose source route that is invoked
using the normal FIB. These include tunneling-based approaches [18] that
consist in ”by-passing” the topology change by pre-configuring a tunnel
whose path is not affected that change. There are multiple variants of ”tunnel-
based solutions”: single-sided (near-end or far-end), double-sided (near-end
and far-end), and distributed (tunnel segments). They all suffer from the
same problems: i) computational complexity, ii) tunnel pre-configuration
and maintenance, and iii) impact on forwarding plane. Thus, they all involve
a high degree of configuration for tunnels that in turn decrease the forwarder
performance. Other mechanisms such as the Not-Via technique [19] employ
special addresses that are installed in the FIBs together with pre-computed
routes that avoid certain components of the network. This technique en-
capsulates the datagram to an address that explicitly identifies the network
component that the repair path must avoid. This produces a mechanism that
always achieves a repair, provided the network is not partitioned by the fail-
ure.
5.3.4 Objectives for improving Loop-Free Alternates schemes
The above section gave an overview on existing fast path repair/fast re-routing
techniques for connection-less IP networks. In practice, Loop-Free Alternates has
proved to be the most adopted approach in existing operational networks albeit
not capable of providing high failure coverage in all networks. Contrary to the
approach described in [16], this paper won’t propose techniques to extend the net-
work to improve coverage, but will propose an extension of the concept of Loop-
Free Alternates (LFA).
Our contribution is threefold: i) the proposed technique relies on distributed
learning of the loop-domain at each node and ”best-alternate path” to a given des-
tination. Both can either be performed on-line or by mining the link-state routing
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topology and the routing table (RT) entries; ii) the proposed re-routing scheme
does not assume modification of the link-state routing protocol operations out-
side of the transient re-routing periods (as alternate forwarding entries take local
precedence over default IGP routing entries). Once, the IGP has re-converged un-
flagging datagrams leads to the use of the primary path entries; iii) the coverage of
the proposed re-routing scheme is almost 100 percent. Relying on the described
properties, our approach aims to:
• Maximize the percentage of links (or nodes) that can be fully protected (i.e.,
for all destinations)
• Maximize the percentage of destinations that can be protected for all link
(or node)
• Minimize the stretch increase on the routing paths between source and des-
tination.
5.4 Our approach: self-configuring LFA/LFNs
This section proposes a self-configuring fast-rerouting technique relying on (and
extending) the concept of Loop-Free Alternates. The proposed approach consists
of three phases:
1. Loop-Free Node (LFN) detection: during this phase detection of nodes is
performed, which are not in the loop domain of their originating nodes with
respect to probed destinations. The loop domain is determined by the set of
nodes for which the loop-free neighbor criterion is not verified along certain
alternate routing paths before occurrence of topological change (when traffic
forwarded by node u and directed to destination t arrives at node v that
forwards this traffic along a path that reaches node u, i.e., v is a not loop-
free neighbor of u).
2. Loop-Free path configuration: the detecting node selects an alternate rout-
ing path that ensures loop-freeness up to loop domain boundaries by instan-
tiating an alternate forwarding entry on each intermediate node (pointing to
the loop-free neighbor).
3. Loop-Free path activation: upon failure occurrence, the node triggers that
loop-free alternate path (when traffic from node u directed to t arrives at
node v, the latter does not forward traffic along a path that reaches node u,
i.e., v becomes a loop-free neighbor of u).
After introducing the assumptions and preliminaries of our approach, all of
these phases will be detailed in the next sub-sections.
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5.4.1 Definitions and assumptions
The network topology is modeled as a weighted undirected graph G = (V,E, ω)
with positive edge cost omega, where V is the set of vertices or nodes (|V | = m)
andE is the set of edges or links (|E| = n). A non-negative cost function ω : E →
Z+ associates a cost u, v to each link (u, v) ∈ E. For s, t ∈ V , let d(s, t) denote
the cost of the path p(s, t) from s to t in G, where the cost of a path is defined as
the sum of the costs along its edges. We first introduce the following distinction:
• For the pair s, t ∈ V, s 6= t, if there exists a vertex u adjacent to ver-
tex s, (i.e., edge (s, u) ∈ E(G)) such that d(u, t) < d(s, u) + d(s, t),
i.e., u is a loop-free neighbor of s to destination t, then the path (v0(=
s), v1, . . . , vm(= t)) is a loop free alternate path where ∀i : d(vi, vm) <
d(vi−1, vi) + d(vi−1, vm).
• For the pair s, t ∈ V, s 6= t, if there exists a vertex u adjacent to vertex s,
(i.e., edge (s, u) ∈ E(G)) such that d(u, t) < d(s, t), i.e., u is a downstream
neighbor of s to t, then the path (v0(= s), v1, . . . , vm(= t)) is a distance
decreasing downstream path, where ∀i : d(vi, vm) < d(vi−1, vm). As a
particular case, neighbor u of node s is the downstream SPF neighbor of
s for destination t, if node u provides the shortest path to t according to a
shortest-path first (SPF) routing scheme.
Note that the set of distance decreasing downstream paths is a subset of the set
of loop-free alternate paths meeting the condition ∀i : d(vi, vm) < d(vi−1, vm).
We define the loop domain of node u ∈ V (G) as the set of node B(u) such that
if a path p(s, . . . , u, . . . , w, . . . , t) traverses node u and then node w it will loop
back via node u before reaching destination t, i.e., w does not sit along a loop-free
alternate path to destination t from node u.
5.4.1.1 Network assumptions
The proposed approach aims to accelerate the re-routing of traffic along loop-free
alternate routing paths in link state routing networks. Upon failure occurrence, the
failure detection technique is assumed to provide local information. Failure infor-
mation propagation does not rely on associated fast failure notification protocol
(operating next to the link-state IGP) or IGP parameter tuning. The only condition
for our approach to be operational is that the loop domain’s diameter is smaller
than the flooding domain of the IGP. Otherwise, the technique resumes as a best
exit-node selection to avoid loops inside the IGP routing domain but then relies
on neighboring domains for the alternate path to re-merge with the primary path
(outside the loop domain).
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Figure 5.4: Interface-specific forwarding
5.4.1.2 FIB structure assumptions
A router consists of a Routing Information Base (RIB) and a Forwarding Informa-
tion Base (FIB). In the context of this paper, the terms RIB and routing table are
used equivalently since we assume that a single routing protocol is running in each
routing domain. The FIB stores forwarding entries each comprising the outgoing
interface to be taken by individual datagrams for a given destination prefix. The
router model we use in this paper, allows to store as part of the FIB, an alternate
forwarding entry for any given destination prefix. The use of the alternate entry is
triggered by the indication of a flag (bit) in the header of an incoming datagram,
further referred to as the alternate flag. Datagrams are marked with this flag, once
a failure is detected on the link towards the next hop according to the primary
forwarding entry.
In our router model, the forwarding decision is also conditioned on the incom-
ing interface, which implies that the alternate entry for a given destination prefix
can be different for datagrams arriving at interface x, compared to those arriving
at interface y of a given router. This interface dependence allows us to keep using
shortest path routing on the primary forwarding entries. To ensure that the alter-
nate forwarding entries have node-wide significance, the identifier of the triggering
node (that is the node that flags the datagram) should be known and stored at con-
figuration time as part of the alternate entries and be included as part of the flagged
datagram. This is illustrated in Figure 5.4 below. The shortest path towards node
t from node s and b is via their direct link. On the other hand, if needed to use
node-wide significant alternate routing entries, this would force node t to choose
whether node s or node b is on the primary path (for datagrams arriving from any
interface on s).
If the primary next hop of node u along its primary path to a given destina-
tion becomes unreachable due to a link or node failure, then i) the datagrams for
that destination are flagged (as indicated before) and ii) the alternate forwarding
entry for the interface corresponding to the failing link or node is chosen to for-
ward the flagged datagrams along the alternate path. At node w, the use of the
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alternate forwarding entry must not result into flagged datagrams being sent back
to node u (rule.1). Along the alternate path, flagged datagrams arriving from pri-
mary interface (i.e., the interface corresponding to the next hop as indicated in the
primary forwarding entry) or more generally any interface if the identifier of the
triggering node can be retrieved from the incoming datagram, the alternate flag
will automatically trigger the use of the alternate forwarding entry to avoid loop-
ing behavior (rule.2). To avoid that the flagged datagrams loop back to node u, the
proposed technique comprises a cycle-free alternate path computation technique.
This technique is described in the next section.
Initial FIB configuration We initiate the primary FIB (pFIB) of all nodes us-
ing the usual shortest-path computation techniques for (connection-less) link-state
routing protocols such as OSPF or IS-IS. The alternate FIB (aFIB) stored at each
node is initially a copy of the pFIB, using the same next hop for on all interfaces as
the one determined by the shortest path calculation for the pFIB. With one notice-
able exception: the aFIB entry corresponding to the primary forwarding entry is
populated with the next hop according to the shortest path excluding the link indi-
cated by the primary forwarding entry. We will refer to this entry as the Alternate
Shortest Path entry (ASP entry). Note also that after configuration, the forwarding
entries for which the primary and the alternate next-hop for the same destination
are identical can be removed from the aFIB. Furthermore, FIB compression tech-
niques (one entry for multiple prefixes) can be used to reduce the memory space
used by the aFIB.
5.4.2 Loop-Free Node (LFN) detection
A Loop-Free Alternate (LFA) from a node u towards a node t indicates a next hop
which differs from the next hop node of the primary (shortest) path. However, as
previously discussed, such an LFA is not always available for a given (s, t)-pair2.
In the latter case, all potential next hops will return the datagram back to node s.
This implies that all neighbors of u are within its loop-domain with respect to t.
By definition, all nodes contained in the loop-domain, will return datagrams back
to the originating node.
Therefore, the first part of the proposed approach consists of each node u deter-
mining its loop domainB(u) with respect to each destination t that it can reach (as
indicated by its routing table entries). For this purpose, node u sends a probe mes-
sage towards destination t on the interface directed to one of its non-shortest path
from u to destination t. If the message returns to u (source of the probe message)
the message didn’t reach a node v located outside of the loop domain. We refer to
2remember that both source s and destination nodes t may reside outside the local IGP domain
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such a node v as a loop-free node (LFN), and refer to the path (u, . . . , v, . . . , t) as
the loop-free alternate path (or more synthetically p(u, v, t)).
5.4.2.1 LFN using BFS+
As indicated earlier, in order to ensure a loop-free alternate path from a node u
towards a destination t, the former needs to find a node (LFN) outside of its loop-
domain with respect to t. For this purpose, we devise an extended Breadth First
Search method (referred to as BFS+). The recursive mechanism works as follows:
• Send a probe message towards t via all neighbors of node u (hop count
diameter 1 from node u).
• If all probe messages are intercepted by node u, mark the visited nodes,
and repeat the procedure with the neighbors of the marked nodes (excluding
the already visited nodes) until at least one probe message reaches a node v
sitting outside the loop-domain of node u. Upon arrival of the probe message
at node v, the receiving node v, referred to as the loop-free node (LFN),then
sends an acknowledgment message towards node u.
• When multiple LFNs are found within a given diameter from node u, the
LFN is chosen such that the alternate routing path towards t has the lowest
similarity with the primary path from u to t3.
3The similarity of paths from two nodes towards a third, can be measured by actively storing tem-
porary forwarding states during the probing process, or using traceroute measurements as is performed
in [20]
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The BFS+ algorithm is illustrated on Figure 5.5. The loop-domain of node u
is indicated with the circle with dotted lines, containing the nodes p1 and p2. p1
and p2 are upstream nodes to u with respect to destination t. This implies from
these nodes, the shortest path towards destination t will always pass via node u.
Because these nodes are within hop count diameter 1, BFS+ will first send probe
via these nodes towards destination t. When the node u intercepts these probe
messages, BFS+ triggers probe messages to be send from hub nodes on hop count
diameter 2. Afterwards, the nodes p3 and p4 are tested. Both nodes forward the
probe message to t without passing node u, and thus are LFNs. However, because
the path taken from node p3 differs more from the primary path compared to the
path taken from node p4 (which uses the same last link towards t), p3 is elected as
the LFN by the procedure.
5.4.2.2 Learning from previous probes
Every node needs to repeat the loop-domain detection procedure for all destination
address prefixes it locally stores in its routing table. If the latter procedure is
executed independently for all prefixes, this can potentially result in a high number
of probes to be initiated by every node.
Nevertheless, the number of probes can be drastically reduced if the knowledge
of the loop-domain detection for one destination prefix can be re-used during the
loop-domain detection phase for other destination prefixes. The latter is illustrated
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in Figure 5.7. This figure illustrates that for a given source and destination node, all
nodes between the detected LFN and the destination, can potentially benefit from
using the same LFN. If we denote all the intermediate nodes between the LFN
and destination t as d1, . . . , dm, the same LFN can be used for all those nodes for
which the primary next hop in u towards d1, . . . , dm is the same as for t.
5.4.3 Loop-Free Path configuration
Inside the loop-domainB(u) of node u, along the non-shortest path that is selected
as the loop-free alternate path and to which the probe message sourced at node u
is forwarded, alternate forwarding entries are configured for that destination t.
Indeed, the default forwarding entries at these nodes for destination t refer to a
primary path that traverses node u. More precisely, ∀w ∈ B(u) node w does not
verify the loop-free condition, the path p(w, t) includes node u, i.e., p(w, u, t).
When the probe message reaches node v, that message is returned to node u with
the indication that no FIB entry configuration is required to reach destination t
(node v verifies the loop-free condition: d(v, t) < d(v, u)+d(u, t). Note that with
the BFS+ technique (as documented in Section 5.4.2.1), the loop-free alternate
path p(u, v, t) is the non-shortest path that differs the most from the shortest path
(considered as the primary path) before failure of a link incident to u along the
primary path from u to t, p(u, t) : v /∈ p(u, t).
Once an LFN node is discovered and selected using the previously described
BFS+ technique, the loop-free alternate path towards the LFN must be configured.
This operation is realized by installing the alternate forwarding entries along the
alternate routing path from node u (whose source of traffic is node s) to the LFN.
For this purpose, the node u sets its forwarding entry towards the LFN as its alter-
nate entry towards destination t. The same procedure is used as the indicated next
hop(s) until the LFN is reached.
The ALFA-learning (Automated Learning of Loop-Free Alternates) procedure
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executes the above LFN detection and LFN path-configuration processes from all
nodes towards all destinations. When a node detects that the outgoing interface
corresponding to the primary routing entry for a given destination is not available,
based on a loss-of-signal event or a Hello-timer timeout (as in OSPF), the alternate
forwarding entry towards the destination is used. This procedure will bring the
packet to the LFN (as it was previously configured to do so), and from then on,
shortest path routing entries will bring the packet from the LFN to the destination.
5.4.4 Loop-Free Path activation
Upon failure detection by node u (assume, e.g., the failure of one of the links inci-
dent to node u along its primary path towards destination t), the loop-free alternate
path is activated. The action of activation by node u of its loop-free alternate path
p(u, v, t) refers to the triggering operation of the alternate forwarding entry along
the loop-free alternate path inside the loop domain of node u, B(u). The alter-
nate forwarding entries are triggered from the reception of datagrams including as
indication in their header4 that these datagrams were re-routed by node u along
the loop-free alternate path. Activation of the alternate forwarding entries is per-
formed until reaching node v. Outside of the loop-domain of node u, datagrams
remain flagged but without triggering any action at the nodes traversed by these
datagrams (the alternate and the primary forwarding entries are indeed identical).
This condition is sufficient to guarantee that the path p(v, t) followed by the data-
grams leaving the loop-domain is loop-free, i.e., as long as the path p(v, t) is the
distance decreasing SPF downstream path to destination t (the path p(v, t) does
not re-enter the loop domain of node u). When exiting the local routing domain
(i.e., the link state routing protocol flooding domain), the datagrams flagged by the
re-routing node u are unflagged by the boundary node of the domain.
Alternate FIB configuration As previously explained, upon occurrence, once
a single failure is locally detected by a given router, incoming datagrams directed
towards the affected destinations are flagged, and the datagrams are forwarded
according to the alternate forwarding entry (the ASP entry as defined here above).
However, because downstream routers still forward flagged datagrams according
to their locally computed shortest path, it is likely that the flagged datagrams will
be looped back to the flag-originating-node (FON), causing a forwarding loop. To
avoid forwarding loop situations, we combine two techniques: i) the discovery of a
node referred to as the loop-free node (LFN) which sits outside of the loop-domain
of a given node with respect to a given destination, and the LFN is out of the loop-
domain of the given node with respect to the LFN itself, and ii) the configuration of
4This could be a specific flag (one bit is sufficient) in the IP header. Currently such a field has not
been standardized yet.
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Figure 5.8: Time model of ALFA
the aFIB entries along the path towards the given LFN, this path is the one referred
to as the alternate path. The loop-domain of a given node u for a given destination
t is defined as the set of downstream nodes (with respect to the directionality of the
traffic flow towards destination t) that forward incoming datagrams received from
node u along a path that traverses node u. Once flagged, the datagrams reach the
LFN, the path followed according to the rest of the aFIBs lead to the destination
without looping back to the original node again.
5.5 Time model of the self-configuration process
This section formulates a time model of the ALFA procedure. This model allows
to characterize the time needed to find a loop-free node, to configure the corre-
sponding alternate entries, as well as the resulting recovery time. For this purpose,
we make the following assumptions:
• all links in the topology have the same characteristics, resulting in equal
propagation time Tprop (for example 800µs)
• the processing time of a control message by each node is Tctrl (for example,
5µs)
• the time needed to configure an alternate FIB entry is Tconf (for example,
10µs)
• Tgen denotes the time needed to generate a message (either a probe or an
acknowledgment, for example, 10µs)
• in case of link failure occurrence, Tdet denotes the local failure detection
time (in the node adjacent to the failed link, for example, 20ms)
SELF-CONFIGURING LFA 137
• the time needed to activate an alternate forwarding entry is Tact (for exam-
ple, 10µs)
• the path length in hop count between node a and node b are reflected as
H(a, b)
If we take the above into account, the ALFA procedure requires the following
time to find and configure a loop-free alternate towards a given destination (re-
ferred to as t) from a given node (indicated as u), in case the pure BFS-search is
used.
Talfa(u,t) =
n−1∑
i=1
Tfprobei + TLFNprobe + Tconf(LFN)
The formula reflects that the time required by the ALFA procedure for a given
node pair can be decomposed into i) the time needed to perform n−1 probes, each
referring to probes that pass via nodes within the loop-domain and returns to the
probe initiating node, followed by ii) the time needed to find the LFN node sitting
outside of the node u loop domain (remember that the LFN node stores a routing
entry for a shortest path to destination t that does verify the loop-free condition),
and iii) the time needed to configure the path towards the LFN.
A probe consists of three parts: i) the time to generate of the probe message
by node u, Tgen, ii) the time needed to propagate the probe message from node u
towards the probed node pi, T(u,pi), iii) the processing time by node pi, Tctrl, and
iv) the time needed to return the probe message from pi to the originating node u,
T(pi,u). This results into the following formula:
Tfprobei = Tgen + T(u,pi) + Tctrl + T(pi,u)
Components of the form T(a,b) reflect the time needed to forward a control
message (in this case a probe packet) from node a to b along the shortest path. For
given propagation and control packet processing times, this can be written out as
below.
T(a,b) = H(a, b).Tctrl + (H(a, b) + 1).Tprop
The time needed for probes reaching the LFN node v, consists of five parts: i)
the time to generate of the probe message by node u, Tgen, ii) the time needed to
propagate the probe message from node u towards the probed node v, T(u,v), iii)
the processing time by node v, Tctrl, and iv) the time to generate an acknowledg-
ment message Tgen, and v) the time needed to return the acknowledgment message
from v to the originating node u, T(v,u). This results into the following formula:
TLFNprobe = 2Tgen + T(u,v) + Tctrl + T(v,u).
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Once the LFN node v has been found, the last step of the procedure consists of
configuring the alternate entries along the path from the initiating node u to node
v, as shown in the formula below.
Tconf(v) = H(u, v).Tconf + (H(u, v) + 1).Tprop
+Tgen + T(v,u)
The resulting formula reflects that: i) each node along the alternate path from
node u towards LFN node v needs to perform a FIB configuration action, which
requires Tconf each, ii) the LFN node v generates an acknowledge packet (to indi-
cate successful alternate path configuration), and iii) the resulting acknowledgment
is forwarded back towards the originating node u.
The above time model characterizes the time consumed by the ALFA scheme
when a pure BFS LFN-search is performed. Upon the application of BFS+, a
small number of additional steps is needed. In this case, the ALFA procedure is
not stopped when the first LFN is found but continued until all nodes within the
same distance of the originating node u are probed. This will potentially result
into an additional number of probes (Tfprobe’s) and
(TLFNprobe’s).
Depending on the use of ALFA as a protection (pro-active configuration of the
alternate entries) or a restoration scheme (re-active configuration of the alternate
entries), the resulting recovery time when a failure is detected is as follows.
Tprot = Tdet + Tact
Trest = Tdet + Talfa(u,t) + tact
5.6 Experimentation
5.6.1 Environment
To evaluate the proposed self-configuring ALFA scheme, a custom-made simula-
tion environment was developed using Python and C++ optimizations. The default
routing behavior (primary routing entries) of the benchmarked networks follows
shortest path routes as configured by a distributed link-state routing protocol such
as OSPF. To obtain representative results, the computed routes were randomized
and made independent between the nodes in the network. This implies that, if
multiple shortest paths are available between two network nodes, every run will
randomly choose a route, and configure the routing tables accordingly. This per-
formed independently on every network node. Every experiment has been re-run
SELF-CONFIGURING LFA 139
Network Nodes Links DegreeMIN AVG MAX
abilene 11 14 2 2.55 3
nobel-us 14 21 2 3.00 4
nobel-ge 17 26 2 3.06 6
garr 22 36 2 3.27 9
nobel-eu 28 41 2 2.93 5
geant2 30 47 2 3.13 8
renater 36 49 2 2.72 7
cost266 37 57 2 3.08 5
germany5 50 88 2 3.52 5
xwin 57 77 2 2.70 6
Table 5.1: Network topologies
100 times with these randomized settings, and the reported quantitative results are
averages over these runs.
5.6.2 Network topologies
A set of 10 representative reference networks was used for evaluating the described
techniques. Most of these networks are known for research purposes (e.g. [21]), or
are research networks themselves. The number of nodes of these networks ranges
between 11 and 57 nodes, and their node degree is in the range between 3 and 9.
For some of these topologies, single connected nodes have been removed, because
alternate routing paths are not possible for these anyhow. The properties of the
reference networks are summarized in Table 5.1.
5.6.3 Benchmarked techniques
The techniques with the following labels were benchmarked:
1. random: this technique refers to the configuration of usual shortest path
routing entries as performed by a link-state protocol such as OSPF, aug-
mented with random alternate entry routing entries (the only requirement is
that the alternate next outgoing interface is different from the primary out-
going interface).
2. learn backup ipfrrlf: this technique refers to the configuration of Loop-
Free Alternates (also referred to as FRR-LFA) as backup entries as discussed
in Section II.B [11], if they are available. Finding a loop-free alternate entry
is performed by probing the paths from nodes’ neighbors to check if they
loop back towards the originating nodes.
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3. learn backups alfa: alternate forwarding entries are configured using the
proposed ALFA technique from Section 5.4, which finds Loop-Free alter-
nates using the BFS+ method. In this case, the LFN is chosen within the
diameter of the closest node out of the loop-domain, having a path towards
the targeted destination which differs maximally within the probed neigh-
borhood.
5.6.4 Results
This section discusses the performance of the mentioned techniques with respect
to their ability to cover link failures (coverage), their consequences on the result-
ing length of the backup paths (stretch), their communication cost for learning
adequate entries, and their sensitivity with respect to network characteristics.
5.6.4.1 Analysis of the required number of probes
Apart from the link failure coverage and other performance measures, which will
be discussed in detail later, it is crucial to have an idea for the resulting number of
probes which are triggered over the network, to avoid that the network is flooded
with probes. For this purpose, we evaluated two variants of probing: i) probing as
induced by the BFS+ process (referred by the straight line), as described in Section
5.4.2.1, and ii) reduced probing relying on learned LFNs (referred by the dotted
line) as described in Section 5.4.2.2.
Figure 5.9 illustrates that the majority of LFN searches need less than five
probes to find an adequate LFN using BFS+. In case learning optimizations are
used, the average number of probes decreased by at least 25 percent. While the
upper bound on the required number of probes was in most networks not more than
20, the renater, germany50 and xwin network had larger spread in the number of
probes required (up to 40 probes needed for some LFNs in xwin).
5.6.4.2 Analysis of the size of the loop domain
Next to the concept of an LFA, which provides an alternate forwarding entry to-
wards a destination’s primary next hop is unavailable due to a link failure, we
introduced the LFN as a node along an LFA routing path which can be located
more than one hop away from the originating node. From this perspective, it is
interesting to investigate the distribution (or histogram) of hop counts between the
originating node and the number of discovered LFNs, for a given execution on a
given configuration of routing tables for the given topologies as depicted in Figure
5.10. This figure illustrates the added value of our approach with respect to the
existing LFA approach. This can be observed by the portion of LFNs which is at
a hop count distance of more than one. Whereas for most investigated topologies,
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Figure 5.9: Distribution of the number of probes needed before LFN is found for a given
source-destination pair
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LFNs are at most two hops away from the originating node, the histograms of the
renater and xwin network illustrate a ”longer tail” in the resulting distribution. In
these networks, only a small fraction of the LFNs was found to six hops away
from the originating node. This might be explained by the fact that these networks
contain sets of nodes which are only connected through cycles. If the distance be-
tween the LFN and the originating node in those cases is considerably closer via
the left part of the cycle which interconnects the originating node with the network,
loop-free alternate paths must go sufficiently far along the right part of the cycle
to avoid that the resulting probes would return via the originating node. In other
words, the loop-domain of network nodes which are mainly connected via a cycle
can be rather large. Adding shortcuts in the resulting cycle would thus decrease
the size of the resulting loop-domain. In its extreme, if only sufficient links are
added, the resulting loop-domain could be reduced to a diameter of one hop. The
latter is exactly the idea which is the basis for the research done in [16].
Whereas the results of Figure 5.9 provided an indication on the required prob-
ing effort, Figure 5.10 gives an indication of the required configuration effort. The
longer the distance (in hop count) from the originating node to the LFN, the more
configurations of alternate entries are required (cfr. Section 5.4.3 and Figure 5.5).
In addition the resulting hop count distribution of LFNs illustrates that not only
the average number of probes is very limited (cfr. previous section), but also that
a very high percentage of probes remains very local to the originating node.
5.6.4.3 Coverage
For each topology (see Table 5.1), every possible single link failure was simulated.
When a configured alternate forwarding entry (using one of the three presented
techniques) is not able to recover the connectivity between all network nodes for a
given link failure, the link is considered to be uncovered. The percentage of links
which cannot be fully recovered upon link failure is denoted as the link failure
coverage of the technique (the complement of this percentage denotes the percent-
age of links which can induce cycles among at least one source destination pair).
Figure 5.11 depicts the link failure coverage of all considered re-routing schemes
on all evaluated networks. From this figure, we may observe that provisioning
randomly alternate entries is (as expected) is only able to cover 20 to 50 percent
of the link failures. FRR-LFA is able to cover larger percentages of link failures,
typically between 50 and 80 percent. The ALFA technique which we propose is
able to cover almost all link failures, or at least 95 percent. The probability that a
link failure will cause a cycle when selecting the alternate routing path between a
random pair of nodes can be calculated, by evaluating the connectivity between all
pairs of nodes, for all possible single link failures. Figure 5.12 shows the resulting
end-to-end cycle probability induced by a single link failure for the experimented
networks for all the considered schemes. One can observe from this figure that the
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Figure 5.11: Average link failure coverage vs. topology
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Figure 5.12: Average failure probability vs. topology
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Figure 5.13: Average communication cost vs. topology
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probability that a cycle occurs between a given pair of nodes is highest when only
providing random alternate entries, and lowest - close to zero - when using the
ALFA scheme. For small networks, the difference between provisioning random
alternate forwarding entries and FRR-LFA is negligible.
Network Default ReducedMIN AVG MAX MIN AVG MAX
abilene 0.12412 0.18055 0.22083 0.09188 0.14772 0.21119
cost266 0.55599 0.93187 1.55045 0.36584 0.61421 0.94127
garr 0.24987 0.43363 0.83345 0.19345 0.35004 0.67867
geant2 0.36108 0.64775 1.19942 0.26918 0.46562 0.83510
germany50 0.73973 1.38857 2.07243 0.46899 0.87714 1.34882
nobel-eu 0.41582 0.62480 0.97031 0.25464 0.41695 0.69477
nobel-germany 0.21922 0.32173 0.48526 0.18698 0.26180 0.44172
nobel-us 0.20150 0.32054 0.49486 0.13864 0.25941 0.36591
renater 0.48997 0.93456 1.72960 0.33526 0.65577 1.25889
xwin 0.88634 1.94861 3.83970 0.56727 1.20505 2.54612
Table 5.2: Total time (in seconds) needed for self-configuration in different nodes in a
network
5.6.4.4 Stretch
The previous metric measured the quality of the protection techniques in terms
of the proportion of link failures they can potentially (fully) recover from. How-
ever, this metric doesn’t give us information on the quality of the resulting alternate
routing paths with respect to the path length. It may be expected, that higher recov-
erability could have a detrimental influence on the resulting path length. To assess
this assumption, we calculate and depict the average stretch of the alternate routing
paths of all techniques in all networks in Figure 4. The stretch metric indicates the
ratio of the length of the alternate routing path (in hop count) vs. the length of
the shortest routing path when no failure occurs. When the alternate routing path
has the shortest length, the stretch is equal to 1. The average stretch calculates the
average ratio over all resulting path lengths. Figure 5.14 illustrates that the length
of the selected alternate paths taken out of all experimented techniques is at worst
10 percent longer than the (primary) shortest path between two nodes. FRR-LFA
in general uses the shortest backup paths. This may be a consequence of the fact
that, when using LFAs, only the first hop is different from the (primary) shortest
path in the network, while the ALFA technique may use longer detour paths to
ensure that the packet is out of the loop-domain of the failure detecting node. This
explains the higher stretch values for the ALFA technique.
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Figure 5.15: Distribution of the configuration time (in s) per source-destination pair
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5.6.4.5 Communication cost
Finding adequate alternate routing paths ensuring that no cycles occur requires
some probing and learning activity in the network. Clearly techniques relying on
probing lead to a cost with respect the number of probing messages. Both FRR-
LFA and the ALFA technique involve probing: the first probes for a loop-free
alternate neighbor, the second probes for a node out of the loop-domain of the
failure detecting node. Figure 5 depicts the number of probing messages that were
needed before the required techniques converged. The results illustrate that ALFA
has probing communication cost between 20 percent (for the smallest networks)
and 270 percent (for the largest) higher networks.
5.6.4.6 Time evaluation
The time model specified in Section 5.5 allows us to derive an indication of the
time that is required to execute the proposed self-configuration process over all
source-destination pairs for the considered network topologies. The parameters
that were used to evaluate the required configuration time are:
Parameter Value
tprop 800µs
tctrl 5µs
tconf 10µs
tgen 10µs
tdet 20ms
tact 10µs
Table 5.2 lists the minimum, average and maximum time needed for calcu-
lating all alternate paths in a node of a network, for both the default BFS+ LFN
search scheme, as well as the reduced probe scheme. It can be read from the table
that average configuration times needed by nodes in the investigated networks are
between 0.2 s and 2 s using the BFS+. Using the probe reduction method defined
in Section 5.4.2.2, the required configuration time could be reduced between 20
and 40 percent. The maximum time needed by a node, and consequently the time
needed by the entire network for complete self-configuration was less than 4 s in
the investigated networks (maximum of 3.8 s in the xwin network). Given the fact
that the entire self-configuration process can happen in background, this is a very
acceptable number.
Closely related to the number of required probes (Section 5.6.4.1), Figure 5.15
depicts the distribution of the required time that is needed for finding an LFN and
configuring the related alternate entries in a network. While the resulting time
range can change significantly among the networks (leading to maximally 0.4 s
for 1 entry), the average time needed for handling one entry is very close in all
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networks. The large majority of LFNs requires about 0.024 s to handle one entry.
If the optimized LFN search is used, the resulting time is reduced with about 30
percent, leading to 0.0174 s.
5.7 Conclusion
IP Fast-ReRoute techniques enable carrier-grade recovery in connectionless IP net-
works. Upon network failure detection, these techniques activate pro-actively cal-
culated alternate forwarding entries to forward received traffic along an alternate
path. The currently most adopted IPFRR-technique makes use of Loop-Free Al-
ternates. While this is simple to apply, the scheme is not able to provide full link
failure coverage and has no automated configuration scheme. In this paper, we
proposed a self-configuring extension of Loop-Free Alternates (LFA) to automat-
ically populate the alternate routing entries which operates without modifying the
link-state routing protocol operations outside of the transient re-routing periods
(as alternate entries take local precedence over default IGP routing entries). Using
a simulation environment, we evaluated the performance of the proposed scheme
with respect to the failure coverage, the required time for self-configuration and
the resulting path length (stretch), on a representative set of 10 network topologies.
Results show that our technique provides nearly 100 percent link failure coverage
with an alternate path length at worst 10 percent longer than the (primary) shortest
path.
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Concluding remarks
The omnipresence of the Internet and its critical position in our modern infor-
mation society imposes hard requirements on the recoverability of the network.
However, the ever-increasing network usage, number of network devices and dif-
ferent types of network equipment impede the routing and resiliency challenges of
the network, and the management tasks of the network operators in charge.
In this dissertation, novel routing and recovery schemes were designed, im-
plemented and evaluated on connection-oriented Ethernet (Carrier Ethernet) and
connection-less IP routing. In the next subsections, we recapitulate the contribu-
tions of the performed research, and put them into the context of recent trends in
future network architectures, enabling directions for future work.
6.1 Routing and resilience in Carrier Ethernet
Traditional connectionless Ethernet technology, as used in LAN environments,
lacks more advanced features such as wide-area scalability, guaranteed recovery
times in the order of ms, traffic engineering and OAM capabilities which are de-
sired in carrier networks. However, Ethernet switches are cheap, easy to manage
(as almost no control software is required), and the supported bandwidth is high
(up to 100 Gbps connectivity). For this reason, Ethernet Label Switching (ELS)
was designed, implemented and evaluated in this thesis.
The resulting connection-oriented switching technology enables traffic engi-
neering and recovery capabilities such as protection and restoration of paths and
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path segments, which previously were only available in MPLS networks or optical
network technologies. The work presented in Chapter 2 implemented and evalu-
ated ELS in a realistic emulation environment. In the performed experiments, ELS
was able to achieve high throughput and fast recovery times (sub 50 ms) in combi-
nation with BFD failure detection for point-to-point Label Switched Paths (LSP).
Distributed control was made possible through the protocols of the GMPLS suite.
Appendix A evaluated the setup and fast recovery of multipoint connectivity in the
context of video streaming, and the interoperability of the ELS implementation
was evaluated in Appendix B. Demonstrations at various European events confirm
the readiness of the technology (see Section 1.7).
The performed experiments and research illustrate that Carrier Ethernet as im-
plemented by ELS forms a capable alternative to connection-oriented IP/MPLS
technology. Compared to circuit-switched optical technology, the benchmarked
technology allows topological flexibility (meshed networks rather than ring topolo-
gies as in SDH), and can additionally benefit from statistical multiplexing (see
Section 1.3.4).
6.1.1 Future directions and trends of Carrier Ethernet
Whereas performed research confirms the feasibility of Carrier Ethernet on top of
commodity hardware, it remains an open question if the total cost for the network
operator will be effectively lower when using Carrier Ethernet solutions compared
to existing alternatives. Many market-related factors influence this situation.
In general, control software significantly increases the equipment price of rou-
ters and switches [1]. This is usually a consequence of the service contracts which
are required for software maintenance, upgrades and support. However, for ex-
ample ELS allows to re-use existing Ethernet VLAN-switching hardware not re-
quiring any pre-installed control protocols (xSTP and MAC-learning even should
be disabled). For the control part, network operators can rely on their own or
third-party control software (e.g., GMPLS). From this angle, the proposed Carrier
Ethernet architecture can be interpreted as a first step in the direction of control/-
data plane separation. This increases the freedom of the network operator and the
ability to evaluate multiple network control options. In addition, the possibility of
being able to choose between different management or control suite implementa-
tions will open the market for control software, which most probably will result
into cheaper cost control software. This is confirmed by the studies performed
in [2].
Instead of sticking to Ethernet switching technology, two recent control/data
plane separation evolutions push the idea even further:
1. OpenFlow:
Instead of restricting connections to the L2-level, OpenFlow packet-based
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switching technology [3] enables the setup of connections via any combina-
tion of header fields of L2/L3 packet headers. This enables a much wider
connection concept than before, allowing almost unlimited scalability, vir-
tualization and layering. The control of a network of OpenFlow switches
is done via the OpenFlow protocol which can be steered by any software
platform. The latter possibility gave rise to Software Defined Network-
ing (SDN). Any type of routing diversity and recovery can be provided in
these networks relying on a centralized software platform (possibly using
distributed control devices) which has a global view of the topology.
2. FORCES:
The FORCES initiative [4] at IETF is an alternative proposal to separate the
interface between the forwarding and control elements. In this proposal, the
forwarding plane is not restricted to any switching mode (connection-less or
connection-oriented), and does not directly target SDN. Its main target is to
allow reconnecting existing forwarding (e.g., OTN switch, Ethernet Switch,
IP router, etc.) and control elements (GMPLS implementation, OSPF im-
plementation, etc.) in a transparent and custom manner. This will enable
the reconnection of different forwarding and control components, increas-
ing the competition on the market between players with similar software or
hardware products.
6.2 Network recovery in connection-less IP networks
The dynamics of current communication networks in terms topology changes, and
variability in network usage (traffic), becomes a factor of increasing importance.
Whereas the phone traffic or even the data traffic of the early days of the Internet
was rather stable and predictable, today’s Internet traffic reflects every change in
our global society. To cope with this situation, network operators over-provision
their networks. The resulting situation illustrates that the control schemes driving
network routing need to include more adaptiveness and automation in their design.
In this context, traffic-informed network recovery was evaluated, as well as self-
configuring network recovery in the context of connection-less IP networks.
6.2.1 Traffic-informed network recovery
The research documented in Chapter 3 illustrated that network recovery may profit
from applying learning functionality on network traffic. Indeed, when IP routers
update their routing tables upon failure detection, a number of forwarding/routing
entries can be affected and needing to be updated. As long as an entry is not
updated, related network traffic is lost. Current IP routers do not involve network
traffic information during this unordered process. This results into more packet
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Figure 6.1: Learning-enabled routers
loss than is strictly needed. Whereas the initial studies of [5] on simulated network
traffic raised high expectations in terms of potential packet loss reduction, later
studies illustrated that real network traces behave very dynamic, which decreases
the potential of using the most obvious network traffic models. We investigated
the possible gain of this idea and validated on realistic network traces that using a
network traffic model capturing the short term dynamics of network traffic could
help in ordering and optimizing the routing table update.
One of the drawbacks of the proposed solution is that it requires learning at
wire-speed. Traffic sampling methods could be evaluated, however the added value
of these s probably limited, given the short time scale to be considered. From this
perspective, the question remains if the potential gain of the proposed mechanism
outweighs the resulting cost in terms of high speed hardware that would be re-
quired. In this context, applying learning patterns in control traffic as applied
in [6] is more practical.
6.2.1.1 Future directions and trends
The idea of implementing traffic learning and adaptivity abilities into routers is in
line with trends in recent research towards self-adaptive network elements. The
recently finished ECODE project1, proposes a novel router architecture which ex-
plicitly includes a (machine) learning component within the design of a router. The
architecture is illustrated in Figure 6.1. This component allows bringing learning
within the control loop of the network, such that routing, forwarding or admission
control can be adapted as a direct consequence of learning applied on data or con-
trol traffic. This requires traffic monitoring points, adequate aggregation/sampling
methods, and can potentially involve pattern analysis (e.g., for anomaly detection),
modeling and/or prediction. Learning-related information can be distributed over
1lead by D. Papadimitriou from Alcatel-Lucent Bell, see http://www.ecode-project.eu/
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the network to improve distributed learning and help cooperative behavior to im-
prove the adaptiveness of the resulting routing infrastructure.
6.2.2 Self-configuring recovery
IGP-based routing is still widely used within today’s networks. They scale rela-
tively well, and require limited management effort from the network operator. The
latter aspect is becoming increasingly important in a network infrastructure which
is continuously growing and existing of more and more heterogeneous equipment.
On the other hand, many network operators refrain from using these routing pro-
tocols in their backbone networks because of the low guarantees that can be given
regarding the recovery time in case of network failures, which can be in the order
of seconds to minutes.
For this reason, IP-FastReRoute (IP-FRR), and in particular Loop-Free Alter-
nate (LFA) schemes have been designed and deployed. The underlying idea of
these schemes is that alternate routes could be calculated pro-actively, and directly
activated once a failure is detected. As a drawback these approaches are typically
only able to recover from 60 to 70 percent of the link failures, and require config-
uration effort by the network operator.
Chapter 5 proposed a self-configuring Loop-Free Alternates with increased
(near 100 percent) link failure coverage. This approach initiates search probes on
an individual node basis, resulting in automated configuration of alternate entries.
Upon failure occurrence, the loop-free alternate entries are activated in order to
reach the destination. The activation of the effective switch-over could be driven
by a failure detection scheme such as BFD. Chapter 4 extended BFD for efficient
failure detection between IP networks interconnected via an Ethernet multi-access
segment.
6.2.2.1 Future directions and trends
The proposed approach matches with the increasing need for a closed control loop
in communication networks. Often, this is driven from the angle of network man-
agement where it is realized that the ever-growing network sizes, and the related
network diversity result into an almost impossible challenge of efficient network
configuration. This is confirmed by the increased interest for Autonomic Network-
ing. The latter follows the concept of Autonomic Computing, an initiative started
by IBM [7]. Its ultimate aim is to create self-managing networks to overcome
the rapidly growing complexity of communication networks and to enable their
further growth, far beyond the size of today. The resulting control loop is often
referred as MAPE, which stands for: Monitoring, Analysis, Planning and Execu-
tion. This approach allows network elements to take decisions fully automated and
autonomously, whereas otherwise decisions would be manually (re-)configured by
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network operators. Several alternate autonomic control loops further extended this
architecture [8, 9].
Despite the design of the autonomic network control schemes, the idea of a
fully automated and closed control loop is too often ignored in the design of net-
work protocols, especially in the context of network recovery. With the proposed
scheme, a first step was made towards the direction of cheap and fast autonomic
recovery of traditional IP networks. Future work could consist of building proto-
types of the simulated approach, and extending alternative network recovery and
signaling protocols according to the principles of autonomic networking, in order
to fully close the network control loop with respect to network recovery.
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A
Point-to-multipoint connectivity and
recovery in Ethernet Label Switching
In this appendix, we extend the work of Chapter 2 by implementing and evaluating
point-to-multipoint connectivity and recovery in Ethernet Label Switching.
? ? ?
W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P.
Demeester.
Presented at the 9th workshop in G/MPLS networks, Girona, 2011
Abstract Carrier-grade Ethernet is a recent technology evolution where the most
attractive features of bridged Ethernet are enhanced with highly capable control
and forwarding features. High speed physical (PHY) interfaces at low cost, com-
bined with transport network capabilities make it the choice of the future for many
network operators. We show that Ethernet Label Switching (ELS) is capable of
efficiently setting up and recovering both point-to-point and point-to-multipoint
data paths. We have evaluated both techniques in an emulation setup and show
that high speed recovery is possible in a realistic setting.
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A.1 Introduction
For decades Ethernet is dominating the LAN environment. Ethernet bridging has
become a synonym for a cheap, plug-and-play and highly compatible network
technology. The common Ethernet usage in enterprise networks together with
ubiquitous deployment trends results in an ever increasing demand to providers
for Ethernet services enabling to interconnect several branches of companies (e.g.,
Virtual Private LAN Service (VPLS) and Virtual Private Wire Services (VPWS).
This shift towards packet-oriented inter-connection services has also its con-
sequences on the transport technology that is being envisioned by operators. Why
would they still use more expensive circuit-based optical equipment, involving
several conversion layers, e.g., GFP, VCAT, etc., if the majority of services is be-
coming more and more packet-based (elastic and streaming traffic). This reasoning
will become even more striking, given the highly increasing Ethernet PHY speeds,
going from 10 Gbps towards 40 and 100 Gbps. Therefore using Ethernet directly
as a transport technology in access-, (metro-)aggregation or even core networks
becomes more and more attractive.
However, base principles of Ethernet bridging of learning and flooding within
a restricted virtual tree topology (based on Rapid Spanning Tree Protocol (RSTP))
is far too restrictive for use as a transport technology. This resulted in a spectrum of
new Ethernet technology designs that were developed by IEEE, ITU-T and IETF.
In this paper, we focus on Ethernet Label Switching (ELS) as one of the most
attractive carrier-grade Ethernet technologies.
The structure of the paper is as follows. Section A.2 describes the architecture
and main functional blocks of ELS. An overview is given of possible recovery
techniques for ELS point-to-point connectivity in Section A.3. The next section
(Section A.4 ) describes how ELS is able to provide multipoint connectivity and
corresponding recoverability. A realistic experimental setup is described in Sec-
tion A.5, where we show that a mix of point-to-point (P2P) and point-to-multipoint
(P2MP) label switched paths (LSPs) can be efficiently combined and recovered in
an emulation environment. Finally, a conclusion is given in Section B.6.
A.2 Ethernet Label Switching
ELS is a connection-oriented forwarding scheme that is able to use Generalized
Multi-Protocol Label Switching (GMPLS) as its control suite with Open Shortest
Path First-Traffic Engineering (OSPF-TE) for routing and Resource reSerVation
Protocol-Traffic Engineering (RSVP-TE) for signaling logical data paths over an
Ethernet Network. ELS relies on the Provider Bridges (IEEE 802.1ad) recommen-
dation to perform label switching in a similar way as performed in Multi-Protocol
Label Switching (MPLS) as specified in RFC 3031. It encodes the label in the
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Figure A.1: IEEE Ethernet framing standards
S-VLAN ID (S-VID) tag field of the related frame header (see Figure A.1). The
Ethernet S-VID label space has link local scope and local significance: thus pro-
viding 4096 (12 bits) values per interface and allowing intermediate ELS switches
to translate the S-VID value resulting logically into a label swapping operation as
it is the case in MPLS networks.
The logical data paths established using ELS are called Ethernet label switched
paths (E-LSP). Intermediate nodes are called Ethernet Label Switching Router (E-
LSR). Ingress/egress E-LSR where a LSP starts and ends, provide for a Ethernet
Label Edge router (E-LER) functionality. Figure A.2 describes the label operations
along an Ethernet LSP.
When a native Ethernet frame arrives to the ingress LSR, its E-LER function
based on the information of the frame header, pushes the corresponding label (i.e.
adding an S-TAG with the appropriate S-VID value). Then, the Ethernet VLAN-
labeled frame is forwarded along the Ethernet LSP. For each E-LSR, the label is
swapped (i.e. that the incoming S-VID is translated into an outgoing S-VID as
defined in IEEE 802.1ad). When the frame reaches the egress LSR, its E-LER
function pops the label (the S-TAG and so the S-VID are removed). Finally, the
frame is sent to its destination as a native Ethernet frame.
It is important to underline that ELS maintains a control state per data path but
keeps the forwarding paradigm of existing Ethernet switches unchanged except for
the fact that forwarding entries are defined per port. In a sense, signaling is used
to restrict the incoming and outgoing S-VID per port. The rest of the forwarding
process is performed as specified in IEEE 802.1ad.
A.2.1 Forwarding tables and merging capability
The logical forwarding behavior borrows from existing terminology of MPLS for-
warding as defined in RFC 3031. In practice, this means that three main tables
were developed such as to allow the setup of end-to-end ELS LSPs. Instead of
using IP prefixes to match incoming frames in the head-end ELS switch to the
configured ELS LSP, the incoming port index, possibly in combination with the
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Figure A.2: GELS LSP
incoming (customer) VLAN-tag, is determining the ELS LSP to be used, i.e., out-
going frames are tagged with the S-VID associated to that LSP on the correspond-
ing outgoing link). The following tables and associated actions were implemented
:
• FTN (FEC-TO-NHLFE): The FTN table is used at the ingress (or head-end)
ELS switch to match or classify incoming frames (based on their incoming
interface and VLAN-tag) to entries in the NHLFE table.
• ILM (Incoming Label Map): The ILM table is used at intermediate and
egress (or tail-end) ELS switches to match or classify incoming ELS frames
based on their incoming interface and S-VID label to entries in the NHLFE
table. Together with this matching operation, a POP action is performed on
the incoming S-VID label, meaning that the S-VID label is taken away from
the frame header, such as to make PUSH actions subsequently possible.
• NHLFE (Next Hop Label Forwarding Entry): The NHLFE table is used at
ingress, intermediate and egress ELS switches in order to forward them into
the ELS network having a S-VID label on which can be further switched.
This implies that a PUSH action, meaning that a S-VID label is attached to
the frame header.
The link-local significance and the above forwarding table characteristics allow
an efficient label re-usage in the network. Figure A.5 illustrates in a given network
that two separate LSPs, sharing a common segment towards a destination, can use
the same label. In this figure, the upper LSP (solid line for LSP 1) coincides with
the lower LSP (dashed line for LSP 2) on the last segment of their path. If no label
merging would be allowed, as in Figure A.5 (a), LSP 1 and LSP 2 would need to
allocate a different label for the link between node d and node e (L4 for LSP 1 and
L40 for LSP 2). If merging is allowed, as in ELS, both LSP’s can use the same
POINT-TO-MULTIPOINT ELS 167
label on the link d-e (L4 on the figure). On the lower level forwarding structure,
label merging is allowed by coupling a two distinct ILM-entries (on the figure:
frame with L3 from node c and frame with L30 from node d) to the same NHLFE
entry (related to pushing label L40 and forwarding on link d-e in the figure).
A.3 Recovery of point-to-point (P2P) connectivity
The forwarding machinery of ELS allows for a wide range of recovery techniques
point-to-point (p2p) data oaths (LSPs with one source and one destination), includ-
ing both protection (recovery path is pre-computed and installed in the network)
and dynamic re-routing a.k.a restoration (recovery path is computed after failure
occurrence).
An overview of allowed recovery techniques is given in Figure A.4. Link and
node recovery can be obtained by using a detour sub-path for the corresponding
link (link bypass, e.g., one can recover from failing link b-c by passing via node
f) or node (node bypass, e.g., failing node b can be circumvented by passing via
node g) upon failure occurrence. Extending the concepts of node and link bypass
towards bypassing an arbitrary segment of an LSP is referred to as segment re-
covery (e.g, recovery from a failure between node a and node d can be done via a
backup segment via node i and j in the figure). At last, recovery from an arbitrary
failure along the path of an LSP, can be achieved using end-to-end recovery (e.g.,
using the backup path via node k and l). The IETF has defined a set of signaling
extensions for GMPLS segment recovery using RSVP-TE in RFC 4873 and for
end-to-end recovery in RFC 4872.
Using protection techniques, the backup segments are pre-signaled and the for-
warding entries in the backup path are already configured except for the branch-
ing points. Once the failure is detected, using for example hardware detection
mechanisms or software-based techniques such as BFD (Bidirectional Forwarding
Detection (BFD)), the branching points are notified and re-install the forwarding
entries such that the backup paths are taken instead of the primary paths. When us-
ing dynamic re-routing techniques, the entire procedure (computing backup paths,
signaling and installing forwarding entries) typically happens after failure detec-
tion.
A.4 Point-to-multipoint (P2MP) connectivity
A.4.1 Provisioning and forwarding
A point-to-multipoint (p2mp) data path, i.e., an LSP with one source node and
multiple destination nodes, can drastically increase the resource utilization. ELS
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Figure A.3: Efficient label re-usage through merging
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Figure A.4: P2P-recovery overview
allows p2mp LSPs at the logical low level forwarding structure because it is possi-
ble to link a given FTN- or ILM-entry to multiple NHLFE’s. As such, an incoming
frame can be replicated and sent towards multiple outgoing interfaces encapsulated
with the label corresponding to the NHLFE’s.
Figure A.5 illustrates the gain that can be achieved by using p2mp LSPs. Part
(a) of the figure, shows how source node a can provide three nodes, respectively d,
g and i, with a multicast traffic stream using 3 separate p2p LSPs. It is clear from
this figure that three links in the network carry more traffic volume that is strictly
needed. Link a-b carries three more times and link b-e and e-f two more times the
same traffic because node a sends the same traffic stream over the three different
p2p LSPs. In addition, the mentioned links use a separate label because otherwise
the intermediate nodes would not be able to distinguish between these LSPs.
The same connectivity can be achieved using p2mp LSPs with a significant
gain in resource efficiency. A p2mp LSP can be constructed via incremental addi-
tion of leaves to the p2mp LSP in signaling exchange where the root is the origi-
nating switch. A p2mp LSP can be set up in three phases: i) node a creates an p2p
LSP towards node d, ii) node a creates an p2mp LSP towards node e by re-using
the established LSP resulting in a branch point in node b which then continues to-
wards node e, converting the original LSP to a p2mp LSP, and iii) node a triggers
the setup of additional p2mp connectivity towards node j by branching in point h.
The resulting point-to-multipoint LSP is clearly more resource efficient be-
cause: the links a-b, b-e and f-h now share the same bandwidth and label. This
leads a decrease of used bandwidth and label usage of factor 3 in link a-b, and half
of the used bandwidth in links b-e and f-h.
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Figure A.5: Multipoint connectivity
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A.4.2 Recovery
Several recovery techniques exist to recover point-to-multipoint LSPs from fail-
ures. At first, all recovery techniques mentioned in Section A.3 can be re-used on
parts of p2mp LSPs, i.e., any segment of the p2mp (between branching points) can
be protected or restored from failure given sufficient redundancy in the network
(as long as primary and protecting segments are shared-risk disjoint). As such, a
p2mp can be made almost ”bullet-proof” by protecting every segment of the net-
work by a backup segment. However, this technique may quickly lead to a lot
of control overhead and bad scalability properties. For example, every protected
segment requires additional setup (configuration or signaling) linked to its backup
segment, and every segment needs corresponding failure detection sessions over
these network parts. Therefore, the goal is to find the optimal number of protected
segments that optimize resource sharing and recovery time.
End-to-end recovery of p2mp LSPs can also be handled using a backup p2mp
LSP. This concept is illustrated in Figure A.6 where node a can provide nodes d,
g and k with a multicast stream using either a primary p2mp LSP (using branch
points node h and node i), or via a backup p2mp LSP (using branch points node
b and f). In this example, both trees have large disjoint parts. From recoverability
viewpoint this is a desirable characteristic. The setup using backup p2mp LSPs
has several advantages: i) only two p2mp LSPs need to be set up (configured
or signaled), and ii) multipoint failure detection sessions suffice for switch over
traffic on the backup p2mp LSP. For example, multipoint BFD (see [1] and [2])
makes use of the configured p2mp LSP by allowing the source node to send Hello
packets to all destination nodes in the p2mp LSP. Upon a pre-configured time-
out interval (usually three times the inter-Hello time), destinations can notify the
source node of a lossy p2mp LSP1 to trigger the source node to switch over to the
backup p2mp LSP. The main drawbacks of this technique are i) the notification
time that is proportional to the leaf-root distance, ii) the ”freeze” of resource along
the backup path (if the backup p2mp LSP is not provisioned with 0 capacity, i.e.,
path provisioned only), and iii) ensuring full recoverability mandates complete
disjointness between the primary and the backup p2mp LSP.
A.5 Multipoint connectivity and recovery experimen-
tation
In this section we will apply and evaluate the described techniques for point-to-
multipoint connectivity in an emulation environment on a more realistic network
scenario.
1the notification usually happens via an out-of-band (OOB) control network
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Figure A.6: Backup p2mp LSP
A.5.1 Scenario
In Figure A.7 we show a small-sized network which has some similarities to a
metro-access network of an Internet service provider. In the given scenario, we
would like to connect a video server with a set of 5 video clients receiving the
video stream being sent. As such, point-to-multipoint connectivity is desired with
as much recoverability as possible, given the low redundancy in the network (only
the five node ring consisting of nodes b, c, d, g, and j is able to provide a backup
path).
A.5.2 Emulation platform
We evaluate point-to-multipoint techniques in the emulation platform that was pre-
sented in [3]. In our emulation environment, one network device part (ELS switch)
is imitated by a computation system running custom software, e.g., a server blade
or PC. Therefore, to emulate a whole network setup, typically a set of server blades
or PCs is needed (a set of Linux PC’s).
For benchmarking ELS technology, an execution environment was set up using
the Click Modular Router that emulates the forwarding plane ( [4]), and the Dragon
VLSR GMPLS software that emulates the control plane2 ( [5]). The resulting node
2Dragon was only used for signaling p2p LSPs, p2mp LSPs were configured by management soft-
ware
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Figure A.7: Network architecture
architecture is shown in Figure A.8.
To allow arbitrary topologies with ELS emulation software, Emulab software
was used on our local virtual wall at IBBT. Using a ns2 look-alike configuration
script, Emulab software allows to define which software image needs to be in-
stalled on which PC part of the execution environment, and how several PC’s need
to be interconnected to each other, defining thus the topology.
A.5.3 Recovery of p2mp connectivity
For the given scenario, it is not difficult to set up a p2mp LSP in order to fulfill
the requirement of providing all video clients with the video stream generated at
source node a. We chose primary p2mp LSP shown in part (a) of Figure A.9 as
basis.
Next, we evaluated two variants of p2mp LSP recovery: i) protecting the p2mp
LSP using a backup p2mp LSP, and ii) recovering the p2mp LSP by means of a
collection of protected segments. For the first, the chosen backup tree is shown
in A.9 part (a), for the latter, we have protected all links of the ring composed by
nodes b, c, d, g and j by the corresponding other half of the ring. The segment
protection concept of the latter is shown for the protection of link d-c using the
backup segment composed of the links d-g, g-j, j-b and b-c.
Failure detection is provided by our BFD implementation in Click. The imple-
mentation allows to detect failures at the following levels: i) link-failure detection,
end-to-end failure detection and multipoint-failure detection (see [3] and [2]).
• For the first recovery variant, we only needed to set up the primary and
backup LSP, as well as two multipoint BFD sessions. When connectivity is
lost with the source node in one of the video clients, a notification message
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Figure A.8: Node architecture in emulation platform
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Figure A.9: Recovery of p2mp LSPs
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Timeline for variant 1: Timeline for variant 2: Event:
0 0 Failure
25 25 BFD Failure notification (5x5)
26 26 Trigger protection switch.
27 27 Send notify to branch/merge
35≤x≤38 35 Receive notify ack
35≤x≤38 35 Start fast-switchover
38≤x≤41 38 Switch-over finished
Table A.1: Recovery time upon failing link b-c or c-d
was sent using a out-of-bound (OOB) control network3 to the source (see
Figure A.10), triggering switch-over to the backup LSP (or vice versa for
the switch-back).
• For the second recovery variant, the setup of 5 backup segments as well as 5
BFD sessions were needed to ensure the protection of the links in the middle
ring of the network. When some of the nodes in the ring b-c-d-g-j detects
that a link has failed, traffic is sent via the backup segment towards the next
hop. Figure A.11 shows the recovery process when node c has detected that
link d-c fails. From that moment incoming traffic at node c is sent to node
d via the links c-b, b-j, j-g and g-d. The original p2mp LSP can now be
continued in node d.
The recovery time needed for both approaches was very similar as it can be
observed in Table A.1 when a link b-c or c-d was failing. As it can be seen in this
table, the main difference results from the time needed for notifying the branch
point. Whereas for the first variant (backup p2mp LSP), a notification needs to
be sent to the source node a upon failure detection, the variant based on segment
recovery could almost4 directly trigger the switch-over of traffic. However, in our
setup the observed difference was very minimal, because the largest time went to
the internal control processing.
In Figure A.12 part (a), the performance of our BFD implementation is shown.
It can be observed, depending on the length of paths (in hops) being monitored in-
fluence the lowest failure detection performance we could achieve. Up to 18 nodes,
we were able to reach detection times of 15 ms using Hello-transmission speeds
(TX) and equal reception timeouts (RX) of 5 ms (a failure being reported upon 3
missing Hello’s). Part (b) of the figure, illustrates that the gap in the throughput us-
ing the above techniques is negligible compared to legacy bridged Ethernet failure
detection and re-convergence based on RSTP.
3consisting of a single switch connecting all nodes
4depending on the endpoint of the link detecting the failure first
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Figure A.10: Recovery process with backup p2mp LSP
Given these results, one could conclude that the there is no real reason to go for
the more resource consuming variant which sets up recovery segments for all links.
However, as can be seen from Figure A.9 part (a) and the described mechanism,
the corresponding recovery mechanism is not able to fully recover from a failure
in link d-g. This is the case, because the link is both needed by the primary and
backup p2mp LSP. This illustrates that, depending on the specific network topol-
ogy and likelihood of failures in specific links, that setting up dedicated segment
protection can be worth to evaluate.
A.6 Conclusion
This paper introduced Ethernet Label Switching (ELS) as an efficient carrier-grade
Ethernet technology for the provision and recovery of point-to-multipoint con-
nectivity. Several recovery mechanisms were discussed and benchmarked in an
emulation environment on a realistic network scenario. We showed that several
alternatives are able to provide high recoverability, however some trade-offs must
be considered depending on the specific failure likelihood and network topology.
A.7 Acknowledgment
This research is partly funded by The Institute for the Promotion of Innovation
through Science and Technology in Flanders (IWT-Vlaanderen) through the TIGER
project in the European CELTIC framework and the FP-7 project BONE.
178 APPENDIX A
fa
ilu
re
1. Detection
2. Switch-over
Legend:
segment of primary LSP
backup segment
Figure A.11: Recovery process using segment recovery
POINT-TO-MULTIPOINT ELS 179
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 5  10  15  20  25  30
C P
U  
u s
a g
e  
( p e
r c e
n t )
RX/TX interval (ms)
CPU usage
 0
 5
 10
 15
 20
 2  4  6  8  10  12  14  16  18
T i
m
e  
( m
s )
Number of hops
Best TX/RX
Detection time
Delay
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 0  1  2  3  4  5  6  7  8  9
T h
r o
u g
h p
u t
 ( p
e r c
e n
t )
Time (s)
MP BFD + IPFRR
OSPF
 0
 10000
 20000
 30000
 40000
 50000
ER1 out
ER1 in
ER2 out
ER2 in
ER3 out
ER3 in
B W
 u
s a
g e
 ( b
y t e
)
Link
E2E BFD
MP BFD
(a) BFD time performance
1 2 3 4 5 6 7 8 9 10
Time (s)
0.0
0.2
0.4
0.6
0.8
1.0
T
h
ro
u
g
h
p
u
t 
(p
e
rc
e
n
t)
RSTP recovery
ELS segm prot
(b) Throughput during recovery
Figure A.12: Performance of failure detection and recovery operation
180 APPENDIX A
References
[1] D. Katz and D. Ward. BFD for Multipoint Networks. Internet-Draft
draft-katz-ward-bfd-multipoint-02, Internet Engineering Task Force, February
2009. Work in progress. Available from: http://www.ietf.org/internet-drafts/
draft-katz-ward-bfd-multipoint-02.txt.
[2] W. Tavernier, D. Papadimitriou, B. Puype, D. Colle, M. Pickavet, and P. De-
meester. Fast Failure Detection in Multipoint Networks. In G. Nunzi, C. M.
Scoglio, and X. Li, editors, IPOM, volume 5843 of Lecture Notes in Computer
Science, pages 51–64. Springer, 2009.
[3] W. Tavernier, D. Papadimitriou, D. Colle, M. Pickavet, and P. De-
meester. Emulation of GMPLS-controlled Ethernet Label Switching.
Testbeds and Research Infrastructures for the Development of Net-
works and Communities, International Conference on, 0:1–9, 2009.
doi:http://doi.ieeecomputersociety.org/10.1109/TRIDENTCOM.2009.4976212.
[4] R. Morris, E. Kohler, J. Jannotti, and M. F. Kaashoek. The Click modular
router. In SOSP ’99: Proceedings of the seventeenth ACM symposium on
Operating systems principles, pages 217–231, New York, NY, USA, 1999.
ACM. doi:http://doi.acm.org/10.1145/319151.319166.
[5] X. Yang, C. Tracy, J. Sobieski, and T. Lehman. GMPLS-Based Dynamic Provi-
sioning and Traffic Engineering of High-Capacity Ethernet Circuits in Hybrid
Optical/Packet Networks. In INFOCOM, 2006.
B
Interoperability Experiment of VLAN Tag
Swapped Ethernet and Transmitting High
Definition Video through the Layer-2 LSP
between Japan and Belgium
This chapter reports on an interoperability experiment set up between two Carrier
Ethernet implementations: one at Keio University in Japan and the other one at
Ghent University in Belgium. The experiment validates the resulting connection
by streaming transporting High Definition Video through the Layer-2 LSP.
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Abstract The first global interoperability experiment of GMPLS controlled Ether-
net with VLAN tag swapping between two different implementations is success-
fully demonstrated. High definition video streaming is realized through a newly
established Layer 2 Label Switched Path (L2- LSP). The results of this experiment
can be applied to designing reliable Layer 2 networks.
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B.1 Introduction
Wide area Ethernet is attractive for the next generation Internet backbone archi-
tecture, especially for carrier environments. This is because Ethernet is the most
common net working technology and it’s cost effective. In addition, the link band-
width has been increasing: starting from 10 Mbps about 30 years ago, and reach-
ing up to 100 Gbps nowadays. Ethernet became applicable to Wide Area Network
(WAN) although it originated from Local Area Network (LAN) technology.
Providing an Ethernet Virtual Line (EVL) between customers is a basic service
component. EVL is provisioned as an Ethernet Virtual LAN (VLAN) path. The
Ethernet VLAN path can be established with VLAN technologies, especially with
tag-based VLANs, which is standardized in IEEE 802.1Q [1]. The VLAN ID/tag
is part of the Ethernet header. Wide area Ethernet using Ethernet Label Switching
(ELS) [2] also forwards frames according to the value of its VLAN tag.
VLAN configuration of all switches along the Ethernet VLAN path is re-
quired when setting up or tearing down the path. Generalized Multi-Protocol La-
bel Switching (GMPLS) [3] is a set of network control protocols to provide a next
generation high performance transport network, and can be used for automatically
configuring these switches in path provisioning. Therefore, we are proposing to
employ GMPLS protocols for automatic Ethernet VLAN path provisioning. To
increase the scalability of Ethernet, an automatic VLAN configuration technique
is an important challenge especially for WAN.
In addition, the scalability of VLAN technology is an issue in wide area Eth-
ernet. In the conventional VLAN tag- based Ethernet network (IEEE 802.1Q), a
VLAN tag must be globally unique in a whole network. In other words, different
Ethernet VLAN paths cannot reuse the same VLAN tag. In addition, only 12 bits
are assigned to the field of VLAN tag. These imply that wide area Ethernet cannot
support over 4096 Ethernet VLAN paths. That number of paths is not sufficient
in WAN. We have proposed an effective network architecture to increase network
scalability [4].
This paper presents experimental results of GMPLS controlled Ethernet VLAN
path provisioning with VLAN tag swapping between Japan and Belgium. We suc-
cessfully demonstrated the following things: 1) Interoperability between two dif-
ferent VLAN tag swapping based Ethernet implementations; one has been devel-
oped by Keio University, and the other has been developed by Ghent University, 2)
International Q-in-Q frame [1] transmission between Japan and Belgium, 3) High
definition video streaming through the established Ethernet VLAN path.
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the information is shared among layer 2 switches in a do-
main. The resource information between other domains is
advertised by BGP. When an L2-LSP is ready to set up,
RSVP-TE signaling from the source switch is carried out
towards the destination. A path is calculated in the source
switch according to the current network information, and
then an available VLAN tag is reserved as triggered by sig-
naling.
The above architectures are compared. One of the ad-
vantages of the centralized model is complete management
of network resources. In the centralized model, a PCE man-
ages all of network resources within the domain, and infor-
mation about the current network resources can be received
without delay. On the other hand, the lack of scalability is
one of the largest drawbacks in the centralized model. Man-
aging all network resources is a heavy task when the number
of nodes in a domain increases. High performance PCEs are
required. In addition, a PCE is single point of failure. The
centralized model is weak against failures.
Therefore, the decentralized model is assumed in this
paper. In this model, it is desirable that network resources
are locally managed. However, a VLAN tag must be glob-
ally unique in the conventional network. To extend scala-
bility of Ethernet, we have introduced VLAN tag swapping
[4]. Figure 3 shows an example of VLAN tag swapping.
The VLAN tag of an incoming frame is replaced with an-
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other VLAN tag for the corresponding outgoing frame. In
this example, two configurations are stored in the forward-
ing table. The VLAN tag of the incoming frame is 100.
It matches the first configuration of the forwarding table,
therefore the VLAN tag of the outgoing frame becomes 200.
In wide area Ethernet with VLAN tag swapping, a VLAN
tag must be unique in a link, and the same VLAN tag can
be reused in the other links (link local labeling). Therefore,
the scalability increases, and the restriction of the number of
connections is virtually eliminated.
Figure 4 shows the signaling sequence when the L2-
LSP is established. There are 4 nodes, divided into 2 do-
mains. Source routing is employed. First, Node A explicitly
designates the path within Domain X and implicitly desig-
nates the path within Domain Y. A node checks availability
of the VLAN tag of the incoming link and searches for an
unused VLAN tag of the outgoing link when it receives a
signaling message. Then, it manages a new mapping entry
from label to VLAN tag. In the figure, Node B dynamically
searches for an unused VLAN tag, then VLAN tag 200 is
found as an unused VLAN tag. After all the entire proce-
Figure B.1: Centralized wide area Ethernet
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the information is shared among layer 2 switches in a do-
main. The resource information between other domains is
advertised by BGP. When an L2-LSP is ready to set up,
RSVP-TE signaling from the source switch is carried out
towards the destination. A path is calculated in the source
switch according to the current network information, and
then an available VLAN tag is reserved as triggered by sig-
naling.
The above architectures are compared. One of the ad-
vantages of the centralized model is complete management
of network resources. In the centralized model, a PCE man-
ages all of network resources within the domain, and infor-
mation about the current network resources can be received
without delay. On the other hand, the lack of scalability is
one of the largest drawbacks in the centralized model. Man-
aging all network resources is a heavy task when the number
of nodes in a domain increases. High performance PCEs are
required. In addition, a PCE is single point of failure. The
centralized model is weak against failures.
Therefore, the decentralized model is assumed in this
paper. In this model, it is desirable that network resources
are locally managed. However, a VLAN tag must be glob-
ally unique in the conventional network. To extend scala-
bility of Ethernet, we have introduced VLAN tag swapping
[4]. Figure 3 shows an example of VLAN tag swapping.
The VLAN tag of an incoming frame is replaced with an-
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other VLAN tag for the corresponding outgoing frame. In
this example, two configurations are stored in the forward-
ing table. The VLAN tag of the incoming frame is 100.
It matches the first configuration of the forwarding table,
therefore the VLAN tag of the outgoing frame becomes 200.
In wide area Ethernet with VLAN tag swapping, a VLAN
tag must be unique in a link, and the same VLAN tag can
be reused in the other links (link local labeling). Therefore,
the scalability increases, and the restriction of the number of
connections is virtually eliminated.
Figure 4 shows the signaling sequence when the L2-
LSP is established. There are 4 nodes, divided into 2 do-
mains. Source routing is employed. First, Node A explicitly
designates the path within Domain X and implicitly desig-
nates the path within Domain Y. A node checks availability
of the VLAN tag of the incoming link and searches for an
unused VLAN tag of the outgoing link when it receives a
signaling message. Then, it manages a new mapping entry
from label to VLAN tag. In the figure, Node B dynamically
searches for an unused VLAN tag, then VLAN tag 200 is
found as an unused VLAN tag. After all the entire proce-
Figure B.2: ecentralized wide area Ethernet
B.2 Wide Area Ethernet Archit cture
In this section, two types of wide area Ethernet architecture are discussed. One is
a centralized mo el, an the other is a decentralized mo el.
Figure B.1 shows the architecture of the centralized model. It has a Path Com-
putation Element (PCE) based architecture. A PCE has responsibilities of resource
management and path calculation in a domain. When an L2-LSP is requested, a
layer-2 switch demands the PCE responsible for the corresponding domain to s t
up a path. The PCE calculates a pat coordinating with PCEs in other domains.
Finally, the PCE reserv s an available VLAN tag for the new path.
Figure B.2 shows the architecture of the decent alized model. It employs GM-
PLS control protocols such as OSPF- TE, BGP, and RSVP-TE instead of PCE .
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the information is shared among layer 2 switches in a do-
main. The resource information between other domains is
advertised by BGP. When an L2-LSP is ready to set up,
RSVP-TE signaling from the source switch is carried out
towards the destination. A path is calculated in the source
switch according to the current network information, and
then an available VLAN tag is reserved as triggered by sig-
naling.
The above architectures are compared. One of the ad-
vantages of the centralized model is complete management
of network resources. In the centralized model, a PCE man-
ages all of network resources within the domain, and infor-
mation about the current network resources can be received
without delay. On the other hand, the lack of scalability is
one of the largest drawbacks in the centralized model. Man-
aging all network resources is a heavy task when the number
of nodes in a domain increases. High performance PCEs are
required. In addition, a PCE is single point of failure. The
centralized model is weak against failures.
Therefore, the decentralized model is assumed in this
paper. In this model, it is desirable that network resources
are locally managed. However, a VLAN tag must be glob-
ally unique in the conventional network. To extend scala-
bility of Ethernet, we have introduced VLAN tag swapping
[4]. Figure 3 shows an example of VLAN tag swapping.
The VLAN tag of an incoming frame is replaced with an-
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other VLAN tag for the corresponding outgoing frame. In
this example, two configurations are stored in the forward-
ing table. The VLAN tag of the incoming frame is 100.
It matches the first configuration of the forwarding table,
therefore the VLAN tag of the outgoing frame becomes 200.
In wide area Ethernet with VLAN tag swapping, a VLAN
tag must be unique in a link, and the same VLAN tag can
be reused in the other links (link local labeling). Therefore,
the scalability increases, and the restriction of the number of
connections is virtually eliminated.
Figure 4 shows the signaling sequence when the L2-
LSP is established. There are 4 nodes, divided into 2 do-
mains. Source routing is employed. First, Node A explicitly
designates the path within Domain X and implicitly desig-
nates the path within Domain Y. A node checks availability
of the VLAN tag of the incoming link and searches for an
unused VLAN tag of the outgoing link when it receives a
signaling message. Then, it manages a new mapping entry
from label to VLAN tag. In the figure, Node B dynamically
searches for an unused VLAN tag, then VLAN tag 200 is
found as an unused VLAN tag. After all the entire proce-
Figure B.3: VLAN tag swapping
The resource information is distributed by OSPF-TE within a domain, and the in-
formation is shared among layer 2 switches in a domain. The resource information
between other domains is advertised by BGP. When an L2-LSP is ready to set up,
RSVP-TE signaling from the s urce switch is carried out towards the destination.
A path is calculated in the source switch according to the current network infor-
mation, and then an available VLAN tag is reserved as triggered by signaling.
The above architectures are compared. One of the ad- vantages of the cen-
tralized model is complete management of network resources. In the centralized
model, a PCE manages all of network resources within the domain, and informa-
tion about the current network resources can be received without delay. On the
other hand, the lack of scalability is one of the largest drawbacks in the central-
ized model. Man- aging all network resources is a heavy task when the number of
nodes in a domain increases. High performance PCEs are required. In addition, a
PCE is single point of failure. The centralized model is weak against failures.
Therefore, the decentralized model is assumed in this paper. In this model, it
is desirable that network resources are locally managed. However, a VLAN tag
must be globally unique in the conventional network. To extend scalability of Eth-
ernet, we have introduced VLAN ag swapping [4]. Figure B.3 shows an example
of VLAN tag swapping. The VLAN tag of an incoming frame is replaced with
another VLAN tag for the corresponding outgoing frame. In this example, two
configurations are stored in the forwarding table. The VLAN tag of the incoming
fr me is 100. It matches the first configuration of the f rwarding table, therefore
the VLAN tag of the ou going frame becomes 200. In wide are Ethernet with
VLAN tag swapping, a VLAN tag must be unique in a link, and the same VLAN
tag can be reused in the other links (link local labeling). Therefore, the scalability
increases, and the restriction of the number of connections is virtually eliminated.
Figure B.4 shows the signaling sequence when the L2-LSP is established.
There are 4 nodes, divided into 2 domains. Source routing is employed. First,
Node A explicitly designates the path within Domain X and implicitly designates
the path within Domain Y. A node checks availability of the VLAN tag of the in-
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the information is shared among layer 2 switches in a do-
main. The resource information between other domains is
advertised by BGP. When an L2-LSP is ready to set up,
RSVP-TE signaling from the source switch is carried out
towards the destination. A path is calculated in the source
switch according to the current network information, and
then an available VLAN tag is reserved as triggered by sig-
naling.
The above architectures are compared. One of the ad-
vantages of the centralized model is complete management
of network resources. In the centralized model, a PCE man-
ages all of network resources within the domain, and infor-
mation about the current network resources can be received
without delay. On the other hand, the lack of scalability is
one of the largest drawbacks in the centralized model. Man-
aging all network resources is a heavy task when the number
of nodes in a domain increases. High performance PCEs are
required. In addition, a PCE is single point of failure. The
centralized model is weak against failures.
Therefore, the decentralized model is assumed in this
paper. In this model, it is desirable that network resources
are locally managed. However, a VLAN tag must be glob-
ally unique in the conventional network. To extend scala-
bility of Ethernet, we have introduced VLAN tag swapping
[4]. Figure 3 shows an example of VLAN tag swapping.
The VLAN tag of an incoming frame is replaced with an-
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other VLAN tag for the corresponding outgoing frame. In
this example, two configurations are stored in the forward-
ing table. The VLAN tag of the incoming frame is 100.
It matches the first configuration of the forwarding table,
therefore the VLAN tag of the outgoing frame becomes 200.
In wide area Ethernet with VLAN tag swapping, a VLAN
tag must be unique in a link, and the same VLAN tag can
be reused in the other links (link local labeling). Therefore,
the scalability increases, and the restriction of the number of
connections is virtually eliminated.
Figure 4 shows the signaling sequence when the L2-
LSP is established. There are 4 nodes, divided into 2 do-
mains. Source routing is employed. First, Node A explicitly
designates the path within Domain X and implicitly desig-
nates the path within Domain Y. A node checks availability
of the VLAN tag of the incoming link and searches for an
unused VLAN tag of the outgoing link when it receives a
signaling message. Then, it manages a new mapping entry
from label to VLAN tag. In the figure, Node B dynamically
searches for an unused VLAN tag, then VLAN tag 200 is
found as an unused VLAN tag. After all the entire proce-
Figure B.4: Sig sequence of L2-LSP establishment
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dure of establishing a new path is completed, data transmis-
sion can happen through the VLAN tag swapped path.
3. Experiments
3.1 Experimental Setup
Figure 5 shows the experimental setup of the international
interoperability experiments between Japan and Belgium.
There are 6 Ethernet switches (keio01, keio02, keio13,
keio14, gent01, and gent02) and 2 end users (user01 and
user02). The switches are controlled and configured by GM-
PLS protocols, and they contain VLAN tag swapping func-
tionality. The data plane of all switches is based on the Click
Modular Router framework [6]. The data plane of keio01,
keio02, keio13, and keio14 is developed by Keio University,
and that of gent01 and gent02 is developed by Ghent Univer-
sity. Figure 6(a) and Fig. 6(b) show the schematic diagram
of the configurations of Click Modular Router in keio13 and
keio01, respectively.
Two switches, keio13 and keio14, are placed in Keio
University, Tokyo, Japan, and the other 4 switches are
placed in Ghent University, Ghent, Belgium. The switches
in Japan work as edge switches and the switches in Belgium
work as core switches. The ingress edge switch accepts un-
tagged Ethernet frames and encapsulates them into Q-in-Q
VLAN tagged frames for transmission to the core switches
as shown in Fig. 6(a). Every core switch then swaps the
outer VLAN (S-VID) to forward it towards its next hop. Fi-
nally the egress edge switch removes the Q-in-Q VLAN tag.
3.2 Path establishment
RSVP-TE establishes an L2-LSP between keio13 and
keio14. Figure 7 shows the established L2-LSP in the ex-
periment. The number below a link describes the value of
the VLAN tag assigned to the link. For example, the VLAN
tag of the link between keio13 and keio01 is 9, and that of
the link between keio01 and keio02 is 10. In this case, the
VLAN tag is swapped from 9 to 10 at keio01.
Each switch manages used tags and available tags.
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When reserving a path, each switch is looking for an avail-
able tag on the output port. In Fig. 7, it is assumed that the
left port is port 0, and the right port is port 1 for all nodes.
The first available tag of port 1 is used for a new L2-LSP
at keio01. After the tag is assigned for a new L2-LSP, the
configuration of the forwarding tables occurs automatically.
In this case, the shaded entry (Input port, Input tag, Out-
put port, Output tag) = (0, 9, 1, 10) is added. Similarly, all
the other switches are configured, and finally the L2-LSP is
established between keio13 and keio14.
3.3 High definition video transmission and numerical re-
sults
A high definition video stream was transmitted through an
L2-LSP, which is established by RSVP-TE. Figure 10 shows
the sender, the receiver of a high definition video stream,
and the edge switches, which are placed in Keio University,
Japan. The sender corresponds to user01 in Fig. 5, and the
receiver corresponds to user02 in Fig. 5. The core switches
Figure B.5: Experimental setup of demonstration
coming link a d searches for an unus d VLAN tag of th outgoing link when it
receives a signaling message. Then, it manages a new mapping entry from label
to VLAN tag. In the figure, Node B dynamically searches for an unused VLAN
tag, then VLAN tag 200 is found as an unused VLAN tag. After all the entire
procedure of establishing a new path is completed, data transmission can happen
through the VLAN tag swapped path.
B.3 Experiments
B.3.1 Experimental Setup
Figure B.5 shows the experimental setup of the international interoperability ex-
periments between Japan and Belgium. There are 6 Ethernet switches (keio01,
keio02, keio13, keio14, gent01, and gent02) and 2 end users (user01 and user02).
The switches are controlled and configured by GMPLS protocols, and they contain
VLAN tag swapping functionality. The data plane of all switches is based on the
Click Modular Router framework [5]. The data plane of keio01, keio02, keio13,
and keio14 is devel ped by Keio University, and that of gent01 and gent02 is de-
veloped by Ghent Universit . Figure B.6(a) and Fig. B.6(b) show th schematic
diagram of the configurations of Click Modular Router in keio13 and keio01, re-
spectively.
Two switches, keio13 and keio14, are placed in Keio University, Tokyo, Japan,
and the other 4 switches are placed in Ghent University, Ghent, Belgium. The
switches in Japan work as edge switches and the switches in Belgium work as
core switches. The ingress edge switch accepts untagged Ethernet frames and
encapsulates them into Q-in-Q VLAN tagged frames for transmission to the core
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dure of establishing a new path is completed, data transmis-
sion can happen through the VLAN tag swapped path.
3. Experiments
3.1 Experimental Setup
Figure 5 shows the experimental setup of the international
interoperability experiments between Japan and Belgium.
There are 6 Ethernet switches (keio01, keio02, keio13,
keio14, gent01, and gent02) and 2 end users (user01 and
user02). The switches are controlled and configured by GM-
PLS protocols, and they contain VLAN tag swapping func-
tionality. The data plane of all switches is based on the Click
Modular Router framework [6]. The data plane of keio01,
keio02, keio13, and keio14 is developed by Keio University,
and that of gent01 and gent02 is developed by Ghent Univer-
sity. Figure 6(a) and Fig. 6(b) show the schematic diagram
of the configurations of Click Modular Router in keio13 and
keio01, respectively.
Two switches, keio13 and keio14, are placed in Keio
University, Tokyo, Japan, and the other 4 switches are
placed in Ghent University, Ghent, Belgium. The switches
in Japan work as edge switches and the switches in Belgium
work as core switches. The ingress edge switch accepts un-
tagged Ethernet frames and encapsulates them into Q-in-Q
VLAN tagged frames for transmission to the core switches
as shown in Fig. 6(a). Every core switch then swaps the
outer VLAN (S-VID) to forward it towards its next hop. Fi-
nally the egress edge switch removes the Q-in-Q VLAN tag.
3.2 Path establishment
RSVP-TE establishes an L2-LSP between keio13 and
keio14. Figure 7 shows the established L2-LSP in the ex-
periment. The number below a link describes the value of
the VLAN tag assigned to the link. For example, the VLAN
tag of the link between keio13 and keio01 is 9, and that of
the link between keio01 and keio02 is 10. In this case, the
VLAN tag is swapped from 9 to 10 at keio01.
Each switch manages used tags and available tags.
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When reserving a path, each switch is looking for an avail-
able tag on the output port. In Fig. 7, it is assumed that the
left port is port 0, and the right port is port 1 for all nodes.
The first available tag of port 1 is used for a new L2-LSP
at keio01. After the tag is assigned for a new L2-LSP, the
configuration of the forwarding tables occurs automatically.
In this case, the shaded entry (Input port, Input tag, Out-
put port, Output tag) = (0, 9, 1, 10) is added. Similarly, all
the other switches are configured, and finally the L2-LSP is
established between keio13 and keio14.
3.3 High definition video transmission and numerical re-
sults
A high definition video stream was transmitted through an
L2-LSP, which is established by RSVP-TE. Figure 10 shows
the sender, the receiver of a high definition video stream,
and the edge switches, which are placed in Keio University,
Japan. The sender corresponds to user01 in Fig. 5, and the
receiver corresponds to user02 in Fig. 5. The core switches
Figure B.6: Click configuration
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dure of establishing a new path is completed, data transmis-
sion can happen through the VLAN tag swapped path.
3. Experiments
3.1 Experimental Setup
Figure 5 shows the experimental setup of the international
interoperability experiments between Japan and Belgium.
There are 6 Ethernet switches (keio01, keio02, keio13,
keio14, gent01, and gent02) and 2 end users (user01 and
user02). The switches are controlled and configured by GM-
PLS protocols, and they contain VLAN tag swapping func-
tionality. The data plane of all switches is based on the Click
Modular Router framework [6]. The data plane of keio01,
keio02, keio13, and keio14 is developed by Keio University,
and that of gent01 and gent02 is developed by Ghent Univer-
sity. Figure 6(a) and Fig. 6(b) show the schematic diagram
of the configurations of Click Modular Router in keio13 and
keio01, respectively.
Two switches, keio13 and keio14, are placed in Keio
University, Tokyo, Japan, and the other 4 switches are
placed in Ghent University, Ghent, Belgium. The switches
in Japan work as edge switches and the switches in Belgium
work as core switches. The ingress edge switch accepts un-
tagged Ethernet frames and encapsulates them into Q-in-Q
VLAN tagged frames for transmission to the core switches
as shown in Fig. 6(a). Every core switch then swaps the
outer VLAN (S-VID) to forward it towards its next hop. Fi-
nally the egress edge switch removes the Q-in-Q VLAN tag.
3.2 Path establishment
RSVP-TE establishes an L2-LSP between keio13 and
keio14. Figure 7 shows the established L2-LSP in the ex-
periment. The number below a link describes the value of
the VLAN tag assigned to the link. For example, the VLAN
tag of the link between keio13 and keio01 is 9, and that of
the link between keio01 and keio02 is 10. In this case, the
VLAN tag is swapped from 9 to 10 at keio01.
Each switch manages used tags and available tags.
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Fig. 7 Changing configurations of a switch when signaling is occurred
When reserving a path, each switch is looking for an avail-
able tag on the output port. In Fig. 7, it is assumed that the
left port is port 0, and the right port is port 1 for all nodes.
The first available tag of port 1 is used for a new L2-LSP
at keio01. After the tag is assigned for a new L2-LSP, the
configuration of the forwarding tables occurs automatically.
In this case, the shaded entry (Input port, Input tag, Out-
put port, Output tag) = (0, 9, 1, 10) is added. Similarly, all
the other switches are configured, and finally the L2-LSP is
established between keio13 and keio14.
3.3 High definition video transmission and numerical re-
sults
A high definition video stream was transmitted through an
L2-LSP, which is established by RSVP-TE. Figure 10 shows
the sender, the receiver of a high definition video stream,
and the edge switches, which are placed in Keio University,
Japan. The sender corresponds to user01 in Fig. 5, and the
receiver corresponds to user02 in Fig. 5. The core switches
Figure B. : n i c nfigurations of switch when sig aling is occurred
switches as s own in F g. B.6(a). Every core switch then sw ps the outer VLAN
(S-VID) to forw rd it towards its next hop. Finally the egress edge switch removes
the Q-in-Q VLAN tag.
B.4 Path establis ment
RSVP-TE establishes an L2-LSP between keio13 and keio14. Figure B.7 shows
the established L2-LSP in the experiment. The number below a link describes the
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Fig. 11 4 Core switches placed in the ilab.t testbed in Ghent University,
Belgium
TV monitor
Video camera
Fig. 12 High definition video captured by video camera is displayed on
TV monitor
result confirmed that VLAN tag swapping is a good solu-
tion for wide area Ethernet.
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Figure B.8: 4 Core switches placed in the ilab.t testbed in Ghent University, Belgium
value of the VLAN tag assigned to the link. For example, the VLAN tag of the link
between keio13 and keio01 is 9, and that of the link between keio01 and keio02 is
10. In this case, the VLAN tag is swapped from 9 to 10 at keio01. Each switch
manages used tags and available tags.
When reserving a path, each switch is looking for an avail- able tag on the
output port. In Fig. B.7, it is assumed that the left port is port 0, and the right port
is port 1 for all nodes. The first available tag of port 1 is used for a new L2-LSP
at keio01. After the tag is assigned for a new L2-LSP, the configuration of the
forwarding tables occurs automatically. In this case, the shaded entry (Input port,
Input tag, Output port, Output tag) = (0, 9, 1, 10) is added. Similarly, all the other
switches are configured, and finally the L2-LSP is established between keio13 and
keio14.
B.5 High definition video transmission and numeri-
cal results
A high definition video stream was transmitted through an L2-LSP, which is estab-
lished by RSVP-TE. Figure B.9 shows the sender, the receiver of a high definition
video stream, and the edge swi ches, which are laced in Kei University, Japan.
The sender corresponds to user01 in Fig. B.5, and the receiver corresponds to
user02 in Fig. B.5. The core switches are located the ilab.t testbed in Ghent Uni-
versity, Belgium as shown in Fig. B.8.
Figure B.11 shows the experiment of transmitting high definition video. The
video stream was captured by a video camera attached to the sender, and the TV
monitor is attached to the receiver. The high definition video stream from the
camera is transmitted through the established L2-LSP. The video is successfully
displayed on the TV monitor at high definition quality as shown in Fig B.11.
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Fig. 8 Round trip time between user01 and user02
are located the ilab.t testbed in Ghent University, Belgium
as shown in Fig. 11.
Figure 12 shows the experiment of transmitting high
definition video. The video stream was captured by a video
camera attached to the sender, and the TV monitor is at-
tached to the receiver. The high definition video stream from
the camera is transmitted through the established L2-LSP.
The video is successfully displayed on the TV monitor at
high definition quality as shown in Fig 12.
The round trip time and the UDP bandwidth between
two users (user01 and user02) are measured. Figure 8 shows
the round trip time measured by ping for 10 minutes. An
ICMP packet is sent every 1 second from user01. The av-
erage round trip time is 575.5 msec and the standard de-
viation is 0.64 msec. This result indicates that tag swap-
ping does not aect stability of the round trip time. Figure
9 shows the UDP throughput measured by iperf [7] for 10
minutes. user01 is the source node and the transmissions
rate of the source node are 10Mbps, 15Mbps, and 20Mbps,
respectively. The measured throughput is satisfactory for
high definition video transmission.
The number of VLAN paths supported in the conven-
tional system is at most 4096. On the other hand, our pro-
posed system can support at least 4096 VLAN paths. The
value varies with the number of hops of the paths through
the network. 4096 VLAN tags can be used on each link in
our proposed system, and there are 5 links in this experi-
ment. The maximum number N of VLAN paths allowed in
this experiment is expressed as follows:
N = max(x), such that
xX
i=0
hi  4096  5 (1)
 4096  5
h¯
(2)
, where i is the index number of a VLAN path, hi is the
number of hops of the VLAN path i, and h¯ is the average
number of hops of the VLAN paths. The VLAN tag search
time is O(1) with the number of nodes n since a hash table
is used for the forwarding table in our implementation.
From this experiment, we verified the interoperability
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Fig. 10 High definition video sender, receiver, and 2 edge switches
placed in Keio University, Japan
between two dierent VLAN tag swapping based Ethernet
implementations. We successfully transmitted high defini-
tion video stream between Japan and Belgium with Q-in-
Q frames. This result proves the feasibility of VLAN tag
swapped based Ethernet, and proves that wide area Ethernet
is realistic.
4. Conclusion
The scalability of Ethernet is a key issue in wide area Eth-
ernet. To cope with the issue, VLAN tag swapping is an
eective solution. In this paper, we reported on an interop-
erability experiment between two dierent implementations
of Ethernet VLAN swapping in Japan and Belgium. In the
experiment, a GMPLS controlled L2-LSP was established
between Japan and Belgium, and high definition video was
transmitted through the L2-LSP. We successfully demon-
strated the interoperability of VLAN tag swapping and Q-
in-Q frame transmission between the two countries. This
Figure B.9: High definition video sender, receiver, and 2 edge switches placed in Keio
University, Japan
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are located the ilab.t testbed in Ghent University, Belgium
as shown in Fig. 11.
Figure 12 shows the experiment of transmitting high
definition video. The video stream was captured by a video
camera attached to the sender, and the TV monitor is at-
tached to the receiver. The high definition video stream from
the camera is transmitted through the established L2-LSP.
The video is successfully displayed on the TV monitor at
high definition quality as shown in Fig 12.
The round trip time and the UDP bandwidth between
two users (user01 and user02) are measured. Figure 8 shows
the round trip time measured by ping for 10 minutes. An
ICMP packet is sent every 1 second from user01. The av-
erage round trip time is 575.5 msec and the standard de-
viation is 0.64 msec. This result indicates that tag swap-
ping does not aect stability of the round trip time. Figure
9 shows the UDP throughput measured by iperf [7] for 10
minutes. user01 is the source node and the transmissions
rate of the source node are 10Mbps, 15Mbps, and 20Mbps,
respectively. The measured throughput is satisfactory for
high definition video transmission.
The number of VLAN paths supported in the conven-
tional system is at most 4096. On the other hand, our pro-
posed system can support at least 4096 VLAN paths. The
value varies with the number of hops of the paths through
the network. 4096 VLAN tags can be used on each link in
our proposed system, and there are 5 links in this experi-
ment. The maximum number N of VLAN paths allowed in
this experiment is expressed as follows:
N = max(x), such that
xX
i=0
hi  4096  5 (1)
 4096  5
h¯
(2)
, where i is the index number of a VLAN path, hi is the
number of hops of the VLAN path i, and h¯ is the average
number of hops of the VLAN paths. The VLAN tag search
time is O(1) with the number of nodes n since a hash table
is used for the forwarding table in our implementation.
From this experiment, we verified the interoperability
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Fig. 10 High definition video sender, receiver, and 2 edge switches
placed in Keio University, Japan
between two dierent VLAN tag swapping based Ethernet
implementations. We successfully transmitted high defini-
tion video stream between Japan and Belgium with Q-in-
Q frames. This result proves the feasibility of VLAN tag
swapped based Ethernet, and proves that wide area Ethernet
is realistic.
4. Conclusion
The scalability of Ethernet is a key issue in wide area Eth-
ernet. To cope with the issue, VLAN tag swapping is an
eective solution. In this paper, we reported on an interop-
erability experiment between two dierent implementations
of Ethernet VLAN swapping in Japan and Belgium. In the
experiment, a GMPLS controlled L2-LSP was established
between Japan and Belgium, and high definition video was
transmitted through the L2-LSP. We successfully demon-
strated the interoperability of VLAN tag swapping and Q-
in-Q frame transmission between the two countries. This
Figure B.10: Round trip time between user01 and user02
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Fig. 11 4 Core switches placed in the ilab.t testbed in Ghent University,
Belgium
TV monitor
Video camera
Fig. 12 High definition video captured by video camera is displayed on
TV monitor
result confirmed that VLAN tag swapping is a good solu-
tion for wide area Ethernet.
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Figure B.11: High definition video captured by video camera is displayed on TV monitor
The round trip time and the UDP bandwidth between two users (user01 and
user02) are measured. Figure B.10 shows the round trip time measured by ping
for 10 minutes. An ICMP packet is sent every 1 second from user01. The average
round trip time is 575.5 ms and the standard deviation is 0.64 ms. This result indi-
cates that tag swapping does not affect stability of the round trip time. Figure B.12
shows the UDP throughput measured by iperf [6] for 10 minutes. user01 is the
source node and the transmissions rate of the source node are 10Mbps, 15Mbps,
and 20Mbps, respectively. The measured throughput is satisfactory for high defi-
nition video transmission.
The number of VLAN paths supported in the conventional syst m is at most
4096. On the other hand, our pro- posed system can support at least 4096 VLAN
paths. The value varies with the number of hops of the paths through the network.
4096 VLAN tags can be used on each link in our proposed system, and there are 5
links in this experiment. The maximum number N of VLAN paths allowed in this
experiment is expressed as follows:
N = max(x), such that
x∑
i=0
hi ≤ 4096× 5
≈ 4096× 5
h
,
(B.1)
where i is the index number of a VLAN path, hi is the number of hops of the
VLAN path i, and h is the average number of hops of the VLAN paths. The
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Fig. 8 Round trip time between user01 and user02
are located the ilab.t testbed in Ghent University, Belgium
as shown in Fig. 11.
Figure 12 shows the experiment of transmitting high
definition video. The video stream was captured by a video
camera attached to the sender, and the TV monitor is at-
tached to the receiver. The high definition video stream from
the camera is transmitted through the established L2-LSP.
The video is successfully displayed on the TV monitor at
high definition quality as shown in Fig 12.
The round trip time and the UDP bandwidth between
two users (user01 and user02) are measured. Figure 8 shows
the round trip time measured by ping for 10 minutes. An
ICMP packet is sent every 1 second from user01. The av-
erage round trip time is 575.5 msec and the standard de-
viation is 0.64 msec. This result indicates that tag swap-
ping does not aect stability of the round trip time. Figure
9 shows the UDP throughput measured by iperf [7] for 10
minutes. user01 is the source node and the transmissions
rate of the source node are 10Mbps, 15Mbps, and 20Mbps,
respectively. The measured throughput is satisfactory for
high definition video transmission.
The number of VLAN paths supported in the conven-
tional system is at most 4096. On the other hand, our pro-
posed system can support at least 4096 VLAN paths. The
value varies with the number of hops of the paths through
the network. 4096 VLAN tags can be used on each link in
our proposed system, and there are 5 links in this experi-
ment. The maximum number N of VLAN paths allowed in
this experiment is expressed as follows:
N = max(x), such that
xX
i=0
hi  4096  5 (1)
 4096  5
h¯
(2)
, where i is the index number of a VLAN path, hi is the
number of hops of the VLAN path i, and h¯ is the average
number of hops of the VLAN paths. The VLAN tag search
time is O(1) with the number of nodes n since a hash table
is used for the forwarding table in our implementation.
From this experiment, we verified the interoperability
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Fig. 10 High definition video sender, receiver, and 2 edge switches
placed in Keio University, Japan
between two dierent VLAN tag swapping based Ethernet
implementations. We successfully transmitted high defini-
tion video stream between Japan and Belgium with Q-in-
Q frames. This result proves the feasibility of VLAN tag
swapped based Ethernet, and proves that wide area Ethernet
is realistic.
4. Conclusion
The scalability of Ethernet is a key issue in wide area Eth-
ernet. To cope with the issue, VLAN tag swapping is an
eective solution. In this paper, we reported on an interop-
erability experiment between two dierent implementations
of Ethernet VLAN swapping in Japan and Belgium. In the
experiment, a GMPLS controlled L2-LSP was established
between Japan and Belgium, and high definition video was
transmitted through the L2-LSP. We successfully demon-
strated the interoperability of VLAN tag swapping and Q-
in-Q frame transmission between the two countries. This
Figure B.12: UDP throughput between user01 and user02
VLAN tag search time is O(1) with the number of nodes n since a hash table is
used for the forwarding table in our implementation.
From this experiment, we verified the interoperability between two different
VLAN tag swapping based Ethernet implementations. We successfully transmitted
high definition video stream between Japan and Belgium with Q-in- Q frames.
This result proves the feasibility of VLAN tag swapped based Ethernet, and proves
that wide area Ethernet is realistic.
B.6 Conclusion
The scalability of Ethernet is a key issue in wide area Ethernet. To cope with the
issue, VLAN tag swapping is an effective solution. In this paper, we reported on
an interoperability experiment between two different implementations of Ethernet
VLAN swapping in Japan and Bel ium. In the experiment, a GMPLS controlled
L2-LSP was established between Japan and Belgium, and high definition video
was transmitted through the L2-LSP. We successfully demonstrated the interoper-
ability of VLAN tag swapping and Q- in-Q frame transmission between the two
countries. This result confirmed that VLAN tag swapping is a good solution for
wide area Ethernet.
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