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Abstract: We study the role of boundary conditions on the one loop partition function
the N = 2 chiral multiplet of R-charge ∆ on AdS2×S1. The chiral multiplet is coupled to a
background vector multiplet which preserves supersymmetry. We implement normalizable
boundary conditions in AdS2 and develop the Green’s function method to obtain the one
loop determinant. We evaluate the one loop determinant for two different actions: the
standard action and the Q-exact deformed positive definite action used for localization. We
show that if there exists an integer n in the interval D : (∆−12L ,
∆
2L), where L being the ratio
of radius of AdS2 to that of S
1, then the one loop determinants obtained for the two actions
differ. It is in this situation that fields which obey normalizable boundary conditions do
not obey supersymmetric boundary conditions. However if there are no integers in D, then
fields which obey normalizable boundary conditions also obey supersymmetric boundary
conditions and the one loop determinants of the two actions precisely agree. We also show
that it is only in the latter situation that the one loop determinant obtained by evaluating
the index of the D10 operator associated with the localizing action agrees with the one loop
determinant obtained using Green’s function method.ar
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1 Introduction
Supersymmetric localization methods which was first introduced in [1] and later developed
in [2–4] enable the exact evaluation of observables in supersymmetric quantum field theo-
ries. See [5] for a recent review and a list of references. Some of the exact computations
have provided highly non-trivial checks of the AdS/CFT correspondence [6–8]. Localization
relies on identifying a fermionic symmetry Q, upto boundary terms of the Lagrangian and
an addition of a localizing term which is Q exact up to boundary terms. Therefore super-
symmetric theories on compact spaces without boundaries serve as the canonical examples
in which the method of localization has been applied.
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Extension of localization methods to supersymmetric theories defined on non-compact
spaces presents a considerable challenge. Naively we expect that we must ensure the
following
1. Choose boundary conditions of all the fields involved such that the boundary terms
that result from the Q variation of the original action as well as the localizing term can
be neglected. The boundary conditions must also be chosen so that the path integral
is well defined. The canonical method of ensuring this is to implement normalizable
boundary conditions.
2. The boundary conditions of both bosonic and fermionic fields chosen must be con-
sistent with supersymmetry.
It is a-priori not clear that fields which satisfy normalizable boundary conditions also obey
supersymmetric boundary conditions. To study these issues in detail it is best to focus on
concrete examples of a class of non-compact spaces. Supersymmetric theories on spaces
of the form AdSn × Sm are examples which also have good applications. Localization of
N = 2 supergravity on AdS2 × S2 is relevant for obtaining the entropy of extremal black
holes in these theories [9–14]. Evaluating the supersymmetric partition function of N = 8
supergravity on AdS4 is useful in the context of the holographic duality of this theory with
the ABJM theory [15]. Localization of supergravity on AdS5 reduces to a Chern-Simons
theory defined on an AdS3 slice which describes a protected chiral algebra in N = 4 SYM
theory in large N limit [16]. Topologically twisted index on AdS2 × S1 of ABJM theory is
related to the entropy of magnetically charged black holes in AdS4 [17] . Apart from these
applications, the study of the supersymmetric localization on non compact spaces itself is
an interesting problem, see for instance [18].
As we have briefly mentioned above, since there are subtle issues involved in the appli-
cation of localization on non-compact spaces it is important to study situations in which
the results obtained by applying localization can be checked against another independent
method. In [19] localization of N = 2 U(N) Chern-Simons theory on AdS2 × S1 was
studied. It was shown that it is possible to choose the gauge field, the gaugino and the
auxillary field to lie in the space of space of square integrable normalizable wave functions
in AdS2 and consistent with supersymmetry
1. Moreover the result for the supersymmetric
partition function for this theory on AdS2 × S1 agreed with that on S3 which is expected
from conformal symmetry. However since this theory is also topological one might suspect
that this agreement is the result of a coincidence and therefore it is important to examine
the matter sector.
In this paper we study the localization of the chiral multiplet of R-charge ∆ on AdS2×
S1 where the radius of AdS2 is L and the radius of S
1 is normalized to unity. The chiral
multiplet is also coupled to the background vector multiplet which is supersymmetric and
solves the saddle point equations of the localising action of the vector multiplet. The
advantage of studying the matter sector is that its action is quadratic. Therefore, its
1The gauge fixing choice was such that ghosts satisfied supersymmetric boundary conditions, however
they were not normalizable.
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partition function which is one loop exact can be obtained by using conventional methods
and compared against that obtained using localization. Note that when the chiral multiplet
is not coupled with the vector, the theory is free and the one loop determinants for the
boson and the fermion in AdS2×S1 for special values of ∆ have been obtained earlier [20]
using the eigen function method 2.
We develop the Green’s function approach of evaluating the ratio of bosonic and
fermionic one loop determinants in the chiral multiplet coupled to the background vec-
tor. We first consider the standard action for the chiral multiplet given by [21]. We discuss
in detail both the normalizable and supersymmetric boundary conditions for fields of this
theory. We show that when there exist no n in the interval
D :
(∆− 1
2L
,
∆
2L
)
, (1.1)
solutions to equations of motions which obey normalizable boundary conditions also obey
supersymmetric boundary conditions 3. We show that the Green’s function for both the
boson and the fermion of the chiral multiplet in the background of the vector multiplet
is exactly solvable. The Green’s function can then be related to the variation of one
loop determinants with respect to the background value of the vector multiplet in the
following way. Let the background value of the vector multiplet be parametrised by α.
The variation of the one loop bosonic determinant of an operator DB(α) together with a
fermionic determinant of an operator DF (α) is given by
δ
δα
lnZ1−loop(α) = Tr[GF
δ
δα
DF (α)]− 1
2
Tr[GB
δ
δα
DB(α)] . (1.2)
Then integrating with respect to α enables the evaluation of the partition function. The
result is presented in (4.45) . At α = 0 and special values of ∆, L, the one loop determinants
can be evaluated using the eigen function methods following [20] since the theory is free.
As a check on the Green’s function method we show the result for the one loop determinant
at L = 1, 2 and at α = 0 agrees with the eigen function method.
Next we examine the Q-exact and positive definite action which is used in localization
and again evaluate its one loop determinant using the Green’s function method. We show
that the one loop determinant of the standard action agrees with the Q-exact action only
when there exist no integer n in the domain D. As mentioned earlier it is in this situa-
tion that fields which obey normalizable boundary conditions also satisfy supersymmetric
boundary conditions. We also show that when there exists no integer n in D, the one loop
determinant entirely arises from boundary terms which include contributions from r = 0
and r → ∞ in AdS2 and the result is independent of the details of the precise solutions
to equations of motion of the action. Now when there exists an integer n which lies in
D, then the one loop determinant of the standard action differs from that of the Q-exact
deformation. This shows that the one loop determinant certainly is not independent of the
2In [20] thermal boundary conditions were chosen along S1 for the fermions. The method can be adapted
for fermions obeying periodic boundary conditions along S1.
3In this paper, we will refer to this situation as normalizable boundary conditions are compatible with
supersymmetric boundary conditions.
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Q-exact deformation when fields obeying normalizable boundary conditions do not satisfy
supersymmetric boundary conditions.
We also calculate the one loop determinant of the Q-exact action using the index of
the corresponding D10 operator and implementing supersymmetric boundary conditions.
We observe that when there exists no integer n in the domain D as well as ∆−12L is not
an integer, then the one loop determinant agrees with that obtained for this action as
well as the standard action using the Green’s function method. This is in accordance
with the expectation that when normalizable and supersymmetric boundary conditions
are compatible, methods relying on localization should yield the same answer as Green’s
function approach implemented with normalizable boundary conditions.
The organisation of this paper is as follows. In section 2 we discuss the supersymmetric
transformations as well as the construction of the supersymmetric action for chiral multiplet
on AdS2 × S1. In section 2.1 we introduce co-homological variables for the fermions and
write down the Kaluza-Klein reduced actions for the chiral multiplet in presence of the
vector multiplet. We call this the standard action. This is then repeated for the localising
action of the chiral multiplet, we call this the Q-exact deformed action in section 2.2.
Next in section 3 we discuss the boundary conditions of the solutions to the equations of
motion of these Lagrangians. In section 4 we construct the Green’s function for operators
associated with the standard action of the chiral multiplet as well as the Q-exact action.
Here we make the main observation of the paper. We show that if there exists an integer
n in the interval (1.1) the result for the one loop determinants for the regular action
differs from that of the Q-exact action. We also observe here that once the interval (1.1)
admits an integer there are solutions which obey normalizable boundary conditions, but
do not satisfy supersymmetric boundary condition. This is the reason that the one loop
determinants of the Q-exact action does not agree with the regular action. In section 5 we
evaluate the index of the D10 operator associated with the localising Q-exact action. Here
we observe that it coincides with the result obtained using the Green’s function method
for the standard as well as the Q-exact action only when the interval (1.1) does not admit
an integer and ∆−12L is not an integer. In section 6 we present our conclusions and discuss
generalisations. Appendix A contains the details regarding our conventions, killing spinors
and the classical supersymmetric solution for the vector multiplet. Appendix B contains
the evaluation of one loop determinants of the free chiral multiplet on AdS2 × S1using
the eigen function method. Appendix C tabulates a list of integrals involving products of
hypergeometric functions which are used in our evaluation of one loop determinants.
2 Supersymmetry and actions on AdS2×S1
Before we start discussing the actions, the preliminaries that we require are the supersym-
metry transformations of the vector multiplet and a chiral multiplet coupled to a vector
multiplet on AdS2×S1. We take the ratio of the radius of AdS2 to that of S1 to be L. The
metric is given in (A.7). Let us begin with the Euclidean supersymmetry transformations
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of the fields in a vector multiplet. This is given by
Qλ = − i
4
G− i
2
µνργρFµν− iγµ (i∇µσ − Vµσ) ,
Qλ˜ =
i
4
˜ G− i
2
µνργρFµν ˜+ iγ
µ˜ (i∇µσ + Vµσ) ,
Qaµ =
1
2
(
γµλ˜+ ˜γµλ
)
,
Qσ =
1
2
(
−λ˜+ ˜λ
)
,
QG = −2i
[
∇µ
(
γµλ˜− ˜γµλ
)
− i
[
σ, λ˜+ ˜λ
]
− iVµ
(
γµλ˜+ ˜γµλ
)]
. (2.1)
where ∇µ is the covariant derivative containing the Christoffel and the gauge connection.
The Killing spinors  and ˜ on AdS2 × S1 as well as the background Vµ is defined in (A.9)
4. The supersymmetry transformations of the fields of the chiral multiplet coupled to an
abelian vector multiplet are given by
Qφ = ψ , Qφ = ˜ψ˜ ,
Qψ = F (τ, r, θ)+ Γµ˜ Dµφ− iqσ φ ˜ ,
Qψ˜ = F (τ, r, θ)˜+ ΓµDµφ− iqσ φ  ,
QF = Dµ(˜Γ
µψ) + iqσ ˜ψ − iqφ ˜λ˜ ,
QF = Dµ(Γ
µψ˜) + iqσ ψ˜ + iqφ λ . (2.2)
Here q refers to the charge of the chiral multiplet. The fields (φ, ψ, F ) has R-charges
(∆,∆ − 1,∆ − 2), while the fields of the anti-chiral multiplet (φ, ψ˜, F ) has R-charges
(−∆,−∆ + 1,−∆ + 2). The action of the derivative Dµ are defined by
Dµφ = (∇µ − i∆Aµ + i∆
2
Vµ)φ, (2.3)
Dµψ = (∇µ − i(∆− 1)Aµ + i∆
2
Vµ)ψ,
Dµφ = (∇µ + i∆Aµ − i∆
2
Vµ)φ,
Dµψ˜ = (∇µ + i(∆− 1)Aµ − i∆
2
Vµ)ψ˜
Note that ∇µ is the covariant derivative along with the gauge connection. It is convenient
to define the variation separately with respect  and ˜ as
δφ = ψ , δ˜φ = 0, δφ = 0, δ˜φ = ˜ψ˜ ,
δψ = F (τ, r, θ), δ˜ξψ = Γ
µ˜ Dµφ− iqσ φ ˜ ,
δψ˜ = Γ
µDµφ− iqσ φ  , δ˜ψ˜ = F (τ, r, θ)˜ ,
δF = 0, δ˜F = Dµ(˜Γ
µψ) + iqσ ˜ψ − iqφ ˜λ˜ ,
δF = Dµ(Γ
µψ˜) + iqσ ψ˜ + iqφ λ , δ˜F = 0. (2.4)
4Please see appendix A for our notations and conventions.
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Then Q is the sum given by Q = δ+δ˜. The action of Q
2 on all of the fields can be written
compactly as
Q2 = LK + δgauge transfΛ + δR−symm1
2L
. (2.5)
Here LK refers to the Lie derivative along the direction of the Killing vector
Kµ = ˜γµ, K =
∂
∂τ
+
1
L
∂
∂θ
, (2.6)
and Λ = ˜ σ −Kρaρ . We now will need the vector multiplet background about which we
will evaluate the one loop determinants of the chiral multiplet. We take this background
to be given by
aµ = 0 , σ =
iα
cosh r
, G =
4iα
L cosh2 r
. (2.7)
Here α is a real constant which is matrix valued in the Lie algebra. We can chose it to lie
in the Cartan of the gauge group. One can easily verify that this background is invariant
under the supersymmetric variation given in (2.1). This background is also the classical
solution of the equations of motion as well as minima to the following localizing action of
the vector multiplet.
QVloc{bosonic} =
∫
d3x
√
gTr
[
1
4
FµνF
µν − 1
2 cosh2 r
Dµ(cosh r σ)D
µ(cosh r σ)
− 1
32
(
G− 4σ
L cosh r
)2]
. (2.8)
This localizing action was used to obtain the supersymmetric partition function of
Chern-Simons theory on AdS2 × S1 in [19].
2.1 The standard action on AdS2×S1
In this section we consider a chiral multiplet coupled to an abelian vector multiplet with
charge q on supersymmetric AdS2×S1 background. Since in this paper we are restricting
ourselves to only chiral multiplet, the abelian vector field, which couples to either gauge
current or global current like flavor current, is restricted to the susy background (2.7).
The generalization to the case of chiral multiplet coupled to a non abelian gauge field with
gauge group G is straight forward. The supersymmetric action is given by
S =
∫
d3x
√
g
[
DµφDµφ+
(
− 1
4
qG− ∆
4
R+
1
2
(
∆− 1
2
)
V 2 − q2σ2
)
φφ− FF
+ψ˜ /Dψ + iqσ ψ˜ψ + iqφ(λψ)− iqφ(ψ˜λ˜)
]
, (2.9)
where
Dµφ = ∂µφ− i∆
(
Aµ − 3
2
Vµ
)
φ− i
(
∆− 1
2
)
Vµφ− iqaµφ = Dµφ+ i
2
Vµφ ,
Dµψ = ∇µψ − i(∆− 1)
(
Aµ − 3
2
Vµ
)
ψ − i
(
∆− 1
2
)
Vµψ − iqaµψ = Dµψ − i
2
Vµψ .
(2.10)
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In the above action ∆ is the R-charge of the chiral multiplet, Aµ and Vµ are supergravity
background fields whose values are Aτ = Vτ =
1
L and aµ is U(1) gauge field and R is the
Ricci scalar. This action for the chiral multiplet was considered in [21] and we will refer
it to as the ‘standard action’. The action (2.9) is supersymmetric as well as Q-exact upto
boundary terms
S =
∫
d3x
√
g
1
cosh r
[δξ˜δξ(ψ˜ψ +
i
L cosh r
φφ+ 2iqσφφ)] + boundary terms . (2.11)
The boundary terms are given by
boundary terms =
∫
d3x
√
g∇µ
[
− 1
cosh r
(˜ψ˜)(γµψ)− i
2
V µφφ (2.12)
− i
cosh r
εµρν(γν ˜)φDρφ+ (γ
µ˜)
iqσ
cosh r
φφ
]
.
It will be pointed out in the section 3 that the above boundary terms vanish with both
normalizable as well as supersymmetric boundary conditions. Therefore, we can apply the
technique of supersymmetric localization to the chiral multiplet on AdS2 × S1 to evaluate
one loop determinants of the fields in the chiral multiplet. Note that we will consider the
action in (2.9) in the background of the vector multiplet given in (2.7) .
Twisted variables: To proceed with the analysis it is convenient to define the following
twisted variables
B(τ, r, θ) = ˜ψ, B˜(τ, r, θ) = ψ˜, C(τ, r, θ) = ψ, C˜(τ, r, θ) = ˜ψ˜ . (2.13)
The map to the twisted variables is an one to one map and it can be inverted. In term of
these variables the fermions ψ and ψ˜ are given as
ψ =
1
˜
(
− ˜ C(τ, r, θ) + B(τ, r, θ)
)
, ψ˜ =
1
˜
(
 C˜(τ, r, θ)− ˜ B˜(τ, r, θ)
)
. (2.14)
Kaluza-Klein reduction: In order to simplify the action, we decompose the fields into
the Fourier modes labelled by (n, p) along the S1 and the angle direction of AdS2 as
φ(τ, r, θ) = ei(n τ+p θ)fn,p(r), φ(τ, r, θ) = e
−i(n τ+p θ)fn,p(r) ,
C(τ, r, θ) = ei(n τ+p θ)cn,p(r), C˜(τ, r, θ) = e
−i(n τ+p θ)c˜n,p(r) ,
B(τ, r, θ) = ei(n τ+(p−1) θ)bn,p(r), B˜(τ, r, θ) = e−i(n τ+(p−1) θ)b˜n,p(r) ,
F (τ, r, θ) = ei(n τ+(p−1) θ)Fn,p(r), F (τ, r, θ) = e−i(n τ+(p−1) θ)Fn,p(r) . (2.15)
In this case the bosonic part of the action (2.9) for a given (n, p) becomes
SB,{n,p} =
1
4
∫
dr sinh r
[
− 4L2Fn,pFn,p +
(
4Ln+ 4L2n2 − 2∆− 4Ln∆ + ∆2 + 4p
2
sinh2 r
+
4Lqα(−i+ Lqα)
cosh2 r
)
fn,p(r)fn,p(r) + 4∂rfn,p(r)∂rfn,p(r)
]
, (2.16)
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and similarly the fermionic part for a given (n, p) is given by
SF,{n,p} = −
L
4
∫
dr
1
cosh2 r
[
c˜n,p(r)
{
bn,p(r)(−4 + 2Ln+ 4p−∆ + (−2Ln+ ∆) cosh 2r)
+2 sinh r
(
i(−2 + 2Ln+ 2p−∆− 2iLqα)cn,p(r)− 2 cosh r b′n,p(r)
)}
+b˜n,p(r)
{
cn,p(r)(2Ln+ 4p−∆ + (−2Ln+ ∆) cosh 2r) (2.17)
+2 sinh r
(
i(2Ln+ 2p−∆ + 2iLqα)bn,p(r) + 2 cosh r c′n,p(r)
)}]
.
Note that in these Kaluza-Klein reduced actions we have substituted the background vector
multiplet in (2.7). Since F is an auxiliary field, its contribution to the one loop determinant
is trivial. Hence forth we will drop it from the action.
Change of variables: We next change to the variable z by defining z = tanh2 r. Now
the origin of AdS2 is at z = 0, while the boundary is at z = 1. In this variable the bosonic
part of the action becomes
SB,{n,p} =
∫ 1
0
dz
1
8z(1− z)3/2
[
fn,p(z)fn,p(z)
{
4p2(1− z) + z
(
∆(∆− 2) + L(4n(1−∆)
+4iq(z − 1)α) + 4L2(n2 − q2(z − 1)α2)
)}
+ 16z2(1− z)2f ′n,p(z)f ′n,p(z)
]
.
(2.18)
In the above we have also included the contribution coming from change of integration
measure (i.e. change from r to z).
Now we vary the action w.r.t fn,p to obtain the equation of motion for fn,p(z) which is
5
2z
√
(1− z) ∂2z fn,p(z) +
(2− 3z)√
1− z ∂zfn,p(z) +
1
8z
√
(1− z)3
(
− 4p2(1− z) + z(2−∆)∆
+4Lz(n(−1 + ∆) + iqα(1− z))− 4L2z(n2 + q2α2(1− z))
)
fn,p(z) = 0 . (2.19)
Similarly the fermionic part of the action written in the coordinate z is given as
SF,{n,p} =
∫ 1
0
dz
1
2
(
b˜n,p(z) c˜n,p(z)
)(
− 2iL√z σ2 ∂z + L(1− 2p(1− z) + (−1 + 2Ln−∆)z)
2
√
z(1− z) σ1
− iL
2
√
z
σ2 − iL(−1 + 2Ln+ 2p−∆)
2
√
1− z +
L(−i+ 2Lqα)
2
√
1− z σ3
)(bn,p(z)
cn,p(z)
)
. (2.20)
In the above {σi} are Pauli matrices. The corresponding equation of motion for the
fermionic variables (bn,p(z), cn,p(z)) are given as(
− 2iL√z σ2 ∂z + L(1− 2p(1− z) + (−1 + 2Ln−∆)z)
2
√
z(1− z) σ1
− iL
2
√
z
σ2 − iL(−1 + 2Ln+ 2p−∆)
2
√
1− z +
L(−i+ 2Lqα)
2
√
1− z σ3
)(bn,p(z)
cn,p(z)
)
= 0 . (2.21)
5The differential operator is not hermitian for real α. This is also true for the operator obtained for
fermionic field in which case it is not anti-hermitian. We assume that α is imaginary for which it is hermitian
in bosonic case and anti hermitian in fermionic case and at the end we analytically continue back to real α.
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These equations provides two first order coupled differential equation in the variable (bn,p(z), cn,p(z)).
Solving for bn,p(z) in terms of cn,p(z) and its derivative, we obtained
bn,p(z) = − i((2p(−1 + z) + (2Ln−∆)z)cn,p(z) + 4(−1 + z)z ∂zcn,p(z))√
z(1− z) (2p−∆ + 2L(n+ iqα)) , (2.22)
and substituting this back into the first order derivative equation for bn,p(z), we obtain the
second order differential equation involving field cn,p(z) only which is
2z
√
(1− z) ∂2z cn,p(z) + 2
(2− 3z)√
1− z ∂zcn,p(z) +
1
8z
√
(1− z)3
(
− 4p2(1− z) + z(2−∆)∆
+4Lz(n(−1 + ∆) + iqα(1− z))− 4L2z(n2 + q2α2(1− z))
)
cn,p(z) = 0 . (2.23)
Comparing the above equation with the bosonic equation (2.19), we see that two are
identical and therefore admit the same solution. This is not surprising, in fact it follows
from supersymmetry that φ and Qφ should obey the same equation of motion. However
as we will show in section 3 that normalizable boundary condition for φ and fields (B,C)
imply different behaviour at the boundary z → 1.
2.2 Q-exact deformed action
Application of the method of localization requires a positive definite Q-exact action. The
action given in (2.9) although Q-exact is not positive definite. One can instead consider
adding a Q-exact deformations which gives positive definite contribution to the Lagrangian.
For this we choose V to be
V =
∫
d3x
√
g
1
2 cosh r
[
ψ.(Qψ)∗ + ψ˜.(Qψ˜)∗
]
. (2.24)
In the above ∗ is an ordinary complex conjugation. The bosonic part of the above Q-exact
deformation is
QV |bosonic =
∫
d3x
√
g
[
−FF +gµνDµφDνφ+ i
cosh r
εµραKαDµφDρφ− q2σ2φφ
]
. (2.25)
In writing the above we have used the reality condition
F ∗ = −F , φ∗ = φ . (2.26)
By construction the bosonic part of the QV deformation is positive definite (note that σ
is purely imaginary). The fermionic part of the Q-exact deformation is
QV |fermionic =
∫
d3x
√
g
[
ψ˜ /Dψ + 2iV µ(ψ˜γµψ) + iqσ(ψ˜ψ)− i
cosh r
(V ·K)(ψ˜ψ)
− i
2 cosh r
∇µ[εµνρKν(ψ˜γρψ)]− 1
2
∇µ(ψ˜γµψ)
]
. (2.27)
Now we have two different actions. The standard action given in (2.9) and the Q-
exact deformed action in (2.24). Under the principles of localization, if the fields obey
supersymmetric boundary conditions, then the one-loop determinants from either of the
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actions should yield the same result. To study the effect of boundary conditions in detail
we will evaluate the one-loop determinant of both the actions using the Green’s function
method.
Kaluza-Klein decomposition: As in the previous section we express the bosonic part
of the QV action in terms of Fourier modes (2.15) to obtain
QV |bosonic =
∫
dz
[
2z
√
1− z f ′n,p(z)f ′n,p(z)
− 1
2
√
1− z
(
2p(z − 1) + (2Ln−∆)z
) d
dz
(fn,p(z)fn,p(z))
+
1
8z(1− z)3/2
(
4p2(1− z)− 4Ln∆z + ∆2z + 4L2z(n2 + q2(1− z)α2)
)
fn,p(z)fn,p(z)
]
.
(2.28)
From this we obtain the equation of motion for fn,p(z) which is given as
2z
√
(1− z) ∂2z fn,p(z) +
(2− 3z)√
1− z ∂zfn,p(z) +
1
8z
√
(1− z)3
(
4p(p+ z)(−1 + z)− z∆(−4 + ∆ + 2z)
+4Lnz(−2 + ∆ + z)− 4L2z(n2 + q2α2(1− z))
)
fn,p(z) = 0 . (2.29)
Similarly, we express the fermionic part of the QV action in terms of Fourier modes and
after doing some integration by parts we obtain
QV |fermionic =
∫ 1
0
dz
1
2
(
b˜n,p(z) c˜n,p(z)
)(
2iL
√
z σ2 ∂z − L(1− 2p(1− z) + (−1 + 2Ln−∆)z)
2
√
z(1− z) σ1
+
iL
2
√
z
σ2 +
iL(2Ln+ 2p−∆)
2
√
1− z −
L2qα
2
√
1− zσ3
)(bn,p(z)
cn,p(z)
)
. (2.30)
Following the analysis in the previous section we obtain the equation of motion of cn,p(z)
2z
√
(1− z) ∂2z cn,p(z) +
(2− 3z)√
1− z ∂zcn,p(z) +
1
8z
√
(1− z)3
(
4p(p+ z)(−1 + z)− z∆(−4 + ∆ + 2z)
+4Lnz(−2 + ∆ + z)− 4L2z(n2 + q2α2(1− z))
)
cn,p(z) = 0 , (2.31)
with the corresponding relation between bn,p(z) and cn,p(z) which is given as
bn,p(z) = − i((2p(−1 + z) + (2Ln−∆)z)cn,p(z) + 4(−1 + z)z ∂zcn,p(z))√
z(1− z) (2p−∆ + 2L(n+ iqα)) . (2.32)
3 Boundary conditions
In this section we discuss two boundary conditions that can be chosen for the fields in
the chiral multiplet. The consistent choice of boundary conditions to perform the path
integral is the normalizable boundary conditions. We will show that this choice of boundary
conditions is not always consistent with supersymmetric boundary conditions.
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3.1 Normalizable boundary conditions
The normalizable boundary conditions on the bosonic fields fn,p(z) and fn,p(z) as z → 1
are
(1− z)−1/4fn,p(z)→ 0, (1− z)−1/4fn,p(z)→ 0 . (3.1)
Following (2.13), we find that the normalizable boundary condition on ψ and ψ˜ as z → 1
imposes the following boundary conditions on twisted variables bn,p, b˜n,p and cn,p, c˜n,p
6
bn,p(z)→ 0, b˜n,p(z)→ 0, cn,p(z)→ 0, c˜n,p(z)→ 0 . (3.3)
These are also the boundary conditions that ensure that boundary terms that occur on
integration by parts vanish. Thus the path integral is well defined with these boundary
conditions. It can be seen that these boundary conditions together with the smoothness
conditions for the fields in the chiral multiplet near the origin of AdS2 ensure that the
boundary term given in (2.12), that arises on writing the standard action as a Q-exact
action, vanishes. Furthermore, these boundary conditions also need to be imposed on the
Q-exact deformed action given in (2.25), (2.27) to define the path integral.
The one loop determinants for the operators in the standard action as well as the
Q-exact action therefore should be evaluated on the space of solutions satisfying the nor-
malizable boundary conditions. Without knowing the explicit form of the solutions of the
differential equations (2.23), (2.23), (2.29), (2.31) by studying the asymptotic behaviour of
the solutions we can obtain those that satisfy normalizable boundary conditions. Let us
discuss this first for the solutions of the equations of motion of the standard action. From
studying the roots of the indicial equation of (2.23) at z = 1 we see that the two behaviours
for fn,p are given by
f+n,p ∼ (1− z)
1
4
(2Ln−∆+2) + · · · , (3.4)
f−n,p ∼ (1− z)
1
4
(−2Ln+∆) + · · · .
Therefore for the solutions which are normalizable, that is which satisfies the conditions
(3.1) is given by
fn,p|normalizable =
{
f+n,p, for n >
∆−1
2L
f−n,p, for n <
∆−1
2L .
(3.5)
The asymptotic behaviour of cn,p is the same as that of fn,p since its equation given in
(2.23) is identical to that of fn,p.
c+n,p ∼ (1− z)
1
4
(2Ln−∆+2) + · · · , (3.6)
c+n,p ∼ (1− z)
1
4
(−2Ln−∆) + · · · .
6Note that these boundary conditions follow from the standard normalizable fall off behaviour near the
boundary of AdS2 of the boson φ and the fermion ψ in the chiral multiplet which are given by
lim
r→∞
er/2φ ∼ 0, lim
r→∞
er/2ψ ∼ 0 . (3.2)
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Therefore, solutions which satisfy the normalizable boundary conditions in (3.3) are given
by
cn,p|normalizable =
{
c+n,p, for n >
∆−2
2L
c−n,p, for n <
∆
2L .
(3.7)
Note that both c+n,p as well as c
−
n,p are admissible in the interval
∆−2
2L < n <
∆
2L . Finally
using (3.6) and (2.22) we obtain the asymptotic behaviour
b+n,p ∼ (1− z)
1
4
(2Ln−∆) + · · · , (3.8)
b−n,p ∼ (1− z)
1
4
(−2Ln+∆+2) + · · · .
Therefore the solutions which satisfies the boundary conditions (3.3) are given by
bn,p|normalizable =
{
b+n,p, for n >
∆
2L
b−n,p, for n <
∆+2
2L .
(3.9)
Again both b+n,p as well as b
−
n,p are admissible in the interval
∆
2L < n <
∆+2
2L . Combining
(3.5), (3.9) and (3.7) we see that the solutions for the system {f, (b, c)} which satisfies
normalizable boundary conditions are
{fn,p, (bn,p, cn,p)}|normalizable =

{f+, (b+n,p, c+n,p)} for n > ∆2L
{f+, (b−n,p, c−n,p)} for ∆−12L < n < ∆2L
{f−, (b−n,p, c−n,p)} for n < ∆−12L .
(3.10)
To arrive at this conclusion it is important to use the fact that the (b, c) system must satisfy
(2.22) and therefore, both are either the ‘+’ modes or both ‘−’ modes.
3.2 Supersymmetric boundary condtions
The normalizable boundary conditions discussed in the previous section are not consistent
with supersymmetry. Following supersymmetry one can also impose boundary conditions
which closes under supersymmetry transformations. Using the normalizable boundary
condition on the bosonic field (3.1) and the following supersymmetry transformations
Qfn,p(r) = cn,p(r), Qfn,p(r) = c˜n,p(r) ,
Qbn,p =
1
4L sinh r
[(2Ln+ 4p−∆ + (−2Ln+ ∆) cosh 2r)fn,p(r)− 2 sinh 2r(LFn,p − ∂rfn,p(r))] ,
Qb˜n,p = − 1
4L sinh r
[
(−2Ln− 4p+ ∆ + (2Ln−∆) cosh 2r)fn,p(r) + 2 sinh 2r(LFn,p − ∂rfn,p(r))
]
,
(3.11)
one can impose the following supersymmetric boundary condition on b, b˜ and c, c˜ as z → 1
is
(1−z)1/4bn,p(z)→ 0, (1−z)1/4b˜n,p(z)→ 0, (1−z)−1/4cn,p(z)→ 0, (1−z)−1/4c˜n,p(z)→ 0 .
(3.12)
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We see from the above boundary conditions that the supersymmetry transformations allows
the modes for bn,p(z) and b˜n,p(z) to diverge as z → 1. Note that the boundary term
(2.12) that arises on writing the standard action as a Q-exact term also vanishes using
supersymmetric boundary conditions. The way to see this is to observe that under the
conditions (3.12) we have
lim
r→∞ e
r
2 ˜ψ˜ = 0, lim
r→∞(γ
µψ) ∼ e r2 . (3.13)
These equations can be obtained by using (3.12) along with (2.13) and (2.14). With this
behaviour the first term in boundary term in (2.12) vanishes, while the rest of the terms
vanish on the account of the normalizable boundary condition on the bosonic field f . Using
the asymptotic behaviours in (3.4), (3.8) and (3.6) and going through the same analysis as
in the previous section we obtain the following admissible solutions for the fields.
fn,p|susy =
{
f+n,p, for n >
∆−1
2L
f−n,p, for n <
∆−1
2L
(3.14)
cn,p|susy =
{
c+n,p, for n >
∆−1
2L
c−n,p, for n <
∆−1
2L
bn,p|susy =
{
b+n,p, for n >
∆−1
2L
b−n,p, for n <
∆+3
2L .
Now using these solutions, the combined system satisfies supersymmetric boundary condi-
tions when
{fn,p, (bn,p, cn,p)}|susy =
{
{f+, (b+n,p, c+n,p)} for n > ∆−12L
{f−, (b−n,p, c−n,p)} for n < ∆−12L .
(3.15)
Comparing (3.10) and (3.15) we see that fields which satisfy normalizable boundary
conditions also satisfy supersymmetric boundary conditions unless there exists an integer
n in the open interval
D :
(∆− 1
2L
,
∆
2L
)
. (3.16)
It is only if there is exits integers in the interval D, the Kaluza-Klein modes which are
normalizable do not obey supersymmetric boundary conditions. Now by the principle of
localization we expect that if there exist no integer n in the interval D, the one loop deter-
minant of the actions (2.9) and (2.25), (2.27) evaluated on solutions obeying normalizable
boundary conditions to agree. This is because in this case they will also obey supersym-
metric boundary conditions. Now if there exist an integer n in the interval D we expect
the final one loop determinants of the standard action and the Q-exact deformed action to
no longer agree. We will demonstrate this explicitly in the next section.
4 One loop determinants from the Green’s functions
Note that the action in (2.9) is quadratic in the fields of the chiral multiplet. Therefore,
given the background vector multiplet in (2.7) we can in principle obtain its one loop
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determinant. The general rules of quantum field theory dictates that we use normalizable
boundary conditions for the fields in the path integral. However the method of localization
will require the boundary conditions also to be consistent with supersymmetry. We have
shown in the previous section that these two boundary conditions are not consistent if there
exists an integer n in the domain (3.16). The action given in (2.9) is a simple example
of a situation in which one can evaluate the one loop determinant using the method of
localization as well as directly by using the Green’s function approach. The one loop
determinant calculation using Green’s function approach relies on the boundary conditions
being normalizable while the method of localization relies on the boundary conditions being
supersymmetric. Thus if these boundary conditions are not consistent the answer for the
one loop determinant will in general be different. It is this phenomenon we wish to make
explicit. We will do this by carrying out the following steps :
1. Evaluate the one loop determinant of the action (2.9) in the vector multiplet back-
ground (2.7) by developing the Green’s function approach. This relies on normalizable
boundary conditons.
2. Evaluate the one loop determinant of the Q-exact action (2.25), (2.27) in the vector
multiplet background (2.7) again using the Green’s function approach.
3. Comparing the results we will see that one loop determinants of the standard action
and that of the Q-exact action differ only when there exists an integer n in the domain
(3.16).
4. Finally in section 5 we obtain the one loop determinant by evaluating the index of
the D10 operator corresponding to the localizing action given in (2.24). The method
relies on using boundary conditions which are supersymmetric. We observe that this
one loop determinant differs from that obtained from the Green’s function for the
Q-exact action when there exists an integer n in the domain (3.16).
4.1 One loop determinant of the standard action
To evaluate the one loop determinant of the action in (2.9) we first obtain the Green’s
function for the bosonic and fermionic operators present in this action. Note that the
action depends on the parameter α (2.7) which parametrises the expectation value of the
scalar of the vector multiplet. Therefore, the one loop determinant will depend on α. Now
by the standard rules which relate the one loop determinant to the Green’s function we
have the equation
δ
δα
lnZ1−loop(α) = Tr[GF
δ
δα
DF (α)]− 1
2
Tr[GB
δ
δα
DB(α)] . (4.1)
Here GB is the Green’s function of the bosonic operator DB, while GF is the Green’s
function of the fermionic operator DF which occurs in the action (2.9). Once the Green’s
functions are known, we can use (4.1) and integrate with respect to α and obtain the one
loop determinant up to a constant independent of α. In fact for specific values of ∆, L we
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will show that that this constant is trivial by directly evaluating the one loop determinant
with α = 0 using the eigen function method.
The Green’s functions for bosonic and fermionic operators of the action (2.9) are
constructed by solving the differential equations satisfied by the corresponding fields after
the Kaluza-Klein reduction. For the bosonic operator, this is given in (2.19) and for the
fermionic operator it is given in (2.21). Note that differential equation for the boson fn,p(z),
(2.19), and fermion cn,p(z), (2.23), are same. Since both the equations are same, we just
need to find the solution for one of the differential equation to obtain the Green’s function.
However we need to make sure that the corresponding solution for bn,p(z) obtained by using
(2.22) is smooth in the interior and satisfy the right boundary conditions. The solution
which is smooth near z = 0 for p > 0 is
S1+(z) = (1−z) 14 (−2Ln+∆)zp/2 2F1[1
4
(2−2Ln+2p+∆+2iLqα), 1
4
(2p+∆−2L(n+iqα)), 1+p, z] ,
(4.2)
which we see by noticing that its z → 0 behaviour goes like
S1+(z)→ zp/2 +O(zp/2+1) . (4.3)
The solution which is smooth near z = 0 for p < 0
S1−(z) = (1−z) 14 (−2Ln+∆)z−p/2 2F1[1
4
(2−2Ln−2p+∆+2iLqα), 1
4
(−2p+∆−2L(n+iqα), 1−p, z] ,
(4.4)
which goes like, for z → 0
S1−(z)→ z−p/2 +O(z−p/2+1) . (4.5)
For p = 0 both the solutions are identical and we take this to be S1−(z). In this case the
second independent solution is singular which goes logarithmic near z = 0.
Now to get the behaviour of the solution at z = 1, we start with the differential equation
(2.19) and substitute z → 1− y, then we get(
2∆(1− y)−∆2(1− y)− 4p2y − 4L(1− y)(n− n∆− iqyα)− 4L2(1− y)(n2 + q2yα2)
)
fn,p(y)
+8(1− y)y
(
(1− 3y)∂yfn,p(y) + 2(1− y)y ∂2yfn,p(y)
)
= 0 .
(4.6)
In this case we again have two solutions. The solution which satisfy normalizable boundary
condition for n > ∆−12L is
S2+(z) = (1− z) 14 (2+2Ln−∆)z−p/2 ×
2F1[
1
4
(2 + 2Ln− 2p−∆− 2iLqα), 1
4
(4− 2p−∆ + 2L(n+ iqα)), 3
2
+ Ln− ∆
2
, 1− z] ,
(4.7)
and the one which satisfies normalizable boundary condition for n < ∆−12L is
S2−(z) = (1− z) 14 (−2Ln+∆)z−p/2 ×
2F1[
1
4
(2− 2Ln− 2p+ ∆ + 2iLqα), 1
4
(−2p+ ∆− 2L(n+ iqα)), 1
2
(1− 2Ln+ ∆), 1− z] .
(4.8)
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For n = ∆−12L , both the solutions coincide. However in this case
S2+(z) = S2−(z) ∼ (1− z)1/4 + ... . (4.9)
So for this value of n, fn,p(z) is at the border of normalizability. The second independent
solution involves a logarithmic divergence.
Now we look for the solution for the fermionic equations. Since the equation for c(z) is
same as that of f(z), we will , therefore, have the same solutions. As discussed in section
3.1 the normalizable boundary conditions for b(z) and c(z) are given by
b(z)→ 0, c(z)→ 0 , for z → 1 . (4.10)
Therefore, S2+(z) is valid solution for c(z) for n >
∆−2
2L and S2−(z) is valid solution for
n < ∆2L . Thus we see that in the range
∆−2
2L < n <
∆
2L , both solutions S2+(z) and S2−(z)
are admissible solutions for c(z). Now we will substitute the expression for c(z) in (2.22)
to obtain b(z) and find its asymptotic behaviour. One gets
cn,p(z) = S2+(z), bn,p(z) ∼ (1− z) 14 (2Ln−∆) + ...
cn,p(z) = S2−(z), bn,p(z) ∼ (1− z) 14 (−2Ln+∆+2) + ... . (4.11)
So for b(z), S2+(z) is valid solution for n >
∆
2L and S2−(z) is valid solution for n <
∆+2
2L .
So for (b, c) system, we have valid solution S2+(z) for n >
∆
2L and S2−(z) is valid solution
for n < ∆2L . So we see that for n >
∆
2L and n <
∆−1
2L both f(z) and (b(z), c(z)) have the
same admissible solutions. However there is a mismatch of the solution in the range ∆−12L <
n < ∆2L . In this range the valid solution for f(z) is S2+(z) whereas for (b(z), c(z)) system,
the valid solution is S2−(z). This conclusion was reached earlier in section 3.1 just by the
analysis of the asymptotic properties of the solutions. Here we have the explicit solutions
of the differential equations (2.19) and (2.21) and the necessary choices of functions so as
to satisfy the boundary conditions at z = 0 as well at z = 1 . Using these solutions we can
construct the Green’s functions corresponding to these differential equations.
We still need to analyse the boundary behaviour of the mode at n = ∆2L (if it is an integer).
At n = ∆2L we have a similar feature as noticed in the bosonic case at n =
∆−1
2L . If we
consider c ∆
2L
,p(z) = S2+(z) which goes like
√
1− z as z → 1, the corresponding mode for
b ∆
2L
,p(z) goes like O(1) and is at the border of normalizability. On the other hand for
c ∆
2L
,p(z) = S2−(z) which goes like O(1) as z → 1, the corresponding mode for b ∆
2L
,p(z) goes
like
√
1− z and is admissible. Thus for the (b, c) system none of the modes at n = ∆2L
satisfy strict normalizable boundary conditions.
Construction of the Green’s function: n > ∆2L or n <
∆−1
2L
In this case both f(z) and (b(z), c(z)) have same valid solution as z → 1, lets call it S2(z).
Also let us assume that the smooth solution near z → 0 is S1(z), it will be S1±(z) depending
on whether p is positive or negative or zero in which case both, S1+(z) and S1−(z), are
equal. Let us first construct the Green’s function for bosonic field fn,p. Given the solutions
of (2.19), the Green’s function can be written as
Gb(z, z
′) = cb
[
Θ(z′ − z)S1(z)S2(z′) + Θ(z − z′)S1(z′)S2(z)
]
. (4.12)
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cb is some constant.
This satisfies the continuity condition
lim
→0
G(z′ − , z′) = lim
→0
G(z′ + , z′) . (4.13)
The discontinuity condition for the first derivative of Green’s function implies that
S1(z
′)∂zS2(z)|z=z′ − S2(z′)∂zS1(z)|z=z′ = 1
cb a(z′)
, (4.14)
where
a(z) = −2z√1− z . (4.15)
To fix the constant cb we consider the Wronskian which is defined as
W (z) = ∂zS2(z)S1(z)− ∂zS1(z)S2(z) . (4.16)
The Wro¨nskian satisfies
∂zW (z)− 3z − 2
2z(z − 1)W (z) = 0 . (4.17)
The solution is given by
W (z) =
c1
z
√
1− z . (4.18)
Thus comparing with the condition (4.14) the constants constants c1 and cb are related by
cb =
z
√
1− z
c1 a(z)
= − 1
2c1
. (4.19)
The constant c1 can be determined by evaluating W (z) at some value of z. Its value
depends on integers (n, p). We now will determine the constant c1 for various cases. When
S1(z) = S1+(z) and S2(z) = S2+(z), then evaluating W (z) near z → 0, we obtain
lim
z→0
W (z) = −p Γ(p)Γ(
3
2 + Ln− ∆2 )
z Γ
[
1
4(2 + 2p+ 2L(n− iqα)−∆)
]
Γ
[
1
4(4 + 2p+ 2L(n+ iqα)−∆)
] ,
(4.20)
and comparing with (4.18) we obtain the constant
c1++ = −p
Γ(p)Γ(32 + Ln− ∆2 )
Γ
[
1
4(2 + 2p+ 2L(n− iqα)−∆)
]
Γ
[
1
4(4 + 2p+ 2L(n+ iqα)−∆)
] . (4.21)
Similarly, when S1(z) = S1−(z) and S2(z) = S2+(z), then by evaluating W (z) near z → 0,
we obtain
c1−+ = p
Γ(−p)Γ(32 + Ln− ∆2 )
Γ
[
1
4(2− 2p+ 2L(n− iqα)−∆)
]
Γ
[
1
4(4− 2p+ 2L(n+ iqα)−∆)
] . (4.22)
When S1(z) = S1+(z) and S2(z) = S2−(z), then by evaluating W (z) near z → 0, we obtain
c1+− = −p
Γ(p)Γ(12(1− 2Ln+ ∆)
Γ
[
1
4(2 + 2p− 2L(n− iqα) + ∆)
]
Γ
[
1
4(2p− 2L(n+ iqα) + ∆)
] . (4.23)
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When S1(z) = S1−(z) and S2(z) = S2−(z), then by evaluating W (z) near z → 0, we obtain
c1−− = p
Γ(−p)Γ(12(1− 2Ln+ ∆))
Γ
[
1
4(2− 2p− 2L(n− iqα) + ∆)
]
Γ
[
1
4(−2p− 2L(n+ iqα) + ∆)
] . (4.24)
These constants will play important role in calculating the one loop determinant. For
instance for p > 0 and n > ∆2L , the Green’s function in 4.12 will involve the constant
cb = − 12c1++ . Similar statements apply for all the other cases in (4.22), (4.23) and (4.24) .
Let us now compute the Green’s function for fermions. The Green’s function for the
(b, c) system satisfies the first order differential equation(
A B
C D
)
Gf (z, z
′) = δ(z − z′) , (4.25)
where the various elements of the matrix are given in (2.21). The Green’s function can
then be written in terms of the solutions to the b, c system as
Gf (z, z
′) = cf
[
Θ(z′−z)
(
b1(z)b2(z
′) b1(z)S2(z′)
b2(z
′)S1(z) S1(z)S2(z′)
)
+Θ(z−z′)
(
b1(z
′)b2(z) b2(z)S1(z′)
b1(z
′)S2(z) S1(z′)S2(z)
)]
.
(4.26)
Here b1(z) and b2(z) are determined from (2.22) by substituting c(z)→ S1(z) and c(z)→
S2(z) respectively. What is left in the construction of the fermionic Green’s function is to
determine the constant cf . We now relate cf to the bosonic constant cb in (4.19) . From
(4.25) we see that the continuity constraint of the Green’s function given in (4.13) needs
to be satisfied only by the diagonal elements. Evaluating the discontinuity of the Green’s
function in (4.26) we obtain
lim
→0
(Gf (z
′ − , z′)−Gf (z′ + , z′)) = − 4cfc1√
z′(2Ln+ 2p−∆ + 2iLqα)σ2 . (4.27)
To obtain this we have also used the relation obtained from the Wro¨nksian (4.16) and
(4.18) which is given by
∂zS2(z) =
c1 + z
√
1− zS2(z)∂zS1(z)
z
√
1− z S1(z)
. (4.28)
Integrating the differential equation (4.25) from z′ −  to z′ +  and from the fact that the
first order derivative in (2.21) comes with the coefficient −2iL√z σ2 we obtain
8iLcfc1
2Ln+ 2p−∆ + 2iLqα = 1⇒ cf = −
(2Ln+ 2p−∆ + 2iLqα)cb
4iL
. (4.29)
where we have used c1 = − 12cb . This completes the construction of the fermionic Green’s
function. It is important to note that for each of the cases in (4.21), (4.22), (4.23), (4.24)
we use (4.29) to obtain the corresponding values of cf .
We are now ready to compute the contribution to the one loop determinant from
the modes in the range n > ∆/2L and n < (∆ − 1)/2L. If Db(α) and Df (α) are the
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differential operator for the complex scalar and fermions, respectively whose determinant
we are interested in to calculate and α is the background value of scalar field in the vector
multiplet, then7
δ
δα
ln Z˜1−loop(α) = Tr[GF
δ
δα
Df (α)]− Tr[Gb δ
δα
Db(α)] . (4.30)
Here Z˜1−loop(α) is the contribution to one loop determinant coming from the modes in the
range n > ∆/2L and n < (∆ − 1)/2L . Now for the specific differential operators of our
interest we obtain
δ
δα
Df (α) = L
2q
2
√
1− zσ3,
δ
δα
Db(α) = Lq(−i+ 2Lqα)
2
√
1− z . (4.31)
Evaluating the difference in the Green’s function and performing the trace in position space
we obtain
δ
δα
ln Z˜1−loop(α) =
∫ 1
0
dz
cbLq
4
√
(1− z)
[
2(i− 2Lqα)S1(z)S2(z)− i(2p−∆ + 2L(n+ iqα))
×
(
S1(z)S2(z) +
XY
(1− z)z(−2p+ ∆− 2L(n+ iqα))2
)]
. (4.32)
Here
X = (2p(−1 + z) + (2Ln−∆)z)S1(z) + 4(−1 + z)z∂zS1(z) ,
Y = (2p(−1 + z) + (2Ln−∆)z)S2(z) + 4(−1 + z)z∂zS2(z) . (4.33)
After integrating by parts 8 and using the fact that S1(z) satisfies equation of motion, we
find that the integrand is a total derivative and therefore the integral is given by
δ
δα
ln Z˜1−loop = − iLqS2(z)((2p(−1 + z) + (2Ln−∆)z)S1(z) + 4(−1 + z)z∂zS1(z))
2
√
1− z(2p−∆ + 2L(n+ iqα))c1
∣∣∣1
0
.
(4.34)
We now evaluate the right hand side of the above expression for various range of (n, p).
We see that the expression depends on the integration constant c1 from the denominator.
However the numerator also proportional to c1. Therefore the expression in independent
of c1 and in fact we do not need the explicit expressions given in (4.21)-(4.24) to evaluate
it. Let us denote the right hand side of the expression in (4.34) by BT.
n > ∆2L and p > 0 : we have S1(z) = S1+(z) and S2(z) = S2+(z). In this case the boundary
term is given by
BT =
2iLq
2p−∆ + 2L(n+ iqα) . (4.35)
n > ∆2L and p ≤ 0 : we have S1(z) = S1−(z) and S2(z) = S2+(z). In this case the boundary
term is given by
BT = 0 . (4.36)
7Note that there is no factor of 1
2
in the last term because we are considering a complex scalar.
8Note that integrating by parts is allowed since all the fields satisfy normalizable boundary conditions.
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n < ∆−12L and p > 0 : we have S1(z) = S1+(z) and S2(z) = S2−(z). In this case the
boundary term is given by
BT = 0 . (4.37)
n < ∆−12L and p ≤ 0 : we have S1(z) = S1−(z) and S2(z) = S2−(z). In this case for the
boundary term is given by
BT = − 2iLq
2p−∆ + 2L(n+ iqα) . (4.38)
We can integrate each of these expressions with respect to α to obtain the one loop deter-
minant.
Construction of the Green’s function: ∆−12L < n <
∆
2L
We still need to analyse the region when the Kaluza-Klein mode n lies in the interval
D : ∆−12L < n <
∆
2L . Of course if there is no integer n in the interval (
∆−1
2L ,
∆
2L) then the
contributions to the one loop determinant obtained by integrating (4.35), (4.36), (4.37),
(4.38) is the complete answer. For example consider the situation with ∆ = 3/2 and L = 1
then this range is (1/4, 3/4) and there exists no integer n in this range. In general if ∆ > 1
and L > 1/2 we see that there are no integers in the domain D. However, consider the case
with ∆ = 1/2. The theory is conformal at this point, the domain D becomes (− 14L ,+ 14L)
and the integer n = 0 is necessarily lies inside this range.
Let us evaluate the contribution of the Kaluza-Klein modes to the one loop determinant
when n ∈ D. For these values of n, the admissible solution, near the boundary of AdS2, for
f(z) is S2+(z), whereas for (b(z), c(z)) system, the valid solution is S2−(z). Furthermore,
we will see that for n ∈ D, the variation of the logarithm of one loop determinant is no
longer total derivative. It contains a bulk term together with a boundary term.
Let us consider the case with p > 0. In this case we construct the bosonic Green’s function
with the mode S1+(z) and S2+(z) and the fermionic Green’s function with the mode S1+(z)
and S2−(z). Repeating the previous analysis, we find that the contribution to the variation
of one loop determinant in the range ∆−12L < n <
∆
2L and for p > 0 is
δ
δα
ln Zˆ+1−loop(α) = −
iLqS2−(z)((2p(−1 + z) + (2Ln−∆)z)S1+(z) + 4(−1 + z)z∂zS1+(z))
2
√
1− z(2p−∆ + 2L(n+ iqα))c1+−
∣∣∣1
0
+Bulk term , (4.39)
where the bulk term is given by
Bulk term = −
∫ 1
0
dz
Lq(−i+ 2Lqα)S1+(z)S2−(z)
4c1+−
√
1− z
+
∫ 1
0
dz
Lq(−i+ 2Lqα)S1+(z)S2+(z)
4c1++
√
1− z . (4.40)
In the above expression for the bulk term, the first term comes from the trace of the
fermionic Green’s function while the second term is the trace of the bosonic Green’s func-
tion. Similarly the contribution to the variation of one loop determinant in the range
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∆−1
2L < n <
∆
2L and for p ≤ 0 is
δ
δα
ln Zˆ−1−loop(α) = −
iLqS2−(z)((2p(−1 + z) + (2Ln−∆)z)S1−(z) + 4(−1 + z)z∂zS1−(z))
2
√
1− z(2p−∆ + 2L(n+ iqα))c1−−
∣∣∣1
0
+Bulk term , (4.41)
where now the bulk term is given as
Bulk term = −
∫ 1
0
dz
Lq(−i+ 2Lqα)S1−(z)S2−(z)
4c1−−
√
1− z
+
∫ 1
0
dz
Lq(−i+ 2Lqα)S1−(z)S2+(z)
4c1−+
√
1− z . (4.42)
The contributions from the boundary terms in (4.39) and (4.41) are given in (4.37)
and (4.38), respectively. Note that the contributions from the boundary terms are easy to
integrate with respect to α and result in logarithims to the one loop free energy.
Let us proceed to evaluate the bulk terms (4.40) and (4.42). These terms involve an
integration of a product of Hypergeometric functions. The relevant integrals are listed in
appendix C. The results are linear combinations of digamma functions. After this we need
to further integrate these terms with respect to α. This is reasonably simple to do, since
the digamma functions are derivatives of the logarithm of the gamma functions and the
variable α occurs linearly in their arguments.
One loop determinant: Assimilating all the contributions of all the Kaluza-Klein modes
n, keeping track of the sign of p and performing the integration with respect to α we obtain
the following answer of the one loop determinant.
lnZ(α,∆) =
∑
p>0,n> ∆
2L
ln
(
p+ L(n+ iqα)− ∆
2
)
−
∑
p≤0,n<∆−1
2L
ln
(
− p− L(n+ iqα) + ∆
2
)
−
∑
p≤0
∆−1
2L
<n< ∆
2L
ln
(
− p− L(n+ iqα) + ∆
2
)
−
∑
∆−1
2L
<n< ∆
2L
∑
p∈Z
ln
Γ(12 +
1
4 xˆ)Γ(
1
4 xˆ
∗)
Γ(12 +
1
4 yˆ)Γ(1 +
1
4 yˆ
∗)
,
(4.43)
where
xˆ = 2|p|+ ∆− 2Ln+ 2iLqα , yˆ = 2|p| −∆ + 2Ln− 2iLqα . (4.44)
The first line in (4.43) is the total contribution from the boundary terms for the Kaluza-
Klein modes in the range n > ∆/2L and n < (∆ − 1)/2L. The second line contains the
contribution of the bulk term as well as the boundary term in (4.39) and (4.41) when
n ∈ D. The bulk integral results in product of Gamma functions. We note that (4.43) is
not yet final result as we still need to include contributions from KK modes for which ∆2L
or ∆−12L or both are integer. However, if ∆ and L are such that none of these ratios are
integers then (4.43) is the final result. As we noted earlier when such ratios are integer the
modes are at the border of normalizabilty and therefore, it is not very clear how to take
into account their contributions to partition function which is computed with normalizable
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boundary conditions. In this scenario we take a clue from the free theory partition function
obtained in appendix B, that is that the partition function is a continuous function of ∆.
We assume that this holds true even in the presence of non zero charge q i.e. we require
that lnZ(α,∆) is continuous across every real value of ∆. With this requirement we find
that the partition function is9
lnZ(α,∆) =
∑
p>0,n≥d ∆
2L
e
ln
(
p+ L(n+ iqα)− ∆
2
)
−
∑
p≤0,n<∆−1
2L
ln
(
− p− L(n+ iqα) + ∆
2
)
−
∑
p≤0
d∆−1
2L
e≤n< ∆
2L
ln
(
− p− L(n+ iqα) + ∆
2
)
−
∑
∆−1
2L
<n< ∆
2L
∑
p∈Z
ln
Γ(12 +
1
4 xˆ)Γ(
1
4 xˆ
∗)
Γ(12 +
1
4 yˆ)Γ(1 +
1
4 yˆ
∗)
.
(4.45)
The ceiling function dxe in the above sum gives an integer greater than or equal to x.
The equation (4.45) is our final result for the one loop determinant for a chiral multiplet
coupled to a supersymmetric background vector multiplet on AdS2×S1. Let us recall that
we have used normalizable boundary conditions in AdS2 and periodic boundary conditions
for the fermions on S1.
There could be an α independent constant since we have obtained the result in (4.45) by
first differentiating the one loop determinant with respect α, evaluate this using Green’s
function approach and then integrating back with respect to α. This constant could depend
on both L and ∆. To study the ∆ dependence, we can repeat the above steps but now taking
variation with respect to ∆. It turns out that in the range n > ∆2L and n <
∆−1
2L where there
are no bulk terms, all the steps go through as before, bulk terms cancel and one arrives at
boundary terms. However, in this case the boundary term receives extra contributions in
addition to the first line in (4.43). These are terms which are independent of p and therefore,
vanish after summing p from −∞ to ∞ by using zeta function regularization. Note that
the variations with respect to α and ∆ are integrable and fix the one loop determinant
upto an overall L dependent constant. In the range ∆−12L < n <
∆
2L , the integral appearing
in Tr[GF
δ
δ∆ ] is divergent near z = 1 (i.e. near the boundary of AdS2). It is possible to
regularize properly and compute these variations. We find that bulk terms agree as well
with the result obtained from the α variation. We will now show by comparison with
explicit eigen function calculations for α = 0, L = 1, L = 2 and 0 < ∆ < 2 that (4.45)
precisely agrees with the one loop determinant obtained by the eigen function method.
Comparison with eigen function result: L = 1, 0 < ∆ < 2.
When q = 0, the standard action in (2.9) reduces to that of the free boson and free
fermion in AdS2 × S1. The background vector multiplet decouples. The eigen function
9From (4.43) we find that for any ∆0, in particular for ∆0 = 1 and 0, lim→0 lnZ(α,∆0 − ) =
lim→0 lnZ(α,∆0+). We arrive at (4.45) by requiring that lim→0 lnZ(α,∆0−) = lim→0 lnZ(α,∆0+) =
lnZ(α,∆0).
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method has been applied to evaluate partition functions for such actions by [20]. We use this
approach and evaluate the partition function for the chiral multiplet with q = 0, L = 1 and
∆ in the range 0 < ∆ < 2. This has been done in appendix B. The result is given in (B.45)
for 0 < ∆ < 1 and (B.50) for 1 < ∆ < 2. Note that these expressions are symmetric under
the transformation ∆→ 2−∆. This symmetry is manifest in the integral representation for
the free energy given in (B.14) 10. It can also be verified easily by examining the partition
function in the infinite product form given in (B.45) and (B.50).
We will verify the general result for the partition function given in (4.45) agrees with
that obtained by the eigen function method for L = 1 for q = 0. First let us write down
the expression in (4.45) for L = 1 and 1 < ∆ < 2. Note that for this situation, there is no
contribution from the second line of (4.45). Thus we obtain
lnZ(α)|L=1,1<∆<2 =
∞∑
p=1,n=1
ln(p+ n+ iqα− ∆
2
)−
∞∑
p=0,n=0
ln(p+ n− iqα+ ∆
2
) .(4.46)
Now for L = 1 and 0 < ∆ < 1, the only integer allowed in the domain D is n = 0, the
second line in (4.45) contributes. We can therefore take
xˆ|n=0,L=1 = 2|p|+ ∆ + 2iqα, yˆ|n=0,L=1 = 2|p| −∆− 2iqα . (4.47)
We expand the term involving the gamma functions using the identity
Γ(z) =
eγz
z
∞∏
n=1
(
1 +
z
n
)−1
e
z
n . (4.48)
This leads to
I =
∑
p∈Z
ln
Γ(12 +
xˆ
4 )Γ(
xˆ∗
4 )
Γ(12 +
yˆ
4 )Γ(1 +
yˆ∗
4 )
∣∣∣∣∣∣
n=0,L=1
, (4.49)
= −
∞∑
n=0,p=1
2 ln(n+ p+
∆
2
+ iqα)−
∞∑
n=0
ln(n+
∆
2
+ iqα)
+
∞∑
n=1,p=1
2 ln(n+ p− ∆
2
− iqα) +
∞∑
n=1
ln(n− ∆
2
− iqα)
−
∑
p∈Z
[
ln
(
|p|+ ∆2 − iqα
|p|+ ∆2 + iqα
)
−
∞∑
n=1
ln
(
2n+ |p|+ ∆2 − iqα
2n+ |p|+ ∆2 + iqα
)]
−
∑
p∈Z
[
ln
(
2 + |p|+ ∆2 − iqα
2 + |p|+ ∆2 + iqα
)
−
∞∑
n=1
ln
(
2(n+ 1) + |p|+ ∆2 − iqα
2(n+ 1) + |p|+ ∆2 + iqα
)]
.
10In fact from the integral representation of the free energy (B.14) we see that there are the following
symmetries at q = 0: ∆→ ∆ + 2L for arbitrary L. For L = 1
N
, where N is a positive integer, we have the
symmetry ∆→ 2
N
−∆.
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To obtain this we have used ζ(0) = −12 . Combining this with the rest of the terms of (4.45)
we obtain
lnZ(α)|L=1,0<∆<1 =
∞∑
n=0,p=1
ln(p+ n+
∆
2
+ iqα)
+
∞∑
n=1,p=1
ln
(
p+ n+ ∆2 + iqα
p+ n+ ∆2 − iqα
)
+
∞∑
n=1,p=−∞
ln
(
2n+ |p|+ ∆2 − iqα
2n+ |p|+ ∆2 + iqα
)
−
∞∑
n=0,p=1
ln(n+ p− ∆
2
− iqα)
+
∞∑
n=1,p=1
ln
(
p+ n− ∆2 + iqα
p+ n− ∆2 − iqα
)
+
∞∑
n=1,p=−∞
ln
(
2n+ |p| − ∆2 − iqα
2n+ |p|+ ∆2 + iqα
)
.
(4.50)
Note that on re-organising the two terms on the second line of (4.50) we see that they
combine and cancel each other. The same property holds also for the two terms of the
fourth line of (4.50). Therefore we are left with
lnZ(α)|L=1,0<∆<1 =
∞∑
n=0,p=1
ln(p+ n+
∆
2
+ iqα)−
∞∑
n=0,p=1
ln(n+ p− ∆
2
− iqα) .
(4.51)
We can now see that replacing ∆→ 2−∆ in (4.46) we obtain (4.51). Thus this symmetry
which observed in the partition function at L = 1, q = 0 in (B.14) continues to hold when
q 6= 0. Furthermore note that on substituting q = 0 in (4.46) and (4.51) it precisely agrees
with the eigen function partition function in (B.45) and (B.50). This agreement and the
fact that (4.45) has the ∆ → 2 − ∆ symmetry for L = 1 serves as a non-trivial check of
the Green’s function method. This also implies that the L dependent integration constant
in (4.45) is zero at least for L = 1.
We have also verified that the partition function (4.45) has the symmetry ∆ → 2L − ∆
for L = 12 and non zero q. Given these observations for L = 1 and L =
1
2 , it seems likely
that the partition function is invariant under ∆ → 2L − ∆ for L = 1N and for non zero
q, although it will be very nice to prove it in general. Moreover, it is easy to see that the
partition function (4.45) is also invariant under ∆→ 2L+ ∆ for non zero q and arbitrary
L. Thus this symmetry also continues to hold for non zero q.
Comparison with the eigen function result: L = 2, 0 < ∆ < 2.
As a further check on the Green’s function method we compare (4.45) at q = 0 with
the eigen function result for L = 2. First consider the domain 1 < ∆ < 2. In this interval
there is no contribution from the second line of (4.45). The first line yields
lnZ|L=2,1<∆<2 =
∞∑
p=1,n=1
ln(p+ 2n− ∆
2
)−
∞∑
p=0,n=0
ln(p+ 2n+
∆
2
) . (4.52)
This expression precisely agrees with that obtained by the eigen functionmethod in (B.58).
Now lets examine the domain 0 < ∆ < 1. The integer allowed in the domain D is n = 0,
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thus now the second line of (4.45) contributes. Note however since only n = 0 contributes,
the values of xˆ and yˆ is independent of L and therefore the contribution of the term
involving the gamma function is same as that given in (4.49) with q = 0. Taking all this
into account we find for 0 < ∆ < 1, and L = 2, (4.45) reduces to
lnZ|L=2,0<∆<1 =
∞∑
p=1,n=1
ln(p+ 2n− ∆
2
)−
∞∑
p=0,n=1
ln(p+ 2n+
∆
2
) (4.53)
+
∞∑
n=0,p=1
2 ln(n+ p+
∆
2
)
−
∞∑
n=1,p=1
2 ln(n+ p− ∆
2
)−
∞∑
n=1
ln(n− ∆
2
) .
Comparing the above equation and the result from the eigen function method in (B.62) and
after some obvious rearrangement of terms we see that they precisely agree. The agreement
of the result (4.45) with the eigen function method for L = 2, q = 0 in domain 0 < ∆ < 2
serves as another check of the green function method developed in this paper. Note again,
the fact that we have obtained agreement with the eigen function method for L = 2 implies
that the the putative L dependent integration constant in (4.45) is zero.
4.2 One loop determinant of the Q-exact action
In this section we repeat the above analysis for the Q-exact deformations presented in
the section 2.2. In order to compute the Green’s function, we need to find the solutions
of the differential equations (2.29) and (2.31). These differential equations are certainly
different from that of the equations of motion for f and (b, c) obtained from the standard
action which are given in (2.19),(2.23). However it can be easily seen that the asymptotic
properties of the solutions as z → 1 to these fields for both the Q exact action as well
the standard action are the same. Also the equation relating the field b to c in (2.22) and
(2.32) . Therefore the asymptotic behaviour of the fields are given by (3.4), (3.6) and (3.8).
As mentioned earlier we need to impose normalizable boundary conditions on all the fields
to ensure that the path integral is well defined. Thus the normalizable solution for all the
Kaluza-Klein modes are given by (3.10) .
Let us now proceed to solve the equations (2.29) and (2.31) and construct the Green’s
function. We will implement smoothness near z = 0 and normalizable boundary conditions
at z = 1. The solution for this equation which is smooth near z = 0 for p > 0 is given by
S˜1+(z) = (1− z) 14 (−2Ln+∆)zp/2 2F1[a1, b1, 1 + p, z] , (4.54)
whereas the solution which is smooth near z = 0 for p < 0
S˜1−(z) = (1− z) 14 (−2Ln+∆)z−p/2 2F1[a˜1, b˜1, 1− p, z] . (4.55)
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Here
a1 =
1
4
(1− 2Ln+ 2p+ ∆−
√
1− 4Ln− 4p+ 2∆− 4L2q2α2) ,
b1 =
1
4
(1− 2Ln+ 2p+ ∆ +
√
1− 4Ln− 4p+ 2∆− 4L2q2α2) ,
a˜1 =
1
4
(1− 2Ln− 2p+ ∆−
√
1− 4Ln− 4p+ 2∆− 4L2q2α2) ,
b˜1 =
1
4
(1− 2Ln− 2p+ ∆ +
√
1− 4Ln− 4p+ 2∆− 4L2q2α2) . (4.56)
For p = 0, both the solution coincide. The second solution for p = 0 is logarithmic in z
and therefore will not consider in the analysis. Next we look for the solution near z = 1.
The normalizable solution for n > ∆−12L is
S˜2+(z) = (1− z) 14 (2+2Ln−∆)zp/2 2F1[a2, b2, 3
2
+ Ln− ∆
2
, 1− z] , (4.57)
whereas the admissible solution for n < ∆−12L is
S˜2−(z) = (1− z) 14 (−2Ln+∆)zp/2 2F1[a˜2, b˜2, 1
2
− Ln+ ∆
2
, 1− z] . (4.58)
Here
a2 =
1
4
(3 + 2Ln+ 2p−∆−
√
1− 4Ln− 4p+ 2∆− 4L2q2α2) ,
b2 =
1
4
(3 + 2Ln+ 2p−∆ +
√
1− 4Ln− 4p+ 2∆− 4L2q2α2) ,
a˜2 =
1
4
(1− 2Ln+ 2p+ ∆−
√
1− 4Ln− 4p+ 2∆− 4L2q2α2) ,
b˜2 =
1
4
(1− 2Ln+ 2p+ ∆ +
√
1− 4Ln− 4p+ 2∆− 4L2q2α2) . (4.59)
For n = ∆−12L , both the solutions coincide and goes like (1− z)1/4 which is at the border of
normalisability. The other solution is logarithmic in (1− z) near z = 1 which is not square
integrable.
Analysing the (b, c) system we find the similar situation as in the previous case. For the
(b, c) system, we have the admissible solution S˜2+(z) for n >
∆
2L and S˜2−(z) is admissible
solution for n < ∆2L . So we see that for n >
∆
2L and n <
∆−1
2L both f(z) and (b(z), c(z))
have the same admissible solutions. However there is mismatch of the solution in the range
∆−1
2L < n <
∆
2L .
At n = ∆2L (if it is an integer) we have the similar feature as explained in the previous
section. If we begin with c ∆
2L
,p(z) = S˜2+(z) which goes like
√
1− z as z → 1, the cor-
responding mode for b ∆
2L
,p(z) goes like O(1) and is at the border of normalizability. On
the other hand for c ∆
2L
,p(z) = S˜2−(z) which goes like O(1) as z → 1, the corresponding
mode for b ∆
2L
,p(z) goes like
√
1− z and is admissible. Thus for the (b, c) system none of
the modes at n = ∆2L satisfy strict normalizable boundary conditions.
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Case 2: n > ∆2L and n <
∆−1
2L
Proceeding as before we find that for n > ∆2L and n <
∆−1
2L , the variation of the one loop
determinant is again total derivative and is given by
δ
δα
ln Z˜1−loop(α) = − iLqS˜2(z)((2p(−1 + z) + (2Ln−∆)z)S˜1(z) + 4(−1 + z)z∂zS˜1(z))
2
√
1− z(2p−∆ + 2L(n+ iqα))c˜1
∣∣∣1
0
.
(4.60)
Here c˜1 is a constant determined by evaluating the Wronskian near z = 0. For various
range of (n, p), this constant is given as follows
c˜1++ = −p
Γ(p)Γ(32 + Ln− ∆2 )
Γ(a2)Γ(b2)
, for p > 0, n >
∆
2L
,
c˜1−+ = p
Γ(−p)Γ(32 + Ln− ∆2 )
Γ(a2 − p)Γ(b2 − p) , for p ≤ 0, n >
∆
2L
,
c˜1+− = −p
Γ(p)Γ(12(1− 2Ln+ ∆)
Γ(a˜2)Γ(˜b2)
, for p > 0, n <
∆− 1
2L
,
c˜1−− = p
Γ(−p)Γ(12(1− 2Ln+ ∆))
Γ(a˜1 − p)Γ(˜b2 − p)
, for p ≤ 0, n < ∆− 1
2L
. (4.61)
Note that though there seems to be an explicit dependence on c˜1 in denominator of the
boundary terms (4.60), the numerator also depends linearly on c˜1 when we substitute the
behaviour of the functions at 0 and 1. In fact for the Kaluza-Klein modes n > ∆2L and
n < ∆−12L we do not need the precise knowledge of the normalisation constant c˜1. The final
result for the boundary terms is independent of the constant c˜1. We now evaluate the right
hand side of (4.60), which we denote below by B˜T, for various range of (n, p).
n > ∆2L and p > 0 : In this case we have S1(z) = S˜1+(z) and S2(z) = S˜2+(z). Therefore,
the boundary term is
B˜T =
2iLq
2p−∆ + 2L(n+ iqα) . (4.62)
n > ∆2L and p ≤ 0 : In this case we have S1(z) = S˜1−(z) and S2(z) = S˜2+(z). Therefore,
the boundary term is
B˜T = 0 . (4.63)
n < ∆−12L and p > 0 : In this case we have S1(z) = S˜1+(z) and S2(z) = S˜2−(z). Therefore,
the boundary term is
B˜T = 0 . (4.64)
n < ∆−12L and p ≤ 0 : In this case we have S1(z) = S˜1−(z) and S2(z) = S˜2−(z). Therefore,
the boundary term is
B˜T = − 2iLq
2p−∆ + 2L(n+ iqα) . (4.65)
Case 2: ∆−12L < n <
∆
2L
As in the previous case of the standard action, we also need to consider the contribution
to the one loop determinant for ∆−12L < n <
∆
2L . We begin with the case for p > 0. In
this case we construct the bosonic Green’s function with the mode S˜1+(z) and S˜2+(z) and
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the fermionic Green’s function with the mode S˜1+(z) and S˜2−(z). Repeating the previous
analysis, we find that the contribution to the variation of one loop determinant in this
range is
δ
δα
ln Zˆ+1−loop(α) = −
iLqS˜2−(z)((2p(−1 + z) + (2Ln−∆)z)S˜1+(z) + 4(−1 + z)z∂zS˜1+(z))
2
√
1− z(2p−∆ + 2L(n+ iqα))c˜1+−
∣∣∣1
0
+Bulk term (4.66)
where the bulk term is given as
Bulk term = −
∫ 1
0
dz
L2q2αS˜1+(z)S˜2−(z)
2c˜1+−
√
1− z +
∫ 1
0
dz
L2q2αS˜1+(z)S˜2+(z)
2c˜1++
√
1− z .
(4.67)
In the above expression, the first term comes from the trace of the fermionic Green’s
function and the second term is the trace of the bosonic Green’s function. Similarly the
contribution to the variation of one loop determinant in the range ∆−12L < n <
∆
2L and for
p ≤ 0 is
δ
δα
ln Zˆ−1−loop = −
iLqS˜2−(z)((2p(−1 + z) + (2Ln−∆)z)S˜1−(z) + 4(−1 + z)z∂zS˜1−(z))
2
√
1− z(2p−∆ + 2L(n+ iqα))c˜1−−
∣∣∣1
0
+Bulk term , (4.68)
where now the bulk term is given as
Bulk term = −
∫ 1
0
dz
L2q2αS˜1−(z)S˜2−(z)
2c˜1−−
√
1− z +
∫ 1
0
dz
L2q2αS˜1−(z)S˜2+(z)
2c˜1−+
√
1− z .
(4.69)
The contributions from the boundary terms in (4.66) and (4.68) are given in (4.64) and
(4.65), respectively. Next we would like to evaluate the bulk terms (4.67) and (4.69)
which involve an integration of a product of Hypergeometric functions. The result of
these integrations again involve linear combination of digamma functions. They are listed
in the appendix C. Then further integrating with respect to α and assimilating all the
contributions we obtain the following result for the one loop determinant for the Q-exact
localising action.
lnZ(α,∆) =
∑
p>0,n> ∆
2L
ln
(
p+ L(n+ iqα)− ∆
2
)
−
∑
p≤0,n<∆−1
2L
ln
(
− p− L(n+ iqα) + ∆
2
)
−
∑
p≤0,∆−1
2L
<n< ∆
2L
ln
(
− p− L(n+ iqα) + ∆
2
)
−
∑
∆−1
2L
<n< ∆
2L
∑
p>0
ln
Γ(a˜2)Γ(b2)
Γ(˜b2)Γ(a2)
−
∑
∆−1
2L
<n< ∆
2L
∑
p≤0
ln
Γ(a˜2 − p)Γ(b2 − p)
Γ(˜b2 − p)Γ(a2 − p)
. (4.70)
As discussed in the previous section, the above expression for the partition function is not
yet the final result for the Q exact deformation. We still need to include contributions from
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KK modes for which ∆2L or
∆−1
2L or both are integer. However, if ∆ and L are such that
these ratios are not integers then (4.70) is the final result for the Q-exact deformation. As
we noted earlier when such ratios are integer the modes are at the border of normalizabilty
and therefore, it is not very clear how to take into account their contributions to partition
function which is computed with normalizable boundary conditions. Following the previous
analysis we also assume here that the partition function is a continuous as a function of
∆ even in the presence of non zero charge q i.e. we require that lnZ(α,∆) is continuous
across every real value of ∆. With this requirement we find that the partition function is
lnZ(α,∆) =
∑
p>0,n≥d ∆
2L
e
ln
(
p+ L(n+ iqα)− ∆
2
)
−
∑
p≤0,n<∆−1
2L
ln
(
− p− L(n+ iqα) + ∆
2
)
−
∑
p≤0,d∆−1
2L
e≤n< ∆
2L
ln
(
− p− L(n+ iqα) + ∆
2
)
−
∑
∆−1
2L
<n< ∆
2L
∑
p>0
ln
Γ(a˜2)Γ(b2)
Γ(˜b2)Γ(a2)
−
∑
∆−1
2L
<n< ∆
2L
∑
p≤0
ln
Γ(a˜2 − p)Γ(b2 − p)
Γ(˜b2 − p)Γ(a2 − p)
. (4.71)
Let us compare the result for the one loop determinant of the Q-exact action with
that from the standard action in (4.45). We see that when n > ∆2L and n <
∆−1
2L the one
loop determinant in (4.70) precisely agrees with that from the standard action. From our
discussion in section 3, we know that these Kaluza-Klein modes obey both normalizable
and supersymmetric boundary conditions. Therefore we see explicitly that we can either
use the standard action or the Q exact action to obtain the partition function. This then
is in accordance with the principle of localization that a Q-exact deformation should not
change the result for the partition function. However if there are Kaluza-Klein modes n
such that ∆−12L < n <
∆
2L their contribution to the one loop determinant for the standard
action differs from that of the Q-exact action. It is for these modes, that normalizable
boundary conditions do not agree with supersymmetric boundary conditions. Therefore,
there is no reason why the two one loop determinants, (4.45) and (4.70), obtained from
the Green’s function method using normalizable boundary conditions should agree.
Furtermore, it is easy to see that the partition function (4.71) is invariant under ∆→ 2L+∆
for non zero q and arbitrary L. Thus this symmetry also continues to hold for Q-exact
deformations.
5 One loop determinant from the index of D10
As emphasised several times in the text, to define the path integral one should use nor-
malizable boundary conditions for all the fields involved. We also saw in section 3 that
if there exists an integer n in the domain D supersymmetic boundary conditions are not
compatible with normalizable boundary conditions. For such a situation we expect that
one certainly cannot use the localization methods which rely on supersymmetric boundary
conditions to obtain one loop determinant. For the case of supersymmetic boundary con-
ditions one method of obtaining the one loop determinant is to evaluate the index of the
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D10 operator associated with the Q-exact action in (2.2). In this section we do the index
computation using the explicit kernel and co-kernel analysis for the D10 operator. We will
then compare the result with the Green’s function answer obtained in (4.70) and show that
when there exists n in the domain D the answers do not agree.
We start with the Q−exact deformation (2.24), which is given as
V =
∫
d3x
√
g
1
cosh r
[
F (ψξ˜)− ψγµξ Dµφ− iqσφ (ψξ)− F (ψ˜ξ) + ψ˜γµξ˜ Dµφ+ iqσφ (ψ˜ξ˜)
]
.
(5.1)
To recover the terms relevant for D10 operator, we express the above action as follows
V = Tr (QX0 X1)
(
D00 D01
D10 D11
)(
X0
QX1
)
. (5.2)
In the above X0 = {φ, φ} and X1 = {B,B}. Now the terms relevant for D10 operator are
−
√
g
cosh2 r
[(ξγµξ)BDµφ+ (ξ˜γ
µξ˜) B˜ Dµφ] . (5.3)
It is important to note that we get the same D10 operator from (2.11).
Now let us consider first the kernel equation
(ξγµξ)Dµφ = 0 . (5.4)
This gives the following first order differential equation
sinh r (−n+ ∆
2L
)fn,p(r) +
p
L sinh r
fn,p(r) +
cosh r
L
∂rfn,p(r) = 0 . (5.5)
In the above we have expanded the field in terms of Fourier modes φ =
∑
n,p e
−i(nτ+pθ)fn,p(r).
The solution of the above differential equations is given by
fn,p(r) = C1(cosh r)
1
4
(2Ln+4p−∆)(sinh r)
1
4
(−2Ln−4p+∆)(sinh 2r)−
1
4
(−2Ln+∆) . (5.6)
We see that as r → ∞, the solution goes like ∼ e− r2 (−2Ln+∆) and for r → 0, the solution
goes like ∼ r−p. Clearly the solution with p > 0 is not smooth near r → 0. Therefore, the
solutions with p > 0 are excluded.
The other kernel equation is
(ξ˜γµξ˜)Dµφ = 0 , (5.7)
which becomes
sinh r (−n+ ∆
2L
)fn,p(r) +
p
L sinh r
fn,p(r) +
cosh r
L
∂rfn,p(r) = 0 . (5.8)
In the above we have expanded the field in terms of Fourier modes φ =
∑
n,p e
i(nτ+pθ)fn,p(r).
It is again the same equation as above and, therefore it has the same solution.
Now we look for the cokernel equations. In this case we get
Dµ
(
ξγµξ
cosh2 r
B
)
= 0 . (5.9)
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Using the Killing spinor equation we get
sinh r (n− ∆
2L
)bn,p(r) +
1− p
L sinh r
bn,p(r) +
cosh r
L
∂rbn,p(r) = 0 . (5.10)
In the above we have expanded the field in terms of Fourier modesB =
∑
n,p e
i(nτ+(p−1)θ)bn,p(r).
We see that it is exactly same as the above equations (equation for φ). Therefore the so-
lution is
bn,p(r) = C2(cosh r)
1
4
(−2Ln−4p+4+∆)(sinh r)
1
4
(2Ln+4p−4−∆)(sinh 2r)−
1
4
(2Ln−∆) . (5.11)
The asymptotic of the above solution is
bn,p ∼ e− r2 (2Ln−∆) for r →∞, and bn,p ∼ rp−1, r → 0 . (5.12)
Clearly for p < 1 the solution is not smooth and therefore excluded. Similarly we have
another cokernel equation
Dµ
(
ξ˜γµξ˜
cosh2 r
B˜
)
= 0 , (5.13)
and using the killing spinor equation we get
sinh r (n− ∆
2L
)˜bn,p(r) +
1− p
L sinh r
b˜n,p(r) +
cosh r
L
∂r b˜n,p(r) = 0 . (5.14)
In the above we have expanded the field in terms of Fourier modes B˜ =
∑
n,p e
−i(nτ+(p−1)θ)b˜n,p(r).
We see that it is exactly same as the above equation and therefore, the solution remains
same.
5.1 Evaluation of the index
We now impose the following susy boundary conditions at asymptotic infinity and evaluate
the index of D10 operator. The fall off conditions at infinity are
er/2fn,p → 0, e−r/2bn,p → 0 . (5.15)
Similar boundary conditions are imposed on the complex conjugate fields. In this case we
see from the asymptotic behaviour of the solutions (5.6) and (5.11) that the mode fn,p
belongs to the kernel if n satisfies −2Ln+∆−1 > 0 and the mode bn,p belongs to co-kernel
if n satisfies 2Ln−∆ + 1 > 0. Thus the contribution to index from fields (φ, φ) and (B,B)
are
φ :
−∞∏
n<∆−1
2L
,p=0
[
i(n+
p
L
) + iqΛ− i ∆
2L
]
, (5.16)
φ :
−∞∏
n<∆−1
2L
,p=0
[
−i(n+ p
L
)− iqΛ + i ∆
2L
]
, (5.17)
B :
∞∏
n>∆−1
2L
,p=1
[
i(n+
p− 1
L
) + iqΛ− i
2L
(∆− 2)
]
, (5.18)
B :
∞∏
n>∆−1
2L
,p=1
[
−i(n+ p− 1
L
)− iqΛ + i
2L
(∆− 2)
]
. (5.19)
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Here Λ = iα. This implies the one loop partition function is given by11
Z index =
∏∞
n>∆−1
2L
,p=0
[
i(n+ pL) + iqΛ− i2L(∆− 2)
]
∏∞
n> 1−∆
2L
,p=0
[
i(n+ pL)− iqΛ + i ∆2L
] . (5.20)
We rewrite this in terms the free energy, we will also remove the factors of i and multiply L
in the numerator and denominator. This of course involves scaling the one loop determinant
with an infinite L dependent constant. We obtain
lnZ index =
∑
p=1,n>∆−1
2L
ln(p+ L(n+ iqα)− ∆
2
)−
∑
p=0,n> 1−∆
2L
ln(p+ L(n− iqα) + ∆
2
) .
(5.21)
Let us compare the results for the one loop determinant for the standard action in (4.45) and
for the Q-exact action in (4.70) using the Green’s function obeying normalizable boundary
conditions with (5.21). We see that all the three results for the one loop determinant
agree when there exists no integer n in the domain D and ∆−12L is not an integer. From
our discussion on boundary conditions we see that this is expected since for this situation
the fields obeying normalizable boundary conditions also satisfy supersymmetric boundary
conditions.
Discontinuity in the index: We have seen that the one loop determinant of the standard
action at L = 1 has the symmetry ∆→ 2−∆. This implies that we can define it such that
it is continuous at ∆ = 1. Let us examine the behaviour of the index in (5.21) for L = 1.
When 0 ≤ ∆ < 1, L = 1, the result for the index is given by
Z index0≤∆<1,L=1 =
∞∏
m=1
(
m+ qΛ− ∆2
m− qΛ + ∆2
)m
. (5.22)
Taking the limit ∆→ 1− we obtain
Z< = Z
index|∆→1−,L=1 =
∞∏
m=1
(
m+ qΛ− 12
m− qΛ + 12
)m
. (5.23)
Similarly, for the case L = 1 and 1 < ∆ < 2, the result of the one loop determinant is
given by
Z index1<∆<2,L=1 =
∞∏
m=1
(
m+ qΛ− ∆−22
m− qΛ + ∆−22
)m
. (5.24)
Lets now take the limit ∆→ 1+ to get
Z> = Z
index
∆→1+,L=1 =
∞∏
m=1
(
m+ qΛ + 12
m− qΛ− 12
)m
. (5.25)
11If we relax the strict normalizable boundary condition on fn,p (5.15) and allow e
r/2fn,p ∼ O(1) as
r → ∞, then the corresponding partition function is Z index =
∏∞
n>∆−1
2L
,p=0
[i(n+ pL )+iqΛ− i2L (∆−2)]∏∞
n≥d 1−∆
2L
e,p=0[
i(n+ p
L
)−iqΛ+i ∆
2L ]
. This
agrees with the Green’s function answer if there are no n’s in D.
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Taking the ratio of (5.23) and (5.25) we find
Z<
Z>
=
∞∏
n=0
[
(n+
1
2
)2 − (qΛ)2
]
. (5.26)
Thus there is a jump in the index at ∆ = 1 . It is important to note that this feature of
the supersymmetric index is not consistent with the partition function of the free theory
presented in appendix B where it is continuous in ∆ .
6 Conclusions
We have developed the Green’s function method to obtain the one loop determinant of the
chiral multiplet on AdS2 × S1. It is coupled to a background vector multiplet which pre-
serves supersymmetry. We implemented normalizable boundary conditions on the Green’s
function in AdS2 . Our study in this example shows that when fields, which satisfy normal-
izable boundary conditions, do not obey supersymmetric boundary conditions the partition
function does depend on the Q-exact deformation. Furthermore, the one loop determinants
evaluated using the index of the D10 operator associated with the localizing action do not
agree with that using normalizable boundary conditions when these conditions are such
that they are not consistent with supersymmetric boundary conditions. This is because
the action of Q is non normalizable i.e. it takes the space of normalizable wave functions to
a space which includes non normalizable wave functions. Therefore, care should be taken
when one applies the method of localization to evaluate supersymmetric observables for
field theories on non-compact spaces .
When the normalizable and supersymmetric boundary conditions are compatible, the re-
sult using the Green’s function method localizes at the fixed point (which is the origin of
AdS2) and the boundary, and agrees with the result obtained from index calculation by
evaluating Kernel and CoKernel of D10 operator. This feature is certainly a reflection of
supersymmetry and we hope to prove this in general. As the result in our approach is
localized at the fixed point and the boundary, it can be calculated more easily by analysing
Green’s functions locally and does not require finding global solutions of D10 operator. The
latter in more complicated cases, such as vector multiplets and higher dimensional spaces
are highly coupled differential equations, and global solutions to them are very difficult to
construct.
One surprising property we noted in our study of the one loop determinant of the chiral
multiplet on AdS2×S1 is when the radius of AdS2 equals that of S1 there exists a hidden
symmetry12 ∆ → 2−∆, where ∆ is the R-charge of the chiral multiplet. This symmetry
is manifest in the eigen function representation of the partitions function when the chiral
multiplet is decoupled from the background vector multiplet . We have seen that it per-
sists when the coupling is turned on. One implication of this symmetry is the following:
Consider the case when ∆ = 12 . This is the situation when the theory is also conformal.
For this situation there always exists one integer namely n = 0 for which the Kaluza-Klein
12We noted in the main text that there is also a symmetry ∆→ 2 + ∆ when q is non zero.
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modes which obeys normalizable boundary conditions are not compatible with supersym-
metric boundary conditions. However due to the hidden symmetry, the result for the one
loop determinant can be obtained by examining the situation at ∆ = 32 for which the
boundary conditions are always compatible with supersymmetry. This is surprising and
perhaps this feature is useful. Therefore it is important to understand if this property
persists more generally when the vector multiplet is no longer just a classical background.
Such properties if true in general will be useful in the application of localization on such
backgrounds.
Localization has been used to evaluate partition functions on AdS2 × S2 with super-
symmetric backgrounds corresponding to extremal black holes [9–14]. In light of our results
on AdS2 × S1, we have re-examined this question for the partition function of the hyper-
mutliplet on AdS2 × S2 [22]. We find that the normalizable boundary conditions for fields
in extremal black hole backgrounds on AdS2×S2 always satisfy supersymmetric boundary
conditions. We can also ask the same questions for the evaluation of partition function of
the vector multiplets on both AdS2 × S1 as well as that of AdS2 × S2 using localization.
We hope to report on these questions in the near future.
Acknowledgments
We thank Sameer Murthy and Alejandro Cabo Bizet for useful conversations. We would
especially like to thank Ashoke Sen for useful discussions on boundary conditions in defining
path integrals. The work of RG is supported by the ERC Consolidator Grant N. 681908,
“Quantum black holes: A macroscopic window into the microstructure of gravity”.
A Supersymmetry on AdS2×S1
A.1 Conventions
The covariant derivative of a fermion is given by
∇µψ =
(
∂µ +
i
4
ωµabε
abcγc
)
ψ, ε123 = 1. (A.1)
Our choice of gamma matrices are
γ1 =
(
1 0
0 −1
)
, γ2 =
(
0 −1
−1 0
)
, γ3 =
(
0 i
−i 0
)
. (A.2)
They satisfy gamma matrices algebra
γaγb = δab + iεabcγc . (A.3)
γaT = −CγaC−1, C =
(
0 1
−1 0
)
, CT = −C = C−1 . (A.4)
In Lorentzian space ψ and ψ are complex conjugate to each other but in Euclidean space
fermions ψ and ψ are independent two component complex spinor. The product of two
fermions  and ψ is defined through charge conjugation matrix
ψ = TCψ . (A.5)
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A.2 Killing spinors
The Killing spinor equations are given by
(∇µ − iAµ)  = −1
2
Hγµ− iVµ− 1
2
µνρV
νγρ ,
(∇µ + iAµ) ˜ = −1
2
Hγµ˜+ iVµ˜+
1
2
µνρV
νγρ˜ . (A.6)
Here εµνρ = 1√g 
µνρ, τηθ = 1.
The background metric of AdS2 × S1 is given by
ds2 = dτ2 + L2(dr2 + sinh2 r dθ2) . (A.7)
The vielbein are e1 = dτ, e2 = Ldr, e3 = L sinh r dθ.
The non vanishing components of Christoffel symbols and spin connections are given by
Γrθθ = − cosh r sinh r, Γθrθ = coth r, ω32 = cosh r dθ . (A.8)
The solution of killing spinor equations is given as
 = e
iθ
2
(
i cosh( r2)
sinh( r2)
)
, ˜ = e−
iθ
2
(
sinh( r2)
i cosh( r2)
)
,
Aτ = Vτ =
1
L
, Ar,θ = H = 0 . (A.9)
A.3 Localization for Vector Multiplet on AdS2×S1
Ψ =
i
2
(˜λ+ λ˜) , Ψµ = Qaµ =
1
2
(γµλ˜+ ˜γµλ) . (A.10)
The fermion bilinears are convenient for the index computation. The inverse of the above
relations express (λ, λ˜) in terms of Ψ,Ψµ are given by
λ =
1
˜
[γµΨµ − iΨ] , λ˜ = 1
˜
[γµ˜Ψµ − i˜Ψ] . (A.11)
The supersymmetry transformation of the bilinears are
QΨ =
1
4
(˜)G− i
2
λ(˜γµνρ)Fµν − 1
L
σ ,
QΨµ = LKaµ +DµΛ . (A.12)
Here Λ = ˜ σ −Kρaρ. Next we deform the action by a Q-exact term, tQVloc. According
to the principle of supersymmetric localization, the partition function does not depend on
the parameter t and the choice of Vloc. Thus one can take t to infinity. In this limit the
path integral receives contribution from the field configurations which are minima of QVloc.
One convenient choice of Vloc is given by
Vloc =
∫
d3x
√
g
1
(˜)2
Tr
[
Ψµ(QΨµ)
† + Ψ(QΨ)†
]
. (A.13)
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The bosonic part of the QVloc action is given by
QVloc{bosonic} =
∫
d3x
√
g
1
2(˜)2
Tr
[
(QΨµ)(QΨµ)
† + (QΨ)(QΨ)†
]
=
∫
d3x
√
gTr
[
1
4
FµνF
µν − 1
2 cosh2 r
Dµ(cosh r σ)D
µ(cosh r σ)− 1
32
(
G− 4σ
L cosh r
)2]
.
(A.14)
The minima of QVloc{bosonic} are the solutions of the following equations
Fµν = 0 , Dµ(cosh r σ) = 0 , G =
4σ
L cosh r
. (A.15)
Thus the solution of localization equation upto gauge transformations is given by
aµ = 0 , σ =
iα
cosh r
, G =
4iα
L cosh2 r
. (A.16)
Here α is a real constant matrix valued in Lie algebra.
B Eigen function method for the free chiral multiplet
In this section we will compute the partition function of a free chiral multiplet on AdS2×S1
using the periodic boundary conditions along the S1 direction for both the scalar and
fermion. The free chiral multiplet is one loop exact and therefore, the one loop determinant
can be evaluated exactly. In this section we compute the one loop determinant by expanding
the fields in terms of harmonics on AdS2. We follow [20] where the eigen function method
was used to obtain the free energy of a conformal scalar and massless fermions on AdS2×S1.
In [20] the fermions obeyed thermal boundary conditions on the S1, here we impose periodic
boundary conditions for the fermions. We can then compare the result with the explicit
Green’s function calculation presented in the section 4.1.
The Lagrangian for free chiral multiplet is given as
L = DµφDµφ− ψγµDµψ − FF − ∆
4
Rφφ+
1
2
(∆− 1
2
)V 2φφ . (B.1)
Here ∆ is the R-charge of the chiral multiplet i.e. the R-charges of fields (φ, ψ, F ) are
(∆,∆− 1,∆− 2) and the covariant derivative
Dµ = ∇µ − i∆R(Aµ − 3
2
Vµ)− i(∆R − r0)Vµ , (B.2)
where ∆R is the R-charge of the field and r0 = 1/2 for scalar and r0 = −1/2 for fermion.
After integrating out the auxiliary field and substituting R = 2V 2, we get
L = DµφDµφ− ψγµDµψ − 1
4
V 2 φφ . (B.3)
Now let us consider first the scalar terms in the Lagrangian which are
Ls =
(
∇µ + i
2
(∆− 1)Vµ
)
φ
(
∇µ − i
2
(∆− 1)Vµ
)
φ− 1
4
V 2φφ . (B.4)
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Now we define φ = e
i
2L
(∆−1)τη. Then the Lagrangian becomes
Ls = ∇µη∇µη − 1
4L2
ηη . (B.5)
Now expanding each KK mode, labelled by an integer n, in terms of scalar harmonics on
AdS2 with eigen value (λ
2 + 14)/L
2 with the density of states [23]
D(λ) dλ = −λ tanh(piλ) dλ , (B.6)
the one loop Free energy F = − lnZ is given by
F s =
∑
n∈Z
∫ ∞
0
dλD(λ) ln
(λ2
L2
+
(
n− ∆− 1
2L
)2)
. (B.7)
Now using the regularized sum (see the appendix B of [20])∑
n∈Z
ln(a2 +
(n+ α)2
q2
) = ln
[
2 cosh(2piq|a|)− 2 cos(2piα)
]
, (B.8)
we obtain the contribution to the free energy from the scalar field
F s =
V ol(H2)
2pi
∫ ∞
0
dλλ tanh(piλ) ln[2 cosh(
2piλ
L
)− 2 cos(pi
L
(1−∆))] . (B.9)
Now we look at the fermion. We have the following Lagrangian
Lf = −ψγµDµψ = −ψγµ(∇µ − i∆
2
Vµ)ψ . (B.10)
Now we define ψ = e
i∆
2L
τθ, then we get the fermionic Lagrangian
Lf = −θγµ∇µθ . (B.11)
As in the scalar case we expand each KK mode in terms of harmonics of a Dirac operator
on AdS2 labelled by eigen value ±i λL with density of states
D˜(λ) dλ = −2λ coth(piλ) dλ . (B.12)
Then the free energy of the periodic fermionic field is given by
F f = −1
2
∑
n∈Z
∫ ∞
0
dλ D˜(λ) ln[λ
2
L2
+(n− ∆
2L
)2] = −1
2
∫ ∞
0
dλ D˜(λ) ln[2 cosh(2pi λ
L
)−2 cos(pi∆
L
)] .
(B.13)
Thus the complete free energy is
F = F s + F f = −
∫
dλλ tanh(piλ) ln
[
2 cosh(2pi
λ
L
)− 2 cos(2pi∆− 1
2L
)
]
+
∫
dλλ coth(piλ) ln
[
2 cosh(2pi
λ
L
)− 2 cos(2pi ∆
2L
)
]
. (B.14)
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Thus to get the free energy and the partition function we need to perform the above one
dimensional integral. For example in the case of L = 1 with ∆ = 12
13, we get
F∆= 1
2
=
1
4pi
(
pi
2
ln 2 + 2 Catalan), and lnZ∆= 1
2
= − 1
4pi
(
pi
2
ln 2 + 2 Catalan) , (B.15)
and with ∆ = 0, we get
F∆=0 = 0 , and Z∆=0 = 1 . (B.16)
Also note that for ∆ = 1 the scalar η has periodic boundary condition and fermion θ has
anti periodic boundary condition along S1. In this case we get
F∆=1 =
1
2
ln 2 . (B.17)
Below we will present the result for the free energy for general ∆ and, L = 1 and L = 2.
Case 1: Result for L = 1 and 0 ≤ ∆ < 2
We will now present the result for general ∆ lying in the range [0, 2). We begin with the
expression
F = −
∫ ∞
0
dλλ
[
tanh(piλ) ln [2 cosh(2piλ) + 2 cos(pi∆)]
− coth(piλ) ln [2 cosh(2piλ)− 2 cos(pi∆)]
]
. (B.18)
We notice that the integrand has the symmetry ∆ → 2 − ∆. Now, we calculate its first
derivative with respect to ∆
dF
d∆
= pi sin(pi∆)
∫ ∞
0
dλλ
[
tanh(piλ)
1
cosh(2piλ) + cos(pi∆)
+ coth(piλ)
1
cosh(2piλ)− cos(pi∆)
]
. (B.19)
Now the integrals on the RHS is calculable which are given as∫ ∞
0
dλλ tanh(piλ)
1
cosh(2piλ) + cos(pi∆)
=
1
48pi2 sin2(pi∆2 )
[
pi2 + 6Li2(−eipi∆)
+6Li2(−e−ipi∆)
]
, (B.20)
and ∫ ∞
0
dλλ coth(piλ)
1
cosh(2piλ)− cos(pi∆) = −
1
24pi2 sin2(pi∆2 )
[
− pi2 + 3Li2(eipi∆)
+3Li2(e
−ipi∆)
]
.(B.21)
Thus we get the following first order differential equation
dF
d∆
= − sin(pi∆)
16pi sin2(pi∆2 )
[
− pi2 + 2Li2(eipi∆) + 2Li2(e−ipi∆)− 2Li2(−eipi∆)− 2Li2(−e−ipi∆)
]
.
(B.22)
13In this case, the scalar theory is conformal on AdS2
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Case : 0 ≤ ∆ < 1
Now we use the following identity to simplify the expression of the dilogaritm
Li2(e
2ipix) + Li2(e
−2ipix) = 2pi2(x2 − x+ 1
6
) for 0 ≤ Rex < 1 . (B.23)
In this case we get
dF
d∆
=
sin(pi∆)
8pi(cos(pi∆)− 1)
[
− pi2 + 2Li2(eipi∆) + 2Li2(e−ipi∆)− 2Li2(eipi(∆+1))− 2Li2(e−ipi(∆+1))
]
,
=
sin(pi∆)
8pi(cos(pi∆)− 1)
[
− pi2 + 4pi2
(
∆2
4
− ∆
2
+
1
6
)
− 4pi2
(
(∆ + 1)2
4
− ∆ + 1
2
+
1
6
)]
,
=
pi∆
4
cot
(pi∆
2
)
. (B.24)
Now integrating over ∆ we get
F =
∆
2
ln(1− eipi∆)− i
2pi
(pi2∆2
4
+ Li2(e
ipi∆)
)
+ C1 , (B.25)
where C1 is some integration constant which we determine by requiring that F |∆=0 = 0.
− i
2pi
Li2(1) + C1 = 0 ⇒ C1 = i
2pi
ζ(2) . (B.26)
Thus the free energy in this case is
F =
∆
2
ln(1− eipi∆)− i
2pi
(pi2∆2
4
+ Li2(e
ipi∆)− ζ(2)
)
. (B.27)
Case: 1 ≤ ∆ < 2
In this case we get
dF
d∆
=
sin(pi∆)
8pi(cos(pi∆)− 1)
[
− pi2 + 2Li2(eipi∆) + 2Li2(e−ipi∆)− 2Li2(eipi(∆−1))− 2Li2(e−ipi(∆−1))
]
,
=
sin(pi∆)
8pi(cos(pi∆)− 1)
[
− pi2 + 4pi2
(
∆2
4
− ∆
2
+
1
6
)
− 4pi2
(
(∆− 1)2
4
− ∆− 1
2
+
1
6
)]
,
=
pi(2−∆)
4
cot
(pi∆
2
)
. (B.28)
Integrating with respect to ∆ we get
F =
2−∆
2
ln(1− eipi(2−∆))− i
2pi
(pi2(2−∆)2
4
+ Li2(e
ipi(2−∆))− ζ(2)
)
. (B.29)
Case 2: Result for L = 2 and 0 ≤ ∆ < 2
In this case we get
dF s
d∆
= −pi
2
sin
(pi
2
(∆− 1)
)∫ ∞
0
dλλ tanh(piλ)
1
coshpiλ− cos
(
pi
2 (∆− 1)
) . (B.30)
Integrating RHS we get
dF s
d∆
=
1
48pi
cot(
pi∆
2
)
[
pi2 + 24Li2(−ie ipi∆2 ) + 24Li2(ie− ipi∆2 )
]
. (B.31)
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Now we evaluate the above expression for different ranges of R-charge ∆. For the case
when 0 ≤ ∆ < 1, we get
dF s
d∆
=
pi
16
[
3− (1−∆)(∆ + 3)
]
cot
pi∆
2
. (B.32)
For the case when 1 ≤ ∆ < 2, we get
dF s
d∆
=
pi
16
[
3− (∆− 1)(5−∆)
]
cot
pi∆
2
. (B.33)
In the case of fermion we get for 0 ≤ ∆ < 2
dF f
d∆
= − pi
8 sin
(
pi∆
2
)[− 1 + cos(pi∆
2
)
+ 2 cos
(pi∆
2
)(∆2
4
−∆
)]
. (B.34)
Adding the above two for the case when 0 ≤ ∆ < 1, total derivative of free energy is
dF
d∆
=
dF f
d∆
+
dF s
d∆
=
pi
8 sin
(
pi∆
2
)[1 + (3∆− 1) cos(pi∆
2
)]
. (B.35)
Integrating the above we get
F =
1
16
(
−3pii∆2 +12∆ ln(1−eipi∆)−4 ln 2−8 ln(cos pi∆
4
)
)
− 3ipi
4
Li2(e
ipi∆)+C1 , (B.36)
where C1 is an integration constant.
Similarly, for the case when 1 ≤ ∆ < 2 we have
dF
d∆
=
dF f
d∆
+
dF s
d∆
=
pi
8 sin
(
pi∆
2
)[1 + (3−∆) cos(pi∆
2
)]
. (B.37)
Integrating the RHS, we obtain
F = −∆
4
ln(1− eipi∆) + ln(sin pi∆
4
) +
1
2
ln(cos
pi∆
4
) +
3
4
ln 2 +
i
4pi
(pi2∆2
4
+Li2(e
ipi∆)
)
+C2 .
(B.38)
Here C2 is an integration constant.
B.1 Product representation
In this section we express the free energy obtained above as an infinite product. This
will be useful for comparison with the answers obtained by Green’s function as well as
index method. We follow the strategy that the free energy satisfies a first order differential
equation, such as (B.24) and (B.37), and identify the differential equation with a differential
equation satisfies by certain infinite product. We find that these infinite products are
combinations of certain double sine functions [24].
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L = 1
Case : 0 ≤ ∆ < 1
Let us consider the following function
S˜2(z) =
∏∞
n,p=0(n+ p+ 1− z)∏∞
n,p=0(n+ p+ 1 + z)
. (B.39)
We see that
S˜′2(z)
S˜2(z)
= − lim
s→1
[
ζ˜(s, 1− z) + ζ˜(s, 1 + z)
]
, (B.40)
where
ζ˜(s, a) = (1− a)ζ(s, a) + ζ(s− 1, a) , (B.41)
and ζ(s, a) is the Hurwitz zeta function. Taking into account the following relations
ζ(s, a) =
1
s− 1 − ψ(a) +O(s− 1), ζ(0, a) =
1
2
− a . (B.42)
Here ψ(a) = Γ
′(a)
Γ(a) which satisfies following relations
ψ(x+ 1) = ψ(x) +
1
x
, ψ(1− x)− ψ(x) = pi cotpix . (B.43)
We get
S˜′2(z)
S˜2(z)
= piz cotpiz . (B.44)
Thus comparing with (B.24), we see that F (∆) = ln S˜2(
∆
2 )− lnA′, where A′ is independent
of ∆. Thus the partition function is
Z = e−F = A′
∏∞
n,p=0(n+ p+ 1 +
∆
2 )∏∞
n,p=0(n+ p+ 1− ∆2 )
= A′
∏∞
r=1(r +
∆
2 )
r∏∞
r=1(r − ∆2 )r
. (B.45)
Case : 1 ≤ ∆ < 2
Let us consider the following function
S2(z) =
∏∞
n,p=0(n+ p+ z)∏∞
n,p=0(n+ p+ 2− z)
. (B.46)
We see that
S′2(z)
S2(z)
= lim
s→1
[
ζ˜(s, z) + ζ˜(s, 2− z)
]
. (B.47)
Again using the relations (B.41), (B.42) and (B.43), we get
S′2(z)
S2(z)
= (1− z)[ψ(2− z)− ψ(z)] + 1
2
− z + 1
2
− (2− z) = (1− z)pi cotpiz . (B.48)
Thus comparing with (B.28) the natural answer for the free energy for this range of the
R-charge is
F (∆) = lnS2(
∆
2
)− ln A˜ , (B.49)
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and the partition function is
Z = e−F =
A˜
S2(
∆
2 )
= A˜
∏∞
n,p=0(n+ p+ 2− ∆2 )∏∞
n,p=0(n+ p+
∆
2 )
= A˜
∏∞
r=1(r + 1− ∆2 )r∏∞
r=1(r − 1 + ∆2 )r
, (B.50)
where A˜ is some constant.
L = 2
Let us start with the range 1 ≤ ∆ < 2.
Case : 1 ≤ ∆ < 2
We begin with the expression
S2(x, (1, 2)) =
Γ(3− x, (1, 2))
Γ(x, (1, 2))
, (B.51)
where
Γ(x, (w1, w2)) =
1∏∞
n1,n2=0
(n1w1 + n2w2 + x)
. (B.52)
Thus in the form of infinite product we have
S2(x, (1, 2)) =
∏∞
n1,n2=0
(2n1 + n2 + x)∏∞
n1,n2=0
(2n1 + n2 + 3− x) . (B.53)
We also see that the function S2(x, (1, 2)) can be written as
S2(x, (1, 2)) = S2
(x
2
)
S2
(x+ 1
2
)
. (B.54)
Differentiating S2(x, (1, 2)) with respect to x, we get
S′2(x, (1, 2))
S2(x, (1, 2))
=
1
2
S′2(
x
2 )
S2(
x
2 )
+
1
2
S′2(
x+1
2 )
S2(
x+1
2 )
,
=
1
2
(
1− x
2
)
pi cot
(pix
2
)
+
1
2
(
1− x+ 1
2
)
pi cot
(
pi
x+ 1
2
)
,
=
pi
4
[
(2− x) cot
(pix
2
)
− (1− x) tan
(pix
2
)]
=
pi
4 sinpix
[
(3− 2x) cospix+ 1
]
. (B.55)
Comparing with (B.37) we see that in this case we have
dF
dx
=
S′2(x, (1, 2))
S2(x, (1, 2))
, for x =
∆
2
, (B.56)
which means F = lnS2(x, (1, 2)) + lnA, therefore
Z =
A
S2(x, (1, 2))
∣∣∣
x= ∆
2
, (B.57)
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where A is some constant. Therefore using (B.53), upto an ∆ independent constant we
obtain
lnZ =
∞∑
n1,n2=0
(
ln(2n1 + n2 + 3− ∆
2
)− ln(2n1 + n2 + ∆
2
)
. (B.58)
Case : 0 ≤ ∆ < 1
We notice that the differential equation (B.35) can be written as
dF
dx
=
pi
4 sinpix
[
1 + (3− 2x) cotpix
]
+ pi(2x− 1) cotpix , (B.59)
where again x = ∆2 . We see that the first part of the RHS in the above equation is same
as the RHS of (B.55). The last term can be written as the linear combination of (B.44)
and (B.48).
dF
dx
=
S′2(x, (1, 2))
S2(x, (1, 2))
+
S˜′2(x)
S˜2(x)
− S
′
2(x)
S2(x)
. (B.60)
Thus the partition function is given as
Z =
Aˆ S2(x)
S2(x, (1, 2))S˜2(x)
∣∣∣
x= ∆
2
. (B.61)
Here Aˆ is constant. Using the definitions of the functions S and S˜, the free energy up to
a constant independent of ∆ is given by
lnZ =
∞∑
n1=1,n2=0
2 ln(n1 + n2 +
∆
2
) +
∞∑
n1=0
ln(n1 +
∆
2
) (B.62)
−
∞∑
n1,n2=1
2 ln(n1 + n2 − ∆
2
)−
∞∑
n1=1
ln(n1 − ∆
2
)
+
∞∑
n1,n2=0
(
ln(2n1 + n2 + 3− ∆
2
)− ln(2n1 + n2 + ∆
2
)
.
C Integrals involving product of hypergeometric functions
The integrals necessary for evaluating the bulk contribution to the one loop determinant of
the standard action when there exists an integer in D involve products of hypergeometric
functions. They are given by∫ 1
0
dz
Lq(−i+ 2Lqα)S1+(z)S2−(z)
4c1+−
√
1− z =
iLq
2
[
ψ
(1
2
+
1
4
x
)
− ψ
(1
4
x∗
)]
,∫ 1
0
dz
Lq(−i+ 2Lqα)S1+(z)S2+(z)
4c1++
√
1− z = −
iLq
2
[
ψ
(1
2
+
1
4
y
)
− ψ
(
1 +
1
4
y∗
)]
,∫ 1
0
dz
Lq(−i+ 2Lqα)S1−(z)S2−(z)
4c1−−
√
1− z =
iLq
2
[
ψ
(1
2
+
1
4
x˜
)
− ψ
(1
4
x˜∗
)]
,∫ 1
0
dz
Lq(−i+ 2Lqα)S1−(z)S2+(z)
4c1−+
√
1− z = −
iLq
2
[
ψ
(1
2
+
1
4
y˜
)
− ψ
(
1 +
1
4
y˜∗
)]
. (C.1)
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where ψ(z) is a digamma function defined by
ψ(z) =
d
dz
ln(Γ(z)) , (C.2)
and x and y are given as
x = 2p+ ∆− 2Ln+ 2iLqα, y = 2p−∆ + 2Ln− 2iLqα , (C.3)
and x˜ and y˜ are obtained from x and y by replacing p → −p, respectively. Finally, the ∗
on x, y, x˜ and y˜ denotes the complex conjugation.
The integrals necessary for evaluating the bulk contribution to the one loop determi-
nant of Q-exact action when there exists an integer in D involve products of hypergeometric
functions. They are given by∫ 1
0
dz
L2q2αS˜1+(z)S˜2−(z)
2c˜1+−
√
1− z =
L2q2α(ψ(a˜2)− ψ(˜b2))
2(˜b2 − a˜2)
,∫ 1
0
dz
L2q2αS˜1+(z)S˜2+(z)
2c˜1++
√
1− z =
L2q2α(ψ(a2)− ψ(b2))
2(b2 − a2)∫ 1
0
dz
L2q2αS˜1−(z)S˜2−(z)
2c˜1−−
√
1− z =
L2q2α(ψ(a˜2 − p)− ψ(˜b2 − p))
2(˜b2 − a˜2)
,∫ 1
0
dz
L2q2αS˜1−(z)S˜2+(z)
2c˜1−+
√
1− z =
L2q2α(ψ(a2 − p)− ψ(b2 − p))
2(b2 − a2) , (C.4)
where the arguments of the digamma function are given in (4.59).
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