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Abstract
In recent years, we have witnessed a rapid evolution of wireless commu-
nication technologies to meet the ever increasing demand of diversied
mobile services. It is expected that mobile trac volume will continue
to increase in the following years with a massive diusion of connected
devices and a wide range of quality of service requirements. This rep-
resents a challenge for future wireless systems, which shall guarantee
high-quality and high-data rate services into limited spectrum.
OFDMA femtocells have been pointed out by the industry as a good
solution not only to overcome the indoor coverage problem but also to
deal with the growth of trac within macrocells. However, the deploy-
ment of a new femtocell layer may have an undesired impact on the
performance of the macrocell layer. The resource allocation and the
avoidance of electromagnetic interference are some of the more urgent
challenges that operators face before femtocells become widely deployed.
Following the primary/secondary paradigm, low power nodes shall
have cognitive capabilities in order to monitor the network status and
optimize their transmission reducing the interference to the primary li-
censed system. Otherwise, some types of coordination are often used
to manage each transmission and to avoid that set of issues. This is
possible when both systems are aware of the presence of the other trans-
mission point and a control channel is available to each other.
The use of multiple antennas for wireless communication systems has
gained overwhelming interest during the last decade - both in academia
and industry. Multiple antennas can be utilized in order to accom-
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plish a multiplexing gain, a diversity gain, or an antenna gain, thus
enhancing the bit rate, the error performance, or the signal-to-noise-
plus-interference ratio of wireless systems, respectively. These tech-
niques, and beamforming in particular, oer an extra degree of freedom
to eliminate the interference in cognitive paradigm networks.
This thesis recaps the works done throughout the Ph.D. course. Each
chapters include parts and excerpts of publications.
Chapter 1 provides a general introduction to the interference in wire-
less systems. Initially, a interference characterization is presented and
then the interference management techniques in 4G and 5G systems are
discussed. The need of heterogeneous scenarios leads to dierent issues
and oers new solutions. In this context, the role and potentiality of
the antenna arrays are treated.
In the Chapter 2 primary/secondary paradigm is described in detail.
In particular, the problem of interference management by a small-cell
equipped with antenna array in an actual scenario is investigated. Then,
the problems that arise both during the acquisition step of the angu-
lar information or during the antenna pattern modeling are discussed.
In the last part, some resource allocation algorithms are proposed in
order to improve the performance of secondary systems, keeping the
interference on primary under control.
In the Chapter 3, the interference management is approached from a
coordinated point of view. Thus, macro-cell and small-cells cooperate to
reduce the interference experienced by each user. Initially, the control
link is exploited only to convey the network signaling information, useful
to co-allocate users of each system on the same time-frequency elements
and increase the total system eciency. With regard to this, a resource
management algorithm is proposed which exploits the knowledge of the
angular distances among users by using an antenna array to shape the
digital radio pattern. Subsequently, the behavior of the network is in-
vestigated when coordination increases. In this case, more transmission
points can be used to convey information to users in order to increase
the data-rate of the users at cell-edge and to relieve congestion of the
more saturated cells.
Finally, future directions and conclusions are drawn.
4
Internal Thesis Supervisor:
Prof. Romano Fantacci, Full Professor
University of Florence
Dr. Dania Marabissi, Assistant Professor
University of Florence
External Thesis Supervisor:
Prof. Khaled Ben Letaief, Full Professor
Hong Kong University of Science and Technology (HKUST)
Prof. Giuliano Benelli, Full Professor
University of Siena
Eng. Giampiero Francavilla, Innovation and Software Director
Thales Italia
5
6
List of Publications
[1] G. Bartoli, R. Fantacci, D. Marabissi, and M. Pucci, \Resource
Allocation schemes for Cognitive LTE-A Femto-cells using Zero
Forcing Beamforming and User Selection," in Proc. IEEE Global.
Telecommun. Conf. (GLOBECOM), Austin, US-TX, Dec. 2014.
[2] G. Bartoli, R. Fantacci, D. Marabissi, and M. Pucci, \Coordi-
nated Scheduling and Beamforming Scheme for LTE-A HetNet
Exploiting Direction of Arrival," in Personal Indoor and Mobile
Radio Communications (PIMRC), 2014 IEEE 22nd International
Symposium on, Sept 2014.
[3] G. Bartoli, R. Fantacci, D. Marabissi, and M. Pucci, \Angular In-
terference Suppression in Cognitive LTE-A femtocells," in Inter-
national Wireless Communications and Mobile Computing Con-
ference (IWCMC2014), Nicosia, Cyprus, Aug. 2014.
[4] G. Bartoli, R. Fantacci, D. Marabissi, and M. Pucci, \Adaptive
muting ratio in enhanced Inter-Cell Interference Coordination for
LTE-A systems," in International Wireless Communications and
Mobile Computing Conference (IWCMC2014), Nicosia, Cyprus,
Aug. 2014.
[5] G. Bartoli, R. Fantacci, B. K. Letaief, D. Marabissi, N. Privitera,
M. Pucci, and J. Zhang, \Beamforming for Small Cells Deploy-
ment in LTE-Advanced and Beyond," IEEE Wireless Commun.
Mag., vol. 21, no. 2, Apr. 2014.
7
[6] G. Bartoli, R. Fantacci, D. Marabissi, M. Pucci, C. Armani, and
L. Niccolai, \Cognitive suppression of Multipath Interference in
Angular Domain," in Wireless Innovation Forum European Con-
ference on Communication Technologies and Software Dened Ra-
dio (WInnComm), Munich, Germany, Jun 2013.
[7] G. Bartoli, R. Fantacci, D. Marabissi, and M. Pucci, \Physical
Resource Block clustering method for an OFDMA cognitive fem-
tocell system," Physical Communications, Oct. 2013.
[8] G. Bartoli, R. Fantacci, D. Marabissi, and M. Pucci, \LTE-A
femto-cell interference mitigation with MuSiC DOA Estimation
and Null Steering in an Actual Indoor Environment," in Proc.
IEEE Int. Conf. Commun. (ICC), Budapest, Hungary, Jun.
2013, pp. 2707{2711.
8
Acknowledgements
First of all, I would like to thank Prof. Romano Fantacci for the doc-
torate formative opportunity. In particular, the chance to face with
international contexts and dierent academic institutions: it was an
essential part of my personal growth. Sincere thanks.
In addition, I am grateful to Dania, who coordinated and addressed
the work done in these three years. Her contribution has been proved
several times being essential and decisive: as when she could give us a
good reason to get on board on that ight.
A special thanks to colleagues and friends of the Lab with whom I
shared great philosophical discussions, tiring work breaks and refreshing
cocktails. Thanks to their Oriental Survival Kit, I was able to return
home safe and sound in order to write this thesis.
I would also like to spend a few lines for a friend who went along with
me throughout the PhD. course. With Giulio, we studied, joked around,
designed source code and tittle-tattled. I'm sure a day will come when
he will try again to explain to me the matrix product... Waiting for
that moment, I seize the opportunity to thank him for everything else.
Finally, as every day, the last thoughts are with my lady.
As a matter of fact, there were a lot of opportunity to thank Claudia,
but I just wish to tell her once again.
I dedicate this thesis to her.
9
10
Contents
1 Interference in Wireless Systems 17
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2 Interference management in 4G . . . . . . . . . . . . . . . . . . 21
1.2.1 DL RRM . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.2.2 UL Power Control and FFR . . . . . . . . . . . . . . . . 24
1.3 Interference management in 5G . . . . . . . . . . . . . . . . . . 26
1.3.1 Towards advanced UE receivers . . . . . . . . . . . . . . 27
1.3.2 Practical Challenges . . . . . . . . . . . . . . . . . . . . 28
1.4 Interference management in Heterogeneous Networks . . . . . . 29
1.4.1 Technical and Business Aspects . . . . . . . . . . . . . . 32
1.4.2 Access mode, Mobility, Self-Organization and Security
Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.4.3 Type of Interference and Management Techniques . . . 36
1.5 Role and impact of MIMO Systems . . . . . . . . . . . . . . . . 42
1.5.1 Spatial Multiplexing Techniques . . . . . . . . . . . . . 44
1.5.2 Spatial Diversity Techniques . . . . . . . . . . . . . . . 47
1.5.3 Smart Antennas and Beamforming Techniques . . . . . 49
1.6 Beamforming for Heterogeneous Deployments . . . . . . . . . . 52
1.6.1 Spectrum sharing deployments . . . . . . . . . . . . . . 54
1.6.2 Beamforming with CoMP . . . . . . . . . . . . . . . . . 60
1.6.3 High frequency deployment . . . . . . . . . . . . . . . . 63
2 Cognitive Systems 69
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.2 Interference mitigation with MuSiC direction of arrival estima-
tion and Null Steering . . . . . . . . . . . . . . . . . . . . . . . 75
11
2.2.1 Proposed System . . . . . . . . . . . . . . . . . . . . . . 77
2.2.2 Performance Analysis . . . . . . . . . . . . . . . . . . . 82
2.3 Resource clustering method for uplink estimation . . . . . . . . 87
2.3.1 Proposed PRBs clustering methods . . . . . . . . . . . . 90
2.3.2 Performance Analysis . . . . . . . . . . . . . . . . . . . 100
2.4 PRB-wise angular interference suppression method for cogni-
tive small-cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
2.4.1 Interference Suppression Method . . . . . . . . . . . . . 108
2.4.2 Performance Analysis . . . . . . . . . . . . . . . . . . . 112
2.5 Resource allocation schemes by using Zero-Forcing Beamform-
ing and User Selection . . . . . . . . . . . . . . . . . . . . . . . 116
2.5.1 Proposed Resource Allocation Schemes . . . . . . . . . . 119
2.5.2 Performance Analysis . . . . . . . . . . . . . . . . . . . 122
3 Coordinated Systems 129
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.2 Adaptive muting radio in eICIC . . . . . . . . . . . . . . . . . . 136
3.2.1 Considered Scenario . . . . . . . . . . . . . . . . . . . . 138
3.2.2 Enhanced Inter-Cell Interference Evaluation . . . . . . . 141
3.2.3 Performance Analysis . . . . . . . . . . . . . . . . . . . 143
3.3 Coordinated scheduling and beamforming scheme for HetNet
exploiting DOA . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
3.3.1 Problem Formulation . . . . . . . . . . . . . . . . . . . 151
3.3.2 Proposed Scheme . . . . . . . . . . . . . . . . . . . . . . 154
3.3.3 Numerical Results . . . . . . . . . . . . . . . . . . . . . 158
3.4 Optimized JT-CoMP transmission for HetNet using eICIC . . . 161
3.4.1 Proposed System . . . . . . . . . . . . . . . . . . . . . . 164
3.4.2 Numerical Results . . . . . . . . . . . . . . . . . . . . . 170
4 Conclusion 177
Bibliography 179
12
List of Figures
1-1 Heterogeneous interference scenario with the spectrum sharing
approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
1-2 Cognitive small-cell beamforming . . . . . . . . . . . . . . . . . 56
1-3 CS/CB and JP/JT approaches for CoMP. . . . . . . . . . . . . 61
2-1 Received SIR at UE side assuming a mobility of 3 kmh 1
and 25 kmh 1, with active DOA estimation and Null-Steering
(5 MHz bandwidth) . . . . . . . . . . . . . . . . . . . . . . . . 83
2-2 BER perfromance for dierent UE speeds 0  25 kmh 1, with
the proposed algorithm (5 MHz bandwidth, SIR = 0 dB) . . . 85
2-3 DOA estimation error for dierent bandwidths . . . . . . . . . 85
2-4 Macro-cell downlink BER vs Eb=N0 with or without proposed
interference mitigation scheme (5 MHz bandwidth) . . . . . . . 86
2-5 Evaluation of primary UE BER with femtocell mitigation rou-
tine varying bandwidth . . . . . . . . . . . . . . . . . . . . . . 86
2-6 Example of matrix R with 3 users and contiguous frequency
allocation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
2-7 First thresholding and rows deletion operation. . . . . . . . . . 96
2-8 Second thresholding and rows deletion operation. . . . . . . . . 99
2-9 Mean percentage error for dierent number of multipath com-
ponents when the angle separation between two users varies. . 101
2-10 Mean percentage error when the number of users varies. . . . . 102
2-11 Mean percentage error as a function of the SNR value, for
dierent numbers of clusters. . . . . . . . . . . . . . . . . . . . 103
2-12 Mean percentage error on number of clusters for dierent num-
ber of antennas. . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
13
2-13 Performance for each resolvable path of root MuSiC algorithm
when the numbers of sensed PRBs varies. . . . . . . . . . . . . 105
2-14 Considered scenario set up by a macrocell, some MUEs, a fem-
tocell and its FUEs. . . . . . . . . . . . . . . . . . . . . . . . . 107
2-15 Macrocell DL BER performance of the proposed system when
ideal DOA estimates are available at HeNB. . . . . . . . . . . . 112
2-16 Macrocell DL BER performance of the proposed system. Eb=N0
of link1 = 10 dB . . . . . . . . . . . . . . . . . . . . . . . . . . 113
2-17 DOA estimation errors. . . . . . . . . . . . . . . . . . . . . . . 113
2-18 DOA estimation precision as a function of the PRBs in the
snapshot used for sensing. . . . . . . . . . . . . . . . . . . . . . 114
2-19 Macrocell DL BER performance of the proposed system as a
function of the PRBs in the snapshot used for sensing. M = 4,
Eb=N0 = 10 dB on link1, Eb=N0 = 20 dB on link2 . . . . . . . 114
2-20 Considered scenario set up by a macro-cell, some MUEs, a
femto-cell and its FUEs. . . . . . . . . . . . . . . . . . . . . . . 117
2-21 Femto-cell average capacity when the proposed resource allo-
cation schemes are used. . . . . . . . . . . . . . . . . . . . . . . 124
2-22 Bit error probability of the femto-cell DL. . . . . . . . . . . . . 124
2-23 Bit error probability of the macro-cell DL. . . . . . . . . . . . . 125
2-24 Bit error probability of the femto-cell DL in presence of AoA
estimation errors. . . . . . . . . . . . . . . . . . . . . . . . . . . 125
2-25 Bit error probability of the macro-cell DL in presence of AoA
estimation errors. The Macro-cell DL link has Eb=N0 = 12 dB. 126
3-1 Percentage throughput gain of dierent eICIC congurations
when the macro-cell load isM = 6=8 1=16, with 2 (continuous
lines) and 4 (dotted lines) femto-cells. . . . . . . . . . . . . . . 144
3-2 Percentage throughput gain of dierent eICIC congurations
when the macro-cell load isM = 6=8 1=16, with 7 (continuous
lines) and 10 (dotted lines) femto-cells. . . . . . . . . . . . . . . 144
3-3 Percentage throughput gain of dierent eICIC congurations
when the macro-cell load isM = 7=8 1=16, with 2 (continuous
lines) and 4 (dotted lines) femto-cells. . . . . . . . . . . . . . . 145
3-4 Percentage throughput gain of dierent eICIC congurations
when the macro-cell load isM = 7=8 1=16, with 7 (continuous
lines) and 10 (dotted lines) femto-cells. . . . . . . . . . . . . . . 145
14
3-5 Percentage throughput gain of dierent eICIC congurations
when the macro-cell load isM = 8=8 1=16, with 2 (continuous
lines) and 4 (dotted lines) femto-cells. . . . . . . . . . . . . . . 146
3-6 Percentage throughput gain of dierent eICIC congurations
when the macro-cell load isM = 8=8 1=16, with 7 (continuous
lines) and 10 (dotted lines) femto-cells. . . . . . . . . . . . . . . 146
3-7 Proposed adaptive interference management conguration cri-
terion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
3-8 MeNB and SeNB equipped with a linear array. . . . . . . . . . 150
3-9 Critical angle analysis. . . . . . . . . . . . . . . . . . . . . . . . 156
3-10 Throughput performance for random user pairs and dierent
CB techniques. . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
3-11 Throughput comparison between the RandAll and the SmAll
using the proposed SOM. . . . . . . . . . . . . . . . . . . . . . 159
3-12 Comparison between OM and the proposed SOM using SmAll. 160
3-13 Pair distribution according to the considered four cases for the
proposed method and a random coupling. . . . . . . . . . . . . 160
3-14 Mean UE serving outage, as a function of the muting ratio, for
a mean number of small cells equal to 20. . . . . . . . . . . . . 171
3-15 Mean UE serving outage, as a function of the muting ratio, for
a mean number of small cells equal to 30. . . . . . . . . . . . . 171
3-16 Mean serving outage of the proposed heuristic for a mean num-
ber of UEs equal to 250. . . . . . . . . . . . . . . . . . . . . . . 172
3-17 Mean serving outage of the proposed heuristic for a mean num-
ber of small cells equal to 25. . . . . . . . . . . . . . . . . . . . 172
3-18 Energy consumption as a function of the mean UEs number. . 175
3-19 Number of JTs links per cell. . . . . . . . . . . . . . . . . . . . 175
15
16
Chapter 1
Interference in Wireless
Systems
1.1 Introduction
Wireless communication has witnessed a heavy growth in term of trans-
mitted information as a result of mobile internet, new wireless services
and smart phones tracs. New radio access technologies (RAT) provide
new services and high data rate everywhere. In the wireless communi-
cation systems the information is sent over radio frequency bands that
may be characterized by their carrier frequency, bandwidth, propaga-
tion conditions, and interference conditions.
The radio spectrum is a common resource and hence the use of
it is strictly regulated by national governments and agencies like the
International Telecommunication Union (ITU). The regulation is needed
to ensure that the dierent systems may coexist without interfering
with each other. The drawback of such regulation is that spectrum
allocations are rigid. Regulation is done over large geographical areas
and, in particular, over long time periods, whereas spectrum is accessed
locally and over short time periods. In this context, the cost of obtaining
new frequency bands to exclusive use is high.
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If the rules of accessing radio spectrum would be more exible such
bands could taken into secondary use locally. Such secondary use could
coexist with the primary if the interference among the two is managed
dynamically and locally. As the usage of wireless systems keeps increas-
ing at a rapid rate both in terms of the data rate per user and in number
of users, the wireless systems need to be continuously developed further
to keep up with capacity demand. In general, higher system capacity
may be achieved by improving the spectral eciency, increasing the
bandwidth, and deploying more base stations. New frequency bands
are searched for in higher frequencies as well.
However, these improvements come with a cost. Higher spectral
eciency at the physical layer through e.g. use of multiple antenna
techniques and spectrally ecient waveforms increases the cost of the
devices. The same is true for increasing the bandwidth. Supporting
multiple frequency bands (also called carrier aggregation) in a device
requires careful RF design and it is expensive. Limited availability of
new paired frequency bands hinders deployment of new frequency di-
vision duplex (FDD) systems. Decreasing reuse factor means that the
interference among the reusing radio links increases.
In general, the interference experienced in a system can be classied
in dierent types, since it is caused by dierent subjects. In a wireless
system we can analyze these interferences: self-interference, multiple
access interference, co-channel and adjacent channel interference.
Self interference includes interference that occurs among signals that
are transmitted from a single transmitter. The specic mechanism and
amount of self interference depends on the modulation type. For in-
stance, in OFDM there may be ICI among the subcarriers due to car-
rier frequency osets caused by oscillator mismatches, and the doppler
eect and fast fading caused by motion of the transceivers. Another
source of self interference is the transceiver non-idealities, such as am-
plier nonlinearity and IQ imbalance. ISI occurs in OFDM when the
delay spread of the channel exceeds the length of the cyclic prex or
guard interval, and also when the receiver is not accurately enough
time-synchronized to the transmission. The interstream interference in
18
a multi-stream MIMO transmission may be also considered as a form
of self interference.
Multiple access interference (MAI) is interference among the trans-
missions from multiple radios utilizing the same frequency resources to
a single receiver. When multiple transmissions in cellular uplink take
place simultaneously, they are interfering with each other. Even though
the physical layer would allow orthogonal (in the time, frequency, code,
or spatial domain) multiple access in theory, orthogonality may not be
maintained in practice due to synchronization errors, RF circuitry non-
idealities, and the eects of wireless propagation channel.
Cellular systems employ several mechanisms in order to maintain
sucient orthogonality in multiple access scenarios. Firstly, power con-
trol is essential. Since the terminals transmitting to the BS are dis-
tributed over the cell area, there is a large variation in the pathloss
between the BS and the terminals. If all terminals would transmit with
the same power the dierence of the received powers can be high enough
for the stronger signals to mask the weaker signals due to the limited
dynamic range of the receiver.
In case of frequency division multiple access (FDMA) and OFDMA,
the power on the used sub-bands or sub-carriers leaks also on the neigh-
boring sub-bands. The ratio of the power transmitted on the desired
sub-band to the power transmitted on the adjacent sub-band is called
the adjacent channel power ratio (ACPR, usually given in dB). The
ACPR may easily be smaller than the range of the observed uplink
pathloss values (in dB) from the terminals to the BS. This means that
a FDMA UL needs to be power controlled.
The uplink multiple access may have also a time domain multiple
access (TDMA) component whereby there may also be MAI in between
consecutive transmissions. The dierences in the terminal to BS dis-
tances implies that the propagation delay of the transmissions is dif-
ferent among the terminals. This is compensated by a so-called timing
advance, where the transmission timing is tuning accordingly.
A more recent addition in wireless systems is spatial domain multiple
access (SDMA). In SDMA uplink, several users transmit on the same
19
time-frequency resources to the base station. When the base station
is equipped with a sucient number of antennas the signals may be
separated at the BS in spatial domain. The requirement is that the
uplink channels for each simultaneously transmitted symbol are linearly
independent. When the channel state is known at the transmitter, the
transmission may be precoded such that interference is minimized.
Co-channel interference (CCI) is interference between links that reuse
the same frequency band (channel). In cellular systems this is also
known as intercell interference. The cellular frequency reuse may be
considered as the crucial invention of the cellular wireless communica-
tion technology, which dates back to 1945 and to United States Federal
Communications Commission (FCC) [1]. In a cellular network employ-
ing frequency reuse, the band is divided to a set of orthogonal channels.
The number of orthogonal channels is called the reuse factor of the
system. High reuse factor leads to low CCI on the expense of reduced
bandwidth per BS. In order to enable higher peak data rates and mean
spectral eciency, there has been a shift to a reuse factor equal to 1 as
a part of the development of 3rd and 4th generation networks.
Such network is called a reuse-one network, and in it all cells may
utilize the full system bandwidth and the system becomes interference
limited in terms of its capacity. Even though reuse-one networks pro-
vide higher average spectral eciency and maximize the peak spectral
eciency, they have also drawbacks. The cell-edge users will experi-
ence very low SINR levels due to the high CCI level. Depending on
the scheduling principle, the variance of the SINR distribution trans-
lates to either lower average spectrum eciency or reduced fairness. It
is evident that CCI is the dominant factor limiting the performance of
reuse-one wireless data networks.
Adjacent channel interference (ACI) is interference between links
that communicate geographically close to each other using neighboring
frequency bands. For instance, several network operators may deploy
their own networks in the same area and operate on frequency bands
that are close to each other. Hence, ACI needs to be taken into account
in the system specications so that it will not hamper the system perfor-
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mance. In practice, the minimum coupling loss between a transmitter
and a receiver on adjacent bands may be estimated and the transceivers
may be designed such that ACI remains at a tolerable level. In order to
do this the transceivers must utilize adequate ltering on stop-bands.
The needed quality of the lters may be controlled by reserving a guard
band between the bands.
A related interference type to ACI is coexistence interference (CEI)
which occurs among heterogeneous radio access technologies. CEI may
arise on the same frequency band or between adjacent frequency bands.
Some examples include interferences between 2nd generation and 3rd
generation networks and interferences between dierent systems oper-
ating on the unlicensed bands.
1.2 Interference management in 4G
4G cellular standards use heavy spectrum reuse (equal to 1) in order
to achieve high system capacity and simplify network planning. The
system capacity increase comes at the expense of SINR degradation
due to increased intercell interference, which severely impacts cell-edge
user capacity and then overall system throughput.
Most 4G systems, including WiMAX 802.16m [2{4] and Third Gen-
eration Partnership Program Long Term Evolution (3GPP-LTE) [5],
are targeting single-frequency deployments. While the increase in ca-
pacity due to the availability of increased bandwidth can typically oset
the capacity loss due to SINR degradation, the capacity of users with
very weak SINR (cell edge users) still degrades. Hence, interference
management schemes are critical to improve the performance of cell
edge users. Both 802.16m and 3GPP-LTE, therefore, have focused on
several interference management schemes for improving system perfor-
mance: these techniques include semi-static radio resource management
(RRM) through adaptive fractional frequency reuse (FFR) mechanisms,
power control, and smart antennas techniques to null interference from
other cells. Together, these techniques aim to address the aggressive re-
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quirements in cell edge user throughput and absolute spectral eciency
over previous releases [2{5].
1.2.1 DL RRM
Multicellular RRM eciently partitions resources across cells in order
to manage resource interference experienced in each cell. Both 802.16m
and 3GPP-LTE have focused on semi-static RRM techniques, which
adapt frequency reuse across cells based on user distribution and trac
load. In particular, a mix of high and low reuse frequency resources
are allowed in each cell. Resources governed by reuse 1 can be assigned
to users that are closer to the center of the cell and experience less
interference from other cells. The lower reuse resources are assigned to
interference-limited users at the cell edge.
Allowing a combination of frequency reuse patterns overcomes the
capacity limitation inherent with lower frequency reuse, while also re-
taining a low interference environment to retain throughput and cover-
age for cell edge users. It is very important to notice that the denition
of what constitutes cell center vs. cell edge users is an important part of
FFR design: this is typically based on SINR metrics rather than actual
user location within the cell.
The actual power allocation across the frequency partitions is a func-
tion of user distribution across the cell and is optimized cooperatively
by cells based on their user feedback. Resource power allocation across
the sectors results in an associated cost for each partition, which cap-
tures the spectral eciency (SE) penalty implied by lower reuse. For
example, a resource belonging to a hard reuse 3 partition will use three
times the cell bandwidth when compared to one in a reuse 1 partition,
hence will incur three times the cost in terms of lowered spectral e-
ciency. This cost-weighted spectral eciency associated with a resource
is referred to as the normalized spectral eciency and is computed as
Normalized SE (resource) =
Expected SE (resource)
Resource Metric (partition)
:
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The resource metric indicates the cost or spectral eciency penalty as-
sociated with the soft reuse factor of the partition. The normalized
spectral eciency indicates the true spectral eciency of a given par-
tition, and is used to determine the preferred FFR partition (PFP),
corresponding to the maximum average normalized SE, for each user.
Dimensioning of the FFR partitions and the associated resource metrics
is based on cooperative sharing of the PFP by all users in the system.
Various optimization schemes may be used to derive the optimal FFR
parameters from these reports. The exact algorithm is implementation-
dependent.
In 802.16m, the initial FFR partitions and the corresponding Re-
source Metrics are available to users as broadcast information. Upon
network entry, the user measures the average SINR on each frequency
partition and computes an average normalized SE. It then computes
the maximum normalized SE across all FFR partitions and reports the
corresponding partition as its PFP. These PFP reports are aggregated
across base stations in the system to update the FFR conguration,
including partitions size and power level. The user will also report
channel quality indicator (CQI) metrics on the best M resources in the
preferred FFR partition. These metrics are used by the BS for dynamic
resource allocation among users in a cell. The BSs can adjust the re-
source metrics periodically to ensure adequate use of resources across
partitions. Such updates may happen locally at the BS level unless a
consistent trend in use of a particular partition is observed. The BS
may report this trend to the central RRM function for it to make the
necessary changes in the FFR partition conguration. Thus, the FFR
conguration may be managed through faster but localized updates of
the resource metrics coupled with a slower but more system-wide change
to the FFR partitions and conguration.
The 3GPP LTE standard allows for very generic FFR schemes to
be implemented in the DL, depending on the distribution of mobiles or
trac load. The basic mechanism is the use of a relative narrowband
transmit power (RNTP) indicator, which is exchanged between BSs on
the X2 interface [6]. The RNTP is a per physical resource block (PRB)
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indicator which conveys a transmit power spectral density mask that
will be used by each cell. This feature results in arbitrary soft reuse
patterns being created across the system. The idea would be that each
cell would have a specic sub-band for which it will generate low inter-
ference with its reduced transmit spectral density. The DL scheduler
can exploit this induced frequency selective interference in one of two
ways. First, if frequency selective sub-band CQI reporting is used, these
CQI reports will inform the scheduler that there is a particular sub-band
which has low interference and hence improved CQI. Second, if wide-
band CQI reporting is used to reduce the uplink overhead, the scheduler
can be made aware of the identity of the strongest interfering cell for
a particular mobile it is serving. Based on knowledge of which cell is
causing the dominant interference in the DL, the scheduler can consult
the RNTP report from this cell to see which sub-band is being trans-
mitted at reduced power and hence generating less interference, and can
choose to schedule mobile in that sub-band so that it experiences higher
SINR.
1.2.2 UL Power Control and FFR
Orthogonal frequency-divison multiple access (OFDMA) systems op-
erate with tight synchronization across cells, and the main source of
interference is intercell interference. Power control is not typically used
in the DL in order to avoid dynamic uctuation in signal power across
resources. However, uplink power control is crucial for managing inter-
cell interference.
Open loop power control is used for data transmission in 802.16m: in
this case power levels are adjusted to track long-term fading while fast
fading variations are tracked through adjustments in adaptive modula-
tion and coding. Closed loop power control is enabled only for control
channels. Open loop uplink power control in 802.16m is designed to
manage the average interference in the system to some desirable inter-
ference over thermal (IoT) level. Specically, the power update algo-
rithm is derived based on the concept of maximum sector throughput,
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in which power is increased for a user if the gain in spectral eciency
is greater than the net spectral eciency loss in other cells due to the
increased interference.
The uplink power control specication in 3GPP LTE allows for a
wide variety of power control modes to be utilized. In 3GPP LTE, the
baseline uplink power control method for transmissions on the PUSCH
is an open loop power control but aperiodic closed loop power control
corrections can be sent by the BS in the uplink scheduling grant.
The closed loop power control rate is typically chosen to be much
faster for the PUCCH due to the tight QoS constraints and lack of
HARQ. The power control mode can be set to accumulate commands
received over multiple subframes [7]. For example, the uplink scheduler
can maintain an internal uplink target SINR for mobile, and based
on the SINR measured on the uplink, the uplink scheduler can send
closed loop power control corrections in the accumulated mode to adjust
the mobiles transmit power achieving the target SINR. However, unlike
802.16m, the LTE specication does not allow the DL SINR to be used
as part of the open loop power control set-point. Instead, a longterm
DL SINR measure can be inferred from long-term averages of the CQI.
One advantage of the DL-SINR-based method over the fractional power
control (FPC) method is that it allows dierentiation of mobiles that
may have low path loss but generate a high amount of interference, such
as mobiles located to close the BS but near the sector boundary. One
disadvantage of the DL-SINR-based method in the 3GPP LTE context
is that it depends on the CQI feedback from the mobile, and there may
be notable variability in the CQI measurement reports for the same
radio frequency (RF) condition from dierent mobile manufacturers.
Finally, in 3GPP LTE a high interference indicator (HII), which is
dened per PRB, can be exchanged between cells via the X2 interface [8]
to implement uplink FFR. A HII bit set to 1 for a particular PRB means
that this PRB has high sensitivity to uplink interference for this cell;
when the HII bit is set to 0 for a particular PRB, it signies that this
PRB has low sensitivity to uplink interference. The exchange of HII
reports between cells allows the creation of fractional reuse patterns
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through uplink scheduling and power control. In this way, the uplink
scheduler in a given cell can intelligently choose to schedule mobiles that
generate lower interference to this neighbor cell only in those PRBs for
which the HII report high sensitivity.
1.3 Interference management in 5G
As 4G cellular systems deployment densify, co-channel interference be-
comes a major source of obstacles to cell throughput improvement. Al-
though some network-side solutions for co-channel interference manage-
ment have been introduced in current 4G standards, it turns out that
most of those solutions yield only poor gains in realistic environments.
Network-side interference management needs to be complemented by
UE-side interference management to realize true factor-one reuse.
Among all the limitations of 4G systems, high co-channel interfer-
ence in the downlink is one of the biggest concerns, as the densely
overlaid heterogeneous network deployment with full resource reuse is
considered inevitable in future cellular systems. As a matter of fact, co-
channel interference management has driven recent LTE releases, and
two important features such as intercell interference coordination (ICIC)
and coordinated multipoint (CoMP) communication have been intro-
duced. Basically, the interference management in 4G LTE is mostly a
network-side operation and transparent to receivers. Network-side in-
terference management is benecial to ensure backward compatibility
with legacy users and easy to deploy by extending the legacy network.
However, putting the responsibility for interference management only on
the network entails lots of practical issues and limitations in particular
for what concern the backhaul and the feedback overheads.
Although it has been considered an implementation issue and not
discussed much in LTE, the UE-side interference management can be a
solution to reduce the network-side interference management issue [9,
10]. Recently, it has been pointed out that UE-side interference man-
agement can provide signicant synergy with the network-side counter-
part [11], and, in Release 12, a study on UE-side support was begun
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but it is still premature. Based on the learning from recent studies
and 4G, advanced interference management (AIM) techniques will be
likely the key driver of 5G. Moreover, while the interference management
schemes in 4G are quite implementation-specic, the AIM techniques
in 5G should be concretely specied and controlled by the standard for
fast network deployment and dierent manufacturers interoperability.
1.3.1 Towards advanced UE receivers
In conventional cellular systems, the receivers mainly presume a noise-
limited operational scenario. In this case, the receivers can easily be de-
signed based on either optimal approaches, such as maximum-likelihood
(ML) and maximum a posteriori probability (MAP) criteria, or subop-
timal approaches, such as zero-forcing (ZF) or minimum mean square
error (MMSE) equalization-based architectures. However, most mod-
ern wireless cellular systems are often dominated by strong co-channel
interference among neighboring cells rather than thermal noise.
The interference is distinguished from the noise in its statistical and
physical characteristics; rather than being normally distributed as is
thermal noise, the interference have a similar structure to the desired
signal because they are signals in the other cells. In the previous cellular
systems the interference was treated as part of the thermal noise since
there was no practical way to handle the dierence.
In the next generation cellular systems, proper treatment of strong
interference is required for further performance improvement; thus, a
new receiver design featured with AIM is essential. By AIM at the re-
ceiver, or simply by an advanced receiver, the receiver is able to take
advantage of the structure of the interference signals, including mod-
ulation constellation, coding scheme, channel, and resource allocation.
In the previous cellular communication standards, receiver technologies
have not been touched specically because they were regarded as an im-
plementation issue concerning only the manufacturer. However, there
is huge potential and synergy when the UE-side AIM is considered in
conjunction with the network-side AIM.
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1.3.2 Practical Challenges
The advanced receiver and joint scheduling techniques bring perfor-
mance gains over conventional systems, such as reduced data decoding
error rates and increased system throughput. Although advanced re-
ceivers and joint scheduling schemes promise a huge theoretical gain,
there still remain a number of practical issues we need to face toward
real implementation.
In a practical cellular deployment, there can be more than one inter-
ference signal. Facing all these interference signals is quite challenging
to the receiver. However, the performance are usually dominated by a
set of few interferers: in fact, the their received power is far higher than
the noise level and comparable to the desired signal and it is sucient
to consider only one or two dominant interference signals.
Moreover, a certain piece of information on the interference is re-
quired for the AIM. Firstly, the interference channel needs to be es-
timated reliably for interference detection and decoding. In addition,
modulation and coding schemes, and nally resource allocation of the
interference signal, can be provided by the network through control
signaling. As long as the signaling overhead is a concern, some extra
information can be detected blindly at the receiver without explicit sig-
naling. However, this can increase the processing load of the receiver,
and worsens the performance when the estimation is not reliable.
Joint scheduling requires the Transmission Point (TP) to be aware
of the receiver characteristic as a function of the interference signal rate.
Many cellular systems, including LTE, attribute this information to the
CSI feedback from the UE. With conventional receivers, a single CSI re-
port per UE was assumed, since the receiver characteristic is not depen-
dent on the interference signal rate. However, with advanced receivers,
a single CSI report may be too short for describing the relationship
between the receiver characteristic and the interference signal rate. To
address this problem, a multiple-CSI feedback framework can be used,
as already done for CoMP in LTE Release 11. In this framework, each
of the multiple CSI reports is based on dierent interference hypothe-
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ses, which correspond to dierent points on the receiver characteristic
curve.
The role of joint scheduling is to jointly determine serving UEs and
transmission schemes for a set of multiple TPs, to which we refer as a
cluster, so that the overall utility function of the cluster is optimized.
This joint scheduling, depending on the specic scheme, can be imple-
mented in either a centralized or distributed manner.
In the centralized case, all the required information is rst sent
from the TPs within the cluster to the central controller which de-
termines all the calculation and sends a corresponding scheduling data
to each TP. Although centralized schemes often outperform distributed
schemes, they suer from a heavy processing load and proper backhaul.
On the other hand, in the distributed case, each TP does its own
calculation and exchanges a small amount of summary information with
the others for overall coordination. The distributed schemes are bene-
cial when the cluster size is very large since generally the amount of
this summary information is very small. In many cases, the distributed
schemes are iterative and suer from large delay.
Whether centralized or distributed, message exchange among dif-
ferent TPs, often geographically apart, is inevitable. The message ex-
change is realized through the backhaul links interconnecting dierent
TPs, which are usually high capacity/reliability and low-latency connec-
tions. However, the backhaul links are still non-ideal and will become
restrictive as the backhaul requirement grows in the next generation
cellular standard.
1.4 Interference management in Heteroge-
neous Networks
The popularity of wireless networks has lead to the increased capacity
demand because ever more users prefer wireless technology as compared
to wired services. The wireless access mainly consists of two technolo-
gies, the wireless cellular networks, that provide voice services to users
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with high mobility, and the wireless local area networks (WLANs), more
suitable to provide higher data rates to restricted mobility users [12].
Nowadays, the wireless cellular networks have evolved towards provid-
ing high data rate services to their users and thus, striving to replace
the WLANs as well [13]. Standards like 3GPPs High Speed Packet Ac-
cess (HSPA), Long Term Evolution (LTE) and LTE advanced, 3GPP2s
Evolution-Data Optimized (EVDO) and Ultra Wide Band (UWB) and
Worldwide Interoperability for Microwave Access (WiMAX) have been
developed to provide high speed communication to end users [14] and
to face up this increasing demand.
High demand for cellular services can originate from indoors and this
is the reason that leads cellular networks to provide good quality cov-
erage in these contexts. Due to the penetration losses, the indoor user
requires high power from the serving BS, therefore other users would
have less power and the overall system throughput may be reduced.
Moreover, having a large number of outdoor BSs to meet the needs
of a high capacity is also very expensive. The modulation and coding
schemes for high data rates used in the standards mentioned above, re-
quire good channel conditions, which means that in the case of indoor
coverage, QoS cannot be guaranteed due to the variations in channel
conditions [15].
This emphasizes the need of having some indoor coverage solutions,
for example picocells, Distributed Antenna Systems (DAS) and relays
or repeaters. Picocells are very small cells, providing coverage to a
limited indoor area [16]. These are located inside large buildings, which
are categorized as hotspots (e.g airports, shopping malls, universities).
Picocells work the same way as macrocells and are connected to each
other and macrocell BSs through cables. The DAS is another good
solution for the indoor coverage problem. This system is made up of a
number of distributed Antenna Elements (AEs) and a Home BS [17].
The antenna elements are connected to the Home Base Station oine
through dedicated lines, usually optic bre cables or dedicated RF links.
This can provide good quality communication to areas where outdoor
BSs cannot reach. In addition to good quality indoor coverage, DAS
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can also reduce the transmit power which leads to reduced interference
and hence high capacity. Although picocells and DAS provide good and
cost eective alternatives as compared to the older outdoor macrocell
network, these are still too expensive to be deployed for home and small
oce users. Moreover, the overall network processing load would also
increase as the number of picocells increase.
The relaying in LTE advanced for the indoor environment [18] is an
interesting hot-topic. As LTE advanced is set to provide high data rates
to end users, it would also require an indoor system where it can provide
full functionality to the indoor users. In this approach a wireless relay
is placed inside a building to compensate the penetration loss caused by
the walls of the building.
With the growing demand of innovative 3G services, a signicant
potential for the access to the network are the so called femtocells [13{
15]. Femtocells, also known as Home Base Station are small, low power
access points and visually look like an ordinary wireless router. These
indoor access points may be installed also by the users, which creates
a small wireless coverage area and connect user equipment (UE) to the
cellular core network through subscribers broadband internet access [14,
15]. The access point known as Femtocell Access Point (FAP), works
as BS, enabling high quality voice, data and multimedia services to be
delivered to mobile devices in indoor (or outdoor) settings. The FAP
can be connected to the operators core network through users DSL,
optical bre or cable broadband connection. Femtocells would require
some portion of spectrum from the operators for its operation. This
can be a separate portion of spectrum allocated by the operator or
the same portion of spectrum as used by macrocell [19]. In the latter
case the issue of interference arises. This interference can be between
neighboring femtocells as well as between femtocells and macrocell.
Femtocells are deployed within a macrocell in an ad hoc mode and
any user can deploy femtocells in its home and even can move femto-
cells from one location to another. Therefore, it is a challenging prob-
lem for operators to manage radio resources dynamically [20]. It also
requires ecient self organizing techniques to make sure it is aware
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of its surrounding environment and should have distributed optimizing
techniques to mitigate any interference. Furthermore, in case of dense
co-channel femtocell deployment where spectrum shortage may occur,
it is also desirable for the femtocell to have the functionality of oppor-
tunistic spectrum access. This requires that the femtocells should have
cognitive functionalities, which makes it more intelligent.
Cognitive femtocells have the capability to sense spectrum in the sur-
rounding environment to locate any vacant spectrum portions. These
spectrum holes are then used by the cognitive femtocells to provided
connectivity to its users. They can collaborate and cooperate with
neighboring cognitive femtocells for more accurate spectrum sensing.
The femtocells became main stream technology when the 3GPP release
8 introduced them and it is likely that the future LTE networks would
include femtocells for the indoor cellular coverage. Thus, femtocells will
be deployed at a large scale in the near future.
1.4.1 Technical and Business Aspects
Femtocells can provide a better solution for the indoor coverage prob-
lem. Basically due to small cell radius, the distance between transmitter
and receiver is reduced, hence transmitted signal is less attenuated and
in turn receiver can receive a good Received Signal Strength (RSS). The
penetration losses, due to walls acting as insulation to the femtocells,
make the interfering signals weaker: so the femtocells transmit with low
power while maintaining good indoor coverage quality.
Furthermore, a femtocell usually serves a very small number of users
as compared to a macrocell, due to which, it can devote a large portion of
its resources to the available users. This enables femtocells to provide
good QoS to its users as compared to macro BS which have to serve
many users simultaneously in a large area. Femtocells can solve the
spectrum underutilization problem for the regulators. As there are small
cells, the channels are re-used more often.
Two main modes of femtocell deployments are common: separate
channel and co-channel deployment. In a separate channel deploy-
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ment, a specic channel is allocated for the femtocell network, which
is not used by the macrocell avoiding interference between femtocell
and macrocell users.
In the co-channel deployment, the femtocell uses the same channels
as the macrocell [19]. This is much prefered by the operators because
dedicating a certain portion of spectrum for femtocells might be ex-
pensive. The co-channel deployment also increases the overall system
capacity. On the other hand, there is a greater risk that femtocell and
macrocell users causing interference to each other [19]. Thus ecient
and intelligent interference management is required for a successful co-
channel femtocell deployment.
With the benets of larger capacity, femtocells also provide a vi-
able solution to outdoor coverage problems. The coverage holes in the
footprint of a macrocell can be eliminated with femtocells because they
can provide coverage to macro-cellular users which are nearby and in
their range. This property of femtocells can be of importance at the
macrocell edges.
The development of 2G femtocells was not a great success and many
manufacturers avoid manufacturing it because of its drawbacks and eco-
nomic viability. The main disadvantage is that a GSM femtocell, for
data service uses General Packet Radio Service (GPRS), which does not
provide high data rates. Hence, the use is only limited to good quality
voice. 3G femtocells are mainly based on the air interface of Universal
Mobile Telecommunication system (UMTS). The UMTS technology has
the capability of connecting through IP based networks, which make it
more applicable to femtocells. Unlike the GSM based femtocells, the 3G
femtocells have better power allocation schemes, which can be used to
avoid causing interference to the macrocell users. The UMTS femtocells
are also standardized by the 3GPP as HNBs [21] and this is one of the
main reasons that encourage manufacturers in the development of such
femtocells. OFDM based femtocells provide a variety of high data rate
services to the end users [22]. It is also a hot research area nowadays
and a lot of research is going on in order to eciently implement LTE
femtocells in the future [23{27].
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Femtocells can provide an excellent platform for the operators to
maximize their revenue, increase network capacity without any further
investment in the old macro cellular network. With the penetration of
smart mobile devices, ooading the macro network is an crucial hot
topic for mobile operators due to the extensive use of the broadband
network. The femtocell faces competition from the already existing and
mature Wi-Fi [28]. The femtocell should provide reasonable prices as
well as better and versatile services as compared to Wi-Fi, in order to
attract more customers.
One of the main drawback is that a user must have a broadband
internet connection in order to use femtocells and also the QoS depends
on the backhaul connection. The role of user broadband internet con-
nection as backhaul link can also be of benet to the operators and they
can oer two services (broadband internet connection and femtocell) to
a user and thus increase the overall revenue.
1.4.2 Access mode, Mobility, Self-Organization and
Security Issues
Currently three access modes have been dened for a femtocell [29].
 Open Access mode: Every user can access the femtocell in this
mode and benet from its services.
 Closed Access mode: in this mode, only specic users can access
a femtocell. The owner can decide as to which user can access the
femtocell.
 Hybrid Access mode: this access mode only allows particular out-
side users to access a femtocell. The conditions of access to a
femtocell by an outside user can be dened by each operator sep-
arately and entry to any guest or new user can be requested by
the owner.
The open access mode can be used in public areas like airports, shop-
ping malls and universities to provide good coverage to the users in that
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area [30]. Home users generally prefer closed access mode, but in this
mode, any outside users near the femtocell experiencing high signal lev-
els from the femtocell would not be able to access the femtocell, thus
causing interference. Access modes have a direct impact on the inter-
ference experienced in the system and therefore, it should be carefully
selected after much analysis.
Femtocells are mainly intended for indoor users and thus no specic
mobility management is necessary. However, in dense femtocell deploy-
ment scenario there may be useful manage some mobility and handover
procedures [22]. A femtocell can have a large number of neighbors and
these neighbors are created on an ad hoc basis, making it dicult to
constantly keep track of neighboring femtocells. Handover in femtocells
highly depends upon the access mode being used. In the open access
case, the number of handover could be very large, while it is likely re-
duced in closed and hybrid access modes [31].
Femtocells are deployed by end users and can be turned on and o at
any time, hence the deployment is completely random. The number and
locations of femtocells continuously change into the macrocell coverage.
This makes the classic network planning and design tools unusable. The
femtocells need to be intelligent enough to autonomously integrate in
the preexisting radio access network [32], and self congure and opti-
mize without causing any impact on the existing cellular system. Two
approaches in [27] propose cognitive capabilities for an OFDMA based
femtocell. First, the femtocells dynamically senses the air interface and
then tunes the sub-channel allocation according to the sensing results.As
the number of femtocells increase in an area, the problem of self orga-
nization would become more challenging and hence there is a need of
more innovative solutions.
Providing ecient security to femtocell networks is one of the other
key challenges. In the case of open access mode, security is of much
importance as the users private information needs to be protected. The
femtocell network is subject to many security risks. The femtocells are
also prone to Denial of Service (DoS) attacks. A hacker can overload
the link between a FAP and mobile core network. This would prohibit
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a subscriber to connect to the core network and the femtocell service
would not be available. Security is also required to prevent unwanted
users to access a femtocell network and use the resources. This is mainly
for the close access mode, where only specic users can access [33].
Due to these threats, operators and manufacturers provide some
level of security. Mainly the Internet Protocol Security (IPSec) is used
to provide security to the link between FAP and operators core network.
There is a security gateway in the operators core network and when the
FAP wants to connect to the core network, a secure tunnel is established
between them. All the data to and from the femtocell travels through
the secure tunnel, hence making the data more secure [34].
1.4.3 Type of Interference and Management Tech-
niques
Due to the deployment of small indoor base stations, the cellular archi-
tecture changes and now it consists of two tiers or layers [16,19,26,35,36].
The rst tier is the conventional macro-cellular network while the second
tier or layer is the femtocell network.
The femtocell layer is unplanned and it is made up of random dis-
tribution of femtocells. This has a number of advantages in term of
capacity, coverage and quality [20]. However, the new architecture also
brings forth new problems and design challenges. Among these chal-
lenges the interference management is the most important [37]. The
femtocell is preferred to be deployed in co-channel fashion in order to
achieve higher capacity. This in return, gives rise to severe interfer-
ence management challenges [38]. Observing this scenario, the two-tier
architecture enables to divide the interference in to two main types.
Co-tier Interference
This type of interference consider the interference caused by network
elements that belong to the same tier of network [15]. In the case
of femtocells, it is the interference caused to a femtocell by another
femtocell. Usually the femtocells causing interference to each other are
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immediate neighboring. The small cells deployment is random and they
can be palced very close to each other in apartments, where the wall
separation might not be enough to avoid causing interference to each
other. The access methods used in femtocells have a huge impact on
the overall interference. The co-tier interference is more severe in closed
access as compared to the open access [39]. The dead zones also depend
on the QoS requirement of each service. If a service requires higher
SINR, it might not be possible to provide the service near the windows
or edges of a femtocell.
The uplink co-tier interference is caused by the femtocell user equip-
ment (UE) that acts as a source of interference to the neighboring small
cells. In particular, the 3G system like UMTS and High Speed Uplink
Packet Access (HSUPA) applies intelligent power control techniques to
limit the uplink interference. In the case of OFDMA femtocells, the
FAP should sense the surrounding radio environment for certain sub
channels. A UE would require certain number of sub channels depend-
ing on the QoS, the FAP should then allocate sub channels that are
subject to lower level of interference. As compared to the CDMA, the
OFDMA system provides better chances of avoiding interference due to
the division of spectrum into small and at sub channels [25].
The downlink co-tier interference is caused by an FAP. High chance
of power leaks through windows, doors and balconies must be considered
due to the close deployment of femtocells. To avoid such interference
the 3GPP recommends using adaptive power control techniques at FAPs
which becomes more important in the case of closed access femtocells
since a UE is not served by the strongest FAP but by the one to which
it is subscribed.
Cross-tier Interference
This type of interference is caused by network elements that belong to
dierent layer of the network. Small cells would cause large amount
of interference to neighbors that are using macrocell services for indoor
purpose. This problem becomes more severe in the case of closed access
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mode [39]: in fact, a macro UEs would receive strong signals from the
neighbor, to which access is denied forming some huge dead zones.
In the case of OFDMA, two types of uplink cross-tier interference
can occur. If a femtocell UE is transmitting with high power on certain
sub channels near a macrocell BS, these sub channels become unusable
for the macrocell BS and hence the overall eciency is reduced [16].
The downlink cross-tier interference can be caused by an FAP to a close
by macrocell UE [15]. The downlink interference management is mostly
dependent on the allocation of sub channels. The FAP would not cause
any interference to a macrocell UE, if the macrocell UE uses a dierent
set of sub-channels.
The types of interference are perceived dierently in dierent air in-
terface technologies. Each of these technologies uses dierent techniques
to manage the co-tier and cross-tier interference. The research is still
going on in this area and many schemes have been proposed.
Interference Cancellation in Femtocells
These are schemes that reduces interference at the receiver end; the
interference is cancelled after the signal is received. The interference
cancellation is dened by Andrews [40] as the class of techniques that
demodulate/decode desired information, and then use this information
along with channel estimates to cancel received interference from the
received signal.
Two classical ways of interference cancellation used extensively in
wireless networks are Successive Interference Cancellation (SIC) and
Parallel Interference Cancellation (PIC) [40, 41]. PIC detects all users
simultaneously. The initial estimate may be used to cancel interference
in near future and, in this way, parallel detection is repeated again
over several stages. The PIC is also known as multistage interference
cancellation [42]. On the other hand, SIC detects one user per stage.
The strongest received signal is detected rst, then the next strongest,
and so on [43].
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PIC has decreased latency but higher overall complexity because N
number of users must be detected in parallel and there are P cancellation
stages. Latency is proportional to P, which is much smaller than N
for cellular systems, but complexity is proportional to PN. SIC have
complexity and latency proportional to N, and this latency may be
unaordable if there are many users with real time data [40].
In this context, Multistage SIC represents the smoother trade o be-
tween the two techniques [44]. A group of users are detected in parallel,
and then has their aggregate interference subtracted from the composite
received signal, and then another group is detected in parallel. The main
part of interference cancellation techniques require knowledge about the
interfering signal characteristics. It also requires antenna arrays at the
receiver system to cancel any interference. All make these techniques
less suitable for UEs and they are mostly suitable for implementing in
base stations and hence mostly used for the uplink interference man-
agement [45].
Interference Avoidance in Femtocells
Managing smal-cells from a centralized controller is very hard due to
the ad hoc nature of the heterogeneous deployment. It is therefore
preferred to induce some intelligence into the small-cells, to enable it to
self organize and address interference without any outer controller.
To cope with the cross-tier interference, initially spectrum splitting
was suggested [46]. It was recommended that a spectrum band should be
divided into two portions. One portion should be allocated for macrocell
users and the other portion for femtocell operations. This approach lead
to reduced eciency due to the high cost and scarcity of spectrum. Since
femtocells can operate as plug and play devices, it is also hard to know
the exact number of femtocells at a given time, thus, this approach
seems impractical.
Power control is a key technique in the interference avoidance, espe-
cially in dense femtocell deployment. If the transmit power of a femtocell
is controlled and optimized, the outdoor macrocell UE can be protected
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suciently. The drawback of this technique is that it is complex and
time consuming and would not be feasible to implement in a small-
cell. A simple technique in [47] provides power control to femtocells to
avoid interference to nearby macrocell users. In this case the assump-
tion is that the femtocell takes information about macrocell users from
the macrocell base station. Once the macrocell user is interfered, the
nearby femtocell reduces its power accordingly.
The OFDMA system design provides much exibility for what con-
cern the interference avoidance schemes [24]. The OFDMA small-cell
needs to know about its surrounding environment which enables the
FAP to have more detailed measurement reports from the users and
hence allocate sub channels more eciently. The spectrum would be
divided in to two main portions. One portion would be dedicated to
macrocell operations, while the other one for femtocell. However, there
still can be Inter Carrier Interference (ICI) and Multiple Access Inter-
ference (MAI) due to lack of synchronization, leading to meager or-
thogonality. This problem turn even more severly in dense femtocell
deployment scenarios.
There is always a trade o between spectrum utilization and co chan-
nel interference depending on the type of deployment, i.e. co channel,
dedicated channel. In order to keep a balance, in LTE systems, the
deployment of femtocells also known as HeNBs can be set to a par-
tial co channel deployment. In this deployment scheme, some channels
are reserved for the usage of macrocell, while other channels are shared
between macro and femtocells. Several works about eICIC show this
technique. Resource allocation is very relevant in OFDMA systems (as
in the previous technologies) and various schemes have been proposed,
such as the Round Robin (RR) and Proportional Fair (PR) schemes [35].
On the other hand, allocating sub channels that reduce the interference
and increase the Area Spectral Eciency (ASE) is desired for femtocell.
A femtocell having cognitive capabilities can avoid interference by
using its spectrum sensing functionality. The femtocell can sense the
environment and is able to recognize an interference signature [48]. This
interference signature enables a femtocell to select specic channels that
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are not subjected to the surrounding interference. The main idea is to
reuse any available channel that does not cause interference to the macro
or to other small-cells.
In [49] a similar interference avoidance OFDMA scheme for cognitive
small-cells is presented: based on the closed access mode, it avoids the
cross tier interference between femtocell and macrocell. This would be
done by stressing the femtocell to use resource blocks that are used by
macro UEs spatially far away from the small-cell.
Distributed Interference Management Schemes
In general, femtocells have limited knowledge about the global femtocell
network which makes the centralized techniques very dicult to deploy.
Probably, providing sucient knowledge to the femtocells this approach
could be applied, but this would cause much congestion on the backhaul
network. Furthermore, as the number of femtocell can be very large,
this makes it impractical for the operator to provide large information
to the femtocell through the backhaul. In this case, distributed schemes
are much more suitable.
Development of distributed coverage optimization algorithm can be
challenging due to the lack of global information and central control.
The algorithm in [50] runs individually on each FAP in order to achieve
user load balancing and minimization of coverage holes.
Game theory has been used in network resource allocations and is
also used in femtocells for power allocation scheme. One such scheme
is proposed in [51], where a decentralized power control algorithm that
considers loads of individual femtocell is proposed for closed access fem-
tocell networks. In this case, the algorithm is based on a non cooperative
game model and the properties of a super-modular game are used to im-
plement the decentralized power control algorithm. This shows that the
power of femtocells with less user load is reduced more as compared to
femtocells with more users.
The problem of co tier interference is also addressed in a distributed
algorithm [52] where fractional frequency reuse factor (FFR) is adjusted
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according to the environment. This is done with the help of femtocell
location and interference information. In fact, it classies femtocells
into dierent groups, where sub channels are allocated rst to avoid
interference and then allocation of transmit power takes place according
on the received signal strength information (RSSI).
The eciency of an interference management scheme depends on
the specic femtocell scenario. In case of less dense deployment, simple
schemes can be helpful and provide sucient interference management
for both the macrocell and femtocell network layers. The main aim is to
enable femtocell to be deployed densely and hence, ecient interference
management schemes that can cope with the ad hoc nature of femtocells
and provide QoS to both macrocell and femtocell users should be devel-
oped. It should also be kept in mind that these are small low powered
devices and should be able to handle the complexity of these schemes.
Femtocell limitations should be studied and the schemes should be
able to overcome them. In the centralized schemes, a central entity
which can provide information about the surrounding global scenario is
needed. Also communication links between femtocells and the central
entity are needed, which can create extra burden and delay. On the
other hand, this can also save the femtocell a lot of processing overhead
required for sensing the environment and using this information. More-
over, distributed techniques provide much exibility. The femtocells
can take their own decisions based on their local environment and also
exchange information with its neighboring femtocells. As compared to
the centralized schemes, the distributed schemes are more complex and
require self organization and self optimization capabilities.
1.5 Role and impact of MIMO Systems
In recent years, there has been a shift to wireless multimedia applica-
tions, which is reected in the convergence of digital wireless networks
and the Internet. In order to guarantee a certain quality of service, high
bit rates and good error performance are required. However, the main
issues related to the wireless channels, mainly caused by multipath sig-
42
nal propagation and fading eects, make it challenging to accomplish
both of these goals at the same time because, given a xed bandwidth,
there is always a fundamental tradeo between bandwidth eciency
(high bit rates) and power eciency (small error rates).
Conventional single-antenna transmission techniques aim to operate
in the time and/or in the frequency domain and channel coding is typ-
ically used in order to overcome the detrimental eects of multipath
fading. However, with regard to the ever-growing demands of wireless
services, the time is now ripe for evolving also the antenna part. In fact,
when utilizing multiple antennas, the previously unused spatial domain
can be exploited. The great potential of using multiple antennas for
wireless communications has only become clear during the last years.
In particular, at the end of the 1990s multiple-antenna techniques
were shown to provide a novel means to achieve both higher bit rates
and smaller error rates. In addition to this, multiple antennas can also
be utilized in order to mitigate co-channel interference, which is another
major source of disruption in cellular wireless communication systems
and therefore multiple-antenna techniques can represent a key technol-
ogy for modern and future wireless communications [53].
Spatial multiplexing techniques simultaneously transmit indepen-
dent information sequences or layers, over multiple antennas. Using M
transmit antennas, the overall bit rate compared to a single-antenna sys-
tem is thus enhanced by an M factor without requiring extra bandwidth
or extra power. Channel coding is often used, in order to guarantee a
certain error performance and to keep layers separated. The achieved
gain, in terms of bit rate, is called multiplexing gain.
Multiple antennas can also be used to improve the error rate of a
system by transmitting and receiving redundant signals representing the
same information sequence. By means of two-dimensional coding in time
and space the information sequence is spread out over multiple trans-
mit antennas. Later, at the receiver, an appropriate combining of the
redundant signals has to be performed and optionally, multiple receive
antennas can be used in order to further improve the performance. The
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advantage over conventional channel coding is that redundancy can be
accommodated in the spatial domain, rather than in the time domain.
Finally, multiple-antenna techniques can also be utilized to improve
the signal-to-noise ratio (SNR) at the receiver and to suppress co-
channel interference in a multiuser scenario. This is achieved by means
of an adaptive antenna arrays [54], also called smart antennas or soft-
ware antennas. By using beamforming techniques, the transmit and/or
receive beam patterns can be steered in certain desired directions, whereas
undesired directions can be suppressed. Beamforming can be inter-
preted as linear ltering in the spatial domain. The SNR gains, achieved
by beamforming, are often called antenna gains or array gains.
Clearly, the various benets oered by multiple-antenna techniques
do not come for free. For example, multiple parallel transmitter/receiver
chains are required, leading to increased hardware costs. Moreover, real-
time implementations of near-optimum multiple antenna techniques can
be challenging. However, some testbed trials have demonstrated that
remarkable performance improvements can be achieved in practice, with
respect to single-antenna systems, even if low-cost hardware is used [55].
1.5.1 Spatial Multiplexing Techniques
In general, the capacity of a MIMO system with M x N antennas grows
linearly with the minimum of M and N [56, 57] is an intriguing result.
For single-antenna systems it is well known that given a xed band-
width, capacity can only be increased logarithmically with the SNR, by
increasing the transmit power.
The basic principle of all spatial multiplexing schemes is as follows:
at the transmitter, the information bit sequence is split into M sub-
sequences, that are modulated and transmitted simultaneously over the
transmit antennas, over the same frequency band, while the transmitted
sequences are separated at the receiver by employing an interference
cancellation algorithm.
In frequency-at fading case, there are several options for the detec-
tion algorithm at the receiver, which are characterized by dierent trade-
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os between performance and complexity. A low-complexity choice is
to use a linear receiver, based on the zero-forcing (ZF) or the minimum-
mean-squared-error (MMSE) criterion.
The maximum-likelihood (ML) optimum receiver performs a brute-
force search over all possible combinations of transmitted sequences and
selects the most likely one. Clearly, ML detector is overburdened by
its complexity that grows exponentially with the number of transmit
antennas and the number of bits per symbol of the modulation scheme.
Thus, the ML detector complexity is often prohibitive.
The BLAST detector was originally designed for frequency-at fad-
ing channels and provides a good trade-o between complexity and per-
formance. In contrast to the ML detector, the estimation of the M sub-
sequences, called layers in the BLAST terminology, is not performed
jointly, but successively layer by layer.
Starting from the result of the linear ZF or MMSE receiver (nulling
step), the BLAST detector selects rst the layer with the largest SNR
and estimates the transmitted bits of that layer, while treating all other
layers as interference. Then, the inuence of the detected layer is sub-
tracted from the received signals (canceling step). So, nulling is per-
formed once again on the modied received signals and the layer with
the second largest SNR is selected. Afterwards this procedure is re-
peated, until all M layers are detected. Due to the nulling operations,
the number of receive antennas must at least be equal to the number
of transmit antennas, otherwise the overall error performance degrades
signicantly. The BLAST detection algorithm is very similar to succes-
sive interference cancellation (SIC), originally proposed for multiuser
detection in CDMA systems.
In order to guarantee a certain error performance, channel coding
techniques are usually required in conjunction with spatial multiplexing:
horizontal coding, vertical coding, or a combination of both. Horizontal
coding means that channel encoding is performed after the demulti-
plexer, separately for each of the M layers. The assignment between the
encoded layers and the transmit antennas remains xed, therefore all
code bits associated with a certain information bit are transmitted over
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the same antenna. At the receiver, channel decoding can be performed
individually for each layer. When vertical coding is used, channel en-
coding is performed before the demultiplexer and the encoded bits are
spread among the individual transmit antennas. Compared to hori-
zontal coding, vertical coding thus oers an additional spatial diversity
gain. However, the drawback of vertical coding is an increased detector
complexity, because at the receiver all layers have to be decoded jointly.
Depending on the physical channel delay spread, the transmit and
receive lter, and the symbol duration, the zero inter-symbols interfer-
ence assumption might not be valid in a practical system: in fact, ISI
can cause relevant performance degradations if no counter measures are
applied.
Using a multi-carrier transmission scheme and multiplex data sym-
bols onto parallel narrow sub-bands could be an approach. Transmis-
sion schemes developed for frequency-at fading channels can then be
applied within each sub-band. For this reason, combining OFDM with
multiple antennas (MIMO-OFDM) is very straightforward [58].
Alternatively, a single-carrier approach and suitable techniques for
mitigating ISI can be used. Mainly, there are two main classes of tech-
niques, namely transmitter-sided predistortion and receiver-sided equal-
ization techniques; predistortion techniques require channel knowledge
at the transmitter side, based on the receiver feedback information.
More recently, an alternative receiver concept has been proposed
for spatial multiplexing systems (without ISI) [59], which is based on
the concept of probabilistic data association (PDA). The key idea is
to detect iteratively each layer considering the other interfering layers
as Gaussian noise. Within each iteration, the mean and the variance of
the assumed Gaussian noise are adjusted by exploiting knowledge about
already detected bits.
When a suciently large number of layers is used the Gaussian as-
sumption ts well, and a near-optimum error performance is achieved.
In coclusion, it is important to underline that the same principle of the
PDA detector can also be applied to mitigate ISI.
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1.5.2 Spatial Diversity Techniques
Spatial diversity techniques predominantly aim at an improved error
performance: this can be accomplished on the basis of a diversity gain
and a coding gain. There are two types of spatial diversity, referred
to as macroscopic (large-scale) and microscopic (small-scale) diversity.
Macroscopic diversity is associated with shadowing eects in wireless
scenarios, caused by the major obstacles between the two points.
Macroscopic diversity can be gained when there are multiple trans-
mit or receive spatially separated antennas. In this case, the probability
that all links are simultaneously obstructed is smaller with respect to a
single link. Microscopic diversity is available in rich scattering environ-
ments with multipath fading and it can be gained by placing multiple
co-located antennas: typically, antenna spacings of less than a wave-
length are sucient. Similarly, the diversity gains are generated by the
lower probability that all links being simultaneously in a deep fade.
Diversity reception techniques are applied also in systems with a sin-
gle transmit antenna and multiple receive antennas. The combining of
the individual received signals is done to provide a microscopic diversity
gain. In frequency-at fading case, the optimum combining strategy in
terms of SNR maximization is maximum ratio combining (MRC), which
requires a perfect channel knowledge at the receiver. In literature sev-
eral suboptimal combining strategies have been proposed, such as Equal
Gain Combining (EGC), where the received signals are (co-phased and)
added up, or Selection Diversity (SD), where the received signal with
the maximum instantaneous SNR is selected.
The main idea of transmit diversity is to provide a diversity and/or
coding gain by sending redundant signals over multiple transmit anten-
nas. An adequate preprocessing of the signals is performed to allow
a coherent detection at the receiver, typically without channel knowl-
edge at the transmitter. With transmit diversity, multiple antennas
are required only at the transmitter side. In any case, multiple receive
antennas are however used to further improve performance.
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In 1998 Alamouti proposed a simple technique for two transmit an-
tennas [60] and in the same year, Tarokh, Seshadri, and Calderbank
presented their space-time trellis codes (STTCs) [61], which are two-
dimensional coding schemes for systems with multiple transmit anten-
nas. While delay diversity and Alamoutis transmit diversity scheme
provide solely a diversity gain, STTCs yield both a diversity gain and
an additional coding gain. The preprocessing of the redundant trans-
mission signals is performed by the space-time encoder, which depends
on the specic scheme under consideration, and the corresponding de-
tection/decoding process is carried out by the space-time decoder.
Alamoutis transmit diversity scheme [60] performs an orthogonal
space-time transmission, which allows for ML detection at the receiver
by means of simple linear processing. STTCs [61] may be interpreted
as a generalization of trellis coded modulation to multiple antennas.
On the basis of simulation results, it was shown in [61] that STTCs
oer an excellent performance that is within 2   3 dB of the capacity
boundary. However, this performance comes at the expense of a high de-
coding complexity. Instead, motivated by the simple receiver structure
of [60], orthogonal space-time block codes (OSTBCs) were introduced
in [62] and they represent a generalization of Alamoutis scheme to more
than two antennas. OSTBCs are designed to achieve full diversity with
regard to the number of transmit and receive antennas. In contrast to
STTCs, it is necessary to underline that OSTBCs do not oer any ad-
ditional coding gain but in order to further improve the performance of
space-time coded MIMO systems, the space-time encoder can be con-
catenated with an outer channel encoder.
Conventional space-time codes such as STTCs and (O)STBCs of-
fer at most the same data rate as an uncoded single-antenna system,
therefore several high-rate space-time transmission schemes with a nor-
malized rate greater than one have been proposed in literature. These
represent a bridge between space-time coding and spatial multiplexing
techniques. Some of these transmission schemes explicitly combine ideas
of certain space-time codes and the BLAST scheme. For example, high-
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rate space-time codes that are linear in space and time, so-called linear
dispersion codes, were proposed in [63].
All of the space-time coding techniques discussed above require some
form of channel knowledge at the receiver side. In contrast to this, so-
called dierential/non-coherent space-time transmission schemes do not
require any channel knowledge and are thus of particular interest for
practical MIMO systems.
In practical implementations, various detrimental eects can arise
that are often not taken into account in the initial design of space-
time transmission schemes, such as ISI eects, wireless channel time-
variance, carrier frequency osets between the two points, inaccurate
channel knowledge at the receiver and spatial correlation eects caused
in example by an insucient antenna spacings or a lack of scattering
from the physical environment. Another important issue is that the
performance gains actually achieved in a practical MIMO system might
be smaller than promised in theory, because implementing an optimal
transmitter/receiver might be too complex and resorting to suboptimal
solutions would be the best choice.
Since cooperative wireless networks have recently gained consider-
able attention, the concept of multiple-antenna systems can be trans-
ferred towards multiple distributed transmitting or receiving nodes. On
the one hand, cooperating network nodes build the basis of ad-hoc net-
works, which are imagined for sensor networks, public safety commu-
nication networks, or tactical networks for military applications. On
the other hand, cooperating nodes also promise benets for hierarchical
networks, such as cellular networks. In fact, cooperating network nodes
are able to share their antennas and thus establish a virtual array.
1.5.3 Smart Antennas and Beamforming Techniques
Besides oering increased data rates and improved error rates, multiple
antennas can also be used to improve the SNR at the receiver and to
suppress co-channel interference (CCI) in a multiuser scenario. Both
goals can be achieved by means of beamforming techniques.
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Beamforming can be interpreted as linear ltering in the spatial do-
main. Considering an antenna array with N antenna elements, which
receives a signal from a certain direction, and the geometry of the an-
tenna array, the impinging radio signal reaches the individual antenna
elements at dierent time instants, which causes phase shifts between
the dierent received replicas. However, if the underlying complex base-
band signal is assumed to be a narrowband signal, it will not change
during these small time dierences.
If the direction of arrival of the signal is known, the phase dierences
of the RF signals can be compensated by means of phase shifters or delay
elements. Thus, the overall antenna pattern will have a maximum in
that direction: this principle is called conventional beamforming [54].
If only the phases of the received signals are balanced, the shape
of the overall antenna pattern remains the same. Hence, conventional
beamforming is equivalent to a mechanical rotation of the antenna ar-
ray. If the amplitudes of the received signals are also scaled before
the combining step, it is possible to modify also the antenna pattern
shape. In particular, an antenna array with N antenna elements pro-
vides N   1 degrees of freedom. If the narrowband assumption for the
complex baseband signal is not met, the baseband signal can change
during time intervals and the individual antenna elements will observe
dierent samples of the complex baseband signal. In this case, broad-
band beamforming techniques are required that combine narrowband
beamforming with time-domain ltering [54].
In a wireless communication scenario, transmitted signals often ar-
rive to the receiver via just a few distinct paths, a line-of-sight path and
other paths associated with signicant reectors and diractors in the
environment. If the directions of these dominant propagation paths are
known at the receiver side, beamforming techniques can be applied, in
order to adjust the receiver beam pattern such that it has a high direc-
tivity towards the dominant angles of reception. By doing this, relevant
SNR gains can be obtained in comparison to an omni-directional beam
pattern. Such SNR gains due to beamforming techniques are often
called antenna gains or array gains in the literature.
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Beamforming techniques can also be useful, in order to reduce the
delay spread of the physical channel caused by multipath signal propa-
gation. To this purpose, the transmitter or receiver beam pattern model
some nulls in the directions of dominant distant reectors, i.e. echoes
with excessively large delays are eliminated from the received signal [54].
In a practical system, the directions of dominant propagation paths
must be estimated i.e. by means of the well-known MuSiC or the ES-
PRIT algorithm. Moreover, when transmitter or receiver are moving,
the antenna patterns must be updated on a regular basis its estima-
tions. Such adaptive antenna arrays are often called smart antennas
or software antennas in the literature. However, due to the required
equipment and processing power the use of smart antenna technologies
is currently limited to xed stations, such as base stations or recent
small-cells. In any case, future wireless communication systems it is
likely that this technology will also be feasible for hand-held devices by
means of microstrip antenna arrays [54].
Smart antennas are also benecial in multiuser scenarios, in order to
suppress co channel interference. Both transmitter and receiver sided
beamforming algorithms can be employed for mitigating CCI. When
transmitting, each user can adjust his pattern by placing nulls in the
directions of other co-channel users and a high directivity towards the
desired direction. The use of smart antennas for CCI cancellation of-
fers the opportunity to accommodate multiple co-channel users within
the same frequency resource allowing a space-division multiple access
(SDMA). This approach can enhance signicantly the network capacity
in terms of users per cell, as shown in [64].
The concept of antenna arrays with adaptive beam patterns is not
new. It has its origins in the eld of radar and aerospace technology,
especially in applications such as target tracking and high-resolution re-
mote sensing. However, intensive research on smart antenna techniques
for wireless communication systems started only in the 1990s [65].
Smart antenna techniques employed for array gains or CCI suppres-
sion can easily be combined with spatial multiplexing or spatial diversity
even if beamforming scheme should be adapted to the underlying spa-
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tial diversity/spatial multiplexing technique in order to achieve a good
overall performance. MIMO transmission schemes that combine ideas
of beamforming with spatial multiplexing or spatial diversity techniques
were considered in [66] and [64], [67{69], respectively.
A particularly simple solution is to build a hybrid system, where
a switching between the dierent techniques is possible. So, the best
transmission strategy can be chosen at any time, depending on the
current properties of the wireless channel and the requested QoS.
Generalized transmit beamforming techniques use full instantaneous
channel knowledge at the transmitter side, but since full channel knowl-
edge might be dicult to acquire in practice at the transmitter, the use
of statistical channel knowledge was investigated [68, 69]. This statisti-
cal channel knowledge can be gained easily in practical systems, i.e. via
oine eld measurements, ray-tracing simulations, based on physical
channel models or longterm averaging of the channel coecients.
Alternatively, partial CSI can be fed back from the receiver. Here,
the challenge is to choose the CSI feedback such that it can be rep-
resented by just a few bits, but can still eciently be utilized at the
transmitter side.
1.6 Beamforming for Heterogeneous Deploy-
ments
In recent years, one of the most promising radio access technologies that
is evolving in order to increase the spectrum eciency and satisfy the in-
creasing demand of services is Long Term Evolution-Advanced (LTE-A).
By adopting advanced techniques that permit a more ecient usage of
the available spectrum, such as Carrier Aggregation, transmission band-
width beyond 20 MHz and enhancement of multi-antenna techniques,
these requirements can be reached. In particular, MIMO systems with
up to 8  8 antenna arrays are considered as key elements, supported
by a exible reference signal structures.
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Figure 1-1: Heterogeneous interference scenario with the spectrum shar-
ing approach.
However, these technologies are reaching their theoretical limits and
it is commonly agreed that a network composed of only macro-cells will
not be able to satisfy the current forecast of the mobile data trac
explosion. 3GPP (3rd Generation Partnership Project) is working to-
ward a further evolution of LTE Release 12 and beyond (also referred
as LTE-B) in which the heterogeneous network deployment represents
one of the main enhancements [70].
In heterogeneous deployment, the territory coverage and, conse-
quently, the service supply shall be guaranteed not only by the tradi-
tional macro-cells, but also by small-cells, especially in areas requiring
high peaks of data transfer or in particular environments, where cov-
erage shall be improved or a reserved access shall be guaranteed. It is
attractive for operators to oer extended services and represents new
market opportunities. It oers many other advantages such as high-data
rate, reduced network cost and energy saving.
Two dierent approaches have been proposed for the deployment of
small-cells in future LTE networks: sharing the same frequency band
with the macro-cell or using separated higher frequency bands [71].
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Starting from LTE-Release 10, the concept of small-cells has been intro-
duced, referring to a low power, short range wireless access point that
coexists in the same geographical area of the macro-cell, sharing the
same spectrum. With the promising advantages, this type of small-cells
deployment also causes several practical issues, especially in terms of
inter-cell interference. Indeed, an inecient deployment of the small-
cells may degrade the performance of the whole system. A possible
alternative for future LTE standard evolutions is to seek new spectrum
resources in higher bands, e.g., beyond 10 GHz, which have not been
exploited in cellular systems. This will lead to separated frequency
band deployment of macro-cells and small-cells, which may simplify the
network operation.
In both deployment scenarios, multi-antenna techniques and pro-
cessing in the spatial domain will be key enabling factors. This section
presents some candidate beamforming techniques that can be adopted
to overcome the impairments arising from a heterogeneous network de-
ployment. By considering a spectrum sharing deployment, beamforming
techniques can be used to reduce intra-cell and inter-cell interference,
while in separated high frequency deployment they are useful to com-
pensate the increased path loss. In particular, the high beamforming
gain oered by the emerging Massive MIMO can be an essential im-
provement for the small-cells. Using higher frequency bands, a common
ground between typical millimeter techniques and Massive MIMO an-
tenna patterns can be reached thanks to the reduced dimension of the
antenna elements.
1.6.1 Spectrum sharing deployments
In this section, we will consider the spectrum sharing deployment, where
inter-cell interference is the main bottleneck. However, beamforming
techniques can be used to eciently exploit the spatial domain to sep-
arate small and macro-cells. In the following subsections, we will rst
distinguish between two typical deployment scenarios and then the role
of beamforming will be discussed.
54
Deployment scenarios
Low-power base stations can be either user deployed or operator de-
ployed. If the low power nodes are installed in an ad-hoc manner, di-
rectly by the end users, and can be moved, activated/deactivated at
any moment (Unplanned Deployment), the traditional network plan-
ning and optimization becomes inecient, since the operator cannot
control such nodes. Therefore, new decentralized interference reduction
schemes shall be introduced, which operate independently in each cell
and with only local information. Low power nodes shall have cognitive
capabilities, i.e., shall be able to monitor the network status and op-
timize their transmissions/receptions to improve coverage and reduce
interference. This kind of deployment foresees an ecient and oppor-
tunistic usage of the spectrum that is one of the key elements to be
included in future LTE-B standards. On the contrary, when small-cells
are installed by the operator, the transmission is coordinated by the net-
work (Coordinated Deployment) and interference management schemes
can be adopted by the network. In particular, two solutions have been
proposed to be included in the current LTE-A standard and enhanced
in the future releases:
 CoMP (Coordinated MultiPoint). It introduces the possibil-
ity of transmitting in a coordinated way from dierent network
points toward users that are on the cell edge and more vulnerable
to interferences. Dierent operation modes have been supposed,
from the easiest selection of the best transmission point, to the
joint transmission from dierent network points or coordinated
scheduling and beamforming schemes.
 eICIC (enhanced InterCell Interference Coordination).
Macro and small-cells use the same frequency channels, but they
adopt a joint optimal resource allocation with the goal of using
orthogonal portions of the resources to prevent co-channel inter-
ference.
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Figure 1-2: Cognitive small-cell beamforming
Finally there are two dierent operating modes for small-cells, which
bring dierent interference scenarios.
 The small-cell can be operated in the closed access mode and con-
sequently some macro-cell users may be in its coverage range, but
not allowed to connect. The small-cell may cause a high interfer-
ence to nearby macro-cell users in DownLink (DL) transmission;
on the contrary, the macro-cell user may interfere on UpLink (UL)
data received at the small-cell.
 The small-cell can also be open access, where all users are free to
connect with the small-cell. However, this will generate a load
balancing problem, if each user is associated to the small-cell only
based on the received signal power almost all users would con-
nect to the macro-cell with the consequent reduction of advan-
tages derived from a heterogeneous development of the network.
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Consequently, small-cell Range Extension solutions are suggested,
which, on their turn, generate interference problems.
A general representation of a heterogeneous deployment scenario using
the spectrum sharing approach is given in Fig.1-1.
Beamforming in Cognitive Small-Cells
Interference management in heterogeneous networks can be achieved
with a careful cell planning. However, in some cases, it can be very
expensive and it is not even possible in an Unplanned Deployment sce-
nario. In this case, interference management can be considered from a
Cognitive Network point of view where the macro-cell is the primary
system that has higher priority on the resource usage and the small-cell
represents the secondary system that has lower priority.
Cognitive capabilities permit the system to autonomously identify
the presence of other systems through a periodic sensing that is essential
to identify the unoccupied portions of spectrum. The knowledge about
the surrounding environment is used to adapt the transmission by means
of power control algorithms and/or suitable resource allocation schemes
in order to limit the mutual interference. The simplest way to perform a
proper transmission is to use blanking techniques to avoid transmitting
in regions occupied by the primary system, in this case the macro-cell.
Power management algorithms can then be applied and solved by means
of game theory. This technique allows to obtain orthogonal signals but
reduces the spectral eciency. In the following, we will present some
more promising approaches for decentralized interference management
via beamforming.
Beamforming: With the recent advances in multi-antenna tech-
nologies, beamforming can be exploited to allow co-channel frequency
allocation with a spatial separation of the interfering signals. In Beyond
LTE-A networks also the 3D Beamforming concept will be exploited al-
lowing to steer the beam in both azimuth and elevation so that spatial
reuse is fully exploited. Small-cell is equipped with an antenna system
made up of correlated elements, by means of the radiated beam can
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be modeled. Steering accuracy and null beams selectivity grow linearly
with the number of elements composing the antenna system.
The use of beamforming at the secondary transmitter would allow
to maximize its performance while the interference to the primary re-
ceiver would be minimized. This operation, also known as Cognitive
Beamforming (CB), requires solving optimization problems to nd op-
timal precoding vectors and power allocation strategies with complex
numerical solutions. CB is based on the knowledge of all the propaga-
tion channels over which the secondary transmitter interferes with the
primary receiver. This is impracticable in actual scenarios as the two
systems operate in an independent manner and the primary system ig-
nores the presence of the secondary one. In [72], a CB scheme working
under non-perfect channel knowledge was proposed, which would be a
more practical approach. Other works, e.g., [73], focused on the op-
timization of the total capacity depending on the choice of the preset
antenna patterns. This solution presents high complexity due to the
best pattern selection search process.
Multi-antenna systems introduce also another resource dimension,
namely, the direction of arrival (DOA). In particular, the small-cell
beam can be steered toward a direction that maximize the information
signal while nulls can be placed in the DOA of the primary system sig-
nals as depicted in Fig.1-2. This scheme requires knowledge of the DOA
of the multiple signals received from the Macro-cell User Equipments
(MUEs), and the performance is strongly dependent on the propaga-
tion channel and on the number of antenna elements (i.e., the number
of nulls which can be realized is limited by the number of elements of
the multi-antenna system). An interesting method is proposed in [74]
for small-cell interference suppression focusing on problems that arise
for practical system. In particular, using a periodic sensing phase the
directions of arrival of MUE signals are estimated by means of a suitable
DOA Estimation algorithm. The method to calculate DOA is based on
the eigenvector decomposition of the autocorrelation matrix of the re-
ceived signal. This kind of method is widely explained in literature, and
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its high accuracy and simplicity compared to other approaches are often
underlined.
The described approaches can be further improved if integrated with
a resource allocation algorithm [75], so that the interference reduction
will be more eective, as each user of the secondary service will be
allocated in correspondence of the resources of its best primary user.
Sensing: Cognitive approaches can be very eective only if the
knowledge of the environment is reliable. The amount of resources ded-
icated to sensing is an interesting trade-o and it requires to be care-
fully evaluated according to the operating scenario where small-cells are
placed. The computational complexity depends on the sensing period
and the complexity of the sensing algorithm. In addition, the sensing
accuracy depends on many factors, such as the propagation channel,
the angle dispersion of the multipath components and the number of
samples collected during the sensing period. This last point is very
important. In LTE, the smallest physical resource unit that can be allo-
cated is a Physical Resource Blocks (PRB) that consists of 12 contiguous
subcarriers. Using a single PRB to acquire knowledge about a MUE can
be insucient, leading to inaccurate estimates. The possibility of gath-
ering together all the PRBs allocated to a given user shall represent a
signicant improvement. As an example, Fig. 2-13 shows how the DOA
estimation performance increases when the number of PRBs used for
sensing increases. In these results, it has been assumed that an antenna
system with L = 4 elements and the propagation channel introduces 4
dierent paths with dierent DOAs.
In an Unplanned Deployment, the small-cell has no knowledge about
the resource allocation performed by the macro-cell. Some works as-
sumed that the small-cell is able to decode the control channel sent by
the macro-cell, but it is not always possible. Another possibility is to
apply suitable algorithms that estimate which PRBs belong to the same
MUE, for example, exploiting the mutual projection of the eigenvectors
obtained from each PRB [76]. With these methodologies, the cogni-
tive approach of beamforming will be an ecient and practical way to
suppress interference in the Unplanned Deployment scenario.
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Table 1.1: Spectrum sharing techniques comparison
Cognitive Coordinated
Systems Systems
Deployer User/Operator Operator
Network
Low High
signaling overhead
Capacity loss
During
No
sensing step
Environmental
Low Up to high
information amount
Environmental
Low-medium High
information accuracy
Hardware requirement Sensing equipment
High data rate
back-haul
1.6.2 Beamforming with CoMP
The small-cells may also be deployed by the same operator. In this
way, dierent tiers of access nodes need to be interconnected through
an interface, as the X2 interface in LTE-A provided for the informa-
tion interchange between TPs (Transmission Points). Such coordinated
deployment is radically dierent from the cognitive-based schemes ex-
plained previously. With ecient coordination, the signal received from
other cells can be used constructively and it can be an information
resource rather than an interference source. This is the basic idea be-
hind the Coordinated Multi-Point. However, the need of information
exchange between the nodes introduces some problems concerning the
capacity of the backhaul links and, consequently, the high cost of de-
ployment of the network. Hence, key issues in Beyond LTE-A networks
are represented by the reduction of the signaling exchanged by the TPs
and the availability of cost-ecient backhaul links.
The CoMP schemes can be considered as an evolution of the ICIC,
that is a technique, included in the LTE standard, to reduce the in-
terference through a coordination between neighboring cells. So far,
ICIC algorithms proposed in the literature are based on two approaches:
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Figure 1-3: CS/CB and JP/JT approaches for CoMP.
Frequency Reuse Partitioning and Power Control. The CoMP evo-
lution brings higher exibility of the exchanged information, ranging
from a static or semi-static approach to dynamic joint decision about
the scheduling. It allows to take full advantage of the increased capacity
oered by heterogeneous systems especially by means of beamforming
algorithms, which allow the spatial reuse of the resources by avoiding
mutual interference and eciency loss. LTE-B system will introduce
further enhancements to the CoMP approach, by means advanced re-
ceivers able to manage eciently the interference.
In general, joint resource allocation can be managed with:
 hierarchical schemes, where an eNB set elects a master (usually
one eNB or the Mobility Management Entity-MME) to be in
charge of coordinating some operations and the decision-making
on behalf of the group.
 horizontal schemes, where the same algorithm runs at each CoMP
node and it will return the same resource allocation pattern.
3GPP LTE-A standard highlights two approaches for CoMP that mainly
dier on the required network signaling overhead. These are shown in
Fig.1-3 and described in what follows.
The former LTE CoMP scheme is named Coordinated Schedul-
ing/Coordinated Beamforming (CS/CB). It is based mostly on
the sharing of information provided by each terminal to its TPs, as
well as other information exchanged among TPs to contribute to a joint
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decision. In this context, the data addressed to a specic UE is transmit-
ted by a single TP, while other TPs can use the same radio resources
(i.e., the same PRBs) to transmit to angularly separated UEs using
beamforming. There have been a number of proposals aiming to re-
duce the coordination complexity and the required side information,
e.g., it was proposed in [77] that interference can be suppressed through
spatial cancellation with multiple antennas at the base station, which
would require only local side information. For the CS/CB approach,
the signaling increase is limited and the X2 interface provides adequate
capacity. This scheme also allows to borrow some techniques devised for
cognitive small-cells, as both the schemes are based on the use of spatial
diversity. On the other hand, the key role of beamforming in CS/CB
will be much more eective than in cognitive beamforming, since more
accurate side information is available.
The latter CoMP scheme proposed by the 3GPP is named Joint
Processing/Joint Transmission (JP/JT). When a higher signaling
overhead is supported, more sophisticated cooperation can be applied.
In JP/JT, data transmission for each UE is done simultaneously by
multiple TPs. Hence, the UE can combine multiple copies of the signal
to improve the received signal quality. The waste of resources due to
multiple transmissions is compensated by beamforming that allows to
spatially reuse the same resources to transmit toward angularly sepa-
rated UEs.
This scheme requires that the user data is available at all TPs, so
the main challenge is represented by the high capacity requirement of
the backhaul links, which represents a bottleneck for this solution. One
ecient approach to reduce the signaling overhead and the backhaul
requirement of JP/JT is clustered cooperation [78], where TPs within
the same cluster will coordinately serve users in this cluster and some
form of inter-cluster interference management may also be performed.
For the further evolution along this path, as the operators are starting to
upgrade their backhaul links, a more radical approach for coordination
has been recently proposed, which is the cloud radio access network (C-
RAN) [79]. In this new architecture, all the baseband signal processing
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Table 1.2: Dierent frequency techniques comparison
Conventional High frequency
Bands Bands
Carrier
< 10 GHz > 10 GHz
frequency
Available
Low High
spectrum
Supported 10 100
antennas
Beamforming
Low-medium High
performance
Channel
-
High atmospheric absorption
conditions Low penetration depth
is shifted to a single baseband unit pool, thanks to the high-capacity
backhaul links which will normally be supported by optic bres. Such a
network architecture will enable ecient centralized resource allocation
and interference management, which can then greatly improve both the
network capacity and energy eciency.
In conclusion, in many emerging scenarios, where the high density
of heterogeneous systems will stress the problems due to the interfer-
ence, the benets oered by CoMP are very attractive. However, it is
challenging to implement in practical systems. In particular, two main
issues should be addressed. One is the dynamic settlement of the CoMP
areas and the topology updating algorithms for the TPs involved in a
joint process; the other is the signaling overhead as well as the im-
pairment in the available side information, e.g., imperfect channel state
information. Lots of eorts have been put on these aspects, and there is
no doubt that CoMP will be an essential part in future communication
networks.
1.6.3 High frequency deployment
One of the most discussed proposals for systems Beyond LTE-A to over-
come inter-cell interference is to deploy small-cells in a separated higher
63
frequency band. Indeed, the limited available spectrum makes dedicated
deployment of small-cells in the current cellular band very unlikely. On
the other hand, large bandwidths at higher frequencies (fc > 10 GHz)
are still unexplored, primarily due to the harsh propagation conditions
of the radio channel. The main challenge is represented by the path loss,
which is proportional to a power (usually greater than 2) of the carrier
frequency and, hence, any signal in high frequency band would suer a
deep attenuation. For example, assuming the system is moved from 2
to 20 GHz, the received signal would suer an attenuation penalty of
at least 20 dB1, which will reduce in turn the system coverage. Hence,
it becomes of cardinal relevance for future deployments to nd trans-
mission techniques aiming to improve the quality of the link in order to
counteract this drawback.
In particular, Massive MIMO represents a particular interesting tech-
nology. It consists of using a very large number of antennas to fully
exploit the spatial diversity among the users. A possible application is
to form very narrow beams to provide a signicant gain that can par-
tially counteract the increased path loss. One of the major problems
of Massive MIMO in conventional operating bands is the dimension of
the antenna system, which may be acceptable for large installation like
the LTE eNB, but is completely inappropriate for domestic use. On
the other hand, in a high operating frequency range, the antenna ele-
ment dimension becomes smaller and then this technology will be more
applicable.
From the above discussion, high frequency deployment and Massive
MIMO are closely related. Massive MIMO can be seen as an enabling
technology for communications in high frequencies, and, at the same
time, the small antenna size at high frequency makes Massive MIMO
practical.
In the following section, the main feature of Massive MIMO will be
illustrated.
1considering an attenuation exponent equal to 2 in the path loss formula
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Massive MIMO
Massive MIMO represents a new research eld that spans communica-
tion theory, propagation characterization and the associated electronic
component design. Recently, this topic has attracted great attention
from both academic and industry, thanks to its great potential in im-
proving communication performance [80]. Massive MIMO systems con-
sist of equipping base stations with antenna arrays composed of a large
number (i.e., a hundred or more) of small antennas plugged together.
Ideally, with a widely separated antenna array, each additional element
adds a degree of freedom that can be exploited, which introduces very
attractive advantages. In [81], it is demonstrated that if the number of
base station antennasM is much larger than the number of antennas per
terminal K, such thatM=K  1, then deploying more and more anten-
nas is always benecial, i.e., the eects of fast fading and correlated noise
decreases toward zero, even in low SNR (Signal to Noise Ratio) environ-
ments. By relying on very simple signal processing, Massive MIMO can
increase the link capacity and at the same time improve the radiated
energy-eciency [82,83]. This is achieved by focusing signal strength in
a specic direction and creating very narrow radiated beams. Hence, it
is possible to eciently transmit independent data ows to dierent user
terminals during the same time-frequency block, thus exploiting spatial
separation of the users (multi-user beamforming). It is straightforward
to note that strategy can be used symmetrically in the uplink, by using
the high beam resolution to split in the angular domain dierent signals
arriving in the same time/frequency slot.
The creation of very narrow beams also permits to reduce the inter-
symbol interference thus decreasing the spectrum ineciencies of the
cyclic prex in OFDM (Orthogonal Frequency Division Multiplexing)
symbols. In addition, the total available transmission power is spread
among the M antennas, allowing the reduction of per-antenna power
consumption. In [83], it has been showed that for an eNB equipped with
a linear detector, Massive MIMO can decrease the amount of per-user
transmission power. The amount of saved power is inversely propor-
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tional to the size of the antenna array in the case of perfect Channel
State Information (CSI), while to the square-root of the number of an-
tennas for imperfect CSI. This leads to the general complexity reduction
of radio frequency front-end of the eNBs and also allows to apply in-
expensive low-power components. The usage of Massive MIMO also
leads to a signicant reduction of latency on the air interface, since
it dramatically reduces the probability of having fading dips aecting
received signals. Finally, robustness regarding intentional and unin-
tentional jamming is increased thanks to the presence of many excess
degrees of freedom that can be used to eliminate signals coming from
jammers.
We conclude that by implementing small-cells equipped with Mas-
sive MIMO is possible to eciently use the available frequency resource,
reduce the interference and assure improved transmission capabilities.
However there are some main challenges that need to be addressed.
Challenges in Massive MIMO
In theory, Massive MIMO systems can achieve all the performance im-
provements as stated above. In practice, the design of very large array
systems suer from several implementation issues that need to be re-
solved.
Antenna dimension: The realization of Massive MIMO systems
requires that more than hundred small antennas are placed at the eNB
front-end [84]. This leads to the implementation of 2-D or 3-D antenna
arrays where the coupling eects among antenna elements are more ev-
ident, thus reducing the system capacity. In addition, there is a need
of a signicant physical space to accommodate the antennas. The de-
ployment in higher radio spectrum for small-cells means that the base
station antennas can be designed without the need of large spaces, eas-
ing the placement problem.
Channel State Information: To correctly operate massive MIMO
systems need to acquire CSI. Traditionally, in multi-antenna systems,
pilots are sent by each antenna element in the DL. This is not possible
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when the number of antenna elements is very high, as the number of
pilot symbols would become too high, especially in mobility scenarios
with short channel coherence time. As a consequence, massive MIMO
systems shall operate in the TDD (Time Division Duplexing) mode,
where channel reciprocity can be exploited and CSI will be estimated
at the eNB. However, when the number of user equipments is high, ac-
quiring reliable and updated CSI will still be challenging and represent
an interesting research topic. In particular, in mobility conditions the
support of control signaling and connectivity when operating with high
directive links is not trivial.
Signal Processing:When the number of antenna elements increases,
the complexity of the algorithms used to determine suitable precoding
vectors or decoding processes also increases. This requires suitable op-
timizations especially for small-cells deployment, since in this case the
transmission points have less computational resources. To provide very
accurate narrow beams that can follow UEs represents an important
issue to be investigated, especially in the mobility environment. A pos-
sible solution is the use of low complexity algorithms which can be
implemented directly in hardware. The loss of performance due to the
simplicity of the algorithm would be compensated by eects of the high
antenna number.
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Chapter 2
Cognitive Systems
2.1 Introduction
The large diusion of new web-based services and mobile applications
requiring high data-rate is leading to a mobile data trac explosion.
Therefore, it is increasing the need of an ecient exploitation of the
available radio resources, in order to oer a satisfying connection to the
users. This increasing demand for higher data rate and quality of mobile
communications leads to an evolution of mobile communication systems.
One of the most promising radio access technologies is the Long Term
Evolution (LTE) dened by the Third Generation Partnership Project
(3GPP). It is able to satisfy new communication requirements, thanks
to its low latency, high spectral eciency that guarantee high data rate
and real time services and a new all-IP system architecture [85].
In particular LTE is designed to meet high-speed data and media
transport as well as high-capacity voice support thanks to key tech-
nologies such as MIMO (multiple input, multiple output), OFDM (or-
thogonal frequency division multiplexing) and SC-FDMA (single carrier
FDMA). OFDM is a multicarrier technique that permits to face with se-
vere multipath fading and allows an ecient use of the spectrum thanks
to suitable resource allocation schemes [86], [75]. Many recent commu-
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nication standards such as Long Term Evolution (LTE), LTE-Advanced
(LTE-A) and WiMAX, are based on OFDMA. In addition, MIMO per-
mits to exploit spatial dimension to improve the system performance.
LTE uses Orthogonal Frequency Multiple Access on the Down Link
(DL) and Single Carrier Frequency Division Multiplexing in the Up
Link (UL) to allow data to be directed to multiple users simultaneously
on a subcarrier basis for a specied number of symbols. SC-FDMA is
introduced in the UL in order to reduce the PAPR (Peak to Average
Power Ratio) thus reducing the power consumption of the mobile termi-
nals. However, LTE technology is continuously evolving to meet future
requirements. In particular, LTE Release 10 (LTE-Advanced) includes
all features of Release 8/9 and adds several innovations to increase the
system capacity and the spectrum eciency.
One of the promising solution to improve the radio resource reuse
eciency in next-generation wireless systems is the heterogeneous net-
work deployment [70]: it makes possible to increase the system capacity
by integrating basic macro-cell (eNB) coverage with femtocells. In gen-
eral, a femtocell is a low power, short range wireless access point that
operates in licensed frequency bands and it is connected to broadband
Internet backhaul. It is attractive for operators to oer extended ser-
vices on their licensed spectrum and represents new market opportuni-
ties. Femtocell is especially developed for indoor coverage where access
would otherwise be limited or unavailable and, hence, also called Home
eNodeB (HeNB) [87]. In indoor environments, femtocells can reach the
expected data rate and satisfy the increasing users bandwidth request.
Indeed, it has been estimated that in future about 60% of voice and
90% of data trac will originate from indoor environments (i.e., home,
oce, airports, schools) [88].
In particular three types of femtocells can be deployed depending on
the access mode:
 closed access mode: the access is restricted to a limited set of user
equipments (UEs). Femtocell is user-deployed;
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 open access mode: the access is open and femtocell is deployed
directly by an operator to eliminate coverage holes;
 hybrid access mode: femtocell is usually user-deployed and, hence,
some users have the priority.
In all the cases the femtocell has to use the same spectrum of the macro-
cell without interfering with it. An inecient deployment of the femto-
cell network may degrade the performance of the wireless system. For
this reason access methods and resource allocation strategies require
further investigations before femtocells will be widely adopted. In gen-
eral, high spectral eciency is obtained with a co-channel frequency
allocation at the expense of quality of service (QoS), while orthogonal
channel allocation leads to a high QoS at the expense of poor spectral
eciency. In [89, 90], well-known frequency reuse allocation schemes
are proposed for a joint femto/macro cell allocation. The goal is to use
orthogonal portions of the spectrum to prevent co-channel interference.
These schemes require a prior cell planning and assume static network
characteristics. However, in general, performing careful cell planning
can be very expensive and is not possible when the femtocell is user-
deployed (i.e., closed or hybrid access modes). In this case there is not
any coordination with the operator: the mutual interference cannot be
managed eciently by means of conventional network planning meth-
ods, requiring a suitable interference management.
In particular, this problem can be considered from a Cognitive Net-
work point of view. The macro-cell represents the primary system that
has higher priority on the resource usage, and the femtocell acts as a
secondary system that has lower priority. Recently, cognitive femtocells
received great attention as a possible solution to provide high capac-
ity and coverage with guaranteed QoS for future indoor services [91].
Cognitive capabilities of the HeNB are used to acquire knowledge about
the surrounding environment and to adapt its transmission by means of
power control algorithms and/or suitable resource allocation schemes.
In particular, a high exibility in the resource assignment can be ex-
ploited in OFDMA systems. It is obtained with a dynamic allocation of
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the PRBs that represent the smallest resource unit that can be allocated
to a user. In [92, 93] HeNB looks for PRBs not used by the macro-cell
UEs (MUEs) thus avoiding mutual interference using idle PRBs. The
femtocell allocates the PRBs on the basis of the estimated interference
levels forwarded by the femtocell UEs (FUEs). In [94] the cognitive
network is able to decode the mapping information sent by the primary
eNB. Alternatively, the HeNB can perform co-channel transmission by
estimating its interference on a given MUE and adapting its transmis-
sion power on a PRB basis [95]. This is done by estimating the channels
linking the HeNB to the MUE.
Traditionally spectrum sensing is considered as measure of the spec-
trum energy in order to detect if a frequency band is occupied or not by
the primary user in a certain geographical area on a given time. How-
ever, with the recent advances in multi-antenna technologies, also space
and angle dimensions can be exploited to allow co-channel frequency
allocation. In [72, 96] cognitive beamforming schemes are used at the
secondary system transmitter (i.e., HeNB) in order to maximize its per-
formance and minimize at the same time the interference on the primary
system receiver. This scheme requires the knowledge of all propagation
channels. Another resource dimension that can be exploited is the direc-
tion of arrival (DOA): if a primary user is transmitting, the secondary
user can transmit in the other directions avoiding interference on the
primary user [74, 97,98].
All the above cited methods are eective only if the knowledge of the
environment acquired during the rst sensing interval is reliable. This
may depend on many factors, but, in particular, in a mobile communi-
cation channel the multipath fading and the AWGN noise uctuations
reduce the sensing accuracy. In addition, DOA estimation capabili-
ties are aected by angle dispersion of the multipath components: even
when only one primary UE is located within the femtocell coverage
area, each propagation path entails a dierent DOA of the signal, mak-
ing the accuracy of the estimation critical. Furthermore, the quality of
the estimation is strongly conditioned by the number of samples col-
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lected during the sensing period: in particular, if only few samples are
available, the acquired knowledge can be not accurate.
In [97] the estimation of the Direction of Arrival (DOA) of primary
system is introduced as new opportunity but how the DOA information
can be used it is not considered in the paper. [98] assumes a perfect
knowledge of primary signal DOA in order to insert a null in the di-
rection of the primary system. DOA estimation and actual multipath
indoor channel propagation conditions have not been considered.
In Sec. 2.2 a system to reduce the interference due to a femtocell
on a primary system downlink is proposed: the femtocell is equipped
with a multiple antenna system and it is able to estimate the DOA
of the dierent signal replicas received from the User Equipment (UE)
connected with the macro-cell by using suitable sensing intervals in the
uplink frame. Then the femtocell transmits using a null steering algo-
rithm in order to reduce the interference toward the primary system
UE. The analysis considers actual propagation conditions. In particu-
lar dierent propagation paths with dierent DOAs varying during the
time are taken into account. Hence, the eects of not ideal conditions
due to a number of signal higher than the number of antennas and due
to DOA variations are considered.
However, if the HeNB does not know which PRBs compose the sub-
channel allocated to a given MUE, the estimate takes place only on the
smallest resource portion (i.e., the PRB). In order to have an accurate
knowledge of the surrounding environment and, hence, to perform a
suitable resource allocation, the HeNB should know which PRBs be-
long to a specic subchannel. However, in closed access mode, this
knowledge is not provided a priori. Sec. 2.3 investigates a method to
gather together the PRBs belonging to the same user (i.e., to the same
subchannel) exploiting the similarity of signals DOA for grouping. We
suggest to apply a modied K-means [99] clustering algorithm to a par-
ticular data set, represented by mutual projections of the eigenvectors
of each PRB autocorrelation matrix. In particular, a new method to
determine the inputs needed by the K-means algorithm is proposed.
The results show how this method allows the detection of the PRBs
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allocation with great accuracy by means of the proposed initialization
procedure that provides the number of clusters and accurate cluster
centers. The performance of the method is compared with that of a
hierarchical approach for which inputs are not needed a priori and with
that of a K-means algorithm that receives its inputs from a rst hi-
erarchical stage. Finally, we show the benets of PRBs clustering in
the DOA estimation performance, especially when the number of paths
increases making dicult the DOA estimation.
Sec. 2.4 describes an extension of [74], where a single MUE was as-
sumed to transmit on all the available frequency resources. Here, DOA
estimates are performed using few samples (on a single PRB), and hence
can be inaccurate thus limiting the performance of the interference re-
duction scheme. For this reason this section shows how the proposed
solution accuracy can be improved by collecting together the PRBs be-
longing to the same MUE. This information is not known a priori by the
femtocell but can be achieved by using suitable methods to aggregate
the PRBs and, hence, to increase the snapshot for estimates [76]. This
leads to improved performance and reduces the complexity, because the
same beamforming weights are applied to all the PRBs belonging to the
same MUE. This scheme represents a very simple transmitting strategy
that can be easily implemented in practice and easily integrated with
adaptive allocation strategies.
Towards this end, Sec. 2.5 proposes a joint beamforming and re-
source allocation scheme for a LTE-A system which utilizes the angular
information (i.e., AoA) of the primary and secondary User Equipments
(UEs) instead of the channel state information of the interference links.
In particular, the femto-cell acquires information about the geographi-
cal position of the Macro-cell UEs (MUEs) and femto-cell UEs (FUEs)
without making use of any form of coordination with the macro-cell.
The surrounding environment is heard by means of a periodic sensing
phase and the AoAs are estimated thanks to the presence of a multi-
ple antenna system [74]. AoA information is exploited to allocate the
time-frequency resources to the FUEs that minimize the interference
toward the primary MUEs and maximize the femto-cell capacity. In
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particular, two methods are proposed here. The rst represents the op-
timal solution, it determines the achievable gain for each FUE in each
resource unit and performs an optimal allocation that maximizes the
capacity of the FUE with the constraint of avoiding the transmission
in the MUE directions. The second is a faster heuristic method, based
only on the information obtained from the sensing step (i.e., AoA), thus
reducing the computation complexity. Both methods represent a very
simple transmit strategy that can be easily implemented in practice.
2.2 Interference mitigation with MuSiC di-
rection of arrival estimation and Null
Steering
In an indoor environment, where the LTE macro-cell (eNodeB) cannot
guarantee complete coverage and/or satisfy high data rate demand, a
small cell is added in order to oer enhanced performance. The fem-
tocell uses LTE technology, but it is an user-deployed Home eNodeB
(HeNodeB) with close or hybrid access mode, exploiting private access
network: there is no coordination between the two LTE entities and
the eNodeB is not aware of the HeNodeB presence. In addition, in or-
der to carry out a worst case analysis, both systems (i.e., eNodeB and
HeNodeB) use the same uplink and downlink frequencies and the same
bandwidth. In this scenario severe interference can arise from the fem-
tocell transmission. In particular the signal received by an UE, near
to the femtocell but connected with the macro-cell, can be strongly
degraded. Hence, this work is focused on the downlink of the LTE
macro-cell. Dierent bandwidths (1:25   20 MHz) and number of sub-
carriers are considered according to the LTE standard. The frequency
of carriers have been selected equal to 2 GHz because in this spectrum
all bandwidths provided by LTE can be used [100]. These frequencies
are used in many regions such as Canada, US and Latin America and
similar frequencies are are also provided for deployment in UE. LTE
radio frames are organized according to the FDD mode of 3GPP stan-
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dard. The HeNodeB is equipped with an antenna array used to perform
DOA estimation and beamforming. It is considered an horizontal Uni-
form Linear Array (ULA) with L = 4 elements1, spaced of d = =2,
where  is the wavelength. Generally speaking, the number of antennas
is related to implemented algorithms and it is a compromise between
commercial size issues of the device and the required performance. The
signal transmitted by the UE (directed to the eNodeB) is received by
the HeNodeB through dierent propagation paths due to multiple scat-
ters and obstacles. In particular, assuming an indoor environment, the
dierent paths can have very dierent DOAs [101]. We assume that
each path has a DOA that is uniformly distributed in an angle of 360
degrees.
In this scenario, the received signal arrives to the antennas through
a series of rays arranged in clusters. The power distribution of rays that
form the cluster is the Power Azimuth Spectrum (PAS) and it is usu-
ally modeled with a Gaussian distribution in outdoor environments and
with a Laplace distribution in indoor scenarios [101]. This distribution
has strong angular concentration of rays, therefore the average value
is the best candidate to feature the angle of arrival of the whole clus-
ter [102]. The number of resolvable paths, or clusters, changes with the
selected bandwidth according to the channel model that refers to Rec-
ommendation ITU-R M.1225 [103]. The channel impulse response for
macrocell downlink follows the tapped-delay-line "A-Channel" outdoor
model, whereas the UE-HeNodeB link uses the indoor case parame-
ters. Focusing on the indoor environment, it is usually characterized by
multipath propagation with M replicas and h vector contains channel
coecients of each replica, i.e.,
h = [1e
j1 ; 2e
j2 ;    ; MejM ]T (2.1)
where i and i are two independent random variables following Rayleigh
and uniform distribution for i = 1; 2;    ;M . Assuming a symmetric
channel, the HeNodeB steers a null lobe toward each DOA or at least
1Two or four antenna array systems are provided by LTE standard in TX
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toward those carrying the most of energy, in order not to interfere with
primary UE. The i-th signal replica arrives on the antennas forming the
angle i , i = 1; 2;    ;M , with array perpendicular. The delay of the
i-th signal between two consecutive antennas is:
 =
d sin(i)
c
=
sin(i)
2f0
(2.2)
where c is the light speed and f0 is the operational frequency. Consid-
ering   Ts, where Ts is the sampling period, the arriving signal phase
is rotated by 2f0 . Hence, the n-th sample received by l-th antenna
can be expressed as
rl[n] =
MX
i=1
x[n  ti]iej[i+(l 1) sin(i)] + vl[n] (2.3)
where x[n] is the n-th sample of the signal transmitted by the primary
UE (QPSK modulated), ti is the delay due to scattered propagation of
the i-th replica and vl  N (0; 2v) is the AWGN noise. The noise is
independent among the antennas and the paths are independent each
other. Let us denote the s() vector containing the sl() = e
j(l 1) sin()
elements, with l = 1; 2;    ; L, usually referred in literature as steering
vector, since it can be used to steer the antenna pattern on the direction
. Denoting with S = [s(1); s(2);    ; s(M )] the matrix con-
taining the steering vectors of the incoming signals DOAs, the arriving
signals model can be expressed in matrix form by
r = S  diag(h)  x+ v (2.4)
as x =

x[n  ti]
T
and diag() denotes the diagonal matrix.
2.2.1 Proposed System
The aim of the proposed system is to allow the coexistence between
two LTE cells operating on the same frequencies minimizing the in-
terference of the HeNodeB on the primary macrocell UE through null
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steering beamforming. The femtocell HeNodeB must be able to sense
the presence of the UE and, then, to estimate the DOAs of the signals
by means the use of a multiple antennas system. We assume that a
rst phase of sensing is performed in order to detect the presence of
a macrocell UE2. If the UE presence is detected, the femtocell sched-
ules one OFDM symbol in each-sub frame in the uplink transmission
to estimate the DOA and tracking the UE mobility. In particular the
LTE uplink frame supplies one OFDM symbol in each slot as reserved
for the transmission of special Reference Signal (RS), named Sound-
ing Reference Signals (SRSs) usually allocated to the UEs to provide
channel state information (CQI) to the eNodeB. The sensing procedure
can take place in one of these OFDM symbols: in particular, once each
subframe (one subframe lasts two slot, so it contains two SRSs). The
SRS is used by the HeNodeB in order to detect the DOA of a UE. This
operation can be done during one OFDM symbol in the uplink band,
once each sub-frame of the LTE frame tracking of the possible changes
due to UE mobility. The number of antennas in a MIMO system is
a trade o among required performance, complexity and overall device
dimension: it is well-known in literature that as the number of antennas
increases, the precision and the capacity of the communication system
get an improvement. Furthermore, the directivity of the antenna system
and the number of detectable signals grows linearly with the number of
antennas.
DOA Estimation
There are several algorithms in the literature dealing with DOA estima-
tion [54,104]. One of the most discussed methods is the Multiple Signal
Classication (MuSiC), based on the eigenvalue decomposition, which
is characterized by high accuracy and resolution [105]. When the num-
ber of available antennas is low, as in practical applications, FFT-based
methods (e.g., the periodogram) are outperformed by eigen-structure
2This phase is out of the scope of the proposed technique, but this can be done
through using spectrum sensing techniques.
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algorithms, which exploit the received signal autocorrelation matrix. In
particular, we resorted to the MuSiC method for its reliability, high
resolution and accuracy.
The received signal autocorrelation matrix is dened as
Rr
4
= E

rrH ]
= E

S diag(h) xxHdiag(h)HSH

+ E

vvH

= SPSH + 2vIdL (2.5)
where IdL is the identity matrix with dimension L L, []H represents
the hermitian transformation and P is dened as
P = E

diag(h) xxHdiag(h)H

: (2.6)
The DOA estimation algorithm needs to know the number of signals to
be estimated, K, that must be lower than L. Calculating the eigenvalues
of Rr two disjoint eigenspaces can be identied: the former consists of
the signal eigenvectors on which noise is overlapped and it is named
signal subspace, the latter is composed by eigenvectors only due to noise
and it is called noise subspace. Signal eigenvectors correspond to the
K (with K  L   1) greatest eigenvalues and the other L   K are
noise eigenvectors. Among all the possible steering vectors, the MuSiC
algorithm searches for those that are orthogonal to noise subspace. In
particular looks for steering vectors that maximize the function
PSM () =
1
ksH()UNk (2.7)
where UN is the noise subspace matrix with L  (L   K) dimensions
and k  k is the norm of the vector. The codomain of function in (2.7)
is very large and direct detection of maxima is dicult. Therefore,
logarithm of function is introduced to lead to a shape compression and
an easier identication of local maxima related to real DOAs. The next
two derivatives highlight the concavities and allow to obtain a series of
79
much more narrow maxima, concentrated around the DOAs:
PSMMOD () =
d2(log10 PSK())
d2
(2.8)
then the local maxima of (2.8) that are greater than an empirically set
threshold are searched. In this way the angular tracking is more precise
and stable.
The performance of the Spectral MuSiC is related to noise level over-
lapped to signal and to the number of paths through which the signal
is received by the femtocell. Let us provide some intuitive examples:
assuming the bandwidth equal to 5 MHz and high SNR value, all the
arrival directions are identied because even the weakest replicas can not
be confused with noise, because it has low power and it is uncorrelated
among the antennas. When the AWGN noise increases, the receiving
array it is still able to identify the direction of main signal and also of
the secondary paths with most power. However in this condition the
last paths with signal power close to that of noise are neglected by DOA
algorithm and it is not able to identify their direction of arrival. In ad-
dition the number of antennas limits the algorithm capabilities because
the maximum number of overlapping signals that can be identied is
L   1. With a greater number of signals, it is not possible to separate
the noise subspace correctly because it is interfered by less powerful
signals eigenvectors and hypothesis of disjoint subspaces is weakened.
However, in actual scenarios the number of antennas is limited by de-
vice dimension and complexity constraints. In addition in an indoor
environment the multipath components must be considered as separate
signals because they arrive with a very wide angle dispersion and it is
not possible to know how many resolvable paths will be received. The
proposed system takes into account these actual hypothesis. The MuSiC
algorithm assumes that the number of signals to be detected is always
equal to K = L  1 and looks for L  1 DOAs. It means that:
 if M < L   1 only M estimated DOAs correspond to actually
received signals,
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 if M = L all M estimated DOAs correspond to all the received
signals,
 if M > L  1 only L  1 estimated DOAs are detected.
The DOA estimation is updated every sub-frame to take into account
time variation of the DOA due to UE mobility.
Null Steering
The information about the DOAs provided by MuSiC algorithm is then
used to limit the interference in the following OFDM symbols through
a pre-processing of the transmitted signal, which allows to perform null
beams in the selected transmission directions.
Null steering algorithm is based on the same theoretical construct
used by classical beamformer generating the weights that regulate am-
plitude and phase of the output signal from each antenna of the array.
It is noticed that the null steering algorithm is constrained by the same
limitations of MuSiC: it can generate K null beams up to L   1 [106].
Furthermore, the design of the pattern requires to set a main steering
direction, denoted by '. This pointing direction is used by the HeNodeB
to convey to its indoor users. In this scenario null steering algorithm
presented in [54] and derived from classical beamforming algorithms is
used.
The weights w are obtained by imposing the steering vector s(')
equal to 1 while the steering vectors s(1);    ; s(k), where null beams
are required, equal to 0. Denoting with
A =

s('); s(1); s(2);    ; s(K)

the matrix containing the steering vectors of interest, while the vector
c = [1; 0;    ; 0]T , which contains K + 1 elements. The above men-
tioned system can perform a smaller number of nulls than maximum,
depending on the number of estimated paths by DOA algorithm in a
TTI (Transmission Time Interval). For this reason, A can be not a
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Table 2.1: Number of replicas in indoor ITU-R M.1225 channel
B (MHz) 1.25 2.50 5.0 10.0 15.0 20.0
Fs (MHz) 1.92 3.84 7.68 15.36 23.04 30.72
Paths 1 2 3 4 6 6
square matrix and the estimated weights can be obtained by
wH = cHAH(AAH) 1: (2.9)
The obtained pattern has very selective null beams with a shape very
similar to notch lter, that allow a good system operation and high
values of interference reduction. The number of nulls which can be
achieved is related to number of available antennas, as explained in [54,
106, 107]. It is possible that the number of signal's replicas between
the femtocell and the UE is higher than L   1. In this case the null
steering algorithm is able to direct nulls only toward some directions
thus reducing the interference of the most powerful paths.
Despite this non ideal working conditions, the numerical results in
Sec. 2.4.2 show that the proposed system is able to eciently counteract
the femtocell interference. The joint implementation of the MuSiC and
null steering highlights that interference is greatly mitigated if angles
evaluation is very good due to deep angular selectivity of nulls. Con-
versely, a small inaccuracy by Spectral MuSiC leads to a degradation of
the performance.
2.2.2 Performance Analysis
The performance of proposed system, obtained by means computer sim-
ulations, are presented here. A dierent bandwidth B leads to a dier-
ent sampling frequency Fs and, hence, to a dierent number of paths
following ITU-R M.1225 Reccomendation [103] as reported in Table 2.1.
Our analysis starts with the DOA estimation capabilities. In a mobility
context the channel impulse response and also the DOAs of the multi-
path components vary in time depending on the UE mobility. The DOA
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Figure 2-1: Received SIR at UE side assuming a mobility of 3 kmh 1
and 25 kmh 1, with active DOA estimation and Null-Steering (5 MHz
bandwidth)
estimation and interference mitigation algorithms must be able to fol-
low the DOA variations. For all proposed results, modulation is QPSK
and the choice length of the CP (Cyclic Prex) is "long". Figure 2-1
shows an example of the received Signal to Interference Ratio (SIR)
obtained by means the proposed mitigation system for dierent speeds
of the UE during a single run. The results have been derived assuming
that without interference mitigation UE experiences a SIR = 0 dB.
The DOA estimation is updated every sub-frame in our scheme. With
pedestrian mobility (3 kmh 1) the tracking algorithm is able to follow
the DOA variations among to successive sensing intervals and the in-
terference power level variation, due to an imperfect positioning of the
null beams, is limited. Increasing the UE speed there is a growth of
interference between two sensing intervals due to the rapid variability
of the channel. However, a signicant SIR improvement is obtained
even in this case. This is clearly shown in Figure 2-2 where BER is
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derived for dierent UE speeds as a function of the signal to noise ratio
(Eb=N0) received at the HeNodeB (referred to the macro-cell down-
link). It is possible to see that there is only a slight increase of the
BER with the speed for high Eb=N0. Figure 2-3 shows the euclidean
distance between the estimated and real known DOA values for dierent
operational bandwidth as a function of the Eb=N0. Finally Figure 2-5
shows the performance of the proposed system for dierent bandwidths
when SIR = 0 dB. The DOA estimation accuracy worsens when the
number of resolvable paths (i.e., bandwidth) increases. Up to 5 MHz all
the resolvable paths can be detected but the noise on the weaker repli-
cas increases the estimation errors. For bandwidth higher than 5 MHz
the intrinsic limit of DOA estimation algorithm is overcame (i.e., more
than L   1 = 3 replicas are received) and the curves behaviour is not
more regular. Higher is the number of the signals weaker is the sep-
aration between signal and noise subspaces. For low Eb=N0 values a
higher bandwidth leads to a better DOA estimation thanks to higher
snapshot [54, 104] (with the same number of resolvable paths 20 MHz
curve is lower than the 15 MHz one). However, when Eb=N0 increases
the eigenspaces interference disallows a decreasing of the estimation er-
rors as in the B  5 MHz cases. The interference reduction leads to a
more accurate reception of primary service downlink signal at UE side.
Figures 2-4 and 2-5 show the BER of the macro-cell downlink at the
UE side as a function of the Eb=N0 for dierent SIR values
3. In deriv-
ing these results we assume: 3 kmh 1 UE speed and UE signal energy
received at the HeNodeB with a ratio Eb=N0 = 10 dB. In Figure 2-4 the
BER curves of the proposed methods for dierent SIR are compared
with those obtained for the system without interference mitigation and
for the ideal case of perfect mitigation (i.e., perfect DOA estimation)
that coincides with the case without interference. When the proposed
scheme is activated at the HeNodeB the interference is very well miti-
gate for an UE with Eb=N0 less than about 15 dB. For higher Eb=N0
there is a level of residual interference, due to a not perfect steering of
nulls, which increases for the dierent simulated levels of SIR.
3The SIR value refers to the case without interference mitigation.
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with the proposed algorithm (5 MHz bandwidth, SIR = 0 dB)
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BER curves follows the DOA estimation performance behavior. It
shows that even when the number of resolvable path is higher than the
estimated DOAs and the generated nulls, the benets of the proposed
system are signicant: directing nulls toward the strongest paths is
sucient to increase the received SIR.
2.3 Resource clustering method for uplink
estimation
An LTE-A network is considered where an user-deployed HeNB is placed
in an indoor area to improve the coverage oered by a macro-cell eNB
representing the primary signal. The scenario where the proposed tech-
nique takes place is the same of that in Sec. 2.2. Therefore, both systems
are modeled according to the 3GPP LTE-Advanced standard [108,109],
considering FDD (Frequency Division Duplexing) mode. In order to
take into account the worst interference condition, we suppose the two
systems operate with the same carrier frequency, f0, and bandwidth. In
particular, the frequency carrier has been assumed equal to 2 GHz.
In this scenario, the macro-cell UEs (MUEs), that are located within
the femtocell coverage area, receive the downlink signal of the eNB
with partial or complete overlap of the HeNB downlink, with a conse-
quent performance degradation. For this reason, the HeNB has cogni-
tive capabilities to acquire the knowledge of the surrounding environ-
ment and then to activate the selected interference mitigation strate-
gies [74, 92, 93, 95, 97, 98] for its downlink transmissions. In particular,
the proposed techniques focus on the rst phase, the acquisition of the
knowledge of the environment within the HeNB coverage area.
The scenario is based on an OFDMA system where the time-frequency
resources are divided into units called PRBs that represent the smallest
elements that can be allocated. In particular, LTE PRB is made up
of S = 12 subcarriers over 6 or 74 consecutive OFDM symbols. The
time-frequency resources are then organized in frames, that are divided
4Depending on the cyclic prex length.
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in subframes, each one made up of 2 time slots. The number of PRBs
per slot, P , depends on the system bandwidth (i.e., 6  P  100).
During a slot, the eNB allocates to each active MUE a subchannel
made up of a disjoint set of PRBs. PRBs in each subchannel may be
not contiguous and the number of PRBs allocated to a MUE depends
on many factors (e.g., number of active UEs, system bandwidth, type
of data ow) and on the scheduling algorithm adopted by the eNB in
each frame. Therefore, there is a wide variability in the allocation of
PRBs to the subchannels.
If KM is the number of active MUEs during a slot period, the k-
th MUE (MUEk) with k = 1; : : : ;KM , can communicate using the
subchannel Sk that is made up of Pk PRBs so that:
 PKMk=1 Pk  P
 if PRBj 2 Sk ) PRBj =2 Sq with
(
q 6= k; q; k = 1;    ;KM
j = 1;    ; P :
Introducing the matrix T of dimension KM P , whose element tk;j
is one if PRBj has been assigned to user k and zero otherwise, we can
write the n-th sample of the signal transmitted by MUEk as
sk[n] =
PX
j=1
tk;j
SX
s=1
k(j; s)e
j 2N [((j 1)S+s]n (2.10)
where k(j; s) represents the symbol sent on the s-th subcarrier of the
j-th PRB by the k-th MUE, and N is the total number of the OFDM
subcarriers.
The Cognitive HeNB has to estimate information regarding the K
(K  KM ) MUEs located in its coverage area so that it can adopt a suit-
able interference mitigation scheme. To achieve this goal, the femtocell
schedules one OFDM symbol in each subframe in the uplink transmis-
sion as sensing period. In particular, the LTE uplink frame supplies
one OFDM symbol in each subframe as reserved for the transmission of
Sounding Reference Signals (SRSs) usually allocated to the UEs to pro-
vide channel state information (CQI) to the eNB. The sensing procedure
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of the HeNB can take place in these OFDM symbols. In addition, we
assume the HeNB is equipped with a linear array of antennas consisting
of L equally spaced elements.
The number of antennas considered here has been selected in order
to have a good trade o between performance and limited device di-
mension, as already described in Sec. 2.2, and the distance between two
consecutive antenna elements is d = =2. The signal transmitted by
the k-th MUE is received by the HeNB through dierent propagation
paths due to multiple scatterers and obstacles. In particular, the multi-
path propagation eects are modeled using the tapped-delay-line model
dened in ITU-R M.1225 Recommendation for indoor communications
(Indoor-A model) [103] and the propagation channel is the same dened
in (2.1). The received signal replicas arrive at the antennas through a
series of rays arranged in clusters, each one from a dierent direction,
depending on the position of the scatterers accountable for multipath.
The power distribution of rays that form the cluster has strong angu-
lar concentration, therefore the average value is the best candidate to
feature the angle of arrival of the whole cluster. The DOAs of dierent
clusters received by the indoor HeNB vary depending on the environ-
ment and the scatterers position, thus an uniform angular distribution
of clusters in [0; 2] is the more realistic choice [101].
The m-th signal replica of the k-th MUE signal arrives at the anten-
nas forming the angle m;k, m = 1; 2;    ;M , with the array axis. The
propagation delay of the m-th signal between two consecutive antenna
elements is m;k, dened in (2.2). Considering   Ts, where Ts is
the sampling period, the arriving signal phase is rotated by 2f0m;k.
Hence, the n-th sample of the signal received by l-th antenna element
of the HeNB can be expressed by xl[n], similarly dened in (2.3) with
dierent notation:
xl[n] =
KMX
k=1
ck
MX
m=1
sk[n  m;k]hm;kej[(l 1) sin(m;k)] + vl[n] (2.11)
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The term ck is equal to one if theMUEk is located in the HeNB coverage
area, or zero otherwise. To simplify the notation and without loss of
generality, in what follows we consider K = KM , and hence we omit
term ck (i.e., ck = 1 8k = 1;    ;KM ). The samples of the received
signal are used to estimate the autocorrelation matrix needed by the
PRBs clustering method proposed below.
2.3.1 Proposed PRBs clustering methods
A cognitive HeNB needs to acquire the knowledge of the surrounding
environment and, in particular, information regarding the MUEs that
are in its coverage area. With this information it is possible to carry out
some countermeasures to limit its interference on the primary system.
The accuracy of the environment knowledge depends on the portion of
signal that can be used to perform the estimate of the intended param-
eter (e.g., DOA, Signal to Interference plus Noise Ratio, Interference
Level), but if the PRBs allocation in the macro-cell is not known at the
HeNB, the measures can be done only on a single PRB. This section
proposes a method to gather together the PRBs belonging to the same
MUE, in order to extend the snapshot (i.e., the available samples) that
can be used for the measurements. In particular, we propose a modi-
ed version of K-means clustering algorithm. Hence, in this section we
rst briey introduce the main concepts of clustering with particular
reference to the K-means algorithm. Then, the proposed approach is
detailed. Hierarchical clustering is introduced as a comparison method.
Basics on clustering algorithms
Clustering algorithms are used to group the elements of a data set in
K groups, on the basis of suitable attributes/features [110]. They per-
form better when elements belonging to the same cluster are similar
each other and dierent from the elements of other clusters. Clustering
algorithms can be classied in two main classes:
 Partitional
90
 Hierarchical
Partitional methods start from an initial partition of data and move
elements of the data set iteratively from one group to another until
a stabilization is reached. The K-means is the most known and used
partitional cluster analysis method thanks to its simplicity and fast
execution speed [99, 111]. It has been used in a variety of domains
for dierent applications such as for distribution systems, data mining,
computing networks. The procedure can be easily described as follows:
 initialization: the number of clusters, K, is known; K initial clus-
ter centers are chosen randomly;
 iterations: each data element is assigned to the nearest center;
then the centers are recomputed as the center of mass of all points
assigned to it; the iterations are repeated until the process stabi-
lizes or a maximum number is reached.
Hierarchical approaches proceed through a series of steps that build
a tree structure (called dendrogram) by either merging or splitting el-
ements so as to optimize some criterion. Each step corresponds to a
dierent number of clusters. The most common procedure is agglomer-
ative (i.e., merging), it means that groups are merged until the number
of clusters reaches the expected one [112].
K-means algorithm has two main drawbacks: the number of clusters
K must be known and the performance strongly depends on the choice
of the cluster centers. Indeed, it has been demonstrated that K-means
algorithm gives dierent results selecting dierent initial cluster centers
and the better results are obtained when the initial partition is close to
the nal solution [113]. For this reason many papers in the literature
presented methods to improve the selection of cluster centers supposing
the number of clusters known a priori. The determination of the number
of clusters is considered a more challenging issue [111]. A typical but
not very ecient approach is to runK-means independently for dierent
values of K choosing the best value of K based on a predened criteria.
Another viable solution is to combine the strength of both approaches
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(i.e., hierarchical and iterative) trying to discard their disadvantages
by using a two-stage procedure where a hierarchical algorithm is used
to dene the number of clusters and cluster centers, then these results
are used as starting points for subsequent partitional clustering (i.e.,
K-means) [114].
Indeed, in hierarchical methods the number of clusters can be de-
rived examining the incremental changes in the observed metrics (the
euclidean distance in our case). A large increase implies that dissimilar
clusters have been merged; thus, the number of clusters prior to the
merger is most appropriate [112].
In this section the performance of the proposed method is com-
pared with that of a hierarchical agglomerative single-link5 clustering
method [110] and with that of a two-stage K-means clustering algo-
rithm where the number of clusters K is provided by the hierarchical
agglomerative algorithm and the cluster centers are selected randomly.
Hierarchical methods have good performance in terms of time eciency
but it requires a memory usage that is proportional to the square num-
ber of the groups in the initial partition. In addition usually these
algorithms make only one pass through the data set thus poor cluster
assignments cannot be modied.
Proposed clustering method
As stated before, in traditional K-Means algorithm, the parameter value
K is given in advance and randomly initial cluster centers are selected.
We propose here an improved K-means algorithm based on a two stage
procedure. During the rst stage, newly proposed here, the number of
clusters K and the initial cluster centers are determined. During second
stage the K-means algorithm is used to rene clustering using the inputs
provided by rst stage. In particular, in the case considered here, we are
interested in identifying the resource assignment in an OFDMA system.
5the distance between two clusters is the minimum of the distances between all
pairs of patterns drawn from the two clusters
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To this goal, we consider a new application of the clustering algorithm
where:
 the data set is represented by the eigenvectors of the autocorrela-
tion matrix of the signal received by each PRB
 the number of cluster, K, represents the number of MUEs in the
HeNB coverage area
 each cluster represents a subchannel Sk
Data set
The clustering algorithm must be applied using suitable attributes to
identify which time-frequency resources (i.e., PRBs) have been assigned
to the same user by the eNB. Indeed, the selection of the attributes
used to group the elements is one of the fundamental step in cluster
analysis. In the considered case the attribute must be characterized by
an information that is specic of a given user. To this goal we propose
to use the information regarding the DoA of the incoming signals. We
assume that two signals arriving from the same direction belong to the
same user6.
Let us consider the autocorrelation matrix of the signals received on
PRBj ,
C
(j)
~x~x [s] = E

~x(j)[s]

~x(j)[s]
H
(2.12)
with j = 1;    ; P , where ()H denote the Hermitian operator and the
l-th element of the vector ~x(j)[s] represents the s-th sample received on
PRBj on the l-th antenna in the time domain. It can be expressed as
~x
(j)
l [s] =
SX
k=1
w
(j)
k
NX
n=1
xl[n]e
 j2 nkN ej2
ks
S (2.13)
6The probability that two users have the same DoA is low.
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with s = 1;    ; S, where w(i)k is a weight which lters the subcarriers
belonging to the j-th PRB dened as
w
(j)
k =
(
1 if (j   1)S + 1  k  jS
0 otherwise
: (2.14)
Hence, the autocorrelation matrix of the signal received on PRBj can
be estimated as7 bC(j)~x~x = 1S
SX
s=1
~x(j)[s]~x(j)
H
[s] (2.15)
In order to obtain a comparison metric between two PRBs, the auto-
correlation matrix of the signals received on each PRB is decomposed
through the Singular Value Decomposition, i.e.,
bC(j)~x~x = UjjUHj (2.16)
where each column of Uj , u
(j)
l with l = 1;    ; L, represents an eigen-
vector of bC(j)~x~x and j is a diagonal matrix which contains the relative
eigenvalues l;j . For each PRBj , j = 1;    ; P , the eigenvector relative
to the greatest eigenvalue, u
(j)
~lj
with ~lj = argmax
l
l;j , contains most
of the information regarding the DOAs of the signals received in the
considered PRBj . Hence, these eigenvectors can be suitable attributes
to aggregate PRBs: signals coming from same direction will have simi-
lar eigenvectors while signals coming from dierent directions will have
dierent eigenvectors. We dene the matrix U as U = [u
(1)
~lj
;    ;u(P )~lj ],
whose dimensions are L P .
In order to evaluate similarity among the elements of the data set we
build the matrix R, whose dimension are PP , dened as R = jUHUj.
The element ri;j of the matrix R is the magnitude of the projection of
the rst eigenvector of the i-th PRB on the rst eigenvector of the j-th
7~x(j)[s] with s = 1;    ; S are independent and identically distributed random
variables.
94
PRB, i.e.,
ri;j =
u(i)~lj H u(j)~lj
 : (2.17)
The element ri;j expresses how the PRBi is correlated to PRBj , hence
it expresses the similarity between the DOAs of the signal received
by PRBi and PRBj . Note that the elements of the matrix may as-
sume values in the interval [0; 1], where 1 denotes perfect match be-
tween two PRBs, while 0 means that they are orthogonal and hence
completely uncorrelated. Fig. 2-6 represents an example of R in the
case of K = 3 users when P = 6 and with contiguous PRBs freq-
uency allocation (i.e., the subchannel of k-th user is dened by Sk =
fPRB(k 1)K+1;    ; PRBkKg, with k = 1; 2; 3).
Figure 2-6: Example of matrix R with 3 users and contiguous frequency
allocation.
In this example, we see that 3 clusters can be clearly identied, they
represent the subchannels allocated to the users. We want to stress that
this is a simple case that is used for a clear explanation. In general,
when the number of clusters grows, the clusters discrimination is more
complicated due to the multipath channel propagation and dierent
directions of arrival of the incoming signals.
Stage 1: Number of clusters and cluster centers
This subsection describes the rst stage of the clustering algorithm
that is newly proposed here. It is used to determine the number of
clusters (i.e., the number of MUEs in the HeNB area) and suitable
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initial cluster centers. The algorithm is made up of two thresholding
and row deletion operations that are detailed in Procedure 1.
In the rst operation, at the t-th iteration (with t = 1;    ; P ) the
thresholding is operated on matrix ~R(t) where ~R(1) = R. A row of
~R(t) is selected: rows are selected successively, while the rst row (i.e.,
t = 1) is randomly chosen. If the j-th element of the selected i-th row
is over the threshold  , all the elements of the j-th row (with i 6= j)
of ~R(t), are put to zero (all the corresponding PRBs are assumed to
belong to the same cluster). This thresholding operation is used to
know which PRBs are strongly similar, for this reason   should assume
high values. Fig. 2-7 shows the results of this rst step when the second
row is selected as starting point. ~R(6) represents the result of the rst
stage. The number of rows of ~R(P ) dierent from zero represents a
Figure 2-7: First thresholding and rows deletion operation.
rough estimation of the number of clusters, K 0.
The second operation is used to rene this result by exploiting the
whole information contained in each row of ~R(P ). The idea is that the
similarity between PRBi and PRBj depends not only on the correlation
between them, but also on the correlation of each one with all the other
PRBs (i.e., if two PRBs are both similar to a third PRB maybe there
is a correlation also among them).
Let q0 = [q01;    ; q0K0 ] be a vector of length K 0 that contains the
indexes of the rows of ~R(P ) that are dierent from zero. We can dene
the upper triangular matrix Z, whose dimensions are K 0 K 0, so that
its (i; j) element is dened as the correlations between the non-zero rows
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Procedure 1 Proposed algorithm - rst stage
 First Iterative thresholding and row deletion
T random permutation([1;    ; P ])
K 0  0
for t 1 to P do
f = T + t
j = 1
while j < P do
if ~r
(t)
f;j >   & f 6= j then
K 0  K 0 + 1
q0  f
~r
(t)
j  [0;    ; 0]
j = P
else
j = j + 1
end if
end while
end for
 Matrix Z
for i 1 to K 0 do
for j  1 to K 0 do
zi;j = rq0irq0j
end for
end for
 Second Iterative thresholding and row deletion
K  K 0
q = q0
~Rfinal = ~R(P )
for i 1 to K 0 do
for j  1 to K 0 do
if i > j & zi;j >   then
K  K   1
q q  qj
~rnalj  [0;    ; 0]
end if
end for
end for
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of ~R(P ), ~r
(P )
i ,
zi;j =
8>><>>:
~r
(P )
q0
i

~r
(P )
q0
j
T
r
k~r(P )
q0
i
~r
(P )
q0
j
k
if i < j
0 i  j
(2.18)
A second thresholding operation8 is performed on Z. The proposed
procedure looks for elements that are higher than the selected threshold.
If G is the number of elements of Z that are higher than  , it means
that too many centers at the rst step have been found:
 the nal number of cluster centers is K = K 0  G;
 if element zi;j of Z, is over the threshold, the q0j-th row of matrix
~R(P ) is put to zero resulting in matrix ~Rfinal;
 a new vector q = [q1;    ; qK ] of length K is dened as the vector
that contains the indexes of the rows of ~Rfinal that are dierent
from zero.
If G = 0 we have: K 0 = K, q = q0 and ~R(P ) = ~Rfinal as in the example
reported in Fig. 2-8.
The nal results of the rst stage of the proposed algorithm are:
 the number of cluster K,
 the initial cluster centers; these are the rows of R whose indexes
are included in q. In particular the set of initial cluster centers
C(0) is C(0) = [c
(0)
1 ;    ; c(0)K ] with c(0)i = rqi ; i = 1;    ;K.
The performance of the proposed method is dependent on the thresh-
old  , but an accurate optimization is not needed. Threshold   is used
to determine which elements are strongly correlated and, hence, a high
value of   must be selected. We have veried that a value of   = 0:95
is always correct. Indeed, even if the algorithm can nd too many clus-
ters (i.e., K 0 > K) during the rst step, the second step reduces this
selection.
8The threshold value here is the same of the rst step.
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Figure 2-8: Second thresholding and rows deletion operation.
STAGE 2: K-means Clustering
In the second stage the classical K-means algorithm is applied using
the inputs provided by the rst stage. In particular, the data set is
represented by the rows of matrix R and the set of initial cluster centers
is C(0). Each cluster corresponds to a subchannel Sk with k = 1; :::;K.
The algorithm works iteratively. At iteration t we have:
 the euclidean distance among all the cluster centers, derived at
previous iteration, c
(t 1)
i (i = 1;    ;K) and all the rows of R, rj
(j = 1;    ; P ) is calculated as:
dj(c
(t 1)
i ) = krj   c(t 1)i k (2.19)
 each PRBj , with j = 1;    ; P , is assigned to the subchannel Sk
with k = 1;    ;K, if dj(c(t 1)k ) is lower than dj(c(t 1)i ) for all
i 6= k
 a new set of cluster centers, C(t), is calculated, whose elements
are
c
(t)
k =
X
j: PRBj2Sk
rj
P
(t)
k
k = 1;    ;K (2.20)
where P
(t)
k is the number of elements belonging to cluster k-th at it-
eration t. The iterations stop when the algorithm converges or when
the maximum number of iterations is reached. The algorithm is quite
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simple but if the amount of data is high, time and complexity result to
be high. Moreover, if the clusters centers are not suitably chosen, the
algorithm requires a high number of iterations and, in some cases, it
cannot converge.
2.3.2 Performance Analysis
This section presents the numerical results obtained by means of com-
puter simulations in order to validate the scheme proposed in the pre-
vious section. We assume the HeNB equipped with a linear array of
L antennas and the presence of a variable number of MUEs in its cov-
erage area. The number of PRBs allocated to each MUEs varies and
the allocation can be either contiguous or interleaved. The propagation
channel between the MUEs and the HeNB is characterized as a multi-
path indoor channel with 4 paths, where each path has a DOA that is
uniformly distributed over 360 degrees. The number of PRBs is assume
equal to P = 100.
First we want to verify the choice of the attributes of the data set
used for clustering (i.e., DOA information). We focus on a scenario
with two MUEs (i.e., K = 2) and analyze the PRBs clustering perfor-
mance in terms of mean percentage error in the PRBs allocation as a
function of the angle separation between the users. In particular, the
received signal is obtained as the sum of dierent multipath components
received with dierent DOAs, hence, we refer here to the angle separa-
tion between the DOAs of the main signal component of the users (i.e.,
the main path). In order to evaluate the eect of secondary multipath
components, Fig. 2-9 shows the results for dierent number of multipath
components when the Signal to Noise Ratio (SNR) at the HeNB receiver
is equal to 15 dB and L = 4. We can see that the proposed method
(Cluster Centers - Proposed Approach, CC-PA) has good performance
only when the separation between the users is beyond a critical angle.
As expected, when the users are too close, the proposed algorithm is
not able to separate the two clusters. This is due the choice of the clus-
tering data set whose attributes are based on the similarity of the DOA
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Figure 2-9: Mean percentage error for dierent number of multipath
components when the angle separation between two users varies.
of the incoming signals. Therefore, if the signals of two users arrives
at the antennas from the same direction, they cannot be distinguished.
However, the probability that the main propagation path of two dier-
ent MUEs comes from the identical direction can be considered very
low. In addition we can see that the performance are almost the same
changing the number of multipath components. It depends on the fact
that the contribution of the main path is always dominant. However, we
can observe that until the rst paths of the two users are not suciently
separated, having a higher number of paths is better because it implies
higher diversity among users. Conversely, increasing the separation an-
gle there are crossing points among the curves because the main paths
separation becomes dominant.
The eectiveness of the proposed clustering method compared with
other alternatives is shown in Fig. 2-10. This gure represents the per-
formance of the K-means with the proposed algorithm as a function
of the number of MUEs in the coverage area of the femtocell assuming
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Figure 2-10: Mean percentage error when the number of users varies.
L = 4. The performance of a agglomerative single-link hierarchical clus-
tering (Hierarchical) algorithm and a K-means algorithm that uses as
inputs the number of clusters estimated by the hierarchical procedure
and random cluster centers (Cluster Centers - Hierarchical & Random
Selection, CC-H& RS), are reported as comparison. The gure shows
that when the number of clusters and the cluster centers are calculated
with the proposed method, the percentage of PRBs allocation errors
is lower compared to the other methods, especially for a high number
of clusters. In particular, as demonstrated in the literature, K-means
suers for an inaccurate selection of the clusters centers that leads to
high errors because in some cases the algorithm is not able to converge.
Hierarchical clustering has better performance than the K-means with
random initial centers, but it is outperformed by the proposed method
since it suers for higher inaccuracy in the estimation of the number of
clusters, as evident in Fig. 2-12.
The performance of the clustering methods is shown as a function
of the SNR value in Fig. 2-11 for dierent numbers of clusters (i.e.,
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Figure 2-11: Mean percentage error as a function of the SNR value, for
dierent numbers of clusters.
MUEs). It is possible to note that the SNR eect on the proposed
method is negligible, while the other two methods for an inaccurate
estimates ofK at low SNR values (i.e., both methods uses the parameter
K estimated by the hierarchical approach). This results depends on the
particular data set that has bee selected, indeed the eect of the noise
is negligible because it is reduced by the mutual projection of the PRB
correlation matrix eigenvectors. This operation is repeated two times in
the proposed method (calculating the matrix Z), and hence it is more
robust at low SNR values.
The performance comparison between CC-PA and the CC-H& RS
allows the evaluation of the benets of our method in terms of the selec-
tion of the cluster centers. However, the proposed method is used also
to determine the number of clusters K that is a parameter needed by
any clustering algorithm. Fig. 2-12 shows the mean percentage error on
the determination of the number of clusters of the proposed K-means
method and the value K calculated by means of a hierarchical approach
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for dierent number of antennas, L = 4; 6; 8. It is possible to see that
our methods achieves better performance and there is a signicant im-
provement by increasing the number of antenna elements. The proposed
PRBs clustering method eectiveness is then tested by considering a
DOA estimation algorithm. For this purpose we consider the known
Root MuSiC (Multiple Signal Classication) algorithm that is based
on the decomposition of the autocorrelation matrix of the received sig-
nal [105]. The eect of snapshot size in DOA estimation algorithms is
widely addressed in the literature [115], and it is shown how this heav-
ily aects the performance of the estimate. Usually MuSiC algorithms
works optimally for over-sized snapshot which often are not available
at the receiver in certain contexts. The snapshot dimension can be in-
creased in the frequency domain by means of PRBs grouping. Fig. 2-13
consider L = 4 antennas and shows the DOA estimation capabilities
in terms of mean square error of the Root MUSIC estimation when it
works on a dierent number of PRBs. It is possible to note that the
performance is poor with a single PRB, while it is possible to get a re-
markable improvement even with a few of aggregated PRBs. From this
gure it is evident the need to know which PRBs belong to the same
user, in order to perform the DOA estimates on an extended snapshot.
Finally, we can do some considerations on complexity. K-means
algorithm has been selected for its simplicity and execution speed, that
are the main reasons for its wide applicability. Its complexity is O(PKI)
where I is the number of iterations while the hierarchical agglomerative
requires a time complexity that is O(P 3)9 and requires higher storage
memory [110]. In all the simulations the number of iterations is limited
to I = 5. The only additional complexity of our proposed method to
determine the initial values is due to the calculation of matrix Z (matrix
R represents the data set and hence it is needed for every clustering
algorithm). It requires (K 0)2 correlations. The other operations are
simply thresholding and row cancellations.
9There are some variants that reduce the complexity to P 2 logP .
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2.4 PRB-wise angular interference suppres-
sion method for cognitive small-cell
With reference to the operating scenario considered in Sec. 2.2, the sec-
ondary system is represented by a user-deployed small-cell, also called
Home eNB and the primary system is the macrocell base station. Thus,
the UEs of the primary service located within the femtocell coverage
receive the DL signal of the eNB with partial or complete overlap of
the HeNB downlink, with a consequent performance degradation, as
shown in Fig. 2-20. Both systems are modeled according to the 3GPP
LTE-A standard [108] by considering FDD (Frequency Division Duplex-
ing). In order to take into account the worst interference conditions,
the two systems operate with the same carrier frequency, f0 = 2 GHz,
and bandwidth. The HeNB exploits its cognitive capabilities to adapt
its transmissions. The only information that the macro-cell BS (eNB)
shares with the HeNB using backhaul link is the scheduled information
of the macro-cell [116]. The HeNB is equipped with a linear array of an-
tennas consisting of L equally spaced elements. The number of antennas
has been selected in order to take into account the device dimension.
Using uniformly spaced array elements with d = =2 and f0 = 2 GHz,
L = 4 antennas can be considered suitable to perform accurate beam-
forming operations maintaining the device dimension similar to other
household devices.
The proposed system takes into account multipath propagation ef-
fects using the tapped-delay-line model dened in the ITU-R M.1225
Recommendation [103]. Two dierent Power Delay Proles (PDPs) are
considered:
 Outdoor-A for the eNB and the MUEs links;
 Indoor-A for the HeNB and the MUEs links.
Assuming a propagation channel characterized byM multipath com-
ponents, the n-th sample of the signal received by l-th antenna element
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of the HeNB on the i-the PRB can be expressed as
rl;i[n] =
MX
m=1
xi[n  m]hmej[2f0(l 1)m] + vl[n] (2.21)
where xi[n] is the signal on the i-th PRB by a MUE or a Femtocell UE
(FUE) and the other terms are dened in the same way that in (2.3).
The propagation delay of the m-th signal between two consecutive an-
tenna elements is a function of the DOA as in (2.2). Dening the steer-
ing vector towards the direction m, s(m), which contains the elements
sl(m) = e
j(l 1) sin(m) with l = 1; 2;    ; L, the received signal on the
i-th PRB can be expressed by
ri = S  diag(h)  xi + v (2.22)
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where xi =

xi[n   1];    ; xi[n   M ]
T
and S and h are specied
in (2.4).
For what concerns the DOAs, the signals replica received by the
indoor HeNB vary depending on the environment and the scatters po-
sition and thus an uniform angular distribution of clusters in [0; 2] is
the more realistic choice.
2.4.1 Interference Suppression Method
The interference suppression method, proposed here, is made up of two
following steps and works taking into account the multiple access scheme
used by LTE-A system. The rst step is represented by the sensing, used
to estimate the directions of arrivals of the primary users signals. In the
second step, the proposed method calculates suitable weights to steer
the DL radiation pattern in order to place zeros in correspondence with
the estimated MUE directions.
However, any DOA estimation algorithm can detect up to L  1 di-
rections of arrival and the Null Steerer algorithm can place up to L  1
nulls. On the other side, in an actual scenario several MUEs can be
present in the femtocell area, each one characterized by multiple propa-
gation paths with dierent DOAs. This means that it is very likely that
the number of signal received by the HeNB is higher than L 1. To over-
come this problem, the proposed method works on a PRB-wise way. As
stated before, in LTE-A the PRB is the smallest resource unit allocated
to a single user. According to the proposed scheme, DOA estimation
and null steering are performed on each PRB separately. This allows an
estimate of L  1 DOAs for each PRB and, hence, the separation of the
MUEs signals. In that sense, the method proposed in this section is an
extension of [74], where an interference reduction scheme for an OFDM
(Orthogonal Frequency Division Multiplexing) rather than an OFDMA
system is proposed. Indeed, the main assumption in [74] was that all
the subcarriers were allocated to a single user, and thus the number of
received signals depended only on the number of multipath components
of the channel.
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The drawback of working on a PRB basis is that the snapshot (i.e.,
the available samples) used to estimate the DOA is limited to 12 sub-
carriers. Indeed, the quality of the estimation is strongly conditioned by
the number of samples collected during the sensing period. When only
few samples are available, the acquired knowledge can be not accurate.
However, in general, the eNB uses more than one PRB to communicate
with a MUE (i.e., a subchannel is usually made of several PRBs). There-
fore, the idea is to gather together all the PRBs assigned to the same
MUE, and to perform the DOAs estimates on the resulting samples.
This can be done if the HeNB knows which PRBs have been assigned to
a MUEs. This information is not known a priori, but it can be derived,
as explained in Sec. 2.3, exploiting the same information used by the
interference suppression method [76].
DOA Estimation and Zero Forcing Beamforming on PRBs
The Cognitive femtocell has to estimate the DOA of the signals coming
from all the UEs (both FUEs and MUEs) in its coverage area. To this
goal, we assume that the femtocell reserves an OFDM symbol in each
subframe in uplink as sensing period for the MUEs.
The DOA estimation is performed using the well known Multiple Sig-
nal Classication (MuSiC) algorithm [105]. It is based on the eigenvalue
decomposition of the received signal autocorrelation matrix, R, that is
dened in (2.5). During the sensing interval, the DOA is estimated in
each PRB for the MUEs, while the FUEs' DOA can be evaluated in
other intervals with a longer duration, since the femtocell can decide
the FUEs resource allocation. The eigenvalues of the autocorrelation
matrix identify a signal subspace and a noise subspace [105]. To esti-
mate the signals DOA, m with m = 1;    ;K, the MuSiC algorithm
searches the K that maximize the function in (2.7).
At a later stage, the DOA information is used to limit the in-
terference towards the MUEs through a pre-processing of the signal
transmitted by the HeNB. It allows to perform null beams in the se-
lected transmission directions. As demonstrated in [117] UL and DL
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spatial information are strongly correlated and it is reasonable to use
UL estimation in DL transmission. Let Mm be the DOA of the m-the
replica of the signal transmitted by the MUE and F the main DOA
(i.e., direction of the strongest signal replica) of the FUE. The beam-
forming weights wi =

w1;i;    ; wL;i
T
for the transmission on i-th
PRB are obtained by imposing the projection on s(F ) equal to 1 and
the projection on s(M1 );    ; s(MK ) equal to 0 [54]. Denoting with
Ai =

s(F ); s(M1 ); s(
M
2 );    ; s(MK )

the matrix containing
the steering vectors of interest for the i-th PRB is possible to use the
same formula in (2.9) to calculate the i-th beamforming weights.
Proposed PRBs aggregation
The interference mitigation scheme described above is mainly subject
to DOAs estimation errors. This subsection analyses a potential en-
hancement that could be considered. Fig. 2-15 shows the Bit Error
Rate (BER) experienced by the MUEs in the DL communication when
the proposed interference mitigation system is applied and the DOAs
of the received signal replicas are perfectly known at the HeNB. The
BER performance is expressed as a function of the ratio between the
received energy per bit, Eb, and the noise spectral density, N0, for dif-
ferent number of resolvable multipath components. It is possible to
notice that, if the number of multipath components introduced by the
propagation channel is lower than L, the system is able to completely
eliminate the femtocell interference. The performance worsen when the
number of resolvable paths is higher than L  1 and there is a residual
interference.
In general, the failure in the DOA estimation depends mainly on
three factors: the number of antenna elements, the SNR value of the
received signal during sensing step and the snapshot size. As stated
in the rst part of Section 2.4, the number of antenna elements is one
of the main operational constraints we have considered. In addition,
we selected a DOA estimation algorithm able to provide a high accu-
racy even when the received signal is degraded (i.e., low SNR values).
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The third factor, the snapshot size, is widely addressed in the litera-
ture [115]. Usually, MuSiC algorithms optimally work with oversized
snapshots, which are not available at the receiver in certain contexts.
The main proposed solution is to rely on a high number of antennas,
even doubly the number of the signals to be detected. This solution
is not applicable in this scenario because the overall size of the HeNB
structure is one of the main operational constraints we have considered.
Alternatively, the data received during the dierent sensing stages, per-
formed every 1 ms, could be temporarily collected averaging the values
of the autocorrelation matrix in order to obtain better estimates of the
autocorrelation matrix. However, the resource allocation of the MUEs
should remain unchanged in this time and it cannot be guaranteed. The
solution discussed in this section is to increase the snapshot dimension
in the frequency domain, by gathering together PRBs belonging to the
same user. Indeed, in general each MUE has assigned more than one
PRB to communicate with the eNB. Moreover, this would lead to a
reduced computational complexity, because MuSiC and Null Steering
algorithms would be carried out fewer times, i.e., once for MUE. This
problem can be addressed by introducing algorithms able to group the
PRBs belonging to the same users.
In particular, the method proposed in Sec. 2.3 exploits the eigenvec-
tors of each PRB autocorrelation matrix Ri [76]. The idea is to exploit
the similarity of eigenspaces signal belonging to the same user, calcu-
lating the projection of the informative eigenvector of each PRB on the
space represented by the main eigenvector of the other PRBs.
It is important to stress that this PRBs clustering method uses the
matrix Ri used also for the DOA estimation, hence it introduces only a
limited complexity increase.
As shown in the next section, the eciency of the DOA estimation
algorithm depends on the number of used PRBs. Hence, it varies be-
tween a lower and an upper bound. The worst case occurs when the
PRBs allocation is not available or each PRB is allocated to a dier-
ent user, thus, the size of the DOA estimation snapshot is equal to the
number of resource elements in a PRB and some inaccuracies are intro-
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Figure 2-15: Macrocell DL BER performance of the proposed system
when ideal DOA estimates are available at HeNB.
duced when the number of incident signals is high. Instead, the upper
bound is reached when all PRBs are assigned to a single user: in this
case the snapshot is made up of all the subcarriers. This particular case
coincides with considering an OFDM system like in [74].
2.4.2 Performance Analysis
This section presents some numerical results obtained through computer
simulations in order to validate the system. In order to facilitate the
description of the results, we shall use the following notations as:
 link1 the link between MUE and HeNB, that is used for DOA
estimation;
 link2 the macrocell DL connecting eNB and MUE.
Firstly, the BER of the macrocell downlink communications is eval-
uated when the proposed interference mitigation scheme is applied at
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Figure 2-16: Macrocell DL BER performance of the proposed sys-
tem. Eb=N0 of link1 = 10 dB
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Figure 2-17: DOA estimation errors.
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Figure 2-19: Macrocell DL BER performance of the proposed system
as a function of the PRBs in the snapshot used for sensing. M = 4,
Eb=N0 = 10 dB on link1, Eb=N0 = 20 dB on link2
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the HeNB. The values are derived as a function of the link2 Eb=N0,
when the Eb=N0 of link1 is equal to 10 dB. Increasing the number
of signal replicas generated by the propagation channel, performance
worsen, as shown in Fig. 2-16. when the proposed mitigation is not ac-
tive, the number of paths does not aects the performance because the
whole interfering power arrives to the receiver. When M > L   1, the
MUE receives interference from some propagation paths that cannot be
detected and cancelled, leading to a performance oor. However, a sig-
nicant improvement is evident respect to the case without mitigation.
It is important to underline that in actual scenarios, where the number
of the more powerful paths is low, the proposed system achieves very
good performance.
As stated before, the performance of the proposed algorithm strongly
depends on the precision of the DOA estimation. For this reason Fig. 2-17
presents the DOA estimation error of the MuSiC as a function of the
Eb=N0 received on link1. The value of the Weighted Euclidean DOA
error is computed weighting the error with gm, proportional to the
magnitude of each replica, i.e., gm = E

m
2

. When M = 1 the er-
ror curve decreases linearly with the Eb=N0 and DOA estimates are
very accurate. AsM increases, the DOA estimation error also increases
due to the contribute of the weakest signal replicas. It can be noticed
that there is not a signicant performance improvement neither for high
Eb=N0 values. However, DOA estimation capabilities can be improved
by increasing the snapshot used by the MuSiC algorithm, as explained
in Section 2.4.1.
Fig. 2-18 shows the precision of the DOA estimates as a function of
the number of PRBs that compose the snapshot when M = 4. For each
abscissa value there are three bars representing the DOAs estimation
error occurrences of the L   1 detectable paths. Dierent shades of
gray are used to distinguish the interval of errors: [0; 2:5], (2:5; 5],
(5; 10], (10; 360). It can be seen that the rst path is always detected
with high accuracy, even with a limited number of PRBs. Conversely,
the second and third paths present a good precision only increasing the
number of sensed PRBs.
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Clearly, by gathering together PRBs belonging to the same user it
is possible to improve signicantly the performance of the proposed in-
terference suppression method even with many received paths. This is
shown in Fig. 2-19. The BER of the proposed system is reported as
a function of the PRBs composing the snapshot when M = 4. The
performance oor is eliminated and the obtained BER values are very
close to the case without interference. In particular, a signicant per-
formance improvement is achieved increasing the PRBs up to 20, then
a saturation is reached.
2.5 Resource allocation schemes by using
Zero-Forcing Beamforming and User Se-
lection
We consider a cognitive user-deployed femto-cell (Home eNB, HeNB)
that shares the spectrum resource with a primary macro-cell in a LTE-
A heterogeneous network, as illustrated in Fig. 2-20 and already ex-
plained in Sec. 2.4. Both systems are modeled according to the 3GPP
LTE-Advanced standard [108], considering FDD (Frequency Division
Duplexing) mode. In order to take into account the worst interference
condition, we suppose the two systems operate with the same carrier
frequency, f0, and bandwidth. The femto-cell base station is equipped
with L antennas spaced of d = =2, and it serves IF secondary users.
In this scenario there is not any coordination with the macro-cell base
station (eNB) and the downlink (DL) signal, received by the MUEs
that are located in the HeNB coverage area, is interfered by the signal
transmitted by the HeNB. In order to allow the femto-cell to share the
spectrum with the macro cell, suitable beamforming weights are used
to eliminate the interference toward the MUEs. The knowledge of the
signals AoAs is acquired by means of a rst phase of sensing. Hence the
HeNB exploits its cognitive capabilities to adapt its transmissions. The
only information that the macro-cell BS (eNB) shares with the HeNB
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Figure 2-20: Considered scenario set up by a macro-cell, some MUEs,
a femto-cell and its FUEs.
using backhaul links is the scheduled information of the macro-cell [116].
The cognitive femto-cell has to estimate the AoA of the signals com-
ing from all the UEs (both FUEs and MUEs) in its coverage area. Con-
sidering the FUEs, the AoA estimation can be performed by using the
reference signals sent in the UL. The estimation of the AoAs of the
MUE is more challenging. We assume that the femto-cell reserves an
OFDM symbol in each subframe in uplink as sensing period for the
MUEs10. About the estimation, the well known Multiple Signal Clas-
sication (MuSiC) algorithm [105] is considered. It is based on the
eigenvalue decomposition of the received signal autocorrelation matrix,
10It can be one of the symbols used for the transmission of Sounding Reference
Symbols
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R. The performance of this algorithm improves with the number of
antenna elements, L, and up to L   1 AoAs can be estimated. How-
ever, in general number of MUEs in the femto-cell area, and hence the
number of AoAs to be estimated, is higher than L   1. In this section
we propose to work on a PRB basis, hence the estimation is not per-
formed on the whole OFDM symbol, but each PRB separately by using
the method described in Sec. 2.4. In this way it is possible to estimate
up to L  1 for each PRB. As drawback this method reduces the snap-
shot used for estimation, thus reducing the accuracy of the estimates.
However numerical results will show (in Sec. 2.5.2) that estimation er-
rors does not aect notably the performance of the proposed resource
allocation methods. In addition, in Sec. 2.3 is shown how aggregating
all PRBs belonging to the same could be possible in order to increase
the snapshot, by exploiting macro-cell scheduling information that can
be available at the HeNB or estimated by using suitable methods as
in [76]. In what follows we consider the worst case, in which the AoA
estimates are performed on a single PRB. Focusing on the MUEs AoAs
estimation, and assuming a propagation channel characterized by M
multipath components [103], the n-th sample of the signal in the time
domain received by the l-th antenna element of the HeNB on the p-th
PRB can be expressed by rl;p[n], already dened in (2.21).
Due to the AoA of the signals, the propagation delay of them-th sig-
nal between two consecutive antenna elements is m;p = d sin(m;p)=c
Ts, where Ts is the sampling period. Dening s(m;p) the steering vec-
tor toward the direction m;p, the received signal on the p-th PRB can
be expressed by rp (dened in (2.4)). The eigenvalues of the received
signal autocorrelation matrix Rp (2.5) identify a signal subspace and a
noise subspace [105]. To estimate the AoA, m;p, the MuSiC algorithm
searches the K angles that maximize the function (2.7).
The AoA information acquired during sensing phase11 is used to
limit the interference towards the MUEs through a pre-processing of
the signal transmitted by the HeNB. It focuses the transmission power
11As demonstrated in [117] UL and DL spatial information are strongly correlated
and it is reasonable to use UL estimation in DL transmission.
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on some target directions while forces null beams in other specied
directions. In particular, let Mm;p be the AoA of the m-the replica of
the signal transmitted by the MUE on the p-th PRB, and F the AoA
of the main replica of the signal transmitted by the FUE. As explained
in details in Sec. 2.2.1, beamforming weights wp =

w1;p;    ; wL;p
T
for the transmission on the p-th PRB , are obtained by imposing wp
parallel to s(F ) and orthogonal to each s(Mm;p), [54]. Value wl;p is used
to weight the signal transmitted on the p-th PRB by the l-th antenna.
2.5.1 Proposed Resource Allocation Schemes
In this section the proposed resource allocation schemes are presented.
The idea is to make use of the angular information about the users (ei-
ther FUEs or MUEs) to improve the capacity of the femto-cell and to
eliminate the interference eect on the primary users (i.e., MUEs). In
particular, the proposed methods integrate a ZFBF scheme with a suit-
able policy for resource allocation. Dierently from previous works [118,
119], the proposed method does not use channel state information (CSI)
to detect quasi-orthogonal user, but only the estimates of the AoA of
the signals arrived to the HeNB. The advantage is that AoA can be
estimated directly on the MUE data signal, while the CSI requires spe-
cic reference signals that cannot be available for the links connecting
HeNB and MUEs. In addition, the proposed schemes work on a PRB
basis. Indeed, each PRB can be used by a MUE to communicate, and
this MUE is characterized by its own AoAs. The HeNB selects the FUE
that has less eect on this primary user (i.e, MUE) and, at the same
time, that achieves the highest capacity Let assume that the p-th PRB
is used by the macro-cell to communicate with a MUE that is in the
coverage area of the femto-cell. The signal transmitted by this MUE is
received by the HeNB antennas with a set of AoAs, (M1 ; 
M
2 ;    ; MM ).
The HeNB is able to detect K  L  1 AoAs related to the most pow-
erful multipath components. For simplicity, in what follows we assume
that M = K  L  1 12. The FUE i-th, is characterized by a set of M
12The eects of M > L  1 on ZFBF have been considered in [74]
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Procedure 2 - Proposed MBG Algorithm
Beamforming weights and gain computation
for p 1 to P do
for i 1 to IF do
Ai;p =

s(Fi ); s(
M
1;p); s(
M
2;p);    ; s(K;pKM)

wHi;p = s
H(Fp )(Ai;pA
H
i;p)
 1:
Gp(
F
p ) =
sT (Fp )(Ai;pAHi;p) 1s(Fp )2
end for
end for
PRB allocation
for p 1 to P do
for i 1 to IF do
if argmax
t
fG(Ft )g = i then

[i; p] = 1
else

[i; p] = 0
end if
end for
end for
AoAs, (F1;i; 
F
2;i;    ; FM;i), with i = 1;    ; IF , however, the femto-cell
exploits only the most powerful, Fi .
In particular, we propose two resource allocation schemes, described
in Procedure 2 and 3, where 
 is the scheduling matrix. The 
 matrix
has dimensions IF  P , and the element 
[i; p] is dened as

[i; p] =
(
1 if PRB p is assigned to user i
0 otherwise
(2.23)
The rst scheme allocates the p-th PRB to the FUE that presents the
Maximum Beamforming Gain (MBG). The second is a Location Aware
(LA) resource allocation scheme: it allocates the PRB to the FUE that
has the highest angle separation from the MUE. It is a very simple
heuristic that achieves performance close to the MBG solution, but with
very reduced complexity.
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Procedure 3 - Proposed LA Algorithm
PRB allocation
for p 1 to P do
for i 1 to IF do
if argmax
t

min
m
fFt   Mm;pg
	
= i then

[i; p] = 1
else

[i; p] = 0
end if
end for
end for
Maximum Beamforming Gain resource allocation
As stated before, this method selects the FUE that achieves the maxi-
mum beamforming gain in each PRB with the constraint to avoid trans-
mission towards corresponding MUE. For the p-th PRB and the i-th
FUE the matrix containing the steering vectors is
Ai;p =

s(Fi ); s(
M
1;p); s(
M
2;p);    ; s(MK;p)

(2.24)
and the beamforming weights are calculated as in (2.9), substituting
A with Ai;p. Finally, the beamforming gain of the i-th FUE in the
direction of its main propagation path can be expressed as
Gp(
F
i ) = jwHi;ps(Fi )j2 = jsH(Fi )(Ai;pAHi;p) 1s(Fi )j2: (2.25)
The resource allocation scheme looks for the FUE i^p that maximizes
the beamforming gain on the p-th PRB, i.e.,
i^p = argmax
i
fGp(Fi )g: (2.26)
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Location Aware resource allocation
This resource allocation scheme is suboptimal compared to the previous
one but presents lower computational complexity. The assumption is
that the beamforming gain increases as much as the FUE to MUE angle
separation increases.
In particular, we refer to the angle separation between the main
propagation paths of the two users. When the FUE is near to the MUE,
the null beam is close to the direction of transmission and this can aect
the performance of the FUE. For this reason, the proposed Location
Aware (LA) resource allocation scheme selects, for each PRB, the FUE
that presents the highest angular distance with the MUE. This scheme
is very simple because it does not require additional computation, the
only needed information is the AoA calculated during the sensing phase.
The procedure is described in Procedure 3, which maintain the notation
of Procedure 2. Then the beamforming weights are calculated only for
the selected FUE as in (2.9).
2.5.2 Performance Analysis
This section presents the numerical results obtained by means of com-
puter simulations. The performance of the two proposed methods is
compared with that of a conventional beamforming scheme, that max-
imizes the capacity of the femto-cell without taking into account the
presence of the MUE ("Conventional BF"), and with that of a ZFBF
that performs a random allocation of the PRBs without taking into ac-
count the beamforming gain ("ZFBF - random allocation"). These two
curves represent the upper and lower bounds of the proposed methods
capacity, computed as
Ck =
1
P
PX
p=1
IFX
i=1

k[i; p] log2

1 + Gk;p
 
Fi
 
: (2.27)
where  is the signal-to-noise ratio and k depends on the resource allo-
cation and beamforming method (conventional - ZF). In particular, the
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highest femto-cell capacity is achieved with conventional BF that max-
imizes the beamforming gain of each FUE, regardless of the presence
of the Macro-cell UEs. In this case the beamforming gain toward the
main propagation path is equal to G(F1;i) = L. Conversely, with con-
ventional ZFBF the beamforming gain is calculated as in (2.9) when the
FUE (and hence its AoA) is randomly chosen. We consider the worst
case, where all the PRBs are used for communication with a MUE in
the HeNB coverage area. In deriving the results we assume the following
working hypothesis
 bandwidth B = 3 MHz
 multipath indoor propagation channel in accordance with [103]
 number of FUE IF = 3
 number of antennas L = 4
 number of PRB, P = 12.
Fig. 2-21 presents the average capacity of the femto-cell as a function
of the ratio between the Energy per bit and N0 (Eb=N0). As expected
the highest capacity is obtained with conventional BF while the ZFBF
with random PRB allocation represents the worst case. The proposed
methods present intermediate results. We can note that the sub-optimal
LA resource allocations scheme has performance very close to the opti-
mal MBG, saving signicant computational complexity.
The benets of the proposed resource allocation methods must be
evaluated taking into account also the error probability either of the
femto-cell or the macro-cell UEs. Indeed the goal of our schemes is
to obtain a good trade-o between increasing the femto-cell capacity
and reducing the interference toward the MUEs. Figs. 2-22 and 2-23
represent the bit error probability, Pe, of the femto-cell and the macro-
cell, respectively, using an uncoded QPSK modulation. The curves are
derived as a function of the Eb=N0 of the relative links (i.e., Eb=N0
of the femto-cell DL in Fig. 2-22 and Eb=N0 of the macro-cell DL in
Fig. 2-23) using uncoded QPSK modulation. The behavior of the curves
123
Eb/N0 [dB]
C
a
p
a
ci
ty
[b
p
s/
H
z]
 
 
0 2 4 6 8 10 12 14 16 18 20
3
4
5
6
7
8
9
10
11
12
Conventional BF
ZFBF - random allocation
ZFBF - LA allocation
ZFBF - MBG allocation
Figure 2-21: Femto-cell average capacity when the proposed resource
allocation schemes are used.
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Figure 2-22: Bit error probability of the femto-cell DL.
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Figure 2-23: Bit error probability of the macro-cell DL.
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Figure 2-24: Bit error probability of the femto-cell DL in presence of
AoA estimation errors.
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Figure 2-25: Bit error probability of the macro-cell DL in presence of
AoA estimation errors. The Macro-cell DL link has Eb=N0 = 12 dB.
in Fig. 2-22 follows that of the capacity and the same considerations
can be drown. For what concerns the MUEs Pe, we can notice that
the proposed methods and the ZFBF achieve the same results, because
the interference is completely removed in both cases. Conversely, the
Conventional BF presents very high Pe.
The proposed methods are based on the knowledge of the AoA.
Hence, the performance can be aected by errors in the AoA estimation.
Figs. 2-24 and 2-25 show the Pe of the two cells, when the AoA is
estimated by means the MuSiC algorithm, as a function of the sensing
Eb=N0. In particular considering the femto-cell (Fig. 2-24) the sensing
Eb=N0 corresponds to the DL Eb=N0. Therefore we can note that the
performance follows the ideal AoA case with an obvious performance
worsening that aects mainly the conventional BF scheme. In addition
in presence of AoA estimation errors the dierences among the two
proposed methods, MBG and LA, tends to reduce. Hence, we can state
that the AoA estimation errors mainly aect the determination of the
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maximum BF gain. Dierently, in Fig.2-25 the sensing Eb=N0 is that
of the link between the MUE and the HeNB while the Eb=N0 of the DL
MUE is xed at 12 dB. It is possible to see that the performance has
only a little improvement when the sensing Eb=N0 increases, because the
MuSiC is able to provide good estimates even for low values. The Pe
worsening achieved by the macro-cell UE (if compared with the results
in Fig. 2-23 at 12 dB) is comparable with that of the femto-cell.
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Chapter 3
Coordinated Systems
3.1 Introduction
Mobile data volume is expected to grow exponentially in the next years
with a massive diusion of wireless devices and applications. Future
mobile communication systems are challenged to guarantee high qual-
ity and high data rate services to an increasing number of users and to
face with limited resources availability. One of the main enhancements
that can be introduced to boost capacity and coverage is the increasing
of cell density by resorting to an ecient deployment of Heterogeneous
Networks (HetNets) [120, 121]. The idea is to improve spectral e-
ciency by reducing the cells size and exploiting an overlaid structure:
traditional macrocell base stations (BSs) are overlaid with small cells
characterized by low power and low coverage, creating multiple coverage
layers.
HetNets oer many advantages such as high data rate, reduced net-
work cost and energy saving. However, the coexistence of overlay wide
area and local BSs leads to specic HetNet topologies and, hence, to
new interference environments that cannot be solved by adopting di-
rectly strategies used for traditional macrocell networks. The power
unbalancing among macro and small BSs (MBSs and SBSs) can limit
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signicantly the capacity of the small cells (inter-layer interference)
that are also subject to the interference of the others small cells (intra-
layer interference). In addition, to ensure that a sucient number of
User Equipments (UEs) get associated with the small cells, a mechanism
called Cell Range Extension (CRE) is generally used [122]. A suitable
margin called Range Extension Bias (REB) is added to the measure
of the signal strength received from the small cell, so that a UE may
be assigned to the small cell even if it receives a higher signal from
the macrocell. This cause strong interference from the MBSs. For these
reasons, the benets of HetNets strongly depend on an ecient resource
management between high-power macro and low-power small cells. The
natural enabler of ooading is the CRE technique jointly used with re-
source partitioning. In reference to this, the cell association problem
has been studied in [122], where the authors have demonstrated that
the CRE is a simple approach that permits to achieve results very close
to those obtained by using a load-aware utility maximization function.
Many works on CRE and eICIC in the literature focus on xed parame-
ters [123{125], however the optimal selection of the REB value and the
ABS pattern strongly aect the performance of the HetNet, so that
 a low REB value leads to a small number of UEs connected to the
small cell with a consequent load unbalancing and an inecient
use of the small cell resources;
 a high REB value leads to an high extension of the small cell
coverage that could be congested by UEs with poor Signal to
Interference-plus-Noise ratio (SINR) values.
In addition, the value of the ABS pattern impacts the average data
rates of the ooaded UEs and depends on how many users have been
ooaded. Furthermore, the ABS pattern selection should take into ac-
count either the benet of the ooaded UEs or the throughput reduction
of the macrocell due to resources loss.
When the dierent layers of access nodes are interconnected, it is
possible to have an ecient coordination among the network layers and
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to take dynamic joint decisions about the scheduling. Two main ap-
proaches are expected as possible solutions in future networks:
 Enhanced inter-cell interference coordination (eICIC): a joint time
resource allocation among macro and small cells is used. Some
subframes are partially muted by the macrocell thus to lower the
interference on most vulnerable small cell UEs [125{127]. These
special subframes are called Almost Blank Subframes (ABSs).
 Coordinated Multi-Point (CoMP): dierent access nodes transmit
simultaneously in a coordinated way towards users that are more
vulnerable to interferences. In this way the signal received from
other cells can be used constructively, and it can be considered as
an information resource rather than an interference source [128];
CoMP provides high exibility and performance improvement, but
requires a high amount of signaling and, hence, very ecient backhaul
links, that can be unavailable. On the other hand, the deployment of
eICIC is simpler but less exible.
Although the Cell Range Extension (CRE) mechanism ensures that
a sucient number of UEs get associated with the femto-cell how to
set the ABS period and the RE bias is not specied in the standard
even though it is an aspect that strongly aects the eICIC performance.
Hence, the use of eICIC approach needs the denition of algorithms able
to determine the amount of resources that the macro-cell should leave
to femto communications (i.e., ABS period) and the UEs association
rules (i.e., RE Bias - REB). The optimal solutions of this optimization
task have high complexity and are actually infeasible. Therefore, there
is the need of nding low complexity sub-optimal solutions.
A performance evaluation of eICIC as a function of the ABS period
were derived in [129]. [130] proposed a dynamic way to calculate the
ABS period and the RE bias depending on the trac load of the net-
work was proposed. Similarly, [131] presented an approach deriving a
possible allocation of the femto-cell resources together with the ABS pe-
riod and the RE bias. However, [130,131] were based on the solution of
an optimization problem requiring the knowledge of many information
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and, hence, a lot of signaling among the cells. In [132], a proportional
fair allocation is performed independently in each cell for dierent values
of the ABS period when the RE bias is xed. Each conguration gives
an utility function. Then, the number of ABS of the network is assumed
as the value maximizing the sum of all the utility functions among all
the possible values of the ABS period. Also this approach requires a lot
of elaborations and signaling. In other works, i.e. in [133], the number
of factors that aects an optimum resource allocation when eICIC is
considered is high and very often not deterministic. Hence, actual solu-
tions need to impose simplications and/or x some parameters. [134]
proposes a simple method to calculate the ABS period proportionally
to the number of users that are in the Range Extended area, taking into
account the number of femto-cells, their position and trac load, but
not the macro-cell load. Conversely, [135] proposed an ABS period that
depends only on the macro-cell load where this value is calculated for
each femto-cell independently and then averaged because the macro-cell
has to set the same pattern for all the femto-cells.
Concerning this, in Sec. 3.2 a simple method to choose adaptively
the ABS period that needs only the knowledge of the load required by
the users in the Range Extended area of each cell. The idea is to de-
rive suitable threshold values on the network trac load, that allow
the selection of the ABS period among a nite set of values. First, an
analytical expression of these thresholds is provided. The exact solu-
tion however requires the knowledge of many information. Hence, we
propose also an empirical approach based on averaged results obtained
through simulations. This is a sub-optimal solution but reduces sig-
nicantly the signaling and the complexity. The goal of the adaptive
scheme is to guarantee the maximum throughput of the overall network.
Indeed, eICIC leads to a technical trade-o, because benet of increased
spectral eciency for the femto-cell UEs (FUEs) comes at the cost of the
macro-cell UEs (MUEs) who have access to fewer resources due to the
ABSs. After a brief introduction to the eICIC concepts, the considered
scenario is presented in Sec. 3.2.1, while dierent eICIC congurations
are evaluated in Sec. 3.2.2. Finally Sec. 3.2.3 presents the simulation
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results and the empirical threshold values that can be used to change
adaptively the ABS period.
When it is possible to increase the degree of coordination among
the nodes, one of the most attractive approaches to reduce inter-cell in-
terference and to increase the cell-edge user throughput is Coordinated
Multi-Point (CoMP) transmission [128, 136]. It is an eective way for
managing inter-cell interference and is considered a key technology of
LTE-Advanced systems. The basic idea behind CoMP is that exploiting
backhaul links, multiple Base Stations (eNB in LTE) can cooperate so
as to act as a single multiple antenna system with distributed antenna
elements. This eliminates the interference and enhances the signal re-
ceived by the cell-edge users. In particular two dierent CoMP modes
can be used [121]:
 Coordinated Scheduling and Coordinated Beamforming (CS/CB):
each TP is equipped with a multi-antenna system and communi-
cates with its user forming a transmission beam that increases the
received signal power while reduces the interference coming from
other TPs.
 Joint Transmission (JT): multiple transmission points (TPs) si-
multaneously transmit data towards the same user equipment
(UE). In this way the interference is turned into a useful signal.
JT can introduce a high throughput gain for the served UEs, but
requires a high backhaul capacity, due to the need of sharing channel
state information (CSI) and data among the TPs. Conversely, CS/CB
only requires to share CSI and scheduling information. Hence, it is
more suitable when the backhaul link is not ideal as in many practical
networks. In addition, CS/CB can mitigate the inter-cell interference
without sacricing the throughput of the users served by the macro
cell layer. The beamforming techniques that can be adopted are those
widely used for multi-user MIMO transmissions. However, in CS/CB
schemes it is needed to design suitable UEs selection criteria and CS
algorithms that represent a hot research topic. In [137], a zero forcing
beamforming is used to derive the signal-to-noise-plus-interference ratio
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(SINR) of each user in the CoMP area, then the resources are allocated
following a Proportional Fair scheduling policy. In [138], the authors
propose an adaptive and distributed CS algorithm, that can operate in
either JT or CS/CB mode. The algorithm is divided in two phases:
the intra-eNB phase includes CoMP mode selection per each UE and
candidate UE selection per each sub-band, while the inter-eNB phase
includes the nal UE selection per each sub-band through a message
exchange. An interference reduction technique based on a user selection
algorithm for CoMP CS/CB is proposed in [139]. Each TP determines
the beamforming weights for its users and then the eects of interference
towards users located at adjacent cells are taken into account.
Dierently from previous approaches, the Sec. 3.3 rst proposes a
criterion to select the CB scheme that is most suitable for a randomly
chosen pair of UEs that share the same resource. Then a CS method
that permits to create the most suitable UEs pairs is proposed. The goal
of the procedure is to maximize the cells throughput but guaranteeing
fairness among the cells. Either the CB or the CS schemes are based
on the knowledge of the Direction of Arrival (DoA) of the UEs signals.
The section 3.3 is organized as follows. Initially, the system model is
described while in Sec. 3.3.1 the CS/CB problem is formulated. Then,
Sec. 3.3.2 illustrates the proposed schemes and the numerical results are
provided in Sec. 3.3.3.
As stated before, the CoMP technique presents high exibility and
is able to follow rapid topology and trac load changes. In addition, it
is very eective to increase the performance of the cell-edge UEs. On
the other side, the CoMP is strongly limited by CSI feedback overhead
and backhaul requirements, and it suggests an adaptive or an ad-hoc
use of the CoMP. In Sec. 3.4 we are interested in the advantages of
integrating CoMP and eICIC that introduce a two-scale interference
coordination approach. Only few papers in the literature focus on the
joint use of eICIC and CoMP [140{142]. In [140], a Proportional Fair
metric scheduling is used to select among dierent transmission strate-
gies (single-user and multi-user MIMO, with and without CoMP). The
scheduler uses ABSs to serve the CRE UEs. These UEs can benet
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from cooperation with the other small cells but not with the macrocell.
Conversely, for all the transmissions in the noABSs (i.e., subframes with
nominal macrocell transmission power), the CoMP with the macrocell
is used. The attention is mainly devoted to the selection of the trans-
mission strategy, while the use of the CoMP and the eICIC is not op-
timized. In addition, the section assumes a precongured scenario (i.e.,
xed number of UEs and cells) and does not consider backhauling prob-
lems and macrocell load, indeed for all the UEs allocated in the noABSs
the macrocell acts as TP.
Dierently, the works presented in [141,142] consider a basic eICIC
approach where the use of CoMP is limited to the UEs that are in the
CRE area and suer of high interference, in order to reduce the sig-
naling overhead introduced by the CoMP. In particular, in [142] all the
UEs that are in the CRE area are served with a CS/CB CoMP ap-
proach. The macrocell is not muted, but it can serve macrocell UEs
using beamforming to reduce the interference during ABS. Conversely,
in [141] JT-CoMP approach is considered as in this section. [141] pro-
posed an algorithm that xes two REB values and divides the UEs
belonging to the consequent two CRE regions. Only the most vulnera-
ble UEs in the external CRE area are served with a JT from macro or
small cells. The section consider a xed scenario and the algorithm is
not optimized, in particular the use of CoMP is not exible, it does not
take into account the resource availability of the neighbor cells, the UEs
data request and the UEs served with JTs are predetermined based on
their position.
In Sec. 3.4 the joint use of the eICIC is investigated with an adaptive
JT-CoMP in an actual scenario trying to limit the signaling overhead.
The use of CoMP is optimized and dynamic, it takes into account either
the serving cell loads or the UEs serving outage. The idea here is to
adopt a basic eICIC approach and add the CoMP functionality in an
ad-hoc manner, i.e., only when needed. In this way, the system is able
to answer dynamically to the UEs requests, but at the same time the
signaling load is maintained low. The system is based on a distributed
CoMP approach that can involve all the cells, hence the signaling load
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is distributed among several cells (i.e., dierent backhaul links) and is
not concentrated mainly on the macrocell.
The section 3.4 starts introducing the system model and the bench-
mark solutions, while Section 3.4.1 presents the proposed method. In
particular, rst the optimization problem is formulated and then an
heuristic is proposed to solve the problem. Finally, performance results
are reported in Section 3.4.2.
3.2 Adaptive muting radio in eICIC
Femto-cells are nodes characterized by low transmission power and,
hence, low coverage area. In addition, the coverage area is limited by the
interference of the macro-cell eNB that has a signicant higher trans-
mission power. Indeed, the UE usually selects the serving cell on the
basis of the signal-to-noise-plus-interference ratio (SINR) measured on
specic reference symbols, and only the UEs in close proximity will se-
lect the femto-cell. In order to increase the number of users connected
with the femto-cell, thus to reduce the load of the macro-cell, the ser-
vice area of the femto-cell can be increased by means of the Cell Range
Extension (CRE). It is based on the use of a Range Extension Bias
(REB) that is added to the UE measurements of the signal received by
the femto to support the connection with it. The Bias can varies from
few dB up to values higher than 10 dB and, in coordinated networks,
it is possible to vary the REB dynamically depending on the variability
of the scenario.
In LTE, the trigger condition activated by UE reports and deter-
mining the UE association with a cell i-th, is
idB + idB > sdB + sdB + (3.1)
with s = 1;    ; C, where C is the number of cells that the UE can select,
s is the serving cell and i is the candidate neighboring cell detected as
i = arg max
l=1; ;C
fldB + ldBg (3.2)
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In addition, idB represents the measure of the SINR,  is the han-
dover margin to avoid the ping-pong eect and, nally, idB is the REB
dened as (
idB = 0; if i is a macro-cell
idB > 0; if i is a femto-cell
(3.3)
However, without any interference management scheme, only small val-
ues of REB can be used, otherwise FUE will experience a high interfer-
ence from the macro-cell. This problem is addressed by the eICIC.
The eICIC concept relies on a time division of the resources among
macro and femto-cells. In particular the macro-cell eNB can reduce
the interference towards the femto-cell UEs by using the Almost Blank
Subframes (ABSs). An ABS is a subframe in which the eNB sends only
essential signaling information, thus resulting as a subframe with low
interference power for the users served by the femto-cell. During ABS,
the signals that are mainly transmitted are common reference signals
(CRS), as well as other mandatory system information. ABSs permit
to signicantly alleviate the high interference suered by the femto-
cell users that are in the RE area. This implies that the femto-cell
can extend its coverage area during ABSs because these are not more
dominated by the macro-cell interference. This essentially means that
using ABS at macro makes possible to increase the ooad of trac to
the small-cell layer. To exploit ABSs, the femto-cell has to be aware
of the ABS muting pattern used by the interfering macro-cells. In this
way, the femto eNB can schedule the critical UEs (the users in the
Range Extended area) during the ABSs while the others are scheduled
during the no-ABSs. The ABS muting pattern is characterized by the
position of the ABSs in the frame and by the ratio among the ABSs
and the total number of subframes called ABS period or ABS muting
rate. The ABS pattern is periodical with period equal to 40 subframes
for the FDD mode. The ABS muting pattern is not specied by the
standard, but it is let to the operator implementation. It can be changed
dynamically in order to nd the conguration that maximizes the overall
system performance while the Quality of Service (QoS) of the users
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is satised. Dynamic conguration requires an information exchange
among the cells by using X2 interface.
New releases of the LTE-A standard are evaluating the opportunity
to introduce further enhancements to the eICIC. Advanced solutions,
capable to suppress the residual interference from signaling in ABSs,
are proposed for the UE receiver and thus ideally not interfered from
the macro eNB. In addition, the denition of the ABS becomes more
general, including also subframes in which the macro-cell eNB is not
muted but transmits data with reduced power. These subframes are
called Reduced Power SubFrame (RPSF). RPSFs are introduced in or-
der to oer a higher exibility to the system and to permit a better
balancing among the femto-cell gain and the macro-cell loss.
3.2.1 Considered Scenario
In this study we consider a system where N small-cells are overlapped
and share the same resources of a macro-cell. The i-th small-cell is uni-
formly distributed in the macro-cell area with distance di. Values of di
under 250 meters have not been considered because when the small-cell
is too close to the macro-cell the benets of the small-cell are strongly
reduced, due to the power unbalancing. In addition, below this thresh-
old, the macro-cell can still serve users with a maximum Modulation
and Coding Scheme (MCS), therefore the amount of required resources
is minimal. In order to consider realistic trac situations, each user
performs a dierent service request in terms of Physical Resource Block
(PRB). The considered trac classes are four:
 VoIP: characterized by a request equal to 16 Kibit s 1;
 Gaming: characterized by a request equal to 17:5 Kibit s 1;
 Video: characterized by a request equal to 160 Kibit s 1;
 FTP: characterized by a best-eort request.
The total number of users U and their arrangement in each class varies in
order to have a sucient "trac mixture". The resources are allocated
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following a Proportional Fair algorithm [75,143]. The users are classied
in three groups:
 FUEs are the UEs that are always connected with the femto-cells
either if eICIC and CRE are used or not. In general FUEs are
the UEs in close vicinity of the femto-cell eNB and, in particular,
the UEs that measure a SINR on the reference signal sent by the
macro-cell (mdB) lower than the SINR measured on the reference
signal sent by the i-th femto-cell (i
f
dB) without REB. F is the
total number of these UEs, and Fi is the number of FUEs in the
i-th femto-cell;
 MUEs are the UEs that are always connected with the macro-
cell either if eICIC and CRE are used or not. For these users
mdB  ifdB 8i = 1;    ; N . M is the total number of these UEs.
 REUEs (Range Extended UEs) are the UEs that are connected
with the macro-cell in absence of REB/eICIC and with the femto-
cell when eICIC/REB is used; Re is the total number of these
UEs. For these users the SINR values measured in absence of
REB satisfy the following conditions: mdB  ifdB 8i = 1;    ; N
and at least for one value of i we have that mdB   ifdB  idB .
Denoting with Rmi and R
f
i;j the bandwidth request of user i-th MUE
and of i-th FUE of the j-th femto-cell, respectively, we can dene the
following load factors
M =
PM
j=1R
m
j
B
(3.4)
Fi =
PFi
j=1 = R
f
j;i
B
(3.5)
where M represents the macro-cell load factor and Fi is the i-th femto-
cell load factor. Finally, B represents the amount of available PRBs in
the system.
The users are uniformly distributed within the cells and the Okumura-
Hata model is selected as path-loss model to describe the average signal
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propagation in urban areas and large cities. For what concerns the REB
value idB , we impose a value that permits to the REUEs to achieve the
highest MCS1 in any case. Hence, idB has to satisfy two conditions:8<: 
f
i dB + idB  mdB
fi
ABS
dB  mdB
(3.6)
where fi
ABS
dB is the SINR measured during the ABS. In addition we
have that
 dB = 
m
dB   mdBABSfi
ABS
dB = 
f
i dB +  dB (3.7)
Hence, a value that satises both conditions in (3.6) is:
i =  =  dB (3.8)
As ABS muting ratio, three possible values, considered in the rst
3GPP evaluations [145], are assumed:
 1 ABS: the macro-cell schedule its trac load on 7=8 of frame
resources keeping blank2 one subframe.
 2 ABS: the macro-cell schedule its trac load on 6=8 of frame
resources keeping blank two subframe.
 1 ABS + 1 RPSF (called RPSF in the following): the macro-cell
schedule normally its trac load on 6=8 of frame resources keeping
blank one subframe and transmitting on the others with reduce
power.
It is important to stress that the proposed method can be easily ex-
tended to dierent values of the ABS muting ratio.
1The MCS is changed according to the SNR value [144].
2Only PDCCH is sent.
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3.2.2 Enhanced Inter-Cell Interference Evaluation
In this section, the dierent eICIC congurations are analysed and an
adaptive algorithm based on the current trac load distribution is pro-
posed. The performance of each conguration is evaluated for dierent
macro-cell load.
In particular, when M  6=8, the macro-cell has at least two idle
subframes, which can be used by any eICIC technique, without aecting
macro performance. On the other hand, 6=8 < M  7=8 represents an
interesting range of load. Indeed, the macro-cell can use the empty
subframe for the 1-ABS eICIC conguration, which allows a limited
improvement of femto-cells performance. Alternatively, the macro-cell
needs to give up a partially used subframe in order to exploit the 2-
ABS conguration. Finally, the RPSF may allow an ecient use of
the partially used subframe. When 7=8 < M  1, the macro-cell can
not reserve any idle subframe to support REUEs. For these reasons,
it is interesting to evaluate the dierent eICIC congurations for M =
f6=8; 7=8; 1g, when the mean load of each femto-cell varies.
The performance in terms of throughput can be derived for the case
of absence of eICIC (all the users in RE area are served by the macro
eNB) as
Tno eICIC =M +min
 
1 M;
NX
i=1
Fi
!
(3.9)
where the min(x; y) operation is used to describe the saturation of the
macro-cell.
For what concerns the 1-ABS and 2-ABS techniques, it is possible
to derive a lower bound of the performance. Indeed, the bandwidth
required by a REUE to the macro-cell is always greater than or equal
to the bandwidth required to the nearest femto-cell since  =  dB . By
considering equal bandwidth requests, that is a worst case analysis, the
performance of i-ABS conguration, with i = 1; 2, can be expressed as
Ti ABS = min

8  i
8
;M

+N min

i
8
; F

(3.10)
141
where the addends represent the throughput of the macro-cell and the
femto-cells, respectively, and F = 1N
PN
i=1 Fi is the mean trac load of
the femto-cells. It is straightforward to note that (3.10) describes the
performance for any i 2 [1; 8].
The performance analysis of RPSF is more complex, because it has
to take into account the detrimental eect of the simultaneous trans-
missions from macro and femto-cells. In particular, the transmission
power reduction of the macro-cell involves a SINR reduction for the
MUEs, with a possible increase of the required bandwidth. At the same
time, the low power transmission of the macro-cell entails the increase
of interference for the REUEs connected to the femto-cell, and hence a
reduction of the performance.
According to the aforementioned remarks, RPSF performance can
be written as
TRPSF =

min

M;
6
8

+ f1(M)

+
+N

min

1
8
; F

+ f2(F )

(3.11)
where f1(M) and f2(F ) represent the throughput of macro-cell and
femto-cells during the RPSF subframe, respectively. In particular, f1(M)
and f2(F ) should take into account the loss of throughput due to the
concurrent transmission of macro and femto-cell. Assuming the knowl-
edge of ,  dB and the SINR of every user in Range Extension area,
it is possible to quantify this loss at the expense of a high computa-
tional cost. Hence, for a given scenario, it is possible to identify the
convenience region of each technique, that is where a particular eICIC
conguration provides the best performance. Alternatively, an analyti-
cal model based on parameters derived by simulations can be obtained.
Taking into account a simple linear model, we have
f1(M) = 2AM
M   68
  M   88
+ 28

(3.12)
f2(F ) = 2AF
F   18
  F   38
+ 28

(3.13)
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where AM and AF represent the percentages of maximum loss for the
macro-cell and the femto-cell, respectively.
Eqs. (3.9), (3.10) and (3.11) can be used to choose the most suitable
conguration for a given M and F . In the next section, the three
considered congurations will be evaluated by means of simulations and
the adaptive algorithm will be presented.
3.2.3 Performance Analysis
A simulation campaign has been done in order to verify the behaviour
of dierent eICIC congurations (presented in Sec. 3.2.2) as a function
of the trac load. In particular, in Sec. 3.2.2 a theoretical approach is
provided that can be used when many information are known. Referring
to the scenario described in Sec. 3.2.1 a lot of simulations have been
done in three dierent load congurations: M < 6=8, 6=8 < M < 7=8
e 7=8 < M < 1. The provided results have been averaged on several
runs, each one with a random distribution of the femto-cells and the
users. The results are expressed in terms of throughput percentage gain
respect to no-eICIC case, as a function of the femto-cell mean load3
(Fi).
From the obtained results we can note that, until the system is in
saturation (i.e., M +
P
i Fi = 1), there is not any gain by introducing
eICIC and REB when the macro-cell load is low (Figs. 3-1 and 3-2).
The 2-ABS and RPSF congurations present better performance com-
pared to the 1-ABS case when the network saturation point is exceeded,
because with only one ABS the resources are not fruitfully exploited.
The behaviours of RPSF and 2-ABS are almost the same because the
network load is low and it is possible to allocate two ABS frame without
interfering with the macro-cell scheduling.
Figs. 3-3 and 3-4 show the performance of the network with a higher
macro-cell trac load, that is 6=8 < M < 7=8. From these gures it is
possible to state that for low femto-cell load the best congurations are
RPSF as well as 1-ABS. As the femto-load grows the 1-ABS solution is
3We have assumed an uniform distribution of the load among the femto-cells.
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Figure 3-1: Percentage throughput gain of dierent eICIC congura-
tions when the macro-cell load is M = 6=8   1=16, with 2 (continuous
lines) and 4 (dotted lines) femto-cells.
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Figure 3-2: Percentage throughput gain of dierent eICIC congura-
tions when the macro-cell load is M = 6=8   1=16, with 7 (continuous
lines) and 10 (dotted lines) femto-cells.
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Figure 3-3: Percentage throughput gain of dierent eICIC congura-
tions when the macro-cell load is M = 7=8   1=16, with 2 (continuous
lines) and 4 (dotted lines) femto-cells.
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Figure 3-4: Percentage throughput gain of dierent eICIC congura-
tions when the macro-cell load is M = 7=8   1=16, with 7 (continuous
lines) and 10 (dotted lines) femto-cells.
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Figure 3-6: Percentage throughput gain of dierent eICIC congura-
tions when the macro-cell load is M = 8=8   1=16, with 7 (continuous
lines) and 10 (dotted lines) femto-cells.
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Figure 3-7: Proposed adaptive interference management conguration
criterion.
no longer optimal, advantaging the RPSF technique. For higher femto-
cell trac values, and for N  3, the best solution becomes the 2-ABS
conguration, due to the throughput loss of the femto-cells during the
simultaneous transmission of RPSF.
Finally, Fig. 3-5 and Fig. 3-6 show the network performance when
the macro-cell is almost saturated, with 7=8 < M < 8=8. The results are
similar to those presented in Figs. 3-3 and 3-4, but it is possible to see
that the best eICIC conguration leads to a performance deterioration
for low femto-cell trac loads.
Fig. 3-7 sketches the proposed adaptive criterion based on the afore-
mentioned results. In particular, region 1 represents those trac load
values that do not require any CRE or eICIC technique, because the
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macro-cell is able to serve MUEs and REUEs guaranteeing zero outage,
since the total requests do not exceed the available resources. Within
region 2, eICIC would have a detrimental eect, hence macro-cell has to
serve all the REUEs even if some outage has to be tolerated. In region 3
the low macro-cell trac load allow the eective use of RPSF or 2-ABS
congurations. Regions 4 and 5 are characterized by high macro and
femto trac loads. Hence, RPSF and 2-ABS represent the best choice,
especially when the number of femto-cells is high. The two congura-
tions give similar performance, however it is always possible to identify
a femto-cell load value, x, which separates the region where RPSF has
better performance, that is region 5, from the region with highest load,
i.e., region 4, where 2-ABS technique is the best solution. The value of
x depends on the number of femto-cells N , and an approximated value
is reported in Table 3.1.
Table 3.1: Switching values of REUE load as a function of the number
of femto-cells.
Femto-cells number (N)  2 3-5 6-8 9-11  12
REUE load (x) N/A 7=32 6=32 5=32 4=32
3.3 Coordinated scheduling and beamform-
ing scheme for HetNet exploiting DOA
This section focuses on a LTA-Advanced HetNet where a small cell is
overlapped to a macro cell sharing the same spectrum resources. With-
out loss in generality, we consider UM and US users served by the macro
eNB (MeNB) and the small eNB (SeNB), respectively. Both systems
are modeled according to the 3GPP LTE-A standard [108], consider-
ing FDD (Frequency Division Duplexing) mode. In order to take into
account the worst interference condition, we suppose the two systems
operate with the same carrier frequency, f0, and bandwidth. We as-
sume that there is coordination among the cells, and hence it is possible
to exploit a CS/CB CoMP approach to manage the interference: the
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two cells can use simultaneously the same time-frequency resources by
adopting suitable beamforming techniques and jointly selecting the UEs
that can share the same resources with a limited reciprocal interference.
In particular, the allocation is performed on a Physical Resource Block
(PRB) basis. The PRB represents the smallest element that can be
allocated in a LTE-A system. A PRB is made up of twelve subcarriers
over seven consecutive OFDM symbols.
The CS/CB scheme proposed here is based on the knowledge of the
DoA of the UEs signals. Hence, we assume that both eNBs are equip-
ped with a linear array with L elements spaced of d = =2. Each eNB
can estimate the DoA of the signals received either by the small cell
UEs (SUEs) or the macro cell UEs (MUEs) (as pictured in Fig.3-8)
by using suitable techniques known in the literature as the MuSIC al-
gorithm [121]. The DoA estimates are exchanged via backhaul link
between the two eNBs to perform the proposed joint scheduling algo-
rithm. Then the DoA information is used to adapt the transmission by
using suitable beamforming schemes. In particular we consider two well
known beamforming techniques that are briey described below.
Conventional Beamforming
The Conventional Beamforming (CVB) technique [54] steers the trans-
mission beam in a target direction, . This allows the maximization of
the signal-to-noise ratio (SNR) on direction  but does not take into
account the interference generated in the other directions.
Let us to assume that the eNB transmits towards a UE whose DoA
represents the target direction, . The informative signal is precoded
through the weight vector w, whose element wl, l = 0;    ; L   1 mul-
tiplies the signal on the l-th antenna.
In particular the weights of the CVB are dened as
wCV B() =
1p
L
s() (3.14)
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Figure 3-8: MeNB and SeNB equipped with a linear array.
where s() indicates the steering vector on the  direction whose ele-
ment sl() = e
jl sin (with l = 0;    ; L   1) takes into account the
signal phase rotation due to the transmission from L dierent antenna
elements. These weights compensate the phase oset on each antenna,
so the signal can be summed coherently. On the target direction, the
beamforming gain is GCV B () = L. Conversely the CVB gain in the
direction  of an interfering user, can be expressed as:
ICV B (; ) =
wH()s()2 = 1
L

LX
l=1
ej(l 1)[sin sin]

2
:
Hence, CVB may cause a detrimental eect on a concurrent UE. The
interference amount depends on the received power and the dierence
among the two DoAs (i.e.,  and ).
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Zero-Forcing Beamforming
Zero-Forcing Beamforming (ZFB) exploits DoA information for nulling
the antenna pattern in a specied4 direction null trying to maximize
the gain in a target direction, . Considering the matrix A whose
column are the steering vectors on the target and the null directions,
i.e., A = [s(); s(null)], the beamforming weights can be calculated as
wH = sH()
 
AAH
 1
(3.15)
where (X) 1 indicates the pseudo-inverse matrix of X.
The ZFB gain in the target direction  when the null is placed in
the direction null can be expressed as
GZFB(; null) =
sH()  AAH s()2 : (3.16)
The interference generated towards the direction null can be assumed
to be equal to zero
IZFB(; null) = IZFB(null) = 0: (3.17)
In the target direction  the ZFB does not guarantee the maximiza-
tion of the SNR. Indeed, when  is too close to the null direction, the
gain oered on  may assume small values.
3.3.1 Problem Formulation
The objective of the CS/CB scheme we propose is to maximize the
joint exploitation of the available resources. In particular we want to
maximize the system throughput, but taking into account the fairness
among the two cells. In order to formulate the optimization problem
we dene the normalized capacity of the PRB p-th as
C(x)p = log2

1 + (x)p

(3.18)
4ZFB can place up to L   1 nulls. However, in this section we are interested in
only one null directions.
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where x can be S or M if referred to the SUE or the MUE, and where

(x)
p represents the SINR experienced by the SUE (MUE). In particular,
this is a function of several variables. To simplify the notation we refer
here to the 
(S)
p experienced by the SUE5, that is
(S)p

s;m; t(S)p ; t
(M)
p

=
P
(S)
s Gt(S)p


(S)
s ; 
(S)
m

N + P
(M)
s It(M)p

(M)m ; 
(M)
s
 (3.19)
where
 s = 1; :::; US and m = 1; :::; UM are the SUE and the MUE served
on the same PRB
 P (S)s and P (M)s are the power of the signal received by the user s
from the SeNB and the MeNB, respectively
 N is the power of the thermal noise, assumed equal for all the UEs
 (S)s , represents the DoA of the user s respect to and served by
the SeNB, as pictured in Fig. 3-8. 
(M)
m is dened accordingly
 (S)m represents the DoA of the user m (served by the MeNB)
respect to the SeNB, as pictured in Fig. 3-8. 
(M)
s is dened
accordingly
 G
p;t
(S)
p
represents the useful beamforming gain produced by the
SeNB towards its desired UE, and, is a function of the selected
beamforming technique t
(S)
p that can be CVB or ZFB, as well as
the DoAs of the SUE and the MUE, 
(S)
s and 
(S)
m
 I
p;t
(M)
p
represents the interfering beamforming gain produced by
the MeNB in the direction of the concurrent SUE, in general, is a
function of the DoAs of the SUE and the MUE, 
(M)
m and 
(M)
s ,
as well as the selected beamforming technique t
(M)
p that can be
CVB or ZFB.
5The same expression can be easily derived for the MUE.
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The goal of the optimization function is to maximize the joint ca-
pacity taking into account the fairness among MUEs and SUEs. For
this reason we resort to proportional fairness between the SUE and the
MUE that communicate on the same PRB. This is equivalent to maxi-
mize the product of the capacities (here called composite throughput) of
SUE and MUE (i.e., C
(S)
p C(M)p ) [146]. In doing that we assume that a
rst phase of resource amount calculation has been already performed
for each user and it is denoted by a(M) for the MUEs and a(S) for the
SUEs (i.e., a
(S)
i represents the number of PRBs to be assigned to the
i-th SUE).
The optimization problem can be stated as follows,
max

(S);
(M);
t(S);t(M)
(
PX
p=1
USX
s=1
UMX
m=1

(S)p;s

(M)
p;m
 log2

1 + (S)p (s;m; t
(S)
p ; t
(M)
p )

 log2

1 + (M)p (m; s; t
(M)
p ; t
(S)
p )
)
(3.20)
s:t: :
XUM
m=1

(M)p;m  1 p = 1;    ; P (3.21)XUS
s=1

(S)p;s  1 p = 1;    ; P (3.22)XP
p=1

(M)p;m = a
(M)
m m = 1;    ; UM (3.23)XP
p=1

(S)p;s = a
(S)
s s = 1;    ; US (3.24)
where 
(M) and 
(S) are the scheduling matrices. The generic element
of 
(S), 

(S)
p;s , is equal to one if the p-th PRB is allocated to the s-
th user, zero otherwise. The elements of 
(M) are dened similarly.
The constraints expressed in (3.33)-(3.36), guarantee that each PRB is
exclusively allocated to only one MUE and one SUE, and that each UE
receives the required number of PRBs.
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3.3.2 Proposed Scheme
The optimization problem formulated in the previous section is too com-
plex to be solved, hence it is needed to resort to sub-optimal solutions.
In particular, we propose to separate in two steps the solution of the
Coordinated Beamforming (CB) and the Coordinated Scheduling (CS)
problems. First, the best CB technique is analysed for a random pair
of concurrent users. Then, according to the rst step conclusions, a
suitable UEs coupling algorithm is proposed.
Coordinated Beamforming selection
As stated before we consider two beamforming techniques that can be
used either by the SeNB or the MeNB. Hence, we have four possible
Coordinated Beamforming schemes:
(1) both SeNB and MeNB use CVB
(2) both SeNB and MeNB use ZFB
(3) SeNB uses CVB and MeNB uses ZFB
(4) MeNB uses CVB and SeNB uses ZFB.
For a given user pair (a SUE and a MUE) that share the same
PRB, the optimum CB scheme is the one that maximizes the composite
throughput. It requires the knowledge of all the parameters expressed
in (3.19), and, hence, each eNB must have an estimate of the amount
of interference that it produces on the user of the other cell. In or-
der to reduce the computational complexity we propose a sub-optimal
method based on the dierence between the DoAs of the users. The
beamforming technique selection is performed separately at the SeNB
and the MeNB side. The method is based on the observation that the
ZFB is able to guarantee almost zero interference on the concurrent
UE direction and almost maximum gain in the target UE direction, if
the dierence among the two DoAs is suciently high, as pictured in
Fig.3-9a. The gure represents the ZFB gain for two values of null as
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a function of the target direction . We can observe that, if the angle
separation between null and  is higher than a certain critical value,
C , ZFB is the best choice. We dene the critical angle as the angu-
lar dierence between the null and the rst maximum gain, as shown in
Fig.3-9a. The C value varies depending on the null position as pictured
in Fig.3-9b. Thus, starting from a sampling of that curves each TP can
separately determine the critical angle for each pair of users selected by
the CS. We denote with 
(M)
s;m and 
(S)
s;m the angular distance between
the small cell user s and the macro cell user m, respect to MeNB and
SeNB, respectively.
We propose to map the four cases before in four angle conditions:
 (CB1): (M)s;m  C and (S)s;m  C
 (CB2): (M)s;m  C and (S)s;m < C
 (CB3): (M)s;m < C and (S)s;m  C
 (CB4): (M)s;m < C and (S)s;m < C .
We have omitted the dependence of C on the value null for simplicity.
This proposed sub-optimum CB selection achieves performance near to
the optimum, as shown in Sec.2.4.2.
Coordinated Scheduling
This section describes the CS algorithm proposed here. The basic idea
is similar to the one assumed for the CB scheme: using ZFB allows to
maximize the spectral eciency because it permits to lower the inter-
ference and at the same time to achieve a gain near to the maximum
if there is sucient separation among the UEs. Hence, the selection of
the concurrent MUE and SUE, is made with the aim of maximizing the
number of pairs that satisfy the condition (CB1 ) dened in the previous
section. In means that the purpose of the proposed iterative scheduling
algorithm is to maximize the number UEs pairs for which ZFB can be
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used at both sides (SeNB and MeNB). The following procedure is re-
peated iteratively for each PRB taking into account only the UEs that
have not jet received the total amount of requested PRBs (a
(S)
s or a
(M)
m ).
Let us consider the iteration p-th and UpS  US SUEs and UpM  UM
MUEs that need to receive additional resources. SeNB and MeNB cal-
culate for each possible user pair the reciprocal angular distance 
(S)
s;m,

(M)
s;m . Then each eNB calculates its matrix, 
(S=M), with dimension
(UpS  UpM ) and whose element (i; j) is 1 if (S=M)i;j  C , 0 otherwise.
The CS algorithm operates a logical \and" between the two matri-
ces (S=M) obtaining a matrix Zp. The elements that are equal to 1
in Zp correspond to the UEs pairs that satisfy the condition (CB1 ).
Hence, the algorithm rst selects the UE (among all the SUEs with
s = 1;    ; UpS and all the MUEs with m =    ; UpM ) that has smallest6
number of possibilities to satisfy the condition (CB1 ), that is
min
8<:minm
8<:
UpSX
s=1
Zs;m
9=; ;mins
8<:
UpMX
m=1
Zs;m
9=;
9=; (3.25)
Without loss of generality, we can assume that the selected UE is
served by the macro cell ( m), the correspondent SUE forming the new
pair is selected among the SUEs listed in the m column of Zp. It is the
one that has the smallest number of possibilities to satisfy the condition
CB1 that is
min
s=1; ;UpS
8<:
UpMX
m=1
Zs;m
9=; (3.26)
s:t: : Zs; m 6= 0 (3.27)
The same procedure holds if the rst selected user belongs to the
small cell. The complexity grows linearly with the product between US
and UM , since it is necessary to compute every angular distance between
the users of the macro and the small cell. The selection algorithm has
6Excluding zero entries.
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a nite number of steps, whose complexity depends on the sum of US
and UM .
3.3.3 Numerical Results
This section presents some numerical results in order to assess the eec-
tiveness of the proposed CS/CB scheme. As a rst step we want to val-
idate the CB selection criterion proposed in Sec. 3.3.2. Fig. 3-10, 3-11
and 3-12 shows the mean user throughput as a function of the total
number of users in the system. In particular, Fig. 3-10 shows the per-
formance of dierent CB methods when the UEs pairs are randomly
chosen (referred as random allocation - RandAll). The sub-optimal CB
method (SOM) is compared with the optimum method (OM) and with a
benchmark transmission that uses ZFB for any pair of MUE-SUE. The
SOM reaches midway performance between OM and ZFB. In particular,
it is possible to see that the SOM represents a good approximation of
the OM.
The performance of the proposed CS/CB scheme (SmAll-SOM) is
shown in Fig. 3-11. The CB selection (SOM) is integrated with the
proposed CS method based on a smart allocation (SmAll) of the PRBs
to the users pairs. From this gure we can notice the throughput gain
that is achieved in comparison with a random selection of the UEs pairs.
While in Fig. 3-12 it is possible to see that the CB SOM and the CB OM
reach roughly the same performance when the SmAll CS is used. This
allows to reduce the complexity of the algorithm maintaining unchanged
the high values of throughput.
Finally, the SmAll functioning is shown in Fig. 3-13 where the per-
centage of user pairs belonging to the dierent CB cases is depicted for
the RandAll and the SmAll scheduling. While the RandAll distributes
almost uniformly the UEs pairs, the proposed scheme maximizes the
CB1 case, reducing the others drastically. This allows the improvement
shown in Figs. 3-11, 3-11 and 3-12.
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3.4 Optimized JT-CoMP transmission for
HetNet using eICIC
This section focuses on an Orthogonal Frequency Division Multiple Ac-
cess (OFDMA) two layer network where a macrocell is overlapped by
a small cell layer in a co-channel deployment scenario. We focus on
a dense deployment scenario where many small cell nodes are densely
deployed to support huge trac over a relatively wide area [147].
The number of small cells, S, and the number of UEs, U are chosen
following a Spatial Poisson Point Process (SPPP) that is extensively
used for modeling heterogeneous networks [148{150]. We neglect the
inter-macrocell interference assuming that it is mitigated through suit-
able frequency allocation schemes, hence the total number of cells is
C = S + 1. UEs and small cells are randomly placed in the macrocell
area following an uniform distribution. In particular we indicate
 the set of UEs as  = f1;    ; Ug;
 the set of Resource Blocks (RBs) available in each frame period
(that is assumed equal to 10 ms) as  = f1;    ;Kg;
 the set of communication data rates requested by the UEs as 	 =
fRreq1 ;    ; RreqU g;
 the set of cells as 
 = f1;    ; Cg.
eICIC parameters
As stated before eICIC performance depends on the REB and the mut-
ing ratio values. However, the choice of these parameters strongly de-
pends on the particular scenario, and a general optimum selection cri-
terion cannot be dened. In addition, while the ABS muting pattern is
xed by the macrocell, the REB value could be dened independently by
each small cell leading to possible ineciencies. However, a dynamic use
of the CoMP on top of a basic eICIC approach can limit the problems
related to a no-optimal choice of the eICIC parameters.
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We refer to [151] for the choice of the REB value of cell, c, assuming
the Equal Path Loss (EPL) method, that has been demonstrated to be
cdB = 10log10
GMP
T
M
GcPTc
(3.28)
where PTc and P
T
M are the transmitting powers of the c-th small cell and
the macrocell, respectively, and Gc and GM represent the transmitting
antenna gains, at the c-th SBS and at the MBS, respectively.
The muting ratio is chosen in order to minimize the mean UEs ser-
vice outage. In particular, as shown in Sec. 3.4.2 we have resorted to
computer simulations in order to optimize this value. It will be shown
that for a dense small cell networks the optimal muting ratio does not
vary substantially when the number of small cells and UEs vary. In
addition, setting a suboptimal value does not aect signicantly the
performance.
SINR distribution
Each UE measures the DL SINR value received by dierent cells, then
feedbacks these measures to its serving cell periodically (once a frame).
The UE can be served in an ABS or in a noABS subframe, depending if
the UE is in CRE area or not. In the ABSs the macrocell transmits only
signaling, hence it transmits with a reduced power level. The proposed
system takes into account that a UE, u, could be served simultaneously
by more than one TP (either small or macro cells). In order to express
the average SINR of the UE served with JT-CoMP we introduce two
three-dimensional matrices,MABS andMnoABS , whose dimensions are
(UCX) and (UC(K X)), respectively and where X represents
the number of RBs in the ABS part of the frame. For both matrices
the element (u; c; k)-th (i.e, mABSu;c;k and m
noABS
u;c;k ) is equal to 1 if the k-th
RB is allocated by the c-th cell to the u-th user, 0 otherwise. Hence,
the resulting average SINR of the u-th UE measured on the k-th RB in
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an ABS or noABS subframe can be written as
 ABSu;k =
PC
c=1m
ABS
u;c;kP
R
cPC
c=1
PU
p=1
p6=u
mABSp;c;kP
R
c + P
R
CD +N
(3.29)
 noABSu;k =
PC
c=1m
noABS
u;c;k P
R
cPC
c=1
PU
p=1
p 6=u
mnoABSp;c;k P
R
c +N
(3.30)
where:
 PRc represents the received power7 per RBs of the c-th cell;
 D is the macrocell power level reduction in ABS subframes;
 N is the AWGN noise power;
 without loss in generality we assume that cell-index c = C = S+1
represents the macrocell.
User data rate
The communication data rate of the UEs depends on the amount of
allocated RBs and the experienced SINR. The u-th UE that is served
on the z = ABS or z = noABS frame portion has a resulting data rate
equal to
Rzu =
QX
k=1
g
 
CX
c=1
mzu;c;k
!
NS log2
 
1 +  zu;k

(3.31)
where NS represents the number of data subcarriers per RB, g(x) is a
function dened as: g(x) = 1 if x > 0, g(x) = 0 otherwise and Q = X
if z = ABS or Q = (K  X) if z = noABS.
Benchmark solutions
The performance of the proposed system described in the next section
will be compared with several benchmark solutions. First of all we
7This value takes into account also the transmitting and receiving antenna gains
and the pathloss.
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propose an heuristic to solve the optimization problem with an aord-
able computational complexity, hence, we compare the results of the
proposed method with those of the numerical solution to validate the
goodness of the heuristic.
Then the standard eICIC solution will be considered for comparison.
Finally, we will refer to the joint use of CoMP and eICIC proposed
in [141]. Indeed, similarly to this work the authors in [141] proposed a
dynamic JT-CoMP to be used on top of a semi-static eICIC approach,
limiting the use of CoMP to a set of small cell UEs (SUEs) in order
to maintain aordable the signaling overhead. The goal is to increase
the average UEs throughput and the cell-edge UEs throughput. In
particular the work presented in [141] xes a REB value and then divides
the CRE area in two xed rings. All the SUEs in the CRE area are
scheduled in the ABSs, but only the SUEs in the most external CRE
ring are served with JT-CoMP. The TPs can be two small cells or a
small cell and the macro cell that transmits with reduced power in the
ABS. We name this method as eICIC with 2nd ring JT (eICIC+2ndJT).
3.4.1 Proposed System
This section proposes a coordinated scheduling policy that wants to op-
timize the use of CoMP on top of a basic eICIC. Hence, in the initial
phase each UE selects the serving cell as in a basic eICIC approach
considering the REB to ooad UEs from the MBS. Then, the problem
is to determine dynamically which UEs must be served with JT-CoMP
and which cells must act as TPs with the goal to minimize the ser-
vice outage. The problem takes into account the UEs and the small
cells positions, the UEs data rate requests and the cells total load. In
addition, the proposed solution aims to limit the signaling overhead in-
troduced by CoMP and to distribute the overhead signaling load on
dierent backhaul links. Hence, JT is performed only for a set of UEs
that is adaptively chosen, and all the cells can participate in JT, thus
limiting to concentrate the complexity and the signaling overhead on
the macrocell as in previous proposed solutions [140,141].
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Optimal problem formulation
After the initial basic eICIC conguration, the objective is to minimize
the mean serving outage, intended as the inability to satisfy the UEs
data requests, selecting the most appropriate JT combinations among
UEs and cells. The problem can be formulated as
min
MABS
MnoABS
1
U
UX
u=1
Rrequ  (RABSu +RnoABSu )
 g (RABSu +RnoABSu ) (3.32)
s:t: :mzu;c mzu;s = 0 c 2 
;u 2  (3.33)
UX
u=1
X
k=1
mABSu;c;k  X c 2 
 (3.34)
UX
u=1
K XX
k=1
mnoABSu;c;k  (K  X) c 2 
 (3.35)
SX
c=1
K XX
k=1
mnoABSu;c;k 
SX
c=1
X
k=1
mABSu;c;k = 0 u 2  (3.36)
Rzu  Rrequ +NS log2(1 +  zu) u 2  (3.37)
where in (3.33) z = ABS or z = noABS depending on the belonging
area of the UE; mzu;c is a vector of length X if z = ABS or (K   X)
if z = noABS obtained by matrix Mz by xing the user and the cell
indices; 0 is a zero vector, with dimension dened accordingly. The
constraints impose that:
 in (3.33) - the RBs allocated to the u-th UE are the same for all
the serving cells (TPs);
 in (3.34) and (3.35) - each cell cannot allocate more that the avail-
able RBs in the frame;
 in (3.36) - a UE cannot be served either in the ABS or in the
noABS frame portion;
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 in (3.37) - the maximum data rate that can be assigned to a UE.
Sub-optimal problem
The optimal problem has a prohibitive complexity to be solved, hence,
we have rst dened a sub-optimal problem formulation and then we
have resorted to a suitable heuristic with aordable computational com-
plexity, to derive numerical results.
Sub-optimal problem formulation: We can reduce the optimal
problem complexity by assuming a detrimental condition on the interfer-
ence: each RB is used by all the cells (except for the RBs in the ABS that
are not used by the macrocell) and as a consequence the SINR value in
(3.29)-(3.30) becomes independent on the specic RB (i.e.,  zu;k =  
z
u
8k 2 ). This permits to substitute the three-dimensional matrices,
MABS and MnoABS , with two new two-dimensional matrices, MABS
and MnoABS , whose dimensions are (U  C) and whose element mzu;c
is equal to the number of RBs that the c-th cell has assigned to the
u-th user, in the ABS (z = ABS) or in the noABS (z = noABS) frame
portion. Hence the UE, u, communicates on a number of RBs equal to
Nu;zRB =
( PC
c=1 m
z
u;cPC
c=1 g( mu;c)
if
PC
c=1 m
z
u;c 6= 0
0 otherwise
: (3.38)
and (3.31) becomes
Rzu = N
u;z
RBNS log2 (1 +  
z
u) (3.39)
Finally the utility function can be rewritten as
min
MABS
MnoABS
1
U
UX
u=1
Rrequ  (RABSu +RnoABSu )
 g (RABSu +RnoABSu ) (3.40)
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s:t: : mzu;c = m
z
u;s c; s 2 
;u 2  (3.41)
UX
u=1
mABSu;c  X c 2 
 (3.42)
UX
u=1
mnoABSu;c  (K  X) c 2 
 (3.43)
SX
c=1
mnoABSu;c 
SX
c=1
mABSu;c = 0 u 2  (3.44)
Rzu  Rrequ +NS log2(1 +  zu) u 2  (3.45)
In Section 3.4.2 it will be shown that, dierently from (3.32), this
worst interference condition problem can be solved numerically, but
only for a limited number of variables. Hence, neither this numerical
solution can be used for actual scenarios, especially in the context of
a dense small cell deployment as considered in this section. For this
reason in what follows we propose an heuristic to solve the problem in
an actual scenario, while the numerical solution will be used only to
validate the heuristic accuracy in a scaled scenario.
Proposed heuristic: As already stated the proposed system con-
siders an initial phase based on a classical eICIC approach, then the
heuristic procedure is used. It is applied independently either for the
UEs in the CRE area or not. The only dierence is that in ABS sub-
frames only the small cells can cooperate, while in the noABS subframes
also the macrocell can participate to JT-CoMP. Hence, we generalize
the following expressions using z as index (i.e., z = ABS or noABS
depending on the considered area).
The procedure is recursive, hence we add a iteration index, i, to the
SINR values,  zu(i).
At the begin each BS determines the amount of RBs requested by
its UEs in each frame portion (i.e., ABS or noABS) taking into account
their received SINR values  zu(0) when a single cell transmission is ac-
tive. Assuming that initially the serving cell s-th has Uzs (0) UEs in the
frame portion z, the total outage in this area expressed in terms of RBs
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is
Ozs(0) =
Uzs (0)X
u=1
Rrequ
NS log2(1 +  
z
u(0))
 Q (3.46)
where Q = X if z = ABS or Q = K  X if z = noABS.
If Ozs(0) > 0 the cell is not able to satisfy the data requests of all
its UEs in area z, hence it looks for possible cooperating neighbor cells
in a recursive manner. The goal is to increase the SINR of the UEs in
order to reduce the amount of requested RBs and, hence to reduce the
congestion. However, we want to limit the signaling overhead due to JTs
and the risk to overload the neighbor cells. Dierently form [141] JT-
CoMP is not performed on a predetermined group of UEs in the CRE
area, but it is limited to the UEs that achieve the highest gain from JT-
CoMP. It means that, for each UE, u, the procedure selects the neighbor
cell, c1u with c
1
u 2 
 and c1u 6= s, that is received with the highest SINR
(without considering REB) and is not already overloaded (i.e, it has free
resources to be allocated). Then the new SINR value,  zu(1), for user
u-th is calculated taking into account the joint transmission from cells
s and c1u. For that UE, the CoMP gain expressed in terms of RBs that
could be saved is
Gzu(1) =
Rrequ
NS log2(1 +  
z
u(0))
  R
req
u
NS log2(1 +  
z
u(1))
: (3.47)
Finally, the UEs are listed in descending order depending on their
JT-CoMP gain, Gzu(1)  Gzu+1(1), and the rst P zs (1) UEs are eec-
tively selected for CoMP transmission from cells s and c1u.
P zs (1) is a value in the range [0;    ; Uzs (0)] that satises the condi-
tion
 PP zs (1)p=1 Gzp(1)  Ozs(0) and PP zs (1) 1p=1 Gzp(1) < Ozs(0)
or in alternative the most relaxed condition
 PP zs (1)p=1 Gzp(1) >PP zs (1) 1p=1 Gzp(1).
First condition assures that the number of UEs that use JT-CoMP,
P zs (1), is increased up to the cell s-th is not more congested. If it is not
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possible, the second more relaxed condition is considered. It permits to
limit the number of UEs that use CoMP to those that achieve an actual
benet in terms of requested resources. However, if only condition two
is satised, the cell still remain congested. Hence, the algorithm is
repeated by adding another neighbor cell as TP in the next iteration.
Generalizing the procedure we have that at the end of iteration (i 
1)-th the outage of cell s is
Ozs(i  1) =
Uzs (i 1)X
u=1
Rrequ
NS log2(1 +  
z
u(i  1))
 Q (3.48)
If Ozs(i   1) > 0, for each UE an additional possible serving cell is
selected as the i-th strongest received cell with free resources, ciu, and
the CoMP gain is calculated as
Gzu(i) =
Rrequ
NR log2(1 +  
z
u(i  1))
  R
req
u
NR log2(1 +  
z
u(i))
(3.49)
The UEs are ordered following a decreasing gain and, nally P zs (i) UEs
are eectively selected to be served also by the additional cell ciu.
P zs (i) can assume values in the range [0;    ; Uzs (i   1)], and must
satisfy the condition
 PP zs (i)p=1 Gzp(i)  Ozs(i  1) and PP zs (i) 1p=1 Gzp(i) < Ozs(i  1)
or in alternative the most relaxed condition
 PP zs (i)p=1 Gzp(i) >PP zs (i) 1p=1 Gzp(i)
The procedure stops when all the cells are able to satisfy all the UEs
requests or when additional CoMP operations do not add any benet
that is
CX
c=1
Ozc (i) =
CX
c=1
Ozc (i  1) (3.50)
It is important to stress that in the recursive procedure the ooaded
small cells do not participate in new CoMP clusters to help other con-
gested small cells in order to avoid further congestions. The neighbor
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Table 3.2: Simulation parameters
Parameter Value
macrocell area 3 km2
Mean n. of small cells [20-30]
Mean n. of UEs [200-300]
RBs per frame 520
MBS TX power 30dB
SBS TX power 20dB
MBS antenna gain 11dBi
MBS antenna gain 0dBi
ABS power reduction 13dB
UEs data rates
35% VoIP 16Kb/s;
25% Gaming 17,5Kb/s;
15% Image 160Kb/s;
25%HD video 460Kb/s;
cells that can be selected as additional TPs at the new iteration are
those that have free resources and have not been congested in previous
iterations. More UEs can select the same cell as additional TP on a
given iteration and it could result in the congestion of the helping cell.
However, in general with few iterations the network congestion is solved,
because at each iteration the trac load is spread on a higher number
of cells increasing the chances to solve all the congestion problems. We
have veried that in average the algorithm stops after 2-3 iterations.
3.4.2 Numerical Results
This section presents the numerical results derived to validate the pro-
posed method. Our focus is on a dense small cell deployment scenario
and the parameters used to derive the results are summarized in Ta-
ble 3.2.
The simulation results have been obtained by averaging several real-
izations of the scenario, to have results not dependent on one particular
distribution of the UEs and the small cells.
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Figure 3-14: Mean UE serving outage, as a function of the muting ratio,
for a mean number of small cells equal to 20.
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Figure 3-15: Mean UE serving outage, as a function of the muting ratio,
for a mean number of small cells equal to 30.
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Figure 3-16: Mean serving outage of the proposed heuristic for a mean
number of UEs equal to 250.
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Firstly we have to optimize the ABS pattern. Figs. 3-14 and 3-15
shows the mean UE service outage, normalized to the data service re-
quests, for dierent values of the muting ratio assuming a frame com-
posed of 8 subframes. In particular Figs. 3-14 and 3-15 show the results
for a variable mean number of UEs, assuming 20 and 30 small cells in
the area, respectively. These gures point out the existence of an op-
timum value of the muting ratio, however, we can note that this value
slightly changes with the UEs or small cells number. In addition a near-
zero slope around the minimum is evident, suggesting that a not perfect
optimization does not aect notably the performance of the method. In
what follows the muting ratio is xed at 4=8.
Before to show the results in an actual scenario, we want to prove
the goodness of the proposed heuristic. Hence the simulation results
obtained for the proposed heuristic are compared with those obtained
by solving numerically the analytical problem as dened in (3.40) by
using an open source optimization software [152]. However, due to the
high complexity of the numerical solution, only for these results, we have
limited the problem dimension considering only a sector of 90 deg of the
macrocell area. Table 3.3 shows the accuracy of our method expressed
as the dierence between of the total serving outage derived by the
numerical solution and by the proposed heuristic computer simulations,
normalized to the total requested data rate, for dierent mean number
of UEs. We can note that the dierence slightly increases with the
number of UEs but still remain very limited, thus showing the good
approximation of the proposed heuristic.
Table 3.3: Dierence between the numerical solution and the proposed
heuristic.
Users 10 20 30 40 50
Service outage
0.0028 1.5092 1.8809 2.1415 2.2524
gap in ABS (%)
Service outage
0.0017 0.6514 1.0374 1.3703 1.5493
gap in noABS (%)
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Then, the proposed heuristic (named eICIC ad-hocJT) has been
evaluated in terms of the mean service outage normalized to the UEs
data rate requests, as a function of the mean number of UEs and the
small cells in the whole macrocell area (Figs. 3-16 and 3-17). The
performance has been compared with that of a basic eICIC approach
(eICIC) and with that of the method proposed in [141] and named here
eICIC+2ndJT. In particular the results are provided separately for the
UEs served in the ABS or noABS8 frame portions. For the method
eICIC+2ndJT we derive only the total average outage of the UEs in the
CRE area because the paper [141] does not consider the UEs in the cell
centre, that are served as in a basic eICIC approach.
We can see that the proposed method outperforms the benchmark
solutions providing a signicant reduction of the service outage. As
expected, the serving outage increases with the number of UEs. Con-
versely, by increasing the number of small cells, the network is able to
provide a higher throughput, hence there is a reduction of the total
serving outage. The only exception is represented by the UEs in noABS
area served with basic eICIC that do not benet of a higher number of
small cells, but on the contrary suer for a higher interference. This
problem is solved in our method because interference is constructively
exploited with CoMP.
Another interesting comparison is in terms of consumed energy. The
curves presented in Fig. 3-18 are referred to the UEs in the CRE area in
order to have a comparison with the eICIC+2ndJT approach. We can
see that despite the signicant reduction of the service outage shown be-
fore, our method has a comparable energy consumption. In particular
it permits to lower the consumption of energy respect to eICIC+2ndJT
if the number of UEs in the area is not too high. Indeed, the pro-
posed method optimizes the CoMP operations to those more ecient
and needed. When the number of UEs increases our method has a
higher energy consumption because more JT operations are activated.
Obviously the basic eICIC method in which CoMP transmissions are
8Macrocell UEs are computed in the noABS portion.
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not performed permits to save energy but at the cost of a signicant
higher serving outage.
Finally, the proposed method permits to distribute the CoMP op-
erations among all the cells in the area, avoiding to concentrate the
signaling overhead on few cells, and in particular of the macrocell. This
results in a reduced capacity requested to the backhaul links, that can
be roughly assumed proportional to the number of JT transmissions in
which a cell is involved. Fig. 3-19 shows the mean number of JT links
(i.e., number of JT-CoMP transmissions) per cell and the value of the
maximum number of JT links activated by a single cell. As before we
refer to the CoMP operations in the CRE area to compare our results
with the benchmark solution. We can note that even if the mean num-
ber of JTs for cells in the two methods is almost the same, the maximum
value of our proposed method is signicantly lower, because the load is
more fairly distributed, while in the eICIC+2ndJT approach there is a
bias towards the macrocell.
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Chapter 4
Conclusion
This thesis addressed the problem of interference in next-generation
wireless telecommunication systems. Many solutions, increasingly eec-
tive, are proposed in several standards in order to limit the interference
and the fading eects. Most of these proposals consider homogeneous
networks scenarios, often with structured deployment. Despite this, the
heterogeneous scenarios can be an eective solution to meet the grow-
ing data-rate demand and the diculty of oering coverage in specic
situations.
The Chapter 1 introduced the problem of interference, then de-
scribed the main techniques used in 4G and 5G systems. Then, the het-
erogeneous scenarios were introduced as an eective solution for next-
generation wireless networks. Here, new interference issues arise. In
fact, heterogeneous networks require specic interference management,
not addressed in the standards. In this context, the multi-antenna tech-
niques play a crucial role: the main characteristics and their contribu-
tion in the management of interference were described. Particular atten-
tion was focused on beamforming, able to steer the transmitted power
by digitally changing the pattern through a suitable pre-processing.
The new cells deployment within the access network can be per-
formed by users or by the operator. In the rst case, the introduced
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small-cell will not have access to the signaling exchanged by the macro-
cellular systems and therefore there will be not any coordination with
them. In this context, the only solution is a cognitive approach, where
the computational load of the dierent solutions lies on the secondary
systems. Chapter 2 dealt with the cognitive approach. Through the use
of antenna systems compatible with the small size of a small-cell, the
beamforming and other techniques based on arrays of antennas allowed
to perform eective interference reduction routine. In particular, the
main problems were highlighted and subsequently some solutions were
proposed to solve them.
In contrast, the coordinated approach addresses the interference is-
sue from the opposite point of view. The new cells, placed in the
scenario, have access to a set of control information exchanged with
macrocells. In this way, the performance can be greatly improve and
the computational load was shifted to the primary systems or even to
the core network. Chapter 3 dealt with the coordinated approach. It
described the principles and proposed dierent solutions for the dierent
degrees of coordination discussed in literature.
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