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Abstract—In this paper, we consider the problem of channel
estimation in multiple-input multiple-output (MIMO) amplify-
and-forward (AF) relaying systems operating over time varying
channels. Only data at the receiving end are assumed available
for the estimation. By employing a first-order autoregressive
(AR) model for characterizing the time-varying nature of the
channels to be estimated, we derive an expectation-maximization
(EM) Kalman filter (KF) that utilizes the received signal at the
destination to track the individual channel links. The extended
KF algorithm is also derived and compared to the proposed
EM-based KF. Our simulation results show that the proposed
EM-based KF offers better estimation performance with less
complexity when compared to the EKF algorithm.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) wireless communi-
cations and relaying technology have recently become the fo-
cus of extensive research studies. The deployment of relaying
nodes in wireless networks has been identified as a promising
technique that can offer a number of significant performance
benefits, including broader coverage, higher transmission rates,
and increased reliability [1]. Moreover, when the source and
destination are equipped with multiple antennas, the system’s
performance can be further enhanced by exploiting the spatial
dimension [2].
Several authors have studied and analyzed the performance
of relaying systems in terms of their outage probability and
end-to-end signal-to-noise ratio (SNR) [3]. Moreover, several
designs for the optimal relay amplifying factor have been
proposed for maximizing the received SNR or some other
performance measure, such as the channel capacity [4]. The
aforementioned techniques, as well as most existing relaying
schemes, require accurate channel state information (CSI) at
the receiver, and sometimes, at the relays as well.
Despite the importance of this prerequisite, channel esti-
mation is often ignored by either assuming perfect CSI or
by considering only the estimation of the compound (from
source to destination) channel [5]. While CSI of the compound
channel guarantees feasible data detection at the destination,
the knowledge of the individual channel responses can be
utilized to further improve the overall system performance.
Under the assumption that the channels are fixed during a long
enough time interval, the individual channels can be estimated
by using the algorithms proposed in [6], [7]. However, in
practice, the channels may vary with time due to the mobility
of the receiver and/or the relaying nodes. In these cases, the
implementation of estimation algorithms that can track the
channel variations becomes essential.
Motivated by this observation, we hereafter consider the
problem of channel estimation in MIMO AF relaying sys-
tems with time varying channels. While the authors in [8]
propose a Kalman filter (KF) based algorithm for estimating
only the compound channel at the destination, we take one
step further and construct the problem of channel estimation
such that all channel parameters involved in the transmission
are estimated by using measurements only at the destina-
tion. In particular, we derive an expectation-maximization
(EM) method for tracking the individual channel responses.
By employing a first order-autoregressive (AR) model for
characterizing the time-varying nature of the channels to be
estimated, the proposed algorithm boils down to an EM-based
KF that utilizes the received signal at the destination to track
the individual channel links. Moreover, an alternative channel
tracking technique based on the extended KF algorithm [9] is
derived and compared to the proposed EM-based KF.
Notation. We use bold upper-case letters to denote matrices
and bold lower-case letters to denote vectors. The transpose,
Hermitian, and inverse of a matrix A are denoted by AT ,
A∗, and A−1, respectively; IN is the identity matrix of size
N . With vec(A), we denote the vectorization of a matrix A;
Tr(A) is the trace of the matrix A, blkdiag{·} stands for a
block-diagonal matrix, while E{·} denotes expectation.
II. SYSTEM AND SIGNAL MODEL
We consider the downlink relay channel from a fixed source
(S) to a mobile destination node (D) via R intermediate
relaying nodes. The source and the destination are equipped
with N and M antennas, respectively, whereas the relaying
nodes are equipped with one antenna each. Let us denote
the complex channel matrix from source to relays during the
kth transmission block as H1,k ∈ CR×N , and from relays to
destination as H2,k ∈ CM×R. We assume that the channels
remain fixed within one block of length L but can change
between different blocks. Moreover, it is assumed that there
is no direct path between S and D due to the surrounding
environment (e.g in an urban environment).
Based on the above assumptions, the kth received block at
the destination can be written as
Yk = H2,kGkH1,kXk +H2,kGkWR,k +WD,k, (1)
where Xk ∈ CN×L is the matrix of transmitted signals,
Gk ∈ CR×R is the relay amplification matrix, while wR,k ∼
CN (0, σ2rIR) and wD,k ∼ CN (0, σ2dIM ) are the independent
white complex Gaussian noise contributions at the relays and
the destination, respectively. If we assume that the relays
operate in a distributed manner, then Gk ∈ CR×R is diagonal,
and its diagonal elements contain the complex amplifying
factors, {gi,k}Ri=1, for each relaying node. We can now rewrite
(1) as
Yk = HkXk +Wk, (2)
whereHk = H2,kGkH1,k andWk = H2,kGkWR,k+WD,k
correspond to the equivalent (compound) channel matrix and
noise, respectively.
In this work, we adopt a first-order autoregressive (AR)
model to characterize the time-varying behavior of the in-
dividual channel responses, since it accurately captures the
dynamics of the wireless channel, while remaining mathe-
matically tractable [10]. Therefore, the state evolution of the
channel vectors h1,k = vec(H1,k) and h2,k = vec(H2,k) can
be described by the following first-order models
h1,k = Ah1,k−1 + vk, h2,k = Bh2,k−1 + uk, (3)
where A = αIR, B = βIM, α and β are the static AR coeffi-
cients, while vk ∼ CN (0, σ2vINR) and uk ∼ CN (0, σ2uIMR)
are the complex driving noises of the models. We further
assume that H1,k is a fixed-to-mobile channel while H2,k
is a mobile-to-mobile channel. The discrete autocorrelation
functions of H1,k and H2,k can be expressed as [10]
E
{
h1,(k+k′)h∗1,k
}
= J0 (2πfD1k′) INR, (4)
E
{
h2,(k+k′)h∗2,k
}
= J0 (2πfD1k′)(2πfD2k′) IMR, (5)
where fD1 and fD2 are the maximum Doppler frequencies due
to the motion of the relays and the destination, respectively.
The AR coefficients in (3) can then be calculated as
α = J0 (2πfD1Ts) , β = J0 (2πfD1Ts)J0(2πfD2Ts) , (6)
where 1/Ts is the sampling rate.
III. KALMAN-BASED CHANNEL TRACKING
In this section, we study the problem of channel tracking for
AF relaying systems. For the sake of simplicity, we initially
study the case of one relay (R = 1) and then move onto the
more general case of R > 1.
In order to formulate the problem of jointly tracking the in-
dividual channel responses h1,k ∈ CN×1 and h2,k ∈ CM×1 at
the destination, we need a process and a measurement model.
Since the process model describes the dynamic behavior of the
state variables, we can regard (3) as the process (state-space)
equations, while the measurement (observation) equation is
described in (1). After vectorizing each term in (1), and using
the identity vec (ABC) =
(
CT ⊗A) vec (B), we can rewrite
(1) as
yk =
((
gkhT1,kXk
)T ⊗ IM
)
h2,k +wk, (7)
where gk is the relay amplification factor, andwk = vec (Wk)
is the vectorized form of the compound noise at the destination
with covariance matrix Rw =
(
σ2rgkg
∗
k + σ
2
d
)
IML. Equiva-
lently, (7) can also be expressed as
yk =
(
XTk ⊗ h2,kgk
)
h1,k +wk. (8)
Note that while the state-space equations in (3) are linear, the
observation equations described by (7) and (8), are nonlinear
functions of the unknown channel vectors h1,k and h2,k
thereby precluding the direct application of the Kalman filter
(KF). Motivated by this observation, in the following we
develop extended KF (EKF) and expectation-maximization
(EM) based KF algorithms for tracking the individual channel
responses at the destination.
A. EM-based Kalman Filter
Ideally, we could jointly estimate h1,k and h2,k using
some pilot–output relationship, e.g. (8), by maximizing the
corresponding unnormalized posterior distribution function{
hˆ1,k, hˆ2,k
}
= arg max
h1,k,h2,k
log p (h1,k,h2,k|yk) . (9)
After straightforward calculations, we can arrive at the fol-
lowing expression for the log-posterior L(h1,k,h2,k|yk) =
log p(h1,k,h2,k|yk) (up to some additive constant)
L (h1,k,h2,k) =−
∥∥∥yk − H˜1,kh2,k
∥∥∥2
R−1w
− ‖h1,k −Ah1,k−1‖21/σ2v − ‖h1,0‖
2
− ‖h2,k −Bh2,k−1‖21/σ2u − ‖h2,0‖
2
, (10)
where H˜1,k =
(
gkhT1,kXk
)T
⊗ IM . By inspecting (10), we
note that the optimization problem in (9) is nonlinear and non-
convex. In other words, closed-form solutions for the optimal
maximum-a-posteriori (MAP) estimates hˆ1,k and hˆ2,k cannot
be derived. To overcome this limitation, we apply the EM
algorithm, and maximize the log-posterior function averaged
over h1,k (treated as the missing data) [11]. Specifically,
starting from an initial estimate hˆ(0)2,k, the estimate h2,k is
calculated iteratively, with the estimate at the jth iteration
given by
hˆ(j)2,k = argmax
h2,k
{
E
h1,k|yk,hˆ(j−1)2,k
L (h1,k,h2,k)
}
(11)
where the expectation is taken w.r.t h1,k, given the most recent
estimate hˆ(j−1)2,k and the output sequence yk. From (10), we
note that only the first term is modified under expectation and
its expectation can be evaluated as
E
∥∥∥yk − H˜1,kh2,k
∥∥∥2
R−1w
=
∥∥∥yk − E
{
H˜1,k
}
h2,k
∥∥∥2
R−1w
+ ‖h2,k‖2R−1w Cov
{
H˜∗
1,k
} (12)
Thus, the averaged log-function L˜(h1,k,h2,k) is expressed as
L˜ (h1,k,h2,k) =
∥∥∥∥∥∥
[
yk
0RM×1
]
−
⎡
⎣ E
{
H˜1,k
}
Cov
{
H˜∗1,k
}1/2
⎤
⎦
∥∥∥∥∥∥
2
R−1w
− ‖h1,k −Ah1,k−1‖21/σ2v − ‖h1,0‖
2
− ‖h2,k −Bh2,k−1‖21/σ2u − ‖h2,0‖
2
. (13)
Note that one can obtain (13) from the original function (10)
by performing the substitution
H˜1,k →
⎡
⎣ E
{
H˜1,k
}
Cov
{
H˜∗
1,k
}1/2
⎤
⎦ , yk →
[
yk
0RM×1
]
.
Furthermore, since the channel response h2,k is Gaussian, its
MAP estimate given the channel vector h1,k and the output
sequence yk is the same as the MMSE estimate, which can be
obtained by the KF. Therefore, given h1,k and yk, the MAP
estimate of h2,k is obtained by applying the following KF
equations to the proposed state model described in (3) and
(7), respectively
hˆ2,k|k−1 = Bhˆ2,k−1|k−1 (14)
Pk|k−1 = BPk−1|k−1B∗ + σ2uIMR (15)
Kk = Pk|k−1 H˜∗1,k
(
H˜1,kPk|k−1 H˜∗1,k +Rw
)−1
(16)
hˆ2,k|k = hˆ2,k|k−1 +Kk
(
yk − H˜1,khˆ2,k|k−1
)
(17)
Pk|k =
(
IMR −KkH˜1,k
)
Pk|k−1 . (18)
We can now state the following theorem.
Theorem 1: The channel estimate at the jth iteration hˆ(j)2,k
of the EM algorithm is obtained by applying the KF equations
(14)–(18) to the following state-space model
h2,k = Bh2,k−1 + uk (19)
[
yk
0RM×1
]
=
⎡
⎣ E
{
H˜1,k
}
Cov
{
H˜∗1,k
}1/2
⎤
⎦h2,k +
[
wk
nk
]
, (20)
where nk ∈ N (0RM×1, (σ2rgkg∗k + σ2d)IRM ) is virtual noise
that is independent from the measurement noise wk.
Remark 1: The conditional mean E
{
H˜1,k
}
and covariance
Cov
{
H˜∗
1,k
}
can be evaluated as
E
{
H˜1,k
}
=
(
gkE
{
hT1,k
}
Xk
)T ⊗ IM , (21)
Cov
{
H˜∗1,k
}
= Tr {XkX∗k}
(
gkCov
{
hT1,k
}
g∗k
)⊗ IM . (22)
Given the most recent estimate hˆ(j−1)2,k and the output sequence
yk, the MAP (or equivalently MMSE) estimate of h1,k, and
consequently the conditional mean E {h1,k} and covariance
Cov {h1,k}, can be obtained by applying the KF algorithm to
the following state-space model
h1,k = Ah1,k−1 + vk, (23)
yk =
(
XTk ⊗ hˆ(j−1)2,k gk
)
h1,k +wk. (24)
B. Extended KF
An alternative approach to jointly estimating the individual
channel responses, h1,k and h2,k, can be obtained by defining
the augmented state vector, θk ∈ CNR+MR×1 as
θk =
[
hT1,k h
T
2,k
]T
. (25)
This leads to a nonlinear state-space model. We can then apply
the extended Kalman filter algorithm (EKF) [9] to linearize the
problem and estimate the augmented state vector.
After combining the individual state-space equations of (3),
we obtain the augmented state-space equation
θk = Fθk−1 +Uk, (26)
where F = blkdiag(A,B), and Uk =
[
vTk u
T
k
]T
. The
EKF algorithm can be summarized as follows
θˆk|k−1 = Fθˆk−1|k−1 (27)
Pk|k−1 = FPk−1|k−1F∗ +QU (28)
Sk = JkPk|k−1J∗k +Rw (29)
Kk = Pk|k−1J∗kS
−1
k (30)
θˆk|k = θˆk|k−1 +Kk
(
yk − f(θˆk|k−1 )
)
(31)
Pk|k =
(
I(N+M)R −KkJk
)
Pk|k−1 , (32)
where QU = blkdiag(σ2vINR, σ2uIMR) is the covariance
matrix of the augmented process noise vector, f(θk) =
vec
(
h2,kgkhT1,k
)
, while Jk is the observation matrix obtained
by linearizing the measurement model defined in (7), and (8)
around the predicted state
Jk =
[∇fT (θ)]T |θˆk|k−1
=
[
XTk ⊗ gkhˆ2,k|k−1
(
gkhˆT1,k|k−1Xk
)T
⊗ IM
]
. (33)
The EKF is in general not an optimal estimator and can lead
to inconsistent estimates when the linearization errors are not
negligible. In such cases, we can further improve the estima-
tion performance by applying the iterated EKF (IEKF) [9]. The
state estimate θˆ
j
k|k at the jth iteration is calculated starting
from θˆk|k−1 , its uncertainty Pk|k−1 , and the measurement
function linearized around θˆ
j
k|k . In summary, after calculating
the initial state estimate θˆ
1
k|k , the IEKF algorithm iteratively
refines the channel estimates until convergence.
IV. EXTENSION TO MULTIPLE RELAYS
In this section we extend our analysis to the case of multiple
relays (R > 1) between the source and the destination. By
rewriting the compound channel Hk = H2,kGkH1,k as
Hk =
R∑
i=1
gi,kh2,k,ihT1,k,i, (34)
we can obtain the following expression for the measurement
equation at the destination
Yk =
R∑
i=1
(XT ⊗ gi,kh2,k,i)hT1,k,i +Wk, (35)
where the vectors h1,k,i and h2,k,i refer to the ith row of H1,k
and the ith column of H2,k, respectively. Since we include
R > 1 relaying nodes, there are R different channel pairs
h1,k,i, h2,k,i, i = 1, ..., R, to be estimated.
As we show in [12], in order to estimate H1,k and H2,k, the
kth training block should be divided into R frames. For each
such frame, we create different compound channels by varying
the amplifying factors at the relays. Therefore, by varying the
amplifying matrix Gk within R consecutive time slots, we can
establish R independent measurements with respect to H1,k
andH2,k that can guarantee the successful estimation of h1,k,i,
h2,k,i, i = 1, ..., R. The relay amplifying factors during the
training block can be designed in such a way so as to reduce
the complexity at the relaying nodes [13]. For instance, one
could chooseGk such that during the ith estimation interval all
but the ith relaying node are switched off. Then, the individual
channel pairs h1,k,i, h2,k,i, can be independently estimated
by applying the proposed EM-based KF or the EKF for i =
1, ..., R.
Remark 2: Note that h1,k,i and h2,k,i can be determined
only up to scaling, since for every i the product h2,k,ih1,k,i
can be inverted only up to a scalar ambiguity di. Fortunately,
this ambiguity causes no problems when optimizing the relay
channel because the effect of the ith relay is seen only via
the product h2,igi,khT1,i (see (34)). Moreover, as shown in
Section V, the knowledge of dih2,k,i and 1/dih1,k,i at the
destination can be utilized to further improve the overall
system performance.
V. PERFORMANCE EVALUATION
In this section, we present some numerical results to il-
lustrate the performance of our proposed algorithms. In our
simulations a 2× 2 MIMO system with 2 AF relaying nodes
is considered (N = M = R = 2). In each simulation run, the
elements of the individual channel matrices H1,k and H2,k
are generated according to (3), where the elements of hi,k,
i = 1, 2, are independent zero-mean circularly symmetric
complex Gaussian random variables with unit variance and
discrete autocorrelation functions given by (4) and (5). For
the sake of simplicity, we use equal normalized Doppler
frequencies, i.e., fD1Ts = fD2Ts = 0.005 that correspond to a
moderate fading scenario. The training sequence Xk ∈ CN×L
is obtained from the first N rows of a DFT matrix of size
L × L. We use the smallest possible value for the length of
the training block L, that is L = N = 2. The relay amplifying
factors during the estimation phase are generated by using
the DFT matrix, scaled in such a way that the relay transmit
power constraint is satisfied. We use a fixed transmit power of
0 dB at the source and at the relays, while we vary the noise
power at the relays and the destination. For simplicity, we
assume that the noise power is the same at the relays and the
destination, i.e. σ2r = σ2d. Simulation results are averaged over
6000 Monte Carlo runs. Due to the ambiguity of the model,
the mean-square error (MSE) for the estimation H1 and H2
are defined as
MSE1 =
∥∥∥H1 −DHˆ1
∥∥∥2
F
‖H1‖2F
, MSE2 =
∥∥∥H2 − Hˆ2D−1
∥∥∥2
F
‖H2‖2F
,
(36)
where, for simulation purposes, the ambiguity matrix D is
obtained according to [14]
D = argmin
D
∥∥∥H1 −DHˆ1
∥∥∥2
F
. (37)
Figure 1 shows the MSE for the estimates of H1 and H2
obtained by the proposed EM-based KF versus the number of
iterations, when the SNR during the training interval is equal
to 10 dB. It then becomes obvious that the proposed algorithm
is numerically stable and that convergence is achieved after 3
iterations. Figure 2 shows the channel estimation performance
of the iterated EKF algorithm as a function of the SNR during
the training interval. In particular, we illustrate the MSE for
H1, for different number of iterations. We observe that the
EKF exhibits a sub-optimal performance for a small number
of iterations, especially in the high-SNR regime. As we
mentioned before, the EKF provides first-order approximations
to the optimal terms which may lead to large estimation
errors, especially in the case of significant nonlinearities in
the measurement function. Moreover, the EKF performance is
sensitive to its initialization and can completely lose track if
the initial estimates are not accurate. By increasing the number
of iterations at the current time step we can improve the
estimation performance by effectively redefining the state esti-
mate and re-linearizing the measurement equation. Of course,
the application of the IEKF increases the implementation and
computational complexity since it requires 9 iterations on the
average to converge.
In Figure 3 we compare the performance of the EM-based
KF to the IEKF by plotting the MSE forH1 versus the training
SNR when the number of iterations for both filters is equal to
3. We observe that the EM-KF outperforms the EKF since it
provides a lower estimation error and does not exhibit an error
floor like the EKF, which reaches a floor for SNR ≥ 15 dB. In
particular, the two filters exhibit similar tracking performance
for low SNR, but the IEKF reaches an error floor at the high-
SNR regime due to the non-linear measurement model and its
sensitivity to initialization errors, whereas the EM-based KF
can absorb these discrepancies.
Figure 4 demonstrates the performance improvement when
the estimated channels obtained by the proposed EM-KF
are utilized to improve signal detection at the destination.
In particular, we compare the Zero Forcing (ZF) receiver
that requires knowledge of the compound channel to the
minimum mean square error (MMSE) receiver which also
requires knowledge of the channel link between the relay and
the destination H2 for estimating the noise covariance. For
this reason, we plot the bit-error-rate (BER) versus the training
SNR when the data SNR is equal to 10 dB. The relay gain
matrix is chosen proportional to identity. From Figure 4, we
observe that the MMSE receiver offers approximately 1 dB
1 2 3 4 5 6 7
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Number of Iterations
M
SE
 
 
MSE1
MSE2
Fig. 1. Channel estimation performance of EM-based KF versus the number
of iterations. Training SNR is equal to 10 dB.
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Fig. 2. Channel estimation performance of IEKF for different number of
iterations versus training SNR.
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Fig. 3. Comparison of channel estimation performance for H1 between
proposed EM-KF and IEKF algorithms. Number of iterations is equal to 3.
improvement in BER performance when compared to the ZF
receiver. Of course, the performance of both receivers is sen-
sitive to channel estimation errors, but the BER performance
improves significantly as the input SNR during the training
interval increases.
VI. CONCLUSION
In this paper, we have investigated the problem of channel
estimation in MIMO AF relaying systems with time vary-
ing channels. In particular, we developed an expectation-
maximization (EM) based Kalman filter that utilizes the re-
ceived signal at the destination to track the individual channel
responses from source to relays and from relays to destination.
The extended Kalman filter (EKF) and iterated EKF (IEKF)
0 5 10 15 20 25 30 35 4010
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B
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Fig. 4. BER performance comparison between MMSE and ZF receiver versus
training SNR. Data SNR = 10 dB.
were also derived and compared to the proposed algorithm.
Our theoretical results were supported by simulations for
illustrating the effectiveness of the proposed algorithms. Our
numerical results showed that the EM-based KF provides
better estimation performance with less computational com-
plexity since it converges only after 3 iterations. Finally,
we demonstrated the improvement in the BER performance
by utilizing the estimated CSI for implementing the MMSE
receiver.
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