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Die europäishe Stahlindustrie steht gegenwärtig und wohl auh in naher Zu-kunft vor groÿen Herausforderungen, um sih auf dem Weltmarkt gegenüberNiedriglohnländer zu behaupten. Neben der Strategie durh Spezialisierungund höhsten Qualitätsanspruh eine Tehnologieführershaft einzunehmen,wahsen in den letzten Jahren auh die Anforderungen an eine möglihstshnelle und kostengünstige Produktion. Diese Forderung bietet im Zusam-menhang mit der Existenz eines hohkomplexen sowie anlagenintensiven Pro-duktionsprozesses ein breites Feld an Einsatzmöglihkeiten für Instrumente desOperations Researh in der Stahlindustrie.Die vorliegende Arbeit wurde in Kooperation mit der AG der Dillinger Hütten-werke, Europas führendem Hersteller von Qualitätsgrobblehen, angefertigt.Gegenstand der Arbeit sind die in Verbindung mit der Wärmebehandlung derBlehe stehenden logistishen Prozesse. Es konnte festgestellt werden, dass ausder betrahteten, realen Problemstellung ein in der Literatur bislang niht ver-gleihbares Mashinenbelegungsproblem resultiert. Neben der mathematishenBeshreibung und Modellierung des grundlegenden Problems zeihnet sih dievorliegende Arbeit vor allem durh die Entwiklung einer speziellen Materi-alusssimulation und deren Integration in ein gesamtheitlihes Optimierungs-verfahren aus. Ein weiterer nennenswerter Aspekt ist der hohe Praxisbezug,welher insbesondere durh die Begleitung der kompletten Implementierungder entwikelten Lösungsmethode in den Realbetrieb der Dillinger Hüttenwer-ke belegt wird.
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Die Stahlindustrie stellt eine weltweit stark wahsende Wirtshaftsbranhe dar.Im Jahr 2011 wurde mit einer Weltrohstahlproduktion von 1515 MillionenTonnen ein neuer Höhststand erreiht, woran China mit rund 45% einen sehrgroÿen Anteil hatte. Der Anteil der EU, innerhalb der Deutshland den gröÿtenRohstahlproduzenten bildet, betrug 11,7%. Weltweit liegt Deutshland derzeitauf Platz 7 (Stahl-Zentrum [82℄). Die Stahlindustrie nimmt in Deutshlandfolglih eine bedeutende Rolle ein. Die globale Entwiklung auf dem Stahl-markt ist in den letzten Jahren allerdings gröÿtenteils durh die Expansionder hinesishen und indishen Stahlindustrie geprägt. Hiervon sind haupt-sählih die Segmente der einfah zu erzeugenden Stahlprodukte betroen. Fürdie europäishe bzw. deutshe Stahlindustrie galt es daher, sih frühzeitig andie veränderte Marktsituation anzupassen. Um dem hohen Preis- und Wett-bewerbsdruk standzuhalten, verfolgen europäishe Stahlunternehmen heutedaher i. d.R. eine Nishenstrategie, indem sie sih überwiegend auf qualitativhohwertige und anspruhsvolle Produkte spezialisieren. Zudem liegt der Fokusmehr auf einer kundenspezishen Produktion, dem Make-to-Order -Prinzip,als auf Massenproduktion.Die vorliegende Arbeit wurde in Kooperation mit der AG der Dillinger Hüt-tenwerke angefertigt. Das Unternehmen stellt den fünftgröÿten StahlerzeugerDeutshlands (Stahl-Zentrum [81℄) dar und hat sih auf den Grobblehmarktspezialisiert, auf dem es die Tehnologieführershaft einnimmt. Bei Grobbleh1
2handelt es sih nah DIN EN 10029 [29℄ um ein Flaherzeugnis mit einer Dikevon 3mm und mehr.Auh die Dillinger Hüttenwerke produzieren nah demMake-to-Order -Prinzip.Die Folgen einer derartigen Auftragsfertigung sind, neben den hohen Qua-litätsansprühen, insbesondere stark volatile Auftragseingänge. Dies erforderti. d. R. einen groÿen und variablen Produktmix. Zudem sind die Kundenaufträ-ge meist niht über aufgebaute Lagerbestände zu deken. Aus diesen Umstän-den heraus entstehen hohe und komplexe Anforderungen an die Produktionsowie an deren Planung und Steuerung. Der allgemein komplexe Herstellungs-prozess von Stahlerzeugnissen trägt hierzu ebenfalls bei.Um ihre Tehnologieführershaft und Wettbewerbsfähigkeit zu wahren, ver-folgen die Dillinger Hüttenwerke das Ziel der Automatisierung und stetigenOptimierung ihrer Fertigungsprozesse. Aufgrund der anlagen- und transport-intensiven Produktion betrit dies vor allem den Bereih der innerbetrieblihenLogistik. Angestrebt wird hier insbesondere die Erhöhung des Durhsatzes undder Auslastung der bestehenden Anlagen durh geeignete Methoden undWerk-zeuge des Operations Researh.Diese Zielsetzung wird auh in der vorliegenden Arbeit verfolgt. Sie befasst sihmit einer konkreten Problemstellung, welhe den Dillinger Hüttenwerken in derRealität bei der Wärmebehandlung ihrer Stahlerzeugnisse gegenübersteht. DasHauptaugenmerk liegt hierbei auf einem speziellen Wärmebehandlungsofenmit dem Ziel der Optimierung des Produktionsprogramms sowie dessen Er-stellungsprozesses. Aus wissenshaftliher Siht ist diese Problemstellung vonInteresse, da aus ihr ein spezielles Mashinenbelegungsproblem resultiert, wel-hes in der Literatur bislang noh niht bekannt ist. In der vorliegenden Arbeitwerden sowohl exakte, als auh heuristishe Ansätze zur Problemlösung erar-beitet und mit der ursprünglih bei den Dillinger Hüttenwerken angewandtenVerfahrensweise verglihen. Für diesen Vergleih wird eine eigens programmier-te Materialusssimulation herangezogen, welhe im Rahmen der Entwiklungder vershiedenen Lösungsverfahren zudem als Bewertungsfunktion dient. DieKopplung von Simulation und Optimierung stellt somit einen zentralen Punktder vorliegenden Arbeit dar. Hervorzuheben sei an dieser Stelle, dass das entwi-kelte Lösungsverfahren niht nur auf Konzeptebene vorgestellt wird, sondern
3auh die darüber hinausgehende Implementierung in den Realbetrieb einenwihtigen Bestandteil dieser Arbeit bildet.Im Folgenden sei der Aufbau der Arbeit kurz dargestellt. Zunähst widmet sihKapitel 2 der Beshreibung des allgemeinen Materialusses in integrierten Hüt-tenwerken und den daraus resultierenden, speziellen, produktionslogistishenHerausforderungen. Kapitel 3 liefert anshlieÿend einen kurzen Überblik überdie Grundlagen der Wärmebehandlung von Stahl sowie über die diesbezüglihbei den Dillinger Hüttenwerken zur Verfügung stehenden Anlagen. Mit Kapi-tel 4 folgt daraufhin eine Einführung in die Theorie der Mashinenbelegungs-probleme. Da es sih bei der in dieser Arbeit vorliegenden Problemstellungum eine spezielle Form eines kapazitätsbeshränkten Mashinenbelegungspro-blems handelt, kommt dieser Klasse gegen Ende des Kapitels eine expliziteBetrahtung zu. Im Anshluss befasst sih Kapitel 5 mit der Beshreibung derkonkreten, realen Problemstellung. Dies beinhaltet sowohl die Abbildung derIst-Situation, als auh die mathematishe Problemformulierung sowie die Erar-beitung einer ersten Simulation und eines exakten Lösungsverfahrens. Shlieÿ-lih werden die beiden letztgenannten Entwiklungen dazu herangezogen, dasOptimierungspotential der aktuellen Verfahrensweise zu analysieren. In Kapi-tel 6 erfolgt die Einführung und Erläuterung einiger Aspekte, welhe jeweils zueiner komplexeren aber auh detaillierteren Betrahtung der Problemstellungführen. Kapitel 7 stellt mit der Entwiklung eines gesamtheitlihen Lösungs-konzepts shlieÿlih den Kern der vorliegenden Arbeit dar. Der Beshreibungder betrieblihen Implementierung dieses Konzepts sowie einer abshlieÿendenGesamtbewertung widmet sih daraufhin Kapitel 8. Den Abshluss der Ar-beit bildet Kapitel 9 mit der Zusammenfassung der wihtigsten Punkte, einemAusblik auf möglihe Weiterentwiklungen für die Zukunft sowie dem Zieheneines Fazits.

Kapitel 2
Materialuss und Logistik inintegrierten Hüttenwerken











Erze, Reduktionsmittel, Koks, Zuschläge
Roheisen
Stahl
GobblechAbbildung 2.1: Ein integriertes Hüttenwerk am Beispiel desStahlstandorts Dillingen/Saar(Quelle: AG der Dillinger Hüttenwerke)sammen mit ihren Tohtergesellshaften, der Roheisengesellshaft Saar (RO-GESA) und der Zentralkokerei Saar (ZKS), Grobblehe für den weltweitenMarkt. Zu der Gruppe zählt auh ein in Frankreih angesiedeltes Tohterwalz-werk, GTS Industries.In der Kokerei wird Koks hergestellt, der zusammen mit Erzen sowie weiterenReduktionsmitteln (z. B. Öl) und Zushlagstoen (z. B. Kalk) in die Hohöfeneingebraht wird. Dort ndet eine Reduktion der in den Erzen enthaltenen Ei-senoxide statt, wodurh üssiges Roheisen gewonnen wird. Es enthält noh ho-he Anteile an unerwünshten Begleitelementen (z. B. Kohlensto). Diese wer-den im Konverterprozess des Stahlwerks verbrannt. Darüber hinaus werden diegewünshten Stahlanalysen durh vershiedene sekundärmetallurgishe Maÿ-nahmen eingestellt. Im Anshluss wird der üssige Stahl vergossen und so inbestimmte Formen, Gewihte und Abmessungen gebraht. Die weitere Form-gebung erfolgt durh das Walzen im Walzwerk, wodurh sih das Gefüge unddamit die mehanishen Eigenshaften ändern. Da der erforderlihe, endgülti-ge Gefügezustand hierdurh meist noh niht erzielt wird, shlieÿt sih häugeine (oft auh mehrere) nahträglihe Wärmebehandlung an. Je nah Endpro-dukt folgen abshlieÿend weitere Umformungsprozesse, Shneidevorgänge odersonstige Weiterbehandlungen. Niht selten sind weiterverarbeitende Betriebedirekt auf dem Hüttengelände angesiedelt.
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10Abbildung 2.2: Shematishe Darstellung einer Koksofenanlage(in Anlehnung an Stahl-Institut VDEh [80℄)
8Prozess auf- und vorbereitet. In regelmäÿigen Abständen wird ein Füllwagenbefüllt, der die Kohle an die Deke des Horizontalkammerofens befördert. Dorterfolgt der Shüttvorgang in die einzelnen Koksöfen und die Erhitzung unterLuftabshluss beginnt. Nah Abshluss der Verkokung (dauert etwa 16 bis 20Stunden) werden die Koksofentüren geönet. Danah stoÿen Ausdrükmashi-nen den ausgegarten Koks wieder auf einen Füllwagen. Shlieÿlih wird derKoks in einem Löshturm mit Wasser abgekühlt und gelösht. Häug bendetsih auf Kokereigeländen zusätzlih eine Kohlenwertstoanlage, deren Aufgabedie möglihst eektive Gewinnung der bei der Verkokung anfallenden Neben-produkte ist.
2.3 Der HohofenDer Weg zum Rohstahl kann grundsätzlih über zwei Verfahrensrouten reali-siert werden. Auf der einen Seite gibt es den zweistugen Weg über die Erzeu-gung von üssigem Roheisen im Hohofen mit anshlieÿender Umwandlung inspeziellen Konvertergefäÿen oder Herdöfen. Auf der anderen Seite kann Stahlauh durh Einshmelzen von Stahlshrott bzw. direkt reduziertem Eisen imElektrolihtbogenofen hergestellt werden. Diese Arbeit konzentriert sih aus-shlieÿlih auf die Route über den Hohofen und den Konverter.Bevor die Rohstoe und Reduktionsmittel in den Hohofen eingebraht werdenkönnen, sind teilweise sehr umfangreihe Vorbehandlungen nötig. Abbildung2.3 veranshauliht den komplexen Materialuss rund um den Hohofen. DerKoks aus der Kokerei sowie die Zushlagstoe (z. B. Kalk und Quarzsand) undzusätzlihe Kreislaufstoe werden i. d.R. auf Güterwaggons angeliefert. Fein-erze, Stükerze und Pellets nehmen eher den Weg über das Wasser. Hohofen-werke verfügen daher meist über einen eigenen oder zumindest nahegelegenenHafen.Nah der Herstellung des Kokses in der Kokerei wird dieser zunähst gesiebt.Grob- und Kleinkoks können anshlieÿend direkt in den Bunkeranlagen desHohofens eingelagert werden. Der feinkörnige Koksgrus hingegen wird zu-nähst mit den Feinerzen sowie mit den Zushlag- und Kreislaufstoen auf
9
Abbildung 2.3: Materialuss eines Hohofenwerks(Stahl-Institut VDEh [80℄)Mishbetten lagenweise übereinander geshihtet. Durh diese Lagerungsme-thode und das anshlieÿende Abgraben mit groÿen Shaufelbaggern wird ver-suht, einen möglihst hohen Homogenisierungsgrad zu erzielen. Ähnlih wieder Koks werden auh Stükerze und Pellets zunähst gesiebt und anshlieÿendteilweise direkt zu den Bunkeranlagen transportiert oder den Mishbetten zu-geführt.Der nähste Prozessshritt liegt darin, das Mishgut von den Mishbetten zu-sammen mit Branntkalk in eine Sinteranlage zu befördern. Dort werden diefeinkörnigen Rohstoe auf einem Sinterband zusammengebaken und somitstükig gemaht. Anshlieÿend wird der so entstandene Sinter gesiebt, ummöglihst gleih groÿe Stüke zu erhalten. Sind die Stüke zu groÿ, müssensie zerkleinert und wieder gesiebt werden. Zu kleine Stüke hingegen müssenrükgeführt werden und das Sinterband wieder in Form von Rükgut durh-laufen. Ist die gewünshte Stükigkeit erreiht, gelangt auh der Fertigsinterin die Bunkeranlagen des Hohofens.In den Bunkeranlagen sind somit alle für den Hohofenprozess benötigten Ein-
10satzstoe jeweils getrennt gelagert. Als nähster Shritt erfolgt die Beshikungdes Hohofens. Über Förderbänder gelangen die Einsatzstoe in genau dosier-ten Mengen mit Hilfe von Begihtungsanlagen in den Ofen. Das Haupterzeug-nis eines Hohofens ist üssiges Roheisen, welhes zur Herstellung von Stahldient. Prozessbedingt fallen jedoh noh weitere Nebenerzeugnisse wie Giht-gas und Stükshlake an, die anderweitige Verwertungsmöglihkeiten bieten.So kann Gihtgas beispielsweise für vershiedene Heizzweke und Stükshlakebeim Straÿenbau verwendet werden. Die Hohofenshlake kann jedoh auhzu Hüttensand granuliert werden, welher überwiegend in der Zementindustriezum Einsatz kommt.An den Überblik über den Materialuss und die wihtigsten Prozesse rundum den Hohofen shlieÿt sih nun eine detailliertere Beshreibung des Ofensund der Vorgänge innerhalb des Ofens an. Abbildung 2.4 veranshauliht denAufbau einer Hohofenanlage. Winderhitzer dienen der Vorwärmung der Re-aktionsluft vor der Einspeisung in den Hohofen. Eine Hohofenanlage ist imAllgemeinen mit drei Winderhitzern ausgestattet, die diskontinuierlih zwi-shen Aufheiz- und Blasbetrieb wehseln. Während immer zwei Winderhitzerim Aufheizbetrieb das Gihtgas aus dem Hohofen unter Luftzufuhr verbren-nen, wird der dritte durh Einblasen von Kaltluft abgekühlt. Dieser gibt somit
Abbildung 2.4: Aufbau einer Hohofenanlage(Quelle: AG der Dillinger Hüttenwerke)
11seine Wärme ab, die als Heiÿwind in den Hohofen geleitet wird.Der Hohofen selbst ist ein 30 bis 50 Meter hoher Shahtofen, der von einemStahlgerüst umgeben ist. Der Ofen arbeitet nah dem Gegenstromprinzip, d. h.das Füllgut durhläuft den Ofen von oben nah unten während ihm das Hoh-ofengas von unten nah oben entgegenströmt.Das Innenprol des Ofens kann in vershiedene Zonen unterteilt werden. Denoberen Teil des Ofens, wo das Beshikungsgut eingebraht wird, bezeihnetman auh als Giht. Um ein Entweihen des im Ofen bendlihen Gihtgases zuvermeiden, ist dieser Teil mit einem Doppelvershluss versehen. Beim Einfül-len wird zunähst nur der obere Vershluss geönet und anshlieÿend wiedergeshlossen. Das aufkommende Gihtgas wird über Gasreinigungseinrihtun-gen abgeführt und in das allgemeine Gasnetz eingespeist bzw. zur Erhitzungder Winderhitzer verwendet. Erst nah erfolgtem Drukausgleih wird der un-tere Gihtvershluss geönet, wodurh das Füllgut in den Shaht gelangt.Vom oberen bis zum unteren Shaht steigt die Temperatur von a. 200 ◦Cauf a. 1000 ◦C an. Zudem erweitert sih der Durhmesser des Ofens, da sihdas Füllgut infolge der Erwärmung ausdehnt. Es folgt der breiteste Teil desHohofens, der Kohlensak, mit Temperaturen von a. 1500 ◦C. Im darunterliegenden Teil, der Rast, verengt sih der Ofen wieder. Hier erreiht der OfenTemperaturen von über 2000 ◦C und der Shmelzvorgang beginnt. Den unters-ten Teil des Ofens bildet das sogenannte Gestell, wo sih das üssige Roheisenund die Shlake sammeln.Hiersig [46℄ fasst die wihtigsten Vorgänge im Ofen phasenweise zusammen:1. Troknen, Vorwärmen sowie Austreiben des Hydratwassers,2. indirekte Reduktion,3. direkte Reduktion,4. Shmelzen.Die erste Phase spielt sih im oberen Shaht ab, wo das Gas seine Wär-me abgibt, die Troknung und Vorwärmung des Füllguts stattndet und dashemish gebundene Wasser (Hydratwasser) ausgetrieben wird. Im unterenShaht vollzieht sih dann die zweite Phase, die indirekte Reduktion der Ei-
12senoxide durh Kohlenmonoxid und Wassersto. In der dritten Phase beginnendie bis dahin noh niht zu Eisen reduzierten Eisenoxide im Kohlensak beiüber 1000 ◦C direkt zu metallishem Eisen zu reduzieren. Nah Abshluss derShmelzphase ist die Reduktion beendet.Der Roheisen- und Shlakeabstih erfolgt in regelmäÿigen Abständen von et-wa 2 bis 4 Stunden. Mit Hilfe von speziellen Waggons werden Roheisen undShlake an ihren jeweiligen Zielort abtransportiert. Für die Shlake stehenhierfür z. B. sogenannte Shlakenpfannenwaggons zur Verfügung. Der Trans-port des Roheisens zur Weiterverarbeitung im nahegelegenen Stahlwerk erfolgtin Torpedopfannenwaggons.
2.4 Das StahlwerkDie Hauptaufgabe eines jeden Stahlwerks liegt in der Produktion von Stahl.Nah DIN EN 10020 [28℄ bezeihnet man als Stahl alle Werkstoe, derenMassenanteil an Eisen gröÿer ist als der jedes anderen Elements und die imAllgemeinen weniger als 2,0% Kohlensto aufweisen und noh andere Elementeenthalten. Demgegenüber steht die Denition von Roheisen nah DIN EN10001 [27℄ als Legierung aus Eisen mit mehr als 2% Kohlensto. Um ausdem eher spröden Roheisen shmiedbaren Stahl herzustellen, muss demnahder Kohlenstogehalt gesenkt werden. Zudem müssen störende Begleitelemente(wie Phosphor, Shwefel, Silizium oder Sauersto) auf niedrigere Restgehaltereduziert bzw. weitestgehend entfernt werden. Dieser Prozess, der auh alsFrishen bezeihnet wird, kommt einer Verbrennung (Oxidation) gleih.Gobreht und Rumpler [41℄ untersheiden die vershiedenen Frishverfahrennah zwei Kriterien, zum einen nah der Ofenart und zum anderen nah ein-gesetztem Oxidationsmittel. Nah der Ofenart werden demnah
• Herdfrishverfahren,
• Konverterverfahren und
• Elektrolihtbogenverfahrenuntershieden. Beim Herdfrishverfahren wird ein wannenförmiger Herdofen
13mit groÿer Shmelzoberähe eingesetzt. Das Verfahren wird auh als Siemens-Martin-Verfahren bezeihnet. Konverterverfahren verwenden dagegen feuerfestausgekleidete, birnenförmige Gefäÿe. Zu diesen Verfahren zählen beispielswei-se das Bessemer-Verfahren, das Thomas-Verfahren oder das Sauerstoblasver-fahren, welhe sih hauptsählih bezüglih Konvertergefäÿgröÿe und Verfah-rensprinzip voneinander untersheiden. Bei der dritten Methode, den Elektro-lihtbogenverfahren, wird die Wärme dagegen in sogenannten Lihtbogenöfendurh elektrishe Energie erzeugt.Bezüglih des eingesetzten Oxidationsmittels lassen sih zudem
• Windfrishverfahren und
• Sauerstoblasverfahrenuntersheiden. Während Windfrishverfahren Luft verwenden, wird bei denSauerstoblasverfahren reiner Sauersto auf die Shmelze (Sauerstoaufblas-bzw. Linz-Donawitz (LD)-Verfahren) oder von unten durh die Shmelze (Sau-erstobodenblas bzw. Oxygen-Bottom-Maxhütte (OBM)-Verfahren) geblasen.Aufgrund steigender Qualitätsanforderungen sowie zunehmender Konkurrenzist eine Nahbehandlung des Stahls (nah dem Frishen) in den meisten Stahl-werken heutzutage nahezu unumgänglih. Die dabei eingesetzten metallurgi-shen Maÿnahmen können unter dem Begri Sekundärmetallurgie zusammen-gefasst werden. Im Anshluss an das Frishen und die sekundärmetallurgisheBehandlung muss der üssige Rohstahl noh vergossen und somit in einenerstarrten Zustand überführt werden. Abbildung 2.5 veranshauliht die wih-tigsten Prozessshritte am Beispiel des Stahlwerks der AG der Dillinger Hüt-tenwerke.Wie heutzutage bei den meisten Stahlproduzenten (a. 65% der Weltrohstahl-produktion, vgl. Stahl-Institut VDEh [80℄) wird auh im Stahlwerk der Dil-linger Hüttenwerke zum Frishen das Sauerstoblasverfahren (bzw. das Sau-erstoaufblasverfahren) angewandt. Da der Shwefelabbau im Konverter nurbegrenzt möglih oder mit sehr hohem Aufwand verbunden ist, wird das Roh-eisen häug zunähst einer Vorentshwefelung in der Roheisenpfanne unterzo-gen. Hierbei werden Elemente, die sih leiht mit Shwefel verbinden, mittelseiner Lanze in das Roheisen eingeblasen. In der sih absetzenden Shlake lässt
14
Abbildung 2.5: Stahlwerksprozess(Quelle: AG der Dillinger Hüttenwerke)sih somit ein Groÿteil des Shwefels als Suld binden. Diese Shlake kann nunentfernt und das Roheisen anshlieÿend direkt in den Konverter gefüllt werden.Das Stahlwerk der Dillinger Hüttenwerke verfügt über zwei Konverter, in denenjeweils Chargen von a. 185 t Rohstahl produziert werden. Neben dem Roheisenmit a. 140 - 160 t besteht eine Charge noh aus a. 40 - 50 t Shrott. AlsShlakenbildner werden zudem a. 10 t gebrannter Stükkalk hinzugegeben.Das Stahl-Institut VDEh [80℄ beshreibt Aufbau und Prozess innerhalb einesSauerstoaufblaskonverters anhand von Abbildung 2.6.Mit einem Druk von bis zu 12 bar wird der reine Sauersto durh eine wasser-gekühlte Lanze auf das Metallbad geblasen. Infolgedessen oxidiert das Eisen zuEisenoxid und der Kohlensto zu Kohlenmonoxid. Durh den hohen Druk unddie anhaltende Entwiklung von aufsteigendem Kohlenmonoxid wird das Roh-eisen ständig bewegt und durhmisht. Zudem bildet sih aus den oxidieren-den Begleitelementen eine Shlakenshiht, die auf dem Metallbad shwimmt.Nah Beendigung des Blasens werden zunähst Proben entnommen und ge-prüft, ob ein Nahblasen nötig ist. Ist dies niht der Fall, ist der Frishprozessbeendet und der Abstih kann erfolgen. Hierzu wird der Konverter gekippt und
15




• Umshmelzverfahren.Bei den Injektionsverfahren werden Reaktionsmittel (wie Kalk, Calzium-Sili-zium oder Magnesium) mittels einer Lanze eingeblasen. Das Ziel besteht darin,vor allem den für hohqualitative Stähle immer noh zu hohen Shwefelgehaltdes Stahls wiederholt zu senken. Auh das Einblasen von Legierungselementen,um bestimmte Stahleigenshaften zu erzielen, ist möglih.Eine sehr gebräuhlihe, weil auh eektive, Methode zur Nahbehandlungdes Stahls bildet die Gruppe der Vakuumverfahren. Ihr Vorteil besteht dar-in, dass gelöste Gase unter Vakuum wesentlih besser entweihen können alsunter Atmosphärendruk. Neben der Entgasung werden häug weitere sekun-därmetallurgishe Maÿnahmen wie die Feinentkohlung, das Feinlegieren oderMethoden zur Verbesserung des Reinheitsgrades im Vakuum durhgeführt.Das Prinzip der Umshmelzverfahren liegt darin, bereits erstarrten Stahl wie-der aufzushmelzen und anshlieÿend wieder zur Erstarrung zu bringen. Dabeindet das Umshmelzen entweder in einer üssigen Shlakenshiht oder unterVakuum statt. Umshmelzverfahren sind meist sehr aufwändig, können abereinen sehr hohen Reinheitsgrad erzielen.Im Stahlwerk der Dillinger Hüttenwerke erfolgt heute im Anshluss an denKonverter shon während des Abstihs eine Zugabe von Legierungselemen-ten (Groblegierung) in der Gieÿpfanne. Darauf folgt eine Lanzenspülung mitArgon zur Homogenisierung der Shmelze. Der Groÿteil der Produktion wirdanshlieÿend in einer von drei Vakuumanlagen zur Pfannenentgasung nahbe-handelt. Zudem erfolgt hier eine Tiefstentshwefelung und das Feinlegieren derShmelze. Nah weiteren Behandlungen unter Normaldruk (wie das Legierenund Drahteinspulen oder das Reinheitsgradspülen) gelangt der noh immerüssige Stahl in den Gieÿbetrieb, wo er durh Vergieÿen seine erste feste Formerhält.Bis in die 1970er Jahre war es üblih, den Stahl portionsweise in gusseisernen
17Dauerformen (Standkokillen) zu vergieÿen. Dieses als Blokgieÿen bezeihne-te Gieÿverfahren wird heute nur noh für kleinere Chargen spezieller Stäh-le durhgeführt. Weitestgehend abgelöst wurde das Blokgieÿen durh dasStranggieÿverfahren, bei dem der Stahl in einem kontinuierlihen Strang ab-gegossen wird. Die Dillinger Hüttenwerke vergieÿen heute a. 6% ihres Stahlsmit dem Blokgieÿ- und a. 94% mit dem Stranggieÿverfahren. Die beidenVerfahrensweisen werden im Folgenden näher erläutert.Gobreht und Rumpler [41℄ untersheiden beim Blokgieÿverfahren zwei Me-thoden, den steigenden und den fallenden Guss. Abbildung 2.7 zeigt eine she-matishe Darstellung der beiden Verfahren.Beim fallenden Guss (in Abbildung 2.7 rehts) fällt der üssige Stahl aus derPfanne unmittelbar in die auf einer Bodenplatte stehende Kokille. Im Gegen-satz dazu ieÿt der Stahl beim steigenden Gussverfahren (in Abbildung 2.7links) zunähst durh einen Gieÿtrihter und verteilt sih dann durh Kanälein der Gespannplatte auf mehrere Kokillen, die sih shlieÿlih aufsteigend fül-len. Die Dillinger Hüttenwerke nutzen, wie die meisten Stahlwerke heutzutage,das steigende Blokgussverfahren. Das Abgieÿen des Stahls erfolgt in Dillingenjedoh niht mittels einer Stopfenstange, sondern durh eine Shieberplatte amPfannenboden.Nah beendeter Erstarrung des Stahls wird die leiht konishe, nah unten
Abbildung 2.7: Blokgieÿen(in Anlehnung an Gobreht und Rumpler [41℄)
18oene Kokille mittels eines Krans abgezogen. Dieser Prozess wird auh alsStrippen bezeihnet. Der Abtransport des noh glühenden Stahlbloks erfolgtwiederum per Kran.Das Stranggieÿverfahren hat gegenüber dem Blokgieÿverfahren eindeutigeVorteile, insbesondere im Hinblik auf Qualität und Ausbringungsmenge. An-hand von Abbildung 2.8 lässt sih der Ablauf dieses Verfahrens näher erläutern.Auf der rehten Seite ist der grobe Aufbau einer Stranggieÿanlage shematishdargestellt. Dabei sei erwähnt, dass solhe Anlagen eine Gesamthöhe von über40 Metern besitzen können. Auf der linken Seite von Abbildung 2.8 sieht maneinen vergröÿerten Ausshnitt des Verteilergefäÿes und einer Kokille.Zunähst gelangt der üssige Stahl aus der Gieÿpfanne unter Luftabshluss indas Verteilergefäÿ, auh Tundish genannt. Von dort aus ieÿt er über Tauhroh-re in die wassergekühlten Kupferkokillen der einzelnen Stränge. Dabei lässt sihdie Durhussmenge über eine Stopfenstange regulieren. Weiter unten erfolgteine intensive Kühlung des Stranges, wodurh er shlieÿlih von auÿen nahinnen erstarrt. Während dieses Erstarrungsvorgangs muss der Strang durhein Rollengerüst von allen Seiten abgestützt werden. Im unteren Bereih derAnlage wird der erstarrte, aber noh weihe Strang mit Hilfe von Biegerol-len in die Horizontale abgebogen und shlieÿlih auf Brennshneidanlagen inbeliebige Längen geshnitten.Die hier beshriebene, in Abbildung 2.8 (rehts) aufgezeigte Stranggieÿanla-
Abbildung 2.8: Stranggieÿen(in Anlehnung an Gobreht und Rumpler [41℄)
19ge wird auh als Senkreht-Abbiege-Anlage bezeihnet. Es gibt jedoh auhandere Bauarten wie die reine Senkreht-Anlage, die Anlage mit progressi-ver Abbiegung oder auh die Kreisbogen-Anlage (siehe Stahl-Institut VDEh[80℄). Die Dillinger Hüttenwerke verfügen für das Vergieÿen von Stahl überdrei Senkreht-Abbiege-Anlagen. Der Standort Dillingen hat im Bereih desStranggieÿens shon immer eine weltweite Vorrangrolle eingenommen. 1961wurde hier die erste (Brammen-)Stranggieÿanlage der Welt in Betrieb genom-men. Heute produziert die Dillinger Hütte auf der modernsten Anlage mit450mm die weltweit diksten Formate.Der nah dem Stranggieÿverfahren gegossene Stahl wird als Bramme oder Roh-bramme, der nah dem Blokgieÿverfahren gegossene Stahl als Blok oderRohblok bezeihnet. Bolbrinker et al. [11℄ denieren eine Bramme als ur-geformten Stahlquader, dessen Breite mindestens das Zweifahe der Dike be-trägt. In Dillingen gelangen die Brammen über den Ausförderrollgang derStranggieÿanlagen per Kran in die nahegelegene, dem Walzwerk vorgelagerteBrammenadjustage. Mit gleihem Ziel, jedoh auf Tieadern, erfolgt der Ab-transport der Rohblöke. In der Brammenadjustage werden die Vormaterialienfür das Walzwerk vershiedenen Kontrollmehanismen unterzogen und für diespätere Walzung aufbereitet (z. B. geämmt, geshnitten und geshlien). Et-wa zwei Drittel der Brammen werden im Dillinger Walzwerk, die restlihenim in Nordfrankreih gelegenen Tohterwalzwerk gewalzt. Der Transport nahNordfrankreih erfolgt per Bahn.
2.5 Das WalzwerkNah dem Verlassen des Stahlwerks ist der Urformprozess und damit die ersteFormgebung des Stahls beendet. Im Walzwerk shlieÿen sih nun das Umfor-men durh Walzen sowie weitere Zurihtungs- und Nahbehandlungsverfahrenan. Dabei untersheiden sih Anlagen und Prozesse innerhalb von Walzwerkenje nah produziertem Stahlerzeugnis sehr stark voneinander. Eine Übersihtüber vershiedene Walzstahlerzeugnisse bietet das Stahl-Institut VDEh [80℄.Eine Beshreibung aller Produktionsprozesse ist aufgrund der hohen Anzahl anuntershiedlihen Erzeugnissen in dieser Arbeit niht vorgesehen. Da sih diese
20Arbeit hauptsählih mit einer konkreten, im Walzwerk der Dillinger Hütten-werke auftretenden Problemstellung befasst, konzentrieren sih die folgendenErläuterungen auf die Grobblehproduktion. Materialuss und Produktions-prozess werden durh Abbildung 2.9 veranshauliht.
Abbildung 2.9: Walzwerksprozess(Quelle: AG der Dillinger Hüttenwerke)Stahl kann grundsätzlih warm- oder kaltgewalzt werden. Der Kraftaufwandund Arbeitsbedarf ist beim Umformen unter hohen Temperaturen jedoh we-sentlih geringer. In Grobblehwalzwerken erfolgt die Brammenerwärmung ge-wöhnlih in sogenannten Stoÿöfen, die Blokerwärmung in sogenannten Herd-wagenöfen. In einem Stoÿofen liegen mehrere Brammen berührungsdiht, meistin mehreren Reihen, auf wassergekühlten Shienen über dem Ofenherd. DerOfeneintrag erfolgt durh Stoÿen mit Hilfe von hydraulishen Drükvorrih-tungen. Bei jedem Stoÿvorgang vershiebt sih der gesamte Ofeninhalt einenShritt weiter in Rihtung Ofenausgang. Die Ofenbeshikung ist somit ste-tig. Demgegenüber erfolgt die Beshikung bei Herdwagenöfen satzweise, d. h.eine Ofenbelegung fährt auf einem sogenannten Herdwagen komplett in denOfen ein und nah abgeshlossener Erwärmung wieder komplett aus ihm aus.Die Dillinger Hüttenwerke verfügen für die Brammen- und Blokerwärmungüber jeweils drei Stoÿ- und Herdwagenöfen. Infolge der Erwärmung auf bis zu1300 ◦C hat sih auf dem Walzgut eine Oxidshiht (Zunder) gebildet, die vor
21der Walzung entfernt werden muss. Nah abgeshlossener Hohdrukentzun-derung in einem Wäsher gelangt das Walzgut shlieÿlih über einen Rollgangzum ersten Walzgerüst.Witt [102℄ deniert Walzen als fortshreitendes Drukumformen mit sih dre-henden Werkzeugen (Walzen). Dabei können die Walzen angetrieben oderdurh das Werkstük geshleppt sein. Durh den Druk ändern sih neben derGeometrie des Walzguts auh dessen Gefüge und mehanish-tehnologisheEigenshaften. Das Walzen trägt somit in hohem Maÿe zur Qualität der Stahl-erzeugnisse bei. Je nah Drukumformverfahren kann zwishen Längs-, Quer-und Shrägwalzen untershieden werden (siehe Abbildung 2.10).Beim Längswalzen stehen das Walzgut und die Walzenahsen senkreht zuein-ander. Dabei bewegt sih das Walzgut i. d.R. ohne Drehung in Rihtung seinerLängsahse zwishen den Walzen hindurh. Mit diesem Walzverfahren werdenhauptsählih Flaherzeugnisse (z. B. Blehe oder Bänder) und Prolerzeugnis-se (z. B. Stäbe oder Drähte) hergestellt. Beim Querwalzen stehen das Walzgutund die Walzenahsen hingegen parallel zueinander. Während des Walzvor-gangs rotiert das Walzgut zwishen den Walzen um seine eigene Längsahse.So lassen sih beispielsweise abgestufte, rotationssymmetrishe Stahlerzeug-nisse (wie Ahsen und Wellen) herstellen. Beim Shrägwalzen bewegt sih dasWalzgut unter Drehung um seine Längsahse durh die gegensinnig shrägzueinander geneigten Walzen. Diese Methode wird beispielsweise bei der Pro-duktion nahtloser Rohre angewandt.Walzgerüste lassen sih je nah Anordnung der Walzen im Gerüst in vershiede-
Abbildung 2.10: Walzverfahrena) Längswalzen, b) Querwalzen, ) Shrägwalzen(Witt [102℄)
22ne Baugruppen unterteilen (siehe Abbildung 2.11), wobei jede Grundbauformwiederum zusätzlihe untershiedlihe Bauarten aufweist. Im Laufe der letztenJahrzehnte wurden bei der Produktion von Flaherzeugnissen die Zwei- undDreiwalzengerüste (Abbildung 2.11 b)-e)) mehr und mehr von Vierwalzenge-rüsten (Abbildung 2.11 f)) abgelöst. Heute werden Zwei- und Dreiwalzenge-rüste hauptsählih zur Produktion von Prolerzeugnissen verwendet. Vierwal-zengerüste bestehen jeweils aus zwei Stütz- und zwei Arbeitswalzen, wobei dieArbeitswalzen die eigentlihe Arbeit verrihten und von den Stützwalzen grö-ÿeren Durhmessers lediglih abgestützt werden. Die Abstützung verhindertdas Durhbiegen der Arbeitswalzen und ermögliht somit eine gleihmäÿigeDikenabnahme. Vielwalzengerüste (Abbildung 2.11 g)-i)) arbeiten nah demgleihen Prinzip, werden aber ausshlieÿlih zum Kaltwalzen von Stählen ver-wendet.Das Walzwerk der Dillinger Hüttenwerke verfügt über zwei Vierwalzengerüste(Quartogerüste), ein 5,5m breites Gerüst (Vorgerüst) und ein 4,8m breites
Abbildung 2.11: Walzenanordnung in einem Walzgerüst (Witt [102℄)a) Walzen gegen eine ebene oder prolierte Platte,b) Zweiwalzen/Duo-Gerüst, ) Dreiwalzen/Trio-Gerüst,d) Lauth'shes Trio-Gerüst, e) Doppel-Zweiwalzengerüst,f) Vierwalzen/Quarto-Gerüst, g) Sehswalzengerüst,h) Mehrzwek-Kalt-Walzwerk-Gerüst, i) 20-Walzengerüst
23Gerüst (Fertiggerüst). Der Walzprozess gliedert sih je nah Anforderung inmehrere Phasen, wobei eine Phase aus einem bzw. mehreren Walzstihen (Um-formvorgängen) und aus einer Halte- bzw. Wartezeit besteht. Am Vorgerüstwerden die ersten Phasen durhgeführt, am Fertiggerüst, wenn erforderlih, dieletzten. Grundsätzlih können die angewandten Walzverfahren in drei Gruppeneingeteilt werden. Zur Gruppe der Normalwalzung zählen alle reinen Formge-bungsverfahren ohne spezishe Temperaturvorgaben. Mit dem sogenanntenNormalisierersatz-Walzen wird hingegen das Ziel verfolgt, durh eine geregelteTemperaturführung die spätere Wärmebehandlung des Normalisierens zu er-setzen. Die dritte Gruppe bilden die thermomehanishen Walzverfahren, beidenen Temperatur und Umformung in ihrem zeitlihen Ablauf sehr gezielt ge-steuert werden, um bestimmte mehanish-tehnologishe Eigenshaften desStahls zu erzielen. Bei diesen Verfahren gilt es, die Vorgaben bezüglih Walz-und Wartezeiten genauestens einzuhalten.Infolge des Walzprozesses entstehen aus den Brammen und Blöken in Dillin-gen bis zu 5,4 m breite und bis zu 50m lange Walztafeln. Auf einer Walzta-fel sind i. d.R. mehrere Blehe verplant. Sofern Probenentnahmen vorgesehensind, muss zusätzliher Platz für die meist 400 × 400mm groÿen Probenou-pons eingeplant werden. Abbildung 2.12 zeigt eine beispielhafte Darstellungeiner Walztafel, bestehend aus vier Blehen und zwölf Proben.Umfang und Reihenfolge der im Anshluss an die Walzung folgenden Zurih-tungs- und Nahbehandlungsverfahren (im sogenannten Adjustagebetrieb) hän-gen von vielen Faktoren ab. Insbesondere die Walztafelabmessungen und Stahl-qualitäten sind hierfür maÿgeblih entsheidend. Zu den wihtigsten Zurih-tungs- und Nahbehandlungsverfahren zählen Maÿnahmen






• zur Wärmebehandlung und
• zur Oberähenbearbeitung.Untershiedlihe Stahlqualitäten können untershiedlihe Anforderungen anden Abkühlungsprozess stellen. Im Walzwerk der Dillinger Hüttenwerke stehthierfür z. B. eine Aelerated Controlled Cooling (ACC)-Anlage zur Verfügung.Die Anlage bendet sih auf dem gleihen Rollgang wie die Walzgerüste, weni-ge Meter hinter dem Fertiggerüst. In ihr können die Walztafeln direkt im An-shluss an die Walzung mit exakt regelbaren Wassermengen von oben und un-ten kontrolliert gekühlt werden, wodurh sih bestimmte Gefügeeinstellungenund Materialeigenshaften realisieren lassen. Die untershiedlihen Abkühlpro-zesse sind in sogenannten Kühlplänen zusammengefasst. Eine Walztafel kanndie Anlage entweder pendelnd oder kontinuierlih durhfahren. Neben der Artder Fahrweise stellen vor allem die Fahrgeshwindigkeit und die Intensitätder beaufshlagten Wassermenge wihtige Stellparameter eines Kühlplans dar.Insbesondere bei thermomehanisher Walzung müssen diese Parameter sehrgenau gesteuert werden, da hier der Abkühlprozess von sehr hoher Bedeutungist und nur geringe Toleranzen erlaubt.Neben dem kontrollierten Abkühlen in der ACC-Anlage gibt es noh Möglih-keiten zur gleihmäÿigen Abkühlung der Walztafeln. Das Ziel dabei bestehtdarin, eine Wasserstoeusion herbeizuführen, die bei zu shneller Abkühlungan der Luft niht möglih wäre. So lässt sih die Gefahr der Verursahungvon Kaltrissen oder gar Sprödbrühen mindern. Für die gleihmäÿige Abküh-lung der Walztafeln stehen der Dillinger Hütte sehs Bunker zur Verfügung.Die Mindestliegezeit einer Walztafel im Bunker shwankt zwishen 12 und 48Stunden. Die Belegung der Bunker erfolgt kontinuierlih, wobei sih die Be-legungsreihenfolge stark nah der Walzreihenfolge rihtet. Die Ausförderungerfolgt hingegen satzweise, d. h. der komplette Bunker wird entleert, sobald al-le sih im Bunker bendlihen Walztafeln ihre Mindestliegezeit erreiht haben.Da die Bunkerkapazitäten begrenzt sind, wird die gleihmäÿige Walztafelab-kühlung häug auh einfah durh kompaktes Übereinanderstapeln der Walz-
25tafeln (zu sogenannten Warmstapeln) herbeigeführt. Auh mit dieser Methodekann der Wassersto eundieren. Allerdings sind die Mindestliegezeiten derWalztafeln in einem Warmstapel höher als in einem Bunker.Zu den Hauptaufgaben des Adjustagebetriebs zählt das Zushneiden. Walzta-feln bzw. Blehe müssen beispielsweise abgelängt, längsgeteilt, quergeteilt oderbesäumt (Kantenshneiden) werden. Auh das Herausshneiden der Proben-oupons erfordert Zeit und Aufwand. Die zahlreihen Shneidvorgänge könnenwährend des kompletten Prozesses vom Anshluss an die Walzung bis hinzur Vorbereitung für die Verladung mehrmals erforderlih sein. Im Walzwerkder Dillinger Hüttenwerke stehen hierfür neben vershiedenen Sheren- undBrennshneidanlagen noh eine Wasserstrahlshneidanlage sowie eine Plas-mashneidanlage zur Verfügung.Eine weitere wihtige Zurihtungsmaÿnahme ist das Rihten. Dieser Vorgangist erforderlih, um eine möglihst optimale Ebenheit der Endprodukte zu ge-währleisten. Das Rihten der Walztafeln bzw. Blehe wird im Walzwerk derDillinger Hüttenwerke auf einer Warm- bzw. auf Kaltrihtmashinen realisiert.Bei gröÿeren Unebenheiten müssen Rihtpressen aushelfen.Die Qualitätsprüfung bildet ein weiteres Aufgabengebiet des Adjustagebe-triebs. Neben den Probenentnahmen, die anshlieÿend von der metallurgi-shen Abteilung untersuht werden, zählen hierzu vor allem Ebenheits- undAbmessungskontrollen sowie optishe Qualitätskontrollen (Prüfung auf Ris-se). Die Kontrollen werden hauptsählih auf Inspektionsbetten, die mit einemBlehwender ausgestattet sind, oder auf vershiedenen Besihtigungsbökenoder Ebenheitsmesstishen durhgeführt. Zudem verfügt das Walzwerk derDillinger Hüttenwerke über eine Ultrashallprüfanlage zur Überprüfung aufinnere Fehler.Da die Gefügezustände der Walztafeln im Anshluss an die Walzung noh nihtimmer den endgültigen Sollvorgaben entsprehen, erfolgen häug qualitativeNahbehandlungen. Wihtigstes Instrument hierfür ist die Wärmebehandlungin speziell konstruierten Öfen. Da sih diese Arbeit ab Kapitel 5 vornehmliheiner konkreten Problemstellung in Zusammenhang mit der Wärmebehand-lung widmet, werden die wihtigsten Grundlagen hierzu gesondert in Kapitel3 erläutert. Um den in Abbildung 2.9 abgebildeten Walzwerksprozess an dieser
26Stelle dennoh ausreihend zu beshreiben, sei bereits darauf hingewiesen, dassim Walzwerk der Dillinger Hüttenwerke zur Wärmebehandlung hauptsählihNormalisier-, Anlass- und Quettöfen im Einsatz sind, wobei Normalisieren,Anlassen und Quetten jeweils bestimmte Wärmebehandlungsverfahren dar-stellen.Im Laufe des gesamten Zurihtungs- und Nahbehandlungsprozesses werdendie Oberähen der Blehe teilweise stark beanspruht. Auh das Lagern inStapeln sowie das Transportieren über Rollgänge tragen hierzu bei. In einigenFällen ist es daher erforderlih, eine nahträglihe Oberähenbearbeitung derBlehe vorzunehmen. Diese lässt sih z. B. mit Hilfe einer Strahlanlage oderdurh Shleifen durhführen.Nah Abshluss der zahlreihen Zurihtungs- und Nahbehandlungsverfahrengelangen die fertigen Blehe shlieÿlih in den Verladebetrieb. Hier werdensie auf Güterwaggons oder LKW verladen und dann je nah Zielbestimmungdirekt zum Kunden, zum nahegelegenen Hafen oder zu einem der auf demHüttengelände gelegenen Weiterverarbeitungsbetriebe transportiert.
2.6 Herausforderungen für die LogistikAnhand der Erläuterungen aus den Unterkapiteln 2.2 - 2.5 lässt sih bereitsfeststellen, dass die Stahlindustrie bzw. ein integriertes Hüttenwerk durh einensehr ausgeprägten Materialuss und hohkomplexe Produktionsprozesse ge-kennzeihnet ist. Im Folgenden sollen die speziellen Herausforderungen dieserBranhe bezüglih der Logistik hervorgehoben werden, wobei der Fokus aufinnerbetrieblihen Problemstellungen liegt.Allgemein lassen sih produzierende Unternehmen je nah Prinzip der Leis-tungserstellung einem von zwei grundsätzlihen Industriezweigen zuordnen.Vahrenkamp [92℄ spriht in diesem Zusammenhang von Fertigungs- und vonProzessindustrie. Während die Fertigungsindustrie durh mehanishe Arbei-ten bestimmt ist, überwiegen in der Prozessindustrie hemishe und physikali-she Reaktionen. Anders ausgedrükt, die Fertigungsindustrie dient der Form-gebung eingebrahter Stoe und die Prozessindustrie der Veränderung derer
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Abbildung 2.13: Produktionslogistishe Herausforderungen in integriertenHüttenwerkenEin Merkmal der Stahlindustrie allgemein sind groÿe und teure Anlagen. Einaktuelles Beispiel der Dillinger Hüttenwerke ist die Investition von 300 Mil-lionen Euro in eine neue Stranggieÿanlage [68℄. Neben den hohen Anshaf-fungskosten sind auh die Betreibungskosten (z. B. Energiekosten) derartigerAnlagen extrem hoh. Die zudem hohen Instandhaltungskosten, die in Ver-bindung mit hohem Wartungsaufwand stehen, stellen die Produktionslogistikimmer wieder vor shwierige Planungsaufgaben. Diese bestehen beispielswei-
28se darin, die Reparatur- und Wartungsarbeiten möglihst zeit- und kosten-optimal in den Produktionsprozess einzubinden. Noh shwieriger wird es beiNeubauprojekten, deren Bauphasen über mehrere Jahre andauern können. Da-mit diese den Produktionsprozess niht zu stark behindern, müssen frühzeitiggeeignete Vorkehrungen getroen werden. Der hohe Platzbedarf der meistenAnlagen, in Verbindung mit den begrenzten Kapazitäten der Betriebshallen,stellt hohe Anforderungen an eine systematishe Layoutplanung. Bei der Wahldes Standorts einer neuen Anlage geht es insbesondere auh darum, die Fol-gen für die innerbetrieblihen Transportwege abzushätzen und diese in denEntsheidungsprozess einzubeziehen.Das Teilemanagement ist zwar prinzipiell auh dem Anlagenmanagement zu-zuordnen, soll hier jedoh aufgrund seiner Bedeutung gesondert aufgeführtwerden. Vershiedene Bauteile, wie z. B. die Walzen des Walzgerüsts sind ho-hem Vershleiÿ ausgesetzt und müssen regelmäÿig geshlien oder ausgetaushtwerden. Das Shleifen der Arbeitswalzen kann beispielsweise bis zu vier Stun-den, das der Stützwalzen bis zu 24 Stunden andauern. Diese Rüstvorgängemüssen bei der Planung des Walzprogramms bzw. der Belegung der Erwär-möfen berüksihtigt werden. Aufgabe des Teilemanagements ist neben derTerminierung der Walzenwehsel auh das rehtzeitige Bestellen und Bereit-stellen der Walzen. Ähnlihe Herausforderungen sind im Stahlwerk gegeben.Hier stehen Gefäÿe, wie Pfannen, Blokgusskokillen oder die Verteilergefäÿeder Stranggieÿanlagen unter hohem Vershleiÿ. Auh diese müssen regelmä-ÿig ausgetausht, vorbereitet und rehtzeitig bereitgestellt werden, wobei dieZeitfenster hier prozessbedingt sehr eng sind.Ein oft vergessener bzw. vernahlässigter Bestandteil der Logistik ist das In-formationsmanagement, dem insbesondere in der Stahlindustrie groÿe Bedeu-tung zukommt. Hier herrsht niht nur eine enorm groÿe Datenvielfalt, sondernauh eine hohe Datenabhängigkeit. Aufgrund des hohkomplexen sowie anla-genintensiven Produktionsablaufs sind Störungen oder Fehlberehnungen kei-ne Seltenheit. Um aus Fehlberehnungen entsprehend lernen bzw. Störungenvorbeugen zu können, gilt es insbesondere, die physikalishen und hemishenProzesse genauestens zu dokumentieren, die Daten systematish aufzuberei-ten sowie Rükshlüsse aus den Ergebnissen zu ziehen. Ein häug in diesemZusammenhang verwendeter Begri ist das Data Mining, das Arnold et al.
29[1℄ als automatishes Detektieren von Zusammenhängen in Datenbeständendurh Anwendung von Algorithmen bezeihnen. Zudem muss ein funktionie-rendes Informationsmanagement siherstellen, dass die gewonnenen Informa-tionen zielgerihtet und rehtzeitig ver- bzw. übermittelt werden.Das Qualitätsmanagement hat insbesondere in der europäishen Stahlindustrieeine Vorrangstellung, da sih europäishe Unternehmen nur über das Angebotvon hohqualitativen Stählen vom asiatishen Markt abheben können. Bei denDillinger Hüttenwerken gilt das Motto: Stillstand gleih Rükshritt, d. h. eswird kontinuierlih an Qualitätsverbesserungen gearbeitet und auh geforsht.Die hohen Qualitätsanforderungen resultieren in häugen Probenentnahmensowie aufwändigen Probeverfahren entlang der gesamten Produktionskette.Dies hat einen dementsprehend hohen Einuss auf den Produktionsablauf,was sih in längeren bzw. zusätzlihen Bearbeitungszeiten und damit höherenProduktionskosten und längeren Lieferzeiten niedershlägt.Integrierte Hüttenwerke haben einen groÿen Flähenbedarf. So erstrekt sihdas Werksgelände der Dillinger Hüttenwerke über a. 500 Hektar. Für deninner- und zwishenbetrieblihen Transport der Rohstoe und Zwishenpro-dukte ergibt sih daraus die Notwendigkeit, relativ groÿe Distanzen zu über-brüken. Hinzu kommt, dass mit feinkörnigen, stükigen, üssigen und festensowie teilweise sehr heiÿen und shweren Transportmaterialien hohe Anfor-derungen an die Transportmittel gestellt werden. Aus dieser Materialvielfaltresultiert demnah auh eine hohe Transportmittelvielfalt. Während die An-lieferung der Rohstoe und die Auslieferung der Fertigprodukte hauptsäh-lih auf Shien vollzogen werden, erfolgt der Transport auf dem Werksgelän-de beispielsweise über spezielle Waggons, Tieader oder Krane. Viele dieserTransporte sind mit einem engen Zeitfenster behaftet. So ist insbesondere dieVersorgung des Stahlwerks mit Roheisen vom Hohofen sehr zeitkritish, dadas Roheisen niht auskühlen darf. Aus den genannten Gründen bedarf eseines Transportmanagements, das einen ausreihenden Bestand an Transport-mitteln siherstellt und verwaltet, sowie die einzelnen Fahraufträge optimalkoordiniert.Die Herausforderungen an die Lagerhaltung untersheiden sih zwishen deneinzelnen Betrieben innerhalb eines integrierten Hüttenwerks sehr stark von-
30einander. Wie bereits in Unterkapitel 2.3 erläutert, werden die meisten Ein-satzstoe des Hohofens auf Mishbetten lagenweise übereinander geshihtet.Dabei ist die Gestaltung der Mishbetten hinsihtlih des Aufbaus der ein-zelnen Lagen von groÿer Bedeutung, um den angestrebten Misheekt beimAbtragen zu erzielen. Kennzeihnend für das Stahlwerk ist, dass während desProzesses von der Roheisenanlieferung bis zum Vergieÿen keine Zwishenla-gerung erfolgt. Nah dem Vergieÿen ändern sih Lagerart und -notwendigkeitjedoh drastish. Aufgrund begrenzter Lagerkapazitäten müssen die Brammensowie die späteren Walztafeln und Blehe von nun an in Stapeln übereinandergelagert werden. Zudem müssen diese Stapellager nahezu nah jedem der fol-genden Arbeitsshritte gebildet werden, da die Bearbeitungsfolgen und -zeitender Anlagen sowohl von der Produktionsreihenfolge und Taktzeit des Gieÿbe-triebs als auh untereinander abweihen. Hieraus resultieren niht nur hoheLager- und Kapitalbindungskosten, sondern auh lange Zugriszeiten. So istes nahezu unmöglih, die Stapel immer so zu bilden, dass sie von oben her-ab abgearbeitet werden können. Infolgedessen müssen beispielsweise in einemBlehlager häug einige im Stapel oben liegende Blehe zunähst umgesta-pelt werden, bevor das als nähstes benötigte Bleh dem Lager entnommenwerden kann. Sowohl dieses Umstapeln und Entnehmen der Blehe als auhdie Stapelbildung erfolgt dabei mittels mit Magneten ausgestatteten Kranen.Somit kann immer nur ein Bleh gleihzeitig aufgenommen und transportiertwerden. Bei Stapeln mit über 100 Blehen ist ersihtlih, wie zeitintensiv der-artige Kranbewegungen sind. Um diese Problematik zu bewältigen, bedarf eseiner auf die Produktion optimal abgestimmten Lagerhaltung.Neben der bzw. durh die Strategie auf die Produktion hohqualitativer Stählezu setzen, zeihnen sih europäishe Stahlunternehmen durh eine hohe Vari-antenvielfalt aus. Bei den Dillinger Hüttenwerken resultiert dies in einer auf-tragsbasierten Produktion (make-to-order). Da es sih bei dem Produktions-prozess ab dem Konverter um eine divergierende Produktion handelt, muss dieAuftragsplanung den Produktionsweg in umgekehrter Rihtung betrahten. Somüssen Blehe auf Walztafeln verplant, diese wiederum zu Brammen umge-rehnet und diese wiederum zu Gieÿsequenzen und entsprehenden Shmelzenverplant werden. Die Abstimmung der Aufträge auf die Roheisenproduktionist niht zwingend notwendig, da die kundenspezishen Stahleigenshaftenerst im Stahlwerk eingestellt werden und eine kurzfristige Leistungsänderung
31des Hohofens zudem nur sehr begrenzt möglih ist. Die mehrstuge Auftrags-bündelung ist eine sehr komplexe Aufgabe und mit zahlreihen Restriktionenund teilweise konkurrierenden Zielen verbunden. Beim Konverter z. B. sind dieChargengröÿen durh Mindestfüllmenge und Fassungsvermögen vorgegeben.Da die Kunden i. d.R. niht genau dieser Menge entsprehend bestellen, musshäug mehr produziert werden. Die zu viel gegossenen Brammen können dannentweder eingelagert oder wieder eingeshmolzen werden. Bezüglih der For-mate ist die Leistung der Stranggieÿanlagen bei dikeren Formaten vergleihs-weise shleht, wohingegen die Leistung der Walzung bei dikeren Formatenhoh ist. Im Groÿen und Ganzen besteht die Aufgabe der Auftragsplanung dar-in, die einzelnen Kundenaufträge derart zu verplanen bzw. zu bündeln, dasssie den gewünshten Anforderungen entsprehen und möglihst shnell undkostengünstig zu realisieren sind.Als letzter Punkt der produktionslogistishen Herausforderungen folgt nun mitder Produktionsplanung das eigentlihe Kerngebiet der Produktionslogistik.Besonderes Augenmerk sei hier auf die zahlreihen und häug sehr speziellenMashinenbelegungsprobleme gelegt. Das Thema wird in Kapitel 4 ausführ-lih behandelt. Der Untershied zu den klassishen Problemstellungen folgtmeist aus den speziellen Gegebenheiten des Stahlherstellungs- und verarbei-tungsprozesses. So sind die Mashinenbelegungsprobleme meist mit zahlreihenmetallurgishen und tehnishen Restriktionen und hohen Rüstkosten bzw.langen Rüstzeiten behaftet (Beispiel: Stranggieÿanlage). Zudem liegen häug(teil-)kontinuierlihe Prozesse vor, die z. B. dazu führen, dass einmal begonne-ne Bearbeitungen niht unterbrohen werden können und verbundene Anlagengenau aufeinander abgestimmt werden müssen. Demnah besitzen Abläufe,bei denen die Temperaturführung der Materialien genauestens einzuhalten ist,häug sogar Just-in-Time- bzw. Just-in-Sequene-Charakter (Beispiel: ther-momehanishe Walzung). Insbesondere diese Problemstellungen vershärfensih durh die Existenz von Prozessunsiherheiten. So sind viele hemisheund physikalishe Prozesse noh heute mit Unsiherheiten und damit starkenShwankungen behaftet. Davon betroen sind prinzipiell die Prozesse im Hoh-ofen allgemein, aber auh beispielsweise Legierungseinstellungen im Stahlwerksowie Erwärm-, Bearbeitungs- und Abkühlzeiten im Walzwerk.An dieser Stelle soll erwähnt sein, dass die Darstellung der produktionslogisti-




Grundlagen derWärmebehandlung von Stahl
Dieses Kapitel dient mit Unterkapitel 3.1 zunähst dazu, Zwek und Ziele desWärmebehandelns zu beshreiben. Anshlieÿend wird der grundlegende Ab-lauf einer Wärmebehandlung in Unterkapitel 3.2 erläutert. Die Vorstellungund Einteilung der wihtigsten Wärmebehandlungsverfahren shlieÿt sih inUnterkapitel 3.3 an. Mit Unterkapitel 3.4 wird die Beshreibung der Grundla-gen um eine Erläuterung der gängigen Wärmebehandlungsbegrie, -verfahrenund -einrihtungen, welhe im Walzwerk der Dillinger Hüttenwerke ver- bzw.angewendet werden, ergänzt.
3.1 Zwek und Ziele des WärmebehandelnsEisenwerkstoe sind im festen Zustand i. d.R. kristallin aufgebaut, d. h. dieräumlihe Anordnung der Atome ist festgelegt. Eisen hat jedoh die Eigen-shaft, dass die Atome sih zu untershiedlihen Gitterstrukturen aufbauenkönnen (Polymorphie). Je nah Kohlenstogehalt und Temperatur resultierendemnah untershiedlihe Gefüge. Da zudem die vershiedenen Werkstoeigen-shaften hauptsählih durh das Gefüge bestimmt werden, lassen sih durhWärmebehandeln bestimmte Eigenshaften gezielt einstellen.35






• Korrosionsbeständigkeitbestehen.Grobblehe für den Brükenbau müssen z. B. sowohl über eine sehr hohe Zä-higkeit als auh über eine sehr hohe Festigkeit verfügen. Mit sehr zähen Stahl-konstruktionen lassen sih beispielsweise Shwingungen der Brüke bei Sturmausgleihen. Eine hohe Festigkeit ist notwendig, um auh der Belastung derüberquerenden Fahrzeuge standzuhalten. Um die Blehe miteinander zu ver-binden, ist zudem eine hohe Shweiÿbarkeit erforderlih. Liegt die Brüke am(bzw. die Träger im) Wasser, muss der Stahl zudem korrosionsbeständig sein.Neben den Anforderungen an die Siherheit derartiger Konstruktionen spielenauh Kostenaspekte eine wihtige Rolle. So erlaubt eine hohe Festigkeit, dieBlehdike der Stahlkonstruktionen, verglihen mit konventionellen Stählen,erheblih zu verringern, wodurh eventuell Materialkosten eingespart werdenkönnen. Aufgrund der besseren Verarbeitungseigenshaften sehr zäher Stähle,lassen sih zudem die Kosten der Verarbeitung senken.Ein anderes Anwendungsgebiet, bei dem extrem hohe Anforderungen an dieHärte und den Vershleiÿwiderstand der eingesetzten Stähle gestellt werden,
37ist die Herstellung von groÿen Baumashinen und Baugeräten. Beispiele hierfürsind Baggershaufeln und Muldenkipper für den Einsatz im Bergbau, Stein-brühen oder Kiesgruben. Den Kunden dieser Branhe ist insbesondere einemöglihst lange Haltbarkeit der Stahlbauteile wihtig. Von ebenso groÿer Be-deutung ist aber auh hier das Einsparpotential bezüglih Material- und Ver-arbeitungskosten.An dieser Stelle sei darauf hingewiesen, dass ein Werkstük niht gleihzeitigallen Anforderungen in hohem Maÿe gereht werden kann. Der Grund hier-für ist, dass manhe Ziele untereinander konträr sind und somit Zielkoniktebestehen. Insbesondere sehr gute Härte- und Zähigkeitseigenshaften lassensih kaum miteinander vereinbaren. Allgemein lässt sih sagen, dass man im-mer einen Kompromiss zwishen hoher Vershleiÿfestigkeit und bestmögliherVerarbeitbarkeit eingehen muss.Aus den aufgeführten Beispielen und Erläuterungen lässt sih das Hauptzieldes Wärmebehandelns ableiten. Demnah gilt es, für den jeweiligen Verwen-dungszwek das Verhältnis zwishen Beanspruhbarkeit, Werkstükgeometrieund Abmessungen so zu optimieren, dass sowohl eine hohe Lebensdauer mitausreihender Siherheit gewährleistet ist, als auh mit der späteren Konstruk-tion verbundene Material- und Verarbeitungskosten Berüksihtigung nden.
3.2 Ablauf des WärmebehandelnsZur Auslösung der gewünshten Vorgänge im Werksto ist die Zufuhr bzw. derEntzug einer bestimmten Wärmemenge erforderlih. Bei den meisten Wärme-behandlungsverfahren kommt zudem der Zeit, in der diese Wärmemenge demWerksto zugeführt bzw. entzogen wird, eine wihtige Rolle zu. Häug mussder Werksto auh eine gewisse Zeit bei einer bestimmten Temperatur gehal-ten werden. So läuft bei allen Verfahren die Wärmebehandlung prinzipiell indrei Shritten ab:
• Erwärmen auf eine bestimmte Behandlungstemperatur,
• Halten der Behandlungstemperatur für eine bestimmte Zeit,
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• Abkühlen von Behandlungs- auf Raumtemperatur in bestimmter Ge-shwindigkeit.Abbildung 3.1 veranshauliht einen beispielhaften Zeit-Temperatur-Verlauf.Im Gegensatz zur Halte- und Abkühlphase, die je nah Verfahren kurz oderlang bzw. shnell oder langsam durhgeführt werden können, sollte die Er-wärmphase grundsätzlih eher langsam ablaufen. Dies hat den Grund, dassbei zu shneller Erwärmung die Oberähentemperatur wesentlih shnellersteigen würde als die Kerntemperatur. Die Folgen wären untershiedlihe Span-nungen im Werkstük und gegebenenfalls Rissbildung. Daher unterteilt mangewöhnlih die Erwärmphase noh einmal in eine Anwärm- und eine Durh-wärmphase. Die Anwärmphase stellt die Zeitspanne dar, welhe die Oberähevom Beginn des Erwärmens bis zum Erreihen der Behandlungstemperatur be-nötigt. Die Durhwärmphase ist dementsprehend die Zeitspanne bis der Kerndie Behandlungstemperatur erreiht. Je nah Verfahren spriht man auh vonder Glüh- oder Härtetemperatur.Sobald auh der Kern des Werkstüks die Behandlungstemperatur erreiht hat,beginnt die zweite Phase, auh Haltephase genannt. Hier wird das Werkstükniht mehr weiter erwärmt, sondern stattdessen auf der Behandlungstempera-tur gehalten. Die Dauer dieses Abshnitts wird demnah auh als Haltedauerbezeihnet. Bei manhen Wärmebehandlungsverfahren kann die Haltedauer
Abbildung 3.1: Shematisher Zeit-Temperaturverlauf bei derWärmebehandlung von Stahl (Läpple [62℄)
39sehr kurz sein bzw. die Haltephase sogar komplett übersprungen werden, beianderen kann das Halten mehrere Stunden andauern.Im Anshluss an die Haltephase, d. h. sobald die Haltedauer abgeshlossen ist,wird das Werkstük abgekühlt. Vor dem Hintergrund, dass die Erwärm- unddie Haltephase in einem Ofen vollzogen werden, beginnt die Abkühlphase prin-zipiell automatish mit der Entnahme des Werkstüks aus dem Ofen. Nebender Abkühlung an der Luft gibt es aber noh andere Abkühlmethoden. ManheVerfahren sehen beispielsweise eine sehr langsame Abkühlung vor. In diesemFall kühlt das Werkstük meist noh im Ofen oder in einer Art nahgelagerterThermobox ab. Andere Verfahren erfordern eine extrem shnelle Abkühlung(Abshreken). Hierbei wird das Werkstük direkt nah der Entnahme ausdem Ofen beispielsweise durh das Zuführen bestimmter Wassermengen vonoben und unten abgekühlt. Nah erfolgter Abkühlung ist die Wärmebehand-lung prinzipiell abgeshlossen. Je nah Anforderungsprol und gewünshterQualität des Werkstüks können aber auh mehrere aufeinanderfolgende Wär-mebehandlungsverfahren erforderlih sein.An dieser Stelle sei darauf hingewiesen, dass es von groÿer Wihtigkeit ist,die je nah Verfahren vorgegebenen Temperaturen und Zeiten in den einzel-nen Phasen genauestens einzuhalten. In vershiedenen Bereihen gibt es zwarauh gewisse Toleranzen, doh wenn diese übershritten werden, muss die Wär-mebehandlung i. d.R. wiederholt werden. Da Wärmebehandlungen häug mitsehr langen Zeiten verbunden sind, gilt es, dies möglihst zu vermeiden. Inmanhen Fällen kann der Fehler der Wärmebehandlung auh irreversibel sein,sodass das entsprehende Werkstük Ausshuss ist. Wie bereits erwähnt, führtein zu shnelles oder auh ungleihmäÿiges Erwärmen beispielsweise zu unter-shiedlihen Spannungen oder Rissbildungen. Das Problem der Spannungenkann durh nahgelagerte Behandlungen wieder behoben werden. Werkstükemit Rissen sind hingegen Ausshuss.




• Abkühlrate.Läpple [62℄ bietet einen Überblik über vershiedene Verfahren zur Wärme-behandlung von Stahl. Die Verfahren sind in Abbildung 3.2 zusammengefasstund bestimmten Gruppen zugeordnet. Hinsihtlih der verfolgten Ziele einerWärmebehandlung werden grundsätzlih die folgenden drei Hauptgruppen un-tershieden:
• Glühen,
• Härten,
• Vergüten.Ziel des Glühens ist, den Werksto in einen in seiner Gefügebeshaenheit undinneren Spannung gleihmäÿigeren und beständigeren Zustand zu bringen. ImAllgemeinen folgt daraus ein eher weniger fester Zustand. Im Gegensatz da-zu wird beim Härten eine möglihst harte bzw. feste Struktur des Gefügesangestrebt. Das Vergüten verfolgt das Ziel, die shwer miteinander zu verein-barenden Eigenshaften einer sowohl hohen Festigkeit als auh hohen Zähigkeitzu erreihen.Läpple [62℄ unterteilt die drei Hauptgruppen noh in weitere Untergruppen.Die Erläuterung der vershiedenen Glüh-, Härte- und Vergütungsverfahrenfolgt in den Unterkapiteln 3.3.1 - 3.3.3.
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Abbildung 3.2: Überblik und Einteilung vershiedenerWärmebehandlungsverfahren (Läpple [62℄)3.3.1 GlühenWie bereits erwähnt, können Eisenwerkstoe in vershiedenen Ersheinungsfor-men (bezüglih des Gefüges) vorkommen. Dabei entsprehen fehlerfreie Kris-tallgitter eher einer idealisierten Vorstellung. Tatsählih enthalten alle MetalleGitterbaufehler, die in einer Störung des Kristallaufbaus resultieren. Glühver-fahren zielen darauf ab, die bestehenden Fehlordnungen zu reduzieren undsomit einen gleihmäÿigeren Gitteraufbau herbeizuführen.
42Nah DIN EN 10052 [30℄ ist Glühen eine Wärmebehandlung, bestehend ausErwärmen auf eine bestimmte Temperatur (= die Glühtemperatur), Haltenund Abkühlen unter solhen Bedingungen, dass der Zustand des Werkstosbei Raumtemperatur dem Gleihgewihtszustand näher ist. Bezogen auf diein Kapitel 3.1 dargelegtenWerkstoeigenshaften resultiert ein solher Zustandin einer höheren Zähigkeit sowie einer besseren Shweiÿbarkeit, jedoh in einerweniger hohen Festigkeit.Läpple [62℄ unterteilt die Hauptgruppe der Glühverfahren noh einmal in einGlühen 1. Art und ein Glühen 2. Art bzw. in werkstounabhängige und werk-stoabhängige Verfahren. Zu den werkstounabhängigen Verfahren zählen
• das Grobkornglühen,
• das Spannungsarmglühen,
• das Diusionsglühen sowie
• das Rekristallisationsglühen.Bei den werkstoabhängigen Verfahren untersheidet man zwishen
• dem Normalglühen und
• dem Weihglühen.Das Grobkornglühen zielt auf eine zerspanungstehnish günstige Gefügestruk-tur ab. Obwohl grobkörnige Metalle (im Vergleih zu feinkörnigen) eine gerin-gere Festigkeit und Zähigkeit besitzen, kann Grobkörnung dennoh für be-stimmte spanabhebende Bearbeitungen (z. B. Drehen, Hobeln oder Fräsen)erwünsht sein. Die Glühtemperaturen sind beim Grobkornglühen mit 950 ◦C- 1100 ◦C sehr hoh, was das Verfahren sehr teuer maht. Die Haltedauer be-trägt 1 bis 4 Stunden. Je nah Stahlsorte shlieÿt sih entweder ein langsamesoder shnelles Abkühlen an.Ziel des Spannungsarmglühens ist der Abbau von Eigenspannungen im Werk-stük, wobei die übrigen Werkstoeigenshaften möglihst unverändert bleibensollen. Eigenspannungen können bei äuÿeren Belastungen zu Rissbildung odergar zum Bruh des Werkstüks führen. Beim Spannungsarmglühen wird übli-herweise sehr langsam auf Temperaturen zwishen 450 ◦C und 650 ◦C erwärmt.Das anshlieÿende Halten dauert a. 1 bis 2 Stunden. Das Abkühlen sollte wie
43das Erwärmen mit möglihst geringer Geshwindigkeit erfolgen, sodass sihkeine neuen Eigenspannungen bilden.Das Diusionsglühen verfolgt das Ziel, Konzentrationsuntershiede im Werk-stük (z. B. Kristallseigerungen) zu verringern bzw. möglihst zu beseitigen.Dies ist mit einer Veränderung der hemishen Zusammensetzung des Werk-stüks verbunden. Hierzu sind Glühtemperaturen im Bereih von 1050 ◦C und1300 ◦C sowie ein bis zu 50 Stunden langes Halten erforderlih. Auh bei diesemVerfahren sollte die Abkühlung möglihst langsam erfolgen.Durh das Rekristallisationsglühen wird versuht, die mit einer Kaltverfor-mung häug einhergehende Kaltverfestigung zu beseitigen. Das Ziel bestehtdarin, die plastishe Verformbarkeit, die bei einer Kaltverfestigung stark ver-mindert ist, wiederherzustellen. Glühtemperatur und Haltedauer sind beimRekristallisationsglühen stark von der Shwere der vorangegangenen Kaltver-festigung abhängig. So kann das Halten der zwishen 550 ◦C und 700 ◦C lie-genden Glühtemperaturen sowohl wenige Minuten als auh mehrere Stundenandauern. Das Abkühlen muss auh hier wiederum langsam erfolgen.Das Normalglühen ist im Vergleih zu den bisher beshriebenen Verfahrenwerkstoabhängig. Es zählt zu den wihtigsten Wärmebehandlungsverfahrenfür Stähle und hat ein gleihmäÿiges, möglihst feinkörniges Gefüge zum Ziel.So sollen insbesondere Stähle, die aufgrund vorangegangener Umformungensehr fest, aber wenig zäh geworden sind, wieder ihr ursprünglihes (norma-les) Gefüge einnehmen. Die Glühtemperaturen liegen je nah Stahlsorte zwi-shen 800 ◦C und 950 ◦C. Die Haltedauer ist sowohl von der Glühtemperaturals auh vom Format des Werkstüks abhängig, da das Gefüge über den gan-zen Quershnitt des Werkstüks umgewandelt werden soll. So können je nahWerkstük Haltedauern von wenigen Minuten bis zu mehreren Stunden erfor-derlih werden. Die anshlieÿende Abkühlung sollte auh beim Normalglühenrelativ langsam vonstattengehen.Ziel des Weihglühens ist, den Stahl weiher zu mahen, d. h. eine sehr hoheVerformbarkeit bei niedriger Festigkeit und Härte zu erreihen. So soll der Stahlbestmöglih auf nahfolgende Prozesse, wie beispielsweise Kaltumformungenoder zerspanende Weiterverarbeitungen, vorbereitet werden. Die Glühtempera-turen liegen beim Weihglühen je nah Stahlsorte zwishen 650 ◦C und 750 ◦C.
44Dem Halten von bis zu 100 Stunden shlieÿt sih ein langsames Abkühlen an.Es lässt sih festhalten, dass sih die meisten Glühverfahren im Wesentlihennur hinsihtlih der Glühtemperatur und der Haltedauer voneinander unter-sheiden. Der Abkühlvorgang erfolgt bei fast allen Verfahren eher langsam.
3.3.2 HärtenWährend Glühverfahren das Ziel verfolgen, die bestehenden Fehlordnungen imGitteraufbau durh Vergleihmäÿigung zu reduzieren, wird beim Härten gezieltein anderer Gitteraufbau erzeugt, der in einen Zustand höherer Festigkeit re-sultiert. Dabei nimmt jedoh gleihzeitig auh die Anzahl der Gitterbaufehlerzu.Das Stahl-Institut VDEh [80℄ beshreibt Härten als Wärmebehandlung, dieinfolge fundamentaler Änderungen der Gitterstruktur des Werkstos zu har-ten Gefügebestandteilen führt. Die Steigerung von Härte und Festigkeit gehtjedoh i. d.R. auf Kosten der Zähigkeit.Läpple [62℄ unterteilt die Hauptgruppe der Härteverfahren je nahdem, obdas Werkstük in seinem gesamten Quershnitt oder nur an der Oberähegehärtet wird, nohmals in
• durhgreifendes Härten und
• Oberähenhärten.Bei letzterem kann wieder zwishen
• Randshihthärten und
• thermohemishem Behandelnuntershieden werden. Während die hemishe Zusammensetzung der Rand-shiht beim Randshihthärten niht verändert wird, zielt das thermohemi-she Behandeln genau darauf ab.Das durhgreifende Härten (Durhhärten) verfolgt das Ziel einer Härtezunah-
45me im gesamten Werkstük, was bedeutet, dass die Erwärmung langsam er-folgen muss. Sobald Oberähe und Kern die Behandlungstemperatur (Här-tetemperatur) erreiht haben, wird diese entweder gar niht oder nur sehrkurz (maximal eine Stunde) gehalten. Im Anshluss daran wird das Werk-stük abgeshrekt, d. h. es wird einer Abkühlung unterzogen, die mit höhererGeshwindigkeit abläuft als an ruhender Luft. Entsheidend für den Erfolg desHärtens sind insbesondere die Wahl der für die jeweilige Stahlsorte optimalenHärtetemperatur sowie der Abshrekgeshwindigkeit und des Abshrekmit-tels. Gängige Härtetemperaturen beim Durhhärten liegen zwishen 800 ◦Cund 1000 ◦C. Als Abshrekmittel dient hauptsählih Wasser. Entsprehendder auf das Werkstük aufgebrahten Wassermenge lässt sih somit auh diegewünshte Abkühlgeshwindigkeit regeln.Bei einigen hohwertigen und hohbelasteten Bauteilen ist es durhaus er-forderlih, dem Inneren eines Werkstükes eine hohe Zähigkeit, der Oberähehingegen eine hohe Härte und Vershleiÿbeständigkeit zu verleihen. Durh Ver-fahren des Oberähenhärtens wird versuht, diese komplizierte Forderung zuerfüllen. Wie der Name shon sagt, beshränken sih alle Oberähenhärtever-fahren auf die Oberähe bzw. die Randshiht des jeweiligen Werkstüks.Beim Randshihthärten wird das Gefüge, niht aber die hemishe Zusammen-setzung der Randshiht geändert. Die einzelnen Verfahren, die dieser Gruppeangehören, können wiederum nah der angewandten Wärmequelle untershie-den werden in:
• Tauhhärten (Metallbad oder Salzbad),
• Flammhärten (Gasbrenner),
• Induktionshärten (Induktionsspule),
• Laserstrahlhärten (Lasergerät) und
• Elektronenstrahlhärten (Elektronenkanone).Unter thermohemishem Behandeln sind Diusionsverfahren zu verstehen,bei denen insbesondere Metalle oder Nihtmetalle mittels gezielter Diusionzu einer Veränderung des Gefüges und der hemishen Zusammensetzung derRandshihten führen sollen. Je nah eindiundierendem Element untershei-det Läpple [62℄ zwishen:
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• Aufkohlen (Kohlensto),




• Nitroarburieren (Stiksto und Kohlensto),
• Aluminieren (Aluminium),
• Silizieren (Silizium),
• Titanieren (Titan) und
• Verzinken (Zink).Auf das Aufkohlen und das Carbonitrieren folgt i. d. R. immer auh ein späteresHärten (Einsatzhärten). Auf den genauen Ablauf dieser Verfahren soll hierniht näher eingegangen werden. Für eine ausführlihe Beshreibung sei aufLäpple [62℄ und Liedtke et al. [61℄ verwiesen.
3.3.3 VergütenWie bereits erläutert, zielen Glühverfahren eher auf eine hohe Zähigkeit bzw.möglihst gute Verarbeitbarkeit ab, wohingegen Härteverfahren das Ziel einesmöglihst harten und festen Werkstüks verfolgen. Ziel des Vergütens ist esnun, die Festigkeit und Zähigkeit optimal auf die durh das jeweilige Anwen-dungsgebiet vorliegenden Bedingungen anzupassen.Nah DIN EN 10052 [30℄ ist Vergüten eine Wärmebehandlung zum Erzielenhoher Zähigkeit bei bestimmter Zugfestigkeit durh Härten und anshlieÿendesAnlassen meist auf höhere Temperaturen. Somit ist das Vergüten eigentliheine Kombination aus zwei Wärmebehandlungen, wobei das Anlassen jedohgenerell selten ohne vorheriges Härten durhgeführt wird. So dient die nah-folgende Erwärmung durh das Anlassen hauptsählih dazu, die Zähigkeitgehärteter Werkstüke zu erhöhen und die Sprödigkeit bzw. das Rissrisiko zumindern.Neben diesem Verfahren, das auh als Anlassvergüten bezeihnet wird, zählt
47Läpple [62℄ auh das Bainitisieren und Perlitisieren zu der Gruppe der Ver-gütungsverfahren. Diese Zuordnung ist jedoh niht ganz eindeutig. So teilenbeispielsweise Liedtke et al. [61℄ das Bainitisieren und Perlitisieren eher in denBereih spezieller Härteverfahren ein, da der Ablauf beider Verfahren dem desHärtens in der Erwärm- und Haltephase gleiht. Der Hauptuntershied zumnormalen Härten besteht darin, dass beim Bainitisieren und Perlitisierendas Werkstük während des Abshrekens für eine bestimmte Zeit in einemWarmbad (Metall- oder Salzbad) gehalten wird. Untereinander untersheidensih das Bainitisieren und Perlitisieren hauptsählih hinsihtlih der jeweili-gen Badtemperatur. Diese liegt beim Bainitisieren je nah Stahlsorte i. d.R.zwishen 300 ◦C und 400 ◦C und beim Perlitisieren zwishen 500 ◦C und 600 ◦C.Anhand der Denition des Vergütens lässt sih bereits feststellen, dass das An-lassvergüten das gebräuhlihste Vergütungsverfahren darstellt. Je nah Ver-wendungszwek bzw. angestrebten Eigenshaftszielwerten untersheidet Läpp-le [62℄ vier Anlassstufen, wobei die angegebenen Temperaturbereihe lediglihals Anhaltswerte zu verstehen sind:1. Anlassstufe (100 ◦C - 200 ◦C),2. Anlassstufe (200 ◦C - 320 ◦C),3. Anlassstufe (320 ◦C - 400 ◦C),4. Anlassstufe (400 ◦C - 700 ◦C).Ein Anlassen auf der 1. Stufe entspriht eher noh einem Entspannen als ei-nem Vergüten. Die Härte des Werkstüks bleibt weitestgehend erhalten, dieRissgefahr infolge der hohen Spannungen wird jedoh erheblih gemindert.In der 2. Anlassstufe nehmen Festigkeit und Härte des Werkstüks bereitsdeutliher ab. Die Zähigkeit ändert sih hingegen kaum. In vielen Fällen kannes sogar zu einer zähigkeitsmindernden Anlassversprödung kommen.Eine Behandlung auf der 3. Anlassstufe resultiert in einer weiteren Abnahmevon Festigkeit und Härte. Die Zähigkeit kann sih zwar leiht verbessern, dieGefahr der Anlassversprödung besteht jedoh auh in diesem Temperaturbe-reih.Beim Anlassen auf der 4. Stufe muss zwishen unlegiertem und legiertem Stahl
48untershieden werden. Während die Festigkeitswerte unlegierter Stähle starkabnehmen, können sie bei legierten Stählen abhängig von den Legierungsele-menten nur leiht abfallen oder sogar leiht ansteigen. Zähigkeit und Verform-barkeit nehmen bei beiden Stahlarten im Allgemeinen deutlih zu.Die bereits angesprohene Versprödungsgefahr tritt hauptsählih im Bereihzwishen 200 ◦C und 500 ◦C auf. Aus diesem Grund wird das Anlassen auf der2. und 3. Stufe i. d.R. vermieden. Die Behandlungstemperaturen haben beimAnlassen einen wesentlih gröÿeren Einuss auf die Härte als die Zeit, in derdie jeweilige Temperatur gehalten wird. So wird die Haltedauer eher abhängigvon der Stahlsorte und vomWerkstükquershnitt festgelegt. Sie kann zwishenwenigen Minuten bis hin zu mehreren Stunden andauern.Hollomon und Jae [49℄ haben einen Zahlenwert für die Wirkung des Anlassensin Abhängigkeit von Anlasstemperatur und Anlassdauer eingeführt. Die Er-rehnung des sogenanntes Zeit-Temperatur-Parameters (bzw. Hollomon-Jae-Parameters) kann allgemein durh folgende Formel dargestellt werden:
HJP = AT · (C + lgAD) (3.1)
HJP = Hollomon-Jae-Parameter
AT = Anlasstemperatur
C = werkstoabhängige Konstante
AD = AnlassdauerAus dieser Abhängigkeit lässt sih rükshlieÿen, dass untershiedlihe Kom-binationen aus Anlasstemperatur und Anlassdauer in bestimmten Bereihenzum gleihen Anlasseekt führen können. Diesem Sahverhalt kommt im Laufedieser Arbeit noh eine gesteigerte Bedeutung zu.
3.4 Wärmebehandlungsbegrie, -verfahren und-einrihtungen der Dillinger HüttenwerkeDa die zu behandelnden Werkstüke sowohl komplette Walztafeln als auhTeile einer Tafel oder einzelne Blehe umfassen können, wird bei den Dillinger






• Vorwärmen.Das Normalisieren entspriht einem Normalgühen. Es ist das mit Abstandvorherrshende Glühverfahren im Dillinger Walzwerk. Die Glühtemperaturenvon a. 910 ◦C werden i. d.R. maximal 15 Minuten gehalten.Das Eusionsglühen ist eine Wärmebehandlung zum Wasserstoarm- bzw.Wasserstofreiglühen. Es zählt niht zu den klassishen Glühverfahren und istdemnah in Kapitel 3.3 auh niht aufgeführt bzw. behandelt. Ziel ist, dieEusion der im Gefüge eingelagerten Wasserstoatome, welhe das Werkstükspröde mahen. Dies geshieht bei Glühtemperaturen von a. 550 ◦C und einerHaltedauer von a. 24 Stunden.Ein weiteres Glühverfahren der Dillinger Hüttenwerke ist das sogenannte Kan-tenentspannen. Bezogen auf die in Kapitel 3.3 erläuterten Wärmebehandlungs-verfahren ist dieses Verfahren mit einem Spannungsarmglühen vergleihbar.Die Glühtemperaturen liegen zwishen 550 ◦C und 650 ◦C und werden meistnur wenige Minuten gehalten.Das Quetten ist das gängige Verfahren zum durhgreifenden Härten der Wa-ben. Die Waben werden zunähst in einem Ofen auf Temperaturen zwishen850 ◦C und 950 ◦C erwärmt und nah einem kurzen Halten von maximal 60Minuten dem Ofen entnommen. Das Abshreken erfolgt direkt im Anshlussan die Ofenentnahme mittels einer Wasserkühlanlage.Das Anlassen ist für viele Grobblehe der Dillinger Hüttenwerke qualitätsent-sheidend. Es kann niht nur im Anshluss an ein Härteverfahren, sondern auh
50einem Glühverfahren nahfolgend oder sogar als alleinigesWärmebehandlungs-verfahren angewendet werden. Die Anlasstemperaturen liegen hauptsählihim Bereih zwishen 550 ◦C und 750 ◦C, die Haltedauern zwishen 5 und 90Minuten.Das Vorwärmen ist im Grunde genommen keine rihtige Wärmebehandlungim klassishen Sinne. Bedingt durh die Tatsahe, dass es auh in Wärmebe-handlungsöfen vollzogen wird, soll es hier jedoh mitaufgeführt werden. Zu-dem ist ein Vorwärmen relativ häug notwendig, da die Waben bei manhenStahlqualitäten an bestimmten Anlagen im Adjustagebetrieb warm bearbei-tet werden müssen. Zu diesen Anlagen gehören z. B. die Warmrihtmashineoder die Brennshneidanlagen. Die Temperaturen, auf die erwärmt wird, liegenübliherweise zwishen 250 ◦C und 540 ◦C. Ein Halten ndet niht statt.Für die Wärmebehandlung stehen der Dillinger Hütte prinzipiell mehrere Öfenzur Verfügung, die sih in vershiedenen Punkten (wie z. B. Anlagengeometrie,Temperaturbereih, Brennmedium oder Transportsystem) teilweise voneinan-der untersheiden. Aus logistisher Betrahtung ist insbesondere das Trans-portsystem und die damit verbundene Beshikungsart von groÿer Bedeutung.In Tabelle 3.1 sind die einzelnen Öfen zusammengefasst und nah Transport-system und Beshikungsart unterteilt. Zudem sind die auf den jeweiligenÖfen derzeit durhgeführten bzw. durhführbaren Wärmebehandlungsverfah-ren (WBH-Verfahren) angegeben.Die drei Herdwagenöfen dürfen niht mit den Herdwagenöfen verwehselt wer-den, die vor der Walzung für die Blokerwärmung zuständig sind. Der HWOF1,der HWOF3 und der HWO4 werden ausshlieÿlih für die Wärmebehandlungverwendet. Wie bereits in Kapitel 2.5 erwähnt, erfolgt die Beshikung beiHerdwagenöfen satzweise. Der Ofen an sih ist eigentlih nur ein groÿes Ge-häuse in das der Herdwagen durh eine Ofentür ein- und ausfahren kann. Dienotwendigen Heizelemente sind im Herdwagen selbst integriert. So wird einebestimmte Ofenbelegung zunähst auÿerhalb des Ofens auf dem Herdwagenzusammengestellt bzw. angeordnet, anshlieÿend in den Ofen eingefahren undnah Abshluss der Wärmebehandlung shlieÿlih wieder ausgefahren.Die Beshikung des Einlegeofens (EO) erfolgt ebenfalls satzweise. Das Trans-portsystem ist zwar ein anderes als bei den Herdwagenöfen, das Prinzip aus
51Tabelle 3.1: Wärmebehandlungsöfen der Dillinger HüttenwerkeOfen Transportsystem Beshikung WBH-VerfahrenHerdwagenofen Herdwagen satzweise N, A, KE,(HWOF1) VW, EFHerdwagenofen Herdwagen satzweise KE, VW(HWOF3)Herdwagenofen Herdwagen satzweise EF(HWO4)Einlegeofen Chargiermashine satzweise N, Q, A,(EO) KE, VW, EFNormalisierofen Doppelhubsystem kontinuierlih N, A, KE, VW(NO1)Normalisierofen Doppelhubsystem kontinuierlih N, Q, A,(NO2) KE, VWRollenherdofen Gruppenrollenantrieb kontinuierlih Q, A(RHO1)Rollenherdofen Gruppenrollenantrieb kontinuierlih A, KE, VW, EF(RHO2)Rollenherdofen Einzelrollenantrieb kontinuierlih A, KE, VW, EF(RHO3)N = Normalisieren, Q = Quetten, A = Anlassen, KE = Kantenentspannen,VW = Vorwärmen, EF = Eusionsglühenlogistisher Siht jedoh vergleihbar. Die Waben werden auf feuerfesten Aua-gesteinen (sogenannten Hökern) aufgelegt und mittels einer Chargiermashinein den Ofen eingetragen. Die Entnahme erfolgt nah abgeshlossener Wärme-behandlung ebenfalls durh die Chargiermashine, die sih die Waben mit Hilfevon speziellen Austragarmen wieder aus dem Ofen herausgreift.Die Normalisieröfen NO1 und NO2 haben auf der Dillinger Hütte ihren Na-men erhalten, da sie hauptsählih für das Normalisieren verwendet werden.Bezüglih des Transportsystems handelt es sih bei diesen Öfen um sogenann-te Gleihshrittöfen, die wiederum zu der Gruppe der Durhlauföfen gehören.Durhlauföfen verfügen über einen vom Ofeneingang getrennten Ofenausgang,wobei die Waben den Ofen kontinuierlih vom Eingang bis zum Ausgang kom-plett durhfahren. Der grundsätzlihe Vorgang ist mit einer Autowashanlagevergleihbar. Bei einem Gleihshrittofen durhlaufen die Waben den Ofen überein Doppelhubsystem, bestehend aus zwei Gruppen von mehreren parallel zu-einander angeordneten Längsbalken. Dabei sind die Balken so aufgeteilt, dass
52die Gruppenzugehörigkeit zweier direkt benahbarter Balken immer wehseltund demzufolge nie zwei Balken einer Gruppe direkt nebeneinander liegen.Der Transport der Waben durh den Ofen erfolgt dann über ein abwehseln-des, transversales Abheben und Ablegen durh die beiden Balkengruppen.Auh die Rollenherdöfen RHO1, RHO2 und RHO3 gehören der Gruppe derDurhlauföfen an. Sie untersheiden sih von den Gleihshrittöfen hauptsäh-lih hinsihtlih der Art des Transportmehanismus. Bei einem Rollenherdofendurhlaufen die Waben den Ofen auf einer angetriebenen Rollenbahn (Roll-gang). Je nah Antriebsart kann zwishen Gruppen- und Einzelrollenantriebuntershieden werden. Während beim Gruppenantrieb nur bestimmte Rollen-gruppen (eine Gruppe kann z. B. aus 5 Rollen bestehen) separat angetriebenwerden können, ist beim Einzelantrieb jede Rolle getrennt steuerbar. Derzeitsind der RHO1 und der RHO2 mit Gruppenantrieb und der RHO3 mit Ein-zelantrieb ausgestattet.Wie aus Tabelle 3.1 zu entnehmen, ist ein Quetten nur am EO, am NO2 undam RHO1 möglih. Dies hat den einfahen Grund, dass für das Quetten eineentsprehende Wasserkühlanlage am Ofenauslauf installiert sein muss. Dies istsowohl beim NO2 als auh beim RHO1 der Fall. Da der EO in unmittelba-rer Nähe zur ACC-Kühlanlage positioniert ist, kann das Quetten auh dortdurhgeführt werden.Aus der Beshreibung der einzelnen Ofenarten lassen sih jeweilige Vor- undNahteile ableiten. Ein grundsätzliher Nahteil von Öfen mit satzweiser Be-shikung gegenüber Öfen, die kontinuierlih beshikt werden, besteht imgeringeren Materialdurhsatz. Ein Grund hierfür sind die langen Belegungs-und Entnahmezeiten, da eine fertige Ofenbelegung erst komplett vom Herd-wagen abtransportiert werden muss, bevor wieder eine neue Belegung erfolgt.Neben diesen Leerzeiten resultiert ein weiterer Grund für den shlehterenDurhsatz daraus, dass eine Ofenbelegung im Prinzip nur mit gleihartigenWaben möglih ist. Gleihartig bedeutet in diesem Fall, Waben mit nahezuidentisher Dike (zweks Durhwärmdauer), identisher Behandlungstempe-ratur und identisher Haltedauer. Dies shränkt den Optimierungsspielraumbezüglih der Ofenbelegung stark ein. Hinzu kommt, dass eine ähendekendoptimale Belegung des Ofens aufgrund der vershiedenen Wabenabmessungen
53im Allgemeinen niht möglih ist. Einziger Vorteil der Öfen mit satzweiserBeshikung ist ein relativ hohes, zulässiges Metergewiht.Die Vorteile der kontinuierlih beshikbaren Öfen ergeben sih aus den erläu-terten Nahteilen der Öfen mit satzweiser Beshikung. So sind sowohl bei denGleihshritt- als auh bei den Rollenherdöfen nahezu keine Leerzeiten (nur beigroÿen Temperaturwehseln) vorhanden, da das Ausfahren einer fertigen Wa-be gleihzeitig mit dem Einfahren einer neuen Wabe erfolgen kann. Zudem istder Optimierungsspielraum bezüglih der Ofenbelegung höher, da diese nihtzwingend aus gleihartigen Waben bestehen muss. So besitzen Durhlauföfeni. d.R. mehrere regelbare Temperaturzonen und ermöglihen dadurh eine si-multane Durhführung mehrerer Wärmebehandlungsverfahren.Des Weiteren besitzen Rollenherdöfen zusätzlihe Vorteile gegenüber Gleih-shrittöfen. Das Problem bei Gleihshrittöfen liegt darin, dass der gesamteOfeninhalt nur mit gleiher Geshwindigkeit bewegt werden kann. Zudem dür-fen die Waben aus Qualitätsgründen niht zu lange an einer Stelle im Ofenverweilen, d. h. der Ofen muss eine bestimmte Mindestgeshwindigkeit einhal-ten. Aus diesen beiden Gründen folgt, dass eine Wabe den Ofen so durhfahrenmuss, dass ihre Wärmebehandlung am Ofenausgang ankommend abgeshlos-sen ist. Dies impliziert i. d. R. sehr langsame Ein- und Ausfahrzeiten.Durh die Tatsahe, dass die Rollen bei Rollenherdöfen einzeln oder gruppen-weise steuerbar sind, können die einzelnen Waben mit untershiedlihen Ge-shwindigkeiten gefahren werden. Ein zu langes Liegen auf der gleihen Stelleist zwar auh hier niht erwünsht, jedoh kann dieses Problem durh leih-tes Hin- und Herpendeln behoben werden. Somit kann im Prinzip die kom-plette Wärmebehandlung einer Wabe an der gleihen Stelle im Ofen erfolgen.Die höhere Flexibilität bezüglih der Ofenfahrweise resultiert in zeitlihen undqualitativen Vorteilen. So hat das shnellere Ein- und Ausfahren der Wabenteilweise deutlih geringere Bearbeitungszeiten zur Folge. Zudem ermögliht eseine gleihmäÿigere Erwärmung von Wabenkopf- und Wabenfuÿ (vorderer Teilund hinterer Teil), was der Qualität zugutekommt.Zum Abshluss dieses Kapitels sei für eine allgemeine Beshreibung bestehen-der Anlagensysteme zur Wärmebehandlung bzw. Erwärmung von Stahlerzeug-nissen auf das LOI Tashenbuh für Thermproess-Tehnik [90℄ verwiesen. Zu-





Das folgende Kapitel bietet einen Einblik in das Feld der Mashinenbele-gungsprobleme. Unterkapitel 4.1 beginnt mit einer grundlegenden Problembe-shreibung und zeigt auf, an welhen Stellen diese Probleme im betrieblihenEntsheidungs- und Planungsprozess auftreten können. In Unterkapitel 4.2folgt eine formalere Problembeshreibung. Hier werden elementare Begriih-keiten und Notation sowie ein in der Literatur gebräuhlihes Klassikations-shema eingeführt. Unterkapitel 4.3 beshäftigt sih zunähst mit der Komple-xität von Mashinenbelegungsproblemen, ehe anshlieÿend gängige Lösungs-verfahren vorgestellt werden. Mit Unterkapitel 4.4 wird das Kapitel shlieÿlihdurh eine separate Behandlung von Mashinenbelegungsproblemen, die eineexplizite Betrahtung von beshränkten Ressourenkapazitäten erfordern, ab-geshlossen.
4.1 Beshreibung und EinordnungIn der deutshsprahigen Literatur gibt es eine Vielzahl von Begrien (wiez. B. Ablaufplanung, Feinplanung oder Reihenfolgeplanung), die häug syn-onym mit dem Begri der Mashinenbelegungsplanung verwendet werden undsih nur bedingt voneinander abgrenzen lassen. Das Forshungsfeld ist jedohweitestgehend durh die englishsprahige Literatur geprägt, welhe die Proble-57
58matik meist unter dem Begri Sheduling zusammenfasst. Eine allgemeingül-tige Beshreibung liefert Pinedo [72℄: Sheduling is a deision-making proessthat [...℄ deals with the alloation of resoures to tasks over given time periodsand its goal is to optimize one or more objetives. Dabei können sowohl diezur Verfügung stehenden Ressouren als auh die durhzuführenden Aufgabensehr untershiedlihe Ausprägungen annehmen. So können beispielsweise Ma-shinen, Transportmittel, Menshen oder auh bestimmte Flähen und Räumeals Ressouren dienen. Häuge Aufgaben sind die Durhführung bestimmterFertigungs-, Transport- oder Projektteilshritte.Aus obiger Formulierung lässt sih ableiten, dass man konkret von Mashinen-belegungsproblemen spriht, wenn es sih bei den Ressouren um Mashinenund bei den Aufgaben um entsprehende Fertigungsaufträge handelt. Da diesauf die ab Kapitel 5 betrahtete Problemstellung zutrit, wird dieser Begri imweiteren Verlauf der Arbeit verwendet. Die obige, allgemeingültige Beshrei-bung der Problematik unter dem Begri Sheduling wurde hier nur bevorzugt,da es für die mathematishe Formulierung oder die Lösungsmethode derartigerProbleme meist niht von Bedeutung ist, welhe Ressouren oder Aufgaben ge-nau vorliegen. Vielmehr sind viele Probleme auf andere Probleme übertragbaroder besitzen ähnlihe Bestandteile und können demnah auf ähnlihe Weisegelöst werden.Die Mashinenbelegungsplanung kann im betrieblihen Entsheidungsprozessin den Aufgabenbereih der Produktionsplanung und -steuerung (PPS) einge-ordnet werden. Das Aahener PPS-Modell, ein insbesondere im deutshspra-higen Raum weit verbreitetes Modell (siehe Shuh [76℄), beshreibt und un-tersheidet in der Aufgabensiht Kernaufgaben, Netzwerkaufgaben und Quer-shnittsaufgaben. Abbildung 4.1 zeigt eine strukturierte Darstellung der Auf-gabensiht des Aahener PPS-Modells.Demnah bestehen die Kernaufgaben der PPS in der Produktionsprogramm-planung, der Produktionsbedarfsplanung sowie der Planung und Steuerung vonFremdbezug und Eigenfertigung. Dabei bestimmt die Produktionsprogramm-planung die in den nähsten Zeitperioden zu produzierenden Mengen der ver-shiedenen Produkte. Daraus leitet die Produktionsbedarfsplanung dann denerforderlihen Material- und Ressourenbedarf ab und führt die auf diesen
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Abbildung 4.1: Aufgabensiht des Aahener PPS-Modells(Shuh und Gierth [76℄)Erkenntnissen basierende Termin- und Kapazitätsplanungen durh. Für diefremd zu beziehenden Komponenten und Teilstüke ist die Fremdbezugspla-nung und -steuerung zuständig. Hier sind u. a. Entsheidungen über Bestellgrö-ÿen, Liefertermine oder die Lieferantenauswahl zu treen. Der Eigenfertigungs-planung und -steuerung ordnet das Aahener PPS-Modell u. a. Aufgaben wiedie Losgröÿenrehnung, die Feinterminierung und Reihenfolgeplanung sowiedie Verfügbarkeitsprüfung zu. Die Gruppe der Netzwerkaufgaben, bestehendaus Netzwerkkonguration, Netzwerkabsatzplanung und Netzwerksbedarfspla-nung, stellen den überbetrieblihen Aspekt auf strategisher Ebene dar. DieGruppe der Quershnittsaufgaben bildet das Bindeglied zwishen Netzwerk-und Kernaufgaben und sorgt demnah für die gesamtheitlihe Betrahtung desProduktionssystems. Hierzu zählen u. a. die Koordination der Auftragsabwik-lung (Auftragsmanagement), die Bereitstellung von Lagergütern (Bestands-management) sowie das Messen der logistishen Zielerreihung (Controlling).Da shlieÿlih alle genannten Aufgaben auf vershiedene Daten zurükgreifen,ist für eine erfolgreihe Ausführung eine gut strukturierte und funktionierendeDatenverwaltung erforderlih.Ausgehend vom Aahener PPS-Modell sind Mashinenbelegungsprobleme jenah betrahtetem Detaillierungsgrad der Planung prinzipiell den Kernauf-gaben der Produktionsbedarfsplanung und der Eigenfertigungsplanung und-steuerung zuzuordnen. Insbesondere aus Letzterem leitet Lödding [60℄ das
60Modell der Fertigungssteuerung ab (siehe Abbildung 4.2). Das Modell setztsih aus vier untershiedlihen Elementen zusammen: den Aufgaben, Stell-gröÿen, Regelgröÿen und Zielgröÿen. Diese sind durh Wirkzusammenhängederart miteinander verknüpft, dass die Aufgaben die Stellgröÿen festlegen unddie Regelgröÿen sih aus Abweihungen zweier Stellgröÿen ergeben und zudemdie Zielgröÿen bestimmen.
Abbildung 4.2: Das Modell der Fertigungssteuerung nah Lödding(Lödding [60℄)Die Auftragserzeugung generiert aus dem Produktionsprogramm Fertigungs-aufträge und legt somit den Plan-Zugang, den Plan-Abgang und die Plan-Reihenfolge der Auftragsabarbeitung fest. Die Auftragsfreigabe bestimmt denZeitpunkt, ab dem die Fertigung einen Auftrag bearbeiten darf und legt da-mit den Ist-Zugang für die Fertigung fest. Demgegenüber wird der Ist-Abganghauptsählih durh die Kapazitätssteuerung beeinusst, die über Einsatz undVerteilung der Kapazitäten entsheidet. Auftragsfreigabe und Kapazitätssteue-rung wirken somit in hohem Maÿe auf die logistishen Zielgröÿen Bestand,Durhlaufzeit und Auslastung. Primäre Aufgabe der Reihenfolgebildung ist dieBestimmung der Reihenfolge, in welher die Aufträge an einem Arbeitssystemabgearbeitet werden (Ist-Reihenfolge). Abweihungen zwishen Ist-Reihenfolgeund Plan-Reihenfolge sind dabei möglihst gering zu halten, um eine hohe Ter-mintreue bzw. einen hohen Serviegrad siherzustellen. Dabei ist allerdings zubeahten, dass sih diese Zielsetzung negativ auf die Ziele Bestand, Durh-
61laufzeit und Auslastung auswirken kann, da die Ist-Reihenfolge in bestimmtenFällen (beispielsweise bei Existenz von aufwändigen Rüstvorgängen) auh denIst-Abgang der Fertigung und damit die Leistung zum Teil stark beeinusst.Die Reihenfolgebildung sollte sih daher immer an den Gewihtungen der ver-shiedenen Zielsetzungen orientieren.Im Modell der Fertigungssteuerung nah Lödding [60℄ stehen Mashinenbele-gungsprobleme hauptsählih im Zusammenhang mit der Reihenfolgebildung.Wie das Modell zeigt, wirken jedoh alle Aufgaben auf die logistishen Zielgrö-ÿen ein und sollten demnah immer gesamtheitlih betrahtet werden. Nahdieser kurzen Einführung in Mashinenbelegungsprobleme und deren Einord-nung in den betrieblihen Entsheidungs- und Planungsprozess werden im fol-genden Unterkapitel einige Notationen und ein Klassikationsshema vorge-stellt.
4.2 Notationen und KlassizierungGrundsätzlih bestehen Mashinenbelegungsprobleme aus:
• einer Menge M von Mashinen (engl. mahines) mit i= 1, ..,m und
• einer Menge J von Aufträgen (engl. jobs) mit j= 1, ..,n.Dabei ist ein Auftrag j i. d. R. mit den folgenden Daten behaftet:
• Bearbeitungsdauer (engl. proessing time) pj,
• Freigabezeitpunkt (engl. release date) rj ,
• Fälligkeitstermin (engl. due date) dd j ,
• Prioritätsfaktor (engl. weight) wj .Pinedo [72℄ untersheidet zwishen zwei grundsätzlihen Modellgruppen: dendeterministishen und den stohastishen Mashinenbelegungsproblemen. DerUntershied besteht darin, dass Auftragsdaten wie Bearbeitungsdauern, Frei-gabezeitpunkte oder Fälligkeitstermine bei deterministishen Modellen exaktim Voraus bekannt sind. Bei stohastishen Modellen ist dies niht der Fall. Fürdiese Daten stehen dann nur Wahrsheinlihkeitsverteilungen zur Verfügung.
62Die vorliegende Arbeit wird sih auf deterministishe Modelle beshränken.In der Literatur hat sih ein weitgehend einheitlihes Klassikationsshemafür deterministishe Mashinenbelegungsprobleme durhgesetzt (vgl. Grahamet al. [43℄). Das Shema beshreibt und untersheidet Probleme mittels einesTripels (α|β|γ), bestehend aus:
• der Mashinenharakteristik α,
• der Auftragsharakteristik β sowie
• der Zielharakteristik γ.Die folgende Beshreibung potentieller Ausprägungen der einzelnen Charak-teristika ist an die von Pinedo [72℄ angelehnt. Dazu sei bereits erwähnt, dassjede Charakteristik prinzipiell mehrere Ausprägungen aufweisen kann.
4.2.1 MashinenharakteristikDie Mashinenharakteristik beshreibt die Anzahl und Anordnung der zurVerfügung stehenden Mashinen. Sie kann folgende Ausprägungen annehmen:
• eine verfügbare Mashine (α = 1),
• identishe parallele Mashinen (α = Pm),
• uniforme parallele Mashinen (α = Qm),
• heterogene parallele Mashinen (α = Rm),
• Flow Shop (α = Fm),
• Flexible Flow Shop (α = FFc),
• Job Shop (α = Jm),
• Flexible Job Shop (α = FJc),
• Open Shop (α = Om).Im Fall α = 1 steht im Gegensatz zu allen anderen Ausprägungen nur eineMashine zur Verfügung. Dieser Fall stellt demnah die einfahste Ausprägungin Bezug auf die Mashinenharakteristik dar.
63Bei den nähsten drei gelisteten Ausprägungen liegen parallele Mashinen vor,wobei dies niht bedeutet, dass die Mashinen räumlih parallel zueinander ste-hen. Die Parallelität bezieht sih hier auf die Produktionsstufe, d. h. Aufträgekönnen prinzipiell an mehreren Mashinen bearbeitet werden. Die Untershei-dung zwishen identishen, uniformen und heterogenen Mashinen bezieht sihauf die Produktionsgeshwindigkeit vp. Bei identishen Mashinen ist sie unab-hängig voneinander (vp), bei uniformen Mashinen abhängig von der Mashine(vpi ) und bei heterogenen Mashinen sowohl mashinen-, als auh auftragsab-hängig (vpij).Von den parallel angeordneten Mashinen untersheiden sih die Flow ShopModelle durh die Tatsahe, dass die Mashinen hier niht mehr alle auf dergleihen Produktionsstufe liegen, sondern sih über mehrere Stufen verteilen.Je nah Anzahl der Produktionsstufen liegen demnah mehrere Arbeitsgängefür einen Auftrag vor. Beim klassishen Flow Shop bendet sih auf jeder Pro-duktionsstufe genau eine Mashine, d. h. alle Aufträge müssen alle Mashinendurhlaufen. Zudem ist dadurh die Reihenfolge der Arbeitsgänge eindeutigfestgelegt. Bei Vorliegen eines Flexible Flow Shop (oder auh Hybrid Flow Shopoder Multi-Proessor Flow Shop genannt) können dagegen auf einer Produkti-onsstufe mehrere parallel angeordnete Mashinen existieren.Beim Job Shop werden Mashinen niht mehr festen Produktionsstufen zuge-ordnet, da davon ausgegangen wird, dass sih die Aufträge hier hinsihtlih derReihenfolge der Arbeitsgänge voneinander untersheiden. Somit durhläuft je-der Auftrag die Mashinen entsprehend seiner vordenierten Route. Bei Vor-liegen eines Flexible Job Shop gilt dies zwar auh, jedoh sind die Routenhierbei niht auf Mashinenebene, sondern auf Arbeitsstättenebene vorgege-ben, wobei sih Arbeitsstätten aus mehreren parallel angeordneten Mashinenzusammensetzen.Gestaltet sih die Mashinenharakteristik dagegen als Open Shop, so existie-ren keine Vorgaben in Bezug auf die Reihenfolgen der Arbeitsgänge. Demnahkönnen die Aufträge in beliebiger Reihenfolge bearbeitet werden, müssen je-doh i. d.R. jede Mashine durhlaufen.
644.2.2 AuftragsharakteristikDie Auftragsharakteristik beshreibt untershiedlihe Eigenshaften oder An-forderungen der Aufträge. Es können folgende Ausprägungen vorliegen:
• Freigabetermine (β = rj),
• Unterbrehbarkeit (β = prmp),
• Reihenfolgebeziehungen (β = prec),
• Reihenfolgeabhängige Rüstvorgänge (β = sjj′),
• Auftrags-Familien (β = fmls),
• Bath-Prozesse (β = batch(b)),
• Störfälle (β = brkdwn),
• Mashineneignung (β = Mj),
• Permutation (β = prmu),
• Blokieren (β = block),
• kein Warten (β = nwt),
• Wiederverwendung (β = rcrc).Nimmt β die Ausprägung rj an, so bedeutet dies, dass die Aufträge mit Freiga-beterminen behaftet sind. Daraus folgt, dass ein Auftrag erst bearbeitet werdendarf, wenn er freigegeben bzw. bereitgestellt ist. Wenn diese Ausprägung nihtgegeben ist, kann jeder Auftrag prinzipiell zu jedem Zeitpunkt starten.Liegt Unterbrehbarkeit (engl. preemption) vor, so kann die Bearbeitung vonAufträgen zu jedem Zeitpunkt unterbrohen und zu einem späteren Zeitpunktfortgesetzt werden. Nah der Unterbrehung eines Auftrags können zudem an-dere Aufträge vorgezogen werden. Dabei geht die Zeit, die der unterbroheneAuftrag bereits bearbeitet wurde, niht verloren. Sie wird von der Gesamtbe-arbeitungsdauer abgezogen und bildet somit die verbleibende Bearbeitungszeitfür den Auftrag.Im Fall von β = prec liegen Reihenfolgebeziehungen bzw. -restriktionen (engl.preedene onstraints) zwishen einzelnen Aufträgen vor. Das bedeutet, dassbestimmte Aufträge niht bearbeitet werden dürfen, bevor ein oder mehrereandere Aufträge niht fertiggestellt wurden.
65Bei Vorliegen reihenfolgeabhängiger Rüstvorgänge (engl. sequene dependentsetup times) sind zwishen einigen Aufträgen Rüstzeiten st jj′ zu beahten,falls Auftrag j und Auftrag j′ direkt aufeinander folgen. Diese können symme-trish (st jj′ = st j′j), asymmetrish (st jj′ 6= st j′j) oder auh mashinenabhängig(st ijj′) vorgegeben sein.Auh bei β = fmls liegen i. d.R. reihenfolgeabhängige Rüstvorgänge vor, indiesem Fall jedoh niht zwishen jedem Auftrag. Jeder Auftrag ist einer von
F Auftrags-Familien (engl. job families) zugeordnet. Rüstzeiten stgg′ zwishenzwei aufeinander folgenden Aufträgen entstehen dann nur, wenn die Aufträgeuntershiedlihen Familien (g 6= g′) zugehörig sind.Im Fall β = batch(b̄) wird davon ausgegangen, dass eine Mashine eine be-stimmte Anzahl von Aufträgen (b̄), die in einem sogenannten Bath zusam-mengefasst sind, gleihzeitig bearbeiten kann. Hierbei ist zu beahten, dassbei einem solhen Bath-Prozess die Bearbeitung aller Aufträge innerhalb ei-nes Bathes gleihzeitig beginnt und endet, d. h. die Bearbeitungsdauer einesBathes wird durh die Bearbeitungsdauern der darin enthaltenen Aufträgedeterminiert.Das Vorliegen bzw. die explizite Betrahtung von Störfällen (engl. breakdowns)impliziert, dass eine oder mehrere Mashinen für bestimmte Zeitperioden nihtzur Verfügung stehen. Entsprehend der Beshränkung auf deterministisheModelle sind diese Ausfallzeiten exakt vorgegeben.Die Ausprägung β = Mj deutet auf die Existenz von Restriktionen bezüglihder Mashineneignung (engl. mahine eligibility onstraints) hin. Damit istgemeint, dass niht jeder Auftrag auf jeder Mashine bearbeitet werden kann.Demnah beinhaltet die Menge Mj alle Mashinen, auf denen die Bearbeitungvon Auftrag j prinzipiell möglih ist.Der Fall β = prmu tritt bei Flow Shops auf, wenn die Aufträge die Mashinennah der FIFO-Regel durhlaufen sollen. In diesem Fall muss die Reihenfol-ge bzw. Permutation (engl. permutation) der Bearbeitung an jeder Mashinegleih sein.
66Auh das Blokieren (engl. Bloking) steht im Zusammenhang mit Flow Shops.Die Annahme ist hierbei, dass zwishen zwei hintereinander geshalteten Ma-shinen beshränkte Lagerkapazitäten bestehen. Wenn ein solhes Lager nihtüber genügend freie Kapazität verfügt, kann der Auftrag auf der vorgeshalte-ten Mashine, trotz Erreihens seiner Fertigstellung auf dieser Mashine, dieseniht verlassen. Solange bis das Lager genügend freie Kapazität bereitstellt, istdie vorgelagerte Mashine demnah blokiert und steht somit für die Bearbei-tung weiterer Aufträge niht zur Verfügung.Die Ausprägung β = nwt , ebenfalls nur bei Flow Shops auftretend, verbietetein Warten oder Verharren (engl. no-wait) von Aufträgen zwishen der Fertig-stellung auf einer Mashine und dem Beginn der Bearbeitung auf der nähstenMashine. Es versteht sih von selbst, dass diese Ausprägung nur bei Vorliegender FIFO-Regel anfallen kann.Der letzte hier beshriebene Fall β = rcrc steht im Zusammenhang mit JobShops oder Flexible Job Shops. Er tritt ein, wenn eine Wiederverwendung (engl.reirulation) von Mashinen bzw. Arbeitsstätten möglih ist und demnah einAuftrag dieselbe Mashine bzw. Arbeitsstätte mehrmals durhlaufen kann.
4.2.3 ZielharakteristikDie Zielharakteristik beshreibt und deniert die konkrete Zielsetzung. Fol-gende Ausprägungen kommen im Allgemeinen in Betraht:
• Gesamtfertigstellungszeit (γ = Cmax ),
• Summe gewihteter Fertigstellungszeiten (γ =∑wjCj),
• Summe diskontierter, gewihteter Fertigstellungszeiten(γ =∑wj(1− e−rCj ),
• maximale Terminabweihung (γ = Lmax ),
• Summe gewihteter Verspätungen (γ =∑wjTj),
• gewihtete Anzahl von Verspätungen (γ =∑wjUj),
• Summe gewihteter Verfrühungen und Verspätungen(γ =∑w′jEj +∑w′′jTj).
67Im ersten Fall wird der von allen Aufträgen späteste Fertigstellungszeitpunkt(als Cmax deniert) minimiert. Dieser Zeitpunkt entspriht automatish demZeitpunkt, zu dem der letzte betrahete Auftrag das System verlässt und istdamit dem Gesamtfertigstellungszeitpunkt bzw. der Produktionsspanne (engl.makespan) gleihzusetzen.Bei γ = ∑wjCj sind die einzelnen Fertigstellungszeitpunkte (Cj) der Auf-träge mit ihrer Dringlihkeit entsprehenden Gewihtungen behaftet. Das Zielbesteht darin, die Summe aus diesen gewihteten Fertigstellungszeitpunkten(engl. total weighted ompletion time) zu minimieren.Auh im Fall (γ =∑wj(1−e−rCj ) werden gewihtete Fertigstellungszeitpunk-te minimiert. Die Gewihtungen werden hier allerdings über diskrete Zeitein-heiten hinweg mit einem Diskontierungsfaktor r diskontiert.Die Ausprägung Lmax deutet auf das Ziel der Minimierung der maximalenTerminabweihung (engl. maximum lateness) hin. Dabei ergibt sih die Ter-minabweihung Lj eines Auftrags j aus der Dierenz zwishen Fertigstellungs-zeitpunkt und Fälligkeitstermin (Cj − dd j).Niht zu verwehseln mit der Terminabweihung eines Auftrags j, ist dessenVerspätung Tj, die sih aus max {Lj, 0} ergibt. Der Untershied besteht darin,dass sih Verspätungen einzelner Aufträge hier niht mit einer Fertigstellungvor dem Fälligkeitstermin anderer Aufträge ausgleihen lassen. Bei dem Fall
γ =
∑
wjTj wird die Summe der gewihteten Verspätungen (engl. total weigh-ted tardiness) minimiert.Auh bei Vorliegen von γ = ∑wjUj bilden Verspätungen das Zielkriterium,nur die Art der Bestrafung ist eine andere. Unabhängig von der Höhe derVerspätung eines Auftrags j wird hier nur die Tatsahe der Verspätung Ujbestraft. Demnah wird in diesem Fall die Anzahl gewihteter Verspätungen(engl. weighted number of tardy jobs) minimiert.In manhen Fällen kann auh gewünsht sein, dass für einen Auftrag j, dessenverfrühte Fertigstellung bzw. Verfrühung Ej bestraft werden soll. Dies trittdann häug in der Form γ =∑w′jEj+∑w′′jTj auf, welhe die Zielsetzung derMinimierung der Summe aus den gewihteten Verfrühungen und Verspätungen
68(engl. total weighted earliness plus total weighted tardiness) verfolgt.
4.3 Komplexität und LösungsverfahrenVor der Entwiklung oder Anwendung eines bestimmten Verfahrens zur Lösungeines Optimierungsproblems ist es sinnvoll, Aussagen über dessen Komplexitättreen zu können. Dabei liegt dem in dieser Arbeit verwendeten Komplexi-tätsbegri primär der bis zur Erreihung der optimalen Lösung erforderliheRehenaufwand zugrunde. Diesbezüglih lassen sih Optimierungsprobleme imWesentlihen in zwei Komplexitätsklassen unterteilen, die Domshke und Drexl[32℄ wie folgt denieren:
• Die mit polynomialem Aufwand lösbaren Probleme gehören zur Klasse
P .
• Probleme, für die man bislang keinen Algorithmus kennt, der auh dasam shwierigsten zu lösende Problem desselben Typs mit polynomialemAufwand löst, gehören zur Klasse der NP -shweren Probleme.Wie die Denition der NP -shweren Probleme zeigt, liegt dieser eine Worst-Case-Siht zugrunde. Im Umkehrshluss bedeutet dies, dass für einige Pro-blemstellungen innerhalb dieser Klasse durhaus Algorithmen mit polynomia-lem Lösungsaufwand existieren können. Für tiefergehende Ausführungen in dieKomplexitätstheorie sei an dieser Stelle auf Garey und Johnson [37℄, Papadi-mitriou [71℄ und Wegener [99℄ verwiesen.Blazewiz et al. [9℄ shlagen ein Analyseshema für Sheduling-Probleme vor(vgl. Abbildung 4.3). Es empehlt sih, dieses Shema allgemein für den Um-gang mit Optimierungsproblemen heranzuziehen.Im ersten Shritt gilt es, zunähst herauszunden, ob das Problem NP -shwerist oder ob es der Klasse P angehört. Hierzu ist niht immer zwingend einekomplizierte Komplexitätsanalyse erforderlih, da die Komplexität vieler She-duling-Probleme bereits in der Vergangenheit untersuht wurde (vgl. Bruker[13℄ und Pinedo [72℄). Gehört ein Problem der Klasse P an, so spriht man häu-g auh von einem einfahen Problem. In diesem Fall muss für das Problem
69
Initial PopulationScheduling-Problem
Einfaches Problem NP-schweres Problem
Relaxierung Exakte Enumerationsverfahren
NäherungsverfahrenAbbildung 4.3: Ein Analyseshema für Sheduling-Probleme(in Anlehnung an Blazewiz et al. [9℄)grundsätzlih ein Algorithmus mit polynomialem Lösungsaufwand existieren.Bei Vorliegen eines NP -shweren Problems gibt es prinzipiell drei Herange-hensweisen. Zum einen kann man das Problem durh Relaxierung einer odermehrerer Nebenbedingungen shrittweise vereinfahen, um dann zu prüfen, obdas jeweilige relaxierte Problem lösbar ist. Wenn dies der Fall und die Lösungdes relaxierten Problems auh für das ursprünglihe Problem gültig ist, ent-spriht diese Lösung auh der optimalen Lösung für das ursprünglihe Problem.Liegt diese Gültigkeit niht vor, so wurde zumindest eine Shranke für den op-timalen Zielfunktionswert gefunden. Insbesondere in der Praxis weit verbreitetist der Einsatz von Näherungsverfahren bzw. Heuristiken (siehe Kapitel 4.3.2),da diese i. d.R. gute Lösungen liefern und über kurze Rehenzeiten verfügen. Inmanhen Fällen können Heuristiken sogar zum Optimum führen. Demgegen-über können die Lösungen in anderen Fällen aber auh sehr shleht und weitvon der exakten Lösung entfernt sein. Es bietet sih bei der Verwendung vonHeuristiken daher prinzipiell an, sowohl dessen Worst-Case-Verhalten als auhdessen Durhshnittsverhalten zu analysieren. Neben den bisher geshildertenMöglihkeiten bietet sih bei NP -shweren Problemen in speziellen Fällen auhder Einsatz exakter Enumerationsverfahren (siehe Kapitel 4.3.1) an. Grundhierfür ist die Tatsahe, dass das Verhältnis von Rehenzeit und Problemgrö-ÿe zwishen vershiedenen Instanzen eines Problems stark variieren kann. Soexistieren Algorithmen für bestimmte, meist eher kleine Instanzen, die einen(pseudo-)polynomialem Lösungsaufwand aufweisen. Ist dies für keine Instanzder Fall, spriht man auh von einem streng NP -shweren Problem.




















SchwarmalgorithmenAbbildung 4.4: Eine Klassizierung von Optimierungsmethodenmit speziellem Hinblik auf Metaheuristiken(in Anlehnung an Talbi [83℄)
Lösungsverfahren für Mashinenbelegungsprobleme (oder Optimierungsproble-me allgemein) lassen sih prinzipiell einer von zwei Gruppen zuordnen. ImFolgenden wird sih Kapitel 4.3.1 mit den exakten und Kapitel 4.3.2 mit denheuristishen Verfahren befassen.
714.3.1 Exakte VerfahrenExakte Verfahren garantieren die Optimalität einer Lösung. Intuitiv könnteman auf die Idee kommen, einfah alle Lösungen aus dem Zulässigkeitsbereihzu evaluieren und zu vergleihen. Diese vollständige Enumeration ist jedohi. d.R. mit extrem hohem Rehenaufwand verbunden und für die meisten Op-timierungsprobleme ungeeignet.Branh&XDas grundlegende Prinzip von Branh&Bound -Verfahren basiert auf einer im-pliziten Enumeration, bei der man sukzessive versuht, Teilmengen des Zu-lässigkeitsbereihs zu nden, für die nahgewiesen werden kann, dass sie dieOptimallösung niht enthalten. Die wihtigsten Shritte des Branh&Bound -Verfahrens sind das Initialisieren, das Verzweigen (Branhing) und das Ter-minieren (Bounding). Im Rahmen der Initialisierung wird der Zielfunktions-wert für das aktuell betrahtete Teilproblem berehnet. Dieser bildet bei Mi-nimierungsproblemen eine untere und bei Maximierungsproblemen eine obe-re Shranke für das Ausgangsproblem. Die aktuell beste Shranke wird ge-speihert. Das Verzweigen ist gleihbedeutend mit dem Zerlegen eines (Teil-)-Problems in weitere Teilprobleme. Während die Art der Problemzerlegung eherproblemspezish ist, gibt es für das Durhsuhen des Lösungsraums grundle-gende Strategien. Einen Überblik über klassishe Suhstrategien bietet Win-ston [100℄. Im Rahmen der Terminierung wird ermittelt, ob das Verzweigeneines Teilproblems grundsätzlih niht mehr in Betraht gezogen werden mussbzw. das Problem ausgelotet werden kann. Dies ist der Fall, wenn der Lösungs-bereih des Teilproblems leer ist oder dessen Zielfunktionswert shlehter alsdie beste bisher bekannte Shranke für das Ausgangsproblem ist.Für einen ezienten Ablauf des Branh&Bound -Verfahrens sind insbesonderedie Art der Problemzerlegung und die Suhstrategie entsheidend. Eine Ef-zienzsteigerung kann jedoh auh durh Kombination mit anderen Verfah-ren erzielt werden. Das Branh&Cut-Verfahren resultiert beispielsweise auseiner Kombination des Branh&Bound -Verfahrens mit dem Cutting Plane-Verfahren. Die Idee des Cutting Plane-Verfahrens besteht darin, den Lösungs-raum des betrahteten Problems durh gezieltes Hinzufügen zusätzliher Re-
72striktionen (uts) shrittweise einzushränken, um so shneller zur optima-len Lösung zu gelangen. Das Branh&Cut-Verfahren maht sih dies zu nut-ze. Dabei wird ausgehend vom grundsätzlihen Ablauf des Branh&Bound -Verfahrens jedes Teilproblem wieder mit dem Cutting Plane-Verfahren gelöst.Dadurh steigt zwar der Rehenaufwand für die einzelnen Teilprobleme, je-doh führen die zusätzlihen Restriktionen meist zu besseren Shranken unddamit meist zu einem insgesamt geringeren Rehenaufwand gegenüber reinenBranh&Bound -Verfahren, da sih Teilprobleme früher ausloten lassen.Branh&Prie-Verfahren arbeiten ähnlih dem Branh&Cut-Verfahren. Hierwerden die Teilprobleme jedoh mit einem Column Generation-Algorithmusgelöst. Die Anwendung von Column Generation eignet sih insbesondere beiProblemen mit sehr hoher Variablenanzahl. In einem ersten Shritt wird dasbetrahtete Problem nur für eine kleine Teilmenge der Variablen des Aus-gangsproblems gelöst. Um die Qualität dieser Lösung zu prüfen, muss einsogenanntes Priing-Problem gelöst werden. Dieses bestimmt die im aktuellbetrahteten Problem niht enthaltenen, aber für die optimale Lösung rele-vanten Variablen und überprüft anhand der reduzierten Kosten, ob durh de-ren Aufnahme der Zielfunktionswert verbessert werden kann. Ist eine solheVariable gefunden, wird sie dem Problem hinzugefügt, welhes daraufhin vonneuem gelöst wird. Kann keine solhe Variable mehr gefunden werden, ist dieaktuelle Lösung auh optimal für das Ausgangsproblem. Ein Ezienzvorteilvon Branh&Prie- gegenüber Branh&Bound -Verfahren liegt vor allem in derbesseren Verarbeitung groÿer Variablenmengen.Die Erläuterungen zu den unter dem Begri Branh&X zusammengefasstenVerfahren beshränken sih auf die Vermittlung der grundsätzlihen Verfah-rensprinzipien. Eine umfassendere Beshreibung ndet sih z. B. in Chen [20℄.Constraint-ProgrammierungEine in den letzten Jahren zunehmend verbreitete Lösungsmethode für Opti-mierungsprobleme ist die Constraint-Programmierung, die Mitte der 1980erJahre durh Kombination aus Constraint-Lösen und Logikprogrammierungentstand. Ein Constraint-Problem setzt sih aus einer Menge von Variablenund Restriktionen zusammen. In diesem Zusammenhang beshäftigt sih das
73Constraint-Lösen mit der ezienten Suhe nah einer Belegung der Variablen,die alle Restriktionen erfüllt. Idee der Logikprogrammierung ist, Probleme lo-gish zu beshreiben, d. h. bestehendes Wissen und getroene Annahmen inbestimmten Regeln mittels logisher Formeln auszudrüken.Durh die Fusion von Constraint-Lösen und Logikprogrammierung hat sih dieConstraint-Programmierung zu einer für den Benutzer einfahen und elegan-ten Lösungsmethode für Optimierungsprobleme entwikelt. Insbesondere fürSheduling- bzw. Mashinenbelegungsprobleme eignet sih z. B. der von IBMangebotene ILOG CPLEX CP Optimizer [50℄. Für einen tiefergehenden Ein-blik in das Feld der Constraint-Programmierung (speziell mit Hinblik aufSheduling-Probleme) sei an dieser Stelle auf Rossi et al. [75℄ verwiesen.
Dynamishe ProgrammierungDie dynamishe Programmierung basiert auf dem Optimalitätsprinzip vonBellman [7℄, welhes besagt, dass sih die Optimallösung bei einigen Opti-mierungsproblemen aus optimalen Teillösungen zusammensetzt. Um diesemPrinzip zu genügen, müssen die Teilprobleme so gestaltet sein, dass sie vonein-ander abhängig bzw. aufeinander aufbauend sind. Dynamishe Programmie-rung kann daher niht für jedes Optimierungsproblem angewendet werden. Eseignen sih vor allem Probleme mit einem über mehrere Stufen ablaufendenEntsheidungsprozess.Die der dynamishen Programmierung zugrundeliegende Idee sieht vor, dieeinzelnen Teilprobleme in jeder Stufe separat zu lösen, um aus diesen rekursivgewonnenen optimalen Teillösungen auf die optimale Lösung des Gesamtpro-blems shlieÿen zu können. Dabei kann die Komplexität eines Problems sowohlmit steigender Stufenanzahl als auh insbesondere mit steigender Anzahl dermöglihen Zustände in den einzelnen Stufen stark anwahsen. Der erfolgreiheEinsatz dynamisher Programmierung hängt somit niht nur von dem vorlie-genden Optimierungsproblem an sih, sondern auh von einer ezienten Ge-staltung bzw. Modellierung der Teilprobleme ab. Umfassendere Ausführungenzu dynamisher Programmierung nden sih in Bertsekas [8℄.
74A*, IDA*Auf das Vorliegen und die Bedeutung vershiedener Suhstrategien wurde be-reits im Zusammenhang mit der Beshreibung des Branh&BoundVerfahrenshingewiesen. A* -Algorithmen entstammen dem Forshungsgebiet der künst-lihen Intelligenz und gehören der Klasse der informierten Suhalgorithmenan. Diese untersheiden sih von uninformierten (blinden) Suhalgorithmendadurh, dass sie Shätzfunktionen bzw. Heuristiken einsetzen, um ein zielge-rihtetes und damit Laufzeit minimierendes Suhen zu ermöglihen. Die E-zienz eines solhen Suhalgorithmus hängt vor allem von der Güte der Shätz-funktion ab. Da A* -Algorithmen i. d.R. einen hohen Speiherplatzbedarf auf-weisen, haben sih zahlreihe Varianten bzw. Erweiterungen entwikelt. Einklassishes Beispiel sind die sogenannten IDA* -Algorithmen (iterative deepe-ning algorithms), die versuhen den Speiherbedarf durh iterative Tiefensuhemöglihst klein zu halten. Abshlieÿend sei für eine detailliertere Vorstellungklassisher Suhstrategien nohmals auf Winston [100℄ verwiesen.4.3.2 Heuristishe VerfahrenDer Begri Heuristik stammt aus dem Griehishen (heuriskein = nden).Bezogen auf komplexe Optimierungsprobleme kann man Heuristiken zusam-menfassend als Verfahren beshreiben, die mit möglihst geringer Laufzeit zueiner zulässigen und guten, aber niht zwangsweise optimalen Lösung führensollen. Dabei werden die Begrie Heuristik und Näherungs- bzw. Approxima-tionsverfahren häug synonym verwendet. Genau genommen, bezeihnet manNäherungs- bzw. Approximationsverfahren jedoh als Heuristiken, für die ei-ne Worst-Case-Shranke angegeben werden kann. Grundsätzlih lassen sihMetaheuristiken und problemspezishe Heuristiken untersheiden.MetaheuristikenMetaheuristiken stellen universell einsetzbare Heuristiken dar und können so-mit auf ein breites Spektrum von Problemen angewandt werden. Die folgendenAusführungen orientieren sih hauptsählih an dem Werk von Talbi [83℄, wel-hes einen sehr guten Überblik über klassishe Verfahren und aktuelle Ent-
75wiklungen im Zusammenhang mit Metaheuristiken bietet.Wie in Abbildung 4.4 zu sehen, können grundsätzlih einzellösungsbasierte undpopulationsbasierte Metaheuristiken untershieden werden. Einzellösungsba-sierte Verfahren gehen, wie der Name shon sagt, auf Basis einer einzelnen Lö-sung vor und versuhen diese durh iteratives Transformieren zu verbessern.Populationsbasierte Verfahren betrahten dagegen in jedem Iterationsshrittmehrere Lösungen (Population). Abhängig von deren Güte werden diese Lö-sungen auf eine bestimmte Weise kombiniert, um dadurh neue, möglihstbessere Lösungen zu erhalten.Ein im Zusammenhang mit Metaheuristiken häug auftauhender Konikt be-steht in der Wahl der Suhintensivierung bzw. -diversizierung (exploitationversus exploration). Ein intensives Durhsuhen eines bestimmten Bereihs imLösungsraum resultiert meist in einem shnellen Aunden eines lokalen Op-timums, welhes jedoh niht zwingend einem globalen Optimum entsprehenmuss. Das Problem eines intensiven Suhverfahrens besteht darin, dass es ineinem einmal gefundenen lokalen Optimum meist verharrt. Dem versuhendiversizierende Suhverfahren entgegenzuwirken, indem sie den gesamten Lö-sungsraum weitreihend durhsuhen. Dabei ist zu beahten, dass eine zu ober-ählihe Suhe dazu führen kann, dass die lokalen Optima in den einzelnenBereihen gar niht erst gefunden werden. Einzellösungsbasierte Metaheuris-tiken weisen meist eine eher intensive Suhe, populationsbasierte Metaheuris-tiken dagegen eine eher diversizierende Suhe auf. Im Folgenden werden dieklassishen Verfahren der beiden Gruppen kurz vorgestellt.Zu den grundlegenden einzellösungsbasierten Metaheuristiken gehören:
• Loal Searh,
• Simulated Annealing und
• Tabu Searh.Loal Searh stellt die älteste und einfahste Form von Metaheuristiken dar.In einem ersten Shritt gilt es, eine zulässige Lösung zu generieren und eineNahbarshaft zu denieren. Eine Nahbarshaft bezeihnet eine Menge vonLösungen, die von einer gegebenen Lösung durh eine einfahe Veränderungs-operation erreiht werden können. In der klassishen Variante wird mit Loal
76Searh in jeder Iteration die Nahbarshaft der aktuellen Lösung nah Lö-sungen durhsuht, die zu einer Zielfunktionswertverbesserung führen. Wirdeine solhe Lösung niht gefunden, stoppt der Algorithmus. Ansonsten wird inder nähsten Iteration i. d.R. mit der Lösung fortgefahren, mit der die gröÿ-te Zielfunktionswertverbesserung erzielt werden kann. In diesem Fall sprihtman auh von einem Greedy-Verfahren. Die Problematik dieser Vorgehenswei-se besteht darin, dass der Algorithmus meist reht shnell in einem lokalenOptimum verharrt. Zudem hängt die Güte des lokalen Optimums in Relationzum globalen Optimum sehr stark von der gewählten Startlösung ab.Simulated Annealing ist ein Verfahren, welhes versuht, das Verharren in ei-nem lokalen Optimum durh temporäres Akzeptieren vershlehternder Lösun-gen zu verhindern. Es basiert auf der Nahbildung bzw. Steuerung des physika-lishen Abkühlungsprozesses von Metallen. Wird in einer Iteration in der Nah-barshaft keine verbessernde Lösung gefunden, so wird mit einer bestimmtenWahrsheinlihkeit eine vershlehternde Lösung gewählt. Diese Wahrshein-lihkeit hängt einerseits von der Dierenz zwishen dem Zielfunktionswert dershlehteren Lösung und dem der aktuell besten bekannten Lösung ab. An-dererseits ist sie von einer sih mit fortlaufender Iterationsanzahl verringern-den Temperaturvariable abhängig, d. h. zum Anfang des Verfahrens sind ver-shlehternde Lösungen noh eher erlaubt als gegen Ende. Die Initialisierungund Steuerung dieser Temperaturvariable ist für einen ezienten Ablauf desVerfahrens von groÿer Bedeutung.Tabu Searh funktioniert auf ähnlihe Weise wie Simulated Annealing. Auhhier sind vershlehternde Lösungen temporär erlaubt. In der klassishen Vari-ante wird beim Durhsuhen der Nahbarshaft grundsätzlih die beste gefun-dene Lösung (auh wenn sie eine Vershlehterung darstellt) gewählt. Dabeibesteht die Gefahr, dass der Algorithmus nah der Wahl einer vershlehtern-den Lösung in der darauolgenden Iteration wieder zur vorherigen Lösung zu-rükspringt. Um zu verhindern, dass der Algorithmus nur noh zwishen zweiLösungen hin und her springt, werden Lösungen für eine bestimmte Dauer ta-buisiert, d. h. sie dürfen für eine bestimmte Zeit niht gewählt werden. Hierzumuss der Lösungsverlauf regelmäÿig gespeihert werden. Der Algorithmus ver-waltet somit eine Art Gedähtnis. Ein entsheidender Parameter ist dabei diegesetzte Tabudauer, d. h. die Anzahl an Iterationen, für die eine Tabuisierung
77gelten soll.Populationsbasierte Metaheuristiken lassen sih nah Talbi [83℄ einer der dreifolgenden Gruppen zuordnen:
• Evolutionäre Algorithmen,
• Satter Searh und
• Shwarmalgorithmen.Das Vorbild evolutionärer Algorithmen ist, wie der Name shon sagt, die bio-logishe Evolution bzw. die natürlihe Selektion. Bezieht man diesen Meha-nismus auf Optimierungsalgorithmen, so lässt sih eine einzelne Lösung alsIndividuum und eine Lösungsmenge als Population beshreiben, wobei ei-ne Population zu einem bestimmten Zeitpunkt bzw. Iterationsshritt auh alsGeneration bezeihnet wird. Gemäÿ der natürlihen Selektion vermehren sihstarke bzw. gut an ihre Umwelt angepasste Individuen stärker als weniger star-ke bzw. shlehter angepasste Individuen. So steigt bei evolutionären Algorith-men die Wahrsheinlihkeit, dass eine bestimmte Lösung seine Bestandteile(Erbanlagen) an die nähste Generation weitergibt mit dessen Güte bezüglihdes Zielfunktionswerts (tness). Zu den evolutionären Algorithmen gehörenbeispielsweise evolutionäre Strategien sowie die evolutionäre und die geneti-she Programmierung. Am weitesten verbreitet sind jedoh genetishe Algo-rithmen. Die weitere Beshreibung evolutionärer Algorithmen wird sih daherauf diese Verfahrensgruppe beshränken.Genetishe Algorithmen haben insbesondere durh Holland [47℄[48℄ bereitsMitte der 1960er Jahre in der Literatur Einzug gefunden. Ihre prinzipielleVorgehensweise besteht darin, mit Hilfe der genetishen Operatoren Selektion,Rekombination und Mutation solange Populationen zu erzeugen bis ein be-stimmtes Abbruhkriterium erfüllt ist. Die Selektion ist dafür zuständig, ausder aktuellen Population einen Genpool zu erzeugen, wobei bessere Lösungenmit höherer Wahrsheinlihkeit aufgenommen werden. Bei der Rekombinationwerden nun nah und nah jeweils zwei Lösungen aus dem Genpool entnom-men und mit einer bestimmten Wahrsheinlihkeit gekreuzt, sodass zwei neueLösungen entstehen. Durh eine mit bestimmter Wahrsheinlihkeit erfolgendeMutation werden die einzelnen Lösungen zufälligen, meist kleinen Veränderun-
78gen unterzogen. Als Abbruhkriterium kann z.B. ein globales Zeitlimit dienen.Ist dies übershritten, stoppt der Algorithmus und gibt den besten gefunde-nen Lösungskandidat als Ergebnis aus. Die Ezienz genetisher Algorithmenhängt sehr stark von den angewandten Selektions-, Rekombinations-, und Mu-tationsverfahren sowie von dessen Eintrittswahrsheinlihkeiten ab.Satter Searh ist ein Verfahren, welhes vershiedene Metaheuristiken kombi-niert. Es arbeitet ebenso wie genetishe Algorithmen auf Basis einer Menge vonLösungen, welhe auh als Referenzmenge bezeihnet wird. Die Lösungen wer-den beim Satter Searh jedoh auf systematishere und zielgerihtetere Weisekombiniert. Hierbei kommen meist einzellösungsbasierte Metaheuristiken zumEinsatz. Anstatt eine neue Lösung immer zwingend nur aus einem alten Lö-sungspaar zu generieren, können beim Satter Searh zudem auh mehr alszwei Lösungen zu einer neuen Lösung kombiniert werden. Da diese Art derLösungskombination i. d.R. mit relativ hohem Rehenaufwand verbunden ist,sollte die Referenzmenge grundsätzlih niht zu groÿ gewählt werden.Shwarmalgorithmen bilden eine weitere Untergruppe der populationsbasiertenMetaheuristiken. Die Idee besteht darin, das Verhalten bezüglih der Futter-suhe von in Shwärmen lebenden Tieren wie Ameisen, Fishen oder Vögelnnahzubilden und dieses auf Optimierungsprobleme zu übertragen. Grundsätz-lih simulieren Shwarmalgorithmen eine Menge von Agenten, die miteinanderkommunizieren, indem sie aus ihrer Umgebung gesammelte Informationen aus-taushen. Die einzelnen Agenten werden niht zentral gesteuert, sondern gehor-hen bestimmten Verhaltensregeln. Ihr Handeln ist sowohl von ihrer Umgebungabhängig, als auh teilweise zufällig gesteuert. Die zwei bekanntesten Shwar-malgorithmen (Ant Colony Optimization und Partile Swarm Optimization)werden im Folgenden kurz vorgestellt.Ameisen können ihren Weg zur Futtersuhe durh Pheromone markieren. Iso-liert bewegt sih eine Ameise eher zufällig. Trit sie jedoh auf eine Phero-monspur, folgt sie dieser mit einer umso höheren Wahrsheinlihkeit je inten-siver diese Spur ist. Da Pheromone zudem verdunsten können, besitzen kaumbesuhte Pfade mit fortshreitender Zeit immer weniger Anziehungspotenti-al. Ant Colony Optimization überträgt die beshriebene Vorgehensweise vonAmeisen bei der Futtersuhe auf das Lösen von Optimierungsproblemen. So
79entspriht eine Pheromonspur einer bestimmten Teillösung und die Pheromon-konzentration der Güte dieser Lösung. Zu Beginn des Algorithmus sind dieersten Lösungen noh reht breit im Lösungsraum verstreut. Mit fortlaufenderZeit intensiviert sih das Durhsuhen des Lösungsraums jedoh in bestimmtenBereihen. Für einen ezienten Ablauf des Verfahrens ist die Steuerung desPheromongehalts mitentsheidend. Die Art der Berehnung der Wahrshein-lihkeiten, dass bestimmten Teillösungen abhängig von ihrer Pheromonkon-zentration gefolgt wird, ist dabei ebenso wihtig wie die Wahl eines ezientenVerdunstungsfaktors.Partile Swarm Optimization hat sih das Verhalten von Vögel- oder Fish-shwärmen zum Vorbild genommen. Zu Beginn des Verfahrens werden vershie-dene Teillösungen (Partikel) initialisiert, die möglihst breit im Lösungsraumverteilt sein sollen. In jeder der folgenden Iterationen werden die einzelnen Par-tikel dann individuell mit einer bestimmten Geshwindigkeit in eine bestimmteRihtung des Lösungsraums vershoben. Dabei orientiert sih ein Partikel zumeinen an seiner bisher persönlih besten Lösung (kognitive Komponente) undzum anderen an der aktuell besten bekannten Lösung des gesamten Shwarms(soziale Komponente). Auf diese Weise wird versuht, sowohl einer intensivenals auh einer diversizierenden Suhe nahzukommen. Insbesondere die Steue-rung des Einusses der bisher persönlih besten Lösung und der bisher bestenbekannten Lösung des Shwarms auf die Bewegung eines Partikels bildet einenentsheidenden Faktor für die Realisierung eines ezienten Suhablaufs.Die Vorstellung der bekanntesten Metaheuristiken sei hiermit abgeshlossen.Es soll jedoh noh darauf hingewiesen sein, dass die Verfahren nur in ihrenjeweiligen Basisvarianten erläutert wurden. In der Literatur nden sih sowohlzahlreihe Erweiterungen als auh Mishformen vershiedener Metaheuristi-ken (hybride Ansätze). Abshlieÿend sei diesbezüglih nohmals auf Talbi [83℄hingewiesen.Problemspezishe HeuristikenProblemspezishe Heuristiken untersheiden sih von den universell einsetz-baren Metaheuristiken darin, dass sie speziell für ein bestimmtes Problem ent-wikelt wurden. Damit sind sie übliherweise auh nur auf dieses Problem
80anwendbar und somit auf andere Probleme niht übertragbar. Im Gegenzugsind problemspezishe Heuristiken meist sehr laufzeitezient, da sie speziellesWissen über die vorliegende Problemstruktur gezielt einbeziehen. Die Literaturbeinhaltet eine Vielzahl von Algorithmen, die für spezielle Problemstellungenentwikelt wurden. Hier sind z. B. der Savings-Algorithmus von Clarke undWright [22℄ für das Vehile Routing Problem oder das Silver/Meal -Verfahren[77℄ zur Lösung des dynamishen Losgröÿenmodells zu nennen.Im Laufe der letzten Jahrzehnte hat der Einsatz rein problemspezisher Heu-ristiken mehr und mehr abgenommen. Sie werden dafür immer häuger mitMetaheuristiken kombiniert, wo sie meist als Erönungs- bzw. Startverfahrendienen, um erste gute und zulässige Lösungen zu generieren. Allgemein werdenMetaheuristiken immer weniger als klassish universelle Verfahren eingesetzt.Stattdessen wird auh hier immer häuger gezielt problemspezishes Wissenin Form bestimmter Verfahren einbezogen, um insbesondere den Suhraumshnell einshränken zu können und somit das Laufzeitverhalten zu verbes-sern. Bei diesen Verfahren handelt es sih dann wiederum weniger um eineMetaheuristik im klassishen Sinne als vielmehr um eine problemspezisheHeuristik. Der Übergang zwishen den beiden Gruppen gestaltet sih folglihimmer mehr ieÿend.
4.4 Explizite Betrahtung beshränkterRessourenkapazitätenIn der Literatur wird für die meisten Mashinenbelegungsprobleme grundsätz-lih angenommen, dass Mashinen zu jedem Zeitpunkt nur höhstens einenAuftrag bearbeiten können d. h. es wird implizit von einer 1-Auftrag-Kapazitätpro Mashine ausgegangen. Demgegenüber stehen nur wenige Varianten, beidenen diese Annahme verworfen wird und die demnah explizit beshränkteMashinenkapazitäten betrahten. Aufgrund ihrer Bedeutung für die in dieserArbeit ab Kapitel 5 vornehmlih behandelte Problemstellung, werden derartigeMashinenbelegungsprobleme im Folgenden separat erläutert.Mashinen, die prinzipiell mehrere Aufträge zur gleihen Zeit bearbeiten kön-
81nen, stehen häug in Verbindung mit einem sogenannten Bathing-Prozess(vgl. Kapitel 4.2.2), bei dem die Aufträge niht einzeln, sondern gruppenweisezusammengefasst die jeweilige Mashine durhlaufen. Derartige Probleme wer-den im Folgenden unter dem Begri Bathing-Probleme zusammengefasst. An-dere Mashinenbelegungsprobleme, bei denen kein Bathing-Prozess vorliegt,die aber dennoh kapazitätsbeshränkte Ressouren betrahten, weisen teilwei-se Gemeinsamkeiten mit dem RCPSP (Resoure-Constrained Projet Shedu-ling Problem) auf, welhes ursprünglih aus der Projektplanung kommt, sihjedoh leiht auf Mashinenbelegungsprobleme übertragen lässt. In den folgen-den Unterkapiteln 4.4.1 und 4.4.2 werden die beiden Problemgruppen nähervorgestellt.4.4.1 Bathing-ProblemeIn Kapitel 4.2.2 wurde Bathing bereits mit einer Mashine in Verbindunggebraht, die prinzipiell mehrere Aufträge gleihzeitig bearbeiten kann. Diesentspriht nah Potts und Kovalyov [73℄ jedoh shon einer begrenzten Be-trahtungsweise. Nah ihnen sind Bathing-Probleme immer im Zusammen-hang mit Auftrags-Familien (β = fmls) und ein Bath damit als Gruppierungvon Aufträgen aus der gleihen Auftrags-Familie zu verstehen. Ein Bath de-terminiert somit lediglih eine bestimmte Zeitdauer, während der eine Res-soure einen bestimmten Rüstzustand hat und demnah keine Rüstaktivitätenstattnden. Prinzipiell kann die Abarbeitung der Aufträge eines Bathes so-mit sowohl simultan als auh sequentiell erfolgen. Bruker [13℄ bezeihnet densequentiellen Fall als Serial-Bathing-Problem und den simultanen Fall alsParallel-Bathing-Problem.Eine andere Betrahtungsweise bzw. Denition in Bezug auf Bathing liefernNeumann et al. [67℄. Sie unterteilen die Problemstellung in zwei Phasen bzw.Subprobleme. Zunähst ist das reine Bathing durhzuführen, d. h. das Grup-pierungsproblem zu lösen, wobei grundsätzlihe verfahrenstehnishe Restrik-tionen einzuhalten sind. In der zweiten Phase werden die einzelnen Aufträgeniht mehr explizit betrahtet. Die hier erfolgende Terminierung und Reihen-folgeplanung durh Lösen eines Bath Sheduling-Problems basiert nur nohauf den aus der ersten Phase resultierenden Bathes. Neumann et al. [67℄ zeigen
82zudem, dass sih dieses Bath Sheduling-Problem auh als RCPSP formulierenlässt.Die untershiedlihen Auassungen resultieren teilweise aus dem betrahte-ten Industriezweig. Während Potts und Kovalyov [73℄ und Bruker [13℄ eherdie fertigungsindustrielle Produktion betrahten, konzentrieren sih Neumannet al. [67℄ gezielt auf die Prozessindustrie. Witt [101℄ konkretisiert die unter-shiedlihen und gemeinsamen Ansihten der beiden Industriezweige in Bezugauf Bathing.Um der expliziten Betrahtung von Mashinenbelegungsproblemen mit be-shränkten Ressourenkapazitäten gereht zu werden, wird der Begri Bat-hing im weiteren Verlauf dieses Kapitels nur noh mit dem Vorliegen ei-nes Parallel-Bathing-Problems in Verbindung gebraht. Zudem werden sihdie weiteren Ausführungen zur Vereinfahung auf einen Einmashinenfall be-shränken. Die von Uzsoy [91℄ betrahtete Problemstellung eignet sih als ver-anshaulihendes Beispiel. Das Problem besteht darin, eine Menge von Auf-trägen (j ∈ J) so zu Mengen von Bathes (b ∈ B) zusammenzufassen undzu verplanen, dass der Gesamtfertigstellungszeitpunkt minimiert wird. Nebender Bearbeitungszeit pj besitzt jeder Auftrag noh eine bestimmte kapazitäts-beanspruhende Gröÿe kbj . Für die Gesamtkapazität MK der Mashine gilt:
MK ≥ kbj ∀j ∈ J . Die Bearbeitungszeit eines Bathes b wird mit pb bezeihnetund ergibt sih aus der längsten Bearbeitungszeit der Bath b zugeordnetenAufträge (pb = max {pj ∀j ∈ Batch b}).Gemäÿ der in Kapitel 4.2 eingeführten Klassizierung, lässt sih das Pro-blem durh das Tripel (1|batch, kbj |Cmax ) beshreiben. Während aus der Aus-prägung β = batch(b̄) implizit folgt, dass alle betrahteten Aufträge einenidentishen Kapazitätsbedarf aufweisen, liegen bei Problemen der Ausprägung
β = batch , kbj nihtidentishe Kapazitätsbedarfe vor. Aus diesem Grund kannhier im Vorhinein auh niht auf eine konstante Anzahl b̄ prinzipiell in einemBath zusammenfassbarer Aufträge geshlossen werden.Uzsoy [91℄ zeigt, dass das Problem NP -shwer ist und shlägt ein heuristishesLösungsverfahren vor. Des Weiteren haben sih z. B. Melouk et al. [65℄ und Da-modaran et al. [24℄ mit dem Problem beshäftigt. Bestandteil beider Artikelist eine mathematishe Formulierung des Problems als gemisht-ganzzahliges
83Programm (engl. mixed integer program (MIP)) mit den folgenden Entshei-dungsvariablen:
xjb= {1, wenn Auftrag j Bath b zugeordnet wird
0, sonst;
yb= {1, wenn Bath b verwendet wird







xjb = 1 ∀j ∈ J (4.2)
∑
j∈J
kbjxjb ≤ MK yb ∀b ∈ B (4.3)
pb ≥ pjxjb ∀j ∈ J, b ∈ B (4.4)
xjb ≤ yb ∀j ∈ J, b ∈ B (4.5)
xjb ∈ {0, 1} ∀j ∈ J, b ∈ B (4.6)
yb ∈ {0, 1} ∀j ∈ J, b ∈ B (4.7)Die Zielfunktion (4.1) minimiert die Gesamtfertigstellungszeit. Nebenbedin-gung (4.2) stellt siher, dass jeder Auftrag genau einem Bath zugeordnetwird. Mit Nebenbedingung (4.3) wird gewährleistet, dass bei keinem Bath dieKapazitätsrestriktion verletzt wird. Durh die Nebenbedingungen (4.4) lassensih zudem die Bearbeitungszeiten der Bathes ermitteln. Des Weiteren darfein Auftrag nur einem Bath zugeordnet werden, wenn dieser auh verwendetwird bzw. muss umgekehrt ein Bath immer dann verwendet werden, wenn ihmauh zumindest ein Auftrag zugeordnet wurde. Diese wehselseitige Beziehungwird durh Nebenbedingung (4.5) sihergestellt. Shlieÿlih bilden (4.6) und(4.7) die erforderlihen Binärbedingungen.Die beshriebene Problemstellung ist Bestandteil vieler Mashinenbelegungs-probleme, die mit Bathing in Zusammenhang stehen. In der Literatur exis-tieren zahlreihe Erweiterungen und Varianten, beispielsweise durh Vorliegen
84eines Flow Shops bestehend aus zwei Bathing-Mashinen (siehe z. B. Manjes-hwar et al. [64℄), durh die Existenz von Auftrags-Familien (siehe z. B. Dobsonund Nambimadom [31℄) oder durh Einbeziehung von Rüstzeiten (siehe z. B.Dang und Kang [25℄). Dabei können exakte Lösungsverfahren bereits bei derhier beshriebenen Problemstellung je nah Problemgröÿe keine optimalen Lö-sungen mehr in angemessener Zeit liefern. Folglih wird i. d.R. auf heuristisheLösungsverfahren zurükgegrien.4.4.2 Das Resoure-Constrained Projet ShedulingProblemDas RCPSP wurde erstmals von Pritsker et al. [74℄ beshrieben. Obwohl esursprünglih für den Bereih der ressourenbeshränkten Projektplanung ent-wikelt wurde, ist es auh auf Mashinenbelegungsprobleme übertragbar.Ein Projekt setzt sih beim RCPSP aus einer Menge von Ressouren M (ana-log zur Mashinenmenge) und aus einer Menge von Aktivitäten J (analogzur Auftragsmenge) zusammen. Jede Ressoure i ∈M stellt eine beshränkteKapazität MK i für die Durhführung der Aktivitäten zur Verfügung, wobeider Ressourenbedarf einer Aktivität j bezüglih Ressoure i mit kbji be-zeihnet wird. Zudem ist die Prozessdauer (analog zur Bearbeitungsdauer)einer Aktivität j mit pj gegeben. Des Weiteren unterstehen die einzelnen Ak-tivitäten beim RCPSP bestimmten Reihenfolge- bzw. Vorgänger-Nahfolger-Beziehungen (β = prec). Diese lassen sih in einer Menge VNB in Form vonAktivitätspaaren (j, k) zusammenfassen. Gilt (j, k) ∈ VNB , so impliziert diesdementsprehend, dass Aktivität k erst starten kann, wenn Aktivität j abge-shlossen ist. Als Ziel verfolgt das RCPSP standardmäÿig die Minimierung derProjektdauer (γ = Cmax ).Aus den Untersuhungen von Blazewiz et al. [10℄ geht hervor, dass das RCPSP
NP -shwer ist. Pritsker et al. [74℄ shlagen eine zeitdiskrete Formulierung vor.Hierzu muss ein Planungshorizont der Form H = {0, 1, ..., Tmax} deniert wer-den, wobei Tmax die maximal angenommene Projektdauer und somit eine obereShranke für den Zielfunktionswert darstellt. Zudem werden bei der Formulie-rung von Pritsker et al. [74℄ die zwei Dummy-Aktivitäten 0 und n+1 benötigt,
85wobei Aktivität 0 den Projektbeginn und Aktivität n+ 1 das Projektende re-präsentiert. Als Entsheidungsvariable dient:
xjt= {1, wenn Auftrag j zum Zeitpunkt t startet










txjt + pj ∀(j, j








xjτ ≤ MK i ∀t ∈ H, i ∈M (4.10)
∑
t∈H
xjt = 1 ∀j ∈ J ∪ {0, n+ 1} (4.11)
xjt ∈ {0, 1} ∀j ∈ J ∪ {0, n+ 1} , t ∈ H (4.12)Die Zielfunktion (4.8) minimiert den Startzeitpunkt der Dummy-Aktivität
n + 1 und damit den Zeitpunkt des Projektendes. Mit Nebenbedingung (4.9)wird sihergestellt, dass die Reihenfolgebeziehungen zwishen den Aktivitäteneingehalten werden. Die Kapazitätsrestriktionen werden durh Nebenbedin-gung (4.10) abgedekt. Shlieÿlih wird mit den Nebenbedingungen (4.11) und(4.12) die Nihtunterbrehbarkeit der Aktivitäten gewährleistet.Heute sind in der Literatur zahlreihe weitere Formulierungen für das RCPSPzu nden. Neben zeitdiskreten Modellen wurden in den letzten Jahren insbe-sondere auh zeitkontinuierlihe Formulierungen entwikelt. Koné et al. [58℄stellen vershiedene Formulierungsmethoden für das RCPSP vor und zeigenderen Vor- und Nahteile auf. Für einen umfassenden Überblik zum RCPSPsowie zu zahlreihen Varianten und Erweiterungen sei auf Hartmann und Bri-skorn [45℄ sowie auf Artigues [2℄ verwiesen.Wie bereits erwähnt, lässt sih das RCPSP leiht auf Mashinenbelegungs-probleme übertragen. Inwiefern sih die Betriebsart der Mashine dann vonder einer Bathing-Mashine untersheidet, soll im Folgenden anhand eines
86Beispiels aufgezeigt werden. Es besteht aus 8 Aufträgen (n = 8) und einerMashine (m = 1), welhe eine Kapazität MK bereitstellt. Jeder Auftrag jverfügt über eine Bearbeitungszeit pj und einen Kapazitätsbedarf kbj. Tabelle4.1 beinhaltet die relevanten Daten.Tabelle 4.1: Beispieldaten für ein Mashinenbelegungsproblemmit KapazitätsbeshränkungAuftrag j Bearbeitungsdauer pj Kapazitätsbedarf kbj1 5 22 6 63 12 84 5 15 6 26 4 37 8 28 8 3Mashinenkapazität MK : 10






















Abbildung 4.5: Lösung des Beispiels bei Modellierung alsBathing-Problem
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tAbbildung 4.6: Lösung des Beispiels bei Modellierung alsRCPSPDer Vergleih der beiden Formulierungen zeigt, welhe untershiedlihen Aus-wirkungen sih für die Betriebsart einer Mashine ergeben. Allgemein lässtsih beobahten, dass der Bathing-Modus im Vergleih zum RCPSP-Moduseine weniger kontinuierlihe Abarbeitung der Aufträge zur Folge hat. DiesemAspekt kommt im weiteren Verlauf dieser Arbeit noh eine gesonderte Bedeu-tung zu.

Kapitel 5
Beshreibung, Modellierung undAnalyse eines realenOfenbelegungsproblems
Dieses Kapitel dient der ausführlihen Beshreibung eines konkreten Ofenbe-legungsproblems, dem sih die Dillinger Hüttenwerke bezüglih der Wärme-behandlung konfrontiert sehen. Unterkapitel 5.1 widmet sih zunähst demrelevanten Ofen. Neben wihtigen tehnishen Ekdaten werden hier insbeson-dere der Fertigungsablauf und die Ofensteuerung beshrieben, wobei der Fokusauf den jeweiligen logistishen Aspekten liegt. Im Anshluss befasst sih Un-terkapitel 5.2 mit der mathematishen Formulierung der Problemstellung, ehein Unterkapitel 5.3 ein intuitives Lösungsverfahren vorgestellt wird, welheszugleih dem aktuell im Realbetrieb angewandten Verfahren entspriht. Ab-shlieÿend widmet sih Kapitel 5.4 der Analyse des Optimierungspotentials. Indiesem Zusammenhang werden eine eigens entwikelte Materialusssimulationdes Ofens sowie ein spezielles Branh&Bound -Verfahren präsentiert.
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Abbildung 5.1: Der Rollenherdofen RHO3 im Walzwerk der DillingerHüttenwerke(Quelle: AG der Dillinger Hüttenwerke)
91eine Shrägsiht auf den Ofen und einen Teil des relevanten Lagerbereihs. DieRollen, die auf der linken Seite zu sehen sind, bilden den Auslaufrollgang. Dem-nah handelt es sih bei der zu erkennenden Ofenönung etwas weiter rehtsum die Ofenausgangstür. Nah abgeshlossener Wärmebehandlung verlassendie Waben den Ofen durh diese Tür und werden über den Auslaufrollgangabtransportiert. In den Ofen gelangen die Waben über einen entsprehendenZulaufrollgang auf der anderen Ofenseite, die auf der Aufnahme jedoh nurshwer zu erkennen ist (siehe rehte Seite).Die Abmessungen des Ofens und des Zulauf- bzw. Auslaufrollgangs sowie dieFormate der relevanten Waben sind aus Tabelle 5.1 zu entnehmen. Aus einemVergleih der Längenwerte lässt sih direkt folgern, dass der Ofen prinzipiellmehrere Waben gleihzeitig bearbeiten kann. Zudem ist bei einem Vergleihder Breitenwerte festzustellen, dass der Ofen ausreihend Platz bereitstellt, umshmale Waben nebeneinander anzuordnen. Auf den letztgenannten Aspekt,der Möglihkeit der sogenannten Verband-Fahrweise, soll jedoh erst in Kapitel6.1 eingegangen werden. Bis dahin wird von dieser Fahrweise abgesehen.Tabelle 5.1: Anlagen- und Produktgeometrie des RHO3OfenLänge 80.000mmBreite 4.940mmHöhe (gesamt) 2.600mm
• von Ofenboden bis Rollenmitte 1.050mm
• von Rollenmitte bis Ofendeke 1.550mmZulauf- bzw. AuslaufrollgangLänge 30.000mmBreite 4.500mmWabenLänge 2.000 - 20.000mmBreite 1.000 - 4.500mmDike 40 - 250mmGewiht 0 - 45000 kgWeitere tehnishe Daten und Eigenshaften des RHO3 sind in Tabelle 5.2 zu-sammengefasst. Besonders hervorzuheben ist hier die Existenz der 17 Tempera-





Brenner WabeAbbildung 5.2: Eine shematishe Darstellung des RHO3Ist das Einfahrtsignal erteilt, wird zunähst die Ofeneingangstür geönet bzw.angehoben. Anshlieÿend fährt die Wabe mit einer Geshwindigkeit von a. 10- 15 m/min (Eilfahrt) in den Ofen ein. Sobald das Wabenende (Wabenfuÿ) si-her in den Ofen eingefahren ist, wird die Ofeneingangstür wieder geshlossen.Die Wabe fährt solange in Eilfahrt weiter bis sie den Mindestabstand zur vor-hergehenden Wabe, bzw. falls keine Vorgängergabe mehr im Ofen ist, bis sieden Mindestabstand zur Ofenausgangstür erreiht hat. Sobald die Wabe ihreEndposition eingenommen hat, shaltet der Ofen wieder in den Pendelbetriebund behält diesen solange bei, bis entweder eine neue Wabe eingefahren oderdie Wabe vor der Ofenausgangstür ausgefahren werden soll.Hat die Wabe vor der Ofenausgangstür ihre Wärmebehandlungstemperaturund Haltedauer erreiht, wird zunähst die Ofenausgangstür geönet. Die Wa-be fährt dann erneut in Eilfahrt aus dem Ofen. Sobald sie komplett ausgefahrenist, wird die Ofenausgangstür wieder geshlossen. Aufgrund der durh die Aus-fahrt freigesetzten Kapazität rüken die nahfolgenden Waben im Ofen alle inRihtung Ofenausgangstür vor. Die ausgefahrene Wabe gelangt shlieÿlih inden Abkühlbereih des Auslaufrollgangs, wo sie zur weiteren Luftabkühlungpendelt, bis sie wiederum per Kran abgehoben werden kann.Entsheidend für die spätere Optimierung sind die Gründe für das Warten einerWabe vor dem Ofeneingang. Grundsätzlih können zwei Waben nie (von derVerband-Fahrweise abgesehen) gleihzeitig in den Ofen einfahren, da eine Wabeimmer mindestens so lange warten muss, bis ihre Vorgängerwabe komplett inden Ofen eingefahren ist. Der gleihe Sahverhalt gilt übrigens auh bei derOfenausfahrt. Eine über diese grundsätzlihe Mindestwartezeit hinausgehende
94Wartezeit ist meist den folgenden Ursahen geshuldet:
• das Warten aufgrund niht ausreihend freier Ofenkapazität,
• das Warten aufgrund untershiedliher Ofenverweilzeiten,
• das Warten aufgrund untershiedliher Ofentemperaturen.Die drei Punkte werden im Folgenden näher erläutert, wobei für den letzterenzunähst auf die Temperaturregelung des Ofens und die damit verbundeneExistenz von Temperaturlüken eingegangen werden muss.Wartezeit aufgrund niht ausreihend freier OfenkapazitätDie Tatsahe, dass einer vor der Ofeneingangstür wartenden Wabe das Ein-fahrtsignal zunähst verwehrt bleibt, kann der beshränkten Ofenkapazität zu-grunde liegen. Abbildung 5.3 veranshauliht eine derartige Situation. Sie istals Siht von oben auf bzw. in den Ofen zu verstehen. Der Ofenraum ist orangehervorgehoben.
Materialfluss
Zulaufrollgang Ofen Auslaufrollgang
6 5 4 3 2 1
Abbildung 5.3: Beispiel für Wartezeit durh niht ausreihend freieOfenkapazitätWabe 1 ist bereits aus dem Ofen ausgefahren und bendet sih nun auf demAuslaufrollgang. Die Waben 2, 3, 4 und 5 liegen aktuell im Ofen und Wabe 6vor dem Ofeneingang. Da der Ofen in der aktuellen Situation niht genügendfreie Kapazität für Wabe 6 bereitstellt, muss diese zunähst warten. Sobald dieWärmebehandlung von Wabe 2 abgeshlossen ist und diese den Ofen verlassenhat, können die Waben 3, 4 und 5 nahrüken und dadurh genügend Platzfür Wabe 6 shaen. In dieser Situation rihtet sih die Wartezeit für Wabe 6somit nah der Ausfahrzeit von Wabe 2. Wäre Wabe 2 jedoh so klein bzw.
95Wabe 6 so groÿ, dass nah der Ausfahrt von Wabe 2 noh niht ausreihendfreie Kapazität bestehen würde, so müsste Wabe 6 sogar zumindest solangewarten, bis Wabe 3 den Ofen verlässt.Wartezeit aufgrund untershiedliher OfenverweilzeitenEine weitere Ursahe für eine über die grundsätzlihe Mindestwartezeit hin-ausgehende Wartezeit ist den speziellenWärmebehandlungsvorgaben sowie derOfenbauweise geshuldet. In Kapitel 3.2 wurden die WärmebehandlungsphasenErwärmen, Halten und Abkühlen bereits erläutert. Bezogen auf einen Wärme-behandlungsofen lässt sih daraus eine Ofenverweilzeit ableiten, die sih ausder Summe von Erwärmdauer und Haltedauer zusammensetzt. Da es für ei-ne erfolgreihe Wärmebehandlung erforderlih ist, die einzelnen Vorgabezeiten(und -temperaturen) genau einzuhalten, gilt dies somit auh für die Ofenver-weilzeit. Diese Forderung kann in Verbindung mit der Bauart des Ofens beiuntershiedlihen Ofenverweilzeiten zweier aufeinanderfolgender Waben zu zu-sätzlihen Wartezeiten führen. Eine derartige Situation ist in Abbildung 5.4veranshauliht.
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Abbildung 5.4: Beispiel für Wartezeit durh abweihende Ofenverweil-zeitenZuletzt in den Ofen eingefahren ist Wabe 4. Ihr soll Wabe 5 folgen, welhe nohauf das Einfahrtsignal wartet. Wabe 4 hat eine Ofenverweilzeit von 200minund Wabe 5 von 125min. Würde Wabe 5 direkt nah Wabe 4 einfahren, sowäre ihre Wärmebehandlung früher fertig als die von Wabe 4. Wabe 5 kannjedoh niht vor Wabe 4 aus dem Ofen ausfahren, da Überholvorgänge imOfen niht realisierbar sind. Sie darf aber auh niht über ihre Ofenverweilzeithinaus im Ofen bleiben. Dieses Problem lässt sih nur vermeiden, indem Wabe
965 nah der Einfahrt von Wabe 4 eine bestimmte Zeit lang (in diesem Fallmindestens 75min) vor dem Ofen wartet. Wenn sie anshlieÿend einfährt, istihre Wärmebehandlung kurze Zeit nah der von Wabe 4 abgeshlossen und diedirekte Ausfahrtmöglihkeit damit gewährleistet.Die soeben beshriebene Wartezeit aufgrund untershiedliher Ofenverweilzei-ten tritt nur auf, wenn eine Wabe auf eine Wabe mit einer höheren Ofenver-weilzeit folgt. Der umgekehrte Fall stellt kein Problem dar.Wartezeit aufgrund untershiedliher OfentemperaturenWie bereits erwähnt, können durh die 17 Temperaturregelzonen im Ofen un-tershiedlihe Temperaturen gleihzeitig eingestellt werden. Dies ist allerdingsnur bedingt möglih. So sind groÿe Temperatursprünge von beispielsweise 50 ◦Czwishen zwei Zonen i. d.R. niht realisierbar, da hier die wehselseitigen Strah-lungseinüsse zu hoh wären. In diesen Fällen muss die Temperaturdierenzüber mehrere Zonen verteilt werden. Abbildung 5.5 zeigt ein Beispiel. Wabe1 erfordert eine Ofentemperatur von 620 ◦C. Für die darauf folgende Wabe2 wird dagegen nur eine Temperatur von 600 ◦C benötigt. Die gestriheltenLinien kennzeihnen die jeweiligen Temperaturregelzonen mit den in Rot dar-gestellten Sollwerten.
2 1
600 600 600 600 600 600 600 600 600 600 604 608 612 616 620 620 620
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Abbildung 5.5: TemperaturregelungIn diesem Beispiel wird die Temperaturdierenz zwishen Wabe 1 und Wabe2 von 20 ◦C über 3 Zonen verteilt. Der Abstand (bzw. die Temperaturlüke)zwishen den beiden Waben beträgt hier a. 20 m. Mit dieser Ofenfahr- bzw.Ofenregelweise wird versuht, die wehselseitigen Strahlungseinüsse möglihstgering zu halten, sodass bei Wabe 1 nahezu 620 ◦C herrshen und bei Wabe 2letztendlih nur 600 ◦C. Durh die Existenz von derartigen Temperaturlüken
97können wiederum weitere Wartezeiten entstehen, wie Abbildung 5.6 illustriert.
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Abbildung 5.6: Beispiel für Wartezeit aufgrund einer TemperaturlükeWie man sieht, wartet Wabe 5 vor dem Ofen. Die zuletzt eingefahrene Wabe4 hat eine Ofenverweilzeit von 200min und benötigt eine Ofentemperatur von640 ◦C. Wabe 5 hat dagegen eine Ofenverweilzeit von 300min und bedarf einerOfentemperatur von 620 ◦C. Da die Ofenverweilzeit von Wabe 5 gröÿer ist alsdie von Wabe 4 und im Ofen eigentlih genug freie Kapazität zur Verfügungsteht, könnte Wabe 5 prinzipiell shon einfahren. Aufgrund der untershiedli-hen Wärmebehandlungstemperaturen muss allerdings eine Temperaturlükezwishen den beiden Waben eingehalten werden, wodurh sih die freie Ofen-kapazität verringert und diese infolgedessen für die Einfahrt von Wabe 5 nihtmehr ausreihend ist. In diesem Fall kann Wabe 5 erst in den Ofen einfahren,wenn Wabe 2 diesen verlassen hat.
5.2 Mathematishe ProblemformulierungEin Mashinenbelegungsproblem wie es sih in Zusammenhang mit der Reihen-folgebildung am RHO3 darstellt fand in der Literatur bislang keine Betrah-tung. Ähnlihe Problemstellungen wurden beispielsweise von Tang und Zhao[89℄ oder von Wang und Tang [98℄ behandelt, jedoh liegen bei keiner die-ser beiden Arbeiten Ressourenrestriktionen vor, die den in Unterkapitel 5.1.2erläuterten Gegebenheiten entsprehen. Insbesondere die Existenz bzw. dieBetrahtung von Temperaturlüken sheint einen Spezialfall darzustellen. Ausdiesem Grund wird die hier betrahtete Problemstellung im Folgenden als Heat
98Treatment Furnae Sheduling Problem with Distane Constraints (HTFSPD)bezeihnet. Das HTFSPD fand im Rahmen der Erstellung der vorliegenden Ar-beit erstmals Anfang des Jahres 2012 Einzug in die Literatur (siehe Ebermannet al. [33℄).Das HTFSPD lässt sih als gemisht-ganzzahliges Programm formulieren. ImFolgenden wird hierzu sowohl eine zeitdiskrete als auh eine ereignisbasierteModellierung vorgestellt. Zunähst werden die erforderlihen Eingangsdatenbzw. Parameter wie folgt deniert:
n: Anzahl Waben,
lOfen : Ofenlänge,
lj: Länge von Wabe j,
dj: Dike von Wabe j,
ewd j: Erwärmdauer von Wabe j,
hd j: Haltedauer von Wabe j,
ovz j : Ofenverweilzeit von Wabe j,
wbht j : Wärmebehandlungstemperatur von Wabe j,
wbht
Ofen
j : Ofentemperatur von Wabe j,
wbhtZielj : Zieltemperatur von Wabe j,
temptol+j : Obere Temperaturtoleranz von Wabe j,
temptol−j : Untere Temperaturtoleranz von Wabe j,
tmin : Mindestwartezeit zur Vorgängerwabe bzw. Einfahrdauer,
templ j: Temperaturlüke zwishen Wabe j und ihrer Vorgängerwabe,
templmin: Mindestabstand zwishen zwei Waben im Ofen,
ftempl : Temperaturlükenfaktor.Wie man sieht, wird zwishen der Erwärmdauer ewd , der Haltedauer hd undder Ofenverweilzeit ovz untershieden, wobei diese in folgendem Zusammen-hang zueinander stehen:
ovz j = ewd j + hd j , ∀j ∈ J. (5.1)Die Haltedauer hd j wird ebenso wie die Wärmebehandlungstemperatur wbht jvon der metallurgishen Abteilung der Dillinger Hüttenwerke vorgegeben. DieWärmebehandlungstemperatur wbht j lässt sih wiederum von der Ofentempe-
99ratur wbhtOfenj und der Zieltemperatur wbhtZielj dierenzieren. Hier gilt:
wbht
Ofen
j = wbht j + temptol
+
j , ∀j ∈ J, (5.2)
wbhtZielj = wbht j − temptol
−
j , ∀j ∈ J. (5.3)Der Ofen wird grundsätzlih auf die Temperatur wbhtOfenj geregelt. Sobaldeine Wabe ihre Zieltemperatur wbhtZielj erreiht hat, geht sie von der Erwärm-in die Haltephase über. Die Erwärmdauer ewd j ist dabei ofenabhängig undwird bei den Dillinger Hüttenwerken näherungsweise als eine Funktion derOfentemperatur wbhtOfenj , der Zieltemperatur wbhtZielj und der Wabendike djberehnet.Für die Mindestwartezeit tmin , d. h. für die Zeit, die eine Wabe ab dem Zeit-punkt der Ofeneinfahrt ihrer Vorgängerwabe mindestens warten muss, wird einxer Wert angenommen. Dieser orientiert sih an der Dauer, die eine Wabe inetwa benötigt, um nah Erteilung des Einfahrtsignals komplett in den Ofeneinzufahren (Einfahrdauer). Denn erst wenn die Vorgängerwabe ihre Positionim Ofen eingenommen hat, kann die Einfahrt der nahfolgenden Wabe frühes-tens beginnen. Im Folgenden wird eine Einfahrdauer von 10min angenommen(tmin = 10).Für die Temperaturlüken gibt es noh keine metallurgishen Vorgaben. Esliegt jedoh auf der Hand, dass gröÿere Ofentemperaturdierenzen zwishenzwei Waben auh gröÿere Temperaturlüken erfordern. Die Ofensteuermännerhaben daher eine einfahe Daumenregel entwikelt, nah der gilt:




j′ | · ftempl), templ
min} , ∀j, j′ ∈ J, (5.4)wobei j′ die Vorgängerwabe von Wabe j kennzeihnet und ftempl einen Tempe-raturlükenfaktor darstellt, der in der Praxis je nah Steuermann zwishen 600und 1000 mm◦C liegt. Die Maximum-Funktion wird verwendet, da zwishen zweiWaben grundsätzlih ein Mindestabstand templmin bestehen muss (auh beigleiher Ofentemperatur). Dieser ist zwingend erforderlih, damit im Ofen be-nahbarte Waben während des Pendelbetriebs niht gegeneinander anstoÿen.Auh templmin variiert je nah Steuermann und liegt i. d.R. zwishen 1500und 3000mm. Da die Temperaturlüken einen entsheidenden Einuss auf denOfendurhsatz ausüben, wird bereits an den von den Ofensteuermännern ab-
100hängigen Shwankungen ersihtlih, dass es hier einer einheitlihen Bereh-nungsmethode bedarf. Diesem Ziel wird später in Kapitel 7.4.2 nahgegangen.









1, wenn Wabe j zum Zeitpunkt t aus dem Ofen ausfährt undWabe j′ als direkten Nahfolger hat
0, sonst;
ct: Freie Ofenkapazität zum Zeitpunkt t








































xjj′t = 1 ∀j







yjj′t = 1 ∀j
























yj′jt ≤ 1 ∀j, j














xjj′t · (t+ ovz j + t
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′ = 0, ..., n+ 1 (5.17)














xjj′0 · (lj + templ j) (5.20)















yjj′t · (lj + templ j) ∀t = 1, ..., T
max (5.21)
xjj′t ∈ {0, 1} ∀j, j
′ = 0, ..., n+ 1
t = 1, ..., Tmax (5.22)
yjj′t ∈ {0, 1} ∀j, j
′ = 0, ..., n+ 1
t = 1, ..., Tmax (5.23)
ct ≥ 0 ∀t = 1, ..., T
max (5.24)Die Zielfunktion (5.5) minimiert den Ofenausfahrtzeitpunkt der Wabe, welhedie Dummy-Wabe n+ 1 zum Nahfolger hat. Dies impliziert die Minimierungder Gesamtfertigstellungszeit, da Nebenbedingung (5.6) fordert, dass Dummy-Wabe n+1 erst einfahren kann, wenn alle anderen Waben bereits fertiggestelltsind. Die Nebenbedingungen (5.7) - (5.10) gewährleisten, dass jede Wabe genaueinmal in den Ofen ein- und ausfährt und dass jede Wabe genau einmal Vor-gänger und einmal Nahfolger einer anderen Wabe sein muss. Man beahte indiesem Zusammenhang, dass Dummy-Wabe 0 grundsätzlih den Nahfolgervon Dummy-Wabe n + 1 bildet (siehe Nebenbedingungen (5.18) und (5.19)).Durh die Nebenbedingungen (5.11) und (5.12) wird zudem sihergestellt, dasszu keinem Zeitpunkt t mehrere Waben gleihzeitig ein- bzw. ausfahren können.Nebenbedingung (5.13) sorgt dafür, dass eine Wabe niht zugleih Vorgängerund Nahfolger einer anderen Wabe sein kann. Es folgt mit Nebenbedingung(5.14) die Forderung, dass jede Wabe ihre Ofenverweilzeit (unter Berüksihti-gung der Einfahrdauer) einhalten muss. Zudem stellen die Nebenbedingungen(5.15) und (5.16) siher, dass Waben niht vor ihrem Vorgänger bzw. nahihrem Nahfolger ein- bzw. ausfahren. Dem ofenbedingten Erfordernis eineridentishen Einfahr- und Ausfahrreihenfolge kommt Nebenbedingung (5.17)nah. Durh die Nebenbedingungen (5.18) und (5.19) wird zudem siherge-stellt, dass Dummy-Wabe 0 als erste in den Ofen einfährt und Dummy-Wabe
n+ 1 diesen als letzte Wabe verlässt. Die Kapazitätsrestriktionen werden mit
103den Nebenbedingungen (5.20) und (5.21) abgebildet. Abshlieÿend geben dieNebenbedingungen (5.22) - (5.24) die Wertebereihe für die verwendeten Ent-sheidungsvariablen vor.Für die Ezienz zeitdiskreter Modelle sind vor allem die Anzahl und Abständeder betrahteten Zeitpunkte sowie die Länge des Planungshorizonts entshei-dend. Da letztere im Vorhinein vorgegeben werden muss, gilt es, zunähst eineobere Shranke für die Gesamtfertigstellungszeit zu berehnen. Zudem verfü-gen zeitdiskrete Modelle insbesondere bei langem Planungshorizont über einesehr groÿe Anzahl an Binärvariablen, was häug hohe Rehenzeiten zur Folgehat.










1, wenn Wabe j zum Ereignis e aus dem Ofen ausfährt undWabe j′ als direkten Nahfolger hat
0, sonst;
ce: Freie Ofenkapazität zum Ereignis e
te: Eintrittszeitpunkt von Ereignis e
Das (EBF)-Modell stellt sih wie folgt dar:(EBF) min tE−1 (5.25)u.d.N.
t0 = 0 (5.26)




ovz j + t
min) · xjj′e





yjj′f ) ∀j = 1, ..., n,
e, f = 0, ..., E − 1, e < f (5.27)
te+1 ≥ te + t














yjj′e ≤ 1 ∀e = 0, ..., E − 1 (5.30)














xjj′e = 1 ∀j
′ = 0, ..., n+ 1 (5.33)
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yjj′e′′ ≤ 1 ∀j = 0, ..., n+ 1,











yj′j′′e · e ∀j = 0, ..., n,

























xjj′e − 1) ·G ∀j = 1, ..., n+ 1,









xjj′0 · (lj + templ j) (5.46)















yjj′e · (lj + templ j) ∀e = 1, ..., E − 1 (5.47)
xjj′e ∈ {0, 1} ∀j, j
′ = 0, ..., n+ 1
e = 1, ..., E (5.48)
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yjj′e ∈ {0, 1} ∀j, j
′ = 0, ..., n+ 1
e = 1, ..., E (5.49)
ce ≥ 0 ∀e = 1, ..., E (5.50)
te ≥ 0 ∀e = 1, ..., E (5.51)Die Zielfunktion (5.25) minimiert den Eintrittszeitpunkt des letzten Ereignis-ses und damit den Gesamtfertigstellungszeitpunkt. Die Nebenbedingung (5.26)sorgt dafür, dass Ereignis 0 zum Zeitpunkt 0 eintritt. Mit Nebenbedingung(5.27) wird die Einhaltung der Ofenverweilzeiten sihergestellt, wohingegenNebenbedingung (5.28) fordert, dass zwei Ereignisse um mindestens tmin Zeit-einheiten versetzt zueinander eintreten müssen. Die Nebenbedingungen (5.29)und (5.30) gewährleisten, dass zu jedem Ereignis nur maximal eine Wabe ein-bzw. ausfahren darf. Die Ein- und Ausfahrtbedingungen für die beiden Dum-my-Variablen werden mit den Nebenbedingungen (5.31) und (5.34) abgedekt.Dem Erfordernis, dass jede Wabe zum einen genau einmal in den Ofen ein- bzw.ausfahren und zum anderen genau einmal Vorgänger bzw. Nahfolger eineranderen Wabe sein muss, kommen die Nebenbedingungen (5.32) und (5.33)sowie (5.35) und (5.36) nah. Durh Nebenbedingung (5.37) wird zudem si-hergestellt, dass eine Wabe niht zum gleihen Ereignis ein- und ausfährt,wobei dies niht für die beiden Dummy-Variablen gilt, zumal die Nebenbedin-gungen (5.38) und (5.39) fordern, dass Wabe 0 zum Zeitpunkt 0 und Wabe
n+1 zum Zeitpunkt E−1 ein- und ausfährt. Die weiteren Nebenbedingungen(5.40) - (5.45) gewährleisten Konformität bezüglih der Vorgänger-Nahfolger-Beziehungen und den entsprehenden Ein- und Ausfahrtzeiten der Waben,wobei G in Nebenbedingung (5.45) eine hinreihend groÿe Zahl symbolisiert.Die nähsten beiden Nebenbedingungen (5.46) und (5.47) bilden die Kapazi-tätsrestriktionen ehe mit den Nebenbedingungen (5.48) - (5.51) shlieÿlih dieWertebereihe der Entsheidungsvariablen festgelegt werden.Im Gegensatz zu einer zeitdiskreten Modellierung, benötigt ein auf Ereignissenbasierendes Modell keine obere Shranke für die Länge des Planungshorizontsbzw. den Zielfunktionswert. Inwiefern sih die beiden vorgestellten Formulie-rungen für das HTFSPD zum Lösen vershiedener Probleminstanzen eignen,wird u. a. in Kapitel 5.4 untersuht.
1075.3 Ein intuitives LösungsverfahrenMit Hinblik auf die beshriebenen Gründe für Wartezeiten, könnte man intui-tiv auf ein relativ einfahes Lösungsverfahren für das HTFSPD shlieÿen. DieIdee dieses Verfahrens bzw. dessen Herleitung wird im Folgenden vorgestellt.Da es zudem bei den Dillinger Hüttenwerken im alltäglihen Betrieb verwendetwird, bildet es die Basis für eine Analyse des Optimierungspotentials, welhersih Kapitel 5.4 widmet.Für das HTFSPD gilt grundsätzlih, dass Temperaturlüken möglihst zu ver-meiden sind. Daher sollten Waben untershiedliher Wärmebehandlungs- bzw.Ofentemperatur niht permanent direkt hintereinander in den Ofen einfahren.Somit ersheint es sinnvoll, in einem ersten Shritt eine Gruppierung aller Wa-ben, die identishe Ofentemperaturen benötigen, vorzunehmen. Eine derartigeGruppe wird auh als Temperaturblok bezeihnet. Man erhält somit eine Men-ge vershiedener Temperaturblöke. Da man Temperaturlüken möglihst kleinhalten möhte, erfolgt im nähsten Shritt eine Sortierung der Temperaturblö-ke. Ob es sinnvoll ist, ab- oder aufsteigend zu sortieren, hängt vor allem vonder aktuellen Ofenbelegung ab.Eine weitere Ursahe für Wartezeiten war der Fall, wenn eine Wabe mit einerniedrigeren Ofenverweilzeit auf eine Wabe mit einer höheren Ofenverweilzeitfolgt. Aus diesem Grund ersheint eine aufsteigende Sortierung der Ofenver-weilzeiten sinnvoll. Ausgehend von der vorherigen Sortierung nah den Ofen-temperaturen, wird daher anshlieÿend in jedem Temperaturblok noh einmaleine Sortierung der Ofenverweilzeiten vorgenommen.Als weitere Sortierkriterien werden i. d.R. noh die Sollproduktionswohen derWaben oder deren Lagerplätze bzw. Lagen im betreenden Stapel herangezo-gen. Diese beiden Aspekte sollen an dieser Stelle jedoh zunähst vernahlässigtund erst in Kapitel 6.3 betrahtet werden.Algorithmus 1 stellt die Vorgehensweise der beshriebenen Lösungsmethodein Form eines Pseudoodes dar. Im weiteren Verlauf dieser Arbeit wird dasVerfahren als Rule-based Sorting (RBS) bezeihnet. Als Ergebnis liefert derAlgorithmus die geordnete Menge folge, welhe die konstruierte Reihenfolge
108Algorithmus 1 Rule-based SortingRequire: Wabenmenge J , wbhtOfenj , ovz j, lj , mit j ∈ J, ftempl , templmin , tmin ,
sortauf , sortabEnsure: Reihenfolge folge1: initialisiere folge, sodass folge = (1, 2, ..., n)2: for p = 1, ..., n do3: for q = 1, ..., n do4: if sortauf = true then5: if wbhtfolgep < wbhtfolgeq then6: taushe Positionen von folgep und folgeq7: end if8: end if9: if sortab = true then10: if wbhtfolgep > wbhtfolgeq then11: taushe Positionen von folgep und folgeq12: end if13: end if14: if wbhtfolgep = wbhtfolgeq then15: if ovzfolgep < ovzfolgeq then16: taushe Positionen von folgep und folgeq17: end if18: end if19: end for20: end forrepräsentiert. Die Indizes p und q verweisen auf die einzelnen Positionen in-nerhalb dieser Reihenfolge. Mit den booleshen Eingabevariablen sortauf und
sortab wird festgelegt, ob nah den Ofentemperaturen auf- oder absteigendsortiert werden soll.Intuitiv ersheint die Vorgehensweise der (RBS)-Heuristik sinnvoll. Es stelltsih nun die Frage, ob hiermit auh immer eine bezüglih der Gesamtfertig-stellungszeit optimale Reihenfolge erzielt wird. Anhand eines kleinen Beispielssoll die Behauptung, dass dies niht der Fall ist, im Folgenden belegt werden.Die Eingangsdaten des Beispiels sind in Tabelle 5.3 zusammengefasst. Zudemsei templmin = 2000 und ftempl = 600.Nah Anwendung der (RBS)-Heuristik würde sih im Falle einer absteigendenTemperatursortierung die Reihenfolge folge = (5, 4, 2, 1, 3) ergeben. Abbildung5.7 veranshauliht die Ofensituation zum Zeitpunkt 300 (also nah 300min).



















Abbildung 5.7: Lösung des HTFSPD-Beispiels nah Anwendung derRule-based Sorting- Heuristik



















Abbildung 5.8: Bessere Lösung des HTFSPD-Beispiels gegenüber derLösung der Rule-based Sorting-HeuristikWie man sieht, war die Restkapazität (von 16000mm) nah Einfahrt von Wabe2 für Wabe 3 ausreihend (16000 − templ3 − l3 > 0), um zum Zeitpunkt 130in den Ofen einzufahren. Allerdings reiht die Restkapazität nah Ausfahrtvon Wabe 5 nun niht mehr für Wabe 1 aus. Da Wabe 4 jedoh 10min nahWabe 5 ausfährt und sih dadurh auh die Temperaturlüke von 24m zuWabe 2 auöst, kann Wabe 1 nah 320min in den Ofen einfahren. Für dieseFolge ergibt sih somit eine Gesamtfertigstellungszeit von 580min. Dies ist eineVerbesserung von a. 20,5% gegenüber der Lösung der (RBS)-Heuristik.Das Beispiel zeigt, dass die (RBS)-Heuristik niht zwingend zur optimalenLösung führt. Das Optimierungspotential soll im folgenden Unterkapitel näheruntersuht werden.5.4 Analyse des OptimierungspotentialsFür eine aussagekräftige Analyse des Optimierungspotentials von Heuristi-ken empehlt sih am ehesten der Vergleih mit einem exakten Verfahren.Auf der einen Seite bieten sih hierzu handelsüblihe Solver für gemisht-ganzzahlige Optimierungsprobleme an, welhe somit auf das (ZDF)- oder das(EBF)-Modell angewendet werden können. Für beide Modelle ergaben sihnah Anwendung des von IBM angebotenen Solvers ILOG CPLEX Optimi-
111zer [51℄ auf einem Pentium(R) Dual-Core CPU mit 2,8 GHz und einem Ar-beitsspeiher von 2 GB (wird auh bei allen weiteren Berehnungen dieserArbeit verwendet) die in Tabelle 5.4 aufgeführten Ergebnisse bezüglih fünfvershiedener Testinstanzen.Tabelle 5.4: Vergleih der Rehenergebnisse der (RBS)-Heuristik mitdenen des (ZDF)- und des (EBF)-ModellsDaten- RBS ZDF EBFsatz Cmax Cmax Gap Zeit Cmax Gap Zeitdat3 548 548 0.00 < 1.00 548 0.00 < 1.00dat5 846 846 0.00 8125.86 846 64.72 18000.00dat8 704 652 47.01 18000.00 704 76.19 18000.00dat10 713 - 100.00 18000.00 1441 85.63 18000.00dat12 931 - 100.00 18000.00 - 100.00 18000.00In der ersten Spalte wird auf die Datensätze verwiesen, wobei deren Gröÿen(Wabenanzahl n) anhand der Datensatzendungen abzulesen sind. Die zweiteSpalte enthält die nah Anwendung der (RBS)-Heuristik resultierenden Lösun-gen. Für deren Ermittlung wurde wiederum die Ofensimulation herangezogen,welhe in Unterkapitel 5.4.1 noh im Detail vorgestellt wird. Die darauolgen-den Spalten beinhalten die entsprehenden Ergebnisse nah Lösen des (ZDF)-und des (EBF)-Modells, wobei eine Laufzeitbegrenzung von fünf Stunden ge-setzt wurde. Die Werte für Cmax entsprehen Minutenangaben, wohingegen die(Lauf-)Zeiten in Sekunden angegeben sind. In den dazwishen liegenden Spal-ten sind jeweils der Gap (in Prozent) in Bezug auf die untere Shranke des Op-timalwerts angegeben. Allen Ergebnissen liegt die Annahme von ftempl = 1000und templmin = 2000 zugrunde.Bezüglih der Ergebnisse des (ZDF)-Modells ist darauf hinzuweisen, dass hierdie Lösung der Rule-based Sorting-Heuristik herangezogen wurde, um die Län-ge des Planungshorizonts zu beshränken. Zudem wurde eine Zeitdiskretisie-rung vorgenommen, sodass aufeinanderfolgende Zeitpunkte jeweils um 10 Mi-nuten (tmin) auseinander liegen. Die Ofenverweilzeiten mussten daher gegebe-nenfalls auf die nähste Zehnerstelle aufgerundet werden.Die Ergebnisse zeigen, dass das (ZDF)-Modell leihte Vorteile gegenüber dem(EBF)-Modell aufweist. So kommen zwar beide Modelle bezüglih Datensatz
112dat5 zur gleihen Lösung, jedoh kann das (ZDF)-Modell dessen Optimalitätnoh innerhalb der Laufzeitbegrenzung garantieren. Zudem ist die Lösung des(ZDF)-Modells bezüglih Datensatz dat8 besser als die Lösung bei Anwendungdes (EBF)-Modells. Andererseits liefert das (ZDF)- im Gegensatz zum (EBF)-Modell selbst nah fünfstündiger Laufzeit keine zulässige Lösung für Datensatzdat10.Es bleibt festzuhalten, dass weder das (ZDF)- noh das (EBF)-Modell, au-ÿer für die sehr kleinen Probleminstanzen dat3 und dat5, innerhalb der fünfStunden optimal gelöst werden können. Zum Teil wird niht einmal eine zu-lässige Lösung gefunden. Falls doh, so sind diese i. d.R. relativ shleht, ver-glihen mit den Lösungen der (RBS)-Heuristik. Folglih lassen die erhaltenenRehenergebnisse keine aussagekräftige Analyse des Optimierungspotentialsder (RBS)-Heuristik zu.Das Ziel, auh Probleminstanzen mittlerer Gröÿe exakt zu lösen, soll mit einemBranh&Bound -Verfahren erreiht werden, welhes in Unterkapitel 5.4.2 erläu-tert wird. Zunähst wird jedoh die bereits erwähnte Ofensimulation näher vor-gestellt, welher auh im Zusammenhang mit dem Branh&Bound -Verfahreneine wihtige Rolle zukommt.
5.4.1 Eine Materialusssimulation des OfensDas Werkzeug Simulation ist in der heutigen Zeit aus vielen tehnishen undwissenshaftlihen Bereihen niht mehr wegzudenken. Dies gilt auh für denBereih der Logistik, wo Simulation beispielsweise zur Planung, Steuerung undÜberwahung, aber auh zur Optimierung bestimmter Material-, Personen-und Informationsüsse eingesetzt wird. Im Rahmen der VDI Rihtlinie VDI3633 [94℄ wird der Begri Simulation wie folgt deniert: Simulation ist dasNahbilden eines Systems mit seinen dynamishen Prozessen in einem experi-mentierbaren Modell, um zu Erkenntnissen zu gelangen, die auf die Wirklih-keit übertragbar sind. Zur Konkretisierung dieser Denition sei die Klassi-zierung von Law und Kelton [59℄ herangezogen. Demnah untersheidet man
• statishe vs. dynamishe,
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• deterministishe vs. stohastishe und
• kontinuierlihe vs. diskrete Simulationsmodelle.Bei statishen Systemen wird nur ein bestimmter Zeitpunkt betrahtet oderder Zeitbetrahtung kommt keine besondere Rolle zu. In dynamishen Simu-lationsmodellen wird das zeitlihe Verhalten eines Systems hingegen explizitabgebildet. Als deterministish beshreibt man ein System, welhes keine zu-fallsabhängigen Komponenten enthält. Im Gegensatz dazu, liegen diese beistohastishen Modellen ausdrüklih vor. Letztendlih lassen sih kontinu-ierlihe, d. h. ständigen Änderungen unterworfene Modelle noh von diskretenModellen untersheiden, bei denen sih die Systemzustände nur zu bestimmtendiskreten Zeitpunkten ändern.Die im Rahmen der vorliegenden Arbeit entwikelte Ofensimulation bildet eindynamishes, deterministishes und (ereignis-)diskretes System ab. Sie wirdzur Ermittlung der Gesamtfertigstellungszeitpunkte Cmax bestimmter Produk-tionsfolgen verwendet und dient im Zuge der späteren Entwiklung vershie-dener Lösungsverfahren demnah als Bewertungsfunktion. In diesem Zusam-menhang spriht man auh von simulationsgestützter Optimierung. März etal. [66℄ beshreiben vershiedene Möglihkeiten zur Kopplung von Simulationund Optimierung. Den theoretishen Ausführungen shlieÿen sih zudem ver-shiedene Fallbeispiele aus der Praxis an. Eine Einführung in die Erstellungereignisdiskreter Simulationsmodelle bietet z. B. Eley [35℄.Im Folgenden wird der konkrete Ablauf der Ofensimulation vorgestellt. Zu-nähst werden die folgenden Zeiten deniert:
FAZO j : Frühestmögliher Anfangszeitpunkt von Wabe j,
FEZO j: Frühestmögliher Endzeitpunkt von Wabe j.
FAZO j bezeihnet demnah den frühestmöglihen Zeitpunkt, zu dem die Ofen-einfahrt von Wabe j beginnen kann. Analog bezeihnet FEZO j den frühest-möglihen Zeitpunkt, zu dem die Ofenausfahrt von Wabe j beginnen kann.Des Weiteren werden die folgenden Notationen eingeführt:
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WOfen : Geordnete Menge der aktuell im Ofen bendlihen Waben,
lOfenrest : Aktuelle Restkapazität des Ofens,
wl j: Wartezeit aufgrund der Länge für Wabe j.Zudem dient der Index p wiederum dazu, um auf die einzelnen Positioneninnerhalb der Mengen folge und WOfen zu verweisen.Die Materialusssimulation des Ofens lässt sih algorithmish durh den inAlgorithmus 2 dargestellten Pseudoode abbilden. Er wird im Folgenden alsSimulation-1 bezeihnet, da im Verlauf dieser Arbeit noh weitere Variantenhinzukommen werden.Algorithmus 2 Simulation-1Require: Wabenmenge J , wbhtOfenj , ovz j, lj , mit j ∈ J,




+ tmin ≥ FEZO folgep then12: FAZO folgep += FEZOWOfen
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|WOfen |−120: end if21: WOfen ← WOfen \ {WOfen
|WOfen |
}22: end while23: while lOfenrest ≤ lfolgep + templ folgep do




> FAZO folgep then28: wl folgep = FEZOWOfen
|WOfen |





|WOfen |−134: end if35: WOfen ←WOfen \ {WOfen
|WOfen |
}36: end while37: FAZO folgep += wl folgep38: FEZO folgep = FAZO folgep + tmin + ovzfolgep39: end if40: if |WOfen | = 0 then41: lOfenrest −= lfolgep − templ folgep42: else43: lOfenrest −= lfolgep44: end if45: WOfen ←WOfen ∪ {folgep}46: end for47: Cmax = FEZO folgenDer Algorithmus beginnt mit folge1 und somit der Wabe, welhe in der Be-arbeitungsreihenfolge an erster Stelle positioniert ist. In den Zeilen 2 - 9 wer-den zunähst die Temperaturlüken zur Vorgängerwabe sowie die vorläugenAnfangs- und Endzeitpunkte errehnet. Da weiterhin die Annahme gilt, dassder Ofen zum Startzeitpunkt 0 leer ist, werden templ folge1 und FAZO folge1 auf
0 gesetzt. Damit entfallen für die erste Wabe auh die Berehnungen der Zeilen10 - 39. Die Wabe kann direkt einfahren, verringert damit die Restkapazität desOfens um ihre Länge (Zeile 41) und wird folglih der aktuellen Ofenbelegungzugeordnet (Zeile 45).Für die folgenden Waben müssen auh die Berehnungen in den Zeilen 10 - 39durhgeführt werden. Zunähst wird geprüft, ob sih die vorläugen Anfangs-und Endzeitpunkte aufgrund von Wartezeiten durh untershiedlihe Ofenver-weilzeiten erhöhen (Zeilen 11 - 14). Anshlieÿend wird die Ofenbelegung sowie
116die Restkapazität des Ofens aktualisiert (Zeilen 15 - 22). Zuletzt muss nohgeprüft werden, ob die Restkapazität des Ofens für die Länge der betreendenWabe zuzüglih ihrer Temperaturlüke ausreiht oder ob Wartezeiten aufgrundder Länge entstehen, die dann wiederum auf die Anfangs- und Endzeitpunkteaufzushlagen sind (Zeilen 23 - 38). Der Gesamtfertigstellungszeitpunkt Cmaxergibt sih shlieÿlih aus dem frühestmöglihen Endzeitpunkt der in der Be-arbeitungsreihenfolge an letzter Stelle positionierten Wabe (Zeile 47).Die in Simulation-1 errehneten Ofenein- und ausfahrzeiten ermöglihen ne-ben der Ermittlung des Gesamtfertigstellungszeitpunkts Cmax auh die Nah-bildung der sih im Zeitablauf verändernden Ofensituationen. Dieser Aspektwurde bereits für die Erstellung der Abbildungen 5.7 und 5.8 genutzt. Ent-sheidend ist allerdings, dass mit Simulation-1 nun ein Werkzeug vorliegt,um beliebige Produktionsfolgen bewerten und damit vergleihen zu können.Dies bildet die Grundlage für die Entwiklung ezienter Lösungsverfahren, soz. B. auh für das im nahfolgenden Unterkapitel beshriebene Branh&Bound -Verfahren.
5.4.2 Ein Branh&Bound-VerfahrenDie Idee, ein Branh&Bound -Verfahren für das HTFSPD zu entwikeln, be-ruht auf einem von Baker und Trietsh [4℄ vorgeshlagenen Ansatz für einEinmashinen-Reihenfolgeproblem. Jedes Teilproblem wird dabei durh die Fi-xierung bestimmter Positionen in der Bearbeitungsreihenfolge repräsentiert.Ein Teilproblem bzw. Knoten des HTFSPD-Branh&Bound -Verfahrens setztsih aus den folgenden Elementen zusammen:
• einer xierten Reihenfolge,
• einer oberen Shranke (engl. upper bound) und




780Abbildung 5.9: Ein beispielhafter Knoten desHTFSPD-Branh&Bound -Verfahrens1, 3, 6 und 7 folglih noh zu verplanen. Die Werte unten links bilden diejeweiligen Shranken. Dabei kennzeihnet der obere Wert die untere Shran-ke und der untere entsprehend die obere Shranke, wobei es sih hier umMinutenangaben handelt. Die optimale Gesamtfertigstellungszeit Cmax mussfolglih zwishen diesen beiden Werten liegen. Im Folgenden sollen die für dasHTFSPD speziellen Berehnungen der Shranken (insbesondere der unteren)näher erläutert werden.Eine untere Shranke muss garantieren, dass der optimale Lösungswert in je-dem Fall gröÿer oder gleih dem Shrankenwert ist. Dies kann einerseits miteinfahen Shrankenberehnungen, die zu sehr kleinen Werten führen, realisiertwerden. Andererseits lassen sih Teilprobleme bei gröÿeren unteren Shran-ken shneller ausloten, was der Ezienz des Verfahrens zugutekommt. Dem-nah empehlt es sih durhaus, sih gezielt mit der Berehnung der unterenShranken zu befassen. Dabei ist jedoh darauf zu ahen, den Rehenaufwandfür diese Berehnungen möglihst gering zu halten, da sie im Verlauf einesBranh&Bound -Verfahrens sehr häug durhgeführt werden müssen.Die untere Shrankenberehnung für das HTFSPD-Branh&Bound -Verfahrenberuht auf der Idee bzw. Annahme, den Ofenraum immer komplett ausnutzenzu können. Hierzu werden die noh niht xierten Waben zu einer langen,ktiven und beliebig teilbaren Wabe j̃ zusammengefasst. Deren Länge lj̃ setztsih dann sowohl aus den einzelnen Wabenlängen als auh aus den mindestenserforderlihen Temperaturlüken zusammen.Die einzelnen Shritte zur Berehnung einer unteren Shranke C lbmax für dasHTFSPD lassen sih anhand des in Algorithmus 3 abgebildeten Pseudoodeseingehender erläutern. Gegeben seien eine geordnete Menge xierter Waben
folge ′ der Mähtigkeit n′ und eine Menge unverplanter Waben unvp. Zudemseien die minimalen und maximalen Ofentemperaturen der Waben innerhalb
118von unvp mit wbhtOfen,unvpmin bzw. mit wbhtOfen,unvpmax bezeihnet und analog hierzudie Ofenverweilzeiten mit ovz unvpmin bzw. ovzunvpmax .Algorithmus 3 HTFSPD-Branh&Bound-lbRequire: Wabenmenge J , wbhtOfenj , ovz j, lj , mit j ∈ J, ftempl , templmin , tmin
folge ′, n′, unvp, wbhtOfen,unvpmin , wbhtOfen,unvpmax , ovz unvpmin , ovz unvpmaxEnsure: C lbmax1: if |wbhtOfenfolgen′ − wbhtOfen,unvpmin | < |wbhtOfenfolgen′ − wbhtOfen,unvpmax | then2: templunvpmax = max{(|wbhtOfenfolgen′ − wbhtOfen,unvpmax | · ftempl), templmin}3: sortiere unvp bis wbhtOfenfolgen′ nah wbhtOfen absteigend4: sortiere unvp ab wbhtOfenfolgen′ nah wbhtOfen aufsteigend5: else6: templunvpmax = max{(|wbhtOfenfolgen′ − wbhtOfen,unvpmin | · ftempl), templmin}7: sortiere unvp bis wbhtOfenfolgen′ nah wbhtOfen aufsteigend8: sortiere unvp ab wbhtOfenfolgen′ nah wbhtOfen absteigend9: end if10: for p = 1, ..., |unvp| do11: if p = 1 then12: templunvpp = max{(|wbhtOfenunvpp − wbhtOfenfolgen′ | · ftempl), templmin}13: else14: templunvpp = max{(|wbhtOfenunvpp − wbhtOfenunvpp−1| · ftempl), templmin}15: end if16: lj̃ += lunvpp + templunvpp17: end for18: all Simulation-1 für folge ′19: u = 020: while lj̃ > 0 do21: u += 122: if u = 1 then23: FAZO j̃u = FAZOWOfen
|WOfen |
+ tmin24: FEZO j̃u = FAZO j̃u + tmin + ovz unvpmax25: templ j̃u = templunvpmax26: else27: FAZO j̃u = FEZOWOfen




+ tmin ≥ FEZO j̃u then32: FAZO j̃u += FEZOWOfen1 + tmin − FEZO j̃u33: if h = 1 then









|WOfen |−141: WOfen ←WOfen \ {WOfen
|WOfen |
}42: end while43: lj̃u = lOfenrest44: lj̃ −= lj̃u45: lOfenrest = 046: WOfen ←WOfen ∪ {j̃u}47: end while48: C lbmax = FEZO j̃uZunähst werden die unverplanten Waben derart sortiert, dass die erforderli-hen Temperaturlüken minimiert werden (Zeilen 1 - 9). Für die Sortierrih-tung ist dabei die Ofentemperatur der Wabe ausshlaggebend, die der letztenPosition von folge ′ zugeordnet ist. Zudem wird die gröÿte Abweihung dieserOfentemperatur in Bezug auf die Ofentemperaturen der in unvp enthaltenenWaben ermittelt (templunvpmax ). In den Zeilen 10 - 17 werden dann für alle Wabenaus unvp die entsprehenden Temperaturlüken berehnet und zusammen mitden Wabenlängen zu lj̃ aufaddiert. Anshlieÿend wird folge ′ durh Aufruf vonSimulation-1 simuliert (Zeile 18).In dem Abshnitt von Zeile 20 bis Zeile 47 folgen shlieÿlih die Berehnungenfür die ktive Wabe j̃ bzw. für deren Teile, die mit dem Index u fortlaufendgekennzeihnet sind. Zunähst werden die vorläugen Anfangs- und Endzeit-punkte initialisiert (Zeilen 22 - 30), wobei dem ersten ktiven Wabenteil dieOfenverweilzeit ovz unvpmax und die Temperaturlüke templunvpmax zugeordnet wird.Sofern Wartezeiten aufgrund der Ofenverweilzeiten entstehen, sind die vorläu-gen Anfangs- und Endzeitpunkte entsprehend zu aktualisieren (Zeilen 31 -38). Des Weiteren wird in den Zeilen 39 - 42, falls erforderlih, die aktuelleOfenbelegung sowie die damit verbundene Restkapazität des Ofens ermittelt,welhe shlieÿlih für die Initialisierung der Länge des ktiven Wabenteils j̃umaÿgebend ist (Zeile 43). Daraufhin wird diese Länge lj̃u von der Gesamtlän-
120ge lj̃ abgezogen (Zeile 44), die Restkapazität des Ofens gleih 0 gesetzt (Zeile45) und j̃u der aktuellen Ofenbelegung zugeordnet (Zeile 46). Sofern lj̃ nohpositiv ist, wiederholen sih die beshriebenen Berehnungen, wobei den fol-genden Wabenteilen stets die Ofenverweilzeit ovz unvpmin zugeordnet und von einerTemperaturlüke abgesehen wird. Gilt lj̃ ≤ 0, so endet der Algorithmus miteiner unteren Shranke, die dem Endzeitpunkt des zuletzt der Ofenbelegungzugeordneten ktiven Wabenteils entspriht (Zeile 48).Für die Berehnung einer oberen Shranke Cubmax ist mit der (RBS)-Heuristikim Prinzip shon ein potentielles Verfahren vorhanden. Da die (RBS)-Heuristikjedoh beim Start immer von einem leeren Ofen ausgeht, muss die Sortierungwie shon bei der unteren Shrankenberehnung an die Ofentemperatur der anletzter Stelle von folge ′ positionierten Wabe angepasst werden.Algorithmus 4 fasst die Shritte zur Berehnung einer oberen Shranke Cubmaxfür das HTFSPD zusammen. Im Gegensatz zur unteren Shrankenberehnungist hier zu beahten, dass die Menge der unverplanten Waben nah deren Sor-tierung (Zeilen 1 - 7) der Menge der bereits xierten Waben zugeordnet wird(Zeile 8). Demnah liegt bei Aufruf von Simulation-1 (Zeile 9) mit folge ′ einevollständige Reihenfolge vor. Die obere Shranke Cubmax ist folglih dem End-zeitpunkt der letzten Wabe aus folge ′ gleihzusetzen (Zeile 10).Algorithmus 4 HTFSPD-Branh&Bound-ubRequire: Wabenmenge J , wbhtOfenj , ovz j, lj , mit j ∈ J, ftempl , templmin , tmin
folge ′, n′, unvp, wbhtOfen,unvpmin , wbhtOfen,unvpmaxEnsure: Cubmax1: if |wbhtOfenfolgen′ − wbhtOfen,unvpmin | < |wbhtOfenfolgen′ − wbhtOfen,unvpmax | then2: sortiere unvp bis wbhtOfenfolgen′ nah wbhtOfen absteigend3: sortiere unvp ab wbhtOfenfolgen′ nah wbhtOfen aufsteigend4: else5: sortiere unvp bis wbhtOfenfolgen′ nah wbhtOfen aufsteigend6: sortiere unvp ab wbhtOfenfolgen′ nah wbhtOfen absteigend7: end if8: folge ′ ← folge ′ ∪ {unvp}9: all Simulation-1 für folge ′10: Cubmax = FEZO folge′n′
121Domshke und Drexl [32℄ zählen zu den wihtigsten Komponenten eines jedenBranh&Bound -Verfahrens:1. die Anwendung einer Startheuristik,2. Regeln zur Bildung von Relaxationen,3. Regeln zum Ausloten von Teilproblemen,4. Regeln bezüglih der Suhstrategie und5. Regeln zum Verzweigen eines Teilproblems.Für das HTFSPD-Branh&Bound -Verfahren wird als Startheuristik (1. Kom-ponente) die (RBS)-Heuristik verwendet. Sie wird jeweils einmal mit sortauf =
true und einmal mit sortab = true durhgeführt und mit Hilfe von Simulation-1 bewertet. Der bessere Lösungswert sowie die zugehörige Reihenfolge werdenshlieÿlih gespeihert.Die Bildung einer Relaxation eines bestimmten Teilproblems (2. Komponen-te) wird entsprehend des Ansatzes von Baker und Trietsh [4℄ durh Fixie-rung einer weiteren Position in der Reihenfolge realisiert. Ein Teilproblem mit
folge ′ = (4, 5, 8, 2, 1) wäre somit eine Relaxation des in Abbildung 5.9 darge-stellten Teilproblems. Insgesamt können daraus demnah vier relaxierte Teil-probleme erzeugt werden, welhe sih wiederum selbst relaxieren lassen. Sobaldjedoh n− 1 Waben xiert sind, ist automatish auh eine xierte Gesamtbe-arbeitungsreihenfolge erreiht. In diesem Fall kann aus dem entsprehendenTeilproblem dann keine weitere Relaxation mehr erzeugt werden.In diesem Abshnitt folgen nun die Regeln des HTFSPD-Branh&Bound -Verfahrens zum Ausloten von Teilproblemen (3. Komponente). So kann einTeilproblem ausgelotet werden, wenn:
• dessen untere Shranke gröÿer oder gleih der aktuell besten bekanntenLösung ist,
• die Anzahl xierter Waben n− 1 entspriht oder
• allgemein die Anzahl der bereits erzeugten Relaxierungen gleih der An-zahl der unverplanten Waben ist.Als Suhstrategie (4. Komponente) werden für das HTFSPD-Branh&Bound -
122Verfahren drei vershiedene Varianten vorgeshlagen:
• Depth First Promise Next (BB-DFPN),
• Promise First Depth Next (BB-PFDN),









(5.52)minimal ist, wobei Caktmax den aktuell besten bekannten Lösungswert bezeihnet.
123Bezüglih der Verzweigungsregeln eines Teilproblems (5. Komponente) gibt eszwei denkbare Varianten. Zum einen könnten immer direkt alle n−|folge ′|mög-lihen Relaxierungen erzeugt werden. Eine derartige Strategie hat den Vorteil,das ursprünglihe Teilproblem direkt ausloten zu können. Andererseits resul-tiert aus dieser Strategie, insbesondere bei steigender Wabenanzahl, ein sehrhoher Speiherplatzbedarf. Um dies zu vermeiden, empehlt sih als Verzwei-gungsregel eher die zweite Variante, bei der zunähst immer nur eine Relaxie-rung erzeugt wird. Für die weiteren Ausführungen kommt daher ausshlieÿlihdiese Variante zum Tragen.Algorithmus 5 stellt den Ablauf des HTFSPD-Branh&Bound -Verfahrens inForm eines Pseudoodes dar. In einem ersten Shritt wird Caktmax nah Aufrufder (RBS)-Heuristik und anshlieÿender Bewertung durh Simulation-1 mit
Cmax initialisiert (Zeilen 1 - 2). Daraufhin wird ein Ursprungsknoten k er-zeugt und einer Kandidatenliste K zugeordnet (Zeile 3 - 4). Dabei wird derUrsprungsknoten mit einer leeren xierten Wabenmenge folge ′k initialisiert. Inder Kandidatenliste werden im weiteren Verlauf des Verfahrens alle noh zuprüfenden bzw. noh niht ausgeloteten Knoten gespeihert. Die Shritte inden Zeilen 6 - 38 werden folglih solange durhgeführt, bis K leer ist. Es seidarauf hingewiesen, dass die einzelnen in K enthaltenen Knoten nah ihrerPriorität absteigend sortiert werden. Ein neu aufgenommener Knoten wird so-mit automatish an die seiner Priorität entsprehende Position gesetzt, wobeifür diese Priorisierung die gewählte Suhstrategie maÿgebend ist.Solange K noh Knoten enthält, wird für K1 zunähst geprüft, ob dessen un-terer Shrankenwert C lbmax ,K1 gröÿer oder gleih Caktmax ist oder ob der Knotenbereits vollständig verzweigt ist (Zeilen 6 - 8). Hierfür wird die booleshe Va-riable openk,j eingeführt, welhe angibt ob Knoten k bereits in Rihtung Wabe
j verzweigt wurde. Sofern eine der beiden Bedingungen erfüllt sind, wird K1aus K entfernt. Wenn dies niht der Fall sein sollte, so wird ein neuer Knoten
k mit folge ′k ← folge ′K1 ∪ {j} erzeugt (Zeilen 11 - 13) ehe im nähsten Shrittdie Shranken für den neu entstandenen Knoten berehnet werden (Zeile 14).Falls der untere Shrankenwert C lbmax ,k gröÿer oder gleih Caktmax sein sollte, sowird Knoten k direkt wieder gelösht (Zeilen 15 - 16). Sollte dagegen der obereShrankenwert Cubmax ,k unter Caktmax liegen, so liegt eine Lösungsverbesserung vor.
124Algorithmus 5 HTFSPD-Branh&BoundRequire: Wabenmenge J , wbhtOfenj , ovz j, lj, mit j ∈ J, ftempl , templmin , tminEnsure: Cglobmax , folgeglob1: all Rule-based Sorting2: all Simulation-1 und setze Caktmax = Cmax3: erzeuge Ursprungsknoten k mit folge ′k = (), C lbmax ,k = 0, Cubmax ,k = Caktmax4: K ← K ∪ {k}5: while |K| 6= 0 do6: if C lbmax ,K1 ≥ Caktmax or openK1,j = true ∀j ∈ {J} then7: K ← K \ {K1}8: else9: for j = 1, ..., n do10: if j /∈ folge ′K1 and openK1,j = false then11: erzeuge neuen Knoten k12: openK1,j = true13: folge ′k ← folge ′K1 ∪ {j}14: berehne C lbmax ,k und Cubmax ,k15: if C lbmax ,k ≥ Caktmax then16: löshe Knoten k17: else if Cubmax ,k < Caktmax then18: aktualisiere folgeakt und Caktmax19: for k′ ∈ K do20: if C lbmax ,k′ ≥ Caktmax then21: K ← K \ {k′}22: end if23: end for24: K ← K ∪ {k}25: else if |folge ′k| = n− 1 then26: aktualisiere folgeakt und Caktmax27: for k′ ∈ K do28: if C lbmax ,k′ ≥ Caktmax then29: K ← K \ {k′}30: end if31: end for32: else33: K ← K ∪ {k}34: end if35: break36: end if37: end for38: end if39: end while40: Cglobmax = Caktmax , folgeglob = folgeakt
125Neben der Aktualisierung von Caktmax und der damit verbundenen aktuell bes-ten Reihenfolge folgeakt , werden dann alle Knoten aus der Menge K entfernt,die sih aufgrund des neuen Lösungswerts jetzt ausloten lassen (Zeilen 17 -23). Im Anshluss daran, wird der Knoten k selbst noh der Kandidatenlistehinzugefügt (Zeile 24). Dieselben Berehnungen, mit Ausnahme des Einfügensvon k in die Kandidatenliste, werden in den Zeilen 26 - 31 vorgenommen, fallsKnoten k nur noh einen unxierten Knoten (n− 1 xierte Knoten) aufweist.Sollten die Bedingungen aus den Zeilen 15, 17 und 25 niht erfüllt sein, so wirdKnoten k einfah nur der Kandidatenliste zugefügt. Sobald K keine Knotenmehr enthält, ist die bis dahin beste gefundene Lösung Caktmax optimal. In diesemFall endet der Algorithmus mit der Ausgabe des optimalen Zielfunktionswerts
















































































































































































































580Abbildung 5.10: Beispiel des HTFSPD-Branh&Bound -Verfahrens
126worden. Im nähsten Shritt wird Knoten (1,2) erzeugt, welher dann auf-grund seiner unteren Shranke (mit 580min) direkt ausgelotet werden kann.Das Verfahren shreitet mit der Erstellung der Knoten (1,3), (1,3,2), (1,3,2,4),(1,3,2,5), (1,3,4), usw. fort.An Knoten (2,3) angekommen, kann der beste bekannte Lösungswert aufgrundder oberen Shranke (mit 530min) ein weiteres Mal aktualisiert werden. Daim weiteren Verlauf des Verfahrens keine weiteren Verbesserungen mehr erzieltwerden, ist dieser Lösungswert optimal. Die zugehörige Bearbeitungsreihenfol-ge ist folgeglob = (2, 3, 1, 4, 5). Die in Abbildung 5.8 dargestellte Lösung warsomit, obwohl bereits besser als das Ergebnis der (RBS)-Heuristik, niht op-timal. Demzufolge ist die optimale Lösung sogar um a. 27,5% besser als dieLösung der (RBS)-Heuristik.Tabelle 5.5 zeigt Rehenergebnisse von aht Datensätzen, die sih nah An-wendung des HTFSPD-Branh&Bound -Verfahrens (jeweils mit den drei vor-gestellten Suhstrategien) ergaben. Dabei handelt es sih bei den ersten fünf,um die gleihen Datensätze, die shon in Tabelle 5.4 zur Analyse der Lösungendes (ZDF)- und des (EBF)-Modells herangezogen wurden. Zweks Vergleih-barkeit wurde auh hier ftempl = 1000 und templmin = 2000 zugrunde gelegtund die Laufzeit auf fünf Stunden begrenzt.Tabelle 5.5: Vergleih der Rehenergebnisse der (RBS)-Heuristik mitdenen des HTFSPD-Branh&Bound -Verfahrens(mit ftempl = 1000)Daten- RBS BB-PFDN BB-DFPN BB-PDRsatz Cmax Cmax Gap Zeit Cmax Gap Zeit Cmax Gap Zeitdat3 548 548 0.00 < 1.00 548 0.00 < 1.00 548 0.00 < 1.00dat5 846 846 0.00 < 1.00 846 0.00 < 1.00 846 0.00 < 1.00dat8 704 614 0.00 < 1.00 614 0.00 < 1.00 614 0.00 < 1.00dat10 713 656 0.00 < 1.00 656 0.00 < 1.00 656 0.00 < 1.00dat12 931 885 0.00 135.66 885 0.00 138.71 885 0.00 144.75dat15 871 843 0.00 267.43 843 0.00 415.49 843 0.00 277.62dat20 920 920 46.74 451.71∗ 920 100.00 18000.00 920 100.00 4908.52dat30 1311 1306 54.82 18000.00 1311 100.00 18000.00 1311 100.00 18000.00
∗Abbruh aufgrund des SpeiherplatzbedarfsDie Ergebnisse zeigen, dass das HTFSPD-Branh&Bound -Verfahren für dieDatensätze dat3 - dat15 optimale Lösungen liefert. Zudem liegen die benötig-
127ten Laufzeiten für diese Datensätze in einem angemessenen Rahmen. Bei denDatensätzen dat20 und dat30 kommt es dagegen aufgrund der Laufzeitbegren-zung oder eines zu hohen Speiherbedarfs zum Abbruh des Verfahrens. BeimVergleih der Ergebnisse in Bezug auf die drei Suhstrategien sind nur geringfü-gige Untershiede zu erkennen. Allgemein shneidet die (BB-PFDN)-Strategie,trotz des hohen Speiherbedarfs, jedoh am besten ab. Interessant ist, dass die(BB-PFDN)-Strategie bei Datensatz dat20 bereits nah wenigen Minuten auf-grund von zu hohem Speiherbedarf abbriht, wohingegen bei Datensatz dat30erst das Erreihen der Laufzeitbegrenzung einen Abbruh auslöst. Der Grundhierfür liegt voraussihtlih darin, dass die Streuung der Wabendaten bei Da-tensatz dat20 wesentlih höher ist, als bei Datensatz dat30.Im Gegensatz zu den Lösungen des (ZDF)- und des (EBF)- Modells können dieLösungen des HTFSPD-Branh&Bound -Verfahrens zur Analyse des Optimie-rungspotentials der (RBS)-Heuristik durhaus herangezogen werden. Währenddie (RBS)-Heuristik für die kleinen Datensätze (dat3 und dat5 ) noh die opti-malen Lösungen liefert, so gilt dies für die gröÿeren Datensätze niht zwingend.Hier weiht die (RBS)-Heuristik zum Teil um a. 12,8% von der Optimallösungab (dat8 ).Bislang wurde immer von ftempl = 1000 ausgegangen. Die Vermutung liegtjedoh nahe, dass das Optimierungspotential bei kleineren Temperaturlükennoh höher ist. Die in Tabelle 5.6 zusammengefassten Rehenergebnisse für
ftempl = 600 belegen diese Aussage. Besonders auallend ist, dass nun auh fürdie Datensätze dat20 und dat30 deutlihe Lösungsverbesserungen gegenüberder (RBS)-Heuristik erzielt werden. So führt das HTFSPD-Branh&Bound -Verfahren bei Anwendung der (BB-PFDN)-Strategie für Datensatz dat20 zueiner um a. 15,66% besseren Lösung als die (RBS)-Heuristik. Zudem spre-hen diese Ergebnisse noh eher dafür, die (BB-PFDN)-Strategie den anderenbeiden Suhstrategien vorzuziehen.Zusammenfassend lässt sih festhalten, dass das derzeit im Betrieb der Dil-linger Hüttenwerke verwendete Lösungsverfahren noh Optimierungspotenti-al oenbart. Mit Hilfe des vorgestellten HTFSPD-Branh&Bound -Verfahrenskonnte dieses Potential zwar aufgezeigt werden, jedoh ist das Verfahren nihtfür den Realbetrieb geeignet, da es über zu lange Laufzeiten verfügt. Im Real-
128 Tabelle 5.6: Vergleih der Rehenergebnisse der (RBS)-Heuristik mitdenen des HTFSPD-Branh&Bound -Verfahrens(mit ftempl = 600)Daten- RBS BB-PFDN BB-DFPN BB-PDRsatz Cmax Cmax Gap Zeit Cmax Gap Zeit Cmax Gap Zeitdat3 417 417 0.00 < 1.00 417 0.00 < 1.00 417 0.00 < 1.00dat5 846 846 0.00 < 1.00 846 0.00 < 1.00 846 0.00 < 1.00dat8 612 543 0.00 < 1.00 543 0.00 < 1.00 543 0.00 < 1.00dat10 703 605 0.00 < 1.00 605 0.00 < 1.00 605 0.00 < 1.00dat12 768 723 0.00 21.70 723 0.00 26.91 723 0.00 22.39dat15 798 778 0.00 688.89 778 0.00 871.05 778 0.00 712.61dat20 900 759 37.55 514.07∗ 883 100.00 18000.00 769 100.00 18000.00dat30 1303 1197 44.44 18000.00 1303 100.00 18000.00 1296 100.00 18000.00





Bei der in Kapitel 5 im Rahmen des HTFSPD beshriebenen Problemstellungist bewusst von einigen im Realbetrieb vorliegenden Situationen und Optionenabstrahiert worden. Diese zusätzlihen Problemeigenshaften werden in diesemKapitel jeweils separat eingeführt und untersuht. Unterkapitel 6.1 stellt dieVerband-Fahrweise vor, die darin besteht, Waben niht nur hintereinander,sondern auh nebeneinander in den Ofen zu fahren. Anshlieÿend widmet sihUnterkapitel 6.2 der Hollomon-Fahrweise, bei der Änderungen an den Wär-mebehandlungsvorgaben in Betraht gezogen werden. Shlieÿlih befasst sihUnterkapitel 6.3 mit den speziellen Auswirkungen der Einbeziehung bestimm-ter dem Ofen vor- und nahgelagerter Prozesse.
6.1 Die Verband-FahrweiseBisher wurden nur Ofenbelegungen in Betraht gezogen, bei denen Waben auf-einanderfolgend durh den Ofen fahren. Für den RHO3 besteht jedoh auhdie Möglihkeit der Verband-Fahrweise. Dabei werden mehrere Waben parallelzueinander angeordnet und in einem Verband zusammengefasst. Dieser Ver-band wird dann wie eine einzelne Wabe behandelt, d. h. die Waben innerhalb131










Abbildung 6.1: Die Verband-FahrweiseAllgemein müssen für einem Verband zugehörige Waben die folgenden Bedin-gungen erfüllt sein:
• Die Summe der Wabenbreiten darf niht gröÿer sein als die zulässigeOfen- bzw. die Ofenrollgangsbreite.
• Die Wärmebehandlungstemperaturen (Ofen- und Zieltemperatur) derWaben müssen identish sein.











Abbildung 6.2: Unerlaubte Verband-Fahrweiseheitlihes Optimierungsverfahren erforderlih, welhes die Verband-Fahrweisegezielt einbezieht.6.1.1 Ein Optimierungsmodell für die Verband-FahrweiseIm Folgenden wird ein Optimierungsmodell für die Verband-Fahrweise formu-liert. Im Prinzip könnte das Nebeneinanderfahren von Waben im HTFSPD-Branh&Bound -Verfahren integriert werden. Diese simultane Variante würdejedoh vermutlih auf Kosten stark ansteigender Laufzeiten gehen. Die Opti-mierung der Verbandbildung kann aber auh einfah der Reihenfolgebildungvorgelagert erfolgen. Diese sequentielle Vorgehensweise wird voraussihtlihweniger Laufzeit bedürfen als die simultane Variante. Bedenken bezüglih ei-nes möglihen Optimalitätsverlusts mit Hinsiht auf das Gesamtproblem sindunbegründet, da ohnehin nur Waben mit identishen Ofentemperaturen undOfenverweilzeiten zu einem Verband zusammengefasst werden dürfen.Es stellt sih nun zunähst die Frage, wie eine optimale Lösung für die Verband-Fahrweise überhaupt aussieht. Bedenkt man, dass die Länge eines Verbandsdurh die maximale Länge der darin enthaltenen Waben bestimmt wird, sokann daraus gefolgert werden, dass die Lösung anzustreben ist, welhe die Ge-samtlänge der betrahteten Waben minimiert. Das im Folgenden vorgestellteOptimierungsmodell für die Verband-Fahrweise (VF) beruht daher auf dieserZielsetzung.Das Modell erfordert die Einführung der Parameter:
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bOfen : Ofenbreite,
bmin : Mindestabstand zwishen Waben innerhalb eines Verbands,




1, wenn Wabe j und Wabe j′ prinzipiell im gleihenVerband angeordnet werden dürfen
0, sonst;Es sei darauf hingewiesen, dass gjj′ vorab berehnet werden muss. Dabei gel-ten zwei Waben als prinzipiell im gleihen Verband anordbar, wenn sie überidentishe Ofentemperaturen und Ofenverweilzeiten verfügen.Die Entsheidungsvariablen des (VF)-Modells sind wie folgt deniert:
xjv= {1, wenn Wabe j Verband v zugeordnet wird
0, sonst;
lvbv : Länge von Verband vDas (VF)-Modell wird folgendermaÿen formuliert:





xjv + xj′v ≤ 1 + gjj′ ∀v, j, j








xjv · (bj + b
min) ≤ bOfen + bmin ∀v = 1, ..., n (6.4)
xjv · lj ≤ l
vb
v ∀j, v = 1, ..., n (6.5)
xjv ∈ {0, 1} ∀j, v = 1, ..., n (6.6)
lvbv ≥ 0 ∀v = 1, ..., n (6.7)Mit der Zielfunktion (6.1) wird die Gesamtlänge der betrahteten Waben mini-miert. Nebenbedingung 6.2 stellt siher, dass zwei Waben j und j′ nur zusam-men einem Verband v zugeordnet werden können, wenn dies auh prinzipiellmöglih ist. Mit Nebenbedingung 6.3 wird garantiert, dass jede Wabe einem
135Verband zugeordnet sein muss, wobei hier ein Verband auh nur aus einer Wabebestehen kann. Für die Einhaltung der zulässigen Ofenbreite sorgt daraufhinNebenbedingung 6.4. Mit Nebenbedingung 6.5 werden die Längen der Verbän-de ermittelt, die sih aus den maximalen Längen der jeweils enthaltenen Wabenergeben. Shlieÿlih bilden die Nebenbedingungen 6.6 und 6.7 die Binär- undNihtnegativitätsbedingungen für die entsprehenden Entsheidungsvariablen.Um Aussagen über das Optimierungspotential der Verband-Fahrweise treenzu können, werden wieder die bereits in Kapitel 5.4.2 untersuhten Datensätzeherangezogen. Der ILOG CPLEX Optimizer kommt für das (VF)-Modell zuden in Tabelle 6.1 gelisteten Ergebnissen.Tabelle 6.1: Rehenergebnisse des (VF)-ModellsDaten- vorher (VF)-Modellsatz n lV nV nV ∗ lV Gap Zeitdat3 3 45408 3 0 45408 0.00 < 1.00dat5 5 48000 4 1 37725 0.00 < 1.00dat8 8 51098 8 0 51098 0.00 < 1.00dat10 10 68042 9 1 58287 0.00 < 1.00dat12 12 80865 10 2 73780 0.00 < 1.00dat15 15 111909 13 2 92936 0.00 1.56dat20 20 81376 16 4 64806 0.00 8.92dat30 30 171104 22 8 127656 11.14 10973.89∗
∗Abbruh aufgrund des SpeiherplatzbedarfsDie erste Spalte verweist wieder auf den jeweiligen Datensatz. Die Spalten 2und 3 zeigen die Anzahl der Waben und die Summen der Wabenlängen derjeweiligen Datensätze vor Ausführung des (VF)-Modells. Anhand der Spalte4 und 5 ist dann zu erkennen, welhe Verbandanzahlen (nV ) sih nah Aus-führung des (VF)-Modells ergaben und wie viele davon mehr als eine Wabeenthalten (nV ∗). Die daraus resultierenden Verbandlängensummen lV sind inSpalte 6 abgebildet. Es folgen shlieÿlih wiederum Angaben zu dem jeweiligen
Gap und den Laufzeiten.Es zeigt sih, dass bei den Datensätzen dat3 und dat8 kein Verband aus mehrals einer Wabe besteht und somit keine ehten Verbände erzeugt werdenkonnten. Bei allen anderen Datensätzen war dies jedoh möglih. So lieÿen sih
136bei Datensatz dat30 beispielsweise 16 Waben zu aht Verbänden zusammenfas-sen und die ursprünglihe Wabenlängensumme so um a. 25,39% reduzieren.Bei Betrahtung des Gap zeigt sih jedoh, dass diese Lösung niht zwingendoptimal sein muss, da der Solver aufgrund der Speiherkapazität nah a. dreiStunden abbrehen musste. Die Datensätze dat3 bis dat20 konnten zwar inwenigen Sekunden optimal gelöst werden, doh sheint das (VF)-Modell beigröÿeren Datensätzen zu sehr langen Laufzeiten zu tendieren.Es stellt sih nun die Frage, wie die Verband-Fahrweise auf die Reihenfolge-bildung wirkt bzw. wie hoh das Optimierungspotential ist. Hierzu werden dieneuen Datensätze, die sih aus den Ergebnissen des (VF)-Modells ergaben,nohmals mit dem HTFSPD-Branh&Bound -Verfahren gelöst. Die Ergebnisse(für ftempl = 1000) sind in Tabelle 6.2 zusammengefasst.Tabelle 6.2: Vergleih der Rehenergebnisse bei Verband-Fahrweise(mit ftempl = 1000)Daten- RBS BB-PFDNsatz Cmax CVmax Cmax CVmax Gap Zeitdat5 846 836 846 836 0.00 < 1.00dat10 713 703 656 626 0.00 < 1.00dat12 931 921 885 865 0.00 4.88dat15 871 786 843 754 0.00 16.88dat20 920 880 920 877 50.51 829.94∗dat30 1311 1230 1306 1004 42.23 4905.02∗
∗Abbruh aufgrund des SpeiherplatzbedarfsUntersuht wurden die (RBS)-Heuristik und das (BB-PFDN)-Verfahren. Zumbesseren Vergleih sind die Lösungswerte ohne Verband-Fahrweise Cmax noh-mals neben den sih bei Vorliegen der Verband-Fahrweise ergebenden Lösungen
CVmax abgebildet. Man stellt fest, dass die Verband-Fahrweise bei manhen Da-tensätzen nur zu eher kleinen, bei anderen dagegen zu erheblihen Verbesserun-gen führt. So z. B. bei Datensatz dat15, für den sih mit der Verband-Fahrweisenohmals a. 10,56% gegenüber der optimalen Lösung ohne Verband-Fahrweiseeinsparen lassen. Auh ein Vergleih der (RBS)-Heuristik und des (BB-PFDN)-Verfahrens ist interessant. So ist die Lösung des (BB-PFDN)-Verfahrens mitVerband-Fahrweise bei Datensatz dat30 um a. 20,32% besser als die entspre-hende Lösung der (RBS)-Heuristik.
137Mit Tabelle 6.3 wird die Untersuhung um die Ergebnisse ergänzt, die sih bei
ftempl = 600 ergeben. Auh hier wurde sih wiederum auf die (RBS)-Heuristikund das (BB-PFDN)-Verfahren beshränkt.Tabelle 6.3: Vergleih der Rehenergebnisse bei Verband-Fahrweise(mit ftempl = 600)Daten- RBS BB-PFDNsatz Cmax CVmax Cmax CVmax Gap Zeitdat5 846 836 846 836 0.00 < 1.00dat10 703 621 605 535 0.00 < 1.00dat12 768 748 723 650 0.00 < 1.00dat15 798 758 778 697 0.00 54.49dat20 900 860 759 632 0.00 571.67dat30 1303 1220 1197 877 100.00 3459.73∗
∗Abbruh aufgrund des SpeiherplatzbedarfsDie Ergebnisse zeigen allgemein noh deutlihere Verbesserungen als zuvor. Soführt die Verband-Fahrweise nun auh bei den Datensätzen dat10 und dat12zu gröÿeren Einsparungen. Zudem ist die Lösung des (BB-PFDN)-Verfahrensmit Verband-Fahrweise bei Datensatz dat30 nun sogar um a. 28,11% besserals die entsprehende Lösung der (RBS)-Heuristik.Aus den Ergebnissen der Untersuhung lässt sih die Bedeutung des geziel-ten Einsatzes der Verband-Fahrweise ableiten. Da jedoh das Lösen des (VF)-Modells für gröÿere Datensätze in reht hohen Laufzeiten resultiert, ist diesesModell für den Einsatz im Realbetrieb der Dillinger Hüttenwerke niht geeig-net. Eine Möglihkeit es dennoh zu verwenden, besteht darin, eine maximalzulässige Laufzeit zu denieren und die Berehnungen einfah nah Ablaufdieser Zeit abzubrehen. Als Lösung dient dann das bis dahin beste gefundeneErgebnis. Eine andere Möglihkeit wäre die Verwendung eines heuristishenAnsatzes, dem sih das folgende Unterkapitel widmet.6.1.2 Eine Heuristik für die Verband-FahrweiseEin heuristisher Ansatz für die Verband-Fahrweise lässt sih relativ leiht undintuitiv entwikeln. Zunähst ersheint es sinnvoll, alle Waben, die prinzipiell in
138einem Verband zusammengefasst werden können, zu gruppieren. Hierzu kann,wie shon beim (VF)-Modell, der Parameter gjj′ herangezogen werden. Auseiner Wabengruppe, die nur aus einer einzelnen Wabe besteht, kann dann lo-gisherweise kein ehter Verband gebildet werden. Für die folgenden Shrittekommen daher nur noh die Wabengruppen in Betraht, die mehr als eineWabe enthalten.In jeder Wabengruppe werden die Waben nun ihrer Länge nah absteigend sor-tiert. Anshlieÿend wird zunähst aus der ersten (längsten) Wabe ein Verbandgebildet. Daraufhin wird von oben herab geprüft, ob sih die nähste Wabediesem Verband aufgrund der Breitensumme zuordnen lässt. Ist dies niht derFall, so wird diese Prüfung mit der folgenden Wabe fortgesetzt. Sobald eineWabe gefunden wurde, die niht zu breit ist, wird sie dem Verband zugeord-net. Nah der Prüfung der letzten (kürzesten) Wabe beginnt die beshriebeneVorgehensweise wieder von vorne, wobei nur noh Waben, die noh niht zueinem Verband zusammengefasst wurden, in Betraht zu ziehen sind. Im letz-ten Shritt muss für alle Verbände shlieÿlih noh die jeweilige Verbandlängeermittelt werden.Die beshriebene Vorgehensweise wird im Folgenden als (VF)-Heuristik be-zeihnet und durh den in Algorithmus 6 dargestellten Pseudoode zusammen-gefasst. Die Länge eines einzelnen Verbandes v wird wiederum mit lvbv bezeih-net. Analog verweist bvbv auf die entsprehende Breite von Verband v. Zudemwerden die in einer Wabengruppe w enthaltenen Waben in der Menge wgw zu-sammengefasst. Mehrere Wabengruppen werden dann wiederum in der Menge
WG vereinigt werden, sodass WG = {wg1, ...,wg |W |} gilt. Als Ergebnis liefertdie (VF)-Heuristik zum einen eine Verbandmenge V , mit V = {vb1, ..., vb |V |},wobei vbv die Menge der Verband v zugeordneten Waben repräsentiert. Zumanderen wird auh hier wieder die Verbandlängensumme lV ausgegeben, dadiese shlieÿlih den zu minimierenden Zielfunktionswert bildet.Im Folgenden wird die (VF)-Heuristik mit dem (VF)-Modell verglihen. Hier-zu werden die bereits mit dem (VF)-Modell gelösten Datensätze erneut mitder (VF)-Heuristik nahberehnet. Tabelle 6.4 zeigt die erzielten Rehenergeb-nisse. Als Vergleihsbasis sind die entsprehenden Lösungen des (VF)-Modellsmit aufgeführt. Wie man unshwer erkennen kann, sind die Zielfunktionswerte
139Algorithmus 6 (VF)-HeuristikRequire: Wabenmenge J , wbhtOfenj , ovz j, lj, bj , gjj′ mit j, j′ ∈ J , bminEnsure: Verbandmenge V , lV1: for j = 1, ..., n do2: if j /∈WG then3: bilde Wabengruppe wg |WG|+1 mit wg |WG|+1 ← wg |WG|+1 ∪ {j}4: end if5: for j′ = 1, ..., n do6: if gjj′ = 1 and j′ /∈WG then7: wg |WG|+1 ← wg |WG|+1 ∪ {j′}8: end if9: end for10: WG ←WG ∪ {wg |WG|+1}11: end for12: for w = 1, ..., |WG | do13: if |wgw| = 1 then14: bilde Verband vb |V |+1 mit vb|V |+1 = wgw15: V ← V ∪ {vb|V |+1}16: else17: sortiere wgw nah l absteigend18: for p = 1, ..., |wgw| do19: if wgwp /∈ V then20: bilde Verband vb |V |+1 mit vb|V |+1 ← vb |V |+1 ∪ {wgwp}21: bvb|V |+1 = bwgwp22: for q = p + 1, ..., |wgw| do23: if bvb|V |+1 + bwgwq + bmin ≤ bOfen and wgwq /∈ V then24: vb |V |+1 ← vb |V |+1 ∪ {wgwq}25: bvb|V |+1 += bwgwq26: end if27: end for28: V ← V ∪ {vb|V |+1}29: lvbv = max{lj|j ∈ vbv}30: end if31: end for32: end if33: end for34: lV =∑v∈V lvbv
lV der (VF)-Heuristik mit denen des (VF)-Modells für alle Datensätze iden-tish. Zudem liegen die Laufzeiten der (VF)-Heuristik alle unter einer Sekunde.Damit sind diese insbesondere bei den gröÿeren Datensätzen, wesentlih nied-riger als die entsprehenden Laufzeiten des (VF)-Modells (vgl. z. B. Datensatz
140 Tabelle 6.4: Vergleih der Rehenergebnisse der (VF)-Heuristikmit denen des (VF)-ModellsDaten- (VF)-Modell (VF)-Heuristiksatz lV Gap Zeit lV Zeitdat3 45408 0.00 < 1.00 45408 < 1.00dat5 37725 0.00 < 1.00 37725 < 1.00dat8 51098 0.00 < 1.00 51098 < 1.00dat10 58287 0.00 < 1.00 58287 < 1.00dat12 73780 0.00 < 1.00 73780 < 1.00dat15 92936 0.00 1.56 92936 < 1.00dat20 64806 0.00 8.92 64806 < 1.00dat30 127656 11.14 10973.89∗ 127656 < 1.00
∗Abbruh aufgrund des Speiherplatzbedarfsdat30 ). Die Ergebnisse beweisen zwar niht, dass die (VF)-Heuristik immerdie optimale Lösung liefert, jedoh sheint sie allein aufgrund der geringenLaufzeiten für den Einsatz im Realbetrieb der Dillinger Hüttenwerke bessergeeignet zu sein als das (VF)-Modell.




ZeitAbbildung 6.3: Veranshaulihung der Berehnung desHollomon-Jae-ParametersFür den Wärmebehandlungseekt sind insbesondere die Ziel- bzw. Haltetem-peratur wbhtZielj und die Haltedauer hd j entsheidend. Aus diesen beiden Para-metern lässt sih der Hollomon-Jae-Parameter ableiten. Er stellt eine dimensi-onslose Gröÿe dar. Für diese Arbeit von besonderem Interesse ist die Tatsahe,dass sih der gleihe Hollomon-Jae-Parameter bzw. Wärmebehandlungseektdurh mehrere Temperatur-Zeit-Kombinationen einstellen lässt. Bezogen aufAbbildung 6.3 bedeutet dies, dass man den gleihen, sih aus den ursprüng-lihen Vorgaben für wbhtZielj und hd j ergebenden Hollomon-Jae-Parameterbeispielsweise auh mit niedrigerer Zieltemperatur bei längerem Halten erzie-len kann (vgl. grün gestrihelte Linie).Die Idee der Hollomon-Fahrweise (HF) besteht darin, sih die Variierbarkeitder Wärmebehandlungsparameter für die Reihenfolgeoptimierung zunutze zumahen. Bisher wird dieser Aspekt bei den Dillinger Hüttenwerken noh garniht bzw. nur indirekt in Betraht gezogen. Über die Wärmebehandlungsvor-gaben entsheidet die metallurgishe Abteilung, wobei diese Entsheidungennoh vor dem eigentlihen Produktionsbeginn getroen werden und demnahniht an eine Reihenfolgeoptimierung gekoppelt sind. Mit dem Hintergedanken,dennoh möglihst hohe Durhsätze erzielen zu wollen, wird das Temperatur-Zeit-Verhältnis immer so gewählt, dass die aus metallurgisher Siht maximalerlaubte Temperatur realisiert und demnah die erforderlihe Haltedauer bzw.die daraus resultierende Ofenverweilzeit so gering wie möglih gehalten wird.Anhand eines kleinen Beispiels soll gezeigt werden, dass dies jedoh niht zwin-
142gend optimal für den Ofendurhsatz sein muss.Das folgende Beispiel beruht auf den in Tabelle 6.5 zusammengefassten Aus-gangsdaten. Anhand der in den Klammern dargestelltenWerte lässt sih auf diemöglihen Temperatur-Zeit-Kombinationen shlieÿen. So ergeben beispielswei-se bei Wabe 1 die Kombinationen 600 ◦C Haltetemperatur mit 233min Ofen-verweilzeit, 590 ◦C Haltetemperatur mit 291min Ofenverweilzeit und 580 ◦CHaltetemperatur mit 392min Ofenverweilzeit den gleihen Hollomon-Jae-Parameter wie die ursprünglihe Vorgabe von 610 ◦C Haltetemperatur mit200min Ofenverweilzeit. Es sei an dieser Stelle darauf hingewiesen, dass grund-sätzlih nur Zieltemperatursenkungen in 10 ◦C Shritten betrahtet werden.Tabelle 6.5: Ein Beispieldatensatz für die Hollomon-Fahrweise







































Abbildung 6.5: Beispielhafte Situation bei Berüksihtigung derHollomon-FahrweiseDas Beispiel zeigt, dass mit der Hollomon-Fahrweise prinzipiell Durhsatzstei-gerungen erzielt werden können. Vor der Entwiklung eines geeigneten Opti-mierungsverfahrens, bietet es sih jedoh zunähst an, die untershiedlihenTemperatur-Zeit-Kombinationen näher zu untersuhen.6.2.1 Analyse der Temperatur-Zeit-KombinationenAnhand des Beispieldatensatzes aus Tabelle 6.5 lässt sih bereits grob erahnen,wie sih die Ofenverweilzeiten bei sinkenden Temperaturen und konstantemHollomon-Parameter entwikeln. Bei genauerer Beobahtung ist zu erkennen,
144dass die Ofenverweilzeiten untershiedlih shnell ansteigen. So ist sie naheiner Temperatursenkung von 30 ◦C gegenüber der Ausgangstemperatur beiWabe 5 um a. 44,8% gestiegen. Die gleihe Temperatursenkung hat z. B. beiWabe 1 jedoh zu einem Ofenverweilzeitanstieg von 96% geführt.Wie bereits erläutert, kommen nur die Haltetemperatur, die Haltezeit und dieWabendike für die untershiedlihen Temperatur-Zeit-Entwiklungen in Fra-ge. Welhe Auswirkungen diese Parameter auf das Verhalten der Temperatur-Zeit-Kombinationen ausüben, zeigen die in Abbildung 6.6 zusammengefasstenUntersuhungen.Es wurden jeweils drei vershiedene Wabendiken von 50, 150 und 250mm zu-grunde gelegt. Hinsihtlih der Haltedauer wurden Startvorgaben (hd start) von5 und 30min herangezogen. Die entsprehenden Startvorgaben für die Halte-temperaturen (wbhtZiel ,start) lagen bei 590 und 690 ◦C. Von diesen ausgehendwurden Temperatursenkungen von bis zu 40 ◦C untersuht.Bei allen Teilabbildungen 6.6(a) - 6.6(f) fällt direkt auf, dass die beiden Start-haltedauern sehr untershiedlih auf die Temperatursenkungen reagieren. Soliegt der aus Temperatursenkungen von 40 ◦C resultierende durhshnittli-he Ofenverweilzeitanstieg mit 356,4min bei einer Starthaltedauer von 30mindeutlih über den entsprehenden 538,4min bei einer Starthaltedauer von5min. An dieser Stelle sei darauf hingewiesen, dass alle Ofenverweilzeitstei-gerungen nahezu ausshlieÿlih auf den jeweiligen Haltedaueranstieg zurük-fallen, da sih die entsprehenden Erwärmdauern nur geringfügig erhöhen. DesWeiteren ist den Untersuhungen zu entnehmen, dass die Ofenverweilzeitenbei dikeren Waben wesentlih stärker als bei dünneren Waben erhöht wer-den müssen, um den ursprünglih vorgegebenen Wärmebehandlungseekt zuerzielen. So erfordern Temperatursenkungen von 40 ◦C bei 50mm diken Wa-ben im Mittel einen Ofenverweilzeitanstieg von 295,13min, wohingegen bei 150bzw. 250mm diken Waben bereits 636,42 bzw. 1010,66min erforderlih sind.Ferner fällt bei paarweiser Betrahtung der Teilabbildungen 6.6(a) mit 6.6(b),6.6() mit 6.6(d) und 6.6(e) mit 6.6(f) auf, dass die Starttemperatur sheinbarauh einen (wenn auh nur relativ geringen) Einuss auf den resultierendenOfenverweilzeitanstieg ausübt. So liegt dieser bei einer Temperatursenkung von40 ◦C und einer Starttemperatur von 590 ◦C mit durhshnittlih 695,22min













































690 680 670 660 650(f) d = 250mm, wbhtZiel,start = 690 ◦C
leiht über dem entsprehenden Ofenverweilzeitanstieg von 599,59min bei ei-ner Starttemperatur von 690 ◦C.Allgemein lässt sih festhalten, dass der mit einer Temperatursenkung gleih-zeitig verbundene Ofenverweilzeitanstieg umso geringer ist,
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• je geringer die Starthaltedauer,
• je dünner die Wabe und
• je höher die Starttemperatur ist.Waben mit diesen Eigenshaften eignen sih somit prinzipiell am ehesten fürden Einsatz der Hollomon-Fahrweise bzw. die Manipulation der ursprünglihenWärmebehandlungsvorgaben.6.2.2 Ein Optimierungsverfahren für die Hollomon-FahrweiseAnders als bei der Verband-Fahrweise lässt sih die Optimierung der Hollo-mon-Fahrweise niht ohne Verlust der Optimalitätsgarantie von der Reihen-folgeoptimierung entkoppeln. Eine optimale Problemlösung ist demnah nurdurh ein integriertes bzw. simultanes Optimierungsverfahren möglih. Ausdiesem Grund wird im Folgenden das in Kapitel 5.4.2 vorgestellte HTFSPD-Branh&Bound -Verfahren um den Aspekt der Hollomon-Fahrweise erweitertund dementsprehend als HTFSPD-HF-Branh&Bound -Verfahren bezeihnet.Zunähst gilt es, die Verzweigungsregeln anzupassen. Beim ursprünglihenHTFSPD-Branh&Bound -Verfahren entsteht eine Relaxation eines bestimm-ten Teilproblems nur durh Fixierung einer weiteren Position in der Reihenfol-ge. Bei Berüksihtigung der Hollomon-Fahrweise müssen jedoh noh weitereVerzweigungsmöglihkeiten in Betraht gezogen werden. Im Prinzip kommenhierfür alle möglihen Temperatur-Zeit-Kombinationen der jeweiligen Wabenin Frage. Abbildung 6.7 veranshauliht derartige Verzweigungen an einem Bei-spiel. Bei dem oberen Knoten handelt es sih um den Ursprungsknoten, bei demalle Waben noh unxiert sind. Die Knoten darunter stellen möglihe Verzwei-gungen dar, wobei nur jeweils Wabe 1 zusätzlih xiert wird. Da diese jedoh(entsprehend der Hollomon-Fahrweise) über variierbare Wärmebehandlungs-parameter verfügt, bildet jede möglihe Temperatur-Zeit-Kombination prinzi-piell ein eigenes Teilproblem.Mit Hilfe des an der Wabennummer abgetragenen Indexes z kann auf die je-weilige Kombinationsmöglihkeit bzw. auf die entsprehenden Wärmebehand-
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0,10 0,11 0,12 0,13 0,1. . .Abbildung 6.7: Verzweigungsmöglihkeiten eines Knotens aufgrundvershiedener Temperatur-Zeit-Kombinationenlungsparameter geshlossen werden. Für die Haltetemperatur wbhtZieljz gilt:
wbhtZieljz = wbht
Ziel,start
j − z · 10. (6.8)Somit verweist z auf die Anzahl der Temperatursenkungen gegenüber derStarttemperatur. Die dieser Haltetemperatur entsprehende Ofentemperaturwird analog mit wbhtOfenjz und die resultierende Ofenverweilzeit mit ovz jz ge-kennzeihnet.Durh die aufgrund der Berüksihtigung der Hollomon-Fahrweise neu ent-standenen Verzweigungsmöglihkeiten können sih Speiherbedarf und Lauf-zeit des Verfahrens drastish erhöhen. Um diesen Eekt etwas abzudämpfen,empehlt es sih, nur eine begrenzte Anzahl zmax mögliher Temperatur-Zeit-Kombinationen zu betrahten. Wie die Temperatur-Zeit-Verläufe aus Abbil-dung 6.6 zeigen, liegen die Ofenverweilzeiten bei z = 4 teilweise shon über demDoppelten ihres Ausgangswerts. Die Vermutung liegt nahe, dass derartige Än-derungen an den ursprünglihen Wärmebehandlungsparametern wohl niht zuLösungsverbesserungen führen werden, sodass eine Wahl von zmax ≤ 3 begrün-det ersheint. Weiterhin eignet sih die Änderung von Wärmebehandlungspa-rametern grundsätzlih nur, wenn sih dadurh vorherige Temperaturlükeneinsparen oder verkleinern lassen. Aus diesem Grund können Temperatur-Zeit-Kombinationen mit Temperaturen, die unter der Minimaltemperatur der be-trahteten Waben (wbhtOfenmin ) liegen, ohne Bedenken vernahlässigt werden.Neben dem Branhing muss allerdings auh das Bounding leiht angepasstwerden, da die Verwendung der ursprünglihen unteren Shrankenberehnungdas durh die Hollomon-Fahrweise möglihe Verbesserungspotential eventuellvershleiern könnte. Diese Shrankenermittlung berüksihtigt bei der Bereh-
148nung der Länge der ktiven Wabe lj̃ (siehe Algorithmus 3) nämlih nur einemöglihe Temperatur (Startvorgabe) pro unverplanter Wabe. Da bei der Hol-lomon-Fahrweise jedoh mehrere Temperaturen in Frage kommen, besteht dieMöglihkeit, dass Konstellationen existieren, die zu einem kleineren lj̃ führen,was wiederum einen kleineren unteren Shrankenwert zur Folge haben könnte.Da daraus gegebenenfalls ein zu frühes Ausloten von Teilproblemen resultierenwürde, muss der ursprünglihen unteren Shrankenberehnung eine Tempera-turanpassung bezüglih der unverplanten Waben vorgeshaltet werden.Die beim HTFSPD-HF-Branh&Bound -Verfahren für die untere Shrankenbe-rehnung vorgeshlagene Temperaturanpassung ist in Algorithmus 7 beshrie-ben. Sie bezieht sih auf alle unverplanten Waben, deren ursprünglih vor-gegebenen Ofentemperaturen (wbhtOfenunvpp0 ) gröÿer sind als die, der an letzterPosition der xierten Reihenfolge bendlihen Wabe (wbhtOfenfolgen′ ). Die Tempe-raturen dieser Waben werden dann so angepasst, dass die Temperaturdierenzzu wbhtOfenfolgen′ minimal ist (Zeile 3).Algorithmus 7 Temperaturanpassung für die untere Shrankenberehnungdes HTFSPD-HF-Branh&Bound -VerfahrensRequire: Wabenmenge J , wbhtOfenjz , ovz jz , lj, mit j ∈ J , zmax ,
folge ′, n′, unvpEnsure: wbhtOfenunvpp1: for p = 1, ..., |unvp| do2: if wbhtOfenunvpp0 > wbhtOfenfolgen′ then3: wbhtOfenunvpp = max{wbhtOfenfolgen′ , wbhtOfenunvppzmax }4: end if5: end forDurh die beshriebene Temperaturanpassung wird gewährleistet, dass bei deranshlieÿenden unteren Shrankenberehnung (speziell bei der Berehnung von
lj̃) nur die tatsählih mindestens erforderlihen Temperaturlüken herange-zogen werden. Mit Ausnahme dieser vorgeshalteten Temperaturanpassungentsprehen die weiteren Shritte zur Ermittlung des unteren Shrankenwertsbeim HTFSPD-HF-Branh&Bound -Verfahren denselben Shritten wie beimursprünglihen HTFSPD-Branh&Bound -Verfahren (siehe Algorithmus 3).Der Ablauf des HTFSPD-HF-Branh&Bound -Verfahrens ist in Algorithmus 8
149zusammengefasst.Algorithmus 8 HTFSPD-HF-Branh&BoundRequire: Wabenmenge J , wbhtOfenjz , ovz jz , lj , mit j ∈ J , zmax , wbhtOfenmin
ftempl , templmin , tminEnsure: Cglobmax , folgeglob , zglobj1: all Rule-based Sorting2: all Simulation-1 und setze Caktmax = Cmax3: erzeuge Ursprungsknoten k mit folge ′k = (), C lbmax ,k = 0, Cubmax ,k = Caktmax4: K ← K ∪ {k}5: while |K| 6= 0 do6: if C lbmax ,K1 ≥ Caktmax or openK1,j = true ∀j ∈ {J} then7: K ← K \ {K1}8: else9: for j = 1, ..., n do10: if j /∈ folge ′K1 and openK1,j = false then11: for z = 0, ..., zmax do12: if wbhtOfenfolgejz ≥ wbhtOfenmin then13: erzeuge neuen Knoten k14: openK1,j = true15: folge ′k ← folge ′K1 ∪ {jz}16: berehne C lb∗max ,k und Cubmax ,k17: if C lbmax ,k ≥ Caktmax then18: löshe Knoten k19: else if Cubmax ,k < Caktmax then20: aktualisiere folgeakt und Caktmax21: for k′ ∈ K do22: if C lbmax ,k′ ≥ Caktmax then23: K ← K \ {k′}24: end if25: end for26: K ← K ∪ {k}27: else28: K ← K ∪ {k}29: end if30: end if31: end for32: break33: end if34: end for35: end if36: end while37: Cglobmax = Caktmax , folgeglob = folgeakt
150Die gegenüber dem ursprünglihen HTFSPD-Branh&Bound -Verfahren neuenVerzweigungsregeln sind den Zeilen 11 und 12 zu entnehmen. Wenn folglih einTeilproblem durh Fixierung einer bis dahin unverplanten Wabe j verzweigtwerden soll, so werden alle aufgrund der Temperatur-Zeit-Kombinationen zmaxmöglihen Relaxationen direkt gebildet. Voraussetzung hierfür ist allerdings,dass die jeweilige Ofentemperatur wbhtOfenfolgejz niht unter die Minimaltempera-tur wbhtOfenmin fällt.Des Weiteren wird mit C lb∗max ,k darauf hingewiesen, dass der ursprünglihen Be-rehnung von C lbmax ,k (siehe Algorithmus 3) hier noh die in Algorithmus 7 be-shriebene Temperaturanpassung vorzushalten ist. Ansonsten entspriht derAblauf des HTFSPD-HF-Branh&Bound -Verfahrens weitestgehend dem desHTFSPD-Branh&Bound -Verfahrens. Es sei jedoh noh erwähnt, dass die inden Zeilen 26 - 31 von Algorithmus 5 beshriebenen Shritte beim HTFSPD-HF-Branh&Bound -Verfahren wegfallen. Als Ausgabewerte kommen anderer-seits die Angaben zglobj hinzu, welhe auf die in der optimalen Lösung gewähltenWärmebehandlungstemperaturen der jeweiligen Waben verweisen.In Tabelle 6.6 sind Rehenergebnisse vershiedener Durhläufe des HTFSPD-HF-Branh&Bound -Verfahrens abgebildet, wobei aus Vergleihsgründen wie-derum die Datensätze dat3 - dat30 herangezogen wurden. Für jeden dieserDatensätze sind jeweils drei Durhläufe durhgeführt worden, wobei sih diesedurh vershiedene Vorgaben für zmax voneinander untersheiden. Bezüglihder Temperaturlüken beruhen die Ergebnisse zunähst wieder auf der Annah-me von ftempl = 1000. Als Suhstrategie wurde wiederum die (BB-PFDN)-Strategie verwendet.Die Ergebnisse des HTFSPD-HF-Branh&Bound -Verfahrens sind in den Spal-ten 5 - 8 (unter BB-HF-PFDN) eingetragen. Um das rein durh die Berüksih-tigung der Hollomon-Fahrweise entstehende Optimierungspotential abshät-zen zu können, sind in den Spalten 2 - 4 (unter BB-PFDN) zusätzlih diebereits bekannten Ergebnisse des HTFSPD-Branh&Bound -Verfahrens aufge-führt.Ein Vergleih der Lösungswerte zeigt, dass die Berüksihtigung der Hollomon-Fahrweise bei fast allen Durhläufen zu Verbesserungen geführt hat. Die mitAbstand gröÿte konnte bei Datensatz dat8 mit einem um 18,24% geringeren
151Tabelle 6.6: Vergleih der Rehenergebnisse bei Hollomon-Fahrweise(mit ftempl = 1000)Daten- BB-PFDN BB-HF-PFDNsatz Cmax Gap Zeit zmax Cmax Gap Zeit1 548 0.00 < 1.00dat3 548 0.00 < 1.00 2 543 0.00 < 1.003 543 0.00 < 1.001 846 0.00 < 1.00dat5 846 0.00 < 1.00 2 846 0.00 < 1.003 846 0.00 < 1.001 595 0.00 10.39dat8 614 0.00 < 1.00 2 566 0.00 32.033 502 0.00 14.431 654 0.00 233.33dat10 656 0.00 < 1.00 2 651 0.00 2419.183 641 0.00 5791.711 882 51.21 6487.72∗dat12 885 0.00 135.66 2 863 49.94 3886.72∗3 872 51.02 3784.74∗1 778 0.00 12245.01dat15 843 0.00 267.43 2 778 36.25 18000.003 771 35.67 18000.001 920 48.59 3415.55∗dat20 920 46.74 451.71 2 920 49.57 2801.14∗3 920 52.83 2593.81∗1 1311 54.99 4646.29∗dat30 1306 54.82 18000.00 2 1311 55.01 3178.75∗3 1311 55.01 2988.67∗
∗Abbruh aufgrund des SpeiherplatzbedarfsGesamtfertigstellungszeitpunkt erzielt werden. Weiterhin fällt auf, dass geradebei den gröÿeren Datensätzen dat20 und dat30 keine Verbesserungen erzieltwerden konnten. Da diese auh shon ohne Berüksihtigung der Hollomon-Fahrweise aufgrund des zu hohen Speiherbedarfs oder der Laufzeitbeshrän-kung niht optimal gelöst werden konnten, heiÿt dies keineswegs, dass hier dieHollomon-Fahrweise kein Verbesserungspotential bietet.Allgemein lässt sih hinsihtlih der Laufzeiten und des Speiherbedarfs einenormer Anstieg im Vergleih zu dem HTFSPD-Branh&Bound -Verfahren be-obahten. Insbesondere mit steigendem zmax wird dieser Eekt besonders deut-
152lih. Bei Betrahtung der Ergebnisse bezüglih der untershiedlihen Startvor-gaben für zmax fällt zudem auf, dass der Lösungswert für Datensatz dat12 bei
zmax = 3 shlehter ist als bei zmax = 2. Dies ist höhstwahrsheinlih dembei zmax = 3 wesentlih höheren Speiherbedarf geshuldet. Wie man anhandder Ergebnisse für Datensatz dat8 sieht, können Temperatursenkungen von30 ◦C jedoh zu weiteren Verbesserungen führen und sollten demnah nihtgrundsätzlih ausgeshlossen werden.Der Vollständigkeit wegen wurden die geshilderten Untersuhungen unter Vor-gabe von ftempl = 600 erneut durhgeführt. Aus Tabelle 6.7 sind die erzieltenRehenergebnisse zu entnehmen.Tabelle 6.7: Vergleih der Rehenergebnisse bei Hollomon-Fahrweise(mit ftempl = 600)Daten- BB-PFDN BB-HF-PFDNsatz Cmax Gap Zeit zmax Cmax Gap Zeit1 417 0.00 < 1.00dat3 417 0.00 < 1.00 2 417 0.00 < 1.003 417 0.00 < 1.001 846 0.00 < 1.00dat5 846 0.00 < 1.00 2 836 0.00 < 1.003 836 0.00 < 1.001 484 0.00 1.34dat8 543 0.00 < 1.00 2 467 0.00 8.243 467 0.00 25.651 605 0.00 413.82dat10 605 0.00 < 1.00 2 574 0.00 1300.533 574 0.00 3479.741 674 0.00 1011.76dat12 723 0.00 21.70 2 674 0.00 3700.813 674 0.00 11614.311 778 31.24 18000.00dat15 778 0.00 688.89 2 768 30.99 14962.41∗3 768 48.59 9307.03∗1 792 33.13 13022.69∗dat20 759 37.55 514.07 2 823 43.03 6149.36∗3 842 42.99 6493.14∗1 1303 53.16 3621.55∗dat30 1197 44.44 18000.00 2 1303 53.95 3054.55∗3 1303 53.95 2379.23∗
∗Abbruh aufgrund des Speiherplatzbedarfs
153Die Ergebnisse bestätigen die zuvor beobahteten Zusammenhänge gröÿten-teils. Auh hier lieÿ sih die gröÿte Lösungsverbesserung bei Datensatz dat8realisieren. Die Verbesserung ist hier mit a. 14% zwar etwas geringer als bei
ftempl = 1000, jedoh sind die Lösungen der anderen Datensätze zum Teil ent-sprehend besser (vgl. Datensatz dat10 und dat12 ). Auh das Laufzeit- undSpeiherbedarfverhalten ist den Ergebnissen aus Tabelle 6.6 ähnlih. Bemer-kenswert ist hier jedoh, dass sih Datensatz dat12 nun im Gegensatz zu vorherfür alle betrahteten zmax exakt lösen lieÿ. Weiterhin interessant ist die Tatsa-he, dass zmax = 3 kein einziges Mal zu besseren Lösungen als zmax = 2 bzw.
zmax = 1 geführt hat. Für eine Verallgemeinerung dieser Beobahtung liegthier jedoh eine zu kleine Stihprobe vor.Es bleibt festzuhalten, dass sih das rein aufgrund der Reihenfolgeoptimie-rung bestehende Optimierungspotential durh Berüksihtigung der Hollomon-Fahrweise noh zusätzlih erhöht. Daher ist es prinzipiell zu empfehlen, die Hol-lomon-Fahrweise in die Reihenfolgebildung zu integrieren. Die durhgeführtenUntersuhungen haben jedoh auh gezeigt, dass sih dadurh die Komplexi-tät der Gesamtproblematik im Vergleih zum ursprünglihen HTFSPD dras-tish erhöht. Ein exaktes Lösungsverfahren, wie das vorgestellte HTFSPD-HF-Branh&Bound -Verfahren, sheint daher niht für den betrieblihen Einsatzgeeignet zu sein.
6.3 Einbeziehung des gesamtlogistishenProzessesBislang lag der Fokus sowohl bei der einführenden Beshreibung des HTFSPD(siehe Kapitel 5) als auh bei den in diesem Kapitel erläuterten Erweiterungenbzw. Varianten (siehe Unterkapitel 6.1 und 6.2) ausshlieÿlih auf dem Ofen.Da die Reihenfolgebildung des Ofens in der Praxis jedoh auh von vor- undnahgelagerten Prozessen beeinusst wird, soll die Betrahtungsweise im Fol-genden um diese Prozesse erweitert werden. Dies führt, im Gegensatz zu denProblemerweiterungen durh die Verband- oder die Hollomon-Fahrweise, nihtzu zusätzlihem Optimierungspotential, sondern zu Situationen, aus denen bis-lang noh niht betrahtete Wartezeiten für die Waben resultieren. Folglih
154bedarf es hier entsprehenden Anpassungen an der bisherigen Materialusssi-mulation des Ofens (vgl. Algorithmus 2).










Abbildung 6.8: Ein beispielhafter Stapel mit drei umzustapelnden Wabenvon Kim [55℄ wird eine Methode zur Shätzung der minimalen Anzahl an Um-stapelaktionen vorgeshlagen, auf dessen Basis Kim und Hong [56℄ shlieÿliheine Heuristik entwikelt haben. Des Weiteren stellen Kim und Hong [56℄ einenBranh&Bound-Ansatz vor, der allerdings nur für sehr kleine Probleminstan-zen in annehmbarer Zeit exakte Lösungen liefert. Caserta et al. [19℄ bezeihnendie Problemstellung als Bloks Reloation Problem (BRP) und shlagen eineauf dynamisher Programmierung basierende Lösungsheuristik vor. Casertaund Voÿ [17, 18℄ präsentieren zudem zwei Varianten, mit denen sih das Ver-fahren weiter verbessern lässt. Caserta et al. [16℄ entwikeln jedoh noh einenanderen Lösungsansatz. Hierbei handelt es sih um ein iteratives, zufallsba-siertes Verfahren, das auf der Idee einer einfahen Greedy-Heuristik basiert,welhe später noh näher vorgestellt wird.In einer kürzlih ershienen Arbeit stellen Forster und Bortfeldt [36℄ ein Baum-suhverfahren für das BRP vor und vergleihen dessen Ergebnisse mit denender bereits erwähnten Heuristiken für vershiedene Datensätze. Die Auswer-tung ergab, dass das Baumsuhverfahren im Durhshnitt gegenüber den Heu-ristiken von Kim und Hong [56℄, Caserta et al. [19℄, Caserta und Voÿ [17, 18℄und Caserta et al. [16℄ jeweils entsprehend um 47,3%, 9,6%, 5,4% und 0,1%bessere Lösungen liefert.Die wenigen Arbeiten aus der Literatur, die sih explizit mit Umstapelproble-men in der Stahlindustrie beshäftigen, beziehen sih nahezu alle auf das vonTang et al. [84℄ eingeführte Slab Stak Shuing Problem (SSSP). Das Haupt-augenmerk liegt hierbei auf dem Brammenlager, in dem die Brammen vor derEinleitung in den Walzprozess (bzw. in die entsprehenden Öfen) zwishen-
156gelagert werden. Auh hier liegen die Brammen aus Platzgründen i. d.R. inStapeln übereinander. Im Gegensatz zum BRP ist beim SSSP für die Bram-men jedoh keine eindeutige Entnahmereihenfolge gegeben. Stattdessen kannan jeder Reihenfolgeposition aus einer bestimmten Kandidatenmenge gewähltwerden. Das Optimierungsziel besteht dann darin, die Entnahmereihenfolge sozu wählen, dass die Anzahl der resultierenden Umstapelvorgänge minimiertwird. In den letzten Jahren wurden vershiedene Varianten und Lösungsver-fahren für das SSSP veröentliht. Hierzu zählen z. B. die Arbeiten von Tanget al. [85℄, Srinivas und Tiwari [79℄, Tang und Ren [86℄ sowie von Cheng undTang [21℄.Das SSSP weist neben der Vorgabe der Entnahmereihenfolge noh weiteregrundlegende Untershiede gegenüber dem BRP auf. So werden beim SSSPdie eigentlihen Umstapelaktionen, im Sinne des Transports einer Bramme voneinem auf einen anderen Stapel, gar niht explizit berüksihtigt. Stattdessenwerden vereinfahende Annahmen getroen, wie beispielsweise, dass alle um-zustapelnden Brammen nah der Entnahme der benötigten Bramme immerwieder direkt zurük auf ihren Ausgangsstapel abgelegt werden. Ein anderesBeispiel ist die Annahme, dass immer genügend freie Plätze vorhanden sind,um die umzustapelnden Brammen abzulegen, wobei zusätzlih angenommenwird, dass diese dann niht ein weiteres Mal umgestapelt werden müssen.Die beim SSSP getroenen Annahmen sind teilweise sehr realitätsfern. DieIdee, die Entnahmereihenfolge so zu gestalten, dass an jeder Position mehrereBrammen als Kandidaten in Frage kommen ist allerdings ein sinnvoller Ansatz,da in der Praxis gerade bei Brammenlagern i. d.R. viele Brammen nahezu iden-tish sind. Für den Durhsatz an den Walzgerüsten ist es dann gegebenenfallsirrelevant, in welher Reihenfolge diese Brammen entnommen werden. Derar-tige Entnahmegruppen werden beim BRP niht in Betraht gezogen. Zudemtrit auh das BRP eine Annahme bezüglih der Umstapelvorgänge. So wirddavon ausgegangen, dass der Kran immer nur die Container umstapelt, dieüber dem als nähstes benötigten Container liegen. Diese Annahme ist jedohweitaus realitätsnäher als die beim SSSP getroenen Annahmen.Um den Literaturüberblik abzushlieÿen sei noh auf die Arbeit von Wanget al. [95℄ hingewiesen, die sih mit der Optimierung der Shisverladung von
157Stahlblehen auseinandersetzt. Interessant ist, dass hierin sowohl die Wahl derEntnahmereihenfolge als auh der genauen Zielstapel für die umzustapelndenBlehe Berüksihtigung nden und damit Aspekte des SSSP und des BRPmiteinander vereint werden.Hinsihtlih der in dieser Arbeit betrahteten Problemstellung besteht jedohim Zusammenhang mit der Umstapelproblematik ein in der Literatur bishernoh niht explizit betrahteter Sahverhalt: Rein in Bezug auf den Ofen, führtein zu langes Umstapeln nämlih shliht und ergreifend zu zusätzlihen Warte-zeiten. Somit stehen die Umstapelproblematik und die Durhsatzoptimierungam Ofen in direkter Verbindung zueinander.Um die durh zu langes Umstapeln eventuell erforderlihen Wartezeiten bei derReihenfolgeoptimierung zu berüksihtigen, muss die bestehende Materialuss-simulation des Ofens (vgl. Algorithmus 2) erweitert werden. Vershiedene Be-obahtungen und Messungen im entsprehenden Betrieb der Dillinger Hütten-werke haben ergeben, dass der Kran für eine Transport- bzw. Umstapelaktiona. zwishen 2 und 4min benötigt. Dabei wurden die folgenden Prozessshrittebetrahtet:1. Fahrt zu dem Stapel, der die als nähstes zum Ofen zu transportierendeWabe enthält.2. Aufnahme der obersten Wabe.3. Falls diese der benötigten Wabe entspriht:(a) Fahrt zum Ofen,(b) Ablage der Wabe auf dem Zulaufrollgang des Ofens.4. Falls diese niht der benötigten Wabe entspriht:(a) Fahrt zu einem anderen Stapel,(b) Ablage der Wabe auf dem Stapel.Für die Dauer einer Transport- bzw. Umstapelaktion sind somit hauptsählihdie Fahrtwege sowie die Zeiten für das Aufnehmen und Ablegen der Wabenverantwortlih. Dabei haben letztere den wesentlih gröÿeren Anteil an derGesamtdauer, da die entsprehenden Stapel i. d. R. relativ nahe beieinanderliegen. Aus diesem Grund wird im Folgenden von einer konstanten Umsta-peldauer tu = 3min ausgegangen.
158Mit der erläuterten Abshätzung der Dauer für das Umstapeln würde die inAbbildung 6.8 grün gekennzeihnete Wabe folglih 12min benötigen, bis sieauf dem Zulaufrollgang des Ofens liegt. Dies hätte in Anbetraht der Tatsahe,dass allein die Mindestwartezeit einer Wabe (tmin) bereits 10min beträgt, wennüberhaupt, nur einen sehr kleinen Einuss auf den Ofendurhsatz. Müssten je-doh beispielsweise zunähst 20 Waben umgestapelt werden, um die benötigteWabe freizulegen, so wäre diese erst nah 63min bereit für die Ofeneinfahrt.Dies hätte höhstwahrsheinlih gröÿere Auswirkungen auf den Ofendurhsatzund damit auh auf die optimale Reihenfolge. Andererseits sollte auh unge-ahtet des Ofens grundsätzlih das Ziel verfolgt werden, die zeitlihe Belastungder Krane so gering wie möglih zu halten.Die vorgeshlagene Ermittlung der durh Umstapeln entstehenden Wartezeitenreiht jedoh allein noh niht aus, um diese in der Ofensimulation zu integrie-ren. Da sih nah jeder Umstapelaktion die Lager- bzw. Stapelsituation ändert,müsste man im Prinzip vorhersehen können, auf welhe Zielstapel jeweils um-gestapelt wird. Hierfür gibt es bei den Dillinger Hüttenwerken derzeit jedohkeine Vorgaben, sodass diese Entsheidungen allein dem Kranfahrer überlassensind. Da diesem teilweise elementare Informationen (wie z. B. die dem aktu-ellen Ofenprogramm entsprehenden Reihenfolgepositionen) fehlen, ist davonauszugehen, dass niht immer hinsihtlih zukünftiger Umstapelaktionen op-timal umgestapelt wird. Um diese Situation zu verbessern und gleihzeitigdas Vorhersehen der Umstapelaktionen zu ermöglihen, wird im Folgenden einZielstapelvorshlagssystem entwikelt.Prinzipiell bietet es sih an, ein für das BRP entwikeltes Lösungsverfahren zuverwenden. Mit Hinblik auf die Integration des Verfahrens in der Simulati-on, sollte hierbei insbesondere auf möglihst geringe Laufzeiten geahtet wer-den. Grund hierfür ist, dass sowohl das HTFSPD-Branh&Bound -Verfahrenals auh der später in Kapitel 7 vorgestellte genetishe Algorithmus ein sehrhäuges Aufrufen der Simulation erfordern. Als besonders shnell haben sihdie Heuristik von Kim und Hong [56℄ und die in Caserta et al. [16℄ verwendeteGreedy-Heuristik erwiesen. Da letztere, wie in Caserta et al. [15℄ veröentlih-te Rehenergebnisse zeigen, bessere Lösungen liefert, fällt die Wahl shlieÿlihauf dieses Verfahren. Es wird als Max-Min-Heuristik bezeihnet und beruhtauf den folgenden Regeln:
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s=1 s=2 s=3 s=4Abbildung 6.9: Beispielhafte Veranshaulihung derMax-Min-Heuristik
160muss Wabe 5 zunähst umgestapelt werden. Hier greift die erste Regel derMax-Min-Heuristik, da mit s = 3 und s = 4 zwei Stapel existieren, für die
sfmin > fposj gilt. Da sfmin für Stapel 4 kleiner ist als für Stapel 3, wird Stapel4 als Zielstapel für Wabe 5 gewählt. Anshlieÿend können die Waben 1 und 2direkt naheinander entnommen werden, da sie jeweils bereits freiliegen. Uman Wabe 3 zu gelangen, muss allerdings wieder umgestapelt werden. Für Wabe10 kann kein Stapel gefunden werden, der die Bedingung sfmin > fposj erfüllt.Da mit s = 2 jedoh ein freier Stapelplatz existiert, greift hier die zweite Regelder Max-Min-Heuristik. Nah der Entnahme von Wabe 3 muss als nähstesWabe 14 umgestapelt werden. In der vorliegenden Situation werden weder dieBedingungen der ersten noh die der zweiten Regel erfüllt. Somit wird Wabe14 gemäÿ der dritten Regel der Max-Min-Heuristik auf Stapel 2 umgestapelt,da dieser den maximalen Wert für sfmin annimmt.Für die betrieblihen Zweke der Dillinger Hüttenwerke sind die Regeln derMax-Min-Heuristik jedoh noh niht ausreihend. Im Gegensatz zu den ein-heitlihen Abmessungen von Containern, variieren die Wabenmaÿe sehr stark.Dies hat vor allem zur Folge, dass beim Umstapeln auh statishe Aspektein Betraht gezogen werden müssen. Zudem ist auf die Einhaltung von Min-destabständen zwishen den Stapeln zu ahten. Es werden die folgenden Um-stapelbedingungen deniert:Bed. 1: lj ≤ (1 + δl) · slminBed. 2: bj ≤ (1 + δb) · sbminBed. 3: dj + sd ≤ δdBed. 4a: sx1 ≥ s′x2 + xmin∨
sx2 ≤ s′x1 − xmin ∀s′ ∈ S | (s′y1 ≥ sy1 ∧ s′y2 ≤ sy1 + ymin)∨
(s′y2 ≤ sy2 ∧ s′y1 ≥ sy2 − ymin)∨
(s′y1 ≤ sy1 ∧ s′y2 ≥ sy2)∨
(s′y1 ≥ sy1 ∧ s′y2 ≤ sy2)Bed. 4b: sy1 ≤ s′y2 − ymin∨
sy2 ≥ s′y1 + ymin ∀s′ ∈ S | (s′x1 ≤ sx1 ∧ s′x2 ≥ sx1 − xmin)∨
(s′x2 ≥ sx2 ∧ s′x1 ≤ sx2 + xmin)∨
(s′x1 ≥ sx1 ∧ s′x2 ≤ sx2)∨
(s′x1 ≤ sx1 ∧ s′x2 ≥ sx2)Bed. 5a: sx1 , sx2 = [lagerx1 + xmin , lagerx2 − xmin ]
161Bed. 5b: sy1, sy2 = [lagery1 + ymin , lagery2 − ymin ]Gemäÿ der ersten Bedingung, darf die Länge einer umzustapelnden Wabe jniht gröÿer sein als (1 + δl) · slmin , wobei δl einen festzulegenden Parameterdarstellt und slmin der Länge der kürzesten in Zielstapel s enthaltenen Wabeentspriht. Analog dazu darf die Breite einer umzustapelnden Wabe j nahBedingung 2 niht gröÿer sein als (1 + δb) · sbmin , wobei δb den Parameterfür die Breitentoleranz darstellt und sbmin auf die Breite der shmalsten inStapel s enthaltenen Wabe verweist. Bedingung 3 stellt zudem siher, dassdie aktuelle Stapelhöhe sd zuzüglih der Dike der umzustapelnden Wabe jniht gröÿer sein darf als die maximal zulässige Stapelhöhe δd. Die Einhaltungder Mindestabstände zwishen den Stapeln wird durh die Bedingungen 4aund 4b gewährleistet, wobei sx1, sy1, sx2 und sy2 jeweils Stapelkoordinatenbezeihnen und xmin bzw. ymin den entsprehenden längs- bzw. breitseitigenMindestabstand repräsentiert. Shlieÿlih sorgen die Bedingungen 5a und 5bdafür, dass kein Stapel aus dem betrahteten Lagerbereih herausragt. DieRandkoordinaten des Lagerbereihs sind mit (lagerx1, lagery1) und (lagerx2 ,
lagery2) gegeben.Die Denition bzw. Ermittlung der Stapelkoordinaten wird in Abbildung 6.10veranshauliht. Die hierfür erforderlihen Wabenkoordinaten werden mit x1,j ,
y1,j, x2,j und y2,j bezeihnet, wobei der Punkt (x1,j, y1,j) auf den linken, oberenRand und der Punkt (x2,j , y2,j) auf den rehten, unteren Rand von Wabe j ver-weist. Die Stapelkoordinaten lassen sih shlieÿlih aus den Wabenkoordinatenableiten. Für den Beispielstapel aus Abbildung 6.10 ergibt sih sx1 somit aus
x1,7, sx2 aus x2,5 und sy1 sowie sy2 jeweils aus y1,8 und y2,8. Die Draufsiht ausTeilabbildung 6.10() zeigt die Ausmaÿe des Stapels sowie dessen Positionie-rung im betrahteten Lagerbereih.Mit den eingeführten Bedingungen lässt sih die Zulässigkeit der Stapel prüfen,die als potentielle Zielstapel für eine umzustapelnde Wabe in Frage kommen.Folglih können diese in den Regeln 1 und 3 der Max-Min-Heuristik integriertwerden. Für Regel 2 sind jedoh weitere Anpassungen erforderlih. Das BRPgeht von fest denierten Stapelplätzen aus. Sofern keine Container auf einemStapelplatz liegen, gilt dieser folglih als frei. Aufgrund der stark variierendenWabenmaÿe ist diese Betrahtungsweise niht auf die in dieser Arbeit vorlie-




























Abbildung 6.11: Vorgehensweise zur Durhsuhung des Lagerbereihs auffreie Stapelplätze
163destabstände) betrahtet. Anshlieÿend wird für diesen Punkt geprüft, ob dieabzustapelnde Wabe mit ihrer linken, oberen Eke an dieser Stelle platziertwerden kann. Hierfür müssen die bereits erläuterten Umstapelbedingungen 4aund 4b sowie 5a und 5b erfüllt sein. In dem dargestellten Beispiel ist dies je-doh niht der Fall, sodass die Vorgehensweise mit den in der entsprehendenReihe rehts benahbarten Punkten wiederholt wird. Wenn ein Punkt erreihtist, bei dem der rehte Rand der Wabe über den rehten Randbereih des La-gers hinausgehen würde, wird mit der darunter liegenden Zeile (wieder ganzlinks) fortgefahren. Die Suhe ist beendet, sobald ein zulässiger Punkt für diebetrahtete Wabe gefunden wurde (siehe grüner Punkt) oder sobald alle ent-sprehend des Rasters vorliegenden Punkte ohne Erfolg durhsuht wurden.Mit Hilfe der erläuterten Erweiterungen lässt sih die Max-Min-Heuristik nunauf die betrieblihen Zweke der Dillinger Hüttenwerke anpassen. Daraus ergibtsih der in Algorithmus 9 zusammengefasste Umstapelalgorithmus.Algorithmus 9 UmstapelalgorithmusRequire: Wabenmenge J , lj , bj , dj , fposj, x1,j , y1,j, x2,j , y2,j mit j ∈ J,Stapelmenge S, folge, xmin , ymin , δl, δl+, δb, δb+, δd, δd+Ensure: sUZiel1: initialisiere sUZiel = 02: while sUZiel = 0 do3: initialisiere sfmin+ = 0, sfmin− = n4: for s = 1, ..., |S| do5: if sfmin > fpos s̄EZiel and sfmin < sfmin− then6: prüfe Umstapelbedingungen (→ zul s)7: if zul s = true then8: sfmin− = sfmin9: sUZiel = s10: end if11: end if12: end for13: if sUZiel = 0 then14: suhe nah freien Stapelplätzen für Wabe s̄EZiel (→ frei s′)15: if frei s′ = true then16: S ← S ∪ {s′}17: sUZiel = s′18: else19: for s = 1, ..., |S| do20: if sfmin < fpos s̄EZiel and sfmin > sfmin+ then21: prüfe Umstapelbedingungen (→ zul s)
16422: if zul s = true then23: sfmin+ = sfmin24: sUZiel = s25: end if26: end if27: end for28: end if29: end if30: if sUZiel = 0 then31: δl += δl+32: δb += δb+33: δd += δd+34: end if35: end whileDer zunähst mit 0 initialisierte Ausgabewert sUZiel verweist auf den Zielstapelfür die umzustapelnde Wabe. Analog wird der Stapel, welher die nähste zuentnehmende und an den Ofen zu transportierende Wabe enthält, mit sEZielbezeihnet. Auf dessen oberste Wabe, welhe gleihzeitig der nähsten umzu-stapelnden Wabe entspriht, wird mit s̄EZiel verwiesen. Dabei sei vorausgesetzt,dass diese niht der als nähstes an den Ofen zu transportierenden Wabe ent-spriht.Mit den Zeilen 4 - 12 wird die, um die Prüfung der Umstapelbedingungen erwei-terte, erste Regel der Max-Min-Heuristik abgedekt, wobei sfmin− als Hilfsva-riable dient. Zudem wird das Ergebnis der Prüfung der Umstapelbedingungen(bzw. die Zulässigkeit des potentiellen Zielstapels) durh die booleshe Varia-ble zul s beshrieben. Diesbezüglih sei darauf hingewiesen, dass grundsätzlih
zul sEZiel = false gilt. Konnte kein Stapel gefunden werden, der die erste Regelerfüllt (sUZiel = 0), fährt der Algorithmus mit der zweiten Regel, dem Suhennah freien Stapelplätzen, fort (Zeilen 14 -18). Wird ein derartiger Platz ge-funden (frei s′ = true), so muss dieser zunähst angelegt werden (Zeile 16),bevor er shlieÿlih als Zielstapel für s̄EZiel gesetzt wird (Zeile 17). War je-doh auh die Suhe nah freien Stapelplätzen ohne Erfolg, so tritt die dritteRegel in Kraft (Zeilen 19 - 27). Analog zur ersten Regel, bildet sfmin+ eineentsprehende Hilfsvariable. Zudem wird auh hier wieder die Erfüllung derUmstapelbedingungen für die in Betraht kommenden Stapel geprüft. Es seidarauf hingewiesen, dass die Einführung der Stapelbedingungen dazu führenkann, dass auh nah der dritten Regel noh immer kein gültiger Zielstapel
165gefunden wird. Um dann dennoh einen Zielstapel ermitteln zu können, müs-sen die Umstapelbedingungen zunähst aufgeweiht werden (Zeilen 31 - 33).Hierzu werden die Toleranzparameter δl, δb und δd jeweils um δl+, δb+ und δd+erhöht. Shlieÿlih werden die in den Zeilen 3 - 34 beshriebenen Shritte dannsolange wiederholt, bis ein zulässiger Zielstapel gefunden ist.Mit dem beshriebenen Umstapelalgorithmus ist es nun möglih, geeigneteZielstapelvorshläge für umzustapelnde Waben zu generieren. Des Weiterenkönnen die aufgrund des Umstapelns eventuell erforderlihen Wartezeiten derWaben bezüglih des Ofeneintritts nun explizit in der Bewertung der jewei-ligen Reihenfolge berüksihtigt werden. Dies erfordert eine Erweiterung derOfensimulation. Die Umsetzung wird im späteren Unterkapitel 6.3.3 im Detailpräsentiert und erläutert.6.3.2 Der Einuss nahgelagerter ProzesseNeben der Stapelproblematik als vorgelagertem Prozess, wird der Ofen bzw.dessen Fahrweise auh noh von vershiedenen nahgelagerten Prozessen be-einusst. Zum einen zählt hierzu das erforderlihe Abkühlen der Waben aufdem Ofenauslaufrollgang. Zum anderen können die manhen Waben nahgela-gerten Brennshritte bzw. die Kapazität der hierfür benötigten Brennanlageneinen Einuss auf den Ofendurhsatz ausüben. Im Folgenden werden beideAspekte näher erläutert.Das Abkühlen auf dem OfenauslaufrollgangDas Abkühlen der Waben auf dem Ofenauslaufrollgang ist weniger der Wär-mebehandlung an sih, als vielmehr der Tatsahe geshuldet, dass zu heiÿeWaben niht magnetish sind und demnah vom Kran niht aufgenommenwerden können. So kann eine Wabe den Auslaufrollgang erst verlassen, sobaldihre Kerntemperatur unter 500 ◦C gefallen ist. Es besteht zwar auh die Mög-lihkeit, die Waben über eine Fähre abzuführen, jedoh steht diese häug nihtzur Verfügung, sodass diese Option im Folgenden vernahlässigt wird.Das zeitweise Verweilen der Waben auf dem Ofenauslaufrollgang kann in be-
166stimmten Fällen zu zusätzlihen Wartezeiten vor dem Ofeneingang führen. Ei-ne derartige Situation wird in Abbildung 6.12 veranshauliht. Man betrahtedie Waben 1 und 2. In der dargestellten Situation liegt Wabe 1 auf dem Ofen-auslaufrollgang. Sie ist zum Zeitpunkt t = 30 in den Ofen ein- und zum Zeit-punkt t = 315 aus dem Ofen ausgefahren. Da sie mindestens 30min auf demAuslaufrollgang abkühlen muss, kann sie diesen folglih frühestens zum Zeit-punkt t = 345 verlassen. Ohne Berüksihtigung der Abkühldauer von Wabe 1,hätte Wabe 2 zum Zeitpunkt t = 325 und damit direkt 10min nah Wabe 1 ausdem Ofen ausfahren können. Zu diesem Zeitpunkt wäre Wabe 1 jedoh nohniht ausreihend abgekühlt. Da die Kapazität des Auslaufrollgangs niht fürbeide Waben ausreiht, kann Wabe 2 folglih erst zum Zeitpunkt t = 345 aus-fahren. Entsprehend hätte sie dann auh erst zum Zeitpunkt t = 60 einfahrendürfen.Anhand des Beispiels lässt sih erkennen, dass die voraussihtlihe Situati-on am Ofenauslaufrollgang bereits bei der Ermittlung des frühestmöglihenEinfahrzeitpunkts einer Wabe innerhalb der Simulation berüksihtigt werdenmuss. Aus diesem Grund wird mit FEZOARGj im Folgenden der Zeitpunkt be-zeihnet, zu dem Wabe j den Auslaufrollgang frühestens verlassen kann. Erberehnet sih wie folgt:




j , 500) , ∀j ∈ J, (6.9)wobei akdKj (tmpbeg ,tmpend) die Dauer bezeihnet, die der Kern von Wabe j be-nötigt, um von Temperatur tmpbeg auf Temperatur tmpend abzukühlen. Analogsei akdOj (tmpbeg ,tmpend) für die Abkühlung an der Oberähe deniert.
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Abbildung 6.12: Beispiel für Wartezeit durh niht ausreihend freieKapazität auf dem Ofenauslaufrollgang















0 600 1200 1800 2400 3000 3600 4200 4800 5400 6000 6600 7200Abbildung 6.13: Das Abkühlverhalten untershiedliher WabendikenBei dem in Abbildung 6.13 dargestellten Koordinatensystem ist auf der y-Ahse die Temperatur (in ◦C) und auf der x-Ahse die Zeit (in Sekunden)abgetragen. Das Abkühlverhalten von 50, 150 und 250mm diken Waben wirdentsprehend durh die Linien in violett, blau und grün repräsentiert, wobeidie durhgezogenen Linien auf die jeweiligen Kerntemperaturen und die gleih-farbig gestrihelten Linien auf die entsprehenden Oberähentemperaturenverweisen. Die rot gestrihelte Linie kennzeihnet zudem die Temperatur von500 ◦C, die für die Ermittlung der erforderlihen Abkühldauern maÿgebendist. Insbesondere beim Vergleih der Kerntemperaturverläufe ist festzustellen,dass die dünneren im Gegensatz zu den dikeren Waben anfangs sehr shnellabkühlen. Während eine 50mm dike Wabe bereits nah a. 12min von 700 ◦C
168auf 500 ◦C im Kern abgekühlt ist, benötigt eine 150mm dike Wabe dafür a.40min und eine 250mm Dike Wabe sogar a. 71min. Die Oberähen küh-len dagegen auh bei dikeren Waben relativ shnell ab und nähern sih erstmit fortshreitendem Abkühlverlauf den Temperaturen des Kerns an. Bei dendünneren Waben weihen Kern- und Oberähentemperatur nur geringfügigvoneinander ab.Mit der Einführung von FEZOARG können nun zukünftige Kapazitätsengpässeam Ofenauslaufrollgang frühzeitig erkannt und die gegebenenfalls erforderli-hen Wartezeiten entsprehend ermittelt werden. Die konkreten Shritte dies-bezüglih sind wiederum in der erweiterten Materialusssimulation des Ofenszu nden, welhe in Unterkapitel 6.3.3 vorgestellt wird.Die BrennanlagenWie bereits erwähnt, können auh die dem Ofen nahgelagerten Brennanla-gen einen Einuss auf die Fahrweise des Ofens ausüben. Viele der Waben,die den RHO3 durhlaufen, erfordern direkt nah der Wärmebehandlung einBrennshneiden aus fallender Hitze. Daraus folgt, dass die jeweiligen Wabennoh im warmen bzw. heiÿen Zustand auf einer Brennanlage bearbeitet wer-den müssen. Hierbei ist zu beahten, dass die Oberähentemperatur der Wabewährend des kompletten Brennshneidevorgangs niht unter die vorgegebeneBrennendtemperatur fallen darf.Die Brennendtemperaturen einer Wabe j (nahfolgend durh brtempj reprä-sentiert) liegen i. d.R. zwishen 50 und 300 ◦C. Ein Brennshnitt kann wenigeMinuten bis hin zu über zwei Stunden andauern. Diese Brenndauer einer Wabe
j sei im Folgenden mit brd j bezeihnet. Sie hängt insbesondere von den Wa-benmaÿen und dem erforderlihen Brennvorgang ab. Möglihe Brennvorgängesind z. B.:
• das Besäumen der Längskanten,
• das Shopfen der Wabenenden,
• das Längsteilen,
• das Querteilen,
• das Formteilshneiden oder
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• das Brennen von Probenoupons.Prinzipiell stehen dem Bereih, in dem sih auh der RHO3 bendet, zehnBrennportale zur Verfügung. Allerdings muss beahtet werden, dass die ausfallender Hitze zu brennenden Waben nur einen relativ kleinen Anteil an derGesamtmenge der dort zu brennenden Blehe ausmahen. Daher werden i. d.R.nur einige wenige (a. zwishen 1 und 3) Brennportale für das Brennen ausfallender Hitze bereitgestellt.Bezogen auf den Ofen, kann es durh die Berüksihtigung der Brennanlagen,bzw. derer Kapazitäten, zu der folgenden, in Abbildung 6.14 dargestellten Si-tuation kommen. Zusätzlih zu der bereits aus vorherigen Abbildungen be-kannten Ofendarstellung sind hier nun auh die Brennanlagen abgebildet, diefür das Brennen aus fallender Hitze vorgesehen sind. In der dargestellten Si-tuation betrit dies zwei Brennanlagen, wobei Wabe 1 aktuell in Brennanlage1 bearbeitet wird. Ihr Brennvorgang hat zum Zeitpunkt t = 300 begonnenund wird, aufgrund ihrer Brenndauer von 100min, zum Zeitpunkt t = 400abgeshlossen sein. Wabe 2 bendet sih aktuell auf dem Auslaufrollgang, vonwo sie zum Zeitpunkt t = 325 abgehoben werden kann. Für das Abheben, denTransport zu einer freien Brennanlage und das dortige Ablegen wird mit 10mineine relativ groÿzügige Puerzeit eingeräumt, sodass das Brennen von Wabe 2geplant zum Zeitpunkt t = 335 beginnen kann. Da Brennanlage 1 zu diesemZeitpunkt belegt ist, wird Wabe 2 auf Brennanlage 2 verplant. Für Wabe 3,die sih in der aktuellen Situation noh im Ofen bendet, diesen zum Zeit-
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Abbildung 6.14: Beispiel für Wartezeit aufgrund eines Engpasses an denBrennanlagen
170punkt t = 325 verlassen wird und zum Zeitpunkt t = 350 einer Brennanlagezugeführt werden müsste, steht dann jedoh keine freie Brennanlage mehr zurVerfügung. Ihr Brennvorgang könnte folglih frühestens zum Zeitpunkt t = 410(wieder tmin = 10min Puerzeit angenommen) auf Brennanlage 1 eingeleitetwerden. Rükgerehnet auf die Ofenzeiten von Wabe 3 folgt daraus, dass sieerst zum Zeitpunkt t = 125 hätte in den Ofen einfahren dürfen.In dem erläuterten Beispiel ergibt sih für Wabe 3 aufgrund eines Engpasses anden Brennanlagen eine Wartezeit von 60min hinsihtlih der Ofeneinfahrt. ImPrinzip kann das Warten auf eine freie Brennanlage auh nah der Ofenausfahrterfolgen, jedoh besteht dann die Gefahr, dass die Temperatur der Wabe voroder während des Brennvorgangs unter ihre Brennendtemperatur fällt. Ausdiesem Grund wird diese Option im Folgenden niht betrahtet.Abbildung 6.14 zeigt, dass für die Ermittlung eventuell erforderliher Warte-zeiten aufgrund von Brennanlagenengpässen zusätzlihe Planzeiten benötigtwerden. Demzufolge werden FAZB j und FEZB j eingeführt, wobei FAZB j denZeitpunkt bezeihnet, zu dem das Brennen von Wabe j frühestens beginnenkann. Dies ist prinzipiell zum Zeitpunkt FEZOARGj der Fall, wobei bereitserwähnt wurde, dass hier zusätzlih tmin = 10min Puerzeit für den Kran ein-geräumt werden. Von gröÿerer Bedeutung für die Ermittlung der Wartezeitenaufgrund von Brennanlagenengpässen ist mit FEZB j jedoh der frühestmögli-he Endzeitpunkt des Brennvorgangs von Wabe j. Er berehnet sih wie folgt:
FEZB j = FAZB j + brd j. (6.10)Neben den Waben, die im RHO3 angelassen und anshlieÿend gebrannt wer-den, stehen Engpässe an den Brennanlagen insbesondere mit den Waben inVerbindung, die den RHO3 nur durhlaufen, um für das Brennen vorgewärmtzu werden. Solhe, sogenannten Vorwärmer, müssen folglih prinzipiell nursoweit aufgeheizt werden, bis gewährleistet werden kann, dass der nahfolgen-de Brennvorgang noh bei Temperaturen über der Brennendtemperatur abge-shlossen sein wird. Die Zieltemperatur von Vorwärmern ist demnah indivi-duell zu ermitteln und vom Abkühlverhalten, der Brenndauer und der Brenn-endtemperatur der betroenen Wabe abhängig. Bislang trit der Steuermanndes RHO3 diese Entsheidung nah eigenem Ermessen. Die Zieltemperatur von




beg , (1 + ε) · brtempj) > brd j + t
min}. (6.11)Dabei steht tmpbeg für eine bestimmte, in T̄ enthaltene Starttemperatur, wobei
T̄ = {250, 260, ...540} gilt. Mit akdOj (tmpbeg , (1 + ε) · brtempj) ist dann dieDauer gegeben, die Wabe j benötigt, um an ihrer Oberähe von tmpbeg ◦Cauf ihre Brennendtemperatur abzukühlen. Der Parameter ε stellt in diesemZusammenhang einen Siherheitspuer dar, der im Folgenden grundsätzlihauf 0, 05 gesetzt wird.Da bestimmte Gefügeumwandlungen beim Vorwärmen vermieden werden sol-len, dürfen die entsprehenden Waben maximal bis 540 ◦C aufgeheizt werden.Zudem dürfen die Ofentemperaturen niht zu hoh sein. Aktuell werden Vor-wärmer, bis sie a. 170 ◦C erreiht haben, zunähst bei einer Ofentemperaturvon 630 ◦C aufgeheizt. Anshlieÿend werden die betroenen Temperaturzonenauf 580 ◦C heruntergeregelt. Diese Temperaturregelung erfordert eine Anpas-sung der Temperaturlükenberehnung für Vorwärmer. Da das Vorwärmen kei-ne rihtige Wärmebehandlung darstellt, fallen untershiedlihe Temperaturein-üsse hier niht so stark ins Gewiht, sodass zwishen zwei Vorwärmern i. d.R.eine Lüke von ftempl · 10m (also zwishen 6 und 10 m) gelassen wird. Wennallerdings eine anzulassende Wabe auf einen Vorwärmer folgt oder umgekehrt,so wird folgende Lükenberehnung vorgeshlagen:
templ j = max{|wbht
OfenVW1 − wbhtOfenj′ |, |wbht
OfenVW2 − wbhtOfenj′ |} · ftempl ,(6.12)wobei j einem Vorwärmer und j′ einer anzulassenden Wabe und gleihzeitig derVorgänger- bzw. Nahfolgerwabe von j entspriht. Zudem stellt wbhtOfenVW1(= 630 ◦C) die Ofentemperatur dar, die für einen Vorwärmer gilt, solange des-sen Temperatur weniger als 170 ◦C beträgt. Die anshlieÿend geltende Ofen-temperatur wird analog mit wbhtOfenVW2 (= 580 ◦C) bezeihnet.Abshlieÿend lässt sih festhalten, dass die Erweiterung des Blikwinkels aufdie Brennanlagen zusätzlihe Situationen liefert, in denen Waben über dieMindestwartezeit hinaus auf ihre Ofeneinfahrt warten müssen. Demnah istauh dieser Aspekt, zusammen mit den erforderlihen Anpassungen, in der
172aktuellen Materialusssimulation des Ofens zu integrieren.6.3.3 Anpassung der bestehenden Simulation undAnalyse der AuswirkungenWie bereits an mehreren Stellen angedeutet, bedarf es aufgrund der Einbezie-hung der erläuterten vor- und nahgelagerten Prozesse entsprehenden Anpas-sungen an der bisherigen Ofensimulation. Simulation-2 wird dieser Forderungnun gereht. Der Algorithmus stellt sih wie folgt dar:Algorithmus 10 Simulation-2Require: Wabenmenge J , wbhtOfenj , ovz j , lj , akdKj , akdOj , brd j mit j ∈ J,Stapelmenge S, folge, ftempl , templmin , tmin , AnzBREnsure: FAZO j, FEZOj , FEZOARGj , FEZB j mit j ∈ J, Cmax1: for p = 1, ..., n do2: ttrans = tu3: while folgep 6= s̄EZiel do4: all Umstapelalgorithmus5: aktualisiere Stapelmenge S6: ttrans += tu7: end while8: if p = 1 then9: templ folgep = 010: FAZO folgep = ttrans11: else12: if wbhfolgep = VW and wbh folgep−1 = VW then13: tmpd = 1014: else if wbh folgep = VW and wbh folgep−1 6= VW then15: tmpd = max{|630− wbhtOfenfolgep−1 |, |580− wbhtOfenfolgep−1 |}16: else if wbh folgep 6= VW and wbh folgep−1 = VW then17: tmpd = max{|wbhtOfenfolgep − 630|, |wbhtOfenfolgep − 580|}18: else19: tmpd = |wbhtOfenfolgep − wbhtOfenfolgep−1 |20: end if21: templ folgep = max{(tmpd · ftempl ), templmin}22: FAZO folgep = FAZO folgep−1 +max{tmin , ttrans}23: end if24: FEZO folgep = FAZO folgep + tmin + ovz folgep




+ tmin ≥ FEZO folgep then27: FAZO folgep += FEZOWOfen
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|WOfen |−135: end if36: WOfen ←WOfen \ {WOfen
|WOfen |




> FAZO folgep then43: wl folgep = FEZOWOfen
|WOfen |





|WOfen |−149: end if50: WOfen ←WOfen \ {WOfen
|WOfen |
}51: end while52: FAZO folgep += wl folgep53: FEZO folgep = FAZO folgep + tmin + ovz folgep54: end if55: lARGrest = lARG56: WARG = ()57: for q = 1, ..., p− 1 do58: if FEZOARGfolgeq > FEZO folgep + tmin then59: WARG ← WARG ∪ {folgeq}60: lARGrest −= lfolgeq + templmin61: end if62: end for63: while lARGrest < lfolgep do64: FEZO folgep = FEZOARGWARG
|WARG |
17465: FAZO folgep = FEZO folgep − tmin − ovz folgep66: lARGrest += lWARG
|WARG |
+ templmin67: WARG ←WARG \ {WARG|WARG |}68: end while69: FEZOARGfolgep = FEZO folgep + tmin + akdKfolgep(wbhtZielfolgep, 500)70: if brd folgep > 0 then71: WBR = ()72: for q = 1, ..., p− 1 do73: if FEZB folgeq > FEZOARGfolgep + tmin then74: WBR ← WBR ∪ {folgeq}75: end if76: end for77: if |WBR| = AnzBR then78: j∗ = argmin
j∈WBR
{FEZB j}79: FEZOARGfolgep = FEZB j∗80: FEZO folgep = FEZOARGfolgep − tmin − akdKfolgep(wbhtZielfolgep , 500)81: FAZO folgep = FEZO folgep − tmin − ovz folgep82: end if83: FEZB folgep = FEZOARGfolgep + tmin + brd folgep84: end if85: if |WOfen| = 0 then86: lOfenrest −= lfolgep − templ folgep87: else88: lOfenrest −= lfolgep89: end if90: WOfen ← WOfen ∪ {folgep}91: end for92: Cmax = FEZO folgenDie der Stapel- bzw. Umstapelproblematik geshuldeten Erweiterungen sindin den Zeilen 2 - 10, sowie in Zeile 22 zu nden. Mit ttrans wird die Zeitdauerbezeihnet, die der Kran voraussihtlih benötigt, um die betrahtete Wabe ausdem Lagerbereih zu entnehmen und shlieÿlih an den Ofen zu transportieren.Da diese Bereitstellungszeit mindestens tumin erfordert (für den Fall, dass diebetrahtete Wabe bereits freiliegt), wird ttrans zunähst grundsätzlih mit tuinitialisiert (Zeile 2). Falls die betrahtete Wabe jedoh zunähst freigelegtwerden muss, wird der in Algorithmus 9 beshriebene Umstapelalgorithmusaufgerufen, die entsprehende Umstapelaktion durhgeführt und ttrans um tuerhöht. Diese Shritte werden solange wiederholt, bis keine Wabe mehr über
175der betrahteten Wabe liegt und diese folglih entnommen werden kann. Da ausden erforderlihen Bereitstellungszeiten zusätzlihe Wartezeiten für den Ofenresultieren können, gilt es shlieÿlih noh die Initialisierung der geplantenOfeneinfahrzeitpunkte anzupassen (Zeilen 10 und 22).An dieser Stelle sei nohmals explizit auf einige Annahmen hingewiesen, dieder geshilderten Vorgehensweise bezüglih des Umgangs mit der Stapel- bzw.Umstapelproblematik zugrunde liegen. Zum einen handelt es sih hierbei, wieauh bei dem BRP und dem SSSP, um eine statishe Sihtweise, d. h. überdie Zeit im Lager neu ankommende Waben werden niht in Betraht gezo-gen. Dies ist relativ unrealistish, jedoh kaum zu ändern, da die Ankunftzukünftiger Waben niht genau genug vorherzusagen ist. Des Weiteren wirdbezüglih der geplanten Umstapelaktionen davon ausgegangen, dass das Ab-stapeln der Waben immer mittig auf dem betreenden Stapel erfolgt. Dies istin der Praxis für den Kranfahrer zwar nur shwer realisierbar, aber die einzigsinnvolle Annahme. Zudem liegt Simulation-2 die Annahme zugrunde, dassder Kranfahrer sih erst der Entnahme der nähsten Wabe widmet, wenn dieentsprehende Vorgängerwabe in den Ofen einfährt. Somit wird vernahlässigt,dass der Kranfahrer prinzipiell vorarbeiten bzw. vorsortieren könnte. Da derKranfahrer neben der Bereitstellung der Waben noh viele andere Aufgaben zubewerkstelligen hat und zudem nur über eingeshränkte Informationen bezüg-lih der geplanten Ofenreihenfolge verfügt, entspriht diese Annahme jedohweitestgehend der Realität.Neben der Umstapelproblematik werden in Simulation-2 nun auh Vorwärmerberüksihtigt. Wie bereits erläutert, ist diesbezüglih die Temperaturlüken-berehnung anzupassen. Die entsprehenden Änderungen sind dem Zeilenbe-reih 12 - 21 zu entnehmen, wobei tmpd als Hilfsvariable dient. Zudem wird derParameter wbhj eingeführt, um auf das Wärmebehandlungsverfahren von Wa-be j zu verweisen (VW = Vorwärmen, A = Anlassen). Das Kantenentspannenund das Eusionsglühen seien an dieser Stelle vernahlässigt.Die in den Zeilen 24 - 54 durhgeführten Shritte sind analog in Simulation-1vorzunden. Der Zeilenbereih 55 - 69 stellt dagegen wiederum eine Erweite-rung dar. Hier werden die Wartezeiten ermittelt, die gegebenenfalls eingehaltenwerden müssen, um zukünftige Kapazitätsengpässe am Ofenauslaufrollgang zu
176verhindern. Zunähst wird die Kapazität bzw. Restkapazität des Auslaufroll-gangs lARGrest mit dessen Gesamtlänge (lARG = 30000) gleihgesetzt (Zeile 55).Zudem wird die geordnete Menge WARG als leere Menge initialisiert (Zeile56). Dieser wird anshlieÿend jede Wabe zugeordnet, die sih zum Zeitpunktder bisher geplanten Ofenausfahrt der betrahteten Wabe noh auf dem Aus-laufrollgang bendet (Zeilen 57 - 62). Dabei wird gleihzeitig die zu diesemZeitpunkt zur Verfügung stehende Restkapazität des Auslaufrollgangs ermit-telt. Falls diese niht ausreiht, um die betrahtete Wabe aufzunehmen, mussgewartet werden, bis die nähste Wabe den Auslaufrollgang verlässt. Die Ofen-fahrzeiten der betrahteten Wabe sowie lARGrest undWARG sind dementsprehendanzupassen. Dieses Vorgehen wird solange wiederholt, bis der Auslaufrollgangüber ausreihend Kapazität verfügt (Zeilen 63 - 68). Aus dem ermittelten Ofen-ausfahrzeitpunkt ergibt sih shlieÿlih der frühestmöglihe Zeitpunkt, zu demdie betrahtete Wabe den Ofenauslaufrollgang verlassen wird (Zeile 69).Die zusätzlihe Berüksihtigung der Brennanlagenkapazitäten (Zeilen 70 - 84)verläuft auf ähnlihe Weise, wobei diese Shritte nur erforderlih sind, wenn diebetrahtete Wabe nah ihrer Wärmebehandlung aus fallender Hitze gebranntwerden soll. Zunähst wird analog zu WARG eine geordnete Menge WBR ein-geführt und als leere Menge initialisiert (Zeile 71). Im Anshluss wird dieserMenge wiederum jede Wabe zugeordnet, die sih zum Zeitpunkt des bisher ge-planten Verlassens des Auslaufrollgangs der betrahteten Wabe noh auf einerBrennanlage bendet (Zeilen 72 - 76). Im folgenden Shritt wird geprüft, ob zudiesem Zeitpunkt alle Brennanlagen belegt sind, wobei AnzBR die vorgegebe-ne Anzahl prinzipiell zur Verfügung stehender Brennanlagen bezeihnet (Zeile77). Sollte dies der Fall sein, so wird zunähst die Wabe j∗ ermittelt, derenBrennvorgang als nähstes beendet sein wird (Zeile 78). Diesem Zeitpunkt ent-sprehend, müssen dann die Planzeiten FEZOARG , FEZO und FAZO für diebetrahtete Wabe aktualisiert werden (Zeilen 79 - 81). In Zeile 83 wird dannshlieÿlih der Zeitpunkt ermittelt, zu dem der Brennvorgang der betrahtetenWabe frühestens abgeshlossen sein wird. Der restlihe Zeilenbereih 85 - 92entspriht gleihermaÿen den bereits aus Simulation-1 bekannten, abshlieÿen-den Berehnungen.Wie bereits bei der Einführung der Verband- bzw. der Hollomon-Fahrweisesollen auh die isolierten Auswirkungen der neuen Materialusssimulation des
177Ofens anhand einiger Rehentests demonstriert werden. Hierzu werden zumeinen wiederum die Datensätze dat3 - dat30 herangezogen. Da diese jedoh nuranzulassende Waben beinhalten und eine Erweiterung aus Simulation-2 darinbesteht, Vorwärmer zu berüksihtigen, werden mit den Datensätzen dat10 vw ,
dat16 vw und dat25 vw zum anderen drei weitere Datensätze eingeführt, welheausshlieÿlih Vorwärmer beinhalten. Zudem sei darauf hingewiesen, dass allenTestrehnungen hinsihtlih der Stapelbedingungen folgende Parameterwertezugrunde liegen:
deltal = 0, 6 deltal+ = 0, 05
deltab = 0, 9 deltab+ = 0, 075
deltad = 5000 deltad+ = 50
xmin = 500 ymin = 1000Die Ergebnisse der Testrehnungen für die Datensätze dat3 - dat30 unter An-nahme von ftempl = 1000 und AnzBR = 2 sind in Tabelle 6.8 zusammengefasst.Dabei sind sowohl die Ergebnisse der Rule-based Sorting-Heuristik als auh diedes HTFSPD-Branh&Bound -Verfahrens jeweils für beide Bewertungsmetho-den einander gegenübergestellt.Der Vergleih zeigt, dass sih die für den Ofen relevanten vor- und nahgela-gerten Prozesse, insbesondere bei den etwas gröÿeren Datensätzen, erheblihTabelle 6.8: Vergleih der Rehenergebnisse für Simulation-2(mit ftempl = 1000 und AnzBR = 2)Simulation-1 Simulation-2Daten- RBS BB-PFDN RBS BB-PFDNsatz Cmax Cmax Gap Zeit Cmax Cmax Gap Zeitdat3 548 548 0.00 < 1.00 554 551 0.00 < 1.00dat5 846 846 0.00 < 1.00 980 849 0.00 < 1.00dat8 704 614 0.00 < 1.00 710 620 0.00 < 1.00dat10 713 656 0.00 < 1.00 744 721 0.00 20.56dat12 931 885 0.00 135.66 1079 929 0.00 5742.91dat15 871 843 0.00 267.43 1171 919 31.77 18000.00dat20 920 920 46.74 451.71∗ 1721 1176 100.00 18000.00dat30 1311 1306 54.82 18000.00 2793 2279 100.00 18000.00
∗Abbruh aufgrund des Speiherplatzbedarfs
178auf den Ofendurhsatz auswirken. So ergibt sih beispielsweise für Datensatzdat30 bei Anwendung der Rule-based Sorting-Heuristik mit Simulation-2 eineGesamtfertigstellungszeit, die mehr als doppelt so hoh ist, wie die entspre-hend mit Simulation-1 bewertete Lösung. Es sei darauf hingewiesen, dass indiesem Fall sogar identishe Reihenfolgen zugrunde liegen. Auh die Ergebnissedes HTFSPD-Branh&Bound -Verfahrens weihen bezogen auf die verwendeteBewertungsmethode teilweise stark voneinander ab. Ausshlaggebend für diereine Reihenfolgeoptimierung ist nun jedoh, ob auh die ermittelten Reihen-folgen voneinander abweihen. Diesbezüglih sei darauf hingewiesen, dass dies,auÿer bei den kleineren Datensätzen (dat3 - dat8 ), immer der Fall war. Daherist Simulation-2 als Bewertungsgrundlage Simulation-1 vorzuziehen.Eine weitere Beobahtung, die aus den Ergebnissen zu entnehmen ist, bestehtdarin, dass Simulation-2 jetzt auh ein höheres Optimierungspotential liefert.So liegt die Lösung der Rule-based Sorting-Heuristik z. B. bei Datensatz dat12nun um a. 16% von der optimalen Lösung entfernt. Bei Simulation-1 warenes dagegen lediglih a. 5%. Mit der Wahl von Simulation-2 sheint somit auhdie Komplexität der Reihenfolgebildung zuzunehmen. Es gilt jedoh auh zubeahten, dass Simulation-2 längere Rehenzeiten als Simulation-1 erfordert.Für ftempl = 600 ergeben sih die in Tabelle 6.9 abgebildeten Ergebnisse. Auhhier lassen sih die gleihen, bereits erläuterten Beobahtungen ableiten. DasTabelle 6.9: Vergleih der Rehenergebnisse für Simulation-2(mit ftempl = 600 und AnzBR = 2)Simulation-1 Simulation-2Daten- RBS BB-PFDN RBS BB-PFDNsatz Cmax Cmax Gap Zeit Cmax Cmax Gap Zeitdat3 417 417 0.00 < 1.00 458 420 0.00 < 1.00dat5 846 846 0.00 < 1.00 980 849 0.00 < 1.00dat8 612 543 0.00 < 1.00 736 572 0.00 2.04dat10 703 605 0.00 < 1.00 852 659 0.00 41.88dat12 768 723 0.00 21.70 930 787 0.00 1272.34dat15 798 778 0.00 688.89 1136 878 33.03 18000.00dat20 900 759 37.55 514.07∗ 1721 1135 100.00 18000.00dat30 1303 1197 44.44 18000.00 2793 2279 100.00 18000.00
∗Abbruh aufgrund des Speiherplatzbedarfs
179Optimierungspotential gegenüber der Rule-based Sorting-Heuristik ist sogarnoh ein wenig höher als bei ftempl = 1000.Da Vorwärmer mit Simulation-1 niht berüksihtigt werden können, ist dies-bezüglih kein direkter Vergleih zwishen den beiden Bewertungsmethodenmöglih. Um dennoh den Einuss von Vorwärmern zu demonstrieren, werdenfür die Datensätze dat10 vw , dat16 vw und dat25 vw jeweils drei Testrehnungenmit untershiedlihen Vorgaben für AnzBR (2, 4 und 6) durhgeführt. Die mit
ftempl = 1000 erzielten Ergebnisse sind in Tabelle 6.10 dargestellt.Tabelle 6.10: Vergleih der Rehenergebnisse für Vorwärmer(mit Simulation-2 und ftempl = 1000)Daten- RBS BB-PFDNsatz AnzBR Cmax Cmax Gap Zeit2 499 386 0.00 845.84
dat10 vw 4 343 274 0.00 322.666 320 274 0.00 317.372 872 792 100.00 18000.00
dat16 vw 4 602 419 100.00 18000.006 602 329 100.00 18000.002 1504 1292 100.00 18000.00
dat25 vw 4 1354 906 100.00 18000.006 1354 870 100.00 18000.00Man stellt fest, dass nur Datensatz dat10 vw innerhalb des vorgegebenen Zeit-rahmens optimal gelöst werden konnte. Trotzdem zeigt sih auh hier wiederumein groÿes Optimierungspotential gegenüber der Rule-based Sorting-Heuristik.Aus der Tatsahe, dass die optimalen Gesamtfertigstellungszeiten mit steigen-dem AnzBR weiter abnehmen, lässt sih weiterhin folgern, dass die Kapazitätder Brennanlagen häug eher einen Engpass darstellt als die des Ofens. DieserEekt ist bei Vorwärmern stärker ausgeprägt als bei anzulassenden Waben, dadie Ofenverweilzeiten beim Vorwärmen i. d.R. wesentlih kürzer sind als beimAnlassen und teilweise sogar unter den jeweils erforderlihen Brennzeiten lie-gen.Auh für die Vorwärmer werden die Testrehnungen wieder mit der Vorgabe
ftempl = 600 wiederholt. Tabelle 6.11 zeigt die erzielten Ergebnisse. Sie stützen
180 Tabelle 6.11: Vergleih der Rehenergebnisse für Vorwärmer(mit Simulation-2 und ftempl = 600)Daten- RBS BB-PFDNsatz AnzBR Cmax Cmax Gap Zeit2 499 386 0.00 852.59
dat10 vw 4 343 252 0.00 133.576 297 252 0.00 87.142 872 792 100.00 18000.00
dat16 vw 4 602 419 100.00 18000.006 602 306 100.00 18000.002 1504 1292 100.00 18000.00
dat25 vw 4 1354 872 100.00 18000.006 1354 809 100.00 14201.20∗
∗Abbruh aufgrund des Speiherplatzbedarfsdie Aussage, dass die Brennanlagen häug den Engpass darstellen. So ergebensih für AnzBR = 2 die identishen Ergebnisse wie zuvor in Tabelle 6.10 mit
ftempl = 1000. Erst wenn mehr Brennanlagen zur Verfügung stehen, beginnendie Ergebnisse zwishen beiden Tabellen abzuweihen. Aufgrund der kleine-ren Temperaturlüken, liegen die Gesamtfertigstellungszeiten bei ftempl = 600dann leiht unter den entsprehend mit ftempl = 1000 resultierenden Zeiten.Es ist festzuhalten, dass mit Simulation-2 nun eine Bewertungsmethode vor-liegt, die im Vergleih zu Simulation-1 eine zwekgerihtetere Reihenfolgeop-timierung des Ofens gewährleistet. Neben der reinen Optimierung bringt dieseBewertungsmethode jedoh noh weitere Verbesserungen mit sih. Mit demUmstapelalgorithmus als Nebenprodukt ist beispielsweise ein Verfahren inte-griert worden, welhes gezielt Zielvorshläge für umzustapelnde Waben gene-riert und somit den Kran um einige Umstapelaktionen entlastet. Des Weiterenkönnen für Vorwärmer nun auh Zieltemperaturen rükgerehnet werden, diedem Ofensteuermann als Rihtwert dienen, um die entsprehenden Waben aus-reihend aufzuheizen.Es hat sih herausgestellt, dass die Verwendung von Simulation-2, ebenso wiedie Einbindung der Verband- und der Hollomon-Fahrweise, eine Erweiterunggegenüber der in Kapitel 5 vorgestellten Problematik darstellt. Während dieParallel-Fahrweise durh dessen Entkopplung jedoh eher in einer Problemre-




Das folgende Kapitel setzt die einzelnen, in den vorangegangenen Kapiteln er-läuterten Teilprobleme zusammen und befasst sih mit der Konzeption einesgesamtheitlihen Lösungsverfahrens. Unterkapitel 7.1 shildert Idee, Aufbauund Struktur des vorgeshlagenen Verfahrens, ehe dessen einzelne Bausteinein den darauolgenden Unterkapiteln im Detail erläutert werden. So widmetsih Unterkapitel 7.2 zunähst dem eigentlihen Kern des gesamtheitlihen Lö-sungskonzepts, den eine hybride Metaheuristik bildet. Daraufhin befasst sihUnterkapitel 7.3 mit der Problematik, welhe Anpassungen erforderlih sind,um den sogenannten Online-Aspekt zu berüksihtigen. Anshlieÿend wird inUnterkapitel 7.4 eine Optimierung der Temperaturlükenvorgaben vorgestellt.Da beide Aspekte aus den Unterkapiteln 7.3 und 7.4 die Bewertungsmethodebetreen bzw. darin zu integrieren sind, widmet sih Unterkapitel 7.5 zum Ab-shluss der Beshreibung einer wiederum erweiterten Materialusssimulationdes Ofens.
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1847.1 Idee, Aufbau und StrukturEin ezientes Lösungskonzept für die vorliegende Problemstellung erfordertdie Zusammenführung der bislang meist separat betrahteten Teilprobleme.Hierbei gilt es, sowohl voneinander unabhängige Teilprobleme ausndig zumahen, als auh bestehende Interdependenzen zu ermitteln. So wurde bereitsin Kapitel 6 festgestellt, dass die Verband-Fahrweise nur indirekt bzw. einseitigmit der reinen Reihenfolgeoptimierung verbunden ist, während zwishen derHollomon-Fahrweise und der reinen Reihenfolgeoptimierung eine direkte bzw.wehselseitige Beziehung besteht. Diese Beziehungen sind für das gesamtheit-lihe Lösungskonzept dahingehend entsheidend, dass sie Aufshluss darübergeben, welhe Teilprobleme sequentiell und welhe simultan zu lösen sind.Wie bereits das in Kapitel 5.4.2 vorgestellte Branh&Bound -Verfahren (vgl. Al-gorithmus 5) basiert auh das im Rahmen der vorliegenden Arbeit erarbeitete,gesamtheitlihe Lösungsverfahren auf der Kopplung von Simulation und Opti-mierung. Das Gesamtkonzept lässt sih anhand von Abbildung 7.1 erläutern.In einem ersten Shritt wird mit der WBH-Blokbildung eine Problemzerle-gung vorgenommen, die darin besteht, die vershiedenen Waben zunähst hin-sihtlih ihres Wärmebehandlungsverfahrens in Gruppen (WBH-Blöke) ein-zuteilen. Die anshlieÿende Reihenfolgeoptimierung wird für alle Blöke sepa-rat durhgeführt. Der Hintergedanke dieser Vorgehensweise ist, dadurh dieKomplexität der Gesamtproblematik zu reduzieren. Da die Temperaturen undOfenverweilzeiten zwishen den einzelnen Wärmebehandlungsverfahren z. T.stark voneinander abweihen, ist es sehr unwahrsheinlih, dass häuge Ver-fahrenswehsel zu einem hohen Gesamtdurhsatz führen. Aus diesem Grundersheint die WBH-Blokbildung als gerehtfertigt. Für die Reihenfolge, in derdie einzelnen WBH-Blöke abgearbeitet werden, sind die Sollproduktionswo-hen der Waben entsheidend. Es wird folgende Sortierregel vorgeshlagen:
• Ermittle für jeden WBH-Blok die Wabe mit der kleinsten Sollproduk-tionswohe und sortiere die Blöke anshlieÿend aufsteigend nah dieserkleinsten Sollproduktionswohe.



















Abbildung 7.1: Gesamtheitlihes LösungskonzeptDer nähste Shritt besteht darin, die (VF)-Heuristik für den aktuell betrah-teten WBH-Blok auszuführen. Es sei darauf hingewiesen, dass Vorwärmerhier jedoh ausgeshlossen werden müssen, da nah dem Ofenaustritt einesVorwärmers ein möglihst shneller Transport auf eine Brennanlage siherzu-stellen ist. Im Falle mehrerer nebeneinander liegender Vorwärmer kann diesjedoh niht gewährleistet werden.Im darauolgenden Shritt beginnt die tatsählihe Reihenfolgeoptimierung.Wie die bisher durhgeführten Auswertungen (vgl. Kapitel 5 und 6) zeigen,kann das HTFSPD-Branh&Bound -Verfahren im Realbetrieb der DillingerHüttenwerke aufgrund zu langer Rehenzeiten niht eingesetzt werden. In Ka-pitel 4.3.2 wurden bereits vershiedene Metaheuristiken vorgestellt. Dabei wur-de zwishen einzellösungs- und populationsbasierten Metaheuristiken unter-shieden, wobei i. d. R. einzellösungsbasierte Heuristiken eher ein intensivesund populationsbasierte Heuristiken eher ein diversizierendes Suhverhalten
186aufweisen. Mit hybriden Metaheuristiken wird versuht die Vorteile beider Ver-fahrensgruppen auszushöpfen, indem man sie auf bestimmte Weise kombi-niert. In Talbi [83℄ werden diesbezüglih einige grundsätzlihe Konstellationenvorgeshlagen.Auh wenn Metaheuristiken prinzipiell als universell einsetzbar gelten, solltendie Eigenshaften der vorliegenden Problemstellung bei der Wahl des Verfah-rens immer in Betraht gezogen werden. Für Reihenfolgeprobleme empfehlenWang und Wu [96℄ beispielsweise die Verwendung eines genetishen Algorith-mus in Verbindung mit einer iterativen Nahbarshaftssuhe, welhe als ei-ne Art Lernprozess jeweils der Mutation nahfolgend durhgeführt wird. Fürdie dieser Arbeit zugrundeliegende Problemstellung wird ein ähnliher An-satz gewählt. Anstatt der iterativen Nahbarshaftssuhe, wird dagegen einTabu Searh (HTFSPD-TS) gewählt und in einen genetishen Algorithmus(HTFSPD-GA) integriert. Das kombinierte Verfahren wird als HTFSPD Hy-brid Geneti Algorithm (HTFSPD-HGA) bezeihnet und in Unterkapitel 7.2näher erläutert. An dieser Stelle sei jedoh bereits darauf hingewiesen, dassbeim HTFSPD-HGA die Optimierung der reinen Reihenfolge und der Hollo-mon-Fahrweise simultan erfolgt.In Kapitel 6.3.3 wurde mit Simulation-2 durh die Einbindung für den Ofenrelevanter, vor- und nahgelagerter Prozesse bereits eine Erweiterung der bisdahin geltenden Materialusssimulation des Ofens (Simulation-1 ) vorgestellt.Während der Implementierungsphase im Realbetrieb der Dillinger Hüttenwer-ke konnte jedoh festgestellt werden, dass weitere Anpassungen und Verbes-serungen an der Simulation bzw. Bewertungsmethode erforderlih sind, dieinsbesondere den sogenannten Online-Aspekt und die Temperaturlükenopti-mierung betreen. Beide Aspekte werden in den Unterkapiteln 7.3 und 7.4näher erläutert. Die durh deren Einbindung neu entstandene Bewertungsme-thode (Simulation-3 ) wird shlieÿlih in Unterkapitel 7.5 vorgestellt. Es seijedoh bereits erwähnt, dass sih die Betrahtung des Online-Aspekts nebender Reihenfolgebewertung auh direkt auf die WBH-Blokbildung auswirkt.

















Abbildung 7.2: Der HTFSPD-HGAAuf der anderen Seite geht eine zu starke Beshränkung der Rehenzeiten desHTFSPD-TS zulasten der erwünshten Suhintensivierung.Um die beiden dargelegten Szenarien möglihst zu vermeiden, empehlt es sih,dem HTFSPD-TS zwar ausreihend Rehenzeit für eine relativ intensive Suhezur Verfügung zu stellen, ihn jedoh niht in jeder Iteration des HTFSPD-GA,sondern nur in regelmäÿigen Abständen aufzurufen. Im Folgenden wird dieserTurnus mit turnusTS bezeihnet (d. h. der Lernprozess wird regelmäÿig jeweilsnah turnusTS Iterationen durhgeführt). Zudem wird immer nur eine Lösungaus der aktuellen Population des HTFSPD-GA dem Lernprozess unterzogen,wobei sih die Auswahl dieser Lösung an dessen Güte orientiert. In den nähs-ten beiden Unterkapiteln 7.2.1 und 7.2.2 werden die Abläufe des HTFSPD-GAund des HTFSPD-TS im Detail vorgestellt.7.2.1 Der genetishe Algorithmus (HTFSPD-GA)In Kapitel 4.3.2 wurde der grundlegende Ablauf genetisher Algorithmen be-reits grob geshildert. Mit ihrem auf Methoden und Erkenntnissen der biologi-
189shen Genetik, insbesondere der Evolutionstheorie, beruhenden Prinzip gehö-ren sie bis heute in der Literatur zu den meist verbreitetsten Metaheuristiken.Einen guten Ein- bzw. Überblik in dieses Feld bieten Sivanandam und Deepa[78℄, Eiben und Smith [34℄ sowie das Werk von Goldberg [42℄. Im Folgendenwerden die einzelnen Teilshritte eines genetishen Algorithmus sowie derenjeweilige Realisierung im HTFSPD-GA detailliert erläutert.Zunähst sind einige Begriihkeiten einzuführen. Im Zusammenhang mit ge-netishen Algorithmen spriht man des Öfteren von Populationen, Individuenund Generationen. In Kapitel 4.3.2 wurde eine populationsbasierte Metaheuris-tik bereits als eine auf mehreren Lösungen basierenden Heuristik deniert. Beigenetishen Algorithmen bezeihnet man eine einzelne Lösung i. d.R. als Indi-viduum. Je nah Problemstellung werden diese durh bestimmte Zeihenfolgenrepräsentiert. Bei einem wie in dieser Arbeit vorliegenden Reihenfolgeproblementspriht diese Zeihenfolge einer bestimmten Reihenfolge (beispielsweise ei-ner Produktionsreihenfolge). Ein Individuum ist somit als Lösungskandidat fürdie betrahtete Problemstellung zu verstehen, dessen Güte mit Hilfe einer Be-wertungsfunktion ermittelt wird. Zudem gehört es immer einer aus mehrerenIndividuen bestehenden Population an. Da mit jeder Iteration neue Indivi-duen entstehen und alte verworfen werden, ist eine Population im Laufe desVerfahrens regelmäÿigen Änderungen unterworfen. Eine zu einem bestimmtenZeitpunkt vorliegende Population wird daher auh als Generation bezeihnet.Auh wenn sie sih als universell einsetzbar erweisen, so ist die Ezienz einesgenetishen Algorithmus sowohl von der Wahl der in den jeweiligen Phasenangewandten Verfahren bzw. Operatoren, als auh von deren Parametrierungabhängig. Mit diesen Steuerungselementen lässt sih dann auh das Suhver-halten beeinussen. Im Folgenden werden die Verfahren, die beim HTFSPD-GA zum Einsatz kommen, näher vorgestellt. Zudem wird auf deren Bedeutungund auf aus der Parameterwahl jeweils resultierende Auswirkungen hingewie-sen.InitialisierungBereits dem ersten Shritt eines genetishen Algorithmus, der Initialisierungder ersten Population, kommt eine wihtige Rolle zu. Zunähst ist die Popula-
190tionsgröÿe, also die Anzahl an Individuen, die eine Population enthalten soll,festzulegen. Dabei ist zu beahten, dass eine zu kleine Population die Gefahreiner vorzeitigen Konvergenz erhöht, d. h. die Individuen sih so sehr ähneln,dass das Verfahren in einem lokalen Optimum verharrt. Je gröÿer die Popula-tion, desto eher lässt sih diese Gefahr vermeiden bzw. verzögern. Andererseitskann eine zu groÿe Population kostbare Rehenzeit vershwenden.In der Literatur werden vershiedene Populationsgröÿen vorgeshlagen. Gene-rell herrsht jedoh Einigkeit darüber, dass diese Gröÿe problemspezish fest-zulegen ist. Es ist ebenfalls denkbar, die Populationsgröÿe variabel zu gestalten,d. h. sie im Laufe des Verfahrens regelmäÿig anzupassen. Das HTFSPD-GAarbeitet, wie die meisten genetishen Algorithmen, jedoh mit einer über alleIterationen xen Populationsgröÿe.Neben der Anzahl zu initialisierender Individuen ist auh die Art und Weiseder Initialisierung von groÿer Bedeutung. So könnten prinzipiell alle Individuenzufällig erzeugt werden. Dies hat den Vorteil den Suhraum möglihst weiträu-mig zu gestalten, birgt jedoh die Gefahr, dass es, wenn überhaupt, sehr langedauert, bis gute Lösungen gefunden werden. Es empehlt sih daher, zumin-dest einige Individuen der ersten Population mit bestimmten Startheuristikenzu initialisieren. Es sollte sih dabei um einfahe, shnelle Verfahren handeln,da die Initialisierung sonst zu viel Rehenaufwand benötigt. Um auh hierwiederum die Gefahr einer vorzeitigen Konvergenz zu vermeiden, sollte einGroÿteil der ersten Population jedoh auh aus zufällig erzeugten Individuenbestehen.Im Folgenden wird eine Population durh die Menge Pop repräsentiert. Mit
Popit wird dementsprehend die nah it Iterationen vorliegende Populationbezeihnet, was der it-ten Generation entspriht. Auf die einzelnen Individuenwird dann mit Popitind verwiesen, wobei ind = 1, ..., |Popit | gilt und |Popit |somit die Populationsgröÿe kennzeihnet. Ein Individuum ind repräsentierteinerseits eine bestimmte Wabenreihenfolge folge ind . Um auh die Hollomon-Fahrweise zu integrieren, werden jeder Reihenfolgeposition p = 1, ..., n zudembestimmte Temperatur-Zeit-Kombinationen zfolge indp zugeordnet, die einen Wertzwishen 0 und dem vorgegebenen zmax annehmen können.An die bisherigen Erläuterungen shlieÿt sih nun die Beshreibung der kon-
191Tabelle 7.1: Vier Sortierverfahren zur Initialisierung des HTFSPD-GASort-1 Sort-2 Sort-3 Sort-4
wbht ↑ (1) ↓ (1) ↑ (2) ↓ (2)
ovz ↑ (2) ↑ (2) ↑ (1) ↑ (1)
lvo ↑ (3) ↑ (3) ↑ (3) ↑ (3)kreten Initialisierung des HTFSPD-GA an. Zunähst kommen vier einfaheSortierverfahren zum Einsatz, die in Tabelle 7.1 zusammengefasst sind. Eshandelt sih um die Verfahren Sort-1, Sort-2, Sort-3 und Sort-4, denen allendie Sortierkriterien wbht , ovz und lvo gemein sind, wobei lvoj auf die Positionverweist, welhe Wabe j im Stapel einnimmt (Lage von oben im Stapel). DieVerfahren untersheiden sih lediglih in Rihtung und Reihenfolge der Sor-tierung. Auf die Sortierrihtung weisen die Pfeile hin. Die Sortierreihenfolgeergibt sih aus den daneben in Klammern dargestellten Zahlen. Für Sort-1ergibt sih damit als erstes Kriterium eine aufsteigende Sortierung nah wbhtund als zweites Kriterium eine aufsteigende Sortierung nah ovz . Bei Sort-4 wird dagegen zunähst aufsteigend nah ovz und anshlieÿend absteigendnah wbht sortiert. Die aufsteigende Sortierung nah lvo als drittes Kriteriumist allen Verfahren gemein. Es wird darauf hingewiesen, dass Sort-1 und Sort-2(abgesehen von der Sortierung nah lvo) Bestandteil der (RBS)-Heuristik (vgl.Algorithmus 1) sind.Der HTFSPD-GA sieht vor, jeweils ein Individuum mit einem der vier Sor-tierverfahren zu initialisieren. Aus bereits erläuterten Gründen werden zudem96 Individuen zufällig erzeugt, sodass für die Populationsgröÿe |Pop0| = 100gilt. Abshlieÿend sei erwähnt, dass die dargelegte Initialisierung nur die Wa-benreihenfolgen folge ind (mit ind = 1, ..., |Pop0|) der Individuen betreen.Die Temperatur-Zeit-Kombinationen der Waben werden bei jedem Individu-um zunähst mit ihren ursprünglihen Vorgaben initialisiert, d. h. für alle
ind = 1, ..., |Pop0| und p = 1, ..., n gilt zfolge indp = 0.BewertungDie Bewertung bildet im Prinzip den einzigen problemspezishen Shrittklassisher genetisher Algorithmen. Bezüglih der dieser Arbeit zugrunde-
192liegenden Problemstellung wurde bereits ausführlih auf entsprehende Be-wertungsmethoden hingewiesen. Prinzipiell können sowohl Simulation-1 alsauh Simulation-2 oder die in Kapitel 7.5 noh vorzustellende Simulation-3im HTFSPD-GA verwendet werden. Als Bewertungsgrundlage dient in allenFällen der Gesamtfertigstellungszeitpunkt Cmax . Bei der Wahl der Bewertungs-methode sollte allerdings immer auh auf die jeweiligen Rehenzeiten geahtetwerden, da ein genetisher Algorithmus regelmäÿig und sehr häug auf Bewer-tungen angewiesen ist.SelektionDie Selektion beinhaltet die Auswahl der Individuen, die überleben, d. h. indie nähste Generation übernommen werden sollen und somit prinzipiell fürdie anshlieÿenden Shritte der Rekombination und Mutation in Frage kom-men. Die Überlebenswahrsheinlihkeiten orientieren sih dabei i. d. R. an demSurvival of the ttest Prinzip. Demnah werden gute Individuen bei der Selek-tion bevorzugt behandelt, in der Honung durh Weitervererbung der gutenGene bzw. Bestandteile bei der anshlieÿenden Rekombination möglihst nohbessere Individuen zu generieren.Die Wahl der Selektionsstrategie hat einen groÿen Einuss auf das Suhver-halten eines genetishen Algorithmus. Je höher der Selektionsdruk, d. h. jeeher die besseren Individuen überleben, desto eingeshränkter gestaltet sihder Suhraum. Umgekehrt bewirkt ein geringerer Selektionsdruk ein weiträu-migeres Suhverhalten. Auf Vor- und Nahteile beider Aspekte wurde bereitseingegangen.In der Literatur (siehe z. B. Sivanandam und Deepa [78℄) nden sih vershie-dene klassishe Selektionsverfahren wie beispielsweise Roulette Wheel Sele-tion, Rank Seletion, Tournament Seletion oder Boltzmann Seletion. Fürden HTFSPD-GA wird dagegen eine Variante des von Kari [53℄ vorgeshlage-nen Verfahrens verwendet, welhes auf dem Fortpanzungsprinzip von Bienen-shwärmen basiert. Das Paarungsverhalten von Bienen ist meist so gestaltet,dass sih die Bienenkönigin mit mehreren Drohnen paart. Bezogen auf dieSelektion eines genetishen Algorithmus bedeutet dies, dass das beste Indi-viduum einer Generation (die Bienenkönigin) jeweils mit einem anderen In-
193dividuum rekombiniert wird. Eine derartige Selektionsmethode shränkt denSuhraum dahingehend ein, dass die bei der Rekombination erzeugten Indi-viduen immer bestimmte Bestandteile mit der Bienenkönigin gemein haben.Für viele Problemstellungen wäre diese Selektionsmethode, die im Folgendenals Bienen-Selektion bezeihnet wird, wahrsheinlih eine zu starke Einshrän-kung, für das HTFSPD erweist sie sih jedoh als gut geeignet. Grund ist dieTatsahe, dass gute Lösungen beim HTFSPD immer einem aufsteigenden oderabsteigenden Temperaturverlauf zumindest ähneln. Es kann aufgrund der Exis-tenz der Temperaturlüken niht sinnvoll sein häug zwishen Temperaturenhin und her zu springen. Aufgrund dieser Problembeshaenheit lässt sih derSuhraum hier relativ früh eingrenzen und demzufolge der Einsatz der Bienen-Selektion rehtfertigen. Für weitere Ansätze und Ideen, die im Zusammenhangmit Optimierungsverfahren und dem Verhalten von Bienenshwärmen stehen,sei auf die Studie von Karaboga und Akay [52℄ verwiesen.Nah den bisherigen Erläuterungen lässt sih die Selektion des HTFSPD-GAnun im Detail zusammenfassen. Da das jeweils beste Individuum der aktuellenGeneration immer als ein Elternpaar feststeht, sind nur noh die restlihen
|Popit |
2
Elternpaare auszuwählen. Hierzu wird eine Turnierselektion (Tourna-ment Seletion) angewandt, die sih wie folgt darstellt:1. Wähle zufällig tsizeGA Individuen aus der aktuellen Generation (die Bie-nenkönigin ist niht erlaubt).2. Speihere das Individuum mit der besten Güte in einem Selektionspool.3. Falls der Selektionspool weniger als |Popit |
2
Individuen enthält, fahre mit1. fort, ansonsten ist die Selektion beendet.Bei diesem Verfahren treten somit immer tsizeGA Individuen gegeneinanderan, wobei nur jeweils das beste in den Selektionspool aufgenommen wird unddamit einen Elternteil für die Rekombination bildet. Der Parameter tsizeGA,der auh als Turniergröÿe bezeihnet wird, dient demnah als Werkzeug zurSteuerung des Selektionsdruks. Da dieser durh die Bienenkönigin-Selektionbereits reht hoh ist, wird tsizeGA = 2 empfohlen.
194RekombinationIm Anshluss an die Selektion erfolgt die Rekombination (engl. Crossover) derausgewählten Elternteile. Dabei werden jeweils zwei Elternteile auf bestimmteWeise miteinander gekreuzt, wodurh i. d.R. zwei neue Individuen (Kinder)entstehen. Die Rekombination stellt somit eine Art Informationsaustaush dar.Die meisten Rekombinationsoperatoren, die in der Literatur vertreten sind, ar-beiten mit sogenannten rossover-points, deren Auswahl zufallsbasiert erfolgt.Diese rossover-points dienen als Anhaltspunkte für die darauolgende Kreu-zung und bestimmen somit, welhe Gene bzw. Bestandteile eines Elternteilsvererbt werden. Bei der Wahl des Rekombinationsoperators ist darauf zu ah-ten, dass niht alle Verfahren auf jede Problemstellung anwendbar sind. Somuss bei Reihenfolge-bzw. Permutationsproblemen beispielsweise gewährleis-tet sein, dass infolge der Kreuzung keine unzulässigen Individuen entstehen. Inder Literatur haben sih daher spezishe Rekombinationsoperatoren für dieseProblemklasse herausgebildet.Kellegöz, Toklu und Wilson [54℄ haben die bekanntesten Rekombinationsope-ratoren für Reihenfolgeprobleme auf ihre Ezienz hin untersuht, wobei einOne Mahine Total Weighted Tardiness Problem zugrunde gelegt wurde. Diefolgenden Verfahren wurden betrahtet:
• Position-based Crossover Operator,
• Order-based Crossover Operator,
• One Point Crossover,
• Cyle Crossover Operator,
• Order Crossover,
• Linear Order Crossover Operator,
• Partially Mapped Crossover Operator,
• Edge Reombination Crossover Operator,
• Two Point Crossover Operator (3 Varianten).Die besten Ergebnisse wurden mit demOrder-based Crossover Operator (OBX)und dem Position-based Crossover Operator (PBX) erzielt. Hinsihtlih derRehenzeiten ergaben sih nur geringfügige und somit vernahlässigbare Un-




1 2 3 4 5 6 7 8 9
2 3 5 4 1 9 8 7 6




1 2 3 4 5 6 7 8 9
2 3 5 4 1 9 8 7 6




1 2 3 4 5 6 7 8 9
2 3 5 4 1 9 8 7 6




1 2 3 4 5 6 7 8 9
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1 3 5 4 2 7 8 9 6Abbildung 7.4: Der Position-based Crossover Operator
196dann direkt an die jeweiligen Positionen in die Reihenfolge von Kind 2 über-tragen. Shlieÿlih werden die noh freien Positionen mit den noh in Elternteil2 existierenden Waben belegt, wobei sih die Einsatzreihenfolge nah der Rei-henfolge von Elternteil 2 rihtet. Die Erzeugung des zweiten Kindes erfolgtauh hier analog, wobei nun wiederum zunähst mit Elternteil 2 begonnenwird.Für den Einsatz im HTFSPD-GA müssen die beiden Operatoren aufgrund derExistenz der Hollomon-Fahrweise leiht angepasst werden. Es stellt sih näm-lih die Frage welhe z-Werte die neu erzeugten Individuen annehmen sollen,insbesondere wenn diese für gleihe Waben bei beiden Elternteilen voneinan-der abweihen. Als Antwort darauf wird eine einfahe Regel implementiert, diebesagt, dass die z-Werte der Waben für das i-te Kind sih nah den z-Wertender Waben von Elternteil i rihten bzw. diesen entsprehen.Konkret sieht die Rekombination des HTFSPD-GA für jedes Elternpaar vor,zwishen den Operatoren (OBX) und (PBX) jeweils zufällig zu wählen, wo-bei beiden gleih hohe Eintrittswahrsheinlihkeiten wkOBX und wkPBX zu-grunde gelegt werden. Da es sih bei genetishen Algorithmen grundsätzlihempehlt, nie den kompletten Selektionspool einer Rekombination zu unter-ziehen, wird zudem mit wkNOX eine Wahrsheinlihkeit dafür vorgegeben, dasskeine Rekombination stattndet. In diesem Fall werden die neuen Individuenquasi asexuell gebildet, d. h. Kind 1 entspriht einer Kopie von Elternteil 1und Kind 2 analog von Elternteil 2. Als gute Vorgabe für die jeweiligen Ein-trittswahrsheinlihkeiten hat sih bei ersten Experimenten die Konstellation
wkOBX = wkPBX = 45% und demzufolge wkNOX = 10% erwiesen.MutationDie Mutation bildet den letzten Shritt klassisher genetisher Algorithmen.Unter ihr wird die zufällige Veränderung des Erbguts von Individuen verstan-den. Während die Rekombination im Prinzip nur eine Weitervererbung be-stehenden Erbguts darstellt, so sorgt die Mutation für die Ausbildung neuerMerkmale.Erst durh das Zusammenspiel von Rekombination und Mutation können ge-




• Sramble Mutation.Die Abbildungen 7.5(a) - 7.5(d) veranshaulihen das Prinzip der jeweiligenVerfahren anhand eines einheitlihen Beispiels. Vor der Mutation sei ein In-dividuum ind mit der Reihenfolge folge ind = (2, 3, 5, 4, 1, 9, 8, 7, 6) gegeben.Allen Verfahren ist im ersten Shritt die zufällige Auswahl zweier untershied-liher Reihenfolgepositionen (in den Abbildungen mit a und b gekennzeihnet)gemein. Aus Vergleihsgründen sei im Folgenden a = 4 und b = 8 für alleAbbildung 7.5: Vier klassishe Mutationsoperatoren
vor Mutation 2 3 5 4 1 9 8 7 6
nach Mutation 2 3 5 7 1 9 8 4 6
a b(a) Der Swap Mutation Operator vor Mutation 2 3 5 4 1 9 8 7 6nach Mutation 2 3 5 7 4 1 9 8 6a b(b) Der Insert Mutation Operator
vor Mutation 2 3 5 4 1 9 8 7 6
nach Mutation 2 3 5 7 8 9 1 4 6
a b() Der Inversion Mutation Operator vor Mutation 2 3 5 4 1 9 8 7 6nach Mutation 2 3 5 4 9 8 1 7 6a b(d) Der Sramble Mutation Operator
198Operatoren angenommen.Beim Swap Mutation Operator (SWM) (vgl. Abbildung 7.5(a)) werden dieWaben an den Positionen a und b einfah getausht. Die restlihe Reihenfolgeist davon niht betroen. Der Insert Mutation Operator (INSM) (vgl. Abbil-dung 7.5(b)) entnimmt zunähst die Wabe, die sih an Reihenfolgeposition bbendet. Diese setzt er dann vor die Reihenfolgeposition a, falls a < b giltoder hinter die Reihenfolgeposition a, falls a > b gilt. Die Waben, die sih vorder Mutation zwishen a und b befanden, müssen dementsprehend einrüken.An ihrer Reihenfolge ändert sih jedoh nihts. Beim Inversion Mutation Ope-rator (INVM) (vgl. Abbildung 7.5()) ist dies jedoh der Fall. Hier wird dieReihenfolge der Waben, die sih an und zwishen den Positionen a und b be-nden, einfah gedreht bzw. gespiegelt. Die gleihen Positionen werden auhbeim Sramble Mutation Operator (SCRM) (vgl. Abbildung 7.5(d)) verändert,wobei hier die Reihenfolge einfah zufällig gemisht wird.Man stellt sofort fest, dass die Operatoren (INVM) und (SCRM) wesentlihgröÿere Veränderungen zur Folge haben als dies bei den Operatoren (SWM)und (INSM) der Fall ist. Prinzipiell sind (SWM) und (INSM) daher eher geeig-net. Da die Mutation jedoh auh ein Instrument darstellt, um eine vorzeitigeKonvergenz zu verhindern, können gröÿere Veränderungen an den Individuengelegentlih von Vorteil sein. Aus diesem Grund kommen beim HTFSPD-GAalle vier vorgestellten Mutationsoperatoren zum Einsatz. Deren Eintrittswahr-sheinlihkeiten seien mit wkSWM , wk INSM , wk INVM und wkSCRM deniert. Zu-sätzlih wird für die Wahrsheinlihkeit, dass keine Mutation stattndet, derParameter wkNOM eingeführt.Es lässt sih shnell feststellen, dass sih die vier vorgestellten Mutationsope-ratoren alle nur auf die Wabenreihenfolgen der Individuen beziehen, dagegendie z-Werte davon unberührt bleiben. Aus diesem Grund wird mit dem Hollo-mon Mutation Operator (HOM) zusätzlih ein problemspezishes Verfahrenintegriert mit dem sih auh diese Werte variieren lassen. Beim (HOM) wirdim ersten Shritt eine Reihenfolgeposition zufällig ausgewählt. Anshlieÿendwird für die zugehörige Wabe zufällig ein Wert zwishen 0 und zmax ermittelt,welher dann den neuen z-Wert dieser Wabe bildet. Dabei wird jedoh wiebereits beim HTFSPD-HF-Branh&Bound -Verfahren (vgl. Algorithmus 8) im-




640620610600600600600600610Abbildung 7.6: Der Hollomon Mutation OperatorErst mit der Einführung des Hollomon Mutation Operators ist die Hollomon-Fahrweise im HTFSPD-GA integriert. Die Eintrittswahrsheinlihkeit diesesOperators wird mit wkHOM bezeihnet und sollte prinzipiell niht zu hoh ge-wählt werden, da dieses Verfahren teilweise zu sehr starken Veränderungen amjeweiligen Individuum führen kann. Die besten Ergebnisse konnten im Rahmeneiniger Versuhsexperimente mit der Parameterkonstellation wkNOM = 25%,
wkSWM = wk INSM = 30% und wk INVM = wkSCRM = wkHOM = 5% erzieltwerden.TerminierungDie Terminierung, bzw. die Festlegung der diesbezüglihen Kriterien, ist all-gemein ein sehr wihtiger und meist shwer zu entsheidender Teilshritt beider Entwiklung von Metaheuristiken. Talbi [83℄ untersheidet in diesem Zu-sammenhang statishe und adaptive Kriterien. Ein klassishes Beispiel für einstatishes Kriterium ist der Abbruh nah Ablauf eines vorher festgelegtenZeitlimits. Auh die Vorgabe einer maximalen Iterationsanzahl oder eines Li-mits für die Anzahl durhgeführter Bewertungen gehören dieser Gruppe an. ImGegensatz zu statishen sind adaptive Kriterien niht unabhängig vom Suh-verlauf des jeweiligen Verfahrens. Hier setzt ein Abbruh beispielsweise ein,sobald die letzte erzielte Verbesserung eine bestimmte Zeit oder Iterations-
200anzahl zurükliegt. Falls eine untere Grenze für die jeweilige Problemstellungvorliegt, ist auh ein Abbruh bei Erreihen einer bestimmten Nähe zu diesemGrenzwert denkbar.Prinzipiell können statishe und adaptive Abbruhkriterien auh gemeinsamimplementiert werden. So auh beim HTFSPD-GA, dem ein statishes Zeit-limit timeGA und eine maximale Anzahl an Iterationsshritten ohne Verbes-serung impitmax ,GA zugrunde gelegt wird. An dieser Stelle sei darauf hinge-wiesen, dass die Abbruhkriterien für den HTFSPD-HGA mit timeHGA und
impitmax ,HGA analog deniert werden. Auf die Belegung dieser Parameter unddie dabei zu beahtenden Aspekte wird bei der Vorstellung einiger Rehener-gebnisse in Unterkapitel 7.2.3 eingegangen.
7.2.2 Der Tabu Searh (HTFSPD-TS)Das auf Glover [39℄ zurükgehende Konzept des Tabu Searh Algorithmus stelltbis heute im Umgang mit kombinatorishen Optimierungsproblemen eine vielverwendete Metaheuristik dar. Wie bereits in Kapitel 4.3.2 beshrieben, han-delt es sih bei Tabu Searh um eine einzellösungsbasierte Metaheuristik, dieauf dem Prinzip der Nahbarshaftssuhe mit integriertem Gedähtnis basiert.Einen guten Einblik in dieses Feld liefern beispielsweise Glover und Laguna[40℄ oder auh Gendreau [38℄.Es wurde bereits darauf hingewiesen, dass Tabu Searh als einzellösungsbasier-te Metaheuristik eher einer intensivierenden als einer diversizierenden Suhenahkommt. Grundsätzlih lässt sih das Suhverhalten, wie auh bei geneti-shen Algorithmen, jedoh durh bestimmte Parametereinstellungen steuern.Auf diese Möglihkeiten wird in den weiteren Ausführungen näher eingegan-gen.Der Ablauf eines Tabu Searh stellt sih i. d.R. wie folgt dar:1. Initialisierung,2. Nahbarshaftssuhe,3. Prüfung und Bewertung der Nahbarshaft,
2014. Auswahl einer neuen Lösung,5. Gedähtnisverwaltung,6. Terminierung, falls Abbruhkriterium erfüllt; sonst weiter mit Shritt 2.Im Folgenden wird die allgemeine Bedeutung der einzelnen Phasen sowie derenjeweilige Ausgestaltung im HTFSPD-TS im Detail vorgestellt.InitialisierungDie Initialisierung hat bei Tabu Searh Algorithmen einen ausshlaggebendenCharakter. Da das Verfahren auf einer einzelnen Lösung basiert, wird der Suh-raum hier zu Beginn viel stärker in einen bestimmten Bereih gelenkt als diesz. B. bei genetishen Algorithmen der Fall ist. Bei shlehten Startlösungenkann es somit, wenn überhaupt, sehr lange dauern, bis ein Bereih mit gutenLösungen gefunden wird. Im Umkehrshluss bedeutet dies niht, dass bessereStartlösungen immer auh zu letztendlih besseren Lösungen führen.Prinzipiell eignen sih die im Zusammenhang mit dem HTFSPD-GA vorge-stellten Sortierverfahren Sort-1 - Sort-4 (vgl. Tabelle 7.1) ebenso für denHTFSPD-TS. Da dieser im Rahmen des HTFSPD-HGA jedoh im Sinne einesLernprozesses dem HTFSPD-GA nahgeshaltet angeordnet ist, stellt sih dieFrage der Initialisierung für den Tabu Searh hier nur indirekt. Es gilt ledig-lih ein Individuum aus der einem Lernprozess zu unterziehenden Generationauszuwählen, welhes dann als Startlösung für den HTFSPD-TS dient.Die Auswahl des Individuums sollte sih aufgrund der vorherigen Erläuterun-gen an der Güte der einzelnen Individuen orientieren. Im HTFSPD-TS wirddaher wiederum eine Turnierselektion (vgl. Kapitel 7.2.1) angewandt. Der ent-sprehende Parameter für die Turniergröÿe sei mit tsizeTS bezeihnet. Naheinigen Testläufen hat sih ergeben, dass mit tsizeTS = 4 gute Ergebnisseerzielt werden.NahbarshaftssuheDie Nahbarshaftssuhe stellt den eigentlihen Suhprozess dar. Der Einsatzvon Tabu Searh setzt grundsätzlih die Existenz einer Nahbarshaftsstruk-
202tur im gesamten Lösungsraum voraus, d. h. für jede beliebige zulässige Lösungmuss eine niht leere Menge an Nahbarshaftslösungen existieren. Ein elemen-tarer Shritt bei der Entwiklung eines Tabu Searh ist daher die Denitiongeeigneter Nahbarshaftsbeziehungen. In diesem Zusammenhang stellt sihbereits die Frage nah der Suhstrategie, da die Nahbarshaft einer Lösungim Prinzip den Suhraum der aktuellen Iteration bildet. Aufgrund der Bedeu-tung der Nahbarshaftsdenition ist es an dieser Stelle grundsätzlih sinnvoll,problemspezishes Wissen (falls vorhanden) einzubinden.Der HTFSPD-TS basiert auf einer in Abbildung 7.7 anhand eines Beispielsveranshaulihten Nahbarshaftsdenition. Die aktuelle Lösung ind sei durhReihenfolge folge ind = (2, 7, 5, 1, 6, 9, 8, 3, 4) und den zugehörigen Temperatur-Zeit-Kombinationen zfolgeind = (0, 2, 0, 0, 1, 0, 0, 1, 1) gegeben, wobei zmax = 2gelten soll. Um die Nahbarshaft zu bestimmen, wird zunähst eine Reihen-folgeposition ausgewählt. Im abgebildeten Beispiel sei dies die 5. Position mit
aktuelle Lösung 2 7 5 9 8 3 4
Nachbarschaft
1 6
0 2 0 0 1 0 0 1 1
6 2 7 9 8 3 45 1
0 0 2 0 0 0 0 1 1
6 2 7 9 8 3 45 1
1 0 2 0 0 0 0 1 1
6 2 7 9 8 3 45 1
2 0 2 0 0 0 0 1 1
2 6 7 9 8 3 45 1
0 0 2 0 0 0 0 1 1
2 6 7 9 8 3 45 1
0 1 2 0 0 0 0 1 1
2 6 7 9 8 3 45 1
0 2 2 0 0 0 0 1 1
2 7 6 9 8 3 45 1
0 2 0 0 0 0 0 1 1
2 7 6 9 8 3 45 1
0 2 1 0 0 0 0 1 1
2 7 6 9 8 3 45 1
0 2 2 0 0 0 0 1 1
2 7 5 9 8 3 46 1
0 2 0 0 0 0 0 1 1
2 7 5 9 8 3 46 1
0 2 0 1 0 0 0 1 1
2 7 5 9 8 3 46 1
0 2 0 2 0 0 0 1 1
2 7 5 6 8 3 41 9
0 2 0 0 0 0 0 1 1
2 7 5 6 8 3 41 9
0 2 0 0 0 1 0 1 1
2 7 5 6 8 3 41 9
0 2 0 0 0 2 0 1 1
2 7 5 8 6 3 41 9
0 2 0 0 0 0 0 1 1
2 7 5 8 6 3 41 9
0 2 0 0 0 0 1 1 1
2 7 5 8 6 3 41 9
0 2 0 0 0 0 2 1 1
2 7 5 8 3 6 41 9
0 2 0 0 0 0 1 0 1
2 7 5 8 3 6 41 9
0 2 0 0 0 0 1 1 1
2 7 5 8 3 6 41 9
0 2 0 0 0 0 1 2 1
2 7 5 8 3 4 61 9
0 2 0 0 0 0 1 1 0
2 7 5 8 3 4 61 9
0 2 0 0 0 0 1 1 1
2 7 5 8 3 4 61 9
0 2 0 0 0 0 1 1 2
2 7 5 9 8 3 41 6
0 2 0 0 0 0 0 1 1
2 7 5 9 8 3 41 6
0 2 0 0 2 0 0 1 1
Abbildung 7.7: Nahbarshaftsbeziehungen im HTFSPD-TS (Beispiel)
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folge ind5 = 6 und zfolgeind5 = 1. Die Nahbarshaftslösungen stellen sih dannso dar, dass Wabe 6 jeweils an allen Positionen p = {1, ..., n} mit jeweils al-len z-Werten z = {0, ..., zmax} angeordnet bzw. belegt wird. Um jedoh keineKopie der Ausgangslösung zu erstellen, darf der neue Wert für zfolgeind5 nihtdem ursprünglihen Wert entsprehen. Zudem ist auh hier wiederum daraufzu ahten, dass keine z-Werte zugeordnet werden dürfen, die zu Ofentempera-turen unter wbhtOfenmin führen würden.Es wurde bereits darauf hingewiesen, problemspezishes Wissen in der Nah-barshaftsdenition berüksihtigen zu wollen. Dies geshieht im HTFSPD-TSim Zusammenhang mit der Auswahl der Reihenfolgeposition. Hier ersheint essinnvoll, ursprünglih eher shleht platzierte Waben mit einer höheren Wahr-sheinlihkeit zu wählen. Die Frage ist nun, wie shleht platziert deniertwerden kann. Hierfür bieten sih die Wartezeiten der Waben vor dem Ofenan, die sih aus den in der jeweiligen Materialusssimulation des Ofens er-mittelten Ofeneinfahrzeiten ergeben. Die Wartezeit wartej einer Wabe j mitReihenfolgeposition p ergibt sih wie folgt:
warte folgeindp =
{
FAZO folgeindp − FAZO folgeindp−1 , p = {2, ..., n}





. (7.2)Mit nbsuch∗ = 4 wurden im Rahmen einiger Parametertests die besten Ergeb-nisse erzielt.
204Prüfung und Bewertung der NahbarshaftIm nähsten Shritt werden die erzeugten Nahbarshaftslösungen zunähsteiner Tabu-Prüfung und einer anshlieÿenden Bewertung unterzogen. Für dieTabu-Prüfung ist die sogenannte Tabu-Liste ausshlaggebend. Sie stellt einenInformationsspeiher des bisherigen Suhverlaufs über einen bestimmten Zeit-raum dar. Die Tabu-Liste enthält vorangegangene Lösungen, Teile davon oderauh nur bestimmte getätigte Züge. Trit für eine Nahbarshaftslösung dasTabu-Kriterium zu, d. h. ist die Lösung, ein Teil davon oder der getätigteZug in der Tabu-Liste enthalten, so darf diese Nahbarshaftslösung zu die-sem Zeitpunkt niht gewählt werden. Bei manhen Tabu Searh Algorithmenwerden jedoh bestimmte Aspirationskriterien festgelegt, bei deren Erfüllungauh prinzipiell tabuisierte Lösungen erlaubt werden. Auf die Bedeutung undGestaltungsmöglihkeiten der Tabu-Liste wird bei der späteren Erläuterungder Gedähtnisverwaltung noh näher eingegangen.Nah Abshluss der Tabu-Prüfung werden die verbliebenen Nahbarshaftslö-sungen shlieÿlih bewertet. Wie auh bei den genetishen Algorithmen stekthierin der eigentlihe problemspezishe Teil des Verfahrens. Auh für denHTFSPD-TS können hier sowohl Simulation-1 als auh Simulation-2 oder diein Kapitel 7.5 noh vorzustellende Simulation-3 als Bewertungsgrundlage ver-wendet werden, wobei ebenfalls auf die erforderlihen Rehenzeiten zu ahtenist.Auswahl einer neuen LösungNahdem Gültigkeit und Güte der einzelnen Nahbarshaftslösungen nun be-kannt sind, ist die Auswahl der Lösung erforderlih, mit welher die Suhefortgesetzt werden soll. Häug wird an dieser Stelle prinzipiell die beste gefun-dene Lösung gewählt. Diese Strategie birgt jedoh die Gefahr, dass die Suhesih immer wieder im Kreis dreht und der Algorithmus somit in einem loka-len Optimum stagniert. Es kann daher strategish durhaus sinnvoll sein, beider Auswahl der neuen Lösung auh shlehtere Kandidaten aus der Nahbar-shaftsmenge in Betraht zu ziehen. Grundsätzlih sollten bessere Lösungenjedoh bevorzugt werden, da die Suhe ansonsten shnell in zu shlehte Be-reihe gelenkt wird.






. (7.3)Dabei stellt nb die Nahbarshaftsmenge dar, sodass |nb| die Anzahl der prin-zipiell auswählbaren Nahbarshaftslösungen widerspiegelt. Mit nbwahl∗ lässtsih dann der gewünshte Selektionsdruk einstellen, wobei sih die Vorgabe
nbwahl∗ = 4 im Rahmen einiger Testläufe als vielversprehend erwiesen hat.
GedähtnisverwaltungMit der Verwaltung eines Gedähtnisses untersheidet sih Tabu Searh vonanderen Nahbarshaftssuhverfahren. Den Kern dieses Gedähtnisses bildendie Informationen aus der Tabu-Liste. Da sih dieser Speiher, je nah Grö-ÿe, immer auf eine gewisse Anzahl zuletzt getätigter Shritte bezieht, wirddie Tabu-Liste häug auh mit einem Kurzzeitgedähtnis verglihen. Heutetendieren viele Tabu Searh Algorithmen dazu, zusätzlih ein Mittel- und einLangzeitgedähtnis zu integrieren (vgl. z. B. Talbi [83℄). Im Folgenden werdendie mit den einzelnen Gedähtnistypen verbundenen Zielsetzungen sowie derenkonkrete Ausgestaltung im HTFSPD-TS vorgestellt.Das Kurzzeitgedähtnis bzw. die Tabu-Liste soll hauptsählih Zyklen im Suh-prozess und damit auh in gewissem Maÿe das Verharren in lokalen Optimaverhindern. Wie bereits erwähnt, kann eine Tabu-Liste beispielsweise ganzeLösungen, Teillösungen oder getätigte Züge enthalten. Folglih können prinzi-piell auh mehrere Tabu-Listen gleihzeitig verwaltet werden. Allgemein gilt,dass je mehr Informationen im Kurzzeitgedähtnis gespeihert werden, destoweiträumiger wird der Suhraum durhsuht. Umgekehrt hat ein kleines Kurz-zeitgedähtnis i. d. R. ein intensiveres Suhverhalten zur Folge.Die Tabu-Liste des HTFSPD-TS ist so gestaltet, dass immer ganze Lösungen
206gespeihert werden. Somit sind potentielle Nahbarshaftslösungen nur tabu,wenn sie identish mit einer in der Tabu-Liste existierenden Lösung sind. ImFolgenden sei die Tabu-Liste durh die Menge tabulist repräsentiert. Die ma-ximale Gröÿe der Tabu-Liste tabulistmax wird abhängig von der Gröÿe desvorliegenden Problems mit Hilfe von Formel 7.4 ermittelt:
tabulistmax = n · (1 + zmax ). (7.4)Die zusätzlihe Integration eines mittelfristigen Gedähtnisses dient der Su-hintensivierung. Es stellt eine Art Qualitätsspeiher dar, da es i. d.R. diebesten gefundenen Lösungen verwaltet. Die Idee dahinter besteht darin, denSuhprozess mit fortshreitender Zeit des Verfahrens zu intensivieren, indemman wieder zu guten bereits gefundenen Lösungen zurükkehrt und derenNahbarshaften erneut untersuht.Im HTFSPD-TS wird ein solher Qualitätsspeiher ebenfalls integriert. Er wirddurh die Menge bestlist repräsentiert, in der jeweils die 10 besten bisher ge-fundenen Lösungen gespeihert werden (bestlistmax = 10). Zudem wird mit
restartbest ein Parameter eingeführt, der den Zeitpunkt bestimmt, wann dieSuhe mit einer Lösung aus der Menge bestlist fortgesetzt bzw. neu gestartetwird. Dieser Fall tritt genau dann ein, wenn die letzte gefundene Verbesse-rung restartbest Iterationen zurükliegt. Die Entsheidung, welhe Lösung aus
bestlist gewählt werden soll, erfolgt jeweils zufällig gleihverteilt. Der Parame-ter restartbest wird zunähst mit 100 (Iterationen) initialisiert. Um die Suheim Laufe des Verfahrens stetig zu intensivieren werden einige Parameter desHTFSPD-TS bei jedem Neustart leiht angepasst. So wird
• tabulistmax auf max{2, tabulistmax − (1 + zmax )} und
• restartbest auf max{10, restartbest − 10}gesetzt. Zudem wird die Tabu-Liste geleert.Die Integration eines Langzeitgedähtnisses verfolgt im Gegensatz zum mittel-fristigen Gedähtnis das Ziel, den Suhprozess zu diversizieren. Die Idee be-steht darin, im Anshluss an eine Suhintensivierung die Suhe wieder in nohniht betrahtete Bereihe des Lösungsraums zu leiten. Die Verfolgung dieser
207Strategie ist bei der Verwendung von Tabu Searh grundsätzlih zu empfehlen.Da der HTFSPD-TS im Verlauf des HTFSPD-HGA jedoh bereits mehrmalsmit jeweils untershiedlihen Individuen aufgerufen wird, ist die Integrationeines Langzeitgedähtnisses hier niht mehr erforderlih. Zudem würden da-raus höhere Rehenzeiten für den HTFSPD-TS resultieren, welhe aus bereitserläuterten Gründen möglihst vermieden werden sollten.TerminierungDie im Rahmen der Beshreibung des HTFSPD-GA möglihen Kriterien be-züglih der Terminierung des Verfahrens eignen sih im Prinzip alle auh fürden Einsatz im HTFSPD-TS. Aus diesem Grund wird auh diesem ein stati-shes Zeitlimit timeTS und eine maximale Anzahl an Iterationsshritten ohneVerbesserung impitmax ,TS zugrunde gelegt. Die Belegung der Terminierungs-parameter wird im Rahmen der Präsentation einiger Rehenergebnisse im fol-genden Unterkapitel vorgestellt.7.2.3 RehenergebnisseMit der Entwiklung des HTFSPD-HGA steht nun ein heuristisher Ansatz fürdie betrahtete Problemstellung zur Verfügung. Dessen Ezienz in Bezug aufdie reine Reihenfolgeoptimierung lässt sih am besten durh einen direktenVergleih mit dem HTFSPD-Branh&Bound -Verfahren nahweisen. Die Er-gebnisse dieses Vergleihs für die bereits mehrfah herangezogenen Datensätzesind in Tabelle 7.2 dargestellt.Die Ergebnisse des HTFSPD-Branh&Bound -Verfahrens sind bereits aus vor-herigen Untersuhungen bekannt und nur wieder der Übersiht wegen zusam-mengetragen. Es sei darauf hingewiesen, dass es sih hierbei um die Ergeb-nisse handelt, die ohne Berüksihtigung der Hollomon-Fahrweise entstanden.Da der HTFSPD-HGA an vielen Stellen stohastishen Einüssen ausgesetztist, wurde der Algorithmus für jeden Datensatz jeweils fünfmal durhgeführt.Die in den letzten beiden Spalten dargestellten Ergebnisse des HTFSPD-HGAentsprehen demnah Durhshnittswerten. Die Parameter wurden weitest-gehend so gewählt, wie sie aus der Beshreibung des HTFSPD-HGA (bzw.
208Tabelle 7.2: Vergleih der Rehenergebnisse des HTFSPD-HGA mit denendes HTFSPD-Branh&Bound -VerfahrensDaten-
ftempl AnzBR
BB-PFDN HTFSPD-HGAsatz Cmax Gap Zeit ∅ Cmax ∅ Zeitdat3 1000 2 551 0.00 < 1.00 551.00 30.00600 2 420 0.00 < 1.00 420.00 30.20dat5 1000 2 849 0.00 < 1.00 849.00 79.00600 2 849 0.00 < 1.00 849.00 78.80dat8 1000 2 620 0.00 < 1.00 620.00 208.20600 2 572 0.00 2.04 572.00 208.40dat10 1000 2 721 0.00 20.56 721.00 437.20600 2 659 0.00 41.88 659.00 411.60dat12 1000 2 929 0.00 5742.91 929.00 582.20600 2 787 0.00 1272.34 787.00 600.00dat15 1000 2 919 31.77 18000.00 919.00 600.00600 2 878 33.03 18000.00 888.20 600.00dat20 1000 2 1176 100.00 18000.00 1170.00 600.00600 2 1135 100.00 18000.00 988.20 600.00dat30 1000 2 2279 100.00 18000.00 1416.00 600.00600 2 2279 100.00 18000.00 1323.20 600.00
dat10 vw
1000 2 386 0.00 845.84 386.00 407.80600 2 386 0.00 852.59 386.00 415.801000 4 274 0.00 322.66 274.00 302.40600 4 252 0.00 133.57 252.00 312.201000 6 274 0.00 317.37 274.00 280.40600 6 252 0.00 87.14 252.00 281.60
dat16 vw
1000 2 792 100.00 18000.00 766.40 600.00600 2 792 100.00 18000.00 765.40 600.001000 4 419 100.00 18000.00 387.00 600.00600 4 419 100.00 18000.00 387.00 600.001000 6 329 100.00 18000.00 322.00 600.00600 6 306 100.00 18000.00 295.00 600.00
dat25 vw
1000 2 1292 100.00 18000.00 1232.20 600.00600 2 1292 100.00 18000.00 1220.20 600.001000 4 906 100.00 18000.00 879.20 600.00600 4 872 100.00 18000.00 841.80 600.001000 6 870 100.00 18000.00 828.80 600.00600 6 809 100.00 14201.20∗ 769.60 600.00
∗Abbruh aufgrund des Speiherplatzbedarfsdes HTFSPD-GA und des HTFSPD-TS) hervorgehen. Ausgenommen hiervonist die Festlegung von wkHOM = 0, wkNOM = 30 und zmax = 0, da dieseTests zunähst nur für die Bewertung der reinen Reihenfolgebildung ausge-
209legt sind. Die Zeitlimits wurden mit timeGA = 600 und timeTS = 30 sowie
impitmax ,GA = 2000 und impitmax ,TS = 1000 auf die betrieblihen Möglih-keiten bzw. Gegebenheiten angepasst. Des Weiteren wurde turnusTS = 20gesetzt.Aus dem Vergleih wird ersihtlih, dass der HTFSPD-HGA bei allen Instan-zen, für die das HTFSPD-Branh&Bound -Verfahren die optimale Lösung ga-rantieren kann, diese Lösungen ebenfalls gefunden hat (vgl. dat3 - dat12 und
dat10 vw ). Der wahre Vorteil des HTFSPD-HGA zeigt sih jedoh bei den grö-ÿeren Datensätzen. Die Lösungen, die das HTFSPD-Branh&Bound -Verfahrennah fünfstündiger Rehenzeit ermittelt hat, liegen hier teilweise deutlih (beiDatensatz dat30 und ftempl = 600 um a. 72,2%) über denen, die der HTFSPD-HGA nah 10min ausgibt. Alles in allem hat der HTFSPD-HGA mit Ausnah-me von einer Instanz die Testläufe dominiert. Lediglih bei Datensatz dat15und ftempl = 600 lagen die Lösungen im Mittel um a. 1,1% über der mitdem HTFSPD-Branh&Bound -Verfahren ermittelten Lösung. Letztere wurdevon dem HTFSPD-HGA zwar prinzipiell auh gefunden, jedoh nur in 3 der 5Fälle.Die Ezienz des HTFSPD-HGA in Bezug auf die reine Reihenfolgeoptimierungkonnte nahgewiesen werden. Es stellt sih nun die Frage, wie sih die Heuris-tik bei zusätzliher Berüksihtigung der Hollomon-Fahrweise verhält. Hierzubietet sih ein Vergleih mit dem in Kapitel 6.2.2 entwikelten HTFSPD-HF-Branh&Bound -Verfahren an. Da zu diesem Zeitpunkt noh Simulation-1 zu-grunde lag, wurde der HTFSPD-HGA für die folgenden Tests ebenfalls mitdieser Bewertungsmethode ausgelegt. Zudem wurde sih auf den Fall zmax = 3beshränkt. Die Ergebnisse sind aus Tabelle 7.3 zu entnehmen.Auh bei diesem Vergleih lässt sih feststellen, dass der HTFSPD-HGA mitAusnahme von einer Instanz die Testläufe dominiert. Lediglih bei Daten-satz dat12 unter Annahme von ftempl = 1000 ergaben sih im Mittel um a.1,5% abweihende Lösungen gegenüber dem HTFSPD-HF-Branh&Bound -Verfahren. Die mit dem HTFSPD-HGA erzielten Verbesserungen fallen beidieser im Vergleih zu der vorherigen Auswertung (vgl. Tabelle 7.2) zwar ge-ringer aus, jedoh ist dies hier eher der zugrunde gelegten Bewertungsmethodegeshuldet. Gleihwohl zeigen diese Rehenergebnisse, dass sih der HTFSPD-
210Tabelle 7.3: Vergleih der Rehenergebnisse des HTFSPD-HGA mit denendes HTFSPD-HF-Branh&Bound -Verfahrens (mit zmax = 3)Daten-
ftempl
BB-HF-PD HTFSPD-HGAsatz Cmax Gap Zeit ∅ Cmax ∅ Zeitdat3 1000 543 0.00 < 1.00 543.00 34.20600 417 0.00 < 1.00 417.00 33.80dat5 1000 846 0.00 < 1.00 846.00 71.00600 836 0.00 < 1.00 836.00 71.80dat8 1000 502 0.00 14.43 502.00 224.80600 467 0.00 25.65 467.00 198.20dat10 1000 641 0.00 5791.71 641.00 282.60600 574 0.00 3479.74 574.00 332.80dat12 1000 872 51.02 3784.74∗ 885.00 583.00600 674 0.00 11614.31 674.00 600.00dat15 1000 771 35.67 18000 771.00 600.00600 768 48.59 9307.03∗ 732.60 600.00dat20 1000 920 52.83 2593.81∗ 908.00 600.00600 842 42.99 6493.14∗ 723.40 600.00dat30 1000 1311 55.01 2988.67∗ 1105.20 600.00600 1303 53.95 2379.23∗ 1042.00 600.00
∗Abbruh aufgrund des SpeiherplatzbedarfsHGA bezüglih der simultanen Optimierung von reiner Reihenfolgebildung undHollomon-Fahrweise als durhaus geeignet erweist.
7.3 Der Online-AspektBis hierhin wurde die vorliegende Problemstellung ausshlieÿlih im Sinne ei-ner Oine-Optimierung betrahtet und dementsprehend modelliert. Bei die-ser klassishen Betrahtungsweise wird davon ausgegangen, dass die relevantenDaten jeder Probleminstanz vollständig gegeben sind. Ein entsprehender O-line-Algorithmus berehnet dann auf Basis dieses vollständigen Wissens eineoptimale bzw. approximative Lösung. In der Praxis liegt diese vollständigeInformation allerdings selten vor. Häug müssen Entsheidungen ohne Wis-sen über zukünftige Ereignisse getroen werden. Derartige Problemstellungenwerden i. d.R. als Online-Probleme und die hierfür entwikelten Algorithmen
211entsprehend als Online-Algorithmen bezeihnet. Näheres hierzu ist z. B. inBorodin und El-Yaniv [12℄ nahzulesen.Auh die Problemstellung, der sih die Dillinger Hüttenwerke im Rahmen derBelegungsoptimierung des RHO3 gegenübersehen, erweist sih im Realbetriebals Online-Problem. So stehen dem Ofensteuermann z.B. für die Reihenfolge-planung nur die Waben zur Verfügung, die sih bereits im Lager benden undderen nähster Fertigungsshritt durh eine Wärmebehandlung im RHO3 ge-kennzeihnet ist. Für die Erstellung des Produktionsprogramms wäre es jedohauh interessant zu wissen, welhe Waben wann zukünftig hinzukommen. InAbhängigkeit der Eigenshaften und Bereitstellungszeitpunkte dieser Wabenhätten diese Informationen zum Teil groÿen Einuss auf die Gestaltung desProduktionsprogramms. Zur Veranshaulihung dient das folgende Beispiel.Angenommen das aktuelle Produktionsprogramm sei so festgelegt worden, wiein Abbildung 7.8 blau dargestellt. Dieses Programm entspriht der mit demHTFSPD-Branh&Bound -Verfahren unter Verwendung von Simulation-2 er-mittelten optimalen Lösung für Datensatz dat10 und ftempl = 1000. Weiterhinsei nun angenommen, dass zum Zeitpunkt der Erstellung des Produktions-programms (d. h. zum Zeitpunkt 0) die grün dargestellten Informationen voll-
Wabe Ofentemperatur [°C] Ofenverweilzeit [min] FAZO [min] FEZO [min]
3 650 164 3 177
5 640 277 15 302
2 620 299 39 348
7 610 386 63 459
9 610 386 87 483
6 610 386 177 573
10 630 319 302 631
8 630 280 381 671
1 630 275 405 690
4 650 205 506 721
Wabe Ofentemperatur [°C] Ofenverweilzeit [min] Bereitstellungszeitpunkt [min]
11 650 164 30
12 610 386 90
13 600 311 310Abbildung 7.8: Die Belegungsoptimierung des RHO3 als Online-Problem
212ständig vorliegen. Einfahheitshalber sind hier mit der Ofentemperatur undder Ofenverweilzeit nur beispielhaft die beiden wihtigsten Wabendaten auf-geführt. Unter dem Bereitstellungszeitpunkt ist der Zeitpunkt zu verstehen,zu dem die betreende Wabe in den Lagerbereih eintritt und ab dann somitprinzipiell für die Einfahrt in den Ofen zur Verfügung steht.Die Frage ist nun, ob und wie sih das optimale Produktionsprogramm in die-sem Beispiel durh die zusätzlihen Informationen verändert. Die Antwort dar-auf liefert wieder das HTFSPD-Branh&Bound -Verfahren. Hierzu muss in derOfensimulation lediglih gewährleistet werden, dass eine Wabe erst ab ihremBereitstellungszeitpunkt zur Verfügung steht. Das resultierende Produktions-programm ist aus Abbildung 7.9 zu entnehmen.
Wabe Ofentemperatur [°C] Ofenverweilzeit [min] FAZO [min] FEZO [min]
3 650 164 3 177
11 650 164 33 207
4 650 205 43 258
5 640 277 58 345
8 630 280 73 363
10 630 319 86 417
1 630 275 142 427
2 620 299 171 480
6 610 386 258 654
7 610 386 345 741
13 600 311 462 783
12 610 386 472 868
9 610 386 482 878Abbildung 7.9: Die Belegungsoptimierung bei vollständiger InformationWie man sieht, ist Wabe 11 nun an zweiter Stelle eingeplant. Da sie erst zumZeitpunkt 30 zur Verfügung steht, kann sie frühestens zum Zeitpunkt 33 (3minTransportzeit) in den Ofen einfahren. Interessant hierbei ist, dass es sih shein-bar dennoh lohnt, auf das Eintreen von Wabe 11 zu warten. Des Weiterensind die Waben 12 und 13 im neuen Produktionsprogramm entsprehend aufdie Positionen 12 und 11 verteilt. Bei einem Vergleih mit dem ursprünglihenProduktionsprogramm (vgl. Abbildung 7.8) fällt auf, dass die neuen Wabenniht nur einfah an bestimmten Stellen eingefügt wurden, sondern sih auhdas restlihe Gesamtbild verändert hat. Die Gesamtfertigstellungszeit beträgt
213bei dieser Produktionsfolge 876min. Es sei nohmals erwähnt, dass es sih hier-bei um die optimale Lösung für den Fall vollständiger Information bezüglihder Waben 11, 12 und 13 handelt (Oine-Wissen).Dieses kleine Beispiel soll verdeutlihen, dass Informationen über zukünfti-ge Ereignisse groÿen Einuss auf die Erstellung des Produktionsprogrammsausüben können. Wie bereits angedeutet, sind im Realbetrieb der DillingerHüttenwerke derartige Informationen wie in dem vorgestellten Beispiel nihtverfügbar. Zukünftig wärmezubehandelnde Waben sind zwar gewissermaÿenbekannt, jedoh können bezüglih des Bereitstellungszeitpunkts gröÿtenteilsniht einmal taggenaue Angaben gemaht werden. Diese Tatsahe ist zum Teilden zahlreihen, komplexen und anlageintensiven Produktionsprozessen ge-shuldet. Die vorliegenden Informationen über zukünftig wärmezubehandelndeWaben sind demnah zu ungenau, um sie im Rahmen der Belegungsoptimie-rung des RHO3 gezielt einzusetzen.Aus den aufgeführten Gründen ist es nur möglih, auf bekannt werdende Be-reitstellungszeitpunkte entsprehend zu reagieren, d. h. das Produktionspro-gramm gegebenenfalls umzuplanen. Welhe Folgen sih daraus ergeben, sollwieder anhand des oben eingeführten Beispiels verdeutliht werden. Dabei wirdzum einen vorausgesetzt, dass der Ofensteuermann direkt von den Bereitstel-lungszeitpunkten erfährt, sobald diese vorliegen. Zum anderen wird im Fol-genden angenommen, dass die Reaktionen auf derartige Informationen immerunmittelbar erfolgen und daraus jeweils das für den aktuellen Kenntnisstandoptimale Produktionsprogramm resultiert.Zum Zeitpunkt 0 sind nur die zehn Waben aus Datensatz dat10 bekannt.Das Produktionsprogramm entspriht folglih zunähst dem aus Abbildung7.8 (blaue Tabelle). Ab dem Zeitpunkt 30 stehen die Informationen über Wabe11 zur Verfügung. Die bei dieser Informationsmenge optimale Reaktion ist inAbbildung 7.10 veranshauliht (wieder mit dem HTFSPD-Branh&Bound -Verfahren ermittelt). Man stellt fest, dass es zu diesem Planungszeitpunkthinsihtlih der Minimierung der Gesamtfertigstellungsdauer am besten ist,Wabe 11 der letzten Reihenfolgeposition zuzuordnen. Bei einem Vergleih mitdem zum Zeitpunkt 0 festgelegten Produktionsprogramm fällt zudem auf, dasssih auh die Reihenfolge der anderen Waben wiederum geändert hat.
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Wabe Ofentemperatur [°C] Ofenverweilzeit [min] FAZO [min] FEZO [min]
3 650 164 3 177
5 640 277 15 302
10 630 319 42 371
6 610 386 60 456
9 610 386 78 474
7 610 386 177 573
2 620 299 302 611
1 630 275 413 698
8 630 280 434 724
4 650 205 519 734
11 650 164 573 747Abbildung 7.10: Die Belegungsoptimierung zum Zeitpunkt 30Die nähste Information im Sinne der Bereitstellung von Wabe 12 wird zumZeitpunkt 90 bekannt. Mittlerweile sind die Waben 10, 6 und 9 in den Ofeneingefahren. Abbildung 7.11 zeigt das bei Berüksihtigung der neuen Infor-mationen resultierende, optimale Produktionsprogramm. Es zeigt sih, dasszunähst, wie zuvor geplant, mit den Waben 7 und 2 fortgesetzt wird. Diedarauolgende Position nimmt nun jedoh Wabe 12 ein. Die Reihenfolge derrestlihen vier Waben bleibt unverändert. Man kann bereits jetzt (auh wennerst 12 Waben verplant sind) feststellen, dass diese Produktionsfolge mit einerGesamtfertigstellungszeit von 883min eine längere Zeit in Anspruh nimmt als
Wabe Ofentemperatur [°C] Ofenverweilzeit [min] FAZO [min] FEZO [min]
3 650 164 3 177
5 640 277 15 302
10 630 319 42 371
6 610 386 60 456
9 610 386 78 474
7 610 386 177 573
2 620 299 302 611
12 610 386 371 767
1 630 275 492 777
8 630 280 573 863
4 650 205 658 873
11 650 164 709 883Abbildung 7.11: Die Belegungsoptimierung zum Zeitpunkt 90
215die mit vollkommener Information ermittelte Variante.Shlieÿlih fehlt noh Wabe 13, deren Bereitstellung jedoh erst zum Zeitpunkt310 bekannt wird. Eine erneute Belegungsoptimierung führt zu dem in Abbil-dung 7.12 dargestellten Produktionsprogramm.Die Gesamtfertigstellungsdauer liegt mit 1006min a. 15% über der Zeit, diebenötigt gewesen wäre, wenn zum Zeitpunkt 0 vollkommene Information überdie Waben 11, 12 und 13 geherrsht hätte.Es bleibt festzuhalten, dass sih Informationen über zukünftig wärmezubehan-delnde Waben bei gezielter Verwendung positiv auf den Ofendurhsatz aus-wirken können. Da derartige Informationen bei den Dillinger Hüttenwerkenallerdings niht bzw. zu ungenau vorhanden sind, bleibt nur die Möglihkeitdurh entsprehende Umplanungen immer wieder auf Änderungen zu reagie-ren. In diesem Fall muss dann aber zumindest gewährleistet werden, dass diesesUmplanen unmittelbar nah Eingang der entsprehenden Information erfolgt.Bislang ist dies nur bedingt der Fall. Der Ofensteuermann kann zwar denaktuellen Lagerbestand manuell abrufen, jedoh erstellt er sein Produktions-programm i. d.R. zu Beginn seiner Shiht und ändert es währenddessen nurselten wieder ab.
Wabe Ofentemperatur [°C] Ofenverweilzeit [min] FAZO [min] FEZO [min]
3 650 164 3 177
5 640 277 15 302
10 630 319 42 371
6 610 386 60 456
9 610 386 78 474
7 610 386 177 573
2 620 299 302 611
12 610 386 371 767
13 600 311 456 777
8 630 280 573 863
1 630 275 611 896
11 650 205 767 941
4 650 205 791 1006Abbildung 7.12: Die Belegungsoptimierung zum Zeitpunkt 310






























Abbildung 7.14: Die Ofenbelegung zum Zeitpunkt 550 des aus dynamisherSiht vorgeshlagenen ProduktionsprogrammsMan stellt fest, dass die Gesamtfertigstellungsdauer nun mit 751min um 30minhöher ist als die der optimalen Lösung für dat10. Dennoh ndet sih ein we-sentlihes Argument, welhes für die Wahl dieses abgeänderten Produktions-programms spriht und sih auf die Restkapazität des Ofens bezieht. Dieseliegt bei dem aus statisher Siht optimalen Produktionsprogramm nah derEinfahrt der letzten Wabe bei 3733mm. Bei Wahl des zweiten Produktions-programms hätte man dagegen 15266mm an freier Restkapazität. Betrahtetman nur die 10 Waben des Datensatzes, so ist diese Information hinsihtlih
218des Ofendurhsatzes prinzipiell irrelevant. Weiht man von dieser statishenBetrahtung allerdings ab und bezieht den dynamishen Aspekt mit ein, soändert sih der Blikwinkel auf die im Anshluss an das aktuelle Produktions-programm zur Verfügung stehende Kapazität im Ofen. Denn, je mehr Restka-pazität, desto eher können anshlieÿend wärmezubehandelnde Waben in denOfen einfahren. Bei einer Ofenbelegung, wie in Abbildung 7.14 dargestellt, istdieses Potential wesentlih höher als bei der Ofenbelegung aus Abbildung 7.13.Das Beispiel hat gezeigt, dass die rein statishe Zielsetzung der Minimierungder Gesamtfertigstellungsdauer mit Hinsiht auf die im Zeitverlauf regelmäÿi-ge Durhführung der Belegungsoptimierung aufgehoben bzw. modiziert wer-den muss. Die Frage ist nun, wie die abshlieÿend zur Verfügung stehendeRestkapazität im Ofen sinnvoll in die Bewertung integriert werden kann. Diediesbezüglih vorgeshlagene Idee besteht darin, einfah einige ktive Wabenam Ende des Produktionsprogramms hinzuzufügen. Hier bietet es sih an, be-züglih der Längen viele sehr kleine Waben zu nehmen, um die Restkapazitätmöglihst gut verteilen zu können.Im Folgenden seien den aus den beiden Abbildungen 7.13 und 7.14 zugrunde-liegenden Produktionsprogrammen jeweils 20 ktive Waben hinzugefügt, derenLängen 2000mm und deren Ofenverweilzeiten 277min betragen, wobei letzte-res dem Durhshnittswert anzulassender Waben entspriht. Nun werden dieseerweiterten Produktionsfolgen erneut hinsihtlih ihrer Gesamtfertigstellungs-dauer bewertet. Das Ergebnis stellt sih wie folgt dar. Das aus statisher Sihtoptimale Produktionsprogramm benötigt nun 1316min, das aus dynamisherSiht vorgeshlagene Produktionsprogramm dagegen nur 1196min. Bei dieserBewertungsmethode ist das zweite Produktionsprogramm daher dem erstenvorzuziehen. Die Erweiterung der ursprünglihen Bewertungsmethode um diektiven Waben sheint somit für die Berüksihtigung des dynamishen Ef-fekts geeignet zu sein. An dieser Stelle sei darauf hingewiesen, dass bei derSimulation der ktiven Waben bewusst nur aufgrund niht ausreihend freierOfenkapazität oder untershiedliher Ofenverweilzeiten entstehende Wartezei-ten berüksihtigt wurden. Temperaturlüken wurden für die ktiven Wabenvernahlässigt (es wurde lediglih mit dem Mindestabstand templmin gereh-net).
219Um zu prüfen, ob das Abbildung 7.14 zugrundeliegende Produktionsprogrammauh der aus dynamisher Siht optimalen Produktionsfolge entspriht, wirddas HTFSPD-Branh&Bound -Verfahren erneut mit der erweiterten Bewertungdurhgeführt. Dabei stellt sih heraus, dass die optimale Produktionsfolge mit
folge = (3, 9, 7, 6, 2, 10, 1, 8, 5, 4) eine andere ist. Die optimale Gesamtfertig-stellungsdauer einshlieÿlih der ktiven Waben beträgt 1067min. Die letzteniht ktive Wabe fährt zwar erst nah 768min aus dem Ofen aus, jedoh sindhier im Anshluss an ihre Einfahrt noh 28868mm Restkapazität im Ofen zurVerfügung.Es bleibt zunähst festzuhalten, dass die aufgeführten Beispiele gezeigt haben,dass Informationen über zukünftige Ereignisse (insbesondere über im Lagereintreende, wärmezubehandelnde Waben) die Erstellung des Produktions-programms positiv beeinussen können. Da diese jedoh i. d.R. zu ungenauvorliegen, um sie explizit in die Planung mit einzubeziehen, bietet sih eineregelmäÿige Aktualisierung der Belegungsoptimierung an. Somit wird gewähr-leistet, dass neu im Lager eintreende, wärmezubehandelnde Waben shnellst-möglih erkannt und in die Planungen aufgenommen werden. Zudem ersheintes sinnvoll, die ursprünglih statishe Bewertung durh Hinzufügen ktiverWaben um eine eher dynamishe Sihtweise zu erweitern. Diesbezüglih sei je-doh noh darauf hingewiesen, dass die Eigenshaften der ktiven Waben nihtzwingend wie vorgestellt gewählt werden müssen. Wenn beispielsweise geplantist, im Anshluss an das aktuelle Produktionsprogramm von einer Anlass- aufeine Vorwärmbehandlung zu wehseln, so maht es Sinn die ktiven Wabenmit Vorwärmern entsprehenden Eigenshaften zu versehen. Bei einem solhenVerfahrenswehsel ist es dann auh denkbar, Temperaturlüken mit einzube-ziehen.Die bisherigen Ausführungen bezüglih des Online-Aspekts betrafen haupt-sählih die Reihenfolgeoptimierung. Wie in Abbildung 7.1 gekennzeihnet,hat der Online-Aspekt zudem Auswirkungen auf die WBH-Blokbildung. Diebeiden in Kapitel 7.1 vorgeshlagenen Regeln bezüglih der Bearbeitungsrei-henfolge der WBH-Blöke beruhen nämlih ebenfalls nur auf einer statishenSihtweise. Aus dynamisher Siht stellt sih jedoh die Frage, wie bzw. wo imZeitverlauf neu hinzukommende Waben integriert werden sollen. Hierfür müs-sen die Regeln der WBH-Blokbildung erweitert werden. Die diesbezüglihen





















20 KE -2Abbildung 7.15: Der Online-Aspekt im Zusammenhang mit derWBH-Blokbildung
221Aus statisher Siht mag diese Blokbildung sinnvoll ersheinen. Im Zeitver-lauf birgt sie jedoh einige Tüken. Angenommen, die Behandlung der Anlas-ser beginnt mit den Waben 4 und 6. Sobald diese allerdings fertiggestellt sind,würde eine darauolgende WBH-Blokbildung den VW-Blok vor den A-Blokeinplanen. Den gleihen Eekt hätte die Ankunft eines Vorwärmers, der ent-sprehend eiliger wäre als die Waben 4 und 6. Dabei stellt sih die Frage, obes wirklih sinnvoll ist, die Vorwärmer immer direkt vorzuziehen, insbesonderewenn man bedenkt, dass wenige Zeit später vielleiht wieder eine noh eiligereAnlasswabe eintreen könnte. Eine solhe Planungsweise hätte womöglih häu-ge Wehsel zwishen den WBH-Verfahren zur Folge, welhe ja ursprünglihdurh die WBH-Blokbildung eigentlih verhindert werden sollten.Eine Strategie, um häuge WBH-Blok-Wehsel zu vermeiden, besteht darin,den ersten WBH-Blok einfah solange zu xieren bis die letzte Wabe diesesBloks in den Ofen eingefahren ist. Die Gefahr hierbei ist, dass daraus nursehr selten oder sogar nie WBH-Blok-Wehsel resultieren würden. Letztereswürde dann eintreten, wenn der Lagerbestand des aktuellen WBH-Bloks trotzdessen Bearbeitung nie auf null sinkt. Um dies wiederum zu verhindern, wirddie WBH-Blokbildung um folgende Regel ergänzt:
• Entferne aus dem ersten WBH-Blok alle Waben, deren Sollproduktions-wohen über dem auf die nähste Ganzzahl gerundeten Durhshnitt desdarauolgenden WBH-Bloks liegen.Diese Strategie führt bei dem in Abbildung 7.15 dargestellten Beispiel dazu,dass die Waben 10 und 3 nahträglih aus dem A-Blok entfernt und zunähstzurükgestellt werden. Dies gilt analog für im Zeitverlauf neu hinzukommendeWaben, die prinzipiell dem ersten WBH-Blok zugehörig wären. Wenn also,bezogen auf das Beispiel, eine neue Anlasswabe eintrit, so würde diese zu-rükgestellt werden, sofern ihre Sollproduktionswohe (bzw. die Dierenz zuraktuellen Produktionswohe) gröÿer -1 beträgt. Andernfalls würde die Wabedem aktuellen A-Blok zugeordnet werden.Abshlieÿend sei noh darauf hingewiesen, dass dem Betrieb, insbesondere denOfensteuermännern, aber auh den Kranfahrern oder Bedienern der Brennan-lagen, ein wenig Zeit eingeräumt werden sollte, um sih auf einen WBH-Blok-Wehsel vorzubereiten. Daher ist es sinnvoll, auh den zweiten WBH-Blok
222frühzeitig zu xieren. Als geeigneter Zeitpunkt wurde hierfür die Ofeneinfahrtder vorletzten Wabe des aktuellen WBH-Bloks festgelegt. Ab diesem Zeit-punkt dürfen diesem WBH-Blok dann auh keine neu hinzukommenden Wa-ben mehr zugeordnet werden.
7.4 TemperaturlükenoptimierungBislang konzentrierten sih die Optimierungsgedanken hauptsählih auf dieGestaltung der Reihenfolge, in der die Waben den Ofen passieren. Hinsihtlihder Temperaturlüken wurde sih lediglih auf Aussagen und Verhalten derOfensteuermänner gestützt. Konkret wurden jeweils zwei Szenarien betrahtet(ftempl = 1000 und ftempl = 600), wobei die bisherigen Rehenergebnisse bele-gen, dass die Temperaturlükenvorgabe den Ofendurhsatz zum Teil erheblihbeeinusst. Aus diesem Grund lohnt es sih, diese Vorgaben einer genauerenUntersuhung zu unterziehen.Zunähst fällt auf, dass bezüglih der Temperaturlükenvorgabe wohl eine ge-wisse Unkenntnis bzw. Unsiherheit vorliegt. Dies belegt bereits die Diskrepanzzwishen den beiden angewandten Regeln. Nun könnte man einwenden, dassdie Vorgabe ftempl = 1000 grundsätzlih verworfen werden kann, da die mit
ftempl = 600 gebildeten Lüken sheinbar auh ausreihen. Dies ist allerdingsniht immer der Fall, wie auh die nahfolgenden Untersuhungen zeigen. Indiesem Zusammenhang muss allerdings zunähst geklärt werden, wann eineTemperaturlüke überhaupt zu klein ist, bzw. welhe Bedingungen erfüllt seinmüssen, damit sie als ausreihend groÿ gilt.Der grundsätzlihe Sinn und Zwek einer Temperaturlüke besteht darin, dengegenseitigen Einuss, den zwei im Ofen benahbarte Waben mit untershied-liher Wärmebehandlungstemperatur aufeinander ausüben, zu minimieren. Istdies der Fall, so ist jede Wabe genau der Temperatur ausgesetzt, die für ihreWärmebehandlung vorgesehen ist. Aus Siht des Qualitätsmanagements wärees somit am besten, überhaupt keine Waben mit untershiedlihen Temperatu-ren gleihzeitig im Ofen zu behandeln. Darunter würden allerdings logistisheZielsetzungen, wie Durhsatz und Liefertreue, stark leiden. Eine Regelung zur
223Temperaturlükenvorgabe sollte somit immer einen Kompromiss aus beidenAspekten darstellen. Grundsätzlih gilt eine Temperaturlüke zwishen zweiWaben untershiedliher Wärmebehandlungstemperatur als zu klein, wenn ei-ne Wabe zu viel oder zu wenig Wärme erhält. In gewissen Grenzen stellt beidesseparat gesehen eigentlih gar kein Problem dar. Eine Wabe, die mehr oderweniger Wärme als vorgesehen erhält, ist einfah früher oder später fertig alsursprünglih geplant. Die folgende Abbildung soll die eigentlihe Problematikdahinter verdeutlihen.
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315 340Abbildung 7.16: Auswirkung einer zu kleinen Temperaturlüke
Abbildung 7.16 zeigt eine Ofensituation in der zwei Waben untershiedliherWärmebehandlungstemperatur aufeinander folgen. Wabe 1 benötigt eine Ofen-temperatur von 630 ◦C, wohingegen Wabe 2 nur 600 ◦C erfordert. Zwishen denWaben wird eine a. 8m lange Lüke gelassen. In dem dargestellten Beispielentspriht dies einer zu kleinen Lüke, wie man anhand der geplanten (grüngekennzeihneten) und tatsählihen (gelb gekennzeihneten) Ofenzeiten be-obahten kann. Ursprünglih geplant war, dass Wabe 1 zum Zeitpunkt 330und Wabe 2 zum Zeitpunkt 340 aus dem Ofen ausfährt. Aufgrund der zu klei-nen Lüke wird Wabe 1 nun jedoh erst 10min später fertig. Dagegen müssteWabe 2 nun eigentlih bereits zum Zeitpunkt 315 aus dem Ofen ausfahren.Da Überholvorgänge im Ofen niht möglih sind, muss Wabe 2 zwangsläugmindestens 25min warten. Die Folge könnte im shlimmsten Fall ein verfehlterWärmebehandlungseekt sein.Im Rahmen dieser Arbeit wurden zwei Ansätze zur Verbesserung der Tem-peraturlükenvorgabe entwikelt. Sie werden in den folgenden Unterkapitelnvorgestellt.
2247.4.1 Eine neue OfenzonenregelungDer erste Ansatz betrit die reine Regelung der Ofenzonen. Das Ziel bestehtdarin, den gegenseitigen Einuss zwishen zwei Waben untershiedliher Wär-mebehandlungstemperatur, zunähst unabhängig von der eigentlihen Längeder Temperaturlüke, durh eine neue Ofenzonenregelung zu verringern.Bislang wurden die Ofenzonen bei einem Temperatursprung, wie bereits inKapitel 5.1.2 anhand von Abbildung 5.5 erläutert, geregelt. Demnah wurdeentsprehend der Lükenlänge ein linear ansteigender bzw. absteigender Tem-peraturverlauf angestrebt. Die Idee dahinter bestand darin, den Temperatur-übergang möglihst gleihmäÿig zu gestalten. Im Rahmen von im Zusammen-hang mit der vorliegenden Arbeit durhgeführten Beobahtungen haben sihjedoh zwei Shwahpunkte dieser Regelungsart herauskristallisiert.Es hat sih gezeigt, dass vergleihbare Temperatursprünge (mit entsprehendgleih groÿen Lüken) bei manhen Ofenbelegungskonstellationen zu sehr un-tershiedlihen Wärmeübertragungen führen. Eine Ursahe hierfür kann diePosition der Waben im Ofen sein. Eine ungünstige Positionierung lässt sihauh in Abbildung 5.5 erkennen. Hier ragt der Fuÿ von Wabe 1 (der Rand-bereih zum Ofeneingang hin) noh um a. einen Meter in die 14. Ofenzone.Bei dieser Zone wird nun bereits begonnen herunterzuregeln, da Wabe 2 ei-ne geringere Ofentemperatur erfordert und Wabe 1 weniger als die Hälfte derZone abdekt. Genau im letzten Punkt liegt ein Shwahpunkt der alten Re-gelungsweise. Eine möglihe Folge dieser Situation könnte sein, dass Wabe 1langsamer erwärmt und somit länger als geplant im Ofen bleiben muss. Dieskönnte sih wiederum auf Wabe 2 auswirken und zu einer Situation, wie im Zu-sammenhang mit Abbildung 7.16 geshildert, führen. Selbst wenn dieser Fallniht eintritt, so wird die dargestellte Ofenregelung dennoh dem Ziel einermöglihst homogenen Wabenerwärmung bei Wabe 1 niht gereht.Aufgrund der erläuterten Problematik besteht die erste Änderung der Ofenzo-nenregelung bei Temperatursprüngen darin, alle Zonen, die auh nur zum Teildurh eine Wabe ausgefüllt werden, auf die der Wabe entsprehende Tempe-ratur zu regeln. Bezüglih der in Abbildung 5.5 dargestellten Situation würdedies bedeuten, dass auh die 14. Ofenzone auf 620 ◦C geregelt wird. Dies hät-
225te wiederum zur Folge, dass sih die Regelung der Ofenzonen 11, 12 und 13entsprehend auf 605 ◦C, 610 ◦C und 615 ◦C anpasst.Der zweite Shwahpunkt der ursprünglihen Regelungsart betrit die beiTemperatursprüngen gezielt linear eingestellten Temperaturregelungsverläu-fe. Hier stellt sih die Frage, ob es grundsätzlih sinnvoll ist, den Temperatur-übergang innerhalb einer Temperaturlüke möglihst gleihmäÿig zu gestalten.Umgekehrt könnte man den Übergang auh mit einem groÿen Sprung in derMitte der Temperaturlüke einstellen. Diese Idee stellt die zweite Änderung derursprünglihen Ofenzonenregelung dar. Bezogen auf Abbildung 5.5 würden dieZonen 11 und 12 nun auf 600 ◦C und die Zonen 13 und 14 auf 620 ◦C gere-gelt werden. Es ist utopish anzunehmen, dass die realen Ofentemperaturen,insbesondere in den Zonen 12 und 13, dann genau den Regelungstemperatu-ren entsprehen werden. Der Sinn dieses Ansatzes liegt viel eher darin, sihden Wärmeübergang auf natürlihe Weise einstellen zu lassen, anstatt ihmkünstlih einen linearen Verlauf aufzuzwingen.Beobahtungen der realen Ofenzonentemperaturen belegen, dass der gegensei-tige Einuss zweier Waben untershiedliher Wärmebehandlungstemperaturbei dem sprunghaften Temperaturwehsel in der Mitte der Temperaturlükegeringer ausfällt als bei der linearen Zonenregelung. Abbildung 7.17 stellt zweibeispielhafte Situationen gegenüber.In beiden Graphiken repräsentieren die durhgezogenen Linien die jeweiligenZonenregelungstemperaturen (grün für die alte und blau für die neue Rege-lungsmethode). Zudem sind typishe, bei der jeweiligen Regelung zu beobah-tende Realtemperaturwerte durh die in entsprehender Farbe gekennzeihne-ten, gestrihelten Linien abgebildet. Die beiden Teilabbildungen 7.17(a) und7.17(b) untersheiden sih lediglih darin, ob der Temperatursprung von kalt(am Ofenende) auf heiÿ (am Ofenanfang) oder von heiÿ auf kalt erfolgt. Bei-den Beispielen liegt jeweils ein Temperatursprung um 40 ◦C (von 610 ◦C auf650 ◦C und umgekehrt) bei einer Temperaturlüke von a. 9 Zonen (a. 40 m)zugrunde.Abbildung 7.17(a) zeigt, dass Real- und Regelungswerte bei der linearen Re-gelung nahezu identish sind, was an der ausreihend groÿen Temperaturlüke(kleine Steigung) liegt. Bei der sprunghaften Regelung ist das insbesondere
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Zone(b) Temperatursprung heiÿ (am Ofenende) auf kalt (am Ofenanfang)in den Zonenbereihen um den Mittelpunkt der Temperaturlüke weniger derFall. Dies ist für den gegenseitigen Wärmeeinuss allerdings nur indirekt vonBedeutung. Dieser ist vielmehr anhand der realen Temperaturen zu messenund damit bei der sprunghaften Regelung deutlih geringer. Hier vollzieht sihder Wärmeübergang lediglih in den Zonen 8 - 11 und damit shneller als beider linearen Regelung, welhe die komplette Temperaturlüke (Zonen 6 - 14) inAnspruh nimmt. Mit der sprunghaften Regelung hätte somit auh eine 3 - 4Zonen lange Lüke ausgereiht. Eine derart kleinere Lüke hätte für die lineareRegelung eine gröÿere Steigung zur Folge. In diesem Fall wäre mit wesentlihgröÿeren Abweihungen zwishen den Real- und Regelungswerten und damiteinem starken gegenseitigen Wärmeeinuss zu rehnen.Abbildung 7.17(b) shildert den umgekehrten Fall, bei dem der Temperatur-sprung also von heiÿ nah kalt erfolgt. Bei diesem Szenario kommt ein zu-sätzliher Aspekt zum Tragen, der darin besteht, dass die Abwärme des Ofens
227immer in Rihtung Ofeneingang geleitet wird. Für einen Temperatursprungvon heiÿ nah kalt resultiert daraus ein deutlih verzögertes Abkühlverhaltenim Ofen. Dieser Eekt ist in Abbildung 7.17(b) direkt zu beobahten. Geradebei diesen Temperatursprüngen wird der Nahteil der linearen Regelung beson-ders deutlih, da hier die Real- und Regelungstemperaturen auh bei groÿenTemperaturlüken divergieren. Die sprunghafte Regelung ist von diesem Eektzwar auh betroen, jedoh ist auh hier ein shnellerer Wärmeübergang undein geringerer gegenseitiger Wärmeeinuss zu verzeihnen.7.4.2 Ein Ansatz zur Temperaturlükenvorgabe aus derWärmelehreWährend der erste Ansatz zur Temperaturlükenoptimierung eher auf reinregelungstehnishen Aspekten beruht und nur indirekt abhängig von den tat-sählihen Temperaturlükenlängen ist, folgt nun ein Ansatz zur eektiverenBestimmung bzw. Vorgabe der Lükenlängen. Hierzu ist ein kurzer Ausug indie Wärmelehre erforderlih. Die folgenden Ausführungen sind gröÿtenteils ausdem VDI-Wärmeatlas [93℄ entnommen.Bei Temperaturen über dem Gefrierpunkt absorbieren und emittieren mate-rielle Körper Energie durh Wärmestrahlung. Als direkte Konsequenz ndeteine Energieübertragung zwishen vershieden temperierten Oberähen durheinenWärmestrom statt. Dieser stellt eine rihtungsabhängige Gröÿe dar. Folg-lih ist neben der reinen Temperaturdierenz auh die Lage der beteiligtenOberähen zueinander von Bedeutung. Dabei ndet ein Wärmestrom immervon Oberähen höherer Temperaturen zu Oberähen mit niedrigeren Tem-peraturen statt. Auÿerdem können Flähen nur Wärme durh Strahlung aufFlähen übertragen, die sie sehen. Dabei ist sehen als ungehinderte Erreih-barkeit jedes Punktes der einen Flähe durh jeden Punkt der anderen Flähemit Hilfe einer Geraden zu verstehen.Als Bezugsgröÿe für die meisten wärmestrahlungstheoretishen Ansätze dientdie Annahme des shwarzen Körpers bzw. Strahlers. Dabei handelt es sih umeinen idealisierten, diusen Strahler, der auftreende Strahlung vollständigabsorbiert und maximal in alle Rihtungen abstrahlt. Stehen sih zwei gleih





2). (7.5)Es ist zu beahten, dass die Temperaturen (auh in den folgenden Abshnit-ten) stets in Kelvin anzugeben sind. Der Proportionalitätsfaktor σ stellt diesogenannte Stefan-Boltzmann-Konstante dar, welhe sih wie folgt berehnet:
σ = 5, 67 · 10−8
W
(m2 ·K)
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dA1dA2. (7.7)Für vershiedene geometrishe Kongurationen existieren bereits Lösungendieser Dierentialgleihung (vgl. VDI [93℄). So z. B. auh für den Fall, zweierparalleler Rehtekähen, bei dem die eine Flähe mit einer Eke in der Mit-telsenkrehten der anderen Flähe liegt. Abbildung 7.18 stellt eine derartigeKonstellation shematish dar.Für den abgebildeten Fall lassen sih die Einstrahlzahlen mit Hilfe von Glei-hung 7.8 ermitteln:
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, (7.11)wobei Q̇Kj,WZ j′ den Wärmestrom bezeihnet, der von der Wärmezone von Wabe
j′ auf den Kopf von Wabe j strömt (mit j′ als direkten Nahbar von Wabe
230
j). Analog kennzeihnet Q̇Fj,WZ j′ den entsprehenden Wärmestrom, der auf denFuÿ von Wabe j wirkt. An dieser Stelle sei darauf hingewiesen, dass eine Wär-mezone (WZ) als Verbund von Ofenzonen zu verstehen ist. Zudem stellt Wabe
j in den folgenden Ausführungen immer die Wabe dar, deren Wärmebehand-lungstemperatur unter der von Wabe j′ liegt. Des Weiteren ist zu beahten,dass die Wärmeströme hier lediglih für einen stationären Zustand berehnetwerden. In diesem Zusammenhang wird TAj stets mit wbhtZielj initialisiert.Die Toleranzparameter Q̇Kkrit und Q̇KFkrit bilden jeweils dividiert durh die Di-ke von Wabe j (in mm) die entsprehend für den Wabenkopf sowie für dieKopf-Fuÿabweihung einzuhaltenden Wärmestromverhältnisse. Sie wurden mit
Q̇Kkrit = 3, 3 und Q̇KFkrit = 2, 5 implementiert. Die Toleranzwerte werden bewusstmit der Wabendike in Abhängigkeit gebraht, um untershiedlihe Vorgabenfür vershieden dike Waben zu generieren. Dies ist sinnvoll, da z. B. dünnereWaben shneller aufheizen als dikere.Entsheidend für die Berehnung der Wärmeströme ist die Ermittlung derEinstrahlzahlen. Diesbezüglih kann auf die in Abbildung 7.18 dargestellteKonstellation und demnah auf Gleihung 7.8 zurükgegrien werden. Eineähnlihe Konstellation lässt sih nämlih auh im Ofen feststellen, wenn manFlähe A1 als eine bestimmte Wabe und Flähe A2 als eine bestimmte Wärme-zone betrahtet. Die Streke a stellt in diesem Fall den Abstand zwishen derOberähe der betrahteten Wabe und der Ofendeke dar. Dieser wird für eineWabe j im Folgenden mit dOfenj bezeihnet. Die Streken b und c entsprehenfolglih der Breite bzw. Länge der betrahteten Wärmezone. Die Längen undBreiten einer Flähe A werden im weiteren Verlauf dieser Arbeit allgemein mit
lA und bA bezeihnet.Die Vorgehensweise zur Berehnung der Einstrahlzahlen im Zusammenhangmit der in dieser Arbeit vorliegenden Problemstellung lässt sih mit Hilfe vonAbbildung 7.19 beshreiben. Teilabbildung 7.19(a) zeigt zwei Waben j und j′,die um die Länge einer bestimmten Temperaturlüke auseinander liegen. Überihnen sind mit AWZ j und AWZ j′ ihre zugehörigen Wärmezonen gekennzeih-net. Wie man sieht, ist hier bereits die in Kapitel 7.4.1 erläuterte, sprunghafteRegelung vorausgesetzt. Zur Vereinfahung werden die Ofenzonen im Folgen-den allerdings vernahlässigt, d. h. es wird angenommen, dass die Tempera-





















WZj’(b) Einstrahlzahlen auf Wabenfuss
turregelung genau in der Mitte der Temperaturlüke umspringt. Zudem seidies auh gleihzeitig der Mittelpunkt des Ofens, sodass AWZ j = AWZ j′ und
lWZ j + lWZ j′ = lOfen gelte.Um Gleihung 7.8 anwenden zu können, müssen die Wärmezonen in Teilzo-nen zerlegt bzw. zusammengefasst werden. So zerlegt die Mittelsenkrehte desKopfes von Wabe j (die Länge dieses Flähenelements sei auf 1m gesetzt) Flä-he AWZ j in A1 und A2. Letztere wird mit der Flähe AWZ j′ zusammengefasstund bildet somit die Flähe A3. Diese Vorgehensweise ist erforderlih, da Glei-hung 7.8 nur für in Abbildung 7.18 dargestellte, geometrishe Konstellationengültig ist. Eine derartige Konstellation liegt nun für die Flähen A1, A2 und A3in Bezug auf den Kopf von Wabe j vor. Demnah lässt sih die Einstrahlzahl
ϕKj,WZ j′ zwishen dem Kopf von Wabe j und Wärmezone j′ mit Hilfe des fürEinstrahlzahlen geltenden Zerlegungsgesetzes (siehe VDI [93℄, Abshnitt Ka 7)wie folgt ermitteln:




j,A2). (7.12)Für die Berehnung des Wärmestroms, den Wabe j von ihrer eigenen Wärme-
232zone erhält, gilt dementsprehend:




j,A2). (7.13)Bei beiden Berehnungen ist zu beahten, dass die Breiten der ktiven Flähen
A1, A2 und A3 aufgrund der in Abbildung 7.18 dargestellten, geometrishenKonstellation lediglih bOfen
2
, also der Hälfte der Ofenbreite, betragen dürfen.Aus diesem Grund ist hier die nahträglihe Multiplikation mit 2 erforderlih,um die komplette Ofenbreite zu berüksihtigen.Die soeben erläuterte Vorgehensweise zur Berehnung der Einstrahlzahl be-züglih des Kopfes von Wabe j lässt sih analog auf die für den Fuÿ von Wabe
j geltende Einstrahlzahl ϕFj,WZ j′ übertragen. Es gelten die folgenden Gleihun-gen:
















j ), wenn fposj′ = fposj − 1,
kvpkh(wbhtOfenj′ − wbht
Ofen
j ), wenn fposj′ = fposj + 1. (7.16)
233Dabei stellt kvphk den Konvektionsparameter für einen Temperatursprung vonheiÿ nah kalt (anzuwenden, wenn Wabe j′ direkter Vorgänger von Wabe jist) und kvpkh den entsprehenden Parameter für einen Wehsel von kalt nahheiÿ (anzuwenden, wenn Wabe j′ direkter Nahfolger von Wabe j ist) dar.Die Parameter wurden experimentell ermittelt und shlieÿlih mit kvphk = 150und kvphk = 5 mm◦C implementiert. Bei der in Abbildung 7.17(b) dargestelltenSituation würde der Temperatursprung somit künstlih um sehs Meter (150 ·
(650− 610)mm) in Rihtung des Ofeneingangs vershoben werden.Algorithmus 11 fasst den entwikelten Ansatz zur Temperaturlükenvorgabein Form eines Pseudoodes zusammen.Algorithmus 11 TemperaturlükenberehnungRequire: wbhtOfenj , wbhtZielj , wbhtOfenj′ , fposj , fposj′, lj, bj , dj , dOfenjmit j, j′ ∈ J , lOfen, bOfen, kvphk , kvpkh , Q̇Kkrit , Q̇KFkritEnsure: templ j1: berehne templv gemäÿ Gleihung 7.162: Aj = lj · bj3: a = dOfenj4: b = bOfen
25: lWZ j′ = lOfen
2
+ templv6: lWZ j = lOfen − lWZ j′7: for templ j = 500, 1000, 1500, ..., 50000 do8: lA2 = 500 + templj
2
− templv9: lA3 = lWZ j′ + lA210: c = lA311: berehne ϕK
j,A3
gemäÿ Gleihung 7.812: c = lA213: berehne ϕK
j,A2
gemäÿ Gleihung 7.814: ϕKj,WZ j′ = 2(ϕKj,A3 − ϕKj,A2)15: Q̇Kj,WZ j′ = σAjϕKj,WZ j′ (wbhtOfenj′ 4 − wbhtZielj 4)16: lA1 = lWZ j − lA217: c = lA118: berehne ϕK
j,A1
gemäÿ Gleihung 7.819: ϕKj,WZ j = 2(ϕKj,A1 + ϕKj,A2)20: Q̇Kj,WZ j = σAjϕKj,WZ j(wbhtOfenj 4 − wbhtZielj 4)21: lA2 = lj − 500 + templj2 − templv22: lA3 = lWZ j′ + lA223: c = lA3
23424: berehne ϕF
j,A3
gemäÿ Gleihung 7.825: c = lA226: berehne ϕF
j,A2
gemäÿ Gleihung 7.827: ϕFj,WZ j′ = 2(ϕFj,A3 − ϕF2,A2)28: Q̇Fj,WZ j′ = σAjϕFj,WZ j′ (wbhtOfenj′ 4 − wbhtZielj 4)29: lA1 = lWZ j − lA230: c = lA131: berehne ϕF
j,A1

























lässt sih nun ϕKj,WZ j′ ableiten (Zeile 14), womitsih shlieÿlih der Wärmestrom Q̇Kj,WZ j′ ermitteln lässt (Zeile 15). Es folgt inden Zeilen 16 - 20 eine analoge Vorgehensweise zur Berehnung des von Wär-mezone j ausgehenden Wärmestroms Q̇Kj,WZ j . Im darauolgenden Abshnitt(bis Zeile 33) werden die gleihen, bis hierhin auf den Wabenkopf bezogenenBerehnungen nun für den Wabenfuÿ wiederholt. Zum Shluss wird auf dieEinhaltung der vorgegebenen Bedingungen geprüft (Zeile 34). Sobald beideBedingungen erfüllt sind, briht die for -Shleife ab und die aktuelle Länge von
templ j stellt die vorgeshlagene Temperaturlüke dar.Es ist zu beahten, dass die mit Algorithmus 11 ermittelten Temperaturlükenzum Teil stark von denen mit der ursprünglihen Berehnungsmethode (mit
ftempl = 600 bzw. ftempl = 1000) ermittelten Lüken abweihen. Allgemein
235sind die neuen Lüken in den meisten Fällen wesentlih kürzer. Es gibt jedohauh Situationen, in denen gröÿere Lüken als zuvor vorgeshlagen werden.Diese Untershiede können zum einen dadurh begründet werden, dass der neueAnsatz mehr Faktoren berüksihtigt als der ursprünglihe, bei dem prinzipiellnur die Höhe des Temperatursprungs betrahtet wird. In den neuen Ansatzgehen z. B. zusätzlih die Dike und die Länge der jeweils relevanten Wabesowie die Rihtung des Temperaturwehsels mit ein. Zum anderen geht dieBerüksihtigung der Höhe des Temperatursprungs hier mit den auf Basis derEinstrahlzahlen berehneten Wärmeströmen wesentlih tiefer.Anhand der Abbildungen 7.20(a) - 7.20(d) lassen sih die Auswirkungen deruntershiedlihen Einussfaktoren ablesen. Die Auswertungen basieren grund-sätzlih auf folgenden Daten bzw. Annahmen:
• lj = 10000,
• dj = 100,
• wbhtOfenj = 630,
• wbhtZielj = 610,
• wbhtOfenj′ = 660.Auf Basis dieser Daten wurde nun eine Ceteris-Paribus-Analyse durhgeführt.In Teilabbildung 7.20(a) wurde die Wabenlänge von 2000 - 20000mm variiert.Die blaue Linie repräsentiert die resultierenden Temperaturlükenvorgaben beiAnwendung des neuen Ansatzes. Die alten Vorgaben mit ftempl = 600 und
ftempl = 1000 sind mit den rot gestrihelten Linien gekennzeihnet. Wie mansieht, liegen die neuen leiht unter den mit ftempl = 600 berehneten Lüken.Allgemein ist mit steigender Wabenlänge ein leihter Anstieg der Lüken zubeobahten.Auf die gleihe Weise wie mit der Wabenlänge, wurde in Teilabbildung 7.20(b)nun die Wabendike von 40 - 240mm variiert. Hier sieht man, dass die neuenLüken bei sehr dünnen Waben (bis a. 80mm) noh leiht über den ursprüng-lih mit ftempl = 600 berehneten Lüken liegen. Mit steigender Dike sinkendie neuen Lüken jedoh weiter ab.Den gröÿten Einuss hat jedoh nah wie vor die Höhe des Temperatursprungs,


























































(d) Höhe des Temperatursprungs mit Wabe jals Nahfolgerwobei nun die Rihtung des Temperaturwehsels zusätzlihen Einuss ausübt.Teilabbildung 7.20() zeigt die untershiedlihen Verläufe der Temperatur-lüken, wenn die Ofentemperaturdierenzen sukzessive von 10 - 100 ◦C erhöhtwerden (d. h. wbhtOfenj′ von 640 - 730 ◦C variiert) unter der Annahme, dass Wabe
j nun den Vorgänger bildet (d. h. ein Wehsel von kalt nah heiÿ erfolgt). Auf-grund des geringeren Konvektionsfaktors sind diese Lüken wesentlih kleinerals die nah der alten Methode berehneten Lüken. Führt man nun die gleiheAnalyse mit Wabe j als Nahfolger durh, so ergeben sih die in Teilabbildung7.20(d) dargestellten Lüken. Diese liegen für Temperatursprünge unter 20 ◦Cnoh über den ursprünglih mit ftempl = 600 berehneten Lüken, steigen beihöheren Temperaturdierenzen allerdings wesentlih geringer an.Es ist festzuhalten, dass die Vorteile der neuen Lükenvorgabe darin bestehen,














j . (7.17)Im zweiten Shritt wird mit dieser angepassten Ofentemperatur die neue Er-wärmdauer ewd∗j berehnet. Die neue Ofenverweilzeit ovz ∗j ergibt sih shlieÿ-lih aus der Summe aus ewd∗j und hd j (vgl. Gleihung 5.1).
7.5 Simulation-3Sowohl der in Unterkapitel 7.3 vorgestellte Online-Aspekt als auh der in Un-terkapitel 7.4 eingeführte Ansatz zur Ermittlung geeigneter Temperaturlüken-vorshläge lassen sih durh Erweiterungen an Simulation-2 realisieren. Dieresultierende und letztendlih derzeit im Realbetrieb des RHO3 verwendeteMaterialusssimulation wird als Simulation-3 bezeihnet und in Algorithmus12 zusammengefasst.
238Algorithmus 12 Simulation-3Require: Wabenmenge J , wbhtOfenj , ovz j, lj, akdKj , akdOj , brd j mit




+ tmin ≥ FEZO folgep then32: FAZO folgep += FEZOWOfen
1




≤ FAZO folgep do





|WOfen |−140: end if41: WOfen ←WOfen \ {WOfen
|WOfen |




> FAZO folgep then48: wl folgep = FEZOWOfen
|WOfen |





|WOfen |−154: end if55: WOfen ←WOfen \ {WOfen
|WOfen |
}56: end while57: FAZO folgep += wl folgep58: FEZO folgep = FAZO folgep + tmin + ovz folgep59: end if60: if p ≤ n then61: lARGrest = lARG62: WARG = ()63: for q = 1, ..., p− 1 do64: if FEZOARGfolgeq > FEZO folgep + tmin then65: WARG ←WARG ∪ {folgeq}66: lARGrest −= lfolgeq + templmin67: end if68: end for69: while lARGrest < lfolgep do70: FEZO folgep = FEZOARGWARG
|WARG |71: FAZO folgep = FEZO folgep − tmin − ovz folgep72: lARGrest += lWARG
|WARG |
+ templmin73: WARG ← WARG \ {WARG|WARG |}74: end while75: FEZOARGfolgep = FEZO folgep + tmin + akdKfolgep(wbhtZielfolgep, 500)76: if brd folgep > 0 then
24077: WBR = ()78: for q = 1, ..., p− 1 do79: if FEZB folgeq > FEZOARGfolgep + tmin then80: WBR ←WBR ∪ {folgeq}81: end if82: end for83: if |WBR| = AnzBR then84: j∗ = argmin
j∈WBR
{FEZB j}85: FEZOARGfolgep = FEZB j∗86: FEZO folgep = FEZOARGfolgep − tmin − akdKfolgep(wbhtZielfolgep , 500)87: FAZO folgep = FEZO folgep − tmin − ovz folgep88: end if89: FEZB folgep = FEZOARGfolgep + tmin + brd folgep90: end if91: end if92: if |WOfen| = 0 then93: lOfenrest −= lfolgep − templ folgep94: else95: lOfenrest −= lfolgep96: end if97: WOfen ← WOfen ∪ {folgep}98: end for99: Cmax = FEZO folgen∗
Die Erweiterungen gegenüber Simulation-2 betreen im Prinzip nur wenigeZeilen. Zunähst wird die Pseudowabenmenge J ′ eingeführt, welhe die kti-ven Waben beinhaltet, die in Verbindung mit der Berüksihtigung des Onli-ne-Aspekts benötigt werden. In Zeile 1 werden diese der Reihenfolge folge hin-zugefügt bzw. hinten angehängt. Die for -Shleife aus Zeile 2 läuft demzufolgenun niht mehr nur bis n, sondern bis n∗, wobei n∗ = n+ |J ′| gilt. Die letztenden Online-Aspekt betreenden Erweiterungen sind in den Zeilen 3 und 60 zunden, wobei beide if -Bedingungen lediglih bewirken, dass die entsprehendfolgenden Shritte nur bei den Waben folge1, ..., folgen durhgeführt werden.Shlieÿlih verbergen sih die Erweiterungen bezüglih des neu entwikeltenAnsatzes zur Temperaturlükenvorgabe in den Zeilen 24 - 26. Sie beinhaltenden Aufruf der in Algorithmus 11 beshriebenen Lükenberehnung, sowie diedarauolgende Ofenverweilzeitanpassung.




In diesem Kapitel wird zunähst die Implementierung und Umsetzung des indieser Arbeit entwikelten Lösungskonzepts in den Realbetrieb der DillingerHüttenwerke vorgestellt. Anfangs widmet sih Unterkapitel 8.1 noh der Be-shreibung des Alt-Systems, ehe anshlieÿend auf die Neuentwiklungen undden damit verbundenen neuen Planungsablauf eingegangen wird. Mit Unter-kapitel 8.2 folgt zum Abshluss eine quantitative und qualitative Gesamtbe-wertung.
8.1 Realisierung des entwikelten Konzepts undEinbindung in den RealbetriebEs sei darauf hingewiesen, dass sih die Einbindung des in dieser Arbeit entwi-kelten Konzepts in den Realbetrieb der Dillinger Hüttenwerke nahezu parallelmit dessen Entwiklung vollzog. So wurden bereits die ersten Entwiklungen,wie beispielsweise die Bewertung durh Simulation-1 (vgl. Algorithmus 2),direkt implementiert und folglih frühzeitig einer Praxistauglihkeitsprüfungunterzogen. Auf die Beshreibung der einzelnen Implementierungsphasen wirdim Folgenden allerdings verzihtet, um den konzeptionellen Vergleih zwishenAlt- und Neu-System deutliher hervorzuheben.243
2448.1.1 Das Alt-SystemDas Alt-System ist in einer in VB6 programmierten Anwendung integriert.Nah dem Start des Programms ersheint die in Abbildung 8.1 abgebildeteOberähe.
Abbildung 8.1: Startoberähe des Alt-SystemsVon hier aus gelangt der Anwender über entsprehende Buttons zur Ansihtbzw. Erstellung des Produktionsprogramms für einen der drei existierendenRollenherdöfen. Die folgenden Ausführungen beshränken sih auf den Erstel-lungsmodus des Produktionsprogramms für den RHO3. Nah dessen Aufrufönet sih das in Abbildung 8.2 (bzw. im Anhang Abbildung A.2) beispielhaftdargestellte Fenster.Dem Bediener und damit im Normalfall dem Steuermann des RHO3 stehennun vier vershiedene tabellarish aufgebaute Ansihten zur Verfügung. DasFeld links oben verweist auf den Bestand an Waben, für die eine Wärmebe-handlung am RHO3 vorgesehen ist. Dieser Gesamtbestand ist prinzipiell spal-tenweise nah der Sollproduktionswohe und zeilenweise nah dem aktuellenFertigungsabshnitt aufgeshlüsselt, wobei hier prioritäre Waben noh einmalgesondert gelistet sind. Für den Ofensteuermann sind hauptsählih die in dengrünen Zeilen dargestellten Bestände relevant, da dort alle Waben aufgeführtsind, deren nähster oener Fertigungsabshnitt eine Wärmebehandlung amRHO3 darstellt. Des Weiteren ist es dem Bediener möglih, sih nur die Be-stände eines bestimmten Wärmebehandlungsverfahrens auszugeben.Das Feld rehts oben stellt eine weitere Bestandsansiht dar. Hier werden dieWaben entsprehend ihrer Zugehörigkeit zu bestimmten Lagerbereihen grup-piert. Aufgrund der geringen Relevanz dieser Ansihtsform wird auf diese an-sonsten niht weiter eingegangen.
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• Nähste Wärmebehandlung (FAB)
• Zuletzt durhgeführter Fertigungsabshnitt (lFAB)
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• Lage von unten im Stapel (LVU)Über den rehts neben der Liste angeordneten Button Liste sortieren kön-nen die Waben nah bestimmten, vorher zu wählenden Kriterien automatishsortiert werden.Nun kann der Ofensteuermann entsheiden, welhe Waben er in das aktuelleProduktionsprogramm aufnehmen möhte. Hierzu zieht er die ausgewähltenWaben von der mittigen in die untere Liste, welhe das Produktionsprogrammrepräsentiert. Die Spaltenstruktur ist die gleihe wie zuvor. Die Anordnung derZeilen kennzeihnet nun allerdings die geplante Produktionsfolge. Der Ofen-steuermann kann die Positionierung der Waben entweder manuell vornehmen,indem er die Waben entsprehend nah oben oder unten shiebt oder er be-tätigt den zweiten Button Liste sortieren. Auh hierdurh lässt sih die Listewieder nah bestimmten Kriterien automatish sortieren. Wie bereits in Kapi-tel 5.3 erläutert, wird hier i. d. R. die Wärmebehandlungstemperatur als erstesund die Ofenverweilzeit als zweites Sortierkriterium verwendet. Die Vorgehens-weise entspriht somit der Rule-based Sorting-Heuristik (vgl. Algorithmus 1).8.1.2 Das neue SystemDas neue System ist mehrshihtig aufgebaut. Die einzelnen Bausteine desin Kapitel 7 vorgestellten Lösungskonzepts (vgl. Abbildung 7.1) wurden inC++ programmiert und zu zwei Anwendungen zusammengefasst. Diese unter-sheiden sih jedoh ausshlieÿlih in der Parametrierung des HTFSPD-HGA(insbesondere hinsihtlih der Abbruhkriterien) voneinander.Mit der Implementierung zweier vershiedener Optimierungsstrategien wurdedas Ziel verfolgt, auf der einen Seite eine ausführlihe und auf der anderen Seite
247eine Kurzoptimierung bereitzustellen. Dabei soll die ausführlihe Optimierungmit entsprehend höherer Laufzeit speziell für die Verbesserung der Güte desaktuellen Produktionsprogramms sorgen, während die Kurzoptimierung eherdazu gedaht ist, um kurzfristig auf Änderungen reagieren zu können und mög-lihst shnell zulässige und zumindest halbwegs gute Lösungen zu generieren(Online-Aspekt).Beide Anwendungen laufen von dem ursprünglihen Planungsprogramm ge-trennt auf einem separaten Server und werden in regelmäÿigen Abständen au-tomatish gestartet. Die ausführlihe Variante wird derzeit mit einem Zeitlimitvon 600 s in einem Rhythmus von 675 s ausgeführt. Die Laufzeit der kurzfris-tigen Variante ist dagegen auf 15 s begrenzt und wird alle 45 s angestoÿen. DieErgebnisse werden jeweils in der Datenbank hinterlegt.Um den Ofensteuermännern die Umstellung auf das neue System etwas zuerleihtern, wurde die neue Programmerstellungsansiht in das ursprüngliheVB6-Programm integriert. Wie in Abbildung 8.3 erkennbar, steht dem Be-diener nun bei Programmstart eine zusätzlihe Option (Automatishe Opti-mierung) zur Verfügung, mit der er die Möglihkeit hat, zwishen Neu- undAlt-System auszuwählen. Diese Auswahloption wurde bewusst gestaltet, umwährend der Entwiklungsphase des neuen Programms zur Not immer auf dasaltbewährte, stabile System zurükgreifen zu können. Zukünftig (und auh der-zeit shon der Fall) sollen die Ofensteuermänner ausshlieÿlih mit dem neuenSystem arbeiten.








• Frühester Ablagezeitpunkt auf dem Ofeneinlaufrollgang (FAZ Einlauf)
• Frühester Anfangszeitpunkt der Wärmebehandlung im Ofen (FAZ Ofen)
• Frühester Endzeitpunkt der Wärmebehandlung im Ofen (FEZ Ofen)
• Frühester Entnahmezeitpunkt vom Ofenauslaufrollgang (FEZ Auslauf)
• Frühester Anfangszeitpunkt des Brennshneidens auf einem Brennportal(FAZ BP)
• Frühester Endzeitpunkt des Brennshneidens auf einem Brennportal(FEZ BP)
• Wartezeit ausgehend von der Ofeneinfahrt der Vorgängerwabe (Warten)
• Vorgeshlagene minimale Temperaturlüke zur Vorgängerwabe (Lueke)
Abbildung 8.4: Die neue Programmerstellungsansiht (1)
249Die Folgenummer stellt die aktuelle Reihenfolgeposition einer Wabe dar undgibt gleihzeitig Auskunft über deren Ofenfahrweise, da Waben innerhalb einesVerbands über identishe Folgenummern verfügen. Die Angabe der Wabenum-mer und der Lage von oben (anstatt der Lage von unten) im Stapel entstammteher den Wünshen der Ofensteuermänner. Die restlihen Spalten enthaltendie für die Ofensteuermänner interessantesten Informationen, welhe von derSimulation der aktuellen Produktionsfolge geliefert werden. Dabei werden dieSpalten, in der die aht letztgenannten Daten enthalten sind, erst durh Srol-len nah rehts ersihtlih. Abbildung 8.5 (bzw. im Anhang Abbildung A.4)zeigt die zu Abbildung 8.4 entsprehende Ansiht.
Abbildung 8.5: Die neue Programmerstellungsansiht (2)Ein groÿer Untershied gegenüber dem Alt-System besteht darin, dass derOfensteuermann sih die Waben, die er als nähstes in den Ofen fahren möhte,grundsätzlih niht mehr selbst zusammensuhen muss. Das neue Programmentnimmt sih minütlih das jeweils durh die beiden Optimierungsanwendun-gen erstellte Produktionsprogramm aus der Datenbank und aktualisiert dieListenansiht dementsprehend. Somit ist nun prinzipiell eine vollautomatisier-te Programmerstellung möglih. Aufgrund von im betrieblihen Alltag immerwieder vorkommenden Störungen, Verzögerungen oder erforderlihen Umpla-
250nungen, ist es dennoh wihtig, dem Ofensteuermann vershiedene Mehanis-men bereitzustellen, mit denen er manuell in die automatishe Programmer-stellung eingreifen kann. Diese Mehanismen werden im Folgenden vorgestellt.Zunähst besteht weiterhin grundsätzlih die Möglihkeit, die Reihenfolgepo-sitionen der Waben in der Listenansiht zu ändern. Eine solhe Änderung wirdin den beiden Optimierungsanwendungen derart berüksihtigt, dass die inder aktuellen Listenansiht dargestellte Produktionsfolge immer in Form ei-nes Individuums im Rahmen des HTFSPD-HGA mit initialisiert wird. VomOfensteuermann durhgeführte Positionsänderungen wirken somit für die Op-timierung wie ein Startvorshlag. Nur wenn im Laufe des Verfahrens eine besserbewertete Lösung gefunden wird, bildet diese das neue Produktionsprogramm.Es gibt jedoh auh begründete Situationen, in denen Änderungen durh dieSteuermänner beibehalten werden sollten. Daher wurde ihnen die Möglihkeiteingeräumt, bestimmte Positionen zu xieren. Diese dürfen von den beidenOptimierungsanwendungen dann niht mehr geändert werden. In der Listen-ansiht sind die Zeilen xierter Positionen durh eine gelbe Hintergrundmar-kierung zu erkennen (vgl. Abbildung 8.4). Hier ist allerdings im Prinzip nurdie neunte Position xiert, da Waben, die im Ofen oder auf dem Einlauf- bzw.Auslaufrollgang liegen, grundsätzlih immer xiert sind. Selbstverständlih be-steht für den Ofensteuermann jederzeit auh die Möglihkeit vorgenommeneFixierungen wieder aufzuheben.Als weitere Option kann der Steuermann bestimmte Waben auh zurükstellenlassen. Diese werden dann aus der unteren Listenansiht entfernt und in derListenansiht rehts oben eingetragen. Eine Zurükstellung ist gleihbedeutendmit einer zeitweisen Löshung bzw. Sperrung der Waben aus dem Produkti-onsprogramm. Die Gründe hierfür können z. B. Fehlbuhungen oder betriebs-bedingte Umplanungen sein, die datentehnish niht erfasst, dafür aber demOfensteuermann bekannt sind. Zurükgestellte Waben dürfen von den beidenOptimierungsanwendungen niht mehr berüksihtigt bzw. wieder eingeplantwerden. In der in Abbildung 8.4 dargestellten Situation wurden beispielsweisedrei Waben zurükgestellt. Sie werden erst wieder berüksihtigt, wenn derOfensteuermann sie freigibt.Neben den bisher erläuterten Eingrisoptionen besteht für den Ofensteuer-
251mann zusätzlih die Möglihkeit, gewisse Vorgaben an die Optimierung zuübergeben (siehe Bereih links oben in Abbildung 8.4). Zum einen kann dieAnzahl der aktuell für das Brennen aus fallender Hitze zur Verfügung ste-henden Brennanlagen editiert werden. Zum anderen besteht die Möglihkeit,in die WBH-Blokbildung einzugreifen. Hierzu muss ein Haken bei Weh-sel des WBH-Verfahrens gesetzt und anshlieÿend das aktuell gewünshteWBH-Verfahren ausgewählt werden. Beim nähsten Optimierungsdurhlaufwird dieser WBH-Blok dann unabhängig von den jeweiligen Sollprodukti-onswohen an der frühestmöglihen Position eingeplant. Ist bei Wehsel desWBH-Verfahrens kein Haken gesetzt, so verfährt die WBH-Blokbildung wiein den Kapiteln 7.1 und 7.3 beshrieben. Zuletzt kann der Ofensteuermannnoh beeinussen, wie stark eventuell für den Kran erforderlihe Umstapelak-tionen in der Bewertung des HTFSPD-HGA bestraft werden sollen. Dies ge-shieht bei Umstapler für den Kran bestrafen über die Ausprägungen shwah,mittel, hart, welhe gleihbedeutend mit Änderungen des Parameters tu auf 1,3 oder 30min sind. Die Änderung betrit dann jedoh nur die Bewertung derIndividuen innerhalb des HTFSPD-HGA. Die beste gefundene Lösung wirdabshlieÿend immer noh einmal mit dem Standardwert tu = 3 simuliert. Ins-besondere eine stärkere Bestrafung von Umstapelaktionen ist in den Fällensinnvoll, in denen der Kran eher den Engpass bildet als der Ofen, d. h. dieBeshikung anderer Anlagen gerade eiliger ist als die des Ofens.Während der Implementierungsphase des neuen Systems hat sih die zeitglei-he Programmierung einer Visualisierung der von der Simulation ausgegebe-nen Daten zweks Verizierung als durhaus hilfreih erwiesen. Ursprünglihnur für Testzweke gedaht, wurde daraus shlieÿlih eine zusätzlihe Anwen-dung erstellt, die letztendlih auh aus dem neuen VB6-Programm aufgerufenwerden kann. Die wiederum in C++ programmierte Visualisierung önet sihdurh Ankliken des Buttons Visualisieren. Abbildung 8.6 (bzw. im AnhangAbbildung A.5) zeigt eine beispielhafte Ansiht des Programms.Direkt links oben wird der aktuelle Wert eines im Programm integrierten Ti-mers im Zeitformat [hh:mm℄ dargestellt. Unmittelbar darunter werden die zudiesem Zeitpunkt von der Simulation prognostizierten, verfügbaren Restkapa-zitäten des Ofens und der entsprehenden Rollgänge (in Millimetern) ange-zeigt. Rehts daneben sind fünf Buttons angeordnet, mit denen die Simulation
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Abbildung 8.6: Sreenshot der Visualisierungbzw. die Visualisierung gesteuert werden kann. Der Reihe nah haben die But-tons folgende Bedeutungen:
• eine Minute zurük
• eine Minute vor
• Start
• Pause
• StoppBeim Drüken des Start-Buttons wird der Timer automatish mit bestimm-ter Geshwindigkeit jeweils minutenweise erhöht. Hierbei kann zwishen dreiGeshwindigkeiten (langsam, mittel, shnell) gewählt werden.Die eigentlihe Visualisierung erfolgt im mittleren Bereih. Hier werden die vonder Simulation zum aktuellen Zeitpunkt des Timers berehneten Belegungendes Ofens bzw. des Ofenein- und Ofenauslaufrollgangs abgebildet. In der in Ab-bildung 8.6 dargestellten Situation benden sih demnah 12 Waben im Ofen(davon aht in Verband-Fahrweise) und zwei Waben auf dem Ofenauslaufroll-gang. Die Waben sind links oben durh ihre Folgenummern gekennzeihnet.
253Neben dieser Visualisierung werden die zum jeweiligen Zeitpunkt des Timersproduktionsprogrammrelevanten Daten in Form von drei Listenansihten an-gezeigt. Die Daten der Waben, die sih im Ofen bzw. auf dem Ofenein- oderOfenauslaufrollgang benden, sind der unteren Listenansiht zu entnehmen.Die Spalten sind analog zu der Listenansiht des neuen VB6-Programms ge-staltet. Die Liste links oben enthält zusätzlih bestimmte Wabendaten desStapels, in dem sih die nähste zum Ofen zu transportierende Wabe ben-det. In dem in Abbildung 8.6 dargestellten Beispiel ist dies die Wabe mitder Referenznummer 69027 (Folgenummer 22). Bevor diese Wabe vom Kranentnommen werden kann, muss zunähst allerdings die darüber liegende Wa-be umgestapelt werden. Der hierfür von dem in Kapitel 6.3.1 beshriebenenUmstapelalgorithmus vorgeshlagene Zielstoÿ wird in der letzten Spalte ange-zeigt (hier: UStoss = 3134930). Die dritte Listenansiht (rehts oben) enthältshlieÿlih die Waben, die sih zum aktuellen Zeitpunkt des Timers in oderunmittelbar vor einer Brennanlage benden. Direkt darüber steht die vomOfensteuermann vorgegebene maximal verfügbare Anzahl der Brennanlagenzum Brennen aus fallender Hitze (max) sowie die Anzahl der in der aktuelldargestellten Situation belegten Anlagen (akt).Die Implementierung des neuen Systems zusammenfassend, wurde das alteProgramm zur Erstellung des Produktionsprogramms um die automatisheOptimierung erweitert, zudem jeweils eine ausführlihe und eine kurzzeitigeOptimierung hinterlegt sowie letztendlih eine Visualisierung der Simulati-onsdaten bereitgestellt. Abshlieÿend sei hervorgehoben, dass die mit diesenAnwendungen verbundene Planungsweise zur Produktionsprogrammerstellungdes RHO3 bei den Dillinger Hüttenwerken derzeit wie in diesem Kapitel be-shrieben vollzogen wird.
8.2 Quantitative und qualitative BewertungNah der Beshreibung der Implementierung des neuen Systems folgt nun ei-ne abshlieÿende Gesamtbewertung. Die Verbesserungen gegenüber dem Alt-System sind jedoh niht alle vollständig quantizierbar. Aus diesem Grundwird im Anshluss an die Vorstellung der numerishen Ergebnisse noh eine
254qualitative Bewertung vorgenommen.
8.2.1 Numerishe ErgebnisseIm Rahmen dieser Arbeit wurden bereits mehrere Rehenergebnisse vorge-stellt. Meist dienten diese dazu, die Vorteile bzw. das Potential einzelner imGesamtkonzept integrierter Bausteine zu belegen. Nun erfolgt ein konkreterVergleih zwishen Alt- und Neu-System.Für diesen Vergleih werden reale, in der Vergangenheit am RHO3 produzierteProduktionsprogramme herangezogen. Da vershiedene Daten und Informatio-nen im Nahhinein jedoh niht mehr abrufbar sind, müssen für einen fairenVergleih zwishen Alt- und Neu-System einige Annahmen getroen werden.Zum einen dürfen niht die in der Datenbank hinterlegten Ofenein- und aus-fahrzeiten als Grundlage für das alte System herangezogen werden, da dieseeventuell von betrieblihen Störungen und Verzögerungen betroen gewesensein könnten. Auh ein reiner Vergleih mit der real produzierten Reihenfolgewäre niht fair, da heute keine Informationen mehr über frühere Lagerposi-tionen oder konkrete Bereitstellungszeitpunkte der Waben vorliegen. Folglihwurde sowohl die Umstapelproblematik als auh der Online-Aspekt bei den ab-shlieÿenden Rehentests vernahlässigt. Die Tests basieren somit lediglih aufeiner Menge von Waben, die den RHO3 innerhalb eines bestimmten Zeitraumsdurhlaufen haben. Aufgrund ihrer Relevanz für den Ofen bzw. die Optimie-rung werden nur Anlasswaben betrahtet. Zudem wird beim Start von einemleeren Ofen ausgegangen.Die bis hierhin erläuterten Testannahmen betreen jeweils beide betrahtetenSysteme. Des Weiteren sind noh jeweils für Alt- und Neu-System separate An-nahmen erforderlih. Das Alt-System wird wieder durh die (RBS)-Heuristikrepräsentiert. Die Lükenberehnung erfolgt hier gemäÿ Gleihung 5.4, wobeidie Vorgabe ftempl = 600 gesetzt wird. Da sie in der Vergangenheit von denOfensteuermännern so gut wie nie vorgenommen wurde, wird die Verband-Fahrweise im Alt-System niht in Betraht gezogen. Das neue System wirddurh das in Abbildung 7.1 dargestellte gesamtheitlihe Lösungskonzept re-präsentiert. Folglih sind hier sowohl Verband- als auh Hollomon-Fahrweise
255berüksihtigt. Lediglih die WBH-Blokbildung entfällt, da den Tests nur An-lasswaben zugrunde liegen. Die Temperaturlüken werden gemäÿ Algorithmus11 berehnet.Es sei nohmals hervorgehoben, dass die getroenen Annahmen gröÿtenteilsaufgrund fehlenden Datenmaterials erforderlih sind. Bei der konkreten Ge-staltung der Annahmen wurde stets das Ziel eines fairen und realistishenVergleihs zwishen Alt- und Neu-Systems verfolgt.Die Ergebnisse der abshlieÿenden Rehentests sind Tabelle 8.1 zu entnehmen.Unter den insgesamt 25 getesteten Instanzen sind auh die Datensätze, diebereits aus den vorherigen Auswertungen bekannt sind. Bei den ErgebnissenTabelle 8.1: Vergleih der Rehenergebnisse zwishen Alt- und Neu-SystemDaten- Alt-System (mit RBS) Neu-System (mit HTFSPD-HGA)satz Cmax Zeit ∅ Cmax ∅ Zeitdat3 426 < 1 426.0 119.2dat5 861 < 1 504.0 269.4dat8 661 < 1 476.0 371.6dat10 711 < 1 616.0 600.0dat12 964 < 1 847.2 600.0dat15 883 < 1 777.0 600.0dat20 909 < 1 677.4 600.0dat23 1093 < 1 1043.0 600.0dat30 1368 < 1 999.6 600.0dat34 1404 < 1 999.8 600.0dat35 1183 < 1 977.6 600.0dat36 1445 < 1 1020.6 600.0dat40 2194 < 1 1918.8 600.0dat46 1606 < 1 1304.2 600.0dat48 1986 < 1 1532.6 600.0dat49 1969 < 1 1402.0 600.0dat51 1560 < 1 1242.4 600.0dat53 2512 < 1 2124.4 600.0dat54 2522 < 1 2058.6 600.0dat60 3299 < 1 2476.4 600.0dat64 2618 < 1 2054.2 600.0dat67 2887 < 1 2210.6 600.0dat78 2271 < 1 1640.2 600.0dat80 3613 < 1 2770.6 600.0dat93 3184 < 1 2303.4 600.0
256des neuen Systems handelt es sih wieder um die aus jeweils fünf Durhläufengemittelten Lösungswerte. Der Vergleih zeigt, dass die Gesamtfertigstellungs-zeiten des Neu-Systems im Durhshnitt a. 21% unter denen des Alt-Systemsliegen. Die gröÿte Verbesserung konnte mit 41,46% bei Datensatz dat5 erzieltwerden. Bezüglih der Rehenzeiten wurde auÿer bei den ersten drei Datensät-zen immer das auf 10min gesetzte Zeitlimit erreiht. Die höheren Rehenzeitenwerden angesihts der mit dem neuen System verbundenen Lösungsverbesse-rungen allerdings in Kauf genommen.Die Rehentests belegen eindruksvoll, dass sih die Investitionen in die Ent-wiklung eines neuen Konzepts zur Produktionsprogrammerstellung gelohnthaben. Das neue System bringt gröÿtenteils erheblihe Durhsatzsteigerungenmit sih und ist dem Alt-System daher vorzuziehen.8.2.2 Allgemeine Verbesserungen im Planungs- undProduktionsablaufWie bereits angedeutet, sind niht alle Verbesserungen des in dieser Arbeit ent-wikelten Lösungskonzepts vollständig quantizierbar. Die numerishen Ergeb-nisse aus dem vorangegangenen Unterkapitel sind insbesondere auf die Reihen-folgeoptimierung, die Verband- und Hollomon-Fahrweise, sowie auf die Tem-peraturlükenoptimierung zurükzuführen. Weitere Entwiklungen aus dieserArbeit, wie beispielsweise der Umstapelalgorithmus oder die Berüksihtigungdes Online-Aspekts, sind hierbei aus bereits genannten Gründen niht enthal-ten. Auf diese sowie weitere allgemeine Verbesserungen im neuen Planungs-und Produktionsablauf wird im Folgenden eingegangen.Die Vorteile des Umstapelalgorithmus sind vielseitig. Der grundsätzlihe Vor-teil liegt darin, unnötige Umstapelaktionen zu vermeiden und somit sowohl dieBelastung des Krans als auh die Entnahme- bzw. Bereitstellungsdauern derWaben für den Ofen zu senken. Des Weiteren werden nun die Auswirkungeneventuell erforderliher Umstapelaktionen bei der Reihenfolgebildung implizitin der Materialusssimulation des Ofens berüksihtigt. Mit der Option, Um-stapelaktionen untershiedlih stark zu bestrafen, kann der Ofensteuermannden Grad der Berüksihtigung sogar variieren. Dies ist sinnvoll, um auf weh-
257selnde Engpasssituationen exibel reagieren zu können.Auh die Berüksihtigung des Online-Aspekts bringt vielseitige Verbesserun-gen mit sih. Insbesondere aus der regelmäÿigen Aktualisierung von Lagersi-tuation und Reihenfolgebildung resultiert eine gesteigerte Flexibilität im Ver-gleih zum ursprünglihen, manuellen Planungs- und Produktionsablauf. Neuhinzukommende bzw. freiwerdende Waben können nun shneller berüksihtigtund dadurh gezielter eingeplant werden. Neben dieser gesteigerten Flexibilitätprotiert die Reihenfolgebildung aber auh grundsätzlih von den regelmäÿi-gen Aktualisierungen, da mit jeder Aktualisierung auh die Ausführung desHTFSPD-HGA einhergeht, welher wiederum immer auf die aktuelle Lösungaufbaut. Aus diesem Grund ist anzunehmen, dass sih die Lösungen mit fort-währender Zeit mehr und mehr verbessern, vorausgesetzt die optimale Lösungist noh niht gefunden bzw. das Verfahren stekt niht in einem lokalen Op-timum fest.Weitere Vorteile des neuen Planungs- und Produktionsablaufs resultieren imWesentlihen aus der Simulation der Produktionsfolge. Ein solhes Werkzeugstand dem Ofensteuermann zuvor niht zur Verfügung. Vielmehr stand er frü-her vor der shwierigen Aufgabe, die potentiellen Ofenzeiten der Waben selbsterrehnen bzw. abshätzen zu müssen. Dabei ist es selbst für einen erfahrenenSteuermann nahezu unmöglih alle diesbezüglih relevanten Einussgröÿen inBetraht zu ziehen. Diese Aufgabe übernimmt nun die Simulation. So werdenfür jede Wabe niht nur die Ofenverweilzeiten, sondern beispielsweise auhZeiten für deren Bereitstellung, die erforderlihe Abkühlung am Ofenauslaufoder auh für nahträglihe Brennshritte errehnet. Zudem ieÿen die Abhän-gigkeiten zwishen Kran, Ofen und Brennanlagen einshlieÿlih der jeweiligenKapazitätsbeshränkungen mit ein. Als Ergebnis erhält der OfensteuermannPlanzeiten für die komplette Produktionsfolge. Somit werden zum einen nihtnur verlässlihe Ofenein- und ausfahrzeiten für die nähsten wärmezubehan-delnden Waben vorgegeben, sondern auh längerfristige Prognosen ermögliht.Hervorzuheben ist zudem der verbesserte Umgang mit Vorwärmern. Früherkonnte der Ofensteuermann nur grob abshätzen, auf welhe Temperatur eineWabe aufgeheizt werden muss, damit sie während des Brennens aus fallen-der Hitze niht unter die vorgegebene Brennendtemperatur fällt. Tritt dieser





In diesem letzten Kapitel werden die zentralen Punkte der vorliegenden Ar-beit zunähst noh einmal rekapituliert. Anshlieÿend folgt ein Ausblik aufmöglihe Weiterentwiklungen für die Zukunft, ehe die Arbeit mit dem Zieheneines Fazits abgeshlossen wird.Die Einleitung der vorliegenden Arbeit diente dazu, dem Leser die grundsätz-lihe Thematik näher zu bringen und ihn für die Problemstellung zu motivie-ren. In Kapitel 2 folgte shlieÿlih eine Beshreibung des Materialusses undder Logistik in integrierten Hüttenwerken. Neben den logistishen, wurdenhier auh tehnishe Aspekte einbezogen. Das Hauptaugenmerk lag bei diesemKapitel allerdings auf der abshlieÿenden Ausarbeitung der speziellen, pro-duktionslogistishen Herausforderungen, mit denen sih ein integriertes Hüt-tenwerk im Allgemeinen konfrontiert sieht. An dieser Stelle sei der komplexe,sowie anlagen- und transportintensive Produktionsprozess nohmals ausdrük-lih hervorgehoben.Da sih die in der vorliegenden Arbeit behandelte Problemstellung gröÿtenteilsmit der Wärmebehandlung von Stahl beshäftigt, wurden hierzu in Kapitel 3die erforderlihen Grundlagen vermittelt. Hierbei wurde sih allerdings mehrauf den ablauf- und verfahrenstehnishen als auf den metallurgishen Aspektkonzentriert. Zum Ende des Kapitels wurden die vershiedenen Bauarten derbei den Dillinger Hüttenwerken vorherrshenden Wärmebehandlungsöfen mitHinblik auf logistishe Vor- und Nahteile, welhe sih aus den untershiedli-261
262hen Transport- und Beshikungssystemen ergeben, untersuht.Mit Kapitel 4 folgte eine Einführung in die Theorie der Mashinenbelegungs-probleme. Nah deren Einordnung in den betrieblihen Entsheidungs- undPlanungsprozess wurden grundsätzlihe Notationen sowie eine in der Literaturgeläuge Klassizierung vorgestellt. Im Anshluss wurde zunähst die Kom-plexität derartiger Problemstellungen hervorgehoben, ehe vershiedene exakteund heuristishe Lösungsverfahren präsentiert und erläutert wurden. Da es sihbei der in der vorliegenden Arbeit behandelten Problemstellung um eine spezi-elle Form eines kapazitätsbeshränkten Mashinenbelegungsproblems handelt,wurde diese Klasse zum Abshluss nohmals explizit betrahtet. Hierbei wur-den zum einen allgemeine Bathing-Probleme und zum anderen das Resoure-Constrained Projet Sheduling Problem vorgestellt. Es wurde für beide Vari-anten jeweils eine grundlegende mathematishe Formulierung aufgestellt undshlieÿlih beide miteinander verglihen.Kapitel 5 widmete sih daraufhin der Beshreibung der in dieser Arbeit be-handelten Problemstellung. Zunähst wurde mit dem RHO3 der betreendeOfen vorgestellt. Hierbei standen insbesondere der Fertigungsablauf sowie dieOfensteuerung im Vordergrund. Dies betraf vor allem die Erläuterung der un-tershiedlihen Gründe für Wartezeiten und die Art undWeise der Temperatur-regelung. Anshlieÿend wurden mit dem (ZDF)- und dem (EBF)-Modell zweimathematishe Problemformulierungen erarbeitet. Im darauolgenden Unter-kapitel wurde dann ein intuitives Lösungsverfahren (die (RBS)-Heuristik) vor-gestellt, welhes auh bei den Dillinger Hüttenwerken im alltäglihen Betriebverwendet wurde und damit die Ist-Situation widerspiegelte. Um überhauptuntershiedlihe Reihenfolgen gegeneinander bewerten zu können, wurde mitSimulation-1 anshlieÿend die erste Materialusssimulation des Ofens entwi-kelt. Mit dem Ziel das Optimierungspotential der (RBS)-Heuristik zu ermit-teln, wurde diese zunähst auf einige (kleinere) Datensätze angewandt und mitder Simulation bewertet. Die Ergebnisse wurden dann mit denen verglihen,die sih für diese Datensätze aus der Anwendung bzw. Lösung des (ZDF)-und des (EBF)-Modells ergaben. Der Vergleih konnte jedoh niht ausrei-hend zur Analyse des Optimierungspotentials beitragen, da das Lösen derbeiden gemisht-ganzzahligen Modelle sih als zu rehenintensiv herausstell-te (Abbruh nah einer maximalen Rehenzeit von fünf Stunden). Mit der
263anshlieÿenden Entwiklung des HTFSPD-Branh&Bound -Verfahrens standdann jedoh ein exaktes Lösungsverfahren zur Verfügung, mit dem sih zu-mindest kleine Instanzen in annehmbarer Zeit lösen lieÿen. Mit Hilfe dieserErgebnisse konnte das bereits vermutete Optimierungspotential bezüglih der(RBS)-Heuristik letztendlih belegt werden.Das nähste Kapitel beshäftigte sih zunähst mit der durh die Option derVerband-Fahrweise entstehenden Problemerweiterung. Mit dem (VF)-Modellund der (VF)-Heuristik wurde sowohl ein exakter als auh ein heuristisherLösungsansatz entwikelt, um aus einer vorgegebenen Wabenmenge möglihstoptimale Verbände zu bilden. Das Zielkriterium hierfür war die Minimierungder Gesamtlänge aus den betrahteten Waben bzw. Verbänden. Da die (VF)-Heuristik bei allen getesteten Datensätzen die diesbezüglih optimale Lösungshneller gefunden hat als das (VF)-Modell, wurde im Folgenden nur nohdas heuristishe Verfahren betrahtet. Allgemein lieÿ sih anhand vershie-dener Rehentests feststellen, dass die Durhlaufzeiten bei Berüksihtigungder Verband-Fahrweise zum Teil stark unter denen bei reiner Anwendung derEinzel-Fahrweise resultierenden Zeiten lagen.Im anshlieÿenden Unterkapitel wurde mit der Hollomon-Fahrweise eine zu-sätzlihe Problemerweiterung vorgestellt, welhe ebenfalls zu Durhlaufzei-tenreduzierungen beitragen konnte. Nun galten Wärmebehandlungsvorgabenniht mehr per se als x, sondern konnten in einem gewissen Rahmen va-riiert werden. Voraussetzung war, dass der durh den Hollomon-Parameterharakteristishe Wärmebehandlungseekt sih niht ändern durfte. Shlieÿ-lih ist das bereits bestehende HTFSPD-Branh&Bound -Verfahren um denAspekt der Hollomon-Fahrweise erweitert worden, woraus das HTFSPD-HF-Branh&Bound -Verfahren resultierte. Mit diesem Verfahren lieÿ sih das mitder Hollomon-Fahrweise verbundene Verbesserungspotential wiederum anhandeiniger Rehentests belegen.Den Abshluss von Kapitel 6 bildete mit Unterkapitel 6.3 die Einbeziehungbestimmter dem Ofen vor- und nahgelagerter Prozesse. Zum einen betraf diesdie Stapel- bzw. Umstapelproblematik. Mit der Zielsetzung unnötige Umsta-pelaktionen zu vermeiden wurde mit dem Umstapelalgorithmus ein Verfahrenentwikelt, welhes dem Kran für jedes Umstapeln jeweils einen geeigneten
264Zielstapel vorshlägt. Das Verfahren wurde zudem in die erweiterte Material-usssimulation des Ofens (Simulation-2 ) aufgenommen. Von da an konnten inder Reihenfolgebewertung auh untershiedlihe Bereitstellungszeiten der Wa-ben berüksihtigt werden. Zudem wurde die Simulation um eventuell durhnahgelagerte Prozesse entstehende Wartezeiten erweitert. Dies betraf zumeinen die Einbindung des Abkühlprozesses auf dem Ofenauslaufrollgang undzum anderen die Berüksihtigung der für das Brennen aus fallender Hitze zurVerfügung stehenden Brennanlagenkapazitäten. Eine Wiederholung der Re-hentests unter Verwendung von Simulation-2 hatte shlieÿlih ergeben, dassdas Optimierungspotential der (RBS)-Heuristik noh deutlih gröÿer war, alses bereits aus den Tests mit Simulation-1 hervorging. Allerdings wurde auhdeutlih, dass die neue Bewertungsmethode bereits etwas rehenintensiver war.Da die vorgestellten exakten Lösungsverfahren aufgrund ihrer Rehenzeitenfür den betrieblihen Einsatz niht infrage kamen, wurde in Kapitel 7 shlieÿ-lih die Entwiklung eines heuristishen Lösungskonzepts beshrieben. Dabeigalt es insbesondere, die zuvor meist separat betrahteten Teilprobleme zu ei-nem gesamtheitlihen Verfahren zusammenzuführen. Zunähst wurde mit derWBH-Blokbildung eine Methode zur Problemzerlegung entwikelt. Hierbeiwurden die Waben je nah Wärmebehandlungsverfahren in vershiedene Blö-ke eingeteilt, um später dann für jeden Blok separat (bzw. nur für den ei-ligsten) eine Reihenfolgeoptimierung durhzuführen. Zur Ermittlung des eiligs-ten WBH-Bloks wurden die Sollproduktionswohen der Waben hinzugezogen.Den zweiten Shritt bildete dann die Ausführung der (VF)-Heuristik.Es folgte mit der Beshreibung des HTFSPD-HGA der Kern des in der vor-liegenden Arbeit entwikelten Lösungskonzepts. Zunähst wurden die beidenBestandteile des hybriden Ansatzes einzeln erläutert. Dies betraf zum einenden reinen genetishen Algorithmus HTFSPD-GA und zum anderen den TabuSearh HTFSPD-TS. Der HTFSPD-HGA entstand shlieÿlih durh Integra-tion des HTFSPD-TS in den HTFSPD-GA. Die Idee dahinter war, gleihzeitigdie Vorteile beider Verfahren auszunutzen. Beim genetishen Algorithmus la-gen diese eher in der weiträumigen Durhsuhung des Lösungsraums, währendder Tabu Searh mehr zur Suhintensivierung in bestimmten Bereihen bei-tragen sollte. Letzteres betraf u. a. das in der Hollomon-Fahrweise verborge-ne Optimierungspotential. Die darauolgenden Rehentests zeigten, dass der
265HTFSPD-HGA für die kleineren Datensätze immer die optimale Lösung gefun-den hat. Dies lieÿ sih anhand der Ergebnisse des HTFSPD-Branh&Bound -Verfahrens nahweisen. Für gröÿere Datensätze konnte dieser Nahweise aller-dings niht erbraht werden, da das HTFSPD-Branh&Bound -Verfahren fürdiese die Optima niht innerhalb des vorgegebenen Zeitraums nden konnte.Es lieÿ sih allerdings festhalten, dass die nah 10min mit dem HTFSPD-HGAerhaltenen Lösungen zum Teil wesentlih besser waren, als die des HTFSPD-Branh&Bound -Verfahrens bei fünfstündiger Laufzeit.Neben dem HTFSPD-HGA bestand die Entwiklung des gesamtheitlihen Lö-sungskonzepts jedoh auh darin die Simulation (erneut) um zwei wihtigeInhaltspunkte zu erweitern. Dies betraf zunähst die Einbindung bzw. Berük-sihtigung des Online-Aspekts. An dieser Stelle konnte insbesondere aufgezeigtwerden, wie negativ sih im Zeitablauf das Fehlen oder die Nihtberüksih-tigung bestimmter Informationen auf die Qualität der Lösung bzw. des Pro-duktionsprogramms auswirken kann. Dieser Punkt sprah letztendlih auhdafür, die Optimierung mehrmals in regelmäÿigen Abständen zu aktualisieren.Hierfür bedurfte es dann shlieÿlih noh einigen Anpassungen an der Reihen-folgebewertung sowie der WBH-Blokbildung. Die zweite Erweiterung betrafdie Optimierung der Temperaturlüken. Hierzu wurde zum einen eine Ver-besserung der ursprünglihen Ofenzonenregelung vorgenommen. Zum anderenwurde mit Algorithmus 11 ein analytisher Ansatz aus der Wärmelehre zurVorgabe neuer Lükenlängen entwikelt. Dieser hat niht nur zu einer viel de-taillierteren Berehnung gegenüber zuvor beigetragen, sondern auh aufgezeigt,dass die ursprünglihen Lükenvorgaben teilweise wesentlih zu lang waren.Mit den beiden Erweiterungen durh den Online-Aspekt und die Temperatur-lükenoptimierung entstand shlieÿlih mit Simulation-3 die letztendlih auhim Realbetrieb implementierte Version der Materialusssimulation des Ofens.Das vorletzte Kapitel dieser Arbeit beshäftigte sih daraufhin mit der Be-shreibung der Implementierung und einer abshlieÿenden Gesamtbewertung.Bezüglih der Implementierung sei nohmals hervorgehoben, dass das in dieserArbeit entwikelte Programmerstellungskonzept bei den Dillinger Hüttenwer-ken vollständig umgesetzt wurde und sih im Laufe der Zeit auh bewährt hat.Sowohl die abshlieÿend durhgeführte quantitative sowie die erläuterte quali-tative Bewertung unterstreihen die mit den Entwiklungen der vorliegenden





















































































































































































































580 Abbildung A.1: Beispiel des HTFSPD-Branh&Bound -Verfahrens
271Abbildung A.2: Programmerstellung des Alt-Systems
272
Abbildung A.3: Die neue Programmerstellungsansiht (1)
273Abbildung A.4: Die neue Programmerstellungsansiht (2)
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beg ,tmpend) Abkühldauer des Kerns von Wabe j von tmpbeg auf
tmpend
akdOj (tmp
beg ,tmpend) Abkühldauer der Oberähe von Wabe j von
tmpbeg auf tmpend
α Mashinenharakteristik
AnzBR Anzahl für das Brennen aus fallender Hitze zurVerfügung stehender Brennanlagen
B Bath-Menge
b Laundex für Bathes
bA Breite von Flähe A
bmin Mindestabstand zwishen Waben innerhalb einesVerbands
bOfen Ofenbreite
bvbv Breite von Verband v
b̄ Maximale Anzahl in einem bath enthaltenerAufträge
bj Breite von Wabe j
bestlist Qualitätsspeiher
bestlistmax Speiherkapazität des Qualitätsspeihers
β Auftragsharakteristik
brd j Brenndauer von Wabe j
brtempj Brennendtemperatur von Wabe j
Caktmax Aktuell bester Wert für Cmax
Cglobmax Optimaler Wert für Cmax
C lbmax ,k Untere Shranke für Cmax bezüglih Knoten k283
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C lbmax Untere Shranke für Cmax
Cubmax ,k Obere Shranke für Cmax bezüglih Knoten k
Cubmax Obere Shranke für Cmax
C lb
∗
max ,k Untere Shranke für Cmax bezüglih Knoten k(bei vorgeshalteter Temperaturanpassung)
ce Freie Ofenkapazität zum Ereignis e
Cj Fertigstellungszeitpunkt von Auftrag j
ct Freie Ofenkapazität zum Zeitpunkt t
Cmax Gesamtfertigstellungszeitpunkt
CVmax Wert für Cmax bei Anwendung der Verband-Fahrweise
dOfenj Abstand zwishen der Oberähe von Wabe j undder Ofendeke
dj Dike von Wabe j
dd j Fälligkeitstermin von Auftrag j
δb Breitentoleranzparameter bei der Stapelbildung
δd Diken- bzw. Höhentoleranzparameter bei derStapelbildung
δl Längentoleranzparameter bei der Stapelbildung
δb+ Toleranzparametererhöhung für δb
δd+ Toleranzparametererhöhung für δd
δl+ Toleranzparametererhöhung für δl
E Ereignisanzahl
Ej Verfrühung von Auftrag j
ε Parameter für den Siherheitspuer bei derBerehnung der Zieltemperaturen für Vorwärmer
ewd j Erwärmdauer von Wabe j
F Anzahl Auftrag-Familien
ftempl Temperaturlükenfaktor
FAZB j Frühester Zeitpunkt, zu dem das Brennen vonWabe j beginnt
FAZO j Frühestmögliher Anfangszeitpunkt (Ofeneinfahrt)von Wabe j
FEZB j Frühester Zeitpunkt, zu dem das Brennen vonWabe j endet
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FEZOARGj Frühester Zeitpunkt, zu dem Wabe j denAuslaufrollgang verlässt
FEZO j Frühestmögliher Endzeitpunkt (Ofenausfahrt)von Wabe j
folge Bearbeitungsreihenfolge
folge ′ Fixierte Bearbeitungsreihenfolge
folgeakt Aktuell beste Bearbeitungsreihenfolge
folgeglob Optimale Bearbeitungsreihenfolge
folge ind Bearbeitungsreihenfolge von Individuum ind
fposj Position von Wabe j in der Bearbeitungsreihenfolge
frei s′ Indikatorvariable für die Existenz eines freienStapelplatzes s′
G Hinreihend groÿe Zahl
g Laundex für Auftrags-Familien
g′ Laundex für Auftrags-Familien
gjj′ Indikatorvariable für die prinzipielle Zuordbarkeitder Waben j und j′ im gleihen Verband
γ Zielharakteristik
H Planungshorizont
hd start Startvorgabe bezüglih der Haltedauer
hd j Haltedauer von Wabe j
HJP j Hollomon-Jae-Parameter für Wabe j
i Laundex für Mashinen
impitmax ,GA Maximale Anzahl an Iterationsshritten ohneVerbesserung im HTFSPD-GA
impitmax ,HGA Maximale Anzahl an Iterationsshritten ohneVerbesserung im HTFSPD-HGA
impitmax ,TS Maximale Anzahl an Iterationsshritten ohneVerbesserung im HTFSPD-TS
ind Individuum
it Laundex für Iterationen
J Auftragsmenge
j Laundex für Aufträge
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J ′ Pseudowabenmenge
j′ Laundex für Aufträge
j∗ Wabe, deren Brennvorgang als nähstes endet
j̃ Fiktive, beliebig teilbare Wabe
K Knoten- bzw. Kandidatenliste
k Laundex für Knoten bzw. Teilprobleme
kbj Kapazitätsbedarf von Auftrag j
kvphk Konvektionsparameter für einen Temperatursprungvon heiÿ nah kalt
kvpkh Konvektionsparameter für einen Temperatursprungvon kalt nah heiÿ
lA Länge von Flähe A
lV Verbandlängensumme
lARG Länge des Ofenauslaufrollgangs
lARGrest Aktuelle Restkapazität auf dem Ofenauslaufrollgang
lOfen Ofenlänge
lOfenrest Aktuelle Restkapazität des Ofens
lvbv Länge von Verband v
Lj Terminabweihung von Auftrag j
lj Länge von Wabe j
Lmax Maximale Terminabweihung
lagerx1 x1-Koordinate des Lagerbereihs
lagerx2 x2-Koordinate des Lagerbereihs
lagery1 y1-Koordinate des Lagerbereihs
lagery2 y2-Koordinate des Lagerbereihs




n Auftragsanzahl bzw. Wabenanzahl
n′ Anzahl xierter Waben
n∗ Wabenanzahl (inklusive Pseudowaben)
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nV Verbandanzahl
nV ∗ Anzahl Verbände mit mindestens zwei enthaltenenWaben
nb Nahbarshaftsmenge
nbsuch∗ Parameter für die Bestimmung von tsizenbsuch
nbwahl∗ Parameter für die Bestimmung von tsizenbwahl
NP Komplexitätsklasse
openk,j Indikatorvariable für die Verzweigung von Knoten kin Rihtung Wabe j
ovz unvpmax Maximale Ofenverweilzeit der unverplanten Waben
ovz j Ofenverweilzeit von Wabe j
ovz jz Ofenverweilzeit von Wabe j bezüglihTemperatur-Zeit-Kombination z
P Komplexitätsklasse
p Laundex für Reihenfolgepositionen
pb Bearbeitungsdauer von Bath b
pj Bearbeitungsdauer von Auftrag j
pdr Wert für die Knotenauswahl in Rahmen der(BB-PDBR)-Strategie
ϕ Einstrahlzahl
ϕFj,WZ j′ Einstrahlzahl zwishen dem Fuÿ von Wabe j undder Wärmezone von Wabe j′
ϕKj,WZ j′ Einstrahlzahl zwishen dem Kopf von Wabe j undder Wärmezone von Wabe j′
Pop Population
Popit Population bei Iteration it (it-te Generation)
q Laundex für Reihenfolgepositionen
Q̇ Wärmestrom
Q̇Fj,WZ j′ Wärmestrom, der von der Wärmezone von Wabe j′auf den Fuÿ von Wabe j strömt
Q̇Kj,WZ j′ Wärmestrom, der von der Wärmezone von Wabe j′auf den Kopf von Wabe j strömt
Q̇Kkrit Toleranzparameter für die bezüglih des Waben-kopfs einzuhaltenden Wärmestromverhältnisse
288̇
QKFkrit Toleranzparameter für die bezüglih der Kopf-Fuÿ-abweihung einzuhaltenden Wärmestromverhält-nisse
rj Bereitstellungszeitpunkt von Auftrag j
restartbest Parameter für den Neustart des HTFSPD-TS miteiner Lösung aus dem aktuellen Qualitätsspeiher
S Stapelmenge
s Stapel
sd Aktuelle Stapelhöhe von Stapel s
sbmin Breite der shmalsten in Stapel s enthaltenen Wabe
sEZiel Stapel, welher die nähste zu entnehmende Wabeenthält
sfmin
+ Hilfsvariable zur Ermittlung von sUZiel
sfmin
− Hilfsvariable zur Ermittlung von sUZiel
sfmin Minimale Reihenfolgeposition der in Stapel senthaltenen Waben
slmin Länge der kürzesten in Stapel s enthaltenen Wabe
sUZiel Zielstapel für eine umzustapelnde Wabe
sx1 x1-Koordinate von Stapel s
sx2 x2-Koordinate von Stapel s
sy1 y1-Koordinate von Stapel s
sy2 y2-Koordinate von Stapel s
s̄EZiel Oberste Wabe in Stapel sEZiel
σ Stefan-Boltzmann-Konstante
sortab Indikatorvariable für die absteigende Sortierungnah den Ofentemperaturen
sortauf Indikatorvariable für die aufsteigende Sortierungnah den Ofentemperaturen
stgg′ Reihenfolgeabhängige Rüstzeit zwishenAuftrags-Familie g und Auftrags-Familie g′
st jj′ Reihenfolgeabhängige Rüstzeit zwishen Auftrag jund Auftrag j′
t Laundex für die Zeit
tu Dauer einer Transport- bzw. Umstapelaktion
Tmax Maximale Länge des Planungshorizonts
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tmin Mindestwartezeit zur Vorgängerwabe bzw.Einfahrdauer
ttrans Voraussihtlihe (Lager-)Entnahmezeit für dienähste an den Ofen zu transportierende Wabe
te Eintrittszeitpunkt von Ereignis e
Tj Verspätung von Auftrag j
TA Temperatur einer Flähe
tabulist Tabu-Liste
tabulistmax Speiherkapazität der Tabu-Liste
T̄ Menge potentieller Starttemperaturen
templv Länge der künstlihen Vershiebung desTemperaturwehsels
templmin Mindestabstand zwishen zwei Waben im Ofen
templunvpmax Maximale Ofentemperaturabweihung zwishen derletzten Wabe aus folge ′ und einer Wabe aus unvp
templ j Temperaturlüke zwishen Wabe j und ihrerVorgängerwabe
temptol+j Obere Temperaturtoleranz von Wabe j
temptol−j Untere Temperaturtoleranz von Wabe j
timeGA Statishes Zeitlimit im HTFSPD-GA
timeHGA Statishes Zeitlimit im HTFSPD-HGA
timeTS Statishes Zeitlimit im HTFSPD-TS
tmpbeg Betrahtete Starttemperatur
tmpend Betrahtete Endtemperatur
tmpd Hilfsvariable bei der Berehnung vonTemperaturlüken
tsizeGA Parameter für die Turniergröÿe (für dieSelektion im HTFSPD-GA)
tsizenbsuch Parameter für die Turniergröÿe (für dieAuswahl der Reihenfolgeposition im Rahmen derNahbarshaftssuhe des HTFSPD-TS )
tsizenbwahl Parameter für die Turniergröÿe (für die Auswahleiner Lösung im Rahmen der Nahbarshaftssuhedes HTFSPD-TS )
tsizeTS Parameter für die Turniergröÿe (für die Selektionim HTFSPD-TS )
turnusTS Iterationsturnus für den Aufruf des HTFSPD-TS
u Laundex für Teilstüke der ktiven Waben j̃
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Uj Termineinhaltungsstatus von Auftrag j
unvp Menge unverplanter Waben
V Verbandmenge
v Laundex für Verbände
vp Produktionsgeshwindigkeit
vbv Menge, der Verband v zugeordneten Waben
VNB Menge der Vorgänger-Nahfolger-Beziehungen
w Laundex für Wabengruppen
WARG Geordnete Menge der aktuell auf dem Ofenauslauf-rollgang bendlihen Waben
WBR Geordnete Menge der aktuell in den Brennanlagenbendlihen Waben
WOfen Geordnete Menge der aktuell im Ofen bendlihenWaben
wj Prioritätsfaktor von Auftrag j
wartej Wartezeit von Wabe j
wbhj Wärmebehandlungsverfahren von Wabe j
wbhtOfen,unvpmax Maximale Ofentemperatur der unverplanten Waben
wbht
Ofen,unvp
min Minimale Ofentemperatur der unverplanten Waben
wbhtOfen
VW1 Ofentemperatur für Vorwärmer in der erstenErwärmphase
wbhtOfen
VW2 Ofentemperatur für Vorwärmer in der zweitenErwärmphase
wbht
Ofen




Ofentemperatur von Wabe j bezüglihTemperatur-Zeit-Kombination z
wbht
Ofen
min Minimale Ofentemperatur der betrahteten Waben
wbhtZiel ,start Startvorgabe bezüglih der Ziel- bzw.Haltetemperatur
wbhtZielj Zieltemperatur von Wabe j
wbhtZieljz Ziel- bzw. Haltetemperatur von Wabe j bezüglihTemperatur-Zeit-Kombination z
wbht j Wärmebehandlungstemperatur von Wabe j
WG Wabengruppenmenge
wgw Menge, der Wabengruppe w zugeordneten Waben
wkHOM Eintrittswahrsheinlihkeit für HOM
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wk INSM Eintrittswahrsheinlihkeit für INSM
wk INVM Eintrittswahrsheinlihkeit für INVM
wkNOM Eintrittswahrsheinlihkeit für das Entfallender Mutation
wkNOX Eintrittswahrsheinlihkeit für das Entfallen derRekombination
wkOBX Eintrittswahrsheinlihkeit für OBX
wkPBX Eintrittswahrsheinlihkeit für PBX
wkSCRM Eintrittswahrsheinlihkeit für SCRM
wkSWM Eintrittswahrsheinlihkeit für SWM
wl j Wartezeit aufgrund der Länge für Wabe j
xmin Längsseitiger Mindestabstand zwishen zweiStapeln
x1,j x1-Koordinate von Wabe j
x2,j x2-Koordinate von Wabe j
xjb Binäre Entsheidungsvariable für die Zuordnungvon Auftrag j zu Bath b
xjj′e Binäre Entsheidungsvariable für die Ofeneinfahrtvon Wabe j zum Ereignis e mit Wabe j′ alsdirektem Vorgänger
xjj′t Binäre Entsheidungsvariable für die Ofeneinfahrtvon Wabe j zum Zeitpunkt t mit Wabe j′ alsdirektem Vorgänger
xjt Binäre Entsheidungsvariable für den Start vonAuftrag j zum Zeitpunkt t
xjv Binäre Entsheidungsvariable für die Zuordnungvon Wabe j in Verband v
ymin Breitseitiger Mindestabstand zwishen zweiStapeln
yb Binäre Entsheidungsvariable für die Verwendungvon Bath b
y1,j y1-Koordinate von Wabe j
y2,j y2-Koordinate von Wabe j
yjj′e Binäre Entsheidungsvariable für die Ofenausfahrtvon Wabe j zum Ereignis e mit Wabe j′ alsdirektem Nahfolger
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yjj′t Binäre Entsheidungsvariable für die Ofenausfahrtvon Wabe j zum Zeitpunkt t mit Wabe j′ alsdirektem Nahfolger
zglobj Optimale Temperatur-Zeit-Kombination für Wabe j
zmax Maximale Anzahl betrahteter Temperatur-Zeit-Kombinationen
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