Abstract Existing encoder rate control (ERC) solutions have two technical limitations that prevent them from being widely used in real-world applications. One is that encoder side information (ESI) is required to be generated which increases the complexity at the encoder. The other is that rate estimation is performed at bit plane level which incurs computation overheads and latency when many bit planes exist. To achieve a low-complexity encoder, we propose a new ERC solution that combines an efficient encoder block mode decision (EBMD) for the distributed residual video coding (DRVC). The main contributions of this paper are as follows: 1) ESI is not required as our ERC is based on the analysis of the statistical characteristics of the decoder side information (DSI); 2) a simple EBMD is introduced which only employs the values of residual pixels at the encoder to classify blocks into Intra mode, Skip mode, and WZ mode; 3) an ERC solution using pseudo-random sequence scrambling is proposed to estimate rates for all WZ blocks at frame level instead of at bit plane level, i.e., only one rate is estimated; and 4) a quantization-index estimation Appl (2018) 77:5713-5735 algorithm (QIEA) is proposed to solve the problem of rate underestimation. The simulation results show that the proposed solution is not only low complex but also efficient in both the block mode decision and the rate estimation. Also, as compared to DISCOVER system and the state-of-the-art ERC solution, our solution demonstrates a competitive ratedistortion(RD)performance. Due to maintain the low-complexity nature of the encoder and have good RD performance, we believe that our ERC solution is promising in practice.
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Introduction
With the wide deployment of wireless networks and the technical advances in microelectronics, there is a growing number of new video applications, such as wireless low-power video surveillance and video sensor networks, becoming popular. The traditional joint video encoding paradigms (e.g., H.264/AVC and MPEG-4) which put a significant burden on the encoder mainly due to the complex motion estimation techniques do not suit for the new applications because the encoders (normally sensor devices) are limited in power, memory and computational capabilities. The new applications could benefit from a codec with a low complexity encoder.Therefore, in the past decade, a coding paradigm called distributed video coding (DVC) which is famous for a low complexity encoder coupled with a more complex decoder has gained the attention of the scientific community.
The theoretical foundations of DVC are the Slepian-Wolf [22] theory which is about the lossless distributed coding and the Wyner-Ziv [27] theory which is about the loss distributed coding. These theories suggest that the statistical redundancies in a (video) signal can be exploited at the decoder side with only a limited performance loss as compared to a system employing redundancies at the encoder. Under this suggestion, the motion-compensated prediction in DVC is shifted from the encoder to the decoder that facilitates the design of a simple encoder coupled with a complex decoder.The well-known DVC architectures have been developed by researchers in Stanford University, mainly including pixel-domain DVC (PDDVC) [3] , transform-domain DVC (TDDVC) [1] and distributed residual video coding (DRVC) [2] . Our study in this paper will focus on DRVC.
During the past decade, the research hotspots in DVC are focused on improving coding efficiency, decreasing system latency, removing feedback channel, and maintaining error resilience. In order to improve the coding efficiency, well-known strategies such as side information refinement [12, 29] , more accurate correlation noise model [24] , more effective reconstruction [25, 30] and block mode decisions [4, 7, 8, 11, 13, 23, 26, 28] have been presented. In order to decrease the latency, low-delay DVC systems based on motioncompensated extrapolation [17, 21] and DVC systems using entropy coding without iterative channel codes have been presented [18, 19] . In order to remove the feedback channel, encoder rate control(ERC) solutions [5, 6, 9, 15, 16, 20] have been proposed. In order to maintain error resilience [14] , multiple-description coding has been proposed to overcome transmission errors in video communications over error-prone networks.
This paper studies ERC problem without using a feedback channel (FC). In most existing DVC systems, FC is expected to allocate a proper bit rate for a certain target quality that is called FC-driven rate allocation or decoder rate control (DRC). However, FC is not only unavailable in many video applications but also results in additional latency and increasing decoding complexity due to several feedback-decoding iterations. To overcome these drawbacks, scholars have proposed ERC solutions without FC which however bear two limitations preventing them from being widely used in real-world applications. One is that the generation of encoder side information (ESI) increases the encoder complexity. Since efficient rate allocation relies on the quality of side information (SI) and SI is not available at the encoder, ESI is always required to be generated. The other limitation is that the rate estimation at the bit plane level causes computational complexity and latency when there are many bit planes.
Since the encoder has limited capability, the main objective of this paper is to find an ERC solution which can maintain the low-complexity nature of the encoder and therefore have good practical use. As compared to the existing ERC solutions, our solution presents four advantages.
-Our ERC solution does not need to generate ESI which benefits the encoder with low complexity. After the analysis of the side information at the decoder, we derive an assumption that the quantization version of the decoder residual frame is full of 0. Under this assumption, the correlation between the residual frames at the encoder and decoder is simply calculated by (8) which has nothing to do with ESI. -A simple encoder block mode decision (EBMD) is introduced to improve the coding efficiency. Our EBMD only employs the values of residual pixels at the encoder to classify blocks into Intra mode, Skip mode, and WZ mode without any considerable computation. -Our ERC solution is proposed to estimate the transmitting rate for all WZ blocks at frame level instead of at bit plane level, i.e., only one rate is estimated. The ERC solution is based on pseudo-random sequence scrambling which is used to scramble the residual pixels in WZ blocks at both the encoder and the decoder. When the residual pixels are scrambled, the error probabilities between the codewords at both the encoder and the decoder become homogeneous. So the transmitting rate can be the same. -A quantization-index estimation algorithm (QIEA) is presented to solve the problem of rate underestimation. After inverse pseudo-random sequence scrambling, the failed decoded quantization indexes will be scattered among the decoded ones which are used to predict the former and then solve the problem of underestimation.
This paper is organized as follows. Section 2 introduces the related studies on ERC and EBMD. Section 3 presents our ERC solution in detail. In Section 4, experimental results are demonstrated and discussed. Finally, we conclude the paper in Section 5.
Related work

Recent work on ERC solutions
As it is known, there are two challenges in ERC solutions. One is to estimate the accurate statistical correlation between the source information and the side information. The other is to allocate the proper bit rate for each bit plane since most of the existing ERC solutions are implemented at bit plane level. Both the challenges are related to SI. As SI is not available at the encoder, ESI is always required to be generated. In [15, 16] , the ERC technique estimates the rate based on the lookup tables obtained through a training stage. The tablebased rate estimations are not dynamic and their efficiency strongly depends on the training video sequences. In [9] , a fast block matching algorithm is used to generate ESI and the rate is estimated depending on the current bit plane error probability and the conditional entropy. The results show there is a small gap in RD performance when compared to the corresponding DRC scenario. In [20] , ESI is generated by selecting the block among three candidates. A block with the minimum summation of the absolute difference (SAD)is selected as the block in ESI. The estimated rate is a linear model of the theory-bound rate. The experimental results indicate the performance of the proposed ERC is close to but still lower than that of DRC peer. In [5] , Each frame is divided into two sub-frames: a key frame and a WZ frame. ESI is generated by taking the average of neighbor pixels in key frames. The RD performance is also lower than that of DRC solutions. In [6] , the author proposed an efficient ERC solution which can be taken as a new benchmark. In the work, ESI is generated by a fast motion compensated interpolation and the parity bits for each bit plane is estimated by taking the inter bit plane correlation and the probability of errors into consideration. At the decoder, along with the correlation noise model updating technique and a novel soft reconstruction, a weighted overlapped block motion compensation technique is proposed to refine the side information. The experiments show that the ERC solution provides a promising result which equals to the RD performance of DISCOVER system. Even though the ERC in [6] is very powerful and efficient, its outperformance is at the cost of increasing the complexity at both the encoder and the decoder.
In a nutshell, ERC solutions always increase computational complexity and latency at the encoder due to the generation of ESI and the repeated rate estimation at bit planes. The RD performance of ERC scheme is always lower than that of the corresponding DRC scheme.
Recent work on ERMD
Block mode decision is a useful method to improve the coding efficiency. Several EBMD algorithms have been presented in DVC literatures. Intra mode and WZ mode are often introduced. In literature [7, 11] , the mode selection depends on the SAD between a block and its collocated block in the previous frame as an indication of the temporal coherence. If SAD is less than a certain threshold, WZ mode is chosen; otherwise, Intra mode is chosen. In [23] , both spatial and temporal block coherence are taken into account by calculating the pixel variance of each block and the SAD, respectively. In [8] , a DVC codec with three coding modes is presented: Intra, Inter, and WZ. At the encoder, a bit plane motion estimation (ME) algorithm is carried out and the ME residual error is used to select the coding mode for each block. In [13] , an iterative algorithm is proposed to dynamically select either Intra mode or WZ mode for a DCT block. In order to make more accurate mode decision, ESI is required to be generated. In [4, 26] , The block mode decision depends on a RD cost function which is composed of compression rate and distortion. The coding mode with the minimum cost is chosen for each block. In addition to the Intra and WZ mode, skip mode used in [28] is also introduced which can save the transmission data and therefore improve the RD performance.
Although the above EBMD algorithms can improve the coding efficiency, they undoubtedly incur computational complexity at the encoder due to the calculation of metrics such as SAD, compression rate, distortion function, etc. Furthermore, if there are some thresholds which should be pre-defined, the users usually have no clue to set them.
In this paper, DRVC system is studied and an ERC solution combining with an EBMD for DRVC (ERC-EBMD-DRVC) is proposed which maintains a low complexity encoder and hence should be promising in practice. Table 1 lists the major symbols used in the paper. DRVC is a video coding architecture developed by Stanford University. Figure 1 illustrates the ERC-EBMD-DRVC architecture proposed in this paper. In the codec, a video sequence is divided into WZ frames (X 2k ) and Key frames (X 2k+1 ) by setting GOP = 2. Key frames are encoded and decoded by H.264/AVC Intra. Once a past and a future Key frame are decoded, the reference frame (X re ) and the side information(Y 2k ) for an intermediate WZ frame are generated. Then the residual frames (R at the encoder and R at the decoder) are generated. 
Proposed ERC-EBMD-DRVC solution
Fig. 1 System diagram of ERC-EBMD-DRVC
X re , Y 2k , R, and R are defined as (1), (2), (3), and (4), respectively.
In formula (1),X 2k−1 andX 2k+1 are the decoded Key frames. In formula (2), mv = (mv x , mv y ) is the motion vector estimated by an algorithm called motion compensated frame interpolation (MCFI).
At the encoder, R is divided into non-overlapping 4 × 4 macro blocks. For each block the coding mode is determined by the EBMD module which support three modes: Intra, Skip, and WZ. For Intra blocks an approach similar to H.263+ Intra is used that the Intra blocks are transformed by a discrete cosine transform (DCT), scalar quantized and entropy coded. For Skip blocks they take no further part in the encoding process and are skipped without transmission. For WZ blocks, the encoder groups all of them into one frame in which the pixels are randomly scrambled, non-uniform quantized, and Gray encoded. Then codewords are fed to a LDPC coder and the amount of the parity bits transmitted to the decoder is estimated by the ERC module. Meanwhile, A binary mode decision map employing runlength coding RLC is sent to the decoder.
At the decoder, according to the decoded mode decision map, the coding mode for each block in R is the same as the coding mode for the co-located block in R. The former is called the side information block for the latter. Intra blocks are decoded by intra decoder. WZ blocks are decoded by correcting errors in their side information blocks using the received parity bits. If the parity bits are not enough to decode WZ blocks successfully, QIEA module is used to solve the problem of rate underestimation. The side information blocks marked as WZ mode are also randomly scrambled, non-uniform quantized,Gray encoded and then fed to a LDPC decoder. The decoded codewords are Gray decoded, inversely scrambled, and inversely quantized. Skip blocks are replaced by their side information blocks. If the quality of the side information blocks is not good enough, the decoder can check and improve it. Finally, all decoded blocks are combined to form a decoded residual frameR. Then a decoded WZ frame is obtainedX 2k =R + X re .
Analysis of R and the quantization index R q
In DRVC system, R is the side information for R. The probability distribution curves of residual pixels in any R in Hall Monitor, Foreman, Coastguard, and Soccer videos are illustrated in Fig. 2 . It shows that each curve is sharp near 0, meaning that the pixel values are centered at 0. By comparing (1), (2) , and (4), we find that R can be regarded as motioncompensated errors for a past and a future decoded Key frame. Since most background and foreground in a frame and its motion-compensated frame change a little information, the motion-compensated errors are very small, resulting in the case R = Y 2k − X re ≈ 0 being in the majority.
Specific to the nonuniform distribution of R , nonuniform quantization is employed. is empirically obtained and let the corresponding quantization indexes (R q ) be -1, 0, or 1. Table 2 gives the quantization results of the frames which are shown in Fig. 2 . It is not hard to find out that since the case R = Y 2k − X re ≈ 0 is in the majority, the residual pixels falling in the interval [−30, 30] are up to 99%. So, it can be assumed that R q = 0 is a 100% case.
Here the statistic characteristic of R can be summarized as follows. The values of the residual pixels concentrate near 0. After implementing nonuniform quantization, we can assume that R q = 0 accounts for 100%.
Proposed encoder block mode decision
Based on the hypothesis that R q = 0 accounts for 100%, a simple and efficient EBMD is proposed to classify each block in R into one of the three modes. The definitions and decision criteria are:
-The size of macro block is 4 × 4, totally 16 residual pixels.
-Let R block and R block be the macro block in R and R respectively. P SNR(R block , R block ) is defined as the peak signal to noise ratio (PSNR) of the macro block. Given the specific hypothesis of R q = 0, the case R q = 1 means that the correlation is weak. Therefore, a block with at least six p i satisfying |p i | > 30 is classified as an Intra block. -Skip block: It refers to the block whose correlation with the co-located side information block is strong. It can be replaced by its side information block. Given the specific hypothesis of R q = 0, the case R q = 0 means the correlation is strong. In order to obtain higher P SNR(R block , R block ), a block with all the p i satisfying |p i | ≤ 10 is classified as a Skip block. -WZ block: A block which is neither an Intra block nor a Skip block is classified as a WZ block.
The proposed EBMD is simple, only depending on the values of the residual pixels at the encoder without computing metrics such as SAD, compression rate, distortion function, etc. Figure 3a and b show the first residual frame of Foreman and the three kinds of blocks in it, respectively.
Our EBMD is based on the hypothesis that R q = 0 accounts for 100%. However, this is not always true. In practice, when the occasional case R q = 0 occurs, it may result in wrong decisions. If R block is wrongly classified as an Intra block, it will be reconstructed correctly by Intra decoding. If R block is wrongly classified as a Skip block, it is unable to be replaced by the side information block. Because in this case, R q = 0 while R q = 0, the correlation of R block and R block is not good enough. To solve this problem, (5) is used to check and improve the quality of R block . The improved R block satisfies that all the p i in R block are less than or equals to 10 that is consistent with the decision criterion for Skip blocks. Fig. 3 Display of a the first residual frame of Foreman, b three kinds of blocks which use white, black, and gray to represent Skip blocks, Intra blocks, and WZ blocks respectively, c the residual frame with WZ blocks scrambled by pseudo-random sequence
Proposed encoder rate control based on pseudo-random sequence scrambling
For each residual frame R, the encoder groups all the WZ blocks into one frame called R wz−f . In a similar way, the decoder groups all the side information blocks marked as WZ mode into another frame called R wz−f which is regarded as the SI for R wz−f . The proposed ERC is used to estimate the rate for R wz−f at the frame level, i.e., only one rate is estimated.
Pseudo-random sequence scrambling
Pseudo-random sequence is used to scramble the residual pixels in both R wz−f and R wz−f . Figure 4 shows the process of scrambling that is assumed there are sixteen pixels in R wz−f . The process is as follows. Firstly, the residual pixels in R wz−f form a sequence S in column by column order. Secondly, a rand function generates a pseudo-random sequence S with the same length of S. Then the random numbers in S are sorted in ascending order and the corresponding index sequence is obtained. Finally, the pixels in S are sorted in the obtained index order and then a scrambled R wz−f is achieved. Figure 3c shows the first residual frame in Foreman with the scrambled WZ blocks, i.e., the gray blocks are scrambled by pseudo-random sequence. After scrambling, the differences between R wz−f and R wz−f become homogeneous which can be testified by calculating the error probabilities between the codewords at both the encoder and the decoder. At the encoder, based on the LDPC codeword length L, the transmitted data are divided into k codewords. If the length of the last codeword is less than L, 0 is added. Let C wz,1 C wz,2 ... C wz,k be the k codewords at the encoder and let C wz,1 C wz,2 ... C wz,k be the k codewords at the decoder. The error probability between the corresponding codewords at both the encoder and the decoder is calculated by (6) Figure 5 shows the comparison between ρ bef and ρ af t for any one frame in the test videos. It can be seen that the error probabilities changes from inhomogeneous to approximately homogeneous. Furthermore, we calculate the variance of each set. The bigger the variance is, the more inhomogeneous the error probabilities in the set are, and vice verse. Figure 6 depicts the variance of set ρ bef and the variance of set ρ af t for each R wz−f in the test videos. It shows that the variance of set ρ bef is larger than the one of set ρ af t . The latter is approximately equal to 0 which means the error probabilities in set ρ af t are approximately homogeneous. Figures 5 and 6 demonstrate that the scrambling is effective. According to (7) (see Section 3.3.2), we know that the error probability is proportional to the parity bit rate. When the error probabilities are approximately homogeneous, the parity bit rates can be the same, i.e., only one rate is estimated for the k codewords.
Rate estimation
As mentioned above, the error probabilities of k codewords are approximately homogeneous after pseudo-random sequence scrambling. We assume that ρ = ρ wz,1 = ρ wz,2 · · · = ρ wz,i (i = 1, 2 · · · k). If we know the value of error probability ρ , the parity bit rate can be calculated by (7)
H (ρ) is the theory bound. In fact, the parity bit rate is always more than H (ρ). Thus, we modify the rate formula into (7) where 0.03 is the empirical value. How to compute ρ? From the analysis of the quantization version of R in Section 3.1 , we can infer that the codewords at the decoder is full of 0s under the hypothesis that R q = 0 accounts for 100%. Let num(i) be the number of 1 in C wz,i , e.g., if C wz,i = 0101001, then num(i) = 3 . Therefore, ρ is estimated by (8) and denoted as ρ est .
As we can see that (8) has nothing to do with ESI. It just depends on the number of 1 in k codewords, so the encoder does not generate any ESI that maintains the low-complexity at the encoder.
Quantization index estimation algorithm (QIEA) based on pseudo-random sequence scrambling
As mentioned in Section 3.3.1, all the codewords are transmitted at the same rate v. If v is overestimated or well estimated, the codewords are decoded successfully which are used to obtain the decoded quantization indexes. Otherwise, the failed decoded codewords and the failed quantization indexes are obtained. 
Experimental results and discussion
To evaluate the performance of the proposed ERC solution, we perform extensive simulations. In the simulations, four test video sequences, namely Hall Monitor, Foreman, Coastguard with QCIF resolution at 15Hz and Soccer with QCIF resolution at 30Hz are employed. The GOP is 2. Odd frame is Key frame encoded by H.264/AVC Intra for QP parameter equal to 16, 18, 20, 24, 27, 30, 32 , and 34, respectively. Even frame is WZ frame. The reference frame and residual frame are the same as those described in the introduction section of the ERC-EBMD-DRVC architecture in 3. For WZ blocks, the non-uniform quantization mentioned in Section 3.1 is used and the codeword length of LDPC is 396. Figure 8 shows the percentage of each mode in the test sequences where the QP is 24. It shows Skip blocks in Hall Monitor account for the largest proportion, reaching 93.66%. Intra blocks in Soccer accounting for 12.73% are more than those in other three videos. That means the lower the motion is, the more percentage the skip blocks account for and the higher the motion is, the more percentage the Intra blocks account for. Figure 9 shows the average PSNR (APSNR) for each kind of block which is shown in Fig. 8 . It can be seen that for Intra blocks, the APSNR is mainly 14dB-17dB that means the correlations between Intra blocks and their side information blocks are weak and the Intra codec is appropriate. For WZ blocks, the APSNR is mainly 29 dB that means the qualities of their side information blocks are medium and WZ codec is appropriate. For Skip blocks, the APSNR is as high as 43.19 dB, usually over 39 dB, which means the correlations between Skip blocks and their side information blocks are strong. So Skip blocks can be replaced by their side information blocks. There is an exceptional case for Intra blocks and WZ blocks in Coastguard. As we can see, the APSNR of the two mode blocks in Coastguard are higher than those in other videos. It is because Coastguard is a video with well behaved motion. The quality of the side information generated by MCFI for Coastguard is good. We know that the quality and quantity of Skip blocks, WZ blocks, and Intra blocks are all contribute to the quality of SI. Figure 8 shows Skip blocks in Coastguard accounting for 33.69% is the lowest percentage when compared with Skip blocks in other videos. So,in Coastguard, Skip blocks make relatively less contributions to the good quality of SI and therefore it results Fig. 9 The APSNR of each kind of block in our test videos in Intra blocks and WZ blocks having relatively better SI blocks when compared with other videos. Figure 10 shows the APSNR comparison before and after using (5) for the blocks which are wrongly classified as Skip mode. It can be seen that the gains are up to about 2.8dB, 2.1 dB, 1.2dB, and 1.4dB in Hall Monitor, Foreman, Coastguard, and Soccer, respectively. The results show (5) is simple and helpful.
Efficiency of EBMD
In short, as we can see from the results of Figs. 8-10 , the proposed EBMD is very simple and effective in mode decision for any degree motion video. Since the proposed EBMD is based on the hypothesis that R q = 0 accounts for 100%, the satisfactory results also justify the hypothesis.
Efficiency of ERC
To testify the efficiency of our rate estimation method, we can compare the estimated error probability ρ est with the real error probability ρ real and then compare the estimated rate v with the ideal rate v which is obtained in DRC scenario. Figure 11 shows the former comparison. It can be seen that the estimated ρ est calculated by (8) are mostly close to ρ real in Hall Monitor, Foreman and Soccer. But in Coastguard ρ est is mostly higher than ρ real . It is because that the quality of WZ blocks in Coastguard (about 34dB) is higher than the ones (about 29dB) in other three videos from Fig. 9 , If (8) is effective to estimate the error probabilities for WZ blocks with lower APSRN, it is certainly overestimated for WZ blocks with higher APSRN. Figure 12 shows the latter comparison. There are three scenarios, namely, v higher than v , v lower than v and v equal to v , which represent overestimation, underestimation, and well-estimation. Overestimation cannot reduce the distortion, but it causes unnecessary bit-rate expansion. Underestimation can induce errors and result in severe distortion. Figure 12 shows the comparison of v and v for each frame in the tested videos. It can be seen that most of the points are closer to line v = v which means the difference between v and v is little. In the four videos, the overestimation in Coastguard is in the majority that because ρ est is overestimated and so the rate. Figure 13 shows the successful decoding ratios (SDR) before and after adopting QIEA. The SDR refers to the number of the successful decoded codewords divided by the number of all the codewords in a video. As seen from Fig. 13 , for Coastguard, the SDR before using QIEA is up to 84% which is the highest ratio in the four videos. The explanation is that the overestimation in Coastguard is in the majority which helps to improve the SDR. The SDRs for Hall Monitor, Foreman, and Soccer before using QIEA are 58.54%, 51.06%, and 47.6%, respectively. It means the higher the motion, the more difficult the rate estimation is and the lower the SDR is. After using QIEA, SDR is increased for all videos. Especially for Soccer, the SDR reaches 94.46%. The results show our QIEA is efficient. There are two reasons. One is that after inverse scrambling, the failed decoded quantization indexeŝ R notdec q are scattered among the successful decoded quantization indexesR dec q which can be used to predictR notdec q . The other is the prediction is always accurate duo to the range of the quantization indexes is narrow and only three values, namely -1,0,1, are defined after non-uniform quantization. The SDR for Hall Monitor changes from 58.54% to 59.76% which seems our QIEA is inefficient. As we know the efficiency of QIEA depends on that which indicates that the more the number ofR dec q , the better the performance of QIEA is. But in Hall Monitor, the percentage of WZ blocks is only 6.11% in Fig. 8 . Hence, the number ofR dec q must be less than 6.11%, so the effect is inconspicuous. Figure 14 shows the example for the improvement of the image quality before and after adopting QIEA. As we can seen there are some failed decoded blocks especially in the face in (a) which are successfully become decoded in (b) and the PSNR is improved by 5.1dB.
Efficiency of QIEA
Analysis of the complexity
ERC-EBMD-DRVC is a simple video framework which is the basic residual video framework adding EBMD module, scrambling module, ERC module, and QIEA module. Although EBMD module, scrambling module, and ERC module are added at the encoder, they are all simple. EBMD only depends on the values of residual pixels to determine the block mode. Scrambling module generates a pseudo-random sequence and sorts it in order. ERC module without ESI estimates the rate at frame level. None of them brings heavy calculation and latency at the encoder. Although QIEA module is added at the decoder, it is also simple. Figure 15 shows the average iterations of QIEA with all QP values for the test videos. We can see the number of iteration does not exceed 3 that means the latency and complexity increased at the decoder are not severe. Figure 16 shows the RD performance of the proposed ERC-EBMD-DRVC solution for all the test videos, compared with that of DISCOVER [10] and TDDVC-ERC [6] . Only luminance component is taken into account.
RD performance of ERC-EBMD-DRVC
1. Compared with DISCOVER, DISCOVER is currently considered as one of the best performing TDDVC system which is regarded as the benchmark for DRC scenario. The simulation results of DISCOVER come from [10] . Figure 16 shows that ERC-EBMD-DRVC performs better (the gain up to 1.5dB on average) for Hall Monitor video, the reason of which is that Skip blocks are in the majority and help to improve the RD performance. For Coastguard, ERC-EBMD-DRVC achieves RD performance similar to the one obtained by DISCOVER codec which is explained that WZ codec works well in Coastguard. As we can see from Figs. 8 and 9 that the percentage and APSNR of WZ blocks in Coastguard are 64.75% and 34.17 dB respectively which means WZ blocks are not only in the majority but also with satisfied SI, so the parity bits needed to correct the errors in SI are not much which help to achieve good performance. For video sequences characterized by moderate to high motion such as Foreman and Soccer, the proposed ERC-EBMD-DRVC are close to DISCOVER at low bit rates and presents a very small RD performance gap at high rates. Because the rate estimation is a little difficult for such videos with unsatisfied SI. In a word, the proposed solution is very efficient especially for the videos with low and well behaved motion such as Hall Monitor and Coastguard. 2. Compared with TDDVC-ERC [6] , TDDVC-ERC [6] is a very powerful and efficient ERC solution and becomes a new benchmark for other ERC solutions as it was mentioned in [6] . The simulation results of TDDVC-ERC come from [6] in which it provides a RD performance quite close to the target RD performance obtained by DIS-COVER. As we can see from Fig. 16 , ERC-EBMD-DRVC outperforms TDDVC-ERC for the videos with low motion and achieves similar RD performance for other videos at low rates and presents a very small gap at high rates. The results indicate that the proposed ERC solution is competitive due to its good RD performance. TDDVC-ERC has a complex framework in which many improved techniques such as a novel weighted overlapped block motion compensation technique, a correlation noise model updating technique, and a novel soft reconstruction technique are used to improve the RD performance. Furthermore, in TDDVC-ERC, ESI is required to be generated and the rates are estimated at bit plane level which increase the complexity and incur computation overheads at the encoder. While in ERC-EBMD-DRVC, ESI is not required and the rates are estimated at frame level. Due to the competitive RD performance and simple framework, ERC-EBMD-DRVC is more practical than TDDVC-ERC solution.
Conclusion
This paper proposes an efficient ERC solution called ERC-EBMD-DRVC which maintains a low-complexity encoder. In order to improve the RD performance, the proposed ERC solution combines a simple yet efficient EBMD which only employs the values of residual pixels to decide the block coding mode. Based on the hypothesis that R q = 0 accounts for 100%, the correlation between the residual frames at the encoder and decoder is simply estimated by (8) which has nothing to do with ESI. So the encoder does not need to generate ESI that greatly decreases the complexity at the encoder. Moreover, our rate estimation is at frame level that brings fewer computational load and latency than the ones brought by the rate estimation at bit plane level. The problem of rate underestimation is also solved using QIEA in this paper. The simulation results show that ERC-EBMD-DRVC outperforms DISCOVER and the state-of-the-art ERC solution in the videos with low motion and has competitive RD performance for other videos with moderate or high motion. Furthermore, our scheme has simple framework. Although EBMD module, scrambling module, ERC module, and QIEA module are added, they are all simple. So ERC-EBMD-DRVC is a promising scheme.
