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dedicated to dominique foata
The classical cosine formula for enumerating domino tilings of a rectangle, due to
Kasteleyn, Temperley, and Fisher, is proved once again, here using a combination
of standard tools from combinatorics and algebra.  2001 Elsevier Science
1. INTRODUCTION
A classical result in combinatorial enumeration, ﬁrst proved in 1961 by
Kasteleyn [Kas61] and Temperley and Fisher [TF61], and later, using the
transfer-matrix method, by Lieb [Lie67], gives the number of domino tilings
of an m× n rectangle (with m · n even) as
kmn =
m/2∏
j=1
cn+1j − cˆn+1j
2bj

where
bj =
√
1+ cos2 jπ
m+ 1  cj = bj + cos
jπ
m+ 1  cˆj = bj − cos
jπ
m+ 1 

For proofs see also the books by Percus [Per71], Lovasz and Plummer
[LP86] and the article by Montroll [Mon64].
As stated already in [Kas61], the result can be written more neatly (for
our purpose and in the case where both side lengths are even) as what is
called the cosine formula:
k2m 2n = 4mn
m∏
j=1
n∏
k=1
(
cos2
jπ
2m+ 1 + cos
2 kπ
2n+ 1
)
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The following shows a table of the ﬁrst few values of kmn:
1 1 1 1 1 1 1 1 1
1 0 1 0 1 0 1 0 1
1 1 2 3 5 8 13 21 34
1 0 3 0 11 0 41 0 153
1 1 5 11 36 95 281 781 2245
1 0 8 0 95 0 1183 0 14824
1 1 13 41 281 1183 6728 31529 167089
1 0 21 0 781 0 31529 0 1292697
1 1 34 153 2245 14824 167089 1292697 12988816

The cosine formula has served from the very beginning as a starting point
for many investigations on these tiling numbers and their associated gener-
ating functions (as in [Sta85]) or their arithmetical properties (as in [JS00]
or the problems mentioned on p. 280 of J. Propp’s survey [Pro99]). It is the
purpose of this article to give an (apparently) new proof and extension of
this result, based on very classical methods from combinatorics and algebra.
This article is organized as follows. In Section 2 we recall the relevant
tools from combinatorics and algebra:
—the method of determinant evaluation by counting families of non-
intersecting (vertex-disjoint) paths in a graph;
—the inversion formula relating heaps and trivial heaps in a commu-
tation monoid;
—in the particular case of a line, the interpretation of heaps in terms
lattice paths and their relation to the matching polynomials of the line,
which are just variants of the Chebychev polynomials of the second kind;
—the determinant evaluations due to Laplace and Binet–Cauchy;
—the Sylvester matrix of two polynomials and its determinant, the
resultant.
Clearly, all these tools are very well known and established. They belong
to the standard repertoire of combinatorics and algebra and thus they are
cited without proof.
In Section 3 the proof of the main result is given: the number of tilings
under consideration can be written as a resultant of two polynomials that
are simple variants of the Chebychev polynomials mentioned above. This
fact, once one is aware of it, can be easily read off from the known formula.
But here the idea of the approach is different: to prove the representation
of the k2m 2n via a resultant without making use of the cosine formula.
Rather, the cosine formula appears as an immediate consequence of the
latter result.
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In Section 4 it will be shown how the above approach can be used to
prove a multivariable reﬁnement of the cosine formula. The proof is literally
the same! The bonus of this extension lies in the fact that the resultant
may now be related in a very natural way to a certain kind of tableaux. It
turns out that the general resultant evaluation has at least two important
specializations: the cosine-formula and the so-called dual Cauchy-identity
from the theory of symmetric functions.
2. THE TOOLS
2.1. Tools from Combinatorics
2.1.1. The Gessel-Viennot method.
The following method for the evaluation of certain determinants in terms
of weights of systems of vertex-disjoint paths seems to have been discovered
independently by various people at various times. The technique, usually
attributed to Gessel and Viennot (but see also [Lin73] and [GJS+87]) fol-
lowing its publication in [GV85], has turned out extremely useful in many
situations. It has become a standard tool of enumerative combinatorics.
Let G = 	VE
 be a directed acyclic graph. For vertices u v ∈ V we
denote by 	Gu v
 the set of all paths from u to v in G. More generally,
for r-tuples u = u1 u2 
 
 
  ur, v = v1 v2 
 
 
  vr of distinct vertices
we let 	Gu v
 = ∏1≤k≤r 	Guk vk
 denote the set of all systems p =
p1 p2 
 
 
  pr connecting uk with vk 	1 ≤ i ≤ r
. The subset of such path
systems which are pairwise vertex-disjoint is denoted by 0	Gu v
.
Now let w  E → R be a weight function on the edges of G. (R may
be any commutative ring.) The weight for a single path p ∈ 	Gu v
 is
just
∏
e∈p w	e
, and the weight for a path system p = p1 p2 
 
 
  pr ∈
	Gu v
 is w	p
 = ∏p∈pw	p
. Finally, for any two vertices u v ∈ V we
denote by h	u v
 the total sum ∑p∈	Guv
w	p
 of the weights of all paths
leading from u to v.
The main result states that if a certain compatibility condition is satisﬁed
for u = u1 u2 
 
 
  ur and v = v1 v2 
 
 
  vr, then∑
p∈0	Gu v

w	p
 = det [ h	u v
 ]
u∈u v∈v 

The compatibility condition in question for the graph G requires that for
any i < j and any k < l each path p ∈ 	Gui vl
 meets each path q ∈
	Guj vk
 in at least one vertex. Even if this condition is not satisﬁed,
the evaluation of the determinant can be presented in terms of systems of
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vertex-disjoint paths; see, e.g., [Lin73] and [GJS+87]. But here we will use
only the standard situation just mentioned.
2.1.2. Heaps of pieces.
The idea of the commutation monoid has been introduced by Cartier and
Foata in [CF69] in order to treat enumeration problems for rearrangements
of words. It has also become popular in theoretical computer science as a
formal model in which problems of parallelism and concurrency can be
studied; see, e.g., [Die90, DM97]. In [Vie86], Viennot rephrased the basic
ideas in terms of “heaps of pieces,” thus opening the door for many other
applications, e.g., in statistical mechanics.
We recall here only the basic deﬁnitions and one main fact, viz., the
inversion formula, a special case of which will be used in the main proof
below. For this, let E denote a ﬁnite set of elements (“pieces”), which we
may consider as letters. Any two of these letters may or may not commute.
The set ρ of commuting pairs of letters, which may be any symmetric and
reﬂexive relation on E, then induces a congruence relation ≡ρ on the free
monoid E∗, and the quotient monoid ρ = 	E∗/ ≡ρ
 is the commutation
monoid deﬁned by the commutation relation ρ. The elements of ρ are
called “heaps” (of pieces), each heap being the congruence class hρ of
any of its representatives h = h1h2 · · ·hk ∈ E∗. A heap h = h1h2 · · ·hk
is said to be trivial if its letters are distinct and if they commute pairwise;
i.e., hi = hj and 	hi hj
 ∈ ρ for 1 ≤ i < j ≤ k. The set of trivial heaps in
ρ will be denoted by ◦ρ.
A basic fact about the monoid ρ is the factorization property in terms
of trivial heaps. We say that two trivial heaps h and k are linked if for
each letter e in k there is at least one letter f in h such that 	e f 
 ∈ ρ:
Then each heap h ∈ ρ can be written uniquely as a product of trivial
heaps h = t1t2 · · · tr such that ti is linked to ti+1 for 1 ≤ i < n.
(This presentation of heaps is sometimes called the Foata normal form of
a heap.)
The factorization property has important consequences, one of which can
be elegantly phrased in terms of generating series, written as elements of
the large monoid algebra of ρ over the integers. We have
∑
g∈ρ
g =
( ∑
f∈◦ρ
	−1
f f
)−1

where g is the length (= number of letters of any of its representatives)
of a heap g.
In terms of ordered sets this expresses the fact that the zeta-function of
ρ is the inverse of the Mo¨bius function.
domino tilings and resultants 601
On the numerical side we may consider the univariate generating func-
tions
g	z
 = ∑
g∈ρ
zg = ∑
k≥0
gkz
k
f 	z
 = ∑
f∈◦ρ
zf  = ∑
k≥0
fkz
k
and obtain the reciprocity relation
g	z
 = 1
f 	−z
 

This general relation will be used here in a particular situation, as
described in the following section. Admittedly, this special case could be
treated without referring to the Foata normal form, but I believe that
pointing out the general context is of interest and I have done so in order
to pay reverence to the dedicatee of this article.
2.1.3. Domino heaps of n and paths.
For any positive integer n, let Ln denote the graph of a 	n+ 1
-point line.
This graph has n+ 1 vertices Vn = v0 v1 
 
 
  vn and n edges En = ei =
	vi vi+1
 0 ≤ i < n. These edges will now be called pieces or dominoes.
The commutation relation ρn is naturally given by non intersection:
eiej ≡ ejei iff i− j > 1 or i = j

We will denote ρn = 	E∗n/ρn
 by n.
The standard way of visualizing elements of ◦n is by drawing (par-
tial) matchings of the graph Ln. As an example, the trivial heap e1 e5 e7 ∈
07 can be visualized as shown in Fig. 1.
General heaps, i.e., elements of n, are usually drawn as heaps of edges
(dominoes). As an example, the heap e2 e3 e2 e5 ∈ 7 can be represented
as displayed in Fig. 2 (placing pieces onto the heap as reading from left to
right, by convention).
It is easy to see that each heap from n has a canonical representative
of the form
ei1ei2 · · · eik ∈ Ekn 	k ≥ 0
 where ij+1 ≥ ij − 1 for 1 ≤ j < k

v v v v v v v v0 1 2 3 4 5 6 7
e e e e e e e1 2 43 5 6 7
FIG. 1. A trivial domino heap.
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e e e e ee e1 2 3 4 5 6 7
FIG. 2. A domino heap.
For trivial heaps the condition on the index sequence turns into: ij+1 >
ij + 1 for 1 ≤ j < k.
These canonical forms allow for a simple proof of the reciprocity relation,
based on a sign reversion argument for the involution on 0n ×n, mapping
a pair ei1ei2 · · · eik ej1ej2 · · · ej! onto
ej1ei1 ···eikej2 ···ej! if !>0 and 	k=0 or 	k>0 and j1+1<i1


ei2 ···eikei1ej1 ···ej! if k>0 and 	!=0 or 	!>0 and i1−1<j1


 if k=!=0
which has the pair     of empty heaps as its only ﬁxed point.
The same involutive idea can be easily extended to a proof of reciprocity
for general commutation monoids, see [Vie86], as well as to a proof of a
general reciprocity result for the generating series of words speciﬁed by
complementary adjacency relations. In the context of permutation enumer-
ation this seems to be due to Carlitz, Scoville, and Vaughan (Theorem 7.3
in [CSV76]). In the context of the commutation monoid this has been redis-
covered by Diekert (Theorem 4.4.2 in [Die90]).
It follows from their canonical representation that general heaps are in
bijection with certain lattice paths. To be precise, consider paths on the
grid ×  composed of NE-steps (“up”) and SE-steps (“down”) that start
at the origin 	0 0
, whose abscissa (“level”) stays always between 0 and n
and which end on level n. Those paths containing k down-steps (hence of
length n + 2k) are in bijection with heaps of n of length k—this can be
seen by simply registering the sequence of levels that precede a down-step.
The above example e2 e3 e2 e5 ∈ 7 can be thus visualized as shown in
Fig. 3.
There is, however, yet another way of visualizing heaps and trivial heaps
of n, and this way will be useful below. As an illustration, let us again
5
4
3
2
1
6
7
FIG. 3. A domino heap seen as a lattice path.
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1 2 3 4 5 6 7
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
7
7
7
FIG. 4. Another grid graph.
consider the case n = 7. The grid graph, as displayed in Fig. 4, together
with its labeling of the vertical edges, will be considered.
It is easy to see that the trivial heaps from 07 correspond to the paths
starting at the upper left entry point and taking their way to the right (E) or
downward (S). The trivial heaps which have precisely k pieces correspond
to those paths that leave the ﬁgure on the 	k+ 1
st exit point on the right,
counted from above.
As an example, the trivial heap e1 e5 e7 ∈ 07 is shown as a gridpath in
Fig. 5.
Similarly, the heaps from 7 of length ≤ 4 correspond to the paths start-
ing at the lower left entry point and taking steps to the right (E) or upward
(N). The heaps which have precisely k pieces correspond to those paths
that leave the ﬁgure on the 	k+ 1
st exit point on the right, counted from
below.
As an example, the heap e2 e3 e2 e5 ∈ 7 is shown in Fig. 6.
As far as trivial heaps are concerned, Fig. 6 consisting of four rows of
vertical edges sufﬁces because a trivial heap belonging to 7 has a length
≤ 4. As for general heaps, their length is unbounded and the ﬁgure has to
be extended in the obvious way.
It is important to note that the same grid, but traversed in two different
directions, serves for visualizing general heaps and trivial heaps.
2.1.4. Relation with Chebychev polynomials.
As the reader will notice, the present article does not escape the
paradigm put forward recently by C. Krattenthaler in [Kra], saying that the
appearance of Chebyshev polynomials in generating functions for counting
FIG. 5. A trivial heap.
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FIG. 6. A heap.
problems most probably is tied with a problem formulation in terms of
Dyck (or Motzkin) paths. We may add that matchings and matching poly-
nomials are also good candidates—which is just another view of the same
phenomenon, as are continued fractions.
It is a well-known and frequently used fact that the Chebychev polyno-
mials appear as the matching polynomials of the graphs Ln. To be precise,
let Un	x
, deﬁned by Un	cos t
 = sin		n+ 1
 t
/ sin t, denote the usual nth
Chebychev polynomial of the second kind. We will consider here the monic
variant
Sn	x
 = Un
(
x
2
)
=∑
k
	−1
k
(
n− k
k
)
xn−2k

These polynomials satisfy the three-term recurrence
Sn+1	x
 = x · Sn	x
 − Sn−1	x
 	n ≥ 1
 S0	x
 = 1 S1	x
 = x

It is a simple observation that the number of trivial heaps of length k
of 0n−1 is
(
n−k
k
)
, so that the reciprocal polynomial S∗n is essentially the
generating polynomial for trivial heaps∑
f∈0n−1
zf  =∑
k
(
n− k
k
)
zk = S∗n	i
√
z

(where i denotes the imaginary unit).
The reciprocity relation between heaps and trivial heaps gives us the
generating function for heaps in n−1:∑
g∈n−1
zg = 1∑
f∈0n−1	−z
f 
= 1
S∗n	
√
z
 

To illustrate this, consider the case of 5 (which will reappear later in an
example). We have for the trivial heaps∑
f∈05
zf  = S∗6	i
√
z
 = 1+ 5z + 6z2 + z3
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and for the heaps∑
g∈5
zg = 1
S∗6	
√
z
 =
1
1− 5z + 6z2 − z3
= 1+ 5z + 19z2 + 66z3 + 221z4 + 2380z6 + 7753z7 + · · · 

2.2. Tools from Algebra
2.2.1. Evaluating determinants.
The evaluation of certain determinants is crucial to the proof presented
below. We recall here two classical methods, usually attributed to Laplace
and to Binet and Cauchy. First we introduce some convenient notation.
All our matrices are matrices over some commutative ring, usually the
integers, the rationals, or a polynomial ring over a ﬁeld. If A is a matrix
with rows (columns, resp.) indexed by some subset N of the integers and if
J ⊆ N , then AJ denotes the submatrix of A consisting of the columns of
A indexed by elements of J. We use n = 1 2 
 
 
  n as shorthand. (M
m
)
denotes the set of all m-element subsets of a set M .
Let AB be m × n-matrices, where m ≤ n and with column indices
indexed by n. The evaluation of the determinant of the m × m-matrix
A · Bt is given by the Binet–Cauchy determinant expansion:
det	A · Bt
 = ∑
J∈	nm

detAJ · detBJ

Let A be an m × 	m + n
-matrix and B an n × 	m + n
-matrix. [A
B
]
denotes the 	m + n
 × 	m + n
-matrix with the rows of A placed on top
of the rows of B. The evaluation of the determinant of such a matrix by
Laplace’s expansion is given by
det
[
A
B
]
= ∑
J∈	m+nm 

sign	J Jc
 detAJ detBJc
where Jc = m + n\J and where sign	J Jc
 is +1 or −1, according to
the parity of the number of inversions induced by the partition 	J Jc
 of
m+ n.
2.2.2. Sylvester’s matrix and the resultant.
Let a	t
 = ∑m0 aitm−i and b	t
 = ∑n0 bjtn−j be polynomials of respective
degrees1 m and n over some ﬁeld. The Sylvester matrix Sylvester	a b
 is
1In our application both polynomials a	t
 and b	t
 will be monic; i.e., a0 = b0 = 1.
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the 	m+ n
 × 	m+ n
-matrix which contains the coefﬁcients of ti−1 · a	t
 in
row i (1 ≤ i ≤ n) and the coefﬁcients of tj−1 · b	t
 in row n+ j (1 ≤ j ≤ m).
The determinant of the matrix Sylvester	a b
 is known as the resultant
(w.r.t. t) of the polynomials a = a	t
 and b = b	t
,
resultantt	a b
 = det Sylvester	a b


The signiﬁcance of this concept comes from the fact that
resultantt	a b
 = an0bm0
m∏
i=1
n∏
j=1
	αi − βj

where the αi	1 ≤ i ≤ n
 (βj	1 ≤ j ≤ m
, resp.) are the roots of a	t
 (b	t
,
resp.) in some suitable extension ﬁeld, so that one also has
resultantt	a b
 = 	−1
mnbm0
m∏
j=1
a	βj
 = an0
n∏
i=1
b	αi


3. FROM TILINGS TO THE RESULTANT
In this part we will show that the number of domino tilings on a 	2m×
2n
-rectangle can be expressed as a resultant of two matching polynomials,
from which the cosine-formula follows immediately. Throughout this part
the parameters m and n are ﬁxed, where we assume w.l.o.g. that m ≤ n.
We will illustrate the approach by using the case m = 3, n = 4 as a running
example.
3.1. From Tilings to Path Systems
The ﬁrst major observation is that domino tilings of a 	2m × 2n
-
rectangle (or 	mn
-tilings, for short), such as that displayed in case
m = 3 n = 4 in Fig. 8, can be conveniently coded as systems of vertex-
disjoint paths in a particular graph, which is part of the so-called generalized
Pascal’s triangle (Pascal’s triangle with diagonal steps, related to Delannoy
numbers and Legendre polynomials; see exercise 21, p. 80, in [Com74]).
The idea of representing tilings for special boards as path systems for such
graphs is taken from the work of Sachs and Zernitz in [SZ94], where it is
used for counting domino tilings of the augmented Aztec diamond. The
same idea works neatly for counting tilings of the usual Aztec diamond;
see exercise 6.49 in [Sta99].
For mn ≥ 1 we deﬁne the graph -mn as follows:
—its vertices are the lattice points 	i j
 ∈ 2 with 0 ≤ i ≤ 2n, 0 ≤ j <
2m, and i+ j even;
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v
v
vu
u
u
2
1
3
2
1
3
FIG. 7. The graph -3 4.
—for each vertex 	i j
 there is a directed edge to any of vertices 	i+
1 j + 1
, 	i + 2 j
, and 	i + 1 j − 1
, provided this vertex also belongs to
the vertex set speciﬁed above.
We also deﬁne a vector u of m source vertices
u = u1 
 
 
  uk 
 
 
  um = 	0 0
 
 
 
  	0 2k− 2
 
 
 
  	0 2m− 2

and similarly a vector v of m target vertices
v = v1 
 
 
  vk 
 
 
  vm = 	2n 0
 
 
 
  	2n 2k− 2
 
 
 
  	2n 2m− 2


Figure 7 shows the graph -3 4, together with the source and the target
vertices, with vertex u1 = 	0 0
 at the lower left hand corner. There are no
arrows to indicate the direction because edges are always directed from left
to right. We will speak of NE (resp. E, resp. SE)-edges in the case of edges
	i j
 → 	i+ 1 j + 1
 (resp. 	i j
 → 	i+ 2 j
, resp. 	i j
 → 	i+ 1 j − 1
).
Also, for the time being, the weight function puts a unit weight on each of
the edges and hence will not be mentioned explicitly.
We claim that the 	mn
-tilings are in bijection with the vertex-disjoint
paths belonging to 0	-mnu v
.
Instead of giving a formal proof of this obvious assertion we content
ourselves with illustrating this fact by means of an example with -3 4.
First, we display in Fig. 8 a domino tiling of a 	6× 8
-rectangle.
Next we display in Fig. 9m = 3 paths, displayed by dashed lines, that start
on the left side and traverse the tiled rectangle according to the following
rules
—if a vertical domino is hit, then traverse it diagonally;
—if a horizontal domino is hit, go straight through.
The starting points and the end points are sitting on every second row of
the rectangle, beginning with the lowest row. It turns out that these paths
never touch or cross each other, and that they end up in the same row they
started.
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FIG. 8. A domino tiling of a 	6× 8
-rectangle.
To make the relation with the graph -3 4 more evident, we display in
Fig. 10 the same situation, but now with all the possibilities where the
paths could go.
Finally, what is of interest, is that the tiling we started with can be rep-
resented as a system of vertex-disjoint paths in the -3 4 with source and
target vertices chosen as above, as illustrated by Fig. 11.
As a consequence, we have
k2m2n = detmn
where the entry hi j of the matrix mn = hi j1≤ij≤m is the number of
paths from ui to vj in the graph -mn.
As an illustration, which can easily be veriﬁed by hand, we have
3 4 =
 90 146 69146 305 215
69 215 236
 and det3 4 = 167089

FIG. 9. Equivalence of domino tilings and path systems.
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FIG. 10. Overlay of tiling and path system.
3.2. Extending the Graphs and the Path Systems
As the next step, the graph -mn will be extended to the left and to
the right. The extended graph -mn will in addition contain the following
vertices and edges:
—(extension to the left)
vertices 	i j
 ∈ 2, with i+ j even, such that −2m+ 2 ≤ i < 0 and −2m+
2 ≤ i− j < 0;
—(extension to the right)
vertices 	i j
 ∈ 2, with i + j even, such that 2n < j < 2n+ 2m and 2n−
2m < i− j < 2n;
—vertices from the extension to the left and to the right will be con-
nected among themselves and with the vertices of -mn whenever SE-edges
or NE-edges are possible—but not with (horizontal) E-edges!
In this extended graph we deﬁne a new vector u¯ of source vertices
u¯ = 
 
 
  u¯k 
 
 
1≤k≤m = 
 
 
  	−2k+ 2 0
 
 
 
1≤k≤m
and similarly a vector v¯ of m target vertices
v¯ = 
 
 
  v¯k 
 
 
1≤k≤m = 
 
 
  	2n+ 2m− 2k+ 1 2m− 1
 
 
 
1≤k≤m

FIG. 11. The paths system equivalent to the tiling.
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FIG. 12. The extended graph -3 4 and the extended path system.
It is obvious that the systems of vertex-disjoint paths belonging to
0	-mn u¯ v¯
 are trivial extensions of the systems of vertex-disjoint paths
belonging to 0	-mnu v
.
A picture displaying -3 4 together with the extended path system taken
from the previous example, as given in Fig. 12 will help to illustrate this
extension step.
As a consequence, we have
k2m2n = det mn
where the matrix mn = h¯i j1≤ij≤m has as entries
h¯i j : the number of paths from u¯i to v¯j in the graph -mn.
Again, we take our example situation and get 1 0 01 1 0
2 3 1
 90 146 69146 305 215
69 215 236
 1 0 04 1 0
5 2 1
 =
 1019 284 693460 1019 284
611470 3460 1019
 

Note that the entries in the left and in the right factor on the left hand side
actually count the numbers of certain lattice paths (left factors of Dyck
words), joining the vertices u¯i with vertices uj , and vertices vi with vertices
v¯j 	1 ≤ i j ≤ m
. They could be given explicitly, but for us there is presently
no need to do so.
3.3. Splitting the Paths
In this section we will take the paths in the graph -mn that are relevant
for the determinant of the previous section and factorize them in their
horizontal and up-down components by “projecting” the paths horizontally
and vertically. More precisely, given a path leading from u¯i to v¯j in -mn,
the horizontal steps (E-steps) deﬁne a (partial) matching or a trivial heap
of 2n−1 in an obvious way. The up-down steps (NE- and SE-steps) of the
path deﬁne a lattice path from level 0 to level 2m − 1 in a way that was
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FIG. 13. Splitting a path.
discussed in Section 2.1.3— this is equivalent to a heap belonging to 2m−1.
Note that if k is the number of horizontal steps, then the resulting heap
will have length n+ i− j − k.
Again, a picture, as given in Fig. 13, will explain the situation:
This splitting operation leads us to the following statement: for each
triple 	i j k
 s.th. 1 ≤ i j ≤ m and 0 ≤ k ≤ n there is a bijection between
—the paths in -mn, starting at u¯i, ending at v¯j , with exactly k hori-
zontal steps;
—the pairs 	f g
 ∈ 02n−1 k ×2m−1 n+i−j−k.
This combinatorial fact can be used algebraically in that it leads to a
factorization of the matrix mn = h¯i j1≤i j≤m of the previous section.
Indeed, let us denote by fn k the number of trivial heaps of length k in
02n−1 	0 ≤ k ≤ n
 and by gmk the number of heaps of length k in 2m−1
	k ≥ 0
, where we put fn k = gmk = 0 for k < 0 and also fn k = 0 for
k > n.
If we now deﬁne 	m× 	m+ n

-matrices
mn = fj−i0≤i<m0≤j<m+n
=

fn 0 fn 1 fn 2 · · · fn n 0 0 · · · 0
0 fn 0 fn 1 · · · · · · fn n 0 · · · 0













 
 


 
 


 
 





0 0 0 · · · fn 0 fn 1 fn 2 · · · fn n
 
mn = gn+i−j0≤i<m0≤j<m+n
=

gmn gmn−1 · · · gm 0 0 0 · · · 0
gmn+1 gmn · · · gm 1 gm 0 0 · · · 0









 
 










 
 





gmm+n−1 gmm+n−2 · · · gmm−1 gmm−2 gmm−3 · · · gm 0
 
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then the combinatorial decomposition turns algebraically into the matrix
factorization
 tm n = mn · tm n

Let us illustrate this again in our example situation m = 3 n = 4. Here
we have ∑
f∈07
zf  = S∗8	i
√
z
 = 1+ 7z + 15z2 + 10z3 + z4
and hence
3 4 =
 1 7 15 10 1 0 00 1 7 15 10 1 0
0 0 1 7 15 10 1
 

In Section 2.1.4 we have already given∑
f∈5
zf  = 1
S∗6	
√
z
 =
1
1− 5z + 6z2 − z3
= 1+ 5z + 19z2 + 66z3 + 221z4 + 2380z6 + 7753z7 + · · ·
and hence
3 4 =
 221 66 19 5 1 0 0728 221 66 19 5 1 0
2380 728 221 66 19 5 1
 

Finally, the factorization of the matrix 3 4 is given by

t
3 4 =
 1019 3460 11470284 1019 3460
69 284 1019
 = 3 4 · t3 4

3.4. Dualizing Path Systems
The next step will be the evaluation of the matrix product mn · tm n
according to the Binet–Cauchy formula; i.e.,
det	mn · tm n
 =
∑
J∈	m+nm 

detmnJ · detmnJ

In order to do this, we go back to the graphical representation for heaps
and trivial heaps in n that we introduced in Section 2.1.3. More precisely,
we consider the graph .mn consisting of m + n horizontal lines, joined
by vertical edges labeled from 1 to 2n − 1. The edges belonging to the
horizontal lines are always directed from left to right. The potential left
source vertices ui and potential right target vertices vj are numbered from
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FIG. 14. The graph .3 4.
1 to m + n, respectively. For any set J ⊆ m + n we will denote by uJ
(vJ , resp.) the (ordered) sequence ujj∈J	vjj∈J , resp.) of actual source
(target, resp.) vertices.
Speciﬁcally, if the vertical (= labeled) edges are directed from top
to bottom (bottom to top, resp.), then the graph will be denoted by
.
↓
mn	.↑mn, resp.). Fig. 14 shows the graph .3 4.
For any J ∈ (m+n
m
)
we have, according to the Gessel–Viennot machinery,
detmnJ =
{
the number of families of vertex disjoint
paths p ∈ 0	.↓mnum vJ


We illustrate this situation in Fig. 15 for our running example m = 3,
n = 4, with J = 1 3 6, where p = # e1 e2 e5 e7 is a family of
three trivial heaps.
Next, we consider the contribution coming from detmnJ. We have
detmnJ =
{
the number of families of vertex-disjoint
paths in q ∈ 0	.↑nmun+m\n vJ


Again, we illustrate this situation in our running example m = 3 n = 4,
with J = 1 3 6 and with the family q = e5 e3 e5 e4 e1 e2 e1 e3
of heaps; see Fig. 16.
We now observe that there is a simple bijection between the path systems
belonging to 	.↑nmun+m\n vJ
 which are counted via detmnJ and
the path systems belonging to 	.↓nmun vn+m\J
.
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FIG. 15. A family of trivial heaps, represented in .↓3 4.
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FIG. 16. A family of heaps represented in .↑4 3.
This dualization procedure is best illustrated by an example, see Fig. 17,
again with m = 3 n = 4, and J = 1 3 6, which shows how the path
system of heaps
q = e5 e3 e5 e4 e1 e2 e1 e3 ∈ 	.↑4 3 u4 u5 u6 v1 v3 v6

(solid lines) is transformed into the path system of trivial heaps
q′ = e3 e1 e4 e2 e5 e1 e3 e5
∈ 	.↓4 3 u1 u2 u3 u4 v2 v4 v5 v7

(dashed lines) by using the very same edges in the downward instead of the
upward direction. The latter system is separately displayed in Fig. 18.
Thus we have
detmnJ =
{
the number of families of vertex-disjoint
paths q′ ∈ 	.↓nmun vn+m\J

= detnmn+m\J

Thus the kind of path systems counted by the second factor of each of
the terms in the Binet–Cauchy expansion is represented in an exemplary
way in Fig. 18.
Note that (after dualization) these systems q′ are complementary (in the
sense that their sets end points are the complements) to the systems p
u2
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4
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5
5
FIG. 17. From heap families in .↑4 3 to trivial heaps families in .
↓
4 3.
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FIG. 18. The complementary path system after dualization.
(compare Figs. 15 and 18) counted by the ﬁrst factor of the corresponding
sum terms of the Binet–Cauchy expansion.
Concluding this section, note further that a similar idea of duality for
path systems appears already in Section 4 of the original article [GV85],
where it is used for a combinatorial proof of Jacobi’s theorem relating the
minors of a determinant to the complementary minors.
3.5. The Resultant Appears
The fact that the number of domino tilings of a 	2m × 2n
-rectangle
can be counted by pairs 	p q′
 of complementary path systems (or sys-
tems of trivial heaps) in 	.↓mn.↓nm
 can now be rephrased in view of
the Laplace expansion. Indeed, the dualization procedure of the previous
section leads to
det	mn · tm n
 =
∑
J∈	m+nm 

detmnJ · detmnJ
= ∑
J∈	m+nm 

detmnJ · detnmJc
= ∑
J∈	m+nm 

sign	J Jc
 · detmnJ · det ′nmJc
= det
[
mn
 ′nm
]

where Jc = n+m\J and where the prime in  ′nm indicates that the matrix
nm has to be modiﬁed in order to compensate for the sign term in the
sum. But this only means that each entry in position 	i j
 of the matrix
nm has to be multiplied by 	−1
m+n.
Now, the matrix in the last line of the previous equation is identiﬁed as
a Sylvester matrix, and hence the determinant is indeed a resultant. To be
precise, let us deﬁne the matching polynomials fn	t
 as
fn	t
 =
∑
f∈02n−1
tn−f  	n ≥ 0


616 volker strehl
These polynomials can be written explicitly as
fn	t
 =
n∑
k=0
fn kt
n−k =
n∑
k=0
(
n+ k
n− k
)
tk
and they satisfy the recurrence
f0	t
 = 1 f1	t
 = 1+ t fn+1	t
 = 	t + 2
fn	t
 − fn−1	t
 	n ≥ 1


Their relation to the Chebychev polynomials is given by
fn	t
 = 	−1
nS2n	i
√
t


We now see that [
mn
 ′nm
]
= Sylvester (fn	t
 fm	−t
)
and hence we can conclude, putting all together, that the number k2m2n of
domino tilings of a 	2m× 2n
-rectangle can be written as
k2m2n = resultantt
(
fn	t
 fm	−t

)


To sum up the proof of this algebraically nice and compact representation
for the numbers k2m2n:
k2m2n = detmn the GV-matrix for -mn
= det mn extension to -mn
= detmn · tm n
splitting paths in -mn into
pairs of trivial heaps 	/ 0n

and heaps 	/ m

= det
[
mn
 ′nm
]
dualizing the heap systems
into trivial heap systems
= det Sylvester (fn	t
 fm	−t
)
= resultantt
(
fn	t
 fm	−t

)
.
To conclude this section, we show the Sylvester matrix relevant for our
running example:
[
3 4
 ′4 3
]
=

1 7 15 10 1 0 0
0 1 7 15 10 1 0
0 0 1 7 15 10 1
−1 5 −6 1 0 0 0
0 −1 5 −6 1 0 0
0 0 −1 5 −6 1 0
0 0 0 −1 5 −6 1

= Sylvestert
(
f4	t
 f3	−t

)
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3.6. The Cosine Formula
The celebrated cosine formula due to Kasteleyn, Temperley, and Fisher
is an immediate consequence of the above representation of k2m2n as a
resultant. Indeed, it follows from the very deﬁnition of the Chebychev poly-
nomials Un	cos	t

 = sin		n + 1
t
/ sin	t
 that the complete factorization
of the polynomials fn	t
 is given by
fn	t
 =
∏
1≤j≤n
(
t + 4 cos2 jπ
2n+ 1
)


Now the cosine formula follows from a standard property of the resultant
of univariate polynomials, mentioned in Section 2.2.2. The fact that the
cosine formula can be written as a resultant has been observed by Lova´sz
in [Lov79] (Problem 4.29).
It is also interesting to relate this to cyclotomy. The reciprocal polynomi-
als f ∗n 	t
 = tnfn	1/t
 can be written in terms of cyclotomic polynomials as
f ∗n 	t − 2

∣∣∣∣
t←x+ 1x
= 1+ x
2n+1
1+ x =
∏
1=d2n+1
.d	−x

which in turn is easily proved from the above recurrence deﬁning the fn	t
.
It is not difﬁcult to show that the factorization of the polynomials fn	t

over the rationals is given by
fn	t
 =
∏
1<d2n+1
Hd	t
 where Hd	t
 =
∏
1≤j<d
j odd	jd
=1
(
t + 4 cos2 jπ
d
)
which is equivalent to Schur’s result about the factorization of the
Chebychev polynomials (see, e.g., Rivlin’s standard reference [Riv90] on
Chebyshev polynomials). This in turn leads to
gcd
(
f	p−1
/2	t
 f	q−1
/2	t

) = f	gcd	pq
−1
/2	t

from which arithmetical properties (divisibility, congruences) of the num-
bers kmn can be deduced.
We will not pursue these aspects any further in this article, except for
stating that it follows from properties of cyclotomy that
2φ
∗	n
 & resultantt	Hn	t
Hn	−t


2   resultant	Hn	t
Hm	−t

 for n = m
where & denotes maximal divisibility and where
φ∗	n
 = 31 ≤ j < n 	j n
 = 1 j odd = degHn	t


This, together with obvious properties of resultants, leads to the well-known
assertion k2n 2n = 2n	2!+ 1
2 for some integer !; see [JSZ87] and [Pac97]
for reference. The latter article by Pachter gives a combinatorial proof.
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4. A MULTIVARIATE REFINEMENT
4.1. Extending the Cosine-Formula
The counting of domino tilings of a 	2m × 2n
-rectangle, or 	mn
-
tilings, can be reﬁned in order to keep track of the positions of the tiles
within the rectangle. More precisely, for a horizontally oriented domino
there are 2n− 1 possible positions as far as the horizontal placement
is concerned, and, similarly, for a vertically oriented domino there are
2m− 1 possible vertical positions. We introduce variables x1 x2 
 
 
  x2n−1
to record the placements of the horizontally oriented dominos and vari-
ables y1 y2 
 
 
  y2m−1 for the placement of the vertically oriented dominos.
Note that horizontal (vertical, resp.) dominos in the same horizontal (ver-
tical, resp.) position necessarily come in pairs, so that only one of them
needs to be recorded. In Fig. 19 a possible convention of recording the
placement of the dominos is shown in the example situation m = 3 n = 4.
To each 	mn
-tiling t we can thus associate a monomial ct	x y
 in
the variables x = 	x1 x2 
 
 
  x2n−1
 and y = 	y1 y2 
 
 
  y2m−1
, called its
content, which is the product of all the variables indicating positions of
(pairs of) tiles. The content ct	x y
 associated with an 	mn
-tiling t is
thus a polynomial of degree m · n in the mentioned variables. The content
of the example tiling in Fig. 19 is x21x2x3x5x6x7y
3
2y4y5.
For ﬁxed mn ≥ 1 the generating polynomial for the tiling content is
deﬁned by
Cmn	x y
 =
∑
t
ct	x y

where the sum runs over all 	mn
-tilings t.
The information about the positions of horizontal and vertical tiles can
be carried over to the paths systems in the graphs -mn, -mn, .↓mn and
.
↑
mn in a rather straightforward way.
y4
y2
x1 x3 x5
x1
x2
y2
y5
y2
x7
x6
FIG. 19. Tiling with positions recorded.
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In -mn and -mn the edges will get a weight as follows:
—a horizontal edge 	i j
 → 	i+ 2 j
 gets weight xi+1;
—an up-edge 	i j
 → 	i+ 1 j + 1
 gets weight 1;
—a down-edge 	i j
 → 	i+ 1 j − 1
 gets weight yj .
As a consequence, a vertex-disjoint path system p in -mn and its extension
p in -mn will have precisely the same weight because only up-edges (of
weight 1) are added.
As for the variants .↓mn and .
↑
mn of the graph .mn, all the horizontal
steps get weight 1 and the weight of a vertical edge is induced by the label
it carries. In .↓mn a vertical (down-)edge labeled i will get weight xi, in
.
↑
nm a vertical (up-)edge labeled j will get weight yj .
As to the splitting procedure of Section 3.3, if one takes a path in -mn,
then the contribution to its weight coming from its horizontal steps turns
into an x-weight of a trivial heap f ∈ 02n−1, i.e., the corresponding path in
the graph .↓mn, and similarly the contribution coming from the down-steps
turns into a y-weight of a heap g ∈ 2m−1, i.e., the corresponding path in
the graph .↑nm
Note in particular that the dualization procedure of Section 3.4 which
maps a path system q from 0	.↑nmun+m\n vJ
 into a system q′ belong-
ing to 0	.↓nmun vn+m\J
 leaves the weight invariant because q and q′
use exactly the same vertical edges.
We now deﬁne
hi j	x y
 = the total weight of paths from ui to vj in -mn
h¯i j	x y
 = the total weight of paths from u¯i to v¯j in -mn
fn k	x
 =
∑
f∈02n−1f =k
∏
ei∈f
xi
and
gmk	y
 =
∑
g∈2m−1g=k
∏
ei∈g
yi
and correspondingly the matrices mn	x y
, mn	x y
, mn	x
, and
mn	y
. Further more we introduce the generalized matching polynomials
fn	x t
, where x = 	x1 x2 
 
 
  x2n−1
, of 02n−1,
fn	x t
 =
n∑
k=0
fn k	x
tn−k =
∑
f∈02n−1
tn−f 
∏
ei∈f
xi
which satisfy the recursion
f0	− t
 = 1 f1	x1 t
 = t + x1
fn+1	x1 
 
 
  x2n+1 t
 = 	t + x2n + x2n+1
fn	x1 
 
 
  x2n−1 t

−x2n−1x2nfn−1	x1 
 
 
  x2n−3 t
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With all these concepts at hand it is easy to check that the proof of
Section 3 goes through without change along the chain of equalities:
Cmn	x y
 = detmn	x y
 = det mn	x y

= detmn	x
 · tm n	y
 = det
[
mn	x

 ′nm	y

]
= det Sylvester (fn	x t
 fm	y−t
)
= resultantt
(
fn	x t
 fm	y−t

)


We thus can state as a resume´:
The content generating polynomial for 	mn
-tilings can be written
as
Cmn	x y
 = resultantt
(
fn	x t
 fm	y −t

)


4.2. 2-Tableaux
The interpretation of tableaux in terms of systems of vertex-disjoint paths
and vice versa has a long tradition, going back to the original paper [GV85]
by Gessel and Viennot; see also [GV89], which has become publicly avail-
able only very recently. In this spirit we will now reinterpret the cosine
formula and its multivariate extension in terms of an adequate class of
tableaux.
Let λ = 	λ1 λ2 
 
 
  λm
 be an m-partition (or “shape”), where our con-
vention is that 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λm, which may be visualized as a Ferrers
graph in the usual way: it consists of “boxes” with coordinates 	i j
 where
1 ≤ j ≤ λm−i+1 for 1 ≤ i ≤ m.
We say that λ ﬁts into an 	m× n
-rectangle if λm ≤ n, and we denote this
fact by λ ⊆ m × n. Such a λ is equivalent to a subset Jλ ⊂ m+ n by
setting Jλ = λ1+ 1 λ2 + 2 
 
 
  λm+m, and conversely any m-subset J =
j1 < j2 < · · · < jm ⊆ m + n may be interpreted as a shape λJ = 	j1 −
1 j2 − 2 
 
 
  jm −m. In this way we have the notion of the complementary
shape λ˜ of a shape λ (that consists of the boxes in the complement of λ in
the rectangle) by stipulating that
Jλ˜ = Jλc where, as before, Jc = n+m\J

Note that λ˜ is an n-partition that ﬁts into an 	n ×m
-rectangle; i.e., λ˜ ⊆
n × m.
A 2-tableau of shape λ is a mapping τ  λ→ + which is
—2-increasing along rows: τij+1 ≥ τi j + 2 (whenever deﬁned);
—(-1)-increasing along columns: τi+1j ≥ τi j − 1 (whenever deﬁned).
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FIG. 20. Examples of 2-tableaux.
We now refer again to the variables x1 x2 
 
 
 and deﬁne the content of
a 2-tableau τ of shape λ as
cτ	x
 =
∏
	ij
∈λ
xτi j 

Now the path systems for the graph .mn that we considered above can
be viewed as 2-tableaux in the following obvious way: consider a subset J =
j1 < j2 < · · · < jm ∈ m + n and a path system p ∈ 0	.↓mnum vJ
.
We can construct a 2-partition τ of shape λJ by taking as the row indexed
by m− i+ 1 of this tableau the sequence of length 	λJ
i = ji − i of labels of
the vertical edges encountered when walking from source vertex ui to target
vertex vji along the ith path of p 	1 ≤ i ≤ m
. This view of path systems
as tableaux is consistent as far as path weights and tableau contents are
concerned.
Before proceeding, let us illustrate these concepts by looking back to the
previous examples.
The path system p ∈ 0	.↓3 4u3 vJ
 with J = 1 3 6 of Fig. 14 is
equivalent to the 2-tableau τp of shape λJ = 	0 1 3
 shown on the left of
Fig. 20.
The path system q′ ∈ 0	.↓4 3u4 vJc
 with Jc = 2 4 5 7 of Fig. 18 is
equivalent to the 2-tableau τq′ of the complementary shape λ˜ = 	1 2 2 3

shown on the right of Fig. 20.
This pair τp τq′  of complementary 2-tableaux contains precisely the
same information as the pair
p q′ ∈ 0	.↓3 4u3 vJ
 × 0	.↓4 3u4 vJc

and thus as the pair
p q ∈ 0	.↓3 4u3 vJ
 × 	.↑4 3u4567 vJ

of path systems.
The complementarity is best displayed by reﬂecting the second tableau
appropriately and ﬁtting it to the ﬁrst one, as shown in Fig. 21.
We wrap up the above discussion by stating
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FIG. 21. Complementary 2-tableaux stacked together.
For any ﬁxed mn and any shape (partition) λ ⊆ m × n there is a
bijection between
—2-tableaux τ  λ→ 2n− 1,
—path systems p ∈ 0	.↓mnum vJλ
,
which preserves weights (resp. contents).
As a consequence, if for mn ﬁxed and any shape λ ⊆ m × n we
deﬁne
tλ	x
 =
∑{
cτ	x
 τ  λ→ 2n− 1 a 2-tableau
}

then we get
tλ	x
 = detmnJλ	x


Similarly we get, using the dualization procedure of Section 3.4 and the
notion of the complementary shape λ˜ of a shape λ:
t˜λ	y
 = detnmJλ˜	y
 = detmnJλ	y


The tableau interpretation of the resultant yields
Cmn	x y
 = resultantt
(
fn	x t
 fm	y −t

) = ∑
λ⊆m×n
tλ	x
t˜λ	y


To conclude this section, two things should be noted: ﬁrst, the 2-tableaux
considered here belong to a far more general class of tableaux for which
Krattenthaler has obtained in [Kra90] quite a number of generating func-
tions. Second, the tableau interpretation of the cosine formula has already
been obtained by Gessel in [GV89]—see the remarks on pp. 278–288 of
[Pro99], of which I was unaware when I ﬁrst worked it out. But, Gessel’s
approach is completely different (private communications, March 27,
December 29, 2000).
4.3. Specializations
4.3.1. Counting horizontal and vertical dominos.
Besides the trivial substitution xj = yk = 1	1 ≤ j < 2n 1 ≤ k < 2m

the obvious thing to do is to just count horizontal and vertical dominos
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separately. If one sets xj = x	1 ≤ j < 2n
 then the polynomial fn	x t
 is
nothing but xn · fn	t/x
 and the cosine formula turns into
k2m2n	x y
 = 4mn
m∏
j=1
n∏
k=1
(
y · cos2 jπ
2m+ 1 + x · cos
2 kπ
2n+ 1
)

where k2m2n	x y
 is just Cmn	x y
 under this substitution. This formula is
already contained in [Kas61].
4.3.2. The case of odd side length.
The proof of the cosine formula, as outlined above, gives the counting
numbers kmn for the case of a rectangle with even side lengths m and n.
Having now the generalized version, it is easy to cover the situation where
one of the sidelengths of the rectangle is odd. To consider the domino
tilings of an 	2m × 	2n − 1

-rectangle, it sufﬁces to set up the counting
machinery for a 	2m× 2n
-rectangle and to set x2n−1 = 0 in order to elimi-
nate all tilings with at least one horizontal domino in the rightmost position
i.e., the last “column” of the rectangle is covered with vertically oriented
domins. If, e.g., just the number of tilings is asked for, then in the resultant
formula the polynomial fn	t
 has to be replaced by
f˜n	t
 = fn	t
 − fn−1	t
 =
∑
k
(
n+ k− 1
n− k
)
tk
which is a variant of the Chebychev polynomial S2n−1. The evaluation of
resultantt	f˜n	t
 fm	−t

 would then give k2m2n−1.
What happens if both side lengths are odd? The same idea applies, but
note that the polynomials f˜n	t
 always have t as a factor. The fact that
the resultant of two polynomials vanishes if these polynomials have a com-
mon factor then algebraically reﬂects the obvious combinatorial fact that a
rectangle with both side lengths odd has no domino tiling at all.
4.3.3. The dual Cauchy identity for Schur functions.
The tableau version of the extended resultant formula, as stated at
the end of Section 4.2, is very much reminiscent to what is called the
dual Cauchy-identity for Schur functions (see Theorem 7.4.1 on p. 332 of
[Sta99]). Indeed, the latter is a rather trivial special case of the former.
Note that specializing x2 = x4 = · · · = x2n−2 = 0 gives
fn	x1 0 x3 0 
 
 
  0 x2n−1 t
 =
∏
1≤j≤n
	t + x2j+1

tλ	x1 0 x3 0 
 
 
  0 x2n−1
 = sλ	x1 x3 
 
 
  x2n−1

624 volker strehl
i.e., the tλ become Schur polynomials in the variables x1 x3 
 
 
  x2n−1 with
odd indices. Specializing the yi in the same way yields∏
1≤j≤n
∏
1≤k≤m
	x2j−1+y2k−1
=
∑
λ⊆m×n
sλ	x1x3


x2n−1
sλ˜	y1y3


x2m−1


This observation naturally raises the question of proving the general resul-
tant formula via a Schensted-type insertion procedure. The present author
has made some progress along this line, covering the situation where all
the x-variables are kept (say), but y2 = y4 = · · · = y2m−2 = 0. A solution
for the general situation is still missing. As pointed out by Gessel (private
communication, March 27, December 29, 2000) this problem has also been
considered (with partial success) by his student Magid in his Ph.D. thesis,
as well as in [SWW97] and [Cho99].
4.3.4. The q-specialization.
Another specialization that seems worth considering is the q-specializ-
ation that replaces xi by qi for 1 ≤ i ≤ 2n− 1 (and similarly for the yj). By
mapping a 2-increasing sequence 1 ≤ i1 < i2 < · · · < ik≤2n−1 (representing
a matching (trivial heap) of 02n−1) to the sequence 0 ≤ j1 ≤ j2 ≤ · · · ≤
jk ≤ 2n − 2k (representing a partition with at most k parts) it is easy to
see that
fn	q q2 q3 
 
 
  q2n−1 t
 =
n∑
k=0
[
2n− k
k
]
q
qk
2
tn−k 
where
[
a
b
]
q
is the usual q-binomial coefﬁcient.
The polynomial fn	q q2 
 
 
  q2n−1 1
 is of particular interest because it
can be written as
n∑
k=0
[
2n− k
k
]
q
qk
2 =∑
k
q10k
2−k
[
2n+ 2
n− 5k
]
q
[
1− q10k+2]
q[
1− q2n+2]
q

where !q = 	1− q!
/	1− q
.
This polynomial identity, which can be veriﬁed by a computer, is a kind
of ﬁnite version of one of the Rogers–Ramanujan identities—see Paule’s
proof in [Pau94].
To conclude, note that the “limit” (as n → ∞) of fn	q q2 
 
 
  q2n−1 t

is the series
F	q t
 = 1+ ∑
k≥1
qk
2
tk
	1− q
	1− q2
 · · · 	1− qk
 
which is a q-generating function for trivial heaps on the unbounded (to the
right) line. Its reciprocal F	q −t
−1 was identiﬁed by Andrews in [And81]
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as a q-generating function for 1-compositions, which is just another way
of stating the inversion relation of Sections 2.1.2 and 2.1.3 between trivial
heaps and general heaps—Viennot has given a combinatorial proof by invo-
lution (along the ideas mentioned in Section 2.1.3) of that fact in [Vie87].
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