In this paper, a feature extraction method for offline signature verification is presented that harnesses the power of sparse representation (SR) in order to deliver state-of-the-art verification performance in several signature datasets like CEDAR, MCYT-75, GPDS, and UTSIG. Beyond the accuracy improvements, several major parameters associated with SR; such as selected configuration, dictionary size, sparsity level, and positivity priors are investigated. Besides, it is evinced that second-order statistics of the sparse codes is a powerful pooling function for the formation of the global signature descriptor. Also, a thorough evaluation of the effects of preprocessing is introduced by an automated algorithm in order to select the optimum thinning level. Finally, a segmentation strategy which employs a special form of spatial pyramid tailored to the problem of SR is presented along with the enhancing of the produced descriptor on meaningful areas of the signature as emerged from the binary robust invariant scalable key-point detection mechanism. The obtained state-of-the-art results on the most challenging signature datasets provide a strong indication toward the benefits of learned features, even in writer dependent scenarios with a unique model for each writer and only a few available reference samples of him/her. Index Terms-Off-line signature verification, dictionary learning, sparse coding, spatial pyramid, feature pooling, image preprocessing.
the imprinting of the personal details of the signatory, but also to his/her writing system and psychophysical state [1] . Ongoing research regarding the development of offline or static Automated Signature Verification Systems (ASV's/SV's) indicate clearly that this topic still is an active, open and important research field [2] [3] [4] [5] [6] .
The purpose of an offline SV system is to recognize an image of a signature in question as genuine or forgery, i.e., to verify the writer's genuine signatures and reject the forgery ones. This work addresses writer dependent signature verification (WD) by employing a unique model for each participating writer with the use of some genuine reference samples and some genuine samples from other writers as representatives of the positive and negative class respectively.
Conceivably, the most influential step in the design of a SV system is the feature extraction stage, which can be defined as the process that maps any given signature image into a multidimensional vector. Feature extraction methods can be divided into two major categories: a) handcrafted features which aim at pre-determined characteristics of the image; examples of this branch include methods with global-local and/or grid-texture oriented features [7] and b) features learned directly from images, where Deep Learning (DL) [2] , [8] [9] [10] , Bag of Visual Words (BoW) [11] [12] [13] or Histogram of Templates (HOT) [14] are some of the most representative techniques.
Learning features from images could potentially have significant advantages, since such techniques -in general-can discover specialized spatial associations that are inherent into the signature images. Among the most powerful categories of such methods is Sparse Representation (SR). At a glance, SR methods cope with the problem of signal representation. Frequently they involve an overcomplete basis or dictionary D which can be developed either by using a mathematical model or a set of data instances. The term "overcomplete" means that the population of the dictionary members (or atoms) is greater with respect to the dimensionality of one atom. Then, given a dictionary D along with an unknown signal X, SR handles the reconstruction, in an optimization context, of X by a linear combination of the atoms. The reconstruction is constrained by the fact that only as few as possible atoms are selected from the overcomplete dictionary for the minimization of the reconstruction error, something that promotes the sparsity of the representation. The benefit of having an over-complete basis is that the basis vectors can adapt to patterns inherent in the input data. Nevertheless, the use of an over-complete basis, Fig. 1 . Illustration of the SR concept. The dictionary is composed of fortytwo atoms of 25 dimensions (5 × 5) . For an unknown patch, a SR algorithm calculates new representation in the form of the sparsest linear combination of dictionary atoms that minimizes the reconstruction error. may lead to coefficients which are no longer uniquely determined. Consequently, in SR, the additional criterion of sparsity is applied in order to resolve the degeneracy introduced by over-completeness. Figure 1 , depicts the SR concept.
Sparse Representation techniques are the subject of scientific interest for quite a long time [15] [16] [17] [18] and have been proved to be extremely useful in computer vision and pattern recognition applications. This work presents for the first time a method for off-line signature verification that harnesses the power of SR in order to deliver state-of-the-art verification performance with the use of few genuine reference samples. The current paper introduces several advancements in the line of work initiated with two recently published papers investigating the potential of SR [19] and Archetypal Analysis (AA) [20] on the offline SV task. Beyond the accuracy improvements and the high-end performance achieved in several popular signature datasets, this work has a significant contribution towards the following directions:
1. We innovatively address several aspects of local feature pooling for offline SV. As a result, we provide evidence of the superiority of 2 nd order statistics of the sparse coefficients as a powerful pooling function for the formation of the global signature descriptor. Combined with a segmentation strategy which employs a special form of spatial pyramid (SP) tailored to the problem of SV we provide a powerful feature extraction mechanism for SV. 2. We apply a standard mechanism for enhancing the verification efficiency of the produced descriptor on meaningful areas of the signature, by means of the key-point detection mechanism of BRISK descriptors. 3. We perform a thorough evaluation of the effects of preprocessing, especially thinning and introduce an automated algorithm to select the optimum thinning level in order to derive a signature's trace on the image plane. 4. We thoroughly investigate the impact of all the major parameters associated with SR, such as selected formulation (greedy approximation or convex relaxation), dictionary size, sparsity level etc. We also evaluate the effect to the overall performance of imposing additional priors into the corresponding optimization problems. The paper is organized as follows: Section II provides a short literature review and summarizes the proposed approach. Section III discusses details of the signature preprocessing steps and highlights the feature formation process while Section IV describes the utilized databases along with the evaluation protocol. Section V displays the corresponding experimental results. Finally, conclusions are drawn in Section VI. Appendices A and B provide elementary details regarding sparse representation and dictionary learning techniques while Appendices C and D provide two pseudocodes related to the present work.
II. LITERATURE REVIEW -SUMMARY OF THE METHOD
In accordance with Appendices A and B the following notations are introduced: A single patch is a column vector, defined as:
A. Related Work
A significant number of handcrafted feature extraction methods for offline signature verification rely on the evaluation of global and/or local signature descriptors as well as on grid-texture oriented features. With respect to the above family of feature descriptors, a diversity of feature extraction methods for offline SV has been proposed mainly for single-script [2]- [6] as well as for multi-script styles of signatures [21] , [22] . Some other examples can be found in [19] and [20] and their associated references. On the other hand, methods have been proposed that rely on learning features directly from the raw image data. Some efforts include the use of Restricted Boltzmann Machines (RBMs) in [23] and Convolutional Neural Networks (CNNs) [24] , [25] . Soleimani et al. [9] proposed the use of Deep Neural Networks for Multitask Metric Learning by employing a distance metric between pairs of signatures in which Local Binary Patterns is used as an intermediate feature vector. Rantzsch et al. [26] presented an approach named Signature Embedding which is based on deep metric learning. Specifically they compared triplets of two genuine and one forged signature, in order for their system to learn to embed signatures into a high-dimensional space. Following, they proposed a Euclidean distance metric as a means for measuring similarity. Hafemann et al. in a series of publications, proposed methods for learning features from images. Specifically, Hafemann et al. [27] introduced a formulation for learning features from genuine signatures by a development dataset, and used them in order to train writer dependent classifiers to another set of users. Hafemann et al. [28] obtained state-of-the-art results on several GPDS datasets using CNN architecture and in [29] they demonstrated a novel formulation that leverages knowledge of skilled forgeries for feature learning. In addition, Hafemann et al. [8] responded to the fixed size input constraint of the neural network by learning a fixedsized representation from variable sized signature images with the integration of a spatial pyramid pooling layer.
Although SR methods have not been exploited for feature extraction in offline SV systems prior to [19] and [20] , in [30] a method for writer identification based on sparse representation of handwritten structural primitives, called graphemes or fraglets is presented. Similarly, in [31] an online signature verification technique appears based on discrete cosine transform (DCT) and sparse representation. In addition, some sort of codebook formation is also proposed in [32] by means of forming codebooks using signature samples of an independent database with the k-means algorithm and in [13] by creating a codebook of first order HOGs and then coding each feature to the nearest word in the codebook. Complementary, we were also motivated to pursuit sparse coding and dictionary learning instead of k-means, since it has been stated that "whenever using k-means to get a dictionary, if you replace it with sparse coding it'll often work better" [33] . Therefore our intuition to use SR just got stronger.
B. Method Overview
The proposed handwritten signature verification system utilizes a sparse representation framework in order to learn local features and construct a global signature descriptor. The two main approximations of sparse coding (greedy and convex relaxation) and their efficiency are thoroughly investigated. Various styles of pooling strategies including a novel, second order pooling function are also presented. In addition, a widespread key-point selection algorithm is also employed in order to further emphasize salient locations across the signature.
The preprocessing stage of grayscale signature images is kept as simple as possible given the fact that usually the signatures under examination have already undergone a noiseartefacts removal process. The major steps are: a) thresholding, followed by b) the morphological process of thinning. The Optimal Thinning Level (OTL) of each signature is defined with the use of its local patches, derived from the binary/thinned images. Specifically, patches are extracted from every pixel of the thinned signature's trace (i.e., by dense sampling, as shown in Figure 2 ) whereas the percentage of the signature pixels that inhabit each patch is also counted. This information helps us to define the patch density (PD) of a signature and plot it as a function of the number of successive thinning operations applied. In this way, the individual optimal thinning level (OTL) for each signature can be defined by utilizing the minimum value of its corresponding PD slope. Subsequently, the optimal thinning level (MOTL) for the reference samples of a writer is defined by their median value. The MOTL value is used for preprocessing of all the signature images that belong to the writer under consideration.
For SR, all the densely sampled patches {x i } of the signature trace are extracted from the grayscale signature image, at every i-position indexed by the skeleton pixels of the signature, obtained via the thinning process. Subsequently, the gray values of the patches associated with the genuine reference samples are transformed into column vectors and used as input X = {x i } to a dictionary learning algorithm which evaluates the dictionary D. Following, for every other signature, the patches are encoded, by means of evaluating the sparse coefficients A = {a i } using the dictionary D of the writer under consideration. The final feature of each signature image is formed by applying a pooling function F(A) on the sparse vectors, using a specially designed spatial pyramid, which segments the signature skeleton in equimass parts. Additionally, the keypoints derived from the BRISK [34] algorithm pinpoint image regions of interest, whereas the sparse codes of the corresponding nearby patches are also pooled together. The obtained pooled vector is concatenated with the spatial pyramid vector in order to form the final signature descriptor. The signature verification system is realized by a binary radial basis SVM classifier with the above features as inputs. The learning stage (i.e., training and validation) of the verifier, utilizes the positive class features derived from the genuine reference signatures as well as the negative class features derived from randomly selected genuine signatures from a subset of the remaining writers of the dataset. Figure 3 presents a motif of the proposed system with emphasis on the preprocessing and the dictionary learning stages. The corresponding pseudocode is provided in Appendix C.
III. FEATURE EXTRACTION

A. Preprocessing
Preprocessing consists of two steps: binarization followed by thinning. The grayscale images are binarized using Otsu's method [35] . Then, successive morphological thinning operations are applied on the binary image in order to provide a gradual skeletonization of the signature. Intuitively, the outcome of the thinning operation affects the verification performance since it modifies the shape of the signature image. It has been experimentally observed [7] that the thinning level is critical for a Signature Verification (SV) system's performance and its optimal value is not the same for all databases. This work proposes a novel method for selecting the optimal thinning level (OTL) for each signature and consequently for each writer. As mentioned in Section II-B, the OTL is defined as the number of thinning operations that results to the steepest descend of the density function. Following the enrollment of a set of genuine reference signatures for a person, its median value of the associated OTL values (MOTL) accompanies the design of each writer's model, i.e., MOTL(
Hence, for any input signature which claims an identity, the number of thinning operations will be determined by the MOTL value of the signing person. Appendix D presents the proposed thinning procedure in an algorithmic form. Figure 4 presents the corresponding plots of the patch density, the patch density derivative, expressed by its associated patch density difference and OTL-MOTL values for one writer and an indicative number of his/hers genuine samples derived from all the signature datasets, namely CEDAR, MCYT-75, GPDS300 and UTSIG.
The extracted results indicate that the genuine signatures that are part of the CEDAR dataset have the majority (∼95%) of their OTL values to be equal to one with few (∼5%) signature samples having their OTL values to two. For the MCYT-75 dataset the majority of their OTL values are equal to two with very few samples having their OTL values to three and four. For the GPDS300 dataset, the OTL values appear to distribute between 2 and 6, with an observed mode of 4, while for the UTSIG dataset OTL is equally distributed among values 2 and 3. Especially for the CEDAR and MCYT-75 datasets, Figure 4 indicates that they are more stable in terms of acquisition conditions comparing to datasets GPDS300 and UTSIG. Thus one could consider the SV problem addressed by CEDAR and MCYT-75 dataset to resemble a case study in which the aspect ratio and acquisition conditions do not vary significantly, similar to situations encountered in mobile financial applications. 
B. Patch Extraction
The signature patches are extracted from the original grayscale signature image, indexed by the signature's skeleton pixels after applying the thinning operation MOTL times, as shown in Figure 4 . Specifically, the patches' centers are sampled densely at every pixel of a signature's skeleton. As a consequence, the number of image patches equals the number of pixels of the signature's skeleton. Furthermore, the patches are centered, i.e., have their average intensity been subtracted in order to have a zero mean value. The centering of each patch produces data invariant to the mean intensity and the learned structures, like edges, are anticipated to have zero mean as well. In all the conducted experiments the patch size is set to five; thus the mask-patch has a dimensional size of 25 (n = 5×5). Our main rationale behind this selection is to keep the complexity of the local manifold of patches reasonably low. This is because sparse codes of data lying on smoother and more uniform manifolds tend to create more evenly distributed coefficients along the codebook's elements. Such cases are less prone to the phenomenon where very few dictionary elements are over-represented in the resulting sparse codes and are responsible for a significant amount of the total energy. Thus, they predominantly shape the distance between global image descriptors formed by these codes and require special pooling strategies to restore the discriminative power [36] .
With this aim, it is valuable to consider the parameters which affect the dimensionality and shape of the underlying local manifolds. Peyré [37] shows that the local manifold of patches from cartoon images (images that contain sharp variations along regular curves) can be parameterized by two variables, leading to a manifold topologically equivalent to the surface of a cylinder in 3D space. This parameterization holds as long as the signal within each patch can be approximated by two regions (black and white) separated by a linear segment. If the patch size become larger and the edges within the patches appear curved, extra degrees of freedom have to be Fig. 5 . Graphical illustration for signature coding with the use of SR. In this example, the matrix X consists of fifty 25-dimensional column-wise patches x i of associated signature pixels. The lexicon D, consists of sixty atoms and is previously learned via a dictionary learning algorithm. The patch matrix X is represented as a linear combination of elements from D, with sparse coefficients given by A. Notice the sparse nature of A with few lines activated (appeared as white pixels).
TABLE I OPERATIONAL PARAMETERS FOR SR METHODS
included to the signal's model thus leading to a more complex manifold. Similarly to cartoon images, the nature of the signal within signature patches is such that can be modeled by a handful of parameters if the patch size is small-enough, indicating a low-dimensional underlying manifold structure. On the other hand, the complexity can be dramatically increased if the patch size becomes large enough to contain curves and parts from neighboring line segments. We set patch size equal to 5, since it is a good tradeoff between the underlying signal's complexity since for smaller patches the local manifold obviously becomes degenerate -and the overall computational complexity. The later is dictated by the dictionary size whose over-completeness requirement points back to the patch dimensionality as the most significant parameter. It is worth noting that this scale of patches has also proven to be efficient in previous research efforts [7] on the particular problem, delivering state-of-the-art results and strengthening our decision on this selection.
C. SR-Driven Local Feature Extraction
Sparse Coding (SR) and consequent Dictionary Learning is a popular technique for handling computer vision problems. In this work, SR is involved in order to construct the dictionary (or D for simplicity) that represents the characteristic properties of the signatory. The patches extracted from one signature are represented as columns of the matrix X ∈ R n×M and the dictionary for sparse representation is updated via an iterative process, in which the patches of one reference signature are used in each update and ultimately, all the reference signatures are utilized in a cascade fashion. Hence, dictionary is updated consecutively using each one of the writer's genuine reference signatures. Thus, the system can integrate easily a new reference genuine signature of the writer and thus, it is practical for application in everyday scenarios. Following the construction of the dictionary, for any other inserted signature image its patches are extracted and encoded using the dictionary and SR coding in order to obtain the sparse representation matrix A. Figure 5 presents the SR concept as it is applied in the proposed method for signature modeling. Depending on the case, the dictionary learning and the sparse coding stages are implemented with either the K-SVD/OMP or the SPAMS/LARS-Lasso algorithm pairs. In addition, the impact on the system performance of some other popular optimization constraints is also explored with priors such as the positivity constraint of the coefficients, the non-negativity constraint for the dictionary atoms and the non-negative matrix factorization (NMF) method in which the matrix D and the vectors A are required to be positive. For the cases in which D is positive, the SPAMS/LARS-Lasso algorithm is invoked but without the centering procedure of patches. It must be stated here that the centering procedure has not been applied for the case of having positive dictionary atoms and the NMF.
The operating parameters of the KSVD/OMP and the online/LARS-Lasso algorithms are summarized in Table I . Specifically, for the KSVD/OMP case, the number of maximum iterations t max is set to fifty, as this number has been found experimentally that is adequate for all cases. The number of atoms K was set to sixty in order to ensure the over-completeness of the dictionary, which follows the rule of thumb that suggests a number of atoms more than twice the dimension of the patch size [38, p. 33] . The sparsity level ρ is set to three in order to provide an overall of 5% sparsity on the coefficients given the fact that when ρ is small enough relative to K, the approximating methods are known to perform very well [39] . For the online/LARS-Lasso case, we use the same number of atoms K as in the KSVD/OMP case, while the number of signals drawn at each iteration or minibatch size η, is set to 512, in order to improve the efficiency of the online dictionary learning algorithm [38, p. 168 ]. The dictionary learning algorithm is allowed to run for a typical execution time of one minute, which is considered adequate given the size of the signature patches. In addition, the regularization parameter λ is set to 0.15, a value which is in proximity to the classical 1/ √ n normalization factor proposed by Bickel et al. [40] .
These parameters are a-priori fixed for all datasets and signatories and are not defined or tuned with neither a validation or test set. We should notice that we do not tune these parameters with a test set. In addition, we experimentally found that it is almost useless to consider a validation set, consisted of genuine and random forgeries, in order to optimize further any of the aforementioned parameters. That would make sense only in case where skilled forgeries are employed; however this protocol, in the WD training context, is usually not followed.
D. Pooling Strategies
It is common for contemporary computer vision algorithms to incorporate a pooling stage, which aggregates local features over a region of interest [41] [42] [43] . In this work, a number of variants are proposed as signature descriptors by global aggregation of the local patch sparse coding coefficients into a final vector, through an appropriate pooling function. Depending on the pooling function, the corresponding signature descriptor is denoted hereafter as f F1 I -f F5 I , and defined as follows:
, j = 1 : K (4)
Average pooling (F 1 ) is the simplest pooling function that estimates the average SR coefficients from the whole region of interest. The max pooling (F 2 ) operation only captures the most salient representation value from the entire region of interest. Standard deviation (F 3 ) is proposed here as an alternative pooling function that captures 2 nd order statistics of the coefficients' distribution, in an aim to investigate if this type of information can deliver better discrimination capabilities to the resulting descriptor. Normalized Sum pooling (F 4 ) function produces vectors with intensity invariance, and finally the (F 5 ) function produces l 2 normalized vectors projected onto the unitary ball, which can be important for linear classification kernels [41] .
The final feature vector's dimensionality provided by the preceding pooling operations is a multiple of the number of dictionary atoms K. In order to encapsulate local signature information to the final feature vector, a specially designed spatial pyramid is employed for segmenting the signature images into a grid of (β × β) equimass sub-regions. For each I β (t), t = 1 : β 2 segment of this pyramid, its selected x I 2
patches are enabled for indexing the local α I 2 β (t) representation coefficients, which in their turn are subjected to the same pooling operations F(A I 2 β (t) ) that is used for the computation of the f F1 I -f F5 I global versions. As an aftermath, the dimensionality of the expanded feature f F g = {f F g I , f F g I β 2 }, g = 1 : 5, now equals to (β 2 +1)×K. In this work we tested the system's performance for two values of the β parameters, i.e., 2 × 2 and 3 × 3 equimass sub-regions for the spatial pyramid.
E. Emphasizing on Informative Local Keypoints
A human expert, who wishes to analyze a signature image in order to verify if it is genuine or forgery, focuses on certain points of the signature. In an effort to discover these signature's points of interest we utilize the saliency-modeling mechanism implemented by the Binary Robust Invariant Scalable Keypoints (BRISK) [34] . BRISK have the advantage of dramatically lowering computational complexity and thus are suited for low power devices, such as practical portable SV systems. BRISK computation relies on an easily configurable circular sampling pattern from which it computes brightness comparisons to form a binary 512 bit descriptor string and estimates keypoint scale in continuous scale-space. In this work only the detected keypoint locations and not the keypoint descriptors (BRISK) are utilized. Hence, keypoints indicate the patches, and thereafter the corresponding sparse codes will be once more pooled together in order to obtain an additional feature vector. This vector is concatenated with the spatial pyramid vector resulting to a final feature vec- Figure 6 depicts a zoomed area of an example signature image where the BRISK keypoints and their nearest signature pixels are denoted as crosses and x-points, respectively.
We provide a visualization, of the way that the signatures are distributed in the feature space by employing the t-SNE algorithm [29] , [44] in order to map the genuine references, remaining genuine, skilled forgeries and random forgery samples from the initial R 300 dimensional space to the projected R 2 space. Figure 7 , displays the aforementioned information for F 3 type of feature, for one user and for the GPDS dataset.
IV. EVALUATION
The selected classifier is a binary radial basis SVM classifier. In the learning stage of the classifier, each one of the N G−REF genuine reference samples is encoded with the OMP or the LARS-Lasso SR algorithms in order to provide the ; ω − ] is partitioned during the training/cross-validation procedure into a corresponding training and holdout validation set which serves as an input to the classifier. The holdout cross-validation procedure returns the optimal values of the C opt and gammaγ opt parameters with respect to a maximum cross validation value of the associated Area Under Curve [45] . In addition, the cross-validation procedure stores the corresponding output scores CVS ⊕ which are conditioned upon the positive ω ⊕ class samples. The testing stage utilizes the remaining genuine samples, the skilled forgeries along with a number of random forgeries. 
A. Datasets and Experimental Protocols
Four signature datasets are used in order to test the proposed system architecture. The first one is the popular CEDAR dataset [46] . For each one of the 55 enrolled writers, a total of 48 signature specimens (24 genuine and 24 simulated) confined in a 50 mm by 50 mm square box are provided and digitized at 300 dpi. The simulated signatures found in the CEDAR dataset are composed from a mixture of random, simple and skilled forgeries. The second signature dataset is the off-line version of the popular MCYT signature database [47] , [48] . A whole of 30 signature samples (15 genuine and 15 simulated) signature samples are recorded for each one of the 75 enrolled writers at a resolution of 600 dpi and for and the capture area is 127 × 97 mm. Both CEDAR and MCYT-75 datasets have their samples confined within one bounding box. The third signature dataset is the GPDS300 [48] , [49] which contains 24 genuine signatures and 30 simulated forgeries of 300 individuals stored in an 8-bit, grey level format. A special feature of this dataset is that the acquisition of signature specimens is carried out with the aid of two different bounding boxes of size 5×1.8 cm and 4.5 × 2.5 cm respectively. As a result, the files of this dataset include images having two different aspect ratios; this phenomenon conveys a structural distortion highlighted during the feature extraction procedure. The fourth signature dataset is the Persian UTSIG, created by Soleimani et al. [50] . It contains specimens from 115 writers where each one has 27 genuine signatures, 3 opposite-hand signatures, and 42 skilled forgeries made by 6 forgers. As stated by the dataset creators, a property of the UTSIG dataset, compared with the other public and popular ones, is that UTSIG has more samples, more classes, and more forgers. An important characteristic of the UTSIG is that the acquisition of signature specimens is carried out with the aid of six different bounding box sizes simulating real world conditions and public services application forms. Since this work addresses writer depended signature verification, for any signatory a specific model is created by randomly employing N G−REF genuine reference signature samples. The number of N G−REF is primarily set to 5 for addressing cases in which only a few samples are available. In order to provide comparable results with other state-of-the-art methods, we allowed the N G−REF parameter to assume values from 5 and/or 12 according to the specific needs of each dataset. The remaining genuine samples of a writer, as well as its forgeries and other writers' genuine samples have been used in order to form the test set.
A number of methods exist in order to quantify the efficiency of the proposed system. The false acceptance rate FAR and its associate probability P FAR depicts a system's measure of the resistance to input samples other that the genuine ones like random or skilled forgeries. On the other hand, the FRR -false rejection rate and its accompanied probability rate P FRR provides a system's measure of the failure to genuine samples. These operating system parameters are computed as a function of a sliding threshold whose extremes are located between the minimum and maximum values of the cross-validation SVM output scores CVS ⊕ . Some examples include independent experiments and corresponding solutions like: a) the P S FAR vs. P FRR , where the upper script S denotes skilled forgery, along with their average AVE S or equal error rates: EER S : P S FAR = P FRR , and b) the P R FAR vs. P FRR , where the upper script R denotes random forgery, along with their corresponding average AVE R or equal error rates EER R : P R FAR = P FRR . Other proposals provide joint solutions [51] , which initially evaluate the TH @EER S -threshold, defined as the value which designates the EER S operating point and then, taking into account this value in order to assess the P R@EER S FAR error rate. Regarding the choice of metrics, several researchers suggest handling SV as either a one class pattern recognition problem or a two class pattern recognition problem. The issue arises from the fact that the negative class of the test set has representatives from both skilled and random forgery samples [52] .
The key point is that the skilled forgery class is composed of few samples compared with the random class. So, if one tries to incorporate both forgery populations there is always the danger of reporting biased results. For example, reporting an EER point of EER R&S : {P R&S FAR } = P FRR where all types of forgery samples are employed; this is clearly biased since the forgery class has samples with two different populations of forgery. In this paper, as in [19] and [20] the EER S user−threshold is used by employing user-specific decision thresholds in order to evaluate the verification performance of the proposed system. Also the calculation of the P S FAR , P FRR rates with the utilization of a predetermined threshold (i.e., hard decisions) is provided by using the a-priori knowledge of the cross validation procedure scores CVS ⊕ . Specifically, the hard threshold value corresponds to the 50% of the average of the genuine CVS ⊕ scores for each writer. For completeness, at this specific threshold point the P R FAR error rate is evaluated by employing the genuine samples of the remaining writers from the test set.
V. EXPERIMENTAL RESULTS
For the sake of sanity and in order to avoid exhausting tests on all datasets, complete results are provided in tables II and III which involve the popular CEDAR and MCYT-75 datasets. All the experimental protocols are repeated ten times and the results are averaged in order to provide meaningful comparisons. It can be noticed that the verification error rates for the CEDAR and MCYT datasets do not vary substantially when both l 0 and l 1 -norms dictionary learning and SR are used. This is in accordance to the material exposed in Appendices A and B as well as in Section III-C which states that for a given dictionary D both l 0 and l 1 oriented SR solutions are equivalent, for some specific values of the design parameters ρ and λ. Of course, the problem of locating the appropriate value for these design parameters is not a trivial one since it depends on the individual signature characteristics. An additional issue that arises is that tuning the system to a specific value either for ρ or λ depends mainly upon the different training modes. Moreover, we observed during the conducted experiments that the cross validation procedure, which is used for the selection of the optimal classifier parameters, is almost ineffective against skilled forgeries. A potential solution could emerge by employing WI systems with skilled forgeries which are not assigned to any specific person during the training. However, this approach is out of the scope of the present work.
The experimental outcomes show that the best results for the CEDAR dataset are obtained with the use of a spatial pyramid with β = 2 while for the MCYT-75 the optimal results are obtained with the use of a spatial pyramid with β = 3. This is probably due to the fact that CEDAR signature specimens have been scanned with a resolution of 300dpi, while the MCYT-75 ones with a resolution of 600dpi, thus it is natural to expect that more pixels exist in the MCYT-75 segments. It should be noticed that, for the CEDAR dataset even when the spatial pyramid with β = 2 is used, there are a few patches in some segments, which profoundly did not provide any sort of discriminatory information, something that has not been encountered in the case of the MCYT-75.
An important result that arises from our experimental results is that the accuracy for the F 3 pooling function seems to outperform all other pooling functions in almost all cases. It is also interesting that although the F 2 feature performs quite well in other computer vision applications, this is not the case for signatures images. A possible explanation relies on the very nature of the signature images which are a particular class of image signals that exhibit a degenerate structure. Since all signature images essentially share a limited set of structural elements, the resulting sparse coefficients of different signatures may not differ sufficiently in a 1 st order statistic sense, as being the case in more complex image structures. Therefore, it is reasonable to deduce that higher-order statistics can deliver a better level of discrimination between the respective distributions of sparse coefficients, resulting into better verification performance.
For further investigation we selected the spatial segmentation that corresponds to the best results, i.e., β = 2 for the CEDAR and β = 3 for the MCYT-75, and the l 1 -norm. Table IV provides comparisons with exactly the same learning and testing samples for the following cases: a) the positivity constraint of the A coefficients, b) the 'non-negative' C [5] , [12] FOR THE GPDS AND UTSIG constraint for the dictionary atoms and c) the NMF method.
The results indicate that none of these cases seems to provide any sort of significant improvement to the verification error. Thus, for the GPDS300 signature dataset and given the l 1 /l 0 equivalence we will remain to the (l 0 ) norm expressed by the KSVD/OMP algorithms. Table V , provides the corresponding results. As it is observed, F 3 still outperforms all other pooling functions. The increase of the spatial pyramid size from two to three does not provide any considerable verification improvement, except for the random forgery error as it is expressed from the P R FAR rate. We believe that this effect can be explained due to the indiscriminately nature of the spatial pyramid equimass segmentation which does not take into account the two different aspect ratios of the bounding box. As mentioned earlier, the UTSIG dataset is, according to the author's opinion, a significant realization step towards the assessment of situations which resemble typical conditions and constraints that are broadly encountered in daily transactions. Table V also presents the results for our usual case of N G−REF = 5. As expected, the provided verification results are poor regarding to the rates of the previous datasets however a closer look to P R FAR indicates that most likely the N G−REF = 5 is not adequate in this case due to the large number of bounding box sizes. Therefore, in accordance with [9] and [39] and for comparison purposes, we let the Table V presents the corresponding results. Table V provides evidence that the evaluation metrics rate drops significantly when the number of reference samples increases. Following and for the sake of simplicity, Table VI shows comparative results by means of the EER S user−threshold only for the case in which each input signature is thinned not by the MOTL value of the claimed writer's reference set but with an OTL number provided for each individual signature. Clearly, the results when using the MOTL value are inferior, an outcome that emphasizes the importance of the proposed preprocessing technique. Table VII demonstrates the influence of the segmentation profile to the verification performance in case of the CEDAR dataset. Specifically, the following five segmentation scenarios are examined a) using the entire image (EI), b) applying the SP segmentation, c) using only the BRISK keypoints, d) EI in conjunction with SP and finally e) a conjunction of EI, SP and BRISK keypoints. It is evident that the proposed segmentation approach that uses EI, SP and BRISK keypoints outperforms all the other scenarios for all pooling functions (with a minor exception of F 5 ). Moreover, F 3 pooling function, and corresponding feature vector persistently provides the best results in all segmentation scenarios and achieves the overall lower error in the proposed segmentation approach (last column of Table VI ).
In addition, we report a sensitivity analysis regarding the effect of the verification error that the dictionary learning and SR parameters have. Specifically, we run a set of experiments (KSVD/OMP only) with a variety of parameters: a) the number of dictionary atoms (K = 30 or 60 or 80) and b) the number of sparsity level (1 or 3 for K = 30, 1 or 3 or 6 for K = 60 and 1 or 4 or 8 for K = 80). The experiments resemble cases in which low, medium and high over-completed dictionaries are employed for K = 30, 60 and 80, respectively. Similar cases for high, medium and low sparsity levels were also taken into account. This time the experiments were conducted for CEDAR, MCYT and GPDS-300 datasets and with the use of 10 reference samples (12 for GPDS-300) in order to follow up with the most commonly encountered experimental setups in the literature. Table VIII presents the corresponding results. As a first comment on the results, it can be noticed that the use of a "low over-completeness" dictionary and corresponding SR provides lower verification error rates compared to the medium and high overcomplete dictionary /SR cases. Second, it seems that there is a correlation between lower verification error and the increasing number of dictionary atoms. Third, for the CEDAR and MCYT datasets, it is evident that a high sparsity level provides superior results compared to low or medium sparsity level. A possible explanation for this is that a higher order overcomplete dictionary creates and adapts more specific atoms to the learned structures while a higher sparsity level utilizes only the most dominant atom for the representation. This might mislead to the conclusion that a K-means algorithm should be followed instead. However, as stated in Section II-A, the corresponding alpha coefficient of the most participating atom, during the SR process, is not one, as in the K-means case. Therefore our initial intuition for using SR seems to be justifiable. For the GPDS-300 more atoms are required to participate in order to low the verification error. The higher number of required atoms can be explained by the following facts: a) the GPDS-300 consists of thicker lines, thus more atoms are needed in order to represent a patch and b) GPDS signatures have been acquired with the use of two bounding boxes; so it is anticipated that more atoms should also participate in order to reconstruct the characteristic shapes that exist in a patch. The performance of the proposed method has been tested also on degraded and noisy data. For this purpose, two different types of noise, namely Salt & Pepper, and Gaussian white noise were employed on the CEDAR dataset with various noise levels. It has been reported that these two types of noise commonly appear in images during the data collection process [53] . Thus, we added noise in the original signature images as follows: For the Gaussian noise case we also applied a denoising algorithm based on K-SVD which has been used in [54] . The results are provided in Table IX . It can be noticed that the second order statistic feature (F 3 ) still outperforms any other type of feature. In addition, the overall performance of the proposed method remains relatively stable in the presence of noise. A closer insight reveals also that the part of the feature extraction method that is affected mostly from noise is the equimass segmentation and the corresponding spatial pyramid pooling.
As an additional comment on the results we could state that, as usual, the method does not perform well when the signatures of a signatory are either too simple or/and they present a significant amount of instability. This effect is quite strong in the case of using a limited number of reference samples (e.g., 5). Although the addition of more signature samples alleviates this effect, we report that this is still an open issue that a SV system must cope with. Perhaps a disadvantage of the used signature datasets so far is that there is not some additional information (e.g., the characterization by the signatories themselves of some of the genuine samples as outliers) which would allow us to tune better the learning stage of the classifier.
Perhaps the most challenging task on SV is the comparison of the results emanating from several state-of-the-art systems. This turns to become a difficult issue given the fact that, traditionally, the efficiency of SV's is evaluated under two independent scenarios: random forgeries and skilled forgeries. It has been reported [52] that while these scenarios are not necessarily unfitting, their use may lead to a misinterpretation of the results. Additionally, this kind of has been also stated to be unrealistic in typical real world cases [52] . Tables X-XII outline and compare the EER S User_Threshold based results of the proposed method, with emphasis to the F3 pooling, to a number of state-of-the-art SV related methods regarding the four utilized datasets, on an EER or average error (AER) basis. The results clearly demonstrate that the proposed method achieves low verification errors that are at least comparable to the ones derived from other state-of-the-art methods. Having in mind the diversity of all other methods we comment that with [8] which is a DL oriented method.
VI. CONCLUSION
In this paper the potential of Sparse Representation on creating discriminative features for accurate and efficient offline signature verification is presented. We thoroughly investigated the major aspects on the selection of the appropriate SR approach, and examined the effects of the associated parameters like the number of atoms, the sparsity level and the regularization function. We demonstrated that approximate greedy techniques can deploy the full potential of SR in a SV system, in a computationally attractive manner. We described a novel pooling scheme tailored to the problem of SV, and evinced that 2 nd order statistics -standard deviation -can form more discriminative pooling functions in cases where signals exhibit degenerate structures. Finally, we proposed a carefully designed system, encompassing a novel algorithm for the automatic selection of the optimal thinning level, which is able to harness the power of SR in order to create a discriminative signature descriptor which obtains state-of-the-art results on the most challenging signature datasets. The method seems also to handle relative well noisy images that have undergone a typical preprocessing denoising step.
Our future research plans include the exploitation of SR related techniques in order to construct a universal dictionary with the use of samples originating from a wide and diverse set of persons (instead of just only one signatory) in order to develop an efficient writer independent signature verifier.
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