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1. Introduction 
 
Technology in modern production has progressed in a highly 
precision-oriented direction and some has even reached nanometer-
scale microstructure. The development of nanofabrication technology 
includes top-down approaches such as photolithography [1] and 
maskless lithography [2]. Nanofabrication based on mechanical 
processes also has very wide application in semiconductor devices in 
combination with electronic, mechanical and optical technology on a 
single substrate. Photolithography uses light to transfer a geometric 
pattern from a photo mask to the substrate. Maskless lithography, can 
also be used in precise nanofabrication, where laser light, an electron 
or and ion beam, or even physical pressure from a mechanical device 
can be used to alter the nanostructure of a substrate. Among these, 
nanoimprinting or nanoforming lithography applications have been 
demonstrated as useful to nanoscale size [3]. 
Molecular dynamics (MD) can be used to effectively describe the 
mechanism of surface material structure at nanometer scale. The 
fundamental theory is derived from Newtonian mechanics and 
integral equations are combined with computer programs to calculate 
the trajectory between atoms and molecules. Many nano-scale studies 
have been conducted using MD, such as those involving surface 
friction [4], scratching [5], imprinting [6], and nano-indentation [7]. 
Forging is a manufacturing process where compressive forces are 
used to shape a soft material into a desired pattern. Aluminum is one 
of the important metals used in such applications [8]. In this study, the 
effects of forging temperature and velocity on the mechanical 
properties of aluminum samples during the nanoforging process are 
studied using MD simulation. The results are discussed in terms of 
molecular trajectories, energy, and radial distribution function. 
 
 
2. Method 
 
Molecular dynamics was used in this study to simulate metal 
forming by nano forging. Fig. 1 shows the simulated model. A slug of 
pure monocrystalline aluminum was created and placed in the fixed 
end of a die. The punch was fixed to the other end of the aluminum 
slug, it was given a speed to implement closed-die forming of the 
aluminum inside the die. The material of the die and punch was 
nickel (Ni). The aluminum and nickel atoms were both arranged in a 
perfect FCC lattice structure. The size of the cavity in the die was 
3.0(X-)×10.5(Y-)×2.1(Z-)nm and the punch was 3.0(X-)×14.7(Y-
)×1.2(Z-)nm, The aluminum slug was 3.0(X-)×4.2(Y-)×9.9(Z-)nm. 
The die and punch were set as fixed layers, and the aluminum was set 
as a free atom layer. The X-direction was given the condition of a 
periodic boundary. 
In this study the nanoforming process was simulated under 
forging temperatures between 275 and 710K and speeds of between 
30 and 100m/s. Th potential energy of the forged piece (Al-Al) and 
forged piece and the die (Al-Ni) atomic action mechanism has been 
described using the EAM potential energy deduced by Daw and 
Baskes [9] from the density functional theory of quantum mechanics. 
http://dx.doi.org/10.6493/SmartSci.2014.260 
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Fig. 1 Physical nano forging model 
 
EAM is the abbreviation used for “embed atom method”, 
suggesting that the energy is formed from embedding atoms in other 
atomic lattice groups. The potential energy is described by cloud 
density. The total energy E of the atomic system using this method is 
expressed as [9]: 
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where Øij is the acting force between Atom i and Atom j, and is two-
body potential, Fj is the energy of embedding atoms in other atomic 
lattice groups, the cloud density is the required energy for the region 
of ρi, ρi and is expressed as: 
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where fj(rij) is the electron density function, a many-body term. The 
two-body potential and charge density are expressed as Eqs. (3) and 
(4). 
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The parameters for this potential energy are shown in Table 1 [9]: 
 
Table 1 EAM potential parameters [9] 
 
e r  
e f   e         
Ni  2.488746  2.007018 27.984706 8.029633 4.28247
Al  2.886166  1.392302 20.226537 6.942419 3.70262
  A  B          
Ni  0.439664 0.632771 0.413436 0.826873   
Al  0.251519 0.313394 0.395132 0.790264   
 
3. Results and discussion 
 
3.1 Deformation of nanoforging 
Fig. 2 is the schematic diagram of the nanoforging deformation 
mechanism when the temperature is 400K and the pressing speed of 
the punch is 30m/s. Figs. 2a-d show the deformation mechanism of 
material at different punch pressures and 2e-h show holding and 
unloading. An internal energy field is used to express the increase and 
decrease in the energy resulting from the forming of atoms under 
pressure and the internal energy is the sum of kinetic and potential 
energy. 
As can be seen from Fig. 2a, the higher internal energy values 
occur in the contact surfaces between the aluminum slug and the 
punch and die. These regions have larger loading capacity. When the 
punch applies an external acting force to the aluminum it is 
compressed so that free atoms flow toward unconstrained space. As 
the punch continues to press, more free atoms are subject to pressure 
so that the aluminum deforms until the entire die cavity is filled. 
When the metal is moved by an external force, dislocation results in 
flow of metal in the shear direction. Figs. 2b and 2c show the slip 
direction of dislocation and the formation of grain boundaries, and 
(011) and the (01 1) slip plane and slip bands can be observed in the 
atomic structure. A significant amount of relatively high deformation 
energy is dispersed over this region. The internal energy of the 
material reaches its maximum until the die is closed. This usually 
occurs in the region next to the punch, as shown in Fig. 2d, 
suggesting that the interatomic distance is very short in this region 
and at this time. The repulsive energy is relatively strong, so that the 
energy is higher and will be balanced for a period. 
 
Fig. 2 The nano forging process at 400K, (a)-(d) forging state, (e) 
holding state, (f)-(h) unloading state 
 
The energy can be mitigated by holding, as shown in Fig. 2e and 
a decrease of energy in the region next to the punch can be observed. 
Fig. 2f-h shows the unloading process. In the microscopic domain, 
the size changes result in strong viscous forces between the material 
and the punch and die. This study used higher unloading speed to Smart  Science Vol. 2, No.  4, pp. 168-172(2014) 
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reduce the viscous effect, and the demolding is assumed to be perfect. 
 
3.2 Forging temperature effect 
The simulated forging temperature region used was between 275 
and 710K. Forging at room temperature was regarded as cold forging 
and temperatures higher than the recrystallization temperature of the 
material were regarded as hot forging process. Fig. 3 shows the 
variation of the energy of the aluminum at different forging 
temperatures with punch loading, holding and unloading, and the 
energy is negative, meaning the atoms are mostly in a viscous state. 
This is because the atoms are not constrained at all in the original 
state, and the energy is stable by free heat balance. At depths of 0.5 to 
4nm, the punch has contacted the surface of the aluminum slug. 
Micro-deformation has started so that the energy has increased 
slightly and then it increases sharply as the pressing depth becomes 
greater, this suggests that a higher load will cause more plastic 
deformation. The state is closed until pressing depth reaches 5.43nm, 
and energy reaches the maximum. In terms of forging temperature, 
the energy value at low temperature is larger than that of the 
environment at high temperature, this is because plastic flow of the Al 
is relatively easy at a higher forging temperature. 
The die is given holding, and in the Fig. it can be seen that the 
energy decreases gradually as holding time increases. This is because 
holding helps the atoms in the relatively dense region near the punch 
to rearrange themselves in appropriate positions, so that energy is 
balanced and stress distribution in the aluminum becomes relatively 
uniform. In the final unloading stage, the energy decreases slightly as 
the punch rises, because the atoms migrate towards free space during 
unloading, the energy is released, and the atoms attract each other, but 
the downtrend was small in this study to reduce the viscous effect. 
 
Fig. 3 The relationship between energy and punch pressing depth at 
different temperatures 
 
Fig. 4 is a diagram of the atomic state during unloading. The 
unloading state is shown when the distance between punch and die is 
0, 2, 4 and 6nm, and the temperature is 275, 400, 550 and 710K, 
respectively. In the unloading stage, as the punch leaves the die, the 
aluminum is already in plastic deformation and shows elastic 
recovery due to the looseness of strain energy. However, the region 
with high strain energy also has relatively high stress concentration. 
In addition, the number of aluminum atoms adhering to the punch and 
die increases with the temperature. The behavior during unloading as 
shown in Fig. 3 indicates that the energy value is relatively small at 
710K, and at 275K is larger than at higher temperatures. In other 
words, when the forging temperature is high, the unloading of the 
formed workpiece is less than ideal. 
 
Fig. 4 Unloading state at different temperatures 
 
3.3 Forging speed effect 
Fig. 5 is a diagram of the internal energy field in the closed state 
at 400K with a punch speed range of between 30 and 100m/s. It is 
clear that the region of high internal energy is more significant as the 
punch speed increases, and the atoms are clustered mainly in the 
region closest to the punch. Fig. 6 shows the variation of energy with 
an increase of pressing depth at different punch speeds. It can be seen 
that the energy value is greater when the punch speed is high, because 
the heavy impact of the punch on the atoms results in a more even 
application of force. There is also insufficient time for recovery or 
adjustment of dislocations and stacking faults in the material. 
 
3.4 Analysis of the radial distribution function (RDF) of 
forging temperature and speed 
The RDF describes the distribution probability of other atoms 
within the radius of one specific atom. Fig. 7 shows the variance in 
RDF for four different punch depths (D) at 400K and a punch speed 
of 30m/s. At a depth of 0.0nm, the punch has not yet applied pressure 
to the material after heat balance. The aluminum material has perfect 
face-centered cubic lattice structure, the radius of the maximum peak 
is 0.28nm, which suggests that the aluminum atoms have smaller 
energy within this radius. When the pressing depth reaches 1.9nm, the 
peak value decreases, as the load increases when the die cavity is 
about to be filled. When the pressing depth reaches 3.7nm, the height 
of the peak decreases slowly, and the radius decreases to 0.27nm. Smart  Science Vol. 2, No.  4, pp. 168-172(2014) 
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Finally, when the pressing depth has reached 5.4nm, the die is 
completely closed and the main peak shows a large change. The 
dense atoms are compressed in the die cavity and are in a constrained 
space. The distance between atoms is reduced so much that the radius 
of the maximum peak decreases to 0.24nm. 
 
Fig. 5 Loading state at 400K and forging speeds of (a) 30, (b) 40, (c) 
50, (d) 60, (e) 70, (f) 80, (g) 90, (h) 100 m/s 
 
Fig. 6 The relationship between energy and pressing depth at different 
punch speeds 
 
Fig. 7 Variation of RDF with pressing depth (D) at 400K and a punch 
speed of 30m/s. 
 
Figs. 8 and 9 describe the RDF of the aluminum material in the 
closed state when the pressing depth is 5.43nm at different forging 
temperatures and punch pressing speeds. The kinetic energy increases 
with the temperature, but according to Fig. 8, there is no significant 
difference in the trend of RDF, because the atoms are constrained in 
the die cavity. When the die cavity is full the free space for atom flow 
becomes very small. 
 
Fig. 8 Results of RDF in the complete loading state at different 
temperatures 
 
Fig. 9 shows that the maximum RDF peak shifts leftwards as the 
punch speed increases, and the radius is reduced by only 0.005nm 
between 40m/s and 100m/s, while the maximum peak height 
decreases from 39.8115 to 37.0336. It is clear that punch speed has 
very little influence on the inter-atomic structure of the material. 
 
Fig. 9 Results of RDF in complete loading state at different forging 
speeds 
 
 
4. Conclusions 
 
This study analyzed the nanoforging process using molecular 
dynamics and the conclusions are as follows.   Smart  Science Vol. 2, No.  4, pp. 168-172(2014) 
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(1)  In the forging process, the atomic structure of the 
workpiece shows dislocation slip because of defects, the 
slip planes are (011) and (01 1), and the atoms located 
near the slip planes will have higher energy. 
(2)  The energy value of the atomic structure of the workpiece 
decreases relatively as the forging temperature increases. 
(3)  The internal energy and pressure values of the atomic 
structure of the workpiece increase with punch speed. 
(4)  When the forging temperature and punch speed are 
changed, as confined to the die, there is only slight 
difference in the density of the interatomic structure of 
workpiece in the loading state. 
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1. Foreword 
 
The requirements for automated optical inspection (AOI) 
equipment and their users are mostly in Asia. Currently, most of the 
AOI equipment used by major industries in the country is imported. 
Viewing the market potential of the AOI equipment, many 
manufacturers are aggressively stepping into this industry. Therefore, 
effective integration of the momentum created within domestic 
academic circles and industries, may help promote the development 
of this emergent industry [1]. The AOI [2] is a high-speed, high-
accuracy optical image inspection system, which uses precision 
automated machine vision as the inspection method to improve the 
disadvantages of traditional manual inspection, achieving the 
objectives of upgrading product quality, productivity and industry 
competiveness. 
Image alignment is made through recognition with the aligning 
pattern. Therefore, an aligning pattern must first be obtained before 
alignment. Since a standard aligning mark is clearer, it is often 
obtained manually [3-6]. In recent years, Lin et al [6-12] proposed a 
method for automatic detection of an aligning mark, out of which Lin 
et al [9] mentioned the “non-aligning mark” image. Because such an 
image has no standard aligning mark, the aligning pattern must be 
circled out after being reviewed manually and prudently. 
Currently, the image servo positioning system is composed of 
parts & components with a high stability, an industrial camera (CCD 
camera), CCD alignment system and precision alignment feedback 
control module. The architecture of its positioning system is shown in 
Fig. 1. The CCD positioning system shall first take out manually the 
specific aligning pattern. Then, this aligning pattern will be used as 
the standard for image mark search. After search is completed, the 
aligning pattern coordinate at the center point is converted into 
equipment displacement, which will be sent to the aligning equipment 
for positioning, achieving the purpose of positioning the aligning 
plate. Its flowchart is shown in Fig. 2. 
 
Fig. 1 Image servo positioning platform 
 
The CCD alignment system is used for high precision optical 
imaging. Its images are continuous. Therefore, this integrated 
alignment and inspection platform will perform a real-time 
positioning with the continuous images acquired by the system. First, 
it selects a fixed pattern, and then quickly searches, with resistance to 
variation, the mark that corresponds to the pattern, thus 
accomplishing the alignment and inspection target. This platform is 
designed to allow the user after selecting the pattern to search for the 
http://dx.doi.org/10.6493/SmartSci.2014.261 
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marks including light, intensity, occlusion and rotation after being 
varied. It then, calculates the variances of light, intensity, occlusion 
and rotation individually with the mark under detection and search 
and the pattern to achieve the inspection function. 
 
Fig. 2 Positioning flowchart 
 
 
2. High precision optical continuous images 
 
2.1 Architecture of the positioning system 
This integrated alignment and inspection platform performs 
component imaging by using the baser aca640-100gm CCD with a 
lens of 0.3 magnification ratio. Then, combined with a brightness 
adjuster for the LED ring-shaped light source, it takes images of the 
component’s outer frame (divided into upper and lower plates and 
different light sources) and performs a real-time detection and 
alignment experiment to the continuous images of the aligning mark. 
The architecture of the high precision optical continuous image 
acquisition and positioning platform is shown in Fig. 1. By adjusting 
light intensity through the brightness adjuster, the CCD can send the 
image of a physical component to the system for processing. Then, 
the system will send the coordinate position to the positioning 
platform to complete positioning. Its positioning processing is shown 
in Fig. 2. 
 
2.2 CCD camera and lens 
The composite alignment servo system must be used with one to 
four industrial cameras and acquire the component image by the CCD. 
The images will then be processed and analyzed by the system to get 
the marks and their positions on the template. Lastly, they will be 
positioned via the positioning platform, achieving the purpose of 
mark alignment. 
The CCD Basleraca640-100gm used by the system and the ACE 
series of Basler industrial camera are shown in Fig. 3. Its VGA with a 
5 million pixel resolution is a high-end product in the industry. It has 
excellent performance and high stability. In addition, the Basler’s 
Gige camera has 1394 port, USB port, simulating port for remote 
transmission, with excellence unrivaled by other industrial cameras. 
Cameras of this series are very compact (29x29mm) and are suitable 
for installation in small spaces. They are fully compatible with the 
latest vision standards, including GenICam, GigEVision, RoHS and 
EMVA 1288 and their prices are also very attractive. They are the best 
choice for machine vision inspection, intelligent traffic and 
microscopic imaging fields. In this study, we use the 0.3x fixed ratio 
lens barrel for the camera lens. Their specifications are shown in Fig. 
4. 
 
CCD 
Model ace  acA640-100gm 
Interface GigE  Vision 
Resolution 640x480 
Frames per second  100 fps 
Hardware GigE  Vision 
Fig. 3 CCD camera specifications 
 
Lens 
Model  0.3x fixed ratio lens barrel 
Focus (mm)  47 
Lens mount  C port type 
Lens barrel(diameter) 
x lens length(mm) 
14x50 
Field of view (FOV)  Range of the circle of diameter of 20mm
Max. compatibility 
CCD 
1/2" 
Magnification ratio  0.3X 
Fig. 4 Lens specifications 
 
2.3 Brightness adjuster 
Light brightness is one of the factors that may affect imaging 
quality. The light adjuster used in this study is shown in Fig. 5. To 
allow the light for a high sensitivity material to affect the imaging 
element material to better effect, in this experiment, we use the ring-
shaped light source directly lighting at the front and changing the 
brightness by using the adjuster. 
 
2.4 Structures of operating and application systems 
This system is developed under the Windows 7 32bit operating Smart  Science Vol. 2, No. 4, pp. 173-177(2014) 
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environment. The system core program is compiled with Dev C with 
OpenCV and is packed with Visual C#. 
 
 
Fig. 5 Schematics of the brightness adjuster 
 
 
3. Introduction to system functions 
 
This integrated alignment and inspection platform will perform 
alignment and inspection for continuous images after pattern 
sampling is completed. 
 
3.1 Pattern sampling 
For pattern selection, the integrated platform is designed to use an 
interface so that the user can obtain the pattern through the image and 
save it in a database, which will be used for future alignment and 
positioning. 
 
3.2 Mark detection 
To provide a diversified mark detection and search platform, this 
system will include variations for mark targets of light, intensity, 
occlusion and rotation as shown in Fig. 6. 
 
 
(a)An image subject to light and intensity 
 
(b)A mark subject to occlusion 
 
(c) A mark subject to rotation 
Fig.  6 Target processing with alignment 
3.3 Mark inspection 
Mark inspection allows the user to understand the conditions of 
mark variations or inspection completeness. Therefore, this system 
will calculate variances of light, intensity, occlusion or rotation for the 
results of the mark under detection, search and the pattern standard, 
which will provide the user with references. 
 
 
4. Introduction to the integrated system 
 
The system interface has integrated pattern sampling, mark 
detection and inspection as shown in Fig. 7. The Web Cam area (red 
frame) is the real-time image after imaging from the CCD, which is 
directly displayed from the screen shot by the lens, for the user to 
clearly review the area shot by the CCD. 
 
Fig. 7 Integrated alignment and inspection system platform 
 
4.1 Pattern sampling system interface 
The pattern sampling area is located in the pattern area (red 
frame) as shown in Fig. 8. The user can select the pattern from the 
middle red frame in the Web Cam area and select the Screenshot 
functions. If the pattern is not in the frame, the directional keys (green 
frame) can be used to move the pattern position for selecting the 
pattern. 
 
Fig. 8 Pattern sampling area 
 
Screenshot Key: Its function is to select the pattern as shown in 
Fig. 8. Its operation and steps are: Step 1. Stop the system first before 
selecting [Start] to allow the Start button on the right bottom corner to 
change to Stop. Step 2. First, use the mouse to frame the interested Smart  Science Vol. 2, No. 4, pp. 173-177(2014) 
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(pattern) area in the Web Cam image. Step 3. Then, press [Screenshot] 
to add. To let the user be able to save for future use after selecting the 
pattern, this system is designed to have a save function in the file area 
as shown in Fig. 9 which can be saved in the pattern database. The 
user can manage by choosing the Select and Delete functions. 
Accordingly, if the user wants to select a pattern from the pattern 
database, he or she can choose the pattern name in this area to achieve 
the purpose of pattern selection. 
Select Key: Its function is to let you save when you press [Select] 
after adding a pattern or to execute Detect positioning coordinates. 
After you select the right-hand side picture, you can position the 
selected picture after you press [Select]. Otherwise, it may position 
the previous picture you selected or result in an incorrect judgment. 
Delete Key: It is to delete a pattern you have newly added. To use 
this button, first you have to stop the program. Press [Start] to let the 
Start button on the right bottom corner change to Stop. Then, select 
the undesired pattern file before pressing [Delete] to delete. After 
deletion, press [Select] to save. Otherwise, when you start the 
program next time, the picture file you deleted will appear again. 
 
Fig. 9 Pattern storage area 
 
4.2 Directional keys and coordinate information 
Directional Keys: They are located in the red frame as shown in 
Fig. 10. In this area there are the manual control buttons that allow the 
user to freely control the lens. 
 
Fig. 10 Directional key area 
 
Coordinate information: In the red frame is the coordinate 
information as shown in Fig. 11, which displays the coordinate 
information and displacement information of the pattern assigned by 
the user in the current image. Centroid X and Centroid Y are the 
center coordinates of the image. X and Y are the coordinates where 
the current pattern is located. Distance X and Distance Y are the 
variances between the currently specified pattern coordinate and the 
image center coordinate. 
 
Fig. 11 Coordinate information 
 
4.3 Mark detection and inspection function 
The system’s initial screen is shown in Fig. 12. When the user 
presses  [Action], the system starts. Then, the Action key will be 
converted to the Start key. If the user does not press [Action], all 
other keys are inactive. 
 
Fig. 12 Coordinate information 
 
Next, an introduction to the functions of the three keys in Fig. 12. 
Reset Key: This key is to reset the platform. Its function is to 
move the platform back to its initial position. 
Detect: Key: Its function is to detect from the image currently 
acquired by the CCD lens the user assigned pattern position and the 
image center displacement and to move the pattern by moving the 
platform to the image center to achieve the purpose of positioning. 
Locate Key: It is to detect, from the image currently acquired by 
the CCD lens, the user assigned pattern position and the image center 
displacement so that the user can clearly understand the coordinate 
informtion of the position where the mark is located. 
 
 
5. Conclusion 
 
For selection of the search pattern, diversified mark search, and 
comparison of the search results with a pattern, this system’s platform Smart  Science Vol. 2, No. 4, pp. 173-177(2014) 
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can propose a series of information so that the user can easily control 
the conditions for mark positioning. Since it is not allowed to have 
very complicated interfaces and functions while operating positioning 
onsite, this system has integrated all functions into a single screen to 
let the user operate with convenience. In addition, when the selected 
database pattern does not fully correspond to the mark, the user may 
without changing the screen easily reselect the pattern and save it. 
Diversified marks include light, intensity, occlusion and rotation. The 
system also provides the degree parameters for their variations for the 
user to choose for control. For mark search results, the system also 
provides calculated variances of light, intensity, occlusion and 
rotation with the pattern to achieve the inspection function. By 
combining a quick and accurate mark detection and search method, 
this system builds an interface integrated platform that is easy to 
operate and user-friendly. It is believed that this system can 
effectively lower manufacturing cost, increase the alignment 
efficiency and avoid misjudgment of manual measurement and 
undesired injury to the operator, which truly achieves the purpose of 
automatic alignment. 
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1. Introduction 
 
Movement disabilities often occur sudden and unexpected in life. 
Movement disabilities can have multiple causations such as surgery, 
drug dependencies, accidents or apoplexy. The Parkinson Disease, 
discovered by the British surgeon James Parkinson in 1817 [1], is a 
heavily and slowly decreasing neuronal disease. It was estimated that 
“1% of 70 year olds, 1 in 50 over 80 years, 10% case before the age 
of 50, 200 per 100,000 populations are affected. In the United 
Kingdom, there are approximately 120,000 to 130,000 diagnosed 
cases, but there may be many more that remain undiagnosed” [2]. 
Marked by the die of dopamine producing neurons, the disease 
symptoms can be split into non-motor symptoms and motor-
symptoms. The focus here is the cardinal motor-symptom Parkinson 
Bradykinesia, a slowness of movement and the additional motor-
symptom Parkinson Tremor, which is a kind of muscle shaking. 
The technical progress in semiconductor device fabrication made 
compact, boxed, low price, wireless development system available 
such as Texas Instruments eZ430-Chronos [3] as shown in Fig. 1. The 
watch has various electronic components inside such as an 
acceleration sensor, a pressure sensor, a RISC signal processor and a 
radio chip. The measured value for acceleration can be continuously 
and wirelessly sent from the watch to an included USB Access Point. 
A PC program can receive the data from the USB Access Point by a 
virtual serial port. 
In this paper, a portable, smart, cheap tool was designed and 
developed for the diagnosis of Parkinsonian syndromes in real-time. 
The slowness of movement, caused by the Parkinson Bradykinesia, is 
detected by analyzing the human gait. The vibration, caused by 
Parkinson Tremor is measured by the acceleration sensor. 
 
Fig. 1 Wireless watch eZ430-Chronos with a mobile computer 
 
 
2. Methodology 
 
2.1 Medical diagnosis of the Parkinson disease 
For Parkinson disease, there exist a lot of organizations over the 
world such as “British National Parkinson Association” (BNPA), 
“European Parkinson Disease Association” (EPDA) and 
“International Parkinson and Movement Disorder Society” (IPMDS). 
They develop recommendations and rating scales for the diagnosis. 
The British “National Institute for Health and Clinical Excellence” 
(NICE) recommends the use of the “UK Parkinson's Disease Society 
Brain Bank Criteria” in its guideline [4]. The UK PDS Brain Bank 
Criteria diagnosis Parkinson with three steps: 1). Diagnoses of 
Parkinsonian Syndrome; 2). Exclusion criteria for Parkinson’s 
disease; 3). Supportive prospective positive criteria for Parkinson’s 
disease [5]. 
The first step “Diagnoses of Parkinsonian Syndrome” contains 
two parts: 1). Diagnosis of Parkinsonian Syndrome Bradykinesia: 
slowness of initiation of voluntary movement with progressive 
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reduction in speed and amplitude of repetitive actions; and 2) At least 
one of the following: Muscular rigidity; 4­6 Hz rest tremor; postural 
instability not caused by primary visual, vestibular, cerebellar, or 
proprioceptive dysfunction [5]. 
 
2.2 Parkinson bradykinesia symptom 
Bradykinesia in Parkinson’s disease means slowness of 
movement and is one of the cardinal manifestations of Parkinson’s 
disease. Weakness, tremor and rigidity may contribute to but do not 
fully explain Bradykinesia [6]. Strictly speaking, Bradykinesia 
describes the slowness of a performed movement (e.g. in facial 
expression) or associated movement (e.g. arm swing during walking). 
It is mentioned that patients’ problem in performing more than one 
task at the same time could result from lack of sufficient resources [6]. 
 
2.2.1 Parkinson bradykinesia detection 
Human motion consists of motion patterns. For the Parkinson 
Bradykinesia detection, a human gait walking cycle is normally 
analyzed. The positions of a foot during a human gait cycle are 
interpreted in Fig. 2. Correspondent a human gait cycle can be 
divided to the major events Initial Contact (IC), Opposite Toe Off 
(OT), Heel Rise (HR), Opposite Initial Contact (OL), Toe Off (TO), 
Feet Adjacent (FA), Tibia Vertical (TV) and again Initial Contact (IC) 
[7]. 
 
(IC)
(OT) (HR)
(OL)
(TV)
(TO)
(IC)
(FA)
Fig. 2 Major events of the human gait [7] 
 
Human gait can be analyzed using a proper signal diagram [8] as 
shown in Fig. 3. The letters A and G are the measured heel strike at 
the initial contact with the floor. At the heel strike the foot with the 
watch is slow down very fast, this equates a shock. A shock results 
comparatively high g values. With the assistance of the heel strike 
peak signal, the single motion cycles of the human gait can be split 
from the continuous measured acceleration signal. This makes an 
evaluation of change in motion for Parkinson Bradykinesia possible. 
The letter B is some oscillation after the heel strike, the letter C is the 
baseline during standing phase (OT and HR black foot Fig. 2), D and 
E is acceleration during foot movement (OL to TV black foot Fig. 2). 
For a basic diagnosis on Parkinson Bradykinesia, the single gait 
cycles are detected, counted and the time per gait cycle is calculated 
for evaluation of the slow motion. 
In the broader sense the change of acceleration duration and 
acceleration maximum with the single gait phases A to E can be 
monitored for Parkinson diagnosis. For this the yet included gravity 
shall be subtracted. 
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Fig. 3 Vertikal acceleration calcaneus one gait cycle [8] 
 
2.2.2 Diagnosis of the Parkinson Bradykinesia disease with 
the Lindop assessment scale 
For diagnosis on the Bradykinesa, a rating scale gives the 
opportunity to evaluate, document, monitor and compare the disease’s 
degree of progression in a standardized way. There are multiple rating 
scales for diagnosis on the market like the UPDRS (Unified 
Parkinson Disease Scale), the Modified Hoehn and Yahr Scale, the 
Schwab and England Activity of Daily Living Scale [9] or the Lindop 
Parkinson’s Assessment Scale (LPAS) [10]. The LPAS is a “validated, 
physiotherapy-specific, objective measure of functional mobility. 
Physiotherapists can use the scale as a base-line measurement and 
also at intervals to determine whether problems have developed. The 
scale can indicate where intervention should be targeted. It can also 
be used in the reassessment for determining the effectiveness of both 
physiotherapy intervention and changes in medication” [10]. The 
assessment of a patient with the Lindop is estimated with 15 minutes. 
During the assessment six tasks on gait mobility and 4 tasks for on 
the bed mobility are examined. The gait mobility tasks are, sit to stand, 
timed unsupported stand, 180° turn to right, 180° turn to left, walking 
through doorway. The bed mobility tasks are sit to lie, turn to left on 
bed, turn to right on bed and lie to sit on bed as shown in Table 1. 
 
2.3 Parkinson tremor symptom 
The definition of a tremor is a “rhythmic oscillation of at least one 
functional body region” [11]. The appearance of a Tremor at a human 
being can have various medical causations. A drug-induce is one, 
traumatic incidents like accidents or fear are possible. Therefore there 
are many ways of classifying the different kinds of Tremors. The 
Movement Disorder Society differs amongst others the Resting 
Tremor, the Postural Tremor, the Kinetic Tremor, and the Intention 
Tremor [11]. The Parkinson Tremor is classified as a static or rest 
tremor. “Resting Tremor occur in body part that is not voluntary 
activated and is completely supported against gravity. The amplitude 
of tremor must increase during mental and sometimes motor 
activation. The tremor amplitude must diminish or disappear during 
the onset of voluntary activation. The tremor can reoccur after a 
certain time period [11]. At the Parkinson Disease the dopamine 
producing neurons die, which leads to various health threats, beneath 
the Parkinson Tremor. Smart  Science Vol. 2, No. 4, pp. 178-184(2014) 
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Table 1 Gait mobility check, part of the Lindop Parkinson’s 
Assessment Scale first four tasks [10] 
Task Achieved  Result  Points 
Sit to stand  Unaided with ease  3 
 Unaided  with  effort  2 
  Help of one  1 
 Help  0 
Timed unsupported stand  60+ sec  3 
 49-59  sec  2 
 30-44  sec  1 
 0-29  sec  0 
Timed up & go  10-20 sec  3 
 21-35  sec  2 
 36-60  sec  1 
 60+  sec  0 
180 turn to right  4-6 steps  3 
 7-8  steps  2 
 9-10  steps  1 
 11+  steps  0 
 
 
2.3.1 Diagnosis of the Parkinson tremor disease by frequency 
The Parkinson Tremor shaking has typically ON and OFF phases. 
The shaking frequency is commonly diagnosed from 0 to 4 Hz with 
low, from 4 to 7 Hz with medium, and more than 7 Hz with high [11]. 
 
2.3.2 Parkinson tremor detection 
A Parkinson Tremor shaking is basically a forward and backward 
movement. The forward and backward motion generates acceleration 
peaks on the line chart. If you count the number of peaks per second, 
you got the current shaking frequency [12] as shown in Fig. 4. 
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Fig. 4 Frequency counting with peak counting [12] 
 
 
3. System design and implementation 
 
3.1 Overview of the proposed system 
The system consists of the following components: wireless 
acceleration sensor watch eZ430-Chronos, the USB Access Point, a 
proprietary personal computer with Microsoft Windows 7 and the 
designed Parkinson diagnosis software as shown in Fig. 5. 
Wireless Watch with
Acceleration Sensor
Personal Computer
Health‐Monitor
Software
eZ430
‐z
+z
+y ‐y
+x
‐x
USB Access‐Point
Fig. 5 Overview of the system components 
 
3.2 Data capturing device 
The used eZ430-Chronos watch has the following main 
components as shown in Fig. 6. A three axis accelerometer type 
Bosch Sensortec BMA250, a pressure sensor type Bosch Sensortec 
BMP085, a 96-segment LCD display with backlight, a Buzzer and 
five pushbuttons to operate. The processor of the watch is a 
CC430F6137 Texas Instruments 16-Bit RISC processor, operating 
with up to 20 MHz [13]. The CC430F6137 processor has an 
integrated proprietary sub 1 GHz radio system for wireless 
transmitting data. The processor can achieve a very low power 
consume in active, standby and off mode, which saves the power of 
the watch’s button cell. A compact USB Access Point is also provided. 
Its circuit board contains a second 16-Bit RISC processor with an 
integrated Full-Speed USB Interface and an external radio chip. 
 
Ultra Low Power RISC Processor
LCD Pushbuttons Buzzer
Pressure 
Sensor
Acceleration
Sensor Battery
Digital Output Digital Output Digital Input
Power SPI Interface I2C Interface
Fig. 6 Block schematic eZ430-Chronos Watch 
 
3.3 Data transmission 
The radio core of the watch is Texas Instruments CC1101. It is 
specially designed for battery driven, low power radio below 1GHz. 
The watch is available with the frequency bandwidth 433MHz, 
868MHz and 915MHz. The 868MHz bandwidth is used. The symbol 
data rate of the CC1101 radio core is up to 600KBps and a maximum 
transmit power of +12dBm ~ 16mW [14]. The chip has implemented 
mechanisms for detecting busy radio channels and uses frequency 
hopping mechanism for guarantying an effective data transmission. 
The transmitted packet diagram allows the build-up of peer-to-peer 
and star networks. The data connection modes asynchronous and 
synchronous are available [14]. With the radio core CC1101 the 
communication protocol Texas Instruments SimpliciTI is used [15]. 
The SimpliciTI protocol is proper for low power RF networks. The 
required Flash-ROM size is with approximately 8Kbytes compact, 
also the required RAM size is small with 1 Kbyte RAM. The 
Programming Interface of the protocol is basic. On the aspect of Smart  Science Vol. 2, No. 4, pp. 178-184(2014) 
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saving battery cell power, it is potential to transmit the user data fast 
and then descend the transmitter. 
 
3.4 Capacitive acceleration sensor 
The watch’s acceleration sensor is a Bosch Sensortec BMA250. It 
is a 3 axial, low-g acceleration sensor for consumer market 
applications. The sensor consists of a sensing part with three 
independent senor axis x, y, z and a programmable logic part for the 
processing of the measured acceleration. The chip can be 
programmed with the acceleration ranges ±2g, ±4g, ±6g, ±8g, ±16g. 
The acceleration data is digital delivered by Serial Peripheral 
Interface (SPI) or Inter-Integrated Circuit (I2C) to the microprocessor 
[16]. To determine whether the Parkinson Tremor with its minimal 
accelerating vibration can be detected by the device, the acceleration 
measurement process of the sensing part is investigated. The 
acceleration sensing component is a micro machined semiconductor 
product, which works with the differential capacitive sensing 
mechanism. A differential capacitive sensor is similar to a moving 
plate capacitor, except there is an additional fixed electrode as shown 
in Fig. 7 [17]. This cancels out temperature effects and is less noisy in 
comparison with other semiconductor design methods. The sensing 
device can be sampled with a sampling rate up to 2 kHz, with an 
adjusted acceleration range of ±2g at a device resolution of 3.91mg ~ 
0.04m/s². This is proper for an experimental detecting of Parkinson 
Tremor shaking with the consumer product. However each 
acceleration sample requires energy of the battery cell, therefore an 
energy efficient sampling of the acceleration sensor for days of work 
is suggested. The watch measures with its three axes also the earth 
gravity. The vertical z-axis measures in upright position 1g = 
9.81m/s
2. Depending on the tilt to the vertical gravity line, all three 
axes can contain parts of gravity in their measurement. This error in 
acceleration measurement can be compensated by software algorithm 
or hardware in combination with an additional angle measuring three-
axis gyroscope. 
 
Plate
Plate
Plate
+
‐
V1
V2
Suspension beamed
Proof mass
Vout
Fig. 7 Electric functional principle differential capacitive sensing 
mechanism 
 
3.5. Software design 
The software is graphical software specified for operating on 
home PCs as shown in Fig. 8. The Microsoft Windows 7 operation 
system is therefore selected. For graphical programming the 
Microsoft .NET Framework library Windows Presentation 
Foundation (WPF) is selected. The software stores each sample 
directly in a WPF Data Grid Table row. The acceleration data from 
the axis x, y, z is displayed in real-time with a line graph. With the 
line graph, the Microsoft research project D3 Dynamic Data Display 
is used. The developed statistical diagram for Parkinson Tremor 
Diagnosis also uses the Dynamic Data Display Project. The data 
capturing cycle is processed by a Windows Timer, which works in the 
milliseconds range. Additionally the software can store and load the 
captured data in XML files. It is also possible so send the captured 
health data by Email or export it by a comma separated values file 
(csv) to MATLAB. 
 
Fig. 8 Software GUI with Data Table, Real-Time Acceleration Graph and statistical Tremor Frequency Diagnosis Smart  Science Vol. 2, No. 4, pp. 178-184(2014) 
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3.6 Design of the Parkinson bradykinesia detection 
Human motion is a three dimensional motion measured by the 
three sensor-axis of the acceleration sensor. Especially at the 
Parkinson disease, motion on axis can be detected, which due not 
occur at a healthy person. The Bradykinesia detection state machine 
detects the single gaits cycles of the human gait, counts them and 
calculates the time duration per gait cycle as shown in Fig. 9. For this, 
the watch is mounted at the lower leg. The state machine human gait 
cycle detection, detects each step by the heel strike’s first negative 
edge by a trigger level and the second following larger positive edge 
also by a trigger level. For testing the state-machine, the Lindop 180° 
turn right exercise is performed. 
 
2
detect
n_edge
3
count 
step
1
detect
p_edge
Negative edge 
detected
No positive edge 
detected
 Positive edge 
detected
Detect next 
peak
4
calc step 
duration 
Fig. 9 State machine human gait cycle detection for Parkinson 
Bradykinesia 
 
3.7 Design of the Parkinson tremor detection 
The watch has adjusted a low acceleration sampling rate of 
approximately 15Hz, which saves power. The sampling rate is due to 
the Nyquist-Shannon sampling theorem twice as much the targeted 
bandwidth of 8Hz. The state machine detects and counts the positive 
signal peaks per second as shown in Fig. 10 and 11. At level one a 
positive signal edge larger than 0.3m/s
2 must be detected to get to 
level two, at level two and three a total negative signal edge value of -
2 m/s
2 must be detected for a valid peak count. 
For visualization of Parkinson Tremor shaking detection, the 
different shaking frequency with their duration are displayed in a 
diagram using Microsoft D3 Dynamic Data Display’s dynamic bar 
chart as shown in Fig. 12 where the detected frequency one to eight 
Hz is visualized. 
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Fig. 11 State machine tremor frequency detection 
 
Fig. 12 Parkinson Tremor Diagnosis with dynamic bar chart 
 
 
4. Experimental evaluation 
 
4.1 Parkinson bradykinesia measurements 
To test the designed measurement principle, an experiment with 
two subjects is carried out. The first subject, a 67 years old man has a 
movement disability due to a cerebral apoplexy (Fig. 13). The second 
subject, a 64 year old woman is healthy. Both perform the Lindop 
180° turn task several times, while the watch is mounted on the lower 
leg. For result, the disabled first subject needs by trend three steps for 
the 180° turn, while the healthy subject needed two steps. The Health 
Monitor calculates during the Lindop 180° turn exercise, besides the 
total number of steps, also the length of time for each step. With it the 
slowness of movement per step can be monitored (Fig. 14). The 
realization of the test makes aware, that the heel strike can be damped 
due to a wood floor and thick socks. Also motor disabled people have 
slower motion than a healthy one. The trigger levels for counting the 
steps must therefore be yet manually adapted to the person and the 
test environment. The testing results, that motion cycles of the human 
gait can be detected and evaluated automatic. 
 
4.2 Parkinson tremor frequency measurement 
For testing the frequency detection state machine, the watch is 
mounted on the arm. In practice a Parkinson shaking signals can be 
distributed at once over all three axes and additionally be admixed Smart  Science Vol. 2, No. 4, pp. 178-184(2014) 
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with parts of gravity. For testing the detection state machine the 
shaking signal is detecting acceleration on one horizontal axis. The 
Health-Monitor real-time line graph is set to a timeframe of one 
second. With it, all amplitude per second can be visualized in real-
time. The wireless watch samples with its standard firmware at an 
energy saving sampling rate of 15 Hz. The automatic frequency 
detection is tested manually by visual comparison of the line graph 
and the computer’s calculated frequency display from 1 to 8 Hz. For 
result, the automatic frequency detection works well. 
 
x‐axis vertical
z‐axis forward
y‐axis left,
 right
Ground contact 1 and 2 of the foot
duration t of the gait cycle
Fig. 13 Test person performing the 180° turn task of the Lindop Test 
 
Fig. 14 Automatic time measurement of steps during the Lindop 
Exercise 
 
Fig. 15 Automatic frequency detection at 4 Hz 
 
4.3 Testing the data processing of a hand move 
For evaluating the real-time capabilities of the capturing, the 
Health-Monitor stores timestamps with its data table. With it, the 
duration between two samples can be determined. For testing the data 
capturing a simple move on the horizontal axis is performed with a 
revolution of about 130 samples. The average time per sample is 
determined at 68 ms, the minimum time per sample is at 56 ms and 
the maximum time per sample is at 132 ms of the developed 
application. Therefore a constant sampling rate is targeted. 
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5. Conclusion 
 
In this paper, a smart tool for the Diagnosis of Parkinsonian 
Syndromes in real-time was designed and developed using Texas 
Instruments eZ430-Chronos wireless watches. The Parkinson 
Bradykinesia is detected based on the cycle of a human gait. The 
Parkinson Tremor shaking is detected and differed by frequency 0 to 
8 Hz. A change of frequency and duration is diagnosed in real-time 
with a developed statistical diagnosis chart. The watch acceleration 
sensor detection method can improve the medication of the medicated 
Parkinson Disease patients and specially reduces the number of the 
yet undiagnosed cases. Due to its low-cost and easy-use property, the 
whole system can be used in small clinics as well as home 
environment. 
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1. Introduction 
 
Underwater explosion has important practical significance in the 
field of national defense, national economic construction, biomedical, 
etc. Overpressure induced in the process of explosion will damage 
ships, submarines, torpedoes and other large water craft destructively. 
However overpressure of underwater explosion is difficult to measure 
due to the explosion process is violently and quickly. At present, we 
assess explosive power by means of the water sensor point test. Based 
on the method, tomographic technology is used to reconstruct 
overpressure field of underwater explosion induced shock wave to 
assess blast power in this paper. However, water sensor is expensive 
with high index requirements and complex production process. On 
account of the limitations of economic resources conditions, it is 
essential to select a minimum of sensors and propose optimal 
deployment scheme for the sensors simultaneously [1-2]. 
The layout scheme of sensor is according to the sensors’ type and 
purpose. We should finalize the layout program of the sensor 
according to the specific actual requirements. First, certain criteria 
need to be proposed to determine how to optimize the distribution 
station, which is to find the objective function. Secondly, it is key to 
choose the appropriate optimization methods. Because multi-sensor 
layout can be classified essentially as a combinatorial optimization 
problem, and selecting the appropriate optimization method is not 
only helpful to find the optimal solution, will also optimize 
operational efficiency greatly improved. Some of the current common 
optimization methods include: particle swarm algorithm, neural 
network algorithm, fish, genetic algorithm, simulated annealing 
algorithm, ant colony algorithm. 
Based on the reconstruction with explosion overpressure field, 
four indicators are presented. The optimal sensor layout scheme is 
obtained by use of the four indicators. The genetic algorithm is used 
to optimize the objective function. The method resulted in a better 
distribution station program, and had a good effect on military 
applications. 
 
 
2. The method 
 
This paper, tomographic methods is used to reconstruct 
overpressure field induced by underwater explosion. Namely M 
sensors are laid around the center point of bombing, and after blasting, 
shockwave spread from center point to the M-sensor and formed M 
propagation paths rays. According to the law of the shock wave 
transmission, the reconstructed area is divided into N discrete 
irregular grid cell in accordance with the attenuation law of the 
shockwave. Through the analysis of shock wave signal obtained by 
each sensor array element, we get the shock wave arrival time (travel 
time). Then chromatography is used to rebuild shock wave velocity of 
each grid cell within the test area [3-4]. Finally, according to the 
relationship between speed and the shock wave peak overpressure, 
the speed of each grid values is translated into overpressure and the 
overpressure value of entire the two-dimensional plane surface is 
reconstructed. 
Assume that the shock wave is not transmitted along the 
boundary of the grid unit, and the shock waves spread along a straight 
http://dx.doi.org/10.6493/SmartSci.2014.245 
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line within each grid cell approximately, each sensor corresponds to a 
ray. Travel time namely goes time, it is the time of shock wave 
arriving to the sensor. When the shock wave transmits, their travel 
time is the function of speed and the geometric path. As (1) 
 
      sdr L dr
v
t L
1   (1)
 
Among them, r  is the ray.  is Speed; s  is the reciprocal of 
velocity and we called it slowness; the L is integral path. 
Discretize the above equation, according to the test area meshing, 
for i-rays: 
 



N
j
ij j i d s t
1
) , 3 , 2 , 1 ; , , 3 , 2 , 1 ( N j M i   ，     (2)
 
Among them,  i t : is the i-rays goes time, that is the time of 
shock wave arriving to the sensor;  ij d : i-rays passes through the 
length of the j-th grid ray;  j s : Slowness in the j-grid;  M : Number 
of rays;  N : Number of grids. The above equation is written in matrix 
form: 
 
T DS    (3)
 
Among them,  )' , ( 2 1 M t t t T    is rays go M-dimensional column 
vector;  )' , ( 2 1 N s s s S     is slowness value unknown discrete unit, it 
is unknown N-dimensional column vector. D is a sparse matrix, 
whose elements are ij d . 
n m R D   is the “tomographic matrix” and n < m. The structure 
of the tomographic matrix D  impact on the quality of the 
reconstructed directly, that depends on the sensors configuration and 
the model parameterization. Since the sensor-layout is often fixed to 
improve the structure of the matrix D, and the model parameterization 
plays an important role in determining the properties of the matrix D 
in Eq. (3). 
 
 
3. Layout guidelines 
 
3.1 The rank and eigenvalues 
Solving equations (3) is actually seeking the coefficient matrix D 
inverse matrix. However, in this inversion problem of single 
explosion source coefficient matrix D is generally singular. Since we 
need to solve the problem using the generalized inverse theory, the 
singular value decomposition (SVD) of 
n m R D     can be written as 
 
T V U D     (4)
 
where  m m R U   is an orthonormal matrix of eigenvectors that span 
the data space,  n n R V   , an orthonormal matrix of eigenvectors that 
span the model space, and  n m R    , a sub-diagonal matrix whose 
elements are the singular values of   
D,as 





 
0 0
0 r , ) , , ( 1 r r diag      , i i    0 2 1     r     . 
 
The columns of U are the eigenvectors of DD
T and the columns 
of V are the eigenvectors of D
TD, where D
T denotes the transpose of 
the matrix without loss of generality,  i  the singular values are 
assumed to be arranged in decreasing order; Generalized inverse of 
matrix D can be expressed as
T
r r r
g U V D
1     , its solution vector is: 
T U V S
T
r r r
1    . where r is the number of the singular values outside of 
the quasi-null space, i.e. the effective rank of D In Eq. (3), Ur and Vr 
consist of the first p columns of U and V , respectively, and Σr (a r × r 
matrix) has the corresponding singular values. 
The greater the rank and the larger the singular values of D, the 
more stable the inversion problem and the more independent pieces 
of information may be gained from the data. Now, we can define a 
measurement stability to be maximized as the sum of the normalized 
singular values and the rank (r) of D. Since the singular values of D 
are the positive square roots of the eigenvalues of D
TD, the stability 
index of D, namely the cost function can be defined as: 
 
P E
n
i
i    
1 1
1
1


  (5)
 
where n is the number of the model cells. P is the rank of D, 
1  denotes the maximum eigenvalue of  D DT .  i   denotes the whole 
eigenvalue. E1 is consisted of two parts. The first part reflects the 
relative distribution of singular values. Another reflects the quasi-null 
space. The cost function E1 has the max mum, and any raise in E1 
results in a better conditioned D with smaller quasi-null space [5-6]. 
 
3.2 Condition number of equations 
Stability of equations (3) depends on the condition number of the 
coefficient matrix D. The larger the condition number, the worse the 
stability problems, and vice versa [7]. If the observed data we have 
obtained T has minor changes T  , changes in the solution is S  ,now 
Eq. (3) is written as  T T S S D      ) ( ，  T D S  
1   ， According to 
the nature of the norm are:  T D  
1 S
  ，  S D T  ， so  
T
T
D
S D
S


1 
 ， that 
T
T
D cond
S
S  
) (  . 
Where  1 ) (   D D D cond  is the conditions number of matrix D 
on the solution of the equation. When the coefficient matrix D with 
errors D  , we can get: 
 
T s s D D    ) )( (   , 
D
D
D cond
S S
S 


) ( 

  (6)
 
For the coefficient matrix D with error, relative error of equations 
still depends on the size of the condition number. So the condition 
number of solution is an important indicator to evaluate the quality of 
the equations, and the greater condition number, the more severe 
morbid. Therefore, the number of condition is defined as the second 
evaluation criteria. Smart  Science Vol. 2, No. 4, pp. 185-190(2014) 
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) ( 2 D cond E    (7)
 
3.3 Ray density and orthogonality 
Ray density denotes the number of rays through per image of 
every grid. The main factors that led to the existence of zero-space 
solution of equations are those rays not passing through the grid cell. 
Since ray density is increased to increase the number of non-zero 
elements of the matrix D, to avoid a column vector matrix D is equal 
to zero vector. Ray orthogonality is defined as the cosine of the 
largest angle between rays covering each grid cell. 
This paper, ray density and ray orthogonality is defined as follows: 
 
j
m
i
j S
Dij
density Ray

  1 _ ,  n j m i , , 2 , 1 , , 2 , 1     ；   (8)
 
Where，  j density Ray_  is the density of each grid cell； m is 
the total number of rays； n is The total number of grid cell；  j S is 
the area of grid cell. 
 
)) sin(max( nality ay_orthogo   j R ,  n j , , 2 , 1     (9)
 
Where,  j R nality ay_orthogo  is the density of each grid cell；   
is angle of all rays covering each grid cell. 
Smaller ray density region and less poor orthogonal, inversion 
error is larger; on the contrary, the more reliable the results [8]. So the 
average radiation density and average radiation orthogonality is 
defined as the layout guidelines: 
 
N density Ray E
N
j
j 


1
3 _   (10)
N E
N
j
j 


1
4 ity orthogonal     (11)
 
The mathematical value of E3 and E4  smaller, the greater the 
inversion errors. When laying the sensor, we should make the ray 
coverage widely, distribute evenly, to reduce the number of zero 
elements of the matrix, and to reduce its condition number. 
 
 
4 Optimal sensor layout by genetic algorithm 
 
4.1 Genetic algorithms 
As an efficient parallel global search method, genetic algorithm is 
widely used in many practical problems. The main idea is based on 
fitness function, though applying genetic manipulation for individuals 
of the groups, to achieve an individuals’ iterative process of 
restructuring within the group [9-10]. 
Genetic algorithms are usually grouped into five major 
components. The main steps are: 
(1)  Determining the composition and length of the individual; 
(2)  Initializing evolution algebra t=0, sets the maximum 
evolution algebra T.Generate m individuals to be served as 
initial population M(0) by initialization. Each initial 
individual is the potential solutions of the problem. 
(3)  Get the fitness U (m) of each individual in population M (t). 
According to the fitness of individual to make a survival of 
the fittest. 
(4)  Perform genetic manipulation. After this process, 
individuals produce offspring C(t), the offspring continue 
to be evaluated the merits of the operation. Select the best 
individuals to form a new population M (t +1); 
(5)  Termination condition. When  T t  ,  1  t t  and return 
proceed to step (3) and (4). If  T t  , namely exceeding the 
maximum evolution algebra set given in advance, fitness 
maximum of the individual is the optimal solution. 
 
4.2 Genetic algorithm design for sensor layout 
4.2.1 Population initialization and fitness function 
Getting the right population size by initialization is also very 
critical part of the algorithm [13]. The population size has a direct 
impact on the algorithm execution. If the population size is too small, 
it will make the algorithm jump into local optimal. This will lead to 
the computation time lasting too long. 
In the genetic algorithm, fitness reflects the individual's 
performance. Make the survival of the fittest for individuals 
according to fitness. In this paper, establishing the appropriate fitness 
function based on the four evaluation indexes mentioned above. 
From the analysis above, the larger value of E1, the more stable 
the inversion results, while the larger value of E3 and E4, the greater 
the ray density and orthogonality, finally the better the reconstruction 
results. However, for different models, there are different sensitivity 
in each index. These four indicators can be weighted to establish 
fitness function. 
 
4 4 3 3 1 1 E w E w E w f         (12)
 
In the actual simulation operation, according to sensitivity of 
different models for each indicator, we select the appropriate weights. 
 
4.2.2 Genetic strategies 
In the genetic algorithm, encoding is representing the solution of 
the problem with the chromosome number .That is a very important 
part of the genetic algorithm. This paper adopts the real number 
coding strategy [13]. 
Three main genetic operators of genetic manipulation are 
selection, crossover and mutation: 
(1)  Selection. Round gamble method is used in this article. 
(2)  Crossover. Selecting two individuals (chromosome number 
string) randomly to make a pair from the population 
according to a certain probability P1. Exchanging the two 
individuals or their certain parts (genes) to form two new 
individuals (offspring) by the rules. The paper adopts two-Smart  Science Vol. 2, No. 4, pp. 185-190(2014) 
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point crossover. 
(3)  Mutation. There are many basic mutation operation 
methods. This article makes a random mutation in 
accordance with probability P2. 
 
 
5 Modeling and simulation 
 
5.1 Model strategies 
According to the propagation of shock waves, we adopt sub-
regional multi-scale model. In a square waters, burst point located in 
the center, sensors located throughout the border and coverage 
measured area possible as multi-faceted, to reconstruct the two-
dimensional velocity field of the entire region. Requirement: 
combining these indicators, seek the minimum number of sensor 
needed and the optimization of layout program to reconstruct the 
velocity field of underwater explosion. And the reconstruction AE 
(average error) is less than 7%. 
 
 
represents the center of the burst point 
represents sensors 
Fig. 1 The reconstruction model used in this paper 
 
As Fig. 1, according to shock wave attenuation, the square 
explosion zoning 3232 m
2 is divided into four sub-regions: Near-
field (0 to 4 meters), the second near-field (4 to 6 meters), midfielder 
(6 to 10 meters), the far field (10 to 16 meters). Each sub-region is 
divided into grids of different scales. As Fig. 1, the entire area is 
divided into 244 grid cells with different sizes and different resolution 
in the model. 
 
5.2 Simulation analysis 
5.2.1 Optimize layout of sensors 
First, the layout of the sensors has to ensure that each grid was 
covered by ray so that the problem is solvable. Then improve the 
equation (3) by adjusting the position of the sensor based on this state. 
Here is a fixed number of sensors 30. Can also be 40 sensors or 50 
sensors. They have the same change rule. Make different layouts 
using genetic algorithms, and analysis result from the proposed 
indicators E1, E2, E3, E4, eigenvalue, and reconstruction error above. 
Observe the laws between different sensors layout and these 
indicators. 
 
Table 1 Variation law of each index for 30 sensors under different 
layouts 
 
E1 
(E(D)) 
E2 
Cond(D)
E3 
Orthogonality 
E4 
Density
AE 
Average 
error 
one 37.5091  73.3828  0.9499 0.9740 6.9839%
two 37.4310  53.4748  0.8939 0.9734 7.0285%
three 37.4092 53.6204  0.8930  0.9725 7.0309%
four 37.4031  53.4251  0.8930 0.9664 7.0314%
five 36.1877  60.1971  0.8921 0.9655 7.1000%
six 36.1433  17.3968 0.8771 0.9644 7.1671%
seven 36.0512 19.2884  0.8770  0.9621 7.1899%
 
 
Fig. 2 shows: First, for seven different layouts, each group has 30 
different eigenvalues, indicating that the layout makes coefficient 
matrix D distribute by full rank. Second, with seven curves descend 
successively from top to bottom, the eigenvalues reduced 
successively and reconstruction accuracy also reduced successively. 
These show that the criteria E1 has a great influence on the accuracy 
of the reconstruction, the smaller the eigenvalues, the lower the 
accuracy of the reconstruction. Then, observed the changes of other 
indicators in Table 1. As E1, E3 and E4 is smaller, the mathematical 
properties of D getting worse, the error becomes bigger and bigger. 
In summary, the above four indicators directly affect the 
reconstruction accuracy. When the number of sensors is decided, 
adjusting the layout of the sensors, reducing the condition number of 
equations, improving ray coverage, making the equation is relatively 
stable, thereby to improve the accuracy of the reconstruction. 
 
5.2.2 Minimum number of sensors 
The purpose is to optimize the layout of the sensor to reconstruct 
explosion field using a small number of sensors as far as possible. As 
following, we reduce the number of sensors on the basis of the 
genetic algorithms from 30 sensors, until genetic algorithm cannot 
find a smaller number of sensors to reconstruct the model. The results 
as follows: 
As Fig. 3, eigenvalues of matrix DD
T corresponding to different 
sensors distribute. Each set of sensors are full rank distribution. The 
curve 30 sensors located in the top, and the curve is longest. That 
indicated the eigenvalues of 30 sensors is the largest and most. As the 
number of sensors is reduced, the eigenvalues is reduced and 
becomes smaller. This trend described that the more sensors, the 
larger and much eigenvalues, the behavior of equation, is better and 
the solution is relatively stable. 
As Table 2, with the reducing sensors, indicators E1, E3 and E4 
gradually decrease. This indicates that mathematical properties of D 
are getting worse, ray density and the orthogonality becomes smaller. 
Looking from the results of reconstruction, fewer sensors, the larger 
reconstruction error, the worse reconstruction results. Smart  Science Vol. 2, No. 4, pp. 185-190(2014) 
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The simulation analysis shows that at least 24 sensors are needed 
to cover each grid cell in this model. As Table 2, when there are 50 
sensors, the reconstruction error is 5.0267%. When there are 30 
sensors, the reconstruction error is 6.7894%. As the number of 
sensors is reduced, the average error becomes larger and larger. And 
when there are 24 sensors, the reconstruction error is 7.3310%. This 
can be seen: the accuracy of the reconstruction depends largely on the 
number of sensors. 
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Fig. 2 Eigenvalues distribution of 30 sensors under different layouts 
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Fig. 3 Eigenvalue distribution of the different number of sensors 
 
Table 2 Variation law of each index for different sensors 
 
E1 
(E(D)) 
E2 
Cond(D) 
E3 
Orthogonality 
E4 
Density 
AE 
Average 
error 
Sensor=24 30.936 8.4283  0.8480  0.7897  7.3310%
Sensor=25 32.662 105.940  0.8994  0.8122  7.1687%
Sensor=26 32.8381 612.314  0.9148  0.8424 7.1091%
Sensor=27 33.163 598.054  0.9224  0.8810  7.0305%
Sensor=28 33.572 258.4  0.9309  0.9055  6.9418%
Sensor=29 34.7871  115.57  0.9378  0.9345 6.8350%
Sensor=30 35.780 215.23  0.9837  0.9590  6.7894%
Sensor=50 57.888 558.538  0.9937  0.9930  5.0267%
 
 
5.2.3 The final program 
Through the analysis above, rebuilding the region need at least 24 
sensors, and the reconstruction AE(average error) is 7.3310%, that 
does not meet the reconstruction requirements. In order to meet the 
reconstruction requirements, here we put 24 sensors about the border 
to ensure the reconstruction, then, increase the sensors gradually to 
improve the accuracy of the reconstruction. When a sensor is 
increased, make the whole of sensors achieve the optimal layout by 
genetic algorithm .The same time, recording the accuracy of the 
reconstruction and the indicators. 
After simulation experiment, we found that adding sensors to 28 
sensors, that can meet the accuracy requirements. So the final number 
of sensors used is 28, and its result as following: The average error of 
reconstruction AE=6.9481%, it meet requirements. Simultaneously, 
E1=33.5722, E2=258.4, E3=0.9309, E4=0.9055. 
 
 
6. Conclusion 
 
First of all, a scheme of explosion overpressure field 
reconstruction has been put forward in this paper. Based on this 
scheme, we adopt the Sub-regional multi-scale model strategy for 
explosive field. Secondly, from reconstruction of the explosion field 
aspect, four indicators are presented. The optimal sensor layout 
scheme is obtained by use of the four indicators. and establish a 
program for optimizing the layout. Finally, the paper has the 
following conclusions: 
(1)  Sub-regional multi-scale mesh model can meet the needs 
of different resolution requirements of near field, midfield 
and far field. It has strong anti-interference ability and 
saves the sensors at the same time. 
(2)  When arranging the sensors, we should try making the 
rank of ray path matrix the bigger the better. And it is the 
same with the feature value, ray density and ray 
orthogonality. But the less the number of conditions is, the 
better. 
(3)  Reconstruction accuracy is largely dependent on the 
number of sensors. So in actual test, we save the cost at the 
expense of accuracy of reconstruction by reducing the 
number of used sensors, and to achieve high precision, we 
need to increase the sensors. 
(4)  Combined with the actual situation, in the real experiment 
we can make use of the four indexes proposed in this paper 
to establish the appropriate fitness function. By genetic 
algorithm, we can find out the minimum number of sensor 
needed and the optimization of layout program to save the 
experimental cost. 
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1. Introduction 
 
Bone disease and fracture are serious health issues in the medical 
science. Bone grafting is the most common practice used for repair of 
bone defects. Bone for the graft may be supplied from another site on 
the individual (autogenous graft) or from another person or a cadaver 
(allogeneic graft). Bone grafts from other species (xeno graft) have 
been attempted but are not recommended due to poor outcomes. 
Therefore, standard bone grafts used are autogenous and allogeneic 
bones [1]. Most common problem associated with collection of 
autogenous bones is that it can damage the healthy tissue. On the 
other hand, recipients of allogeneic bones may succumb to viral and 
bacterial infections from the donors. Amount of autogenous and 
allogeneic bones that can be given to the patients are always limited. 
In the light of this situation, artificial bone regeneration materials that 
do not pose viral and bacterial infections, do not damage any healthy 
tissue and can be supplied for any quantity at any time to the patients 
is one of the major challenging requirements of medical science. 
Bioactive glasses and metallic implants can be the possible candidates 
for artificial bone regeneration materials. Due to the several superior 
properties of bioactive glasses over metallic implants including 
temperature independence, bio inert, bioresorbable, better scaffold 
and able to provide the friendly environment for the growth of soft 
and hard tissues, bioactive glasses can be preferred candidates than 
metallic implants for bone regeneration applications. Bioactive 
glasses have widely recognized ability to improve bone formation and 
to bond to surrounding bone and soft tissues. Rate of growth of 
hydroxyapatite (HAp) layer on the surface of the bioactive glass has 
been found to be slow [2-3] and enhancing the growth rate is one of 
challenging tasks in the research area of bioactive glasses. 
First bioactive glass was prepared by Larry Hench with 
composition 46.1 SiO2- 29.2 CaO-2.4 P2O5 – 26.2 Na2O. This glass 
was commercialized as 45S5 Bioglas® [4]. After that many research 
groups have made attempts to improve the content of silica with the 
above mentioned glass components. Glass with high content of silica 
may be better for biomedical applications due to following reasons: (1) 
Content of silica play the vital role for polymerization of Si-O-Si 
groups which further lead to formation of amorphous calcium 
phosphate layer. Later on, this amorphous layer is converted into 
crystalline calcium phosphate layer known as apatite layer. Growth of 
apatite layer is prerequisite for observing the bioactive nature of the 
glass sample. (2) Silica is a glass network former with bond strength 
greater than 80 kcal/mol. Therefore, high content of silica in the glass 
sample may provide better rigidity to the sample. (3) High silica 
content bioactive glasses can be ideal coating materials for bio inert 
titanium based alloys. 
45S5 bioglass was prepared by using traditional melt quenching 
processes. There are many other methods for the preparation of 
glasses like sol gel method, chemical vapor deposition etc.. Sol gel 
technique has many advantages over traditional melt quenching 
technique including better surface area, porous nature of samples, low 
temperature synthesis etc.. 
In the light of this situation, authors have prepared glass sample 
with high content of silica (~70 mole%) by using sol gel technique 
and analyzed its bioactive behavior in terms of several parameters 
including rate of formation of apatite layer. All the components of the 
synthesized glass and 45S5 glass are same but contents of the glass 
components are different. 
http://dx.doi.org/10.6493/SmartSci.2014.256 
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2. Materials and methods 
 
Authors have prepared 70SiO2-15CaO-10P2O5-5Na2O bioactive 
glass sample by using sol gel method. The solutions to obtain glasses 
are prepared from the stoichiometric amounts of tetraethyl 
orthosilicate (TEOS), tri ethyl phosphate (TEP), Ca(NO3)2.4H2O and 
NaNO3 (AR grade). 1 M HNO3 has been used as the catalyst for 
hydrolysis process. TEOS has been added into 1 M HNO3 solution 
(TEOS and H2O molar ratio equal to eight) and solution has been 
kept stirring up to one hour to complete hydrolysis. TEP, calcium 
nitrate tetra hydrate and sodium nitrate were added into solution 
under vigorous stirring. After one hour of vigorous stirring, 
transparent solution was obtained. Ammonia water was added as a 
jellifying agent. During addition of ammonia into solution, gel was 
formed due to fast condensation process. Solution was kept in air 
tight beaker. After the 3 days of aging, gel was heated up to 40°C for 
12 hrs and 200°C for 4 hrs. Product had been calcinated up to 700°C 
for 5 hrs. Prepared samples had been crushed in agar and mortar. To 
check the bioactivity of prepared samples, authors have used Tris – 
Simulated Body Fluid (SBF). SBF have ion concentration equal to the 
blood plasma. Tris – SBF was prepared as per the recipe reported by 
Jalota, Bhaduri and Tas [5]. 
 
 
3. Results and discussion 
 
3.1 XRD studies 
XRD pattern of bioactive glass has been obtained by Bruker D-8 
focus machine. Amorphous nature of material has been confirmed 
with the absence of sharp peaks in XRD pattern before in vitro 
analysis but sharp peaks of apatite layer have been observed after 3 
and 7 days when samples have been kept in SBF solution (Fig. 1 (a)). 
Appearance of peaks with the passage of time indicate the formation 
of the apatite layer within 3 days. On seventh day, clear peaks of 
apatite layer at 10.91
0, 25.57
0, 28.1
0, 29.16
0, 31.99
0, 32.16
0, 34.18
0, 
40.07
0 and 46.97
0 have been observed. The location of peaks match 
with calcium phosphate hydroxide (Hydroxylapatite), JCPDF no. 
086-0740. XRD results indicate the bioactive nature of prepared 
sample. 
 
3.2 Raman investigations 
The vibration of bonds in sample has been investigated by 
Ranishaw inVia Raman Spectrometer. 785 laser with the range of 250 
to 1100 cm
-1 wavenumber has been employed. Presence of 
symmetrical vibration of phosphate bonds and hydroxylapatite bond 
is clearly visible at 570-611cm
-1 and 963-965cm
-1 [6] respectively 
after 3 and 7 days in vitro analysis. Sharp peak has also appeared 
around 1070 cm
-1 indicating the presence of carbonate ions (Fig. 1 
(b)). 
 
3.3 FESEM and EDX studies 
Surface morphology of sample has been studied by using ZEISS 
Supera 55 scanning electron microscope. Surface morphology of the 
sample has been investigated before in vitro analysis and after 3 and 7 
days in SBF solution. Change on the surface of sample can be noticed 
clearly. EDX patterns indicate presence of calcium and phosphorus. 
Intensity of peaks increase gradually with increase in the time period 
of sample in SBF. Therefore, EDX confirm the increase in the content 
of calcium and phosphorus. XRD and Raman study provided the 
information that calcium and phosphate increase in the form of 
Hydroxylapatite. Trends of variation in the content of calcium, 
phosphorus and silicon are shown in Fig. 2. 
 
Fig. 1 (a) XRD pattern of prepared sample before and after  in vitro 
analysis, (b) Raman spectrum of sample before and after in 
vitro analysis 
 
Fig. 2 (i), (iii) and (v) FESEM images of sample before and after in 
vitro analysis and (ii), (iv) and (vi) EDX graphs of sample 
before and after in vitro analysis Smart  Science Vol. 2, No. 4, pp. 191-195(2014) 
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3.4 TG-DTA-DTG studies 
Thermal behavior of prepared bioactive glass has been 
investigated by EXSTAR TG/DTA 6300 instrument up to 1400°C 
with the increase in temperature 10°C per minute. Graphical 
representation of thermal behavior of sample is presented in Fig. 3. 
From the TG curve, it can be concluded that major weight loss has 
occurred in three stages; (i) up to 500°C, total weight loss is 6.85%. 
This may be due to the evaporation of adsorbed water and ethanol 
molecules. (ii) from 501°C to 700°C, total weight loss is 6.72%. This 
weight loss may be due to decomposition of precursor and 
evaporation of nitrates from sample. (iii) in third stage, weight loss is 
2.37% in the temperature range of 701 to 1400°C. This may be due to 
formation of crystalline phases in sample and decomposition of 
precursors. DTA curve shows some exothermic small peaks at 293°C, 
614°C, 827°C and 863°C which also indicate the loss of water, 
nitrates and decomposition of polymer. After 863°C, glass 
diversification curve has been observed. 
 
Fig. 3 TG-DTA-DTG graph of bioactive glass 
 
3.5 In vitro cell toxicity and drug release studies 
3.5.1 Cell toxicity studies 
Glass sample has been observed to be non-cytotoxic as per the 
following procedure. MTT (3-[(4, 5-dimethylthiazol-2-yl)-2, 5-
diphenyl] tetrazolium bromide) assay has been used for this purpose 
[7]. 10 mL sheep blood was taken into injection syringe containing 3 
mL Alsever’s solution (anticoagulant) which was subsequently 
transferred to sterile centrifuge tubes. The blood was centrifuged at 
1600 × g at room temperature for 20 mins to separate the plasma from 
the cells. The supernatant was discarded and 6 mL phosphate buffer 
saline (PBS) was added which was further centrifuged. The red blood 
cells (RBCs) were washed thrice with PBS by centrifugation 
technique and the pellet was re-suspended in 6 mL of PBS. Various 
dilutions of these cells using PBS were prepared and counted with the 
help of a haemocytometer under optical microscope so as to obtain 
cells equivalent to 1x10
5 CFU/mL. The following formula was used 
to determine the required number of cells; 
 
Number of cells/mL = Number of cells counted in 25 squares ×
  Dilution factor × 10
4 
(1)
 
The cell suspension thus prepared was dispensed into Elisa plates 
(100 µL/well) and incubated at 37°C for overnight. The supernatant 
was removed carefully and 200 µL of the compound (glass sample 
dissolved in DMSO) was added and incubated further for 24 hrs. 
Supernatant was removed again and added to 20 µL MTT solutions (5 
mg/mL) to each well and incubated further for 3 hrs at 37°C on 
orbital shaker at 60 rpm. After incubation, the supernatant was 
removed without disturbing the cells and 50 µL DMSO was added to 
each well to dissolve the formazan crystals. The absorbance was 
measured at 590 nm (Fig. 4) using an automated micro-plate reader 
(Biorad 680-XR, Japan). The wells with untreated cells served as 
control. 
MTT assay is a colorimetric assay which is based on the capacity 
of mitochondrial succinate dehydrogenase enzymes in living cells to 
reduce the yellow water soluble substrate MTT into an insoluble, 
purple coloured formazan product which is measured 
spectrophotometrically. Reduction of MTT can only occur in 
metabolically active cells, wherein, MTT is converted to insoluble 
formazan crystals that are dissolved in DMSO and the absorbance of 
purple coloured solutions directly represents the viability of the cells. 
In the present study, 70.3% of the viable cells were observed 
indicating non-cytotoxic nature of the glass sample. 
 
Fig. 4 Absorbance of MTT assay for cytotoxicity measurement 
 
3.5.2 Drug release studies 
Experimental procedure adopted by the authors for the study of 
gentamicin encapsulation is as follows. 2gm of prepared sample has 
been immersed in 40ml of gentamicin solution (10mg mL
-1). Sample 
has been kept in the solution up to 24 hours. After filtering the 
powder and drying at 40°C up to 48 hours, in vitro release of 
gentamicin from the drug-loaded bioactive glass is carried out in 
incubator at 37°C. 2gm of powder is dipped in the 20ml of Tris SBF 
under 37°C. After regular interval of time, few mL of solution was 
taken for UV analysis. The release medium was withdrawn at the 
predetermined time intervals and replaced with fresh SBF solution 
each time. After 60 hrs, drug released content reached to almost 90 %. 
Calibration curve for gentamicin is determined by taking 
absorbance vs gentamicin concentration between 0 to 2mg mL
-1. 
Further, calibration curve is fitted with Beer- Lambert law; 
 
A = 1.21742C + 0.01877  (2)Smart  Science Vol. 2, No. 4, pp. 191-195(2014) 
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Where A and C are absorbance and concentration (mg mL
-1). 
Corrected concentration of sample is calculated with the help of 
following equation. 
 
C(t)corr. = C(t) +   /V  ∑   t     
      (3)
 
Where C(t)corr, C(t), and V are corrected concentration at time 
t ,apparent concentration at time t, volume of sample taken and total 
volume of medium (SBF). 
Several antibiotics including Ibuprofen, penicillin and gentamicin 
can be used for encapsulation. Authors have preferred gentamicin 
because pore size of prepared sample is 47nm and size of gentamicin 
molecule is almost 0.52 × 1.53nm. This indicates that gentamicin 
molecules can be loaded in the mesoporus channels. Our sample has 
high content of silica (~ 70 mol%) indicating higher number of Si–
OH groups on the surface sample. Si-OH groups can have good 
interaction with gentamicin molecules through hydrogen bonding [8] 
which may enhance encapsulation of gentamicin by our glass sample. 
 
3.6 pH studies 
pH value of sample has been studied after regular interval of time. 
Trends of pH value are provided in Fig. 5. pH of sample had started 
from 7.4 and reached up to 8.8 pH of sample has varied with in small 
narrow range of 1.42. pH values indicate the non-acidic nature of 
sample which is very useful for the growth of hard and soft tissues. 
 
Fig. 5 Drug release and pH behavior of bioactive glass 
 
3.7 BET studies 
Brunauer–Emmett–Teller (BET) analysis has been undertaken by 
micrometrics ASAP 2020 to find out the surface area and porous 
nature of prepared sample. N2 adsorption- desorption phenomena has 
been studied to obtain desired results. BET surface area has been 
calculated by using all adsorption data points from .01 to 1.0 ( total 
points 46) in the relative pressure (P/Po). In order to calculate the 
pore size, the Barrett–Joyner–Halenda (BJH) desorption method 
(relative pressure from 1.0 to .12, total 16 points) has been preferred 
over adsorption method because desorption is carried out at low 
relative pressure which is useful for thermodynamic equilibrium [9]. 
BET surface area of prepared sample has been evaluated as 47.02 
m
2/g. whereas, BJH desorption cumulative pore volume and average 
pore width have been evaluated as 0.6618cm
2/g and 43nm 
respectively. Porous nature of bioactive glasses is very useful for the 
growth of apatite layer in the sample and hence, improving the 
bioactivity of the sample [9-10]. Poor bioactivity has been reported at 
high content of silica (more than 60 mol%). Observation of good 
bioactivity even at high content of silica in our sample may be due to 
the porous nature of sample. Pores increase the surface area and 
provide the extra surface for the growth of apatite inside the sample 
which enhance the apatite growth [11]. When porous material is 
dipped in to SBF then pores act like small capillaries and intake of the 
solution takes place due to osmosis process. Rate of growth of apatite 
layer improves when there is increase in the surface area of sample 
which comes in contact with SBF. Our glass sample has shown good 
surface area value. 
 
 
4. Conclusion 
 
From above results and discussion, following points can be 
concluded; 
 Prepared sample is bioactive in nature even at high mole 
percentage of silica (~ 70 %). 
 It is observed that our quaternary system has shown better growth 
rate of apatite (within 3 days) as compared to other system 
reported with 70 mol % silica (6-12 days) [12]. 
 It is reported that high content silica glass is a good material to 
coat the titanium based alloy [13]. Therefore, our glass 
composition can also be used as a coating material for the bio-
inert alloy for biomedical applications. 
 Due to porous nature of sample, reported glass composition has 
shown good response in the drug delivery applications. 
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1. Introduction 
 
MES provides overall solutions on information integration of the 
manufacturing enterprises, and controls information of manufacturing 
process for the production and integration of information upstream 
and downstream. And it can help companies change the production 
management and enhance the efficiency fundamentally. MES can 
provide users with a quick response to the flexible, sophisticated 
manufacture environment and help companies reduce costs on time 
delivery, improve product and service quality. MES is directly related 
to the production, operation and management efficiency. Shop 
schedule is an important function module of MES. As showed in Fig. 
1. Scientific and reasonable schedule scheme allows companies to 
maximize the reduction of production costs and improve corporate 
reputation, so it can enhance the competitiveness of enterprises. It is 
very important to do research in MES shop scheduling system. 
Currently, the shop scheduling algorithm is a hot and difficult 
research to experts and scholars all over the world. Many 
sophisticated algorithms have been proposed so far, such as the 
intelligent optimization algorithm. It is an important trend to 
integrating the intelligent optimization algorithms into shop 
scheduling system in scheduling currently. 
In modern manufacturing production systems, the source is highly 
shared. Different types of artifacts come into the system will compete 
for shared resources. If we lack of effective scheduling, deadlock will 
happen. If not treated, the task of the system may always block down, 
affecting the entire system, making the system crash. This will give a 
huge loss to the enterprise. So far, many experts and scholars have 
introduced deadlock concept into production scheduling and achieved 
important research results. Based on the existing research results, we 
propose dynamic buffers deadlock scheduling, considering the 
increase in the cost and schedule performance of the buffer, enabling 
enterprises to minimize costs and risks. 
 
2. MES in scheduling 
 
Now modern manufacturing enterprises are facing increasingly 
diverse user needs, shorter product life cycles, and the pressure of 
market competition. If enterprises want to survive and develop, it 
must reduce stock and save cost. On the other hand, the enterprise 
must react quickly to the market changes from minute to minute, and 
this also means to maintain a considerable number of products and 
raw material stock. In order to solve such conflicts, enterprises need 
to set efficient scheduling system in MES. 
 
2.1 Production scheduling description 
Production scheduling puts production operations in sequence and 
distributes resources and time. Satisfying certain constraints at the 
same time, such as the relationship between jobs successively, the 
predetermined completion time, the earliest start time, and resource 
capacity, etc. making a criteria optimal, such as the completion of the 
shortest and tardiness shortest time and lowest cost, etc. [1].
http://dx.doi.org/10.6493/SmartSci.2014.258 
 
 
Deadlock-free Production Scheduling with Dynamic Buffers in 
MES 
 
Taiping Mo1,*, Shengjuan Liao2 and Wei Mo2 
1School of Mechano-electronic Engineering, Xidian University, Xi'an, China 
2School of Electronic Engineering & Automation, Guilin University of Electronic Technology, Guilin, China 
* Corresponding Author / E-mail: mtp_gd@163.com, TEL: +86-773-2291522, FAX: +86-773-219-1519 
 
KEYWORDS : MES, Production scheduling, Dynamic buffers, Deadlock 
 
 
In order to enable enterprises to change the production management mode and improve efficiency, MES provides overall 
solutions to information integration of manufacturing enterprises. Production scheduling is an important functional module 
in MES, and research of shop scheduling in MES has important significance. The concept deadlock is first put forward by 
computer science researchers who are engaged in resource allocation in the operation system. Modern manufacturing 
enterprises need to process complex workpieces with different processing step, so it is easy to produce a deadlock in the 
production process. A deadlock will bring many serious consequences for the system. Equipping with enough buffers can 
solve the problem of deadlock. However, it is costly and there is even no way to allocate buffers in some manufacturing 
industries. Considering the buffer cost and scheduling index, this paper puts forward the dynamic buffers deadlock-free 
scheduling to reduce cost and lower risk of the enterprise to a minimum. 
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Fig. 1 MES Functional model diagram [1] 
 
Description scheduling problems often involve the following 
concepts: 
  Collection of devices (machine) M= {1, 2, 3,  ， 4 ..., m}, 
indicating the completion of production tasks m devices. 
  Collection of tasks (job), J= {1, 2, 3,  ， 4 ..., n}, represents n-
production tasks to be processed. 
  Collection of source R={1, 2, 3, 4, ..., s}, indicating the 
completion of production tasks requires various resources, 
such as personnel, materials, tools, CNC machine tools used 
in the tray and NC code and so on. 
  Set of operations Oj={1, 2, 3, 4, ..., k}, indicates that the task 
j, k is a set of operations, task j is the i-th processing 
operation, and the operation time is denoted by Oji, operation 
can be understood as a process of production tasks. 
Another key to describe scheduling is optimization goal. 
Production scheduling problem has many optimization goals, usually 
production costs and production time are the most common and most 
meaningful two indicators. From the production cost aspects to 
consider, including inventory least, WIP least, maximum utilization of 
equipment, etc. From the production time considerations, their 
optimization goals are minimum completion time, and meet delivery, 
the minimum flow time and minimum waiting time. Scheduling 
algorithm designed to take into account all of the indicators are not 
realistic, the best approach is to consider the weight of each index and 
then according to the specific situation to determine which is the 
target priority. 
 
2.2 MES scheduling difficulties 
Production scheduling is an important function of MES. Problems 
which based on workshop production scheduling have been the 
emphasis and hotspots of MES science researchers. Overall, MES 
production scheduling problems and other scheduling problems are 
same basically. But it has the following difficulties: (1) MES 
scheduling emphasizes global process optimization. Simple workshop 
or production unit does not necessarily produce the optimal global 
optimization, in the production of manufacturing enterprises as a 
whole within the plan, to develop a single scheduling scheme is 
almost impossible. This scheduling problem solving space needs to be 
broken down into production units and the planned intervals. 
Facilitate is solved. MES is the role of corporate ERP and upper 
bridge between the underlying PCS which also requires scheduling 
requirements and the organizational structure and decision-making 
layer association. (2) Forms of scheduling objectives. MES 
scheduling integrated indicators need to be considered, such as time, 
energy and material consumption, machine utilization, etc. Key 
consideration is how to be a trade-off between the numbers of 
indicators in order to achieve the best results. (3) A mismatch between 
theory and application. Scheduling problem is studied for decades, 
but it is really used in actual production rarely, the application to the 
MES system and received good results even less. (4) Scheduling and 
dynamic scheduling uncertainty integrated the problem more difficult. 
MES scheduling problem data are from actual production workshop. 
However, the production site data is uncertainty, incompleteness and 
diversification characteristics, meanwhile, MES requires scheduling 
system can achieve dynamic scheduling, real-time response to 
changing workshop. So, MES scheduling problem will become 
difficult increasingly. 
 
2.3 Importance of production scheduling 
Manufacturing enterprise production environment is not an ideal 
environment, resource is always constrained, so shop scheduling for 
the manufacturing process is necessary. There are several components 
of the process required a number of different routes. If there is enough 
machine equipment and production resources allocated to each line of 
processing, scheduling problem does not exist. But this ideal situation 
is not occurred. For enterprises, a sufficient number of machine tools Smart  Science Vol. 2, No. 4, pp. 196-201(2014) 
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and production resources will result in tremendous waste of resources 
and an increase in manufacturing costs. Almost all companies are 
faced with this situation. That is, the number of parts and the 
corresponding processes are more than machine tools and other 
productive resources, which resulted in scheduling problems. 
Production scheduling task is "how to arrange the order of 
processing operations and rational allocation of the limited 
manufacturing resources so that the processing operations in the 
processing is completed within a reasonable time." Scheduling 
controls the production stably and orderly execution. Good 
production scheduling can shorten the flow of time in the workshop, 
reduce in-process inventory, ensure on-time delivery, and then it can 
realize advanced manufacturing, improve production efficiency and 
enhance the competitiveness of enterprises. 
 
 
3. Deadlock of scheduling 
 
3.1 MES production scheduling deadlock 
In traditional manufacturing systems, for the large quantities and 
single type of producing and the same machining steps, deadlock 
does not occur. However, for the modern manufacturing systems, the 
necessary conditions which will produce a deadlock have been met. 
Since many systems are equipped with adequate buffer, a deadlock 
situation is rare. However, for some emerging manufacturing 
industries department, systems are often not equipped with sufficient 
buffer, even without buffers. In this case, avoiding deadlock which is 
the problem to be solved in this paper becomes very important. 
 
3.2 Deadlock analysis and solution 
Resource consumption means the mutually exclusive condition 
occurs after a process or an operation applying the resources, which 
makes the relevant processes or operations cannot continue to run 
without external force for the lack of necessary resources. These will 
result in a deadlock. Deadlock problem was first introduced by the 
computer science research workers who are engaged in the 
distribution of resources in the operating system. Coffman gives four 
necessary conditions of a deadlock occurring are “exclusive”, “no 
preemption”, “occupation and waiting for conditions”, “circular wait” 
[2]. 
1.  Exclusive: resources can only be assigned to a certain task 
or idle. Two tasks cannot occupy resources simultaneously. 
2.  Non-preemptive: resources cannot be preempted and they 
can be only released by the tasks which occupy them (Task 
is completed corresponding process). 
3.  Occupancy and wait: tasks have already occupied certain 
resources task request additional new resources. But these 
new resources are being occupied by other tasks. 
4.  Cycle wait: there is a set of resources {p1, p2, …, pn}, p1 is 
waiting for the resources occupied by p2, p2 waiting for the 
resources occupied by p3, ..., pn waiting for the resources 
occupied by p0. 
Fig. 2 A deadlock state in manufacturing systems 
 
Work-pieces in manufacturing systems make use of the resources 
by the way of exclusive. It occupies the resources while waiting for 
the next resource. The resource can only be released by the one who 
is occupying them and can’t be forced to be occupied by other task, 
which will satisfy the above-mentioned include exclusive, non-
preemptive, take up and wait for the three necessary conditions for 
deadlock. Therefore, in manufacturing systems, the emerging of 
deadlock is due to a request of the resources which is occupying in 
the same collection. As shown in Fig. 2. In a manufacturing cell, there 
are three machine tools and a robotic arm. The existing three tasks 
were processed on three machines. The process of the current and the 
next are arranged as Table 1, which will produce a deadlock. 
 
Table 1 Processing Flow 
Task 
Currently occupied 
resources  Requested resource 
Task 1  Machine tool 1  Machine tool 2 
Task 2  Machine tool 2  Machine tool 3 
Task 3  Machine tool 3  Machine tool 1 
 
 
Three different strategies to solve the deadlock problem: deadlock 
detection/recovery, deadlock prevention and deadlock avoidance. 
1.  Deadlock detection/recovery 
Detection/recovery strategy utilizes a monitoring mechanism 
to detect deadlocks and provide a method to release the 
resources in the state of deadlock. 
2.  Deadlock Prevention 
Deadlock prevention methods ensure that the necessary 
conditions for deadlock cannot be met during the resource 
allocation. During the process of prevention, adding static 
rules to restrict the interaction between processing flow and 
resources. 
3.  Strategy of Avoiding Deadlock 
Strategy of Avoiding Deadlock is a dynamic method, which 
uses the current state information and workflow to control 
the allocation of resources. 
Deadlock detection/recovery gets higher resource utilization than 
other methods. However, this method can only be used while 
deadlock is sparse and deadlock detection or the cost recovery is not 
high. Deadlock prevention is an intuitive and simple control strategy. 
Its implementation does not need to know the current state of the 
system. A simple way to prevent deadlock is to control concurrent 
phenomena. But this conservative approach will lead to low system 
resources utilization. Smart  Science Vol. 2, No. 4, pp. 196-201(2014) 
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4. Deadlock production scheduling with dynamic buffers 
 
4.1 General and description for limited buffers deadlock 
Modern manufacturing enterprises generally require resources 
with higher utilization rate, which also caused more prone to 
deadlock. For a manufacturing system which can be configured to 
buffer, the deadlock can be solved by buffer. When a deadlock occurs, 
a piece of deadlock ring is put into this buffer and the deadlock ring is 
broken. In fact, the buffer is not infinite as a kind of resource, when 
the buffer is used up and cannot be placed extra work, it will have the 
same deadlock, as shown in Fig. 3. 
In the figure, m1, m2 and m3 represent three processing stations, 
which constitute a manufacturing unit; bi, bm and bo represent three 
types of buffers, which are respectively the input buffer, the 
manufacturing unit internal buffer and the output buffer, and the 
number of internal buffers is limited; p1, p2 and p3 represent three 
types of work-pieces. The manufacturing process is shown by the 
solid lines (broken lines) in Fig. 3. First p1 moves into bi for 
processing. During m1 is idle and p1 is selected, p1 begins to be 
processed. After processing, p1 moves into m2 for processing, or be 
placed in the buffer. After processing, the output goes to bo buffer. At 
one time, bm buffer is full of workpiece p1, the machining workpiece 
j2 is occupied by p3. So manufacturing unit is unable to process p1 
and p2, then this manufacturing unit is in a deadlock state. 
 
Fig. 3 Manufacturing systems with limited buffers 
 
This paper was conducted with Job-shop scheduling problems of 
the buffer. There are n types of work-pieces J={j1, j2, ..., jn} in the 
system consists of m different types of processing resource R={r1, 
r2,...,rm} and b(fixed number) buffers for processing. Work-piece ji is 
processed by accordance with the process Oi={oi,1, oi,2, ..., oi, k}. 
Each process step oi,j needs a resource r ∈R in the system. The 
corresponding operating time is xi,j. Those resources which used by ji 
to complete the processing can be signified by the sequence of 
resources wi =WP(i). wi (j) indicates j-th processing resources which 
the work-piece ji needs to access. Suppose ji requests a resource ri in 
R and ri is occupied by jj. What’s more, next resource requested by jj 
is not idle. Even if jj has finished processing the resource ri, ri is still 
not released. In this case, if jj is placed temporarily in the buffer, ri 
will be released and ji can access resources ri. Thus, the utilization of 
the machine will be increased greatly with the introduction of the 
buffer. 
 
4.2 Deadlock scheduling based on graph theory and genetic 
algorithm 
Graph theory method is simple and intuitive. It is also apposite to 
describe the interactive relationship between the work-piece and the 
resource. What’s more, the theory can easily determine whether the 
system has deadlocks. 
Directed transition diagram can describe the system resources 
occupied by the workpieces and the subsequent request for resources. 
Its form is shown in Fig. 4. Directed transition diagram DTr(q)=[N, 
Etr(q)], and the vertex set N corresponds to the processing resource 
set R and buffer B. Edge set Etr(q) is constructed as follows: If the 
workpiece Ji∈Jq (Jq represents the set of current processing 
workpieces in the system) occupies processing resources rj in the 
current state q, the next step in the request need process resource rm, 
so the edge ejm∈Etr(q); If the work-piece Ji∈Jq occupies processing 
resources r, the next step could request buffer B, so the side 
ejB∈Etr(q); If the work-piece Ji∈Jq in buffer B, the next operation 
requests resources rm, so the side eBm∈Etr(q).When the next source 
is idle, changes which correspond to sides in the directed transition 
diagram will be triggered. If a change can be triggered, this change is 
feasible; otherwise, this change is blocked. These isolated dots in the 
diagram represent that the resource is idle and will not be requested in 
the next step. If the work-piece in the system changes, the diagram 
will change at the same time. 
 
 
Fig. 4 Directed transition diagram 
 
For the work-piece Ji∈Jq in the system, we use HR(Ji), SR(Ji) 
respectively to represent the requested resources that the work-piece 
is occupying or will occupy. RWP(Ji) represents these surplus 
processing machine resources (without the machine resources which 
the work-piece occupies in the current state) which the work-piece 
requires to accomplish the task. Set HR(JA) represents the collection 
of resources which are occupied by JA, the collection of work-pieces, 
in the current state. Set SR(JA) expresses the collection of next 
resources which will be requested by work-piece JA. For each work-
piece Ji which is processed on the machine can request central buffer 
resources at the next step, B∈SR(Ji). 
The genetic algorithm process based on graph theory can be 
represented as follows: 
1.  Generate initial population randomly, which is the decoding 
process for decoding chromosome of population, and 
calculate its fitness; 
2.  Use the rotation method to select; Smart  Science Vol. 2, No. 4, pp. 196-201(2014) 
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3.  Crossover and mutation, decode new chromosomes, reorder 
the genetic sequence of the individual, and calculate its 
fitness; 
4.  Determine whether meet the optimization criteria, if not, 
return to (2); 
5.  Obtain the best individual based on chromosome fitness in 
the population. 
 
1
()
n
i
Nk i


 
(1)
 
Using the natural number encoding method to encode the 
chromosome, each chromosome contains N genes. Each gene means 
the work-piece moves into the next processing resources. The number 
of the gene shows the type of work-pieces which fits the changes. The 
gene’s relative position, which we can get in these same number 
genes, determines these specific changes corresponding to the gene. 
Decoding process is as follows: 
1.  Give genomes which need to be decoded. Initialize the 
indicator of the gene to be tested pointer=0, set all the initial 
equipment resources available time in the system to 0, set all 
the initial work-piece to be machined available time to 0; 
2.  According to the directed transition diagram, determine 
whether the pointer changes are feasible (I.e. judge whether 
the next resource SR(i) which is requested by work-piece i 
is idle). If the resource is idle, go to the next step; if the 
resource contains work-piece, turn to (4); 
3.  Use the deadlock avoidance strategies to determine whether 
the system enters the system status when the work-piece 
comes into the next processing equipment resources. If it 
goes into a deadlock state, it means that the event cannot be 
triggered, then call lag process and return (2); Otherwise 
calculate the time that the work-piece spends on using the 
next resource and releasing the last, then update the system 
status information (Resource HR(i) is released and resource 
SR(i) is occupied). Update the transition diagram, pointer 
←pointer +1, and turn to (6); 
4.  When the work-piece j is in the processing resources SR(i), 
it is determined whether there is a buffer system idle. If the 
buffer is idle, go to the next step; otherwise call lag process, 
and turn (2); 
5.  Use the deadlock avoidance strategies to determine whether 
work-piece j goes to the buffer. When the work-piece i 
enters the resource SR(i), determine whether the system 
enters a deadlock state. If there is a deadlock state in the 
system, call lag process and turn to (2); otherwise calculate 
the earliest time the work-piece j enters the buffer and the 
earliest time the work-piece i enters the resources SR(i), and 
update the system's status: Update buffer usage, resource i, 
SR(i), the next available time of the work-piece i, j, the 
transition diagram, pointer  ←pointer+1 and switch to (6); 
6.  If pointer<N, return to (2); if pointer=N, it indicates that all 
machining tasks have been completed. Compute make-span 
of the system and get the time series which the work-piece 
uses machining resources and buffers. Chromosome fitness 
can be formulated as: fitness=1/make-span. Lag process is 
as follows: Move the chromosomal genes which the current 
pointer points to the final position of the chromosome, then 
maintain the relative order of other genes in the 
chromosome unchanged and in turn go forward to fill the 
vacancy. 
 
4.3 Calculation and analysis of examples 
The example is to convert the benchmark problems of Job-shop 
scheduling LA01 (10 pieces 5 machines) to Job-shop scheduling 
problem with the limited buffer. Using the genetic algorithm, the 
number of initial populations is 300, the number of iterations is 1500, 
crossover probability is 0.65 and mutation probability is 0.08. After 
operating scheduling problem that the system runs under different 
number of buffers 20 times, we get the optimal make-span and 
average values, as shown in Table 2. 
As we can see in Table 2, when the number of buffers increases, 
the deadlock make-span scheduling allowed value decreases. For a 
given processing task, the system can increase the number of buffers 
appropriately to reduce the make-span time of batch work-pieces. 
 
Table 2 The Results in Different Buffers 
The number of buffers  1  2  3  4  5 
The average of Make-span  780  751  720 690 673
Computation time  77  74  73 71 70 
 
Based on the above data, and considering the buffer cost, if the 
buffer weighting factor is 29 (this factor determined by the actual 
circumstances of the enterprise) to obtain the data as shown in Table 3. 
 
Table 3 The Results of Empowering Buffers 
The number of buffers 1  2  3  4  5 
Buffer Consideration  29  58  87  116 145 
The average of Make-
span  780 751 720 690 673 
Composite  indicator  809 809 807 806 818 
 
Considering all these factors, it is most scientific and reasonable 
to set up four buffers. 
 
 
5. Conclusion 
 
This paper focuses on the MES scheduling problem and brings 
the deadlock into scheduling for analysis. Dynamic buffer deadlock-
free scheduling has been presented. Scheduling performance can be 
optimized by setting the buffer in scheduling process. As an 
increasing number of buffers, deadlock-free scheduling allows a 
decreasing value of make-span. So, for a given machining tasks, 
increasing the number of system buffers appropriately can reduce the Smart  Science Vol. 2, No. 4, pp. 196-201(2014) 
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make-span time of work-piece. However, the increase of the buffer 
represents the resources increase, especially for some manufacturing 
enterprises. The cost of increasing a buffer may be higher than the 
deadlock. This paper considers the cost of increasing buffers and the 
optimization of scheduling indicators based on the existing 
scheduling algorithms, proposes a dynamic buffer deadlock-free 
scheduling. According to the actual production situation of 
manufacturing enterprises, assigns different weights between buffer 
and scheduling indicators, considers comprehensively to determine a 
reasonable buffer, which imply an important significant to reduce the 
cost of floor space. 
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1. Introduction 
 
Human face provides an essential, spontaneous channel for the 
communication of mental states. In addition to functioning as a 
conversation enhancer, facial expressions directly communicate 
feelings, cognitive mental states, and attitude toward other people. 
Automatic emotional state detection from facial expression videos is 
to identify and understand the emotional state of a person as shown in 
Fig. 1. It has become an emerging multi-discipline research area that 
involves computer vision, machine learning, psychology, human 
computer interface and robotics. Much effort has been dedicated by 
psychologists to modeling the mapping between facial expressions 
and emotional states [1]. As smart interactive technology is becoming 
ubiquitous in our society, and the research community has been 
addressing the same modeling challenge from a computational 
perspective called affective computing [2]. 
Most of the initial work aimed at modeling the mapping between 
static facial expressions and emotion states [3]. The emotional state 
can be a discrete set of categories such as the six basic emotions (i.e. 
happiness, sadness, disgust, anger, surprise and fear) [4]. A typical 
approach is to model a facial expression as a set of local features. 
Some of the works that fall within this category have been inspired by 
Ekman's Facial Expression Coding System (FACS) [1] that codes a 
facial expression according to patterns of facial muscle activations. 
This type of approaches is highly dependent on the detection of these 
local features and usually time-consuming [5]. To overcome the 
burden and the limitation of these approaches, other methods have 
been proposed that provide template-models describing the face as a 
whole. One typical method using this approach is the Active 
Appearance Models (AAM) [6] that allows for the decoupling of the 
shape of the face from its appearance. It has been used for emotion 
recognition from still images and achieved good results [7]. 
 
Fig. 1 Can a smart machine recognizes the emotions from these facial 
expression videos automatically? 
 
Apart from still face images, facial image sequences are also used 
for facial expression analysis. Not only the nature of the deformation 
of facial features, but also the relative timing of facial actions as well 
as their temporal evolution reveal the emotional states. It is clearly 
that an automated facial expression recognition system can recognize 
the facial actions, yet modeling their temporal behavior so that 
various stages of the development of a human emotion can be 
visually analyzed and dynamically interpreted by the machine. More 
importantly, it is often the temporal change that provides critical 
information about what we try to infer and understand in human 
emotions that possibly link to the facial expressions [8]. Pantic and 
http://dx.doi.org/10.6493/SmartSci.2014.262 
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Rothkrantz [3] provide an in depth review of studies covering facial 
point model-ling, feature extraction and facial expression 
classification approaches. 
Whereas most of these studies have focused on acted data set, 
there is an increasing need to work on more naturalist expressions in 
order to improve the performance of such a technology in a naturalist 
setting [9]. Zeng et. al. [10] review the state of the art on multimodal 
automatic recognition of emotion by combining facial expressions 
with other modalities such as voice and head pose. Furthermore, there 
is a need to create algorithms that take into account the temporal 
information of a facial expression and other part of the body. In recent 
year, there have been some attempts in this direction that produced 
interesting performances (e.g. [5, 11-13]). 
Emotional state can also be represented in affective dimension 
space where emotional state recognition is regarded a regression 
problem to predict values of emotional dimensions. Gunes et. al. [14] 
provides a good review on the recent progress in this area. Further-
more, other emotional states can also be predicted using emotional 
state prediction such as pain level [15] and depression [16]. However, 
due to the complexity of the current methods, few systems have been 
widely used in real-world applications. 
In this paper, we attempt to address this problem by extracting 
dynamic description of the spatial and dynamical motion of the facial 
expression and of the upper part of the body (i.e., head pose and 
shoulder in videos. We also propose an efficient automatic emotion 
detection system to predict the emotional state of the person. The 
system was evaluated on the public GEMEP_FERA dataset [17] and 
AVEC2013 dataset [18]. 
The rest of the paper is organized as the following. In section 2, 
the overview of the proposed automatic emotion detection system is 
described. Then the detailed information on the dynamic feature ex-
traction and prediction is given in section 3 and 4 respectively. The 
system is evaluated in section 5 on two datasets and the paper is 
concluded in section 6. 
 
 
2. Automatic emotion state detection system architecture 
 
Automatic emotion detection system is to capture the emotional 
state of the user from their facial expression videos by the computer 
or machine. The overall automatic emotion detection system is shown 
in Fig. 2. It is machine learning based system that means the system 
firstly learns from the examples and then works itself. The learning 
process is called training. The facial expression video clips are input 
to the system. Then feature extraction stage extracts the facial 
expression dynamics from the data and makes the feature vectors. 
These features are fed to prediction part together with the emotion 
information of the video clips. The prediction part makes the mapping 
between the feature vector and the emotional information. In the 
testing phase, the mapping is used by the feature of new input facial 
expression video and the emotion information of the video is 
predicted. 
3. Feature extractions 
 
It is obvious that it is much easy to judge a person’s emotion from 
the facial expression motions instead of the still images. So the key 
problem is how to capture these motions from the facial expression 
videos. In the following, facial dynamics are captured firstly and 
further analyzed. 
 
3. 1 Facial expression movement capturing 
 
Fig. 2 The overall system for automatic emotion detection from facial 
expression videos. It mainly includes facial dynamic extraction 
and expression recognition parts. 
 
There are many methods for motion detection in computer vision. 
Motion History Histogram (MHH) is a descriptive temporal template 
motion representation for visual motion recognition. It was originally 
proposed and applied in human action recognition [19]. It is described 
in Fig. 3 and the detailed information refers to [20] and [21]. It 
records the grey scale value changes for each pixel in the video. In 
comparison with other well-known motion features, such as Motion 
History Image (MHI) [22], it contains more dynamic information of 
the pixels and achieves better performance in human action 
recognition [20]. MHH not only provides rich motion information, 
but also remains computationally inexpensive [21]. 
 
Fig. 3 The process of MHH computing. For each pixel, the change 
over the frames was coded by ‘1’ if the difference between 
two consecutive frames is bigger than threshold, otherwise 
‘0’. The counts of each pattern Pi ( i=1,…,M) over all the 
frames on all the pixels generate M MHH images. 
 
Fig. 4 shows the facial expression dynamics of five emotions 
(Anger, Fear, Joy, Relief, Sadness) in M=5 MHH images, which 
describe expression related cues in 5 levels. It is clear that different 
emotion has different facial expression dynamics. These motion 
features comprehensively capture the facial movements. For “Joy”, Smart  Science Vol. 2, No. 4, pp. 202-208(2014) 
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there are more motions on the face, so the values are high (i.e. bright 
in the Fig. 3.) while “Sadness” and “Fear”, there is less motion from 
the face, so the values are small. 
 
3. 2 Edge orientation histogram 
MHH is further analyzed by the Edge Orientation Histogram 
(EOH) operator. The EOH is a simple, efficient and powerful operator 
that captures the texture information of an image. It has been widely 
used in a variety of vision applications such as hand gesture 
recognition [23] and object tracking [24]. 
 
Fig. 4 The dynamics of facial expression videos in M=5 different 
scales. The first row from a video sample with emotion 
“Anger” and the followings are from the emotions of “Fear”, 
“Joy”, “Relief” and “Sadness” in the GEMEP_FERA dataset. 
 
Fig. 5 shows how EOH feature is extracted. Firstly, the edge 
image is captured using Sobel edge detection algorithm from each 
MHH image. Secondly, the angle and intensity of the gradient 
function on each pixel is calculated and arranged into a polar 
coordinate system. Finally, the histogram from each block is 
normalized and concatenated into a feature vector. If the whole image 
is divided into 4x4 blocks and each polar coordinate system has 24 
bins, the feature vector will have 384 components. M MHH images 
are done separately and then concatenated into one vector. If M=5, 
the feature vector will have 5x384=1920 components as shown in Fig. 
6. 
 
Fig. 5 EOH feature extraction process 
 
Fig. 6 The MHH_EOH feature is used for prediction. 384 components 
are generated from each MHH image and totally 1920 
components are obtained for one video. 
 
 
4. Expression prediction 
 
There are two main types of prediction methods. If we ask for the 
categorization into discrete categories, it is a classification problem. 
The system produces the category to which the input video belongs. 
While, it is asked to predict an indicator on how much the emotion is, 
the predicted value is a real-value indicator. In this case, it is a 
regression problem. For classification process on videos, there are 
two evaluation protocols. One is to classify every frame and then use 
a majority voting scheme to choose the label to assign to the video. 
Another way is to treat a video as a whole and use a uniform feature 
for classification. We use the latter in this paper. 
 
4.1 Discrete emotion categorization 
For the case of discrete emotions, the prediction task is to identify 
which emotion the video shows. This is a typical multiclass 
classification problem. There exist many classification methods that 
can be used. Here, we introduce two most popular methods: k Nearest 
Neighbor (k-NN) and Support Vector Machine (SVM). 
 
4.1.1 k-NN classifier 
k-NN [25] is a lazy learning method for classifying objects based 
on the closest training examples in the feature space. Given a sample 
x, its predicted label  ) ( ˆ x y  can be decided by the majority of the 
class labels (j =1, 2, …, J) in its k neighbors  ) , 2 , 1 ( ) ( N x N    
within the N training sample set. i.e. 
 
J j I x y
x N l
j y j l , , 2 , 1 max arg ) ( ˆ
) (
} {    


 
(1)
 
where  A I  is an index function where it is “1” if “A” is true. 
Otherwise it is “0”. 
 
4.1.2 SVM classifier 
Support Vector Machine (SVM) [26] is a very popular and 
powerful classifier and has achieved excellent performance for 
pattern recognition task in many applications. SVM classifier 
constructs a hyper-plane in a high- or infinite-dimensional space to Smart  Science Vol. 2, No. 4, pp. 202-208(2014) 
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separate samples from two categories. A good separation is achieved 
by the hyper-plane that has the largest distance to the nearest training 
data point of any class (so-called functional margin), since in general 
the larger the margin the lower the generalization error of the 
classifier. The model produced by support vector classification 
depends only on a subset of the training data (support vectors), 
because the cost function for building the model does not care about 
training points that lie beyond the margin. 
Since SVM is a binary classifier, it can only classify two classes. 
For multiple class cases, a winner-take-all approach can be used for 
the multi-class classification, i.e. deciding the winner between the 
multiple emotions. Multi-class SVMs are usually implemented by 
combining several two-class SVMs. In each binary SVM, only one 
class is labelled as “1” and the others labelled as “-1”. The one-
versus-all method uses a winner-takes-all strategy. If there are J 
classes, SVM will construct J binary classifiers by learning. During 
the testing process, each classifier will get a confidence coefficient 
and the class with maximum confidence coefficient will be assigned 
to this sample. 
 
Fig. 7 Support Vector Machine (SVM) is to find the best hyper-plane 
to separate the samples from two classes. 
 
4.2 Regression methods 
In some case, the emotion is not a discrete one. It is a level of the 
emotional state such as depression. The task is the prediction of the 
emotional level instead of categorization. In this case, regression 
methods are needed.   
 
4.2.1 k-NN regression 
KNN can also be used as a regression method. Instead of predict 
the closest label, here, it produce a closest indicator. The equation will 
be as the following. 
 
) ( ,
1
) ( ˆ
1
x N l y
k
x y
k
l
l   

  (2)
 
It averages the values of all its k neighbors  ) , 2 , 1 ( ) ( N x N    
within the training samples. 
 
4.2.2 SVR regression 
Similarly, SVM can also be used to solve a regression problem 
that is called Support Vector Regression (SVR). The SVR Algorithm 
[27] is very similar to SVM, however it treats a regression problem 
because the labels are not discrete numbers, but real values. The 
model produced by SVR depends only on a subset of the training data, 
because the cost function for building the model ignores any training 
data close to the model prediction. 
 
Fig. 8 Support Vector Regression. 
 
4.2.3 PLS regression 
The Partial Least Squares (PLS) regression [28] is a statistical 
algorithm that bears some relation to principal components regression. 
Instead of finding hyper-planes of minimum variance between the 
response and independent variables, it builds a linear regression mod-
el by projecting the response and independent variables to another 
common space. Since both the response and independent variables 
are projected to a new space, the approaches in the PLS family are 
known as bilinear factor models. 
More specifically, PLS tries to seek fundamental relations 
between two matrices (response and independent variables), i.e. a 
latent variable way to model the covariance structures in these two 
spaces. A PLS model aims to search the multidimensional direction in 
the independent variable space that explains the maximum 
multidimensional variance direction in the response variable space. 
PLS regression is particularly suited when the matrix of predictors 
has more variables than observations, and when there is multi-
collinearity among independent variable values. By contrast, standard 
regression will fail in these cases. 
 
 
5. Experimental evaluation 
 
5.1 Discrete emotion prediction 
The GEMEP-FERA dataset consists of recordings of 10 actors 
displaying five types of emotional expressions (anger, fear, joy, relief 
and sadness) while uttering a meaningless phrase or the word ’Aaah’. 
There are seven subjects in the training data, and six subjects in the 
test set, three of which are not present in the training set (person 
independent partition). The other three are person-specific data. There 
are totally 155 video clips in the training set and 134 video clips in the 
testing set. 
It is a typical 5-class classification problem and 5-folds cross-
validation method was used for the experiments on the training set 
only. MHH_EOH features were input to k-NN (k=5) classifier and Smart  Science Vol. 2, No. 4, pp. 202-208(2014) 
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linear SVM classifier with winner-take-all approach were used for the 
classification. The experimental results were shown in Table 1 based 
on the same accuracy measurement F1-score used [17]. 
From Table 1, it can be seen that both kNN and SVM achieved 
good results although no optimization was done on the parameters. 
The SVM classifier achieved almost 60% of F1-score that is a good 
performance compared to the baseline results based on features with 
high computational cost. The confusion matrix of SVM classification 
is listed on the Table 2. 
 
Table 1 F1-score accuracy on the GREMP dataset in comparison with 
the baseline results [17]. 
Emotion Baseline  kNN  SVM 
Anger 0.89  0.49  0.58 
Fear 0.20  0.51  0.59 
Joy 0.71  0.52  0.62 
Relief 0.46  0.54  0.52 
Sadness 0.52  0.68  0.65 
Average 0.56  0.55  0.59 
 
 
Table 2 Confusion matrix of SVM method on the GREMP dataset. 
 
 Anger  Fear  Joy  Relief  Sadness 
Anger  15  3 1  1  2 
Fear 6  15  1 0  1 
Joy 9 4  28  9 0 
Relief 1  1  1  16  8 
Sadness 1  7  0  5  20 
 
5. 2 Depression level prediction 
The second dataset is the AVEC2013 challenge dataset [18]. The 
proposed approach is evaluated on the Audio/Visual Emotion 
Challenge (AVEC) 2013 dataset, a subset of the audio-visual 
depressive language corpus (AViD-Corpus). The dataset contains 340 
video clips from 292 subjects performing a Human-Computer 
Interaction task while being recorded by a webcam and a microphone 
in a number of quiet settings. There is only one person in each clip 
and some subjects feature in more than one clip. All the participants 
are recorded between one and four times, with an interval of two 
weeks. 5 subjects appear in 4 recordings, 93 in 3, 66 in 2, and 128 in 
only one session. The length of these clips is between 20 minutes and 
50 minutes with the average of 25 minutes, and the total duration of 
all clips lasts 240 hours. The mean age of subjects is 31.5 years, with 
a standard deviation of 12.3 years and a range of 18 to 63 years. In the 
AVEC2013 dataset, the first 50 samples are for training; another 50 
for developing; and the left 50 for test. 
 
Fig. 9 Some examples of the AVEC2013 dataset. 
In this dataset, depression level was given for each video ranging 
from 0 to 63. In order to capture the facial dynamic of these videos, 
MHH was used to capture the motion. For each video, MHH 
produces 5 (M = 5) images of temporal information of each video clip. 
EOH then operates on each MHH image, leading to a 384-
dimensional feature vector, and the total MHH EOH representation 
concatenates all the 5 EOH features to make a vector of 1920 
components. The experimental results were listed in Table 3 and 
compared to AVEC2013 baseline result on video modality [18]. 
From Table 3, it can be seen that proposed system outperforms 
the baseline results on both the development dataset and testing 
dataset on the video modality. 
 
Table 3 Experimental results on the AVEC2013 dataset in comparison 
with the baselines. 
Partition Modality  Methods  MAE  RMSE 
Development
Video SVR  7.79 9.36 
Video PLS 7.16 8.86 
Video Baseline  8.74    10.72 
Test 
Video PLS 9.14 11.19 
Video Baseline  10.88  13.61 
 
 
 
6. Conclusion and discussion 
 
In this paper, a dynamic facial expression feature was presented 
based on the combination of MHH and EOH and then a novel 
automatic emotional state detection system was proposed using this 
facial expression dynamic feature and advanced machine learning 
methods. The system can read the facial expression videos and 
automatically produce an indicator for the emotional state of the user. 
Two dataset were used for the testing. From all the experiments, it 
is clear that the proposed system achieved better performance than the 
baselines given by the organizers. For GREMP dataset, the testing 
labels are not published yet. So it is difficult to be compared with 
other methods in the FERA2011 challenge [17]. For AVEC2013, 
there exist some better results on the challenge. However, all of these 
results are based on both video and audio modalities and more 
complex algorithms on feature extraction and prediction. These 
methods are time-consuming and cannot work as quickly as proposed 
system. 
Due to its simplicity, the proposed system has the potentials to be 
integrated into the real-world applications such as smart robots, 
interactive games and smart surveillance systems. 
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1. Introduction 
 
Laminated glass (LG) is used as windshields in automotive 
industry. They are also widely spread in buildings as architectural 
glazing. LG consists of two or more layers of glass plies adhered by a 
interlayer made of polyvinyl butyral (PVB). Two soda-lime glass 
plies are separated by an adhesive polymer that prevents the glass 
plies from shattering on impact thereby greatly reducing the 
possibility of injury caused by sharp pieces of flying glass. However, 
unlike the monolithic glass (MG) that fails in a brittle manner, LG can 
reduce the number of dangerous flying fragments as many fragments 
will be adhered by the PVB layer. Hence, the risk of injuries of people 
can be significantly reduced. The main purposes of the PVB 
interlayer are to provide absorption to the impact energy and adhesion 
to the two glass plies. At the same time, the PVB interlayer can act as 
a barrier avoiding penetration. Another advantage of LG is that it is 
possible to reduce the weight of the glass of the same total thickness. 
Despite of their advantages, however, the efficient application of LG 
is limited, because of the difficulties in their strength calculations at 
the stage of their design. Foreign object like a small stone thrown into 
the windshields shall give an impact to automotive glass. For optimal 
design of LG that minimizes body injury and property damage during 
a vehicle accident is required a thorough understanding of the impact 
behaviors of automotive glass subjected to dynamic impact. 
The dynamic responses of isotropic materials and composite 
laminates subjected to transient dynamic loading have been studied in 
terms of analytical, numerical and experimental works by Sun and his 
co-workers [1-2]. Sun and Huang [1] developed a higher-order beam 
finite element with six degrees of freedom for the dynamic response 
of elastic isotropic beams subjected to impulsive loadings. This 
higher order beam finite element showed to be more efficient than the 
conventional element with four degrees of freedom. A series of papers 
on impact of LG for automotive and architectural applications has 
been published by Dharani and his coworkers [3-11]. In several 
earlier studies on laminated architectural glazing, the PVB interlayer 
has been traditionally modeled as linear-viscoelastic [3, 5]. The most 
recent his works [6-11] on LG have shown that PVB can be modeled 
as linear elastic. The effectiveness of the developed finite element 
program for this study has already verified in comparison with the 
equivalent mass model and wave propagation theory in response of 
the MG and LG under impact loading [12-13]. 
Therefore, in the present study, impact behaviors of a laminated 
glass subjected to low-velocity impact are studied. A finite element 
simulation based on a higher-order beam finite element and PVB 
interlayer model is applied to compute the dynamic responses of 
laminated glass panel. The glass plies and PVB interlayer are 
modeled as linear elastic. The dynamic results such as the histories of 
contact force and deflection, and the distribution for strains, stresses 
through the beam thickness during impact are obtained. From these 
results, the impact behaviors of LG panel are compared with those of 
the MG of the same total thickness. And, also, the effect of the short 
time shear modulus of PVB, which is much lower than that of the 
glass is studied. 
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2. Theoretical description 
 
Consider a LG beam consisting of multiple layers of total 
thickness h subjected to transverse impact by a impactor of radius R 
with initial impact velocity V0, as shown in Fig. 1. The thickness of 
the outer and inner plies and the PVB interlayer in LG are h0, hi and 
hp, respectively. 
 
Fig. 1 Schematic diagram of low velocity impact of laminated glass  
(LG) 
 
We assume a low velocity impact such that the glass ply does not 
fracture. This assumption affects the results because we are not so 
much concerned with the magnitude of propagating stresses as we are 
with the geometric property that reduces these stresses. Therefore, 
this higher-order finite element has been shown to be more efficient 
than the conventional element with four degrees of freedom. The 
element displacement function is taken as 
 
v  a1a2xa3x
2 a4x
3 a5x
4 a6x
5  (1)
 
where  v   is the transverse displacement and ai are constant 
coefficients. The three degrees of freedom at each node are the 
transverse displacement v , the rotation   and the curvature k . 
The coefficients ai in Eq. (1) can be replaced by the six generalized 
nodal displacements at the two end nodes and, as a result, the 
displacement function can be alternatively expressed in terms of the 
nodal displacements. 
In case of impact of a hard projectile, impact responses are 
expected to occur in the impact zone where direct contact of the 
projectile and the glass takes place. Thus, it is very important to 
estimate accurately the contact force and its history. The relaxation 
modulus G(t) for a linear viscoelastic material is generally given in 
the form [3] 
 
t e G G G t G  
     ) ( ) ( 0   (2)
 
where G∞ is the long time shear modulus, G0 is the short time 
shear modulus, β is the decay factor. Since the impact duration is in 
the range of milliseconds, the stress relaxation modulus G(t) of PVB 
changes very little during impact. In this short time, PVB behaves like 
a solid glassy material. The most recent work by Wei and Dharani [6-
11] has shown that PVB can be modeled as linear elastic by using the 
short-term shear modulus for a transient response. The Young's 
modulus Ep and the Poisson's ratio νp for the PVB are given in terms 
of short term shear modulus G = G0 and bulk modulus K as 
 
) 3 /( 9 0 0 G K KG Ep    
) 2 6 /( ) 2 3 ( 0 0 G K G K p       (3)
 
In this study, therefore, the PVB will be modeled as a linear 
elastic material. In order to get numerical solution on the impact 
responses of LG beam, we adopt the equation governing the dynamic 
response of a beam, Newton's second law for the dynamic equation of 
the impactor and Newmark's integration scheme for solving the 
dynamic equations of the target and the impactor for each time step. 
Similar simulating processes were described in detail in Ref. [12-13]. 
The models are simply supported on both side edges. The material 
properties of target and impactor considered in this study for 
simulation are shown in Table 1. 
 
Table 1 Material properties of target and impactor for simulation 
Materials Properties 
Target 
Glass 
mm l w 1500 300    
GPa E 72  , 25 . 0  v  
3 / 2500 m kg   , mm h 76 . 5   
mm h 2 0  ,  mm hi 3   
PVB 
Gpa G 1 0  ,  GPa G 69 . 0    
1 3 6 . 12 , / 1100    s m kg    
mm hp 76 . 0 
Impactor 
GPa E 200  ,  29 . 0  v  
3 / 7800 m kg    
mm R 35 . 6   
, / 10 0 s m V  s m/ 20  
 
 
3. Results and discussion 
 
Fig. 2 shows contact force and deflection histories for LG and the 
MG at initial impact velocity 10m/s. From Fig. 2, the maximum 
contact forces for LG and the MG occur at around 20μs after the 
initial impact. The area under the contact force curve represents the 
impulse in mechanics, which is the integral of the magnitude of the 
applied force with respect to time. Fig. 3 shows the relationship of 
contact force and deflection of LG and the MG beams of identical 
thickness subjected to impact loading. From Figs. 2-3, the maximum 
contact force in LG is a little smaller than that of the MG at velocity 
10m/s but the central deflection of LG is about two times larger than 
that of the MG because of low flexure stiffness of PVB interlayer at 
given velocity. We can see that the maximum contact force does not 
occur at the maximum deflection. It shows a typical wave-controlled 
impact that the beam deflection is localized to the region around the 
impact point, and the contact force and deflection are never in phase 
[14]. Smart  Science Vol. 2, No. 4, pp. 209-213(2014) 
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Fig. 2 Contact force and deflection histories at V=10m/s 
Fig. 3 Relationship of contact force and deflection at V=10m/s 
 
Figs. 4-6 show the dynamic stress histories through the beam 
layer for LG and the MG at 0mm, 45mm and 150mm apart from the 
impact point. The first peak stress in LG like the maximum deflection 
is about two times larger than that of the MG, but transverse wave 
velocity of LG is almost the same as that of the MG. By the wave 
propagation theory, wave velocities of LG and the MG are 3295m/s 
and 3394m/s, respectively. And, also, the dynamic stress histories on 
surface S3 (bottom of inner glass ply in Fig. 1) of LG approach zero 
value continuously during impact event due to a significant difference 
in the modulus values between PVB interlayer of LG and the glass of 
the MG. Therefore, LG experiences less damage than the MG of the 
same total thickness. 
From Figs. 2-6, it can be seen that there is almost no effect of the 
PVB interlayer of LG in the contact force and transverse wave 
velocity, however, there is obvious effect in the deflection, strain and 
stress of the beam. 
Figs. 7 and 8 show the variation of strains and stresses through the 
beam thickness for LG and the MG at 0mm, 45mm and 150mm apart 
from the impact point. Shetty et al. [11] showed that for the small 
missile impact, the impact surface (S1) is critical and the damage is 
initiated on that surface, whereas for large missiles, the non-impact 
surface (S4) is the critical surface for damage. The strain and stress of 
LG at three points on surface S1 (impact side glass ply in Fig. 1) are 
larger than those of the MG on the same surface. But from Fig. 8, 
PVB interlayer prevents inner glass ply (3 layer in Fig. 1) of LG beam 
from damage by reducing the stress to zero, whereas the MG 
advances damage from surface S1 to S4 rapidly. All strain 
components vary linearly through the laminated thickness and they 
are independent of the material variations through the laminated 
thickness. Specially, the variation of stresses through the thickness in 
LG show nearly linear irrespective of the impact velocity in spite of 
its discontinuity due to a significant difference in the modulus values 
between the glass and PVB interlayer. 
 
(a) 
(b) 
Fig. 4 Dynamic stress histories through the beam layer for (a) LG and 
(b) MG at impact point 
(a) 
(b) 
Fig. 5 Dynamic stress histories through the beam layer for (a) LG and 
(b) MG at 45mm apart Smart  Science Vol. 2, No. 4, pp. 209-213(2014) 
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(a) 
(b) 
Fig. 6 Dynamic stress histories through the beam layer for (a) LG and 
(b) MG at 150mm apart 
 
 
(a) 
(b) 
(c) 
Fig. 7 Variations of strains through the beam thickness at (a) impact 
point (b) 45mm apart and (c) 150mm apart 
 
(a) 
(b) 
(c) 
Fig. 8 Variations of stress through the beam thickness at (a) impact 
point (b) 45mm apart and (c) 150mm apart 
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4. Conclusion 
 
In the present study, a developed finite element approach based 
on a higher-order beam finite element and PVB interlayer model is 
applied to study the low velocity impact behaviors of a LG. 
From these results, it can be seen that there is almost no effect of 
the PVB interlayer of LG in the contact force and transverse wave 
velocity, however, there is obvious effect in the deflection, strain and 
stress of the beam. The dynamic stress histories on surface S3 of LG 
approach zero value continuously during impact. That is, PVB 
interlayer prevents inner glass ply of LG beam from damage by 
reducing the stress to zero. Therefore, LG experiences less damage 
than the MG of the same total thickness. And, also, all strain 
components vary linearly through the thickness in LG. Specially, 
stress distribution through the thickness except PVB interlayer of LG 
in impact analysis shows nearly linear unlike that of static analysis in 
spite of its discontinuity due to a significant difference in the modulus 
values of PVB interlayer and they are independent of the material 
variations through the thickness. 
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