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Abstract
Natural gas and biogas, which have methane as their main component, are interesting
choices of fuel to reduce the anthropogenic emissions of greenhouse gases. However,
as methane is a greenhouse gas, uncombusted methane should be removed from the
combustion gases. Emission control catalysts can preferably be used to completely oxi-
dise methane. This thesis aims to examine whether an increased total pressure can be
utilized to enhance the methane oxidation reaction over Pd/Al2O3 catalysts. The effects
of total pressure are studied by flow-reactor experiments and simulations. The prepared
catalyst samples are characterised by N2-physisorption, CO-chemisorption and diffusive
reflectance infrared Fourier transform spectroscopy.
A multiscale model is developed to simulate the activity of methane oxidation over
Pd/Al2O3 where the reaction kinetics are based on first-principles calculations. The re-
sults show that the oxidation of methane can be enhanced when the total pressure is
increased above atmospheric pressure. However, the effect depends on the gas com-
position and reaction temperature. In a dry and oxygen rich feed gas composition,
the activity benefits from an increased total pressure over the entire examined tem-
perature range. The positive effect is attributed to a high fraction of available under-
coordinated palladium and oxygen sites, which can dissociate the increased concen-
tration of methane. When water or carbon dioxide is present in the feed gas these
molecules adsorb on the under-coordinated palladium sites and through surface reac-
tions block the palladium atom as adsorbed water, hydroxyl species and bicarbonate.
The coverage of hindering species requires a higher temperature to regain available
palladium and oxygen sites and the positive total pressure dependence on the oxidation
of methane. If the temperature is too low, the simulations predict a negative effect of
increased total pressure on the reaction. The multiscale simulations capture the experi-
mental trends and indicate that support effects should be incorporated to the model for
a more complete reaction mechanism.
Keywords: methane oxidation, total pressure, Pd/Al2O3, multiscale flow-reactor model
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CHAPTER 1
INTRODUCTION
1.1 A brief history of catalysis
Catalytic processes are present all around us in nature, with and without our knowl-
edge. Two examples crutial for life are the photosynthesis where vegetation use carbon
dioxide, water and energy from light to synthesise biomass, and the digestion process
in our bodies where enzymes provide us with energy that is converted from the carbo-
hydrates in the food. The fermentation process is another example known since ancient
times where yeast is used to produce wine and beer [1]. At this time the actual process
taking place was not known. The fist reported observation of a catalytic process, as
we know it today, was in 1794 by the Scottish chemist named Elizabeth Fulhame [2].
Through her work she was led to believe that many oxidation reactions only occur in the
presence of water which takes part in the reaction and is regenerated at the end of the
reaction. Further, Fulhame is probably the first person to propose a modern type of re-
action mechanism for the reactions she was studying [3]. Her theory was contradictory
to the phlogiston theory of the time and it took 42 years until the Swedish chemist Jöns
Jacob Berzelius, in 1836, published a review of previous findings. Berzelius realised
that there is a yet unknown force that drives the reactions and introduced, without rec-
ognizing Fulhame’s work, the word "catalysis" by discussing the presence of a catalytic
force [2, 4]. The word catalysis originates from the greek words kata, meaning down,
and lyein which means loosen [5, 6]. Today, we define a catalyst as a substance which
increases the rate of a chemical reaction towards equilibrium without being consumed
[7]. Our understanding of catalysis has increased since Berzelius’ review and it has
enabled many applications that we rely on today. Two important inventions during the
last century, thanks to catalysis, are the Haber-Bosch process and the Fisher-Tropsch
synthesis from 1918 and 1926, respectively. The two processes enabled production of
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ammonia from nitrogen and hydrogen and liquid hydrocarbons from carbon monoxide
and hydrogen [8,9]. The ammonia production provided us with a new, and much more
effective, way of producing fertilizers for our food crops, and the Fisher-Tropsch synthe-
sis liquid hydrocarbons enabled production of synthetic oils and fuel (e.g. petrol and
diesel) from coal.
1.2 Methane utilization
The extreme usage of coal during the industrial revolution in the 18th century led to
a radical increase of the anthropogenic emissions of harmful compounds to the atmo-
sphere. By then, the coal was necessary to power the industries but has over time
been substituted for other energy carriers. As for today, two fuel sources showing an in-
creased global interest are natural gas and biogas, which both mainly consist of methane
with a dry content of around 90 and 60 %, respectively [10–13]. Biogas has a higher
content of carbon dioxide and sulfuric compounds, and their exact concentrations de-
pend on the production process. However, the sulfuric impurities can be partly removed,
along with carbon dioxide and moisture, from the biogas which is then upgraded into
biomethane. Biomethane is comparable to natural gas in composition and thus can be
used as a drop-in fuel and be transported by the same infrastructure [14]. The combus-
tion of natural gas, or biomethane, produces less carbon dioxide per unit of delivered
energy and can preferably be used in the energy and transportation sectors to substitute
other fossil fuels based on crude oil and coal, therefore reducing their environmental
foot-print [15, 16]. Moreover, combustion of natural gas, as compared to petrol and
diesel, benefits from reduced emissions of carbon dioxide, nitrous oxides, sulfur oxides
and soot particles [17]. The drawback of using natural gas in combustion processes is
the possible slip of methane caused by incomplete combustion. Because methane has a
high global warming potential it is essential to remove traces of methane after the com-
bustion process [18,19]. A common and proven technology for the removal of methane
is the use of emission catalysts [16]. Depending on the application type and the operat-
ing conditions, the catalyst must be designed for its specific purpose to show a satisfying
performance. In the case of natural gas powered internal combustion engines, the pur-
pose of the catalyst is to minimise harmful emissions of methane by complete oxidation,
where the methane is converted into carbon dioxide. The abatement is however still
challenging as the decomposition reactions of methane on the catalyst surface are slow
at the relatively low temperatures of vehicle exhaust gases. Many industrial catalytic
process are operated under elevated pressures because of favourable reaction kinetics
resulting in increased conversion and/or selectivity. Examples are the Fischer-Tropsch
synthesis which shows an increased carbon monoxide conversion at high pressure and
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increased selectivity towards the wanted longer hydrocarbon chains [20]. Other exam-
ples include ammonia production [8], catalytic cracking [21] and methanol synthesis
[22] which all show an increased conversion of reactant at elevated pressures. Simi-
larly, several studies show that high-temperature catalytic methane combustion for heat
and power generation preferably can be operated at elevated pressures [23–29]. This
makes it tempting to install a methane oxidation catalyst for aftertreatment purposes
between the engine and turbo charger which could be possible in a large engine system
and take advantage of the elevated pressure. If the idea is proven feasible, it could
reduce the necessary size of the catalytic system by increasing its performance [30,31].
However, the literature is scarce about low-temperature oxidation of methane at ele-
vated pressures, which is of interest for vehicle applications. The literature is exclusively
targeting atmospheric pressure with few exceptions [25, 30–33]. Furthermore, the re-
search focus has traditionally been targeted on understanding of the active sites of the
catalyst and how to formulate more active and durable catalytic materials [34–48]. The
above arguments motivate further research on methane oxidation at low temperatures
and elevated pressures, to find and develop catalytic materials with higher performance.
As for today, methane abatement in vehicle applications is generally performed by palla-
dium based catalysts thanks to favorable kinetic properties towards complete methane
oxidation.
1.3 Scope
The main objective of this work is to investigate if the performance of an alumina sup-
ported palladium based catalyst for complete methane oxidation is enhanced by in-
creasing the total pressure above atmospheric pressure. The aim is investigated by a
combination of theoretical and experimental methods including multiscale simulations,
catalyst preparation, characterisation and kinetic experiments in lab scale flow-reactors.
In Paper I the influence of total pressure on methane oxidation over Pd/Al2O3 is in-
vestigated for a dry feed gas composition. The studies in Paper II and Paper III take
on the theoretical approach and simulate the methane conversion through a monolithic
reactor with the addition of water and/or carbon dioxide to the feed gas. The effects of
adding water and carbon dioxide are discussed, and how these compounds affect the
influences of total pressure are discussed. Paper IV brings up the deactivation effect of
wet feed gas composition and compares the results to simulations at atmospheric pres-
sure to evaluate the applicability of the model. Paper IV discusses the possible effects
of support interactions, which are not considered in the simulations.
3
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CHAPTER 2
CATALYSIS FOR COMPLETE METHANE OXIDATION
2.1 Heterogeneous catalysis
Catalysis is divided into two sub-groups, homogeneous and heterogeneous catalysis. In
a homogeneous system, the catalyst and the reactants are in the same phase (solid, fluid
or gas) whereas in a heterogeneous system they are instead in different phases. Het-
erogeneous catalysis is widely used in industry at for example the previously mentioned
Haber-Bosch and Fisher-Tropsch processes to produce, e.g., fuels, fine chemicals and
fertilizers. Another application where heterogeneous catalysis has become increasingly
more important since the mid-20th century, are emission control systems to remove un-
wanted components from the exhaust of mobile and stationary sources [49, 50]. An
upcoming technology that has started competing in the vehicle market is the fuel cell
technology, which shows several promising applications [51]. Fuel cells are used to pro-
duce an electrical current, to power the application of interest, by converting hydrogen
and oxygen into water [52].
The activation energy of a chemical reaction is the minimum required potential energy
of the reactants to undergo a chemical transformation. As mentioned in the introduc-
tion, the catalyst increases the rate of a chemical reaction without being consumed
itself in the process. This is achieved by a decreased, so called, activation energy for the
reaction. Further, the activation energy is dependent on the reaction and the prevail-
ing reaction conditions. This means that some reactions have a high energy demand
in terms of high temperatures and/or pressures to take place. The catalyst lowers the
activation energy of a reaction by providing an alternative reaction mechanism, which
is less energy demanding, compared to the corresponding reaction without a catalyst.
This is illustrated in Figure 2.1. It is however important to state that a catalyst do not
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Figure 2.1: The catalyst lowers the activation energy of a gas phase reaction by provid-
ing an alternative and less energy demanding reaction pathway.
alter the thermodynamic properties of a chemical reaction, hence adding a catalyst does
not effect a reaction that is thermodynamically inherently not feasible.
An example of heterogeneous catalytic reaction, in this case complete oxidation of
methane with oxygen, and the different sub-processes are illustrated in Figure 2.2. First
the reactants, methane and oxygen, must be transported from the bulk gas phase to the
catalyst surface (external diffusion). From the catalyst surface the reactants are trans-
ported into the porous structure to the vicinity of an active site (internal diffusion). At
the active site the methane and/or oxygen molecules, depending on the reaction mech-
anism, create chemical bonds to active site (adsorption) and through surface reaction
form the products carbon dioxide and water (surface reaction). At this point, the prod-
ucts break their bonds to the active site (desorption) and diffuse through the porous
structure to the surface boundary (internal diffusion) and ultimately from the surface
into the bulk gas (external diffusion). The overall reaction process is only as fast as the
slowest sub-process, which can be either one of the steps 1-7 in Figure 2.2. The slowest
step in the reaction is referred to as the rate-limiting or rate determining step.
The material science of inorganic heterogeneous catalysis includes different parame-
ters that can be tuned to optimise a chemical reaction. These parameters consider the
active metal and its nanoparticle shape and size, alloys of different metals and the sur-
rounding oxide support structure. Hence, a large number of catalyst designs have been
developed over the years. Two examples of common oxide supports for emission cata-
lysts, are zeolites and metal-oxide supports, onto which the active metal is deposited on
surface. Both are solids and while the zeolites are acidic and benefit from a well-defined
porous structure, the metal-oxide supports are simple to manufacture. Apart from the
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Figure 2.2: Illustration of the sub-processes of catalysed heterogeneous reaction over
a solid particle in a porous support. The slowest step is called the rate-limiting or rate
determining step.
catalyst design, the reactor vessel in which the catalyst is held, can be designed in var-
ious ways to optimise the reaction conditions around the catalytic material. This kind
of optimisation is, especially if included on top of catalyst design, time consuming and
included several parameters such as reactor vessel geometry, internal packing material,
flow characteristics, type of catalyst and more. Reactor design will not be discussed
further in this work and the interested reader is encouraged to read reference [53] to
get an overview of reactor design.
2.2 The supported noble metal catalyst
This work is focusing on the supported noble metal catalyst because this type has been
extensively used for emission control in vehicles and for methane oxidation applica-
tions where lower temperatures are of interest. Common metal-oxide support materials
for methane oxidation include alumina (Al2O3), ceria (CeO2), silica (SiO2) and zirco-
nia (ZrO2) or combinations of these [42, 43, 54–57]. The metal-oxide supports are not
alone catalytically active towards methane oxidation and require that the active metal
is distributed onto their surfaces. This results in many different combinations and tra-
ditionally, platinum or palladium supported on metal-oxide supports have been used
to catalyse the complete oxidation of methane. Platinum and palladium have been
shown to efficiently catalyse and dissociate the symmetric and stable methane molecule
[39, 42, 58–60]. Further, the alumina supported palladium catalyst (Pd/Al2O3) is re-
ported to exhibit a high activity for complete methane oxidation at lower temperatures,
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down to around 300 ◦C [39,42,61]. Despite showing a promising activity, Pd/Al2O3 has
a low tolerance and stability to water and sulfur compounds [62–65]. These compounds
affect the catalyst by blocking the active sites of the noble metal particles, making the
active sites inaccessible for methane dissociation, and changing the structure of the
support material by sintering. Both effects can lead to an irreversible loss of active sites
and hence decreased activity. Sulfur compounds are present in trace amounts in the
fuel and the content varies depending on the source and the production method. Wa-
ter is commonly present in exhaust gases at roughly 5-10 vol.-% but is also a reaction
product from the combustion of methane. Hence, water can inevitably be completely
removed around the catalyst structure. During the last years an increased number of
reports studying complete methane oxidation have focused on using zeolites instead of
the metal-oxides as a support material thanks to their better hydrothermal stability [66–
68]. These findings could hopefully lead to the development of new catalytic materials
that can withstand long-term exposure of water vapour and trace compounds that are
present in realistic exhaust gases from combustion engines.
2.3 Methane oxidation and activation
The overall chemical reaction formula for complete methane oxidation is shown in
equation 2.1. The reaction is highly exothermic with a reaction enthalpy of -802 kJ/-
mol which means that energy is released as methane is combusted. Without a catalyst
present, the auto-ignition temperature for the complete methane oxidation is exper-
imentally reported to be around 750 ◦C [69], as compared to the catalysed ignition
temperature of ∼300 ◦C.
CH4 + 2O2 
 CO2 + 2H2O (2.1)
∆Hr = −802.3 kJ/mol
Many studies for methane oxidation have been focused on understanding the nature
and the different active sites present on the supported palladium metal particle. The
palladium particle has several different surface facets which have different inherent
reactivities towards methane dissociation [70–73]. It is still challenging to conclude
which palladium surface is the most prominent under realistic reaction conditions and
the reaction mechanism for a supported palladium based catalyst, under oxygen ex-
cess conditions, is still in debate. However, an oxidised state of the active palladium
site (PdO) is expected in oxygen rich conditions and has been reported to possess high
catalytic activity towards oxidizing methane [74–77]. Furthermore, the PdO(101) sur-
face is reported as the most active surface facet of palladium oxide towards dissociative
methane adsorption [76–79]. The PdO(101) surface is illustrated in Figure 2.3 using
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a ball-and-stick model. The reaction mechanism for methane oxidation on the palla-
dium oxide surface has been extensively discussed the last couple of decades [80]. It is
today widely accepted that a Pd-O dimer is responsible for the dissociative adsorption
of methane where a CH3 and a surface hydroxyl species are formed [80–82]. The suc-
ceeding decomposition of CH3, and ultimately formation of CO2, proceeds by step-wise
breaking of the C-H bonds and interaction with bulk gas oxygen and the metal-oxide
support to regenerate the formed oxygen vacancies [77,82–84].
Figure 2.3: A ball-and-stick model of the PdO(101) surface. Here black is an under-
coordinated Pd, yellow is an under-coordinated O while gray and red are the fourfold
coordinated arrangements of Pd and O, respectively.
9
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CHAPTER 3
RESEARCH APPROACH AND METHODS
3.1 Multiscale modelling
Catalytic reactions at industrial applications are dependent on achieving and maintain-
ing the correct reaction conditions. Therefore it is important to understand the reaction
process and its dependencies on external influences. To extend the knowledge about the
reaction of catalytic system, the reaction network and kinetics can be described at the
atomic scale by quantum mechanical calculations. Similarly, the molecular dynamics of
the mass and heat transport can be described at the macro-scale by proper continuum
equations of fluid motion. Figure 3.1 illustrates the different scales in time and length
for a flow system. Such a model would consist of multiple ’sub-processes’, each describ-
ing a process at a different scale and complexity, to describe the complete system from
a broader perspective. The challenge lies in that the sub-processes must be coupled
Figure 3.1: Different time and length scales in a heterogeneous catalytic system.
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by a feasible method that obtains a solution within a reasonable amount of time. This
challenge makes multiscale modelling complex and requires significant computational
effort. However, the last decade has revealed many developments with faster computers
and more efficient computational methods.
3.1.1 Bridging theory and experiments
There are two main categories of multiscale modelling, the sequential and the concur-
rent method. In short, these relate to how the infrastructure and the flow of information
between the different scales in the model should be handled. In sequential multiscale
modelling, the different scales are solved separately and the results are passed upwards
in the hierarchy to obtain a final solution. The sequential method is a straight-forward
approach and can be used when the different length scales are weakly coupled [85–87].
In concurrent multiscale modelling, the different scales are solved simultaneously, com-
monly within sub-domains characterized by scales and physics. The two approaches are
illustrated in figure 3.2. With the concurrent approach the sub-domains are calculated
simultaneously and can be strongly coupled to each other. Hence a smooth transition
is desired between the sub-domains since they describe processes at various time and
length scales. There are still limitations and challenges to address when using concur-
rent multiscale models, but once solved the method can be an efficient approach to
solve complex problems [85–88].
Micro-scale
Meso-scale
Macro-scale
Quantum
scale
Sequential approach Concurrent approach
Sub-domain
Sub-domain
Sub-domain
Sub-domain
Figure 3.2: Illustration of the sequential and the concurrent approaches to model mul-
tiscale systems. The sequential approach passes the results upwards iteratively from the
smallest to the largest scale in a straightforward methodology. The concurrent approach
passes the results between different sub-domains which are characterised by their scale
and physics.
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With modern analytical tools the field of surface chemistry has mature to a level where
details of the catalyst structure and accurate reactivity data can be determined by ex
situ and in situ methods performed at ultra-high vacuum. However, the conditions
ultra-high vacuum can be far from the conditions found in real applications where the
material surface and behaviour at atmospheric pressures can differ significantly. The
gaps between the appearance and behaviour of well-defined structures, and the ap-
pearance and behaviour of the same in realistic conditions are called the materials and
pressure gap, respectively [89–92]. Today, we have acquired methods to model atom-
istic behaviour and developed detailed techniques to monitor the reaction surfaces in
situ and operando, but yet lack a feasible way of describing the results obtained in one
comprehensive multiscale model.
The complexities of multiscale modelling
Developing a comprehensive multiscale model includes several challenges that need to
be addressed [93–96]. From the theoretical point of view, clearly defined surfaces are
required to describe the kinetics of surface reactions. Even though this is a strength,
it is experimentally challenging to manufacture a catalytic structure that contains the
exact surface as used by the model. Furthermore, in a prepared catalyst sample, several
different surfaces are usually present on the active metal particle due to geometrical dif-
ferences originating from the manufacturing process, but also at the interfaces between
the active metal and metal-oxide support. The different surfaces can show different be-
haviors and reactivity towards, e.g., methane dissociation. Hence, an inherent complex-
ity exists between the theory and experiments where a challenge remains to examine
the same material surfaces. A theoretical approach benefits from detailed and accurate
predictions of atomic behavior which difficult to reproduce experimentally. On the other
hand, the prepared catalyst surfaces can experimentally show a time-dependent behav-
ior and change its structure due to processes, such as sintering and agglomeration of
the active metal at the meso- to macro-scale. The structural changes in time can affect
the surfaces and the rate of reaction and adds complexity to correlate theory to experi-
ments. To reduce the gap between theory and experiments studies have reported ways
of implementing spillover processes between the active sites and support structure [97–
99] and mass and heat transport [96, 100, 101] through first-principles calculations in
a heterogeneous catalytic system, but have not yet shown many implementations into
a multiscale system. The latter is probably due to the quickly increasing complexity
and computational cost. An extensive number of experimental studies [39, 42, 43, 46]
have shown that different metal-oxide support materials have a substantial effect on
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the observed reaction rate of methane oxidation but few theoretical studies have been
published that elucidate support effects on the catalytic cycle [102,103]. Another com-
plexity of multiscale modelling arises from coupling the different scales present in both
experiments and theory. From the quantum mechanical calculations up to the macro-
scale of fluid dynamics, they treat vastly different length and time scales, as illustrated
in figure 3.1. How to relate between them is a challenging matter in both theory and
experiments. When performing experimental measurements it is difficult to fully ex-
clude the effects of time on the material structures at the macro-scale, but also at the
smaller scales such as stress and strain of nanoparticles [71]. The complexity of multi-
scale modelling thus arises from the challenge of treating the events at different scales,
by theory and experiments, and whether they are comparable or not.
Avoiding the trap of over-complicating the computational model
In the early development phase of a multiscale model it is tempting to apply the se-
quential multiscale model approach, owing to its straight-forward structure. In this
approach, results are iteratively passed upwards in the hierarchical structure of scales
until a converged solution has been found. If this would be done for each time step
and if the different scales were to be dependent on each other, the multiscale model
would become ineffective and the computational time required to be immense due to
the high number of required iterations. Hence, we must make simplifications and do
so without sacrificing crucial information about the system. In this work, the single
most efficient method would arguably be to decouple some chosen parts of the compu-
tational methodology, which can either be calculated in parallel with the main solver
or be calculated in advance. To give an example of the latter, one can pre-compute a
multi-dimentional array of reaction rates where each dimension corresponds to a reac-
tion condition. This requires that the range of each reaction condition, such as catalyst
temperature and partial pressures of reactants and products, is known in advance. The
matrix is then called by the main solver in each iteration. One should remember that
the common assumptions made in chemical engineering, such as isothermal behaviour
and lumping of parameters, are powerful as long as they do not sacrifice the sought in-
formation. The question of ’what information is relevant and to what degree of detail?’,
must be kept in mind.
Recent advancements
The tradition in chemical engineering to develop models has been to describe systems
at the macro-scale. The models are usually developed by a power-rate law assump-
tion which includes fitting parameters later to be fitted to experimental data. Empirical
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models benefit from accurate model predictions at low computational cost but lack a
physical meaning and are only valid for a limited range of reaction conditions. The
opposite to empirical models are the first-principles based quantum mechanical mod-
els and Dirac wrote in 1929 that the whole of chemistry is completely known from
these physical laws [104]. The difficulty is, again, that it leads into a situation where
the mathematical expressions are too complicated to solve. During the last couple of
decades many advancements in the computational technology have emerged. Not only
have models become more detailed thanks to gained knowledge and faster computers,
theoretical frameworks and methodologies of how to relate to a multiscale problem
have been discussed and themed issues have been released on the topic [105–108]. We
are surrounded by multiscale problems but few are today approached as such. Multi-
scale methods reported in literature have, in general, been developed individually and
tailored for specific applications. Since the main difficulty in all multiscale problems is
the same, namely the vast flow of information, a general methodological environment
could help in further development of multiscale models.
If the matter is given attention, a multiscale model can pave the way for a new and com-
prehensive possibility of analyzing the catalytic system within heterogeneous catalysis.
A model where the reaction rates are based on first-principle calculations at the atomic
scale can be used to identify crucial information about the reaction network. During
the last decade, studies focusing on methane abatement applications have successfully
incorporated comprehensive kinetic models to describe detailed behaviour of the active
site and deactivation effects [32,33, 109]. Furthermore, if mass and heat transport are
considered at the macroscopic scale the model can be used to identify limiting factors
externally of the catalyst surface (see figure 2.2). Reactor models can also be used to
design optimization procedures where, for example, one recent study concluded that
an uneven catalyst loading can both improve the activity and reduce the deactivation
effect through aging [110]. This mean that multiscale models in the near future can be
used to develop concepts and aid catalyst design.
3.1.2 Micro-kinetic reaction rate
To obtain the reaction rates by first-principles calculation one must first determine the
energy levels of adsorbed molecules. The energy levels can be determined by density
functional theory [111, 112], which has become a common and powerful tool in ap-
plied quantum physics to describe reactions. Using density functional theory, a reaction
landscape is modelled onto which molecules can adsorb and react. Possible molecular
arrangements are identified and their energy levels on the surface are determined. The
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Figure 3.3: The structure of the PdO(101) surface with arrows indicating the different
adsorption locations. S1 and S2 denote adsorption on palladium and oxygen, respec-
tively. Adsorption events are possible at a top or a bridged configuration for each surface
atom. Atoms in the top-most layer are visualised with smaller balls for clarity. The white
box indicates the surface unit cell. Black is a threefold coordinated Pd, yellow is a three-
fold coordinated O while gray and red are the fourfold coordinated arrangements of Pd
and O, respectively.
energy levels are used to calculate the electronic energy barriers for the possible reac-
tion steps as a function of reaction coordinate. Figure 3.3 shows the reaction landscape
of the PdO(101) unit surface with corresponding adsorptions sites, which is used in this
work.
Transition state theory is a method used to obtain reaction rates between reactants,
surface intermediates and products for a micro-kinetic reaction network. Transition
state theory (TST) assumes that a reaction step between reactant state (R) and product
state (P) progresses through a transition state (TS‡), which lies at a saddle point on the
energy landscape between the states R and P [113,114]. The reaction is illustrated as
R ←→ TS‡ → P (3.1)
Equilibrium is assumed between R and TS‡, and the transition between TS‡ and P is
assumed to be irreversible. According to TST, the rate of which P is produced, kTST , can
be expressed as
kTST =
kBT
h
Z‡′
ZR
e
−∆E
kBT (3.2)
where kb is Boltzmann’s constant, h is Planck’s constant, T is the temperature, ∆E is
the electronic energy barrier between TS‡ and R, and ZR denotes the partition function
for the reactant state. Z‡′ is the partition for the transition state excluding the reaction
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coordinate. The partition functions can be written as a product of the separable parti-
tion functions of translational, rotational and vibrational energies which are for clarity
shown below. The vibrational frequencies are often obtained through a harmonic oscil-
lation approximation and calculated from the DFT method
Ztrans = V (
2piMkBT
h2
)3/2 (3.3)
Zrot =
1
σ
(8pi
2kBT
h2
)3/2
√
piIAIBIC (3.4)
Zvib =
∏
i
e
− ~ωi2kBT
1− ~ωi2kBT
(3.5)
where V is the volume of gas, M its mass, σ its symmetry factor, I is the moment of
inertia around the axes, ~=h/2pi and ωi is the vibrational frequency of mode i.
Adsorption events, with the activation energy Ea, are described by the kinetic gas theory
and kinetics are described as
kTSTads =
S0SdynAsite√
2pimkBT
e
−Ea
kBT (3.6)
where S0 is the sticking coefficient and accounts for the entropy change upon adsorp-
tion, Sdyn an additional sticking coefficient accounting for the fact that a molecule has
to approach the surface in a favorable orientation in order to adsorb, Asite is the area
per adsorption site and m is the mass of the molecule.
After the temperature dependent rate constants have been determined (equation 3.2
and 3.6), the considered elementary steps are compiled into a reaction mechanism to
determine a reaction rate. The reaction rates, as mentioned above, are determined for
a single adsorption site. Since the large number of adsorption sites are usually avail-
able and that different adsorbates are possible on the adsorption site, a vast number
of configurations of adsorbates are existing on the catalyst surface. Hence, numerical
calculation of each and every configuration with the effects of the nearest-neighbouring
adsorbate is not feasible.
The mean-field approximation assumes that the adsorbates are uniformly distributed
over the the surface by saying that (i) there exists a large number of sites, (ii) the
surface sites are uniform, (iii) adsorbates diffuse on the surface infinitely fast and (iv)
the adsorbate interactions are weak [115,116]. The approximation allows the reaction
rates to be described as mean-field rates where the probability of finding adsorbate i on
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the surface is equal to the coverage θ. The latter is a common descriptor in experimen-
tal catalysis to describe reaction rates. Since strong attractive forces between several
adsorbates are present on the surface for oxidation of methane, the mean-field approxi-
mation does not make a sufficient prediction of the surface coverages. This is countered
by a dividing the relevant adsorbates into paired and unpaired species, where a paired
configuration of two adsorbates feel the attractive forces of each other. The paring re-
actions are assumed to be in thermal equilibrium.
To determine the mean-field rates, take the following reaction as an example where
reactant A2 and B are converted into product C.
A2(g) +B(g)←→ C(g) (3.7)
Assume the reaction proceeds via a Langmuir–Hinshelwood mechanism, where the re-
actants are first adsorbed onto neighboring sites before the surface reaction occurs. The
elementary steps of the reaction are written as
A2(g) + 2∗ ←→ 2A∗ (a)
B(g) + ∗ ←→ B∗ (b)
A∗ +B∗ −→ C(g) + 2∗ (c)
Then the time dependent coverage of surface species A and B are expressed as
∂ΘA
∂t
= 2k+a Θ2∗ − 2k−a Θ2A − k+c ΘAΘB (3.8)
∂ΘB
∂t
= k+b Θ∗ − k−b ΘB − k+c ΘAΘB (3.9)
where Θi is the coverage of species i, k±j is the rate constant for elementary reaction j
and ∗ denotes a free active site. Equations 3.8-3.9 can be solved numerically to obtain
a steady-state solution by letting the left hand side of the equations be zero. For a
large number of elementary steps, a general expression can be formulated by the same
procedure as
∂Θi(t)
∂t
=
∑
i
(νijri(Θ1, ...,ΘN)) (3.10)
where Θi(t) is the coverage of surface species i at time t and νij is the stoichiometric
coefficient for species i and reaction j. Equation 3.10 is solved for steady state mean-
field rates and coverages. The obtained mean-field rates are used in the multiscale
model at each given gas condition and temperature.
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3.1.3 Flow-reactor simulations
Emission control systems, which are the main interest here, are best described as a con-
tinuous flow reactor and a monolithic structure is commonly used in both industrial
applications and laboratory measurements. Throughout this work, a plug-flow reactor
(PFR) is used to describe the molecular dynamics at the macroscopic scale. The chan-
nel geometry is representing a monolith with 400 cpsi. The monolith structure is evenly
coated with the Pd/Al2O3 catalyst. In a PFR the axial dispersion is assumed negligible
and the ’tanks-in-series’ method is used to discretize the reactor in its length dimen-
sion. Tanks-in-series assumes each reactor segment to behave as an ideal tank reactor
and thus all fluid properties are uniform within each tank. The evenly coated catalyst
is similarly discretized into sublayers to account for internal gradients in the porous
catalyst.
Design equations
The mass balance for the bulk gas phase for component i is described as
Ftot
Ac
· dyi,g
dx
− a · kc,i · Ctot · (yi,g − yi,s) = 0 (3.11)
where Ftot is the total bulk molar flow rate, Ac is the cross sectional area of the porous
catalyst, a is the ratio of channel surface area to channel volume, kc,i is the mass trans-
port coefficient of component i and Ctot is the total gas phase concentration for the bulk
gas. yi,g and yi,s are the mole fractions of component i in the bulk gas and at the porous
catalyst surface, respectively. The heat transport in axial direction is described as
FtotCp
Ac
· dTg
dx
− hk · a · (Tg − Ts) = 0 (3.12)
where Cp is the heat capacity of the bulk gas, Tg is the bulk gas temperature, Ts is the
catalyst surface temperature and hk is the heat transport coefficient.
The mass balance for component i inside the porous catalyst is described as
Deff,i · Ctot · d
2yi,s
dz2
+ νi · Csite · ρcat · r(Cs, Ts) = 0 (3.13)
with boundary conditions as
kc,i · Ctot · (yi,g − yi,s) = Deff,i · Ctot · dyi,s
dz
∣∣∣∣∣
z=0
(3.14)
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0 = dyi,s
dz
∣∣∣∣∣
z=Lwc
(3.15)
where νi denotes the stoichiometric coefficient for component i, Csite is the active site
density, ρcat is the density of the porous catalyst, r is the reaction rate determined from
first-principles based microkinetics and Lwc is the thickness of the porous catalyst. No
mass transport proceeds between the porous catalyst and the cordierite monolith sub-
strate, hence the derivative is set to zero at z=Lwc in Eq. 3.15. In accordance to Ander-
son’s criterion [117], the porous catalyst is assumed to be isothermal in radial direction.
Thus, the generated heat from the exothermic oxidation reaction is transported from the
catalyst surface at a temperature of Ts to the bulk gas phase at a temperature of Tg, or
conducted axially through the solid material. The heat balance of the porous catalyst is
described as
hk · As · (Tg − Ts)− (−2λs) · Acs · dTs
dx
+
∫ z=Lwc
z=0 ρcat · Csite · (−∆Hr) · r(Cs, Ts) · dz
Lwc
= 0 (3.16)
with boundary condition as
−2λs · dTs
dx
∣∣∣∣∣
z=0,Lmonolith
=  · σ · (T 4s − T 4g ) (3.17)
where As is the ratio of external surface area to volume of the porous catalyst, Acs
is the ratio of cross sectional area to volume of the porous catalyst, λs is the catalyst
heat conductivity, ∆Hr is the reaction enthalpy, Lmonolith is the monolith length,  is the
emissivity factor (set to 0.6) and σ is the Stefan-Boltzmann constant. The discretized
forms of Eq. 3.11-3.17 that were used in the computations are for clarity outlined in
the appendix.
Mass and heat transport
The mass (kc in equation 3.11) and heat (h in equation 3.12) transport coefficients are
affected by the flow characteristics (i.e. laminar or turbulent flow) which in turn can
affect the rate of reaction [118]. In a turbulent flow the molecular dynamics, and thus
the mass and heat transport, are faster compared to in a corresponding laminar flow.
Several approaches can be used to calculate the transport coefficients. An interesting,
but computationally expensive method, is to incorporate computational fluid dynam-
ics (CFD) to solve the Navier-Stokes equations [119]. CFD is commonly used to track
the development of a flow field inside a predefined control volume. Apart from being
computationally expensive, to model a porous catalyst with CFD, each pore has to be
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predefined. Since the preparation of metal-oxide catalysts usually is performed with a
low control of the exact pore structure, CFD can arguably over-complicate the system
instead of benefiting towards a reliable solution. However, in emission control system
applications, the same type of honeycomb monolith structures have frequently been
used in industrial R&D and academic research. Thanks to this, empirical methods of cal-
culating the transport coefficients have been developed over the years. These methods
use dimensionless numbers which relate fluid properties to each other in a well-known
system. The dimensionless Sherwood and Nusselt number can be used to calculate the
mass and heat transport coefficient, respectively. In a fully developed laminar flow,
the Sherwood and Nusselt numbers have converged to their asymptotic values of 2.98
[120]. In a monolith reactor geometry, the laminar flow field is least developed in the
first part of the monolith which increases the transport coefficients in that area. As the
laminar fluid profile develops through the monolith, the Sherwood and Nusselt num-
bers converge to their asympthotic values. From the asymptotic value, the Hawthorn’s
correlations can be used to determine the mass and heat transport coefficients between
the bulk gas and the catalyst surface as [121].
kc,i = Sha · Di
dh
· (1 + 0.095 ·Re · Sc · dh
x
)0.45 (3.18)
hk = Nua · λg
dh
· (1 + 0.095 ·Re · Pr · dh
x
)0.45 (3.19)
where dh is the open channel diameter, Re is the Reynold number, Sc is the Schmidt
number, Pr is the Prandtl number and x is the axial position in the monolith.
The internal diffusion is estimated by the effective diffusivity, Deff,i,k. The effective
diffusion is estimated from the Bosanquet relation
Deff,i,k =
p/τ
1
Di,k
+ 1
Dki,k
(3.20)
where p/τ is the porosity to tortuosity ratio and set to 0.1 [122, 123]. Di,k is the tem-
perature and total pressure corrected bulk diffusion coefficient and Dki,k is the Knudsen
diffusion coefficient for component i and tank k. Dki,k includes the structural parameter
of pore width. The diffusion coefficients are calculated as
Di = Dref,i(
Ts
Tref
)1.75(Pref
Ptot
) (3.21)
Dki =
dp
3
√
8RgTs
Mipi
(3.22)
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where Ts is the catalyst surface temperature, dp is the pore diameter, Dref,i is taken from
literature values and Mi is the molecular mass of component i.
3.2 Sample preparation
The Pd/Al2O3 powder catalyst is prepared by incipient wetness impregnation, also
known as dry impregnation or pore volume impregnation. The preparation process
requires a predetermined saturation point of water since the volume of added precur-
sor solution should be equal to or less than the total pore volume. This technique is
commonly used at larger scale due to its straightforward procedure and when the cat-
alyst precursor is expensive [124, 125]. The alumina support material is impregnated
with a palladium salt precursor solution, tetraamminepalladium(II)nitrate, to obtain a
desired noble-metal loading of the final catalyst. In practice, prior to impregnation the
alumina support is treated in air at 600 ◦C to remove impurities and its saturation point
is determined. The saturation point is determined by drop-wise adding water onto the
alumina support material of a known weight. Water is added until the pores of the sup-
port material have absorbed their maximum volume and the outer surface turns wet.
Once the saturation point is known, a dry sample of the support material is drop-wise
impregnated by a prepared aqueous volume of metal precursor, water and ethanol. The
resulting paste is instantly frozen with liquid nitrogen and freeze-dried over night to
remove the water-ethanol mixture and to deposit the noble-metal on the surface of the
support material. The preparation is finalised by calcining the dried powder samples in
air at 600 ◦C for 30 min.
The prepared powder catalysts were washcoated onto monoliths in Paper I (L=15 mm,
∅=12 mm) and Paper IV (L= 20 mm, ∅=14 mm) and evaluated in a flow-reactor.
Prior to the washcoating procedure, the monolith substrate was treated in air at 600 ◦C
for 2 h, the powder catalyst and a suitable binding agent, here Boehmite (AlOOH),
was suspended at a ratio of 4:1 in a mixture of water and ethanol (ratio of 1:1). The
monolith ends were immersed in the slurry and carefully shaken to remove the excess
slurry in the channels to avoid clogging before dried under a heating gun at 100 ◦C
and subsequently calcined at 500 ◦C for 2 min. This procedure was repeated until the
desired mass of catalyst had been applied onto the corderite monolith substrate. The
monolith was finally calcined in air at 600 ◦C for 2 h. The preparation procedure is
illustrated in figure 3.4.
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Figure 3.4: A simple flow diagram showing the components in the sample catalyst
preparation procedure according to the incipient wetness impregnation and the wash-
coating methods.
3.3 Characterisation techniques
3.3.1 Nitrogen physisorption
An inert probing gas can be used to quantify the specific surface area of a mesoporous
sample. The theory was first published in 1938 by Stephen Brunauer, Paul Hugh Em-
mett, and Edward Teller (the BET method) [126]. Nitrogen is commonly used as the
inert probing gas which physisorbs onto the solid surface. The BET method assumes
(i) equilibrium between the adsorbate and the solid surface, (ii) the physisorption sites
are equivalent in the first layer of adsorbate, (iii) molecules in Nth layer act as ph-
ysisorption sites for layer N+1, (iv) adsorbate-adsorbate interactions are neglected, (v)
the adsorption is described equally for layers N≥2, (vi) the adsorption energy for layer
N≥2 is equal to the condensation energy of the probe gas and (vii) the number of lay-
ers become infinite at P=P0 where the adsorbate condenses into a liquid on the solid
surface [127].
To measure the surface area of a mesoporous sample, the sample is dried before be-
ing cooled to the boiling point of the liquid nitrogen (-196 ◦C). The cooled sample is
evacuated and in steps dosed with small volumes of nitrogen where the pressure is al-
lowed to stabilize before the consecutive dose. The amount of nitrogen physisorbed
onto the sample (V) is measured as a function of the relative pressure of P/P0, where P
is the equilibrated partial pressure and P0 is the saturation vapour pressure of nitrogen
at -196 ◦C. At low partial pressures, the relationship between physisorbed nitrogen and
partial pressure is linear and the monolayer volume (Vm) is determined by the slope,
(C-1)/VmC, and intersection, 1/VmC, between 0.05 ≤ P/P0 ≤ 0.3, according to the BET
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equation 3.23 [126]. The surface area is quantified from Vm and the cross-sectional
area of the N2 molecule (0.162 nm2).
P
V (P0 − P ) =
C − 1
VmC
P
P0
+ 1
VmC
(3.23)
The pore size distribution (PSD) of mesoporous materials can be calculated by a method
originally proposed by Barrett et al. [128]. The approach assumes a step-wise emptying
of the pores, which are assumed to initially be filled with condensed N2 at a relative
pressure of close to unity. Capillary condensate is removed from the pores along with
the step-wise desorption process where the largest pores are assumed to be emptied
before the narrower pores due to a smaller surface tension. Using the relative pressure
and the Kelvin equation, which uses surface tension to relate the relative pressure to
pore size, the PSD and an average pore width can be calculated. The method is a sim-
plified description of the actual occurring process and contains errors but is recognised
as a standard method to determine PSD in mesoporous materials.
The surface area and average pore size of the catalyst samples used in Paper I and
Paper IV were measured in a Micromeritics TriStar 3000 instrument.
3.3.2 Selective chemisorption
Selective carbon monoxide chemisorption is a method which can measure the disper-
sion of e.g. noble metals in a known catalyst sample. The dispersion is defined as the
ratio between exposed metal atoms and the total number of atoms of the considered
metal in the sample. In the procedure, the sample was first degassed at 250 ◦C for 3 h
to remove surface moisture and to determine its dry weight. After the dry weight was
determined, the sample was subjected to an oxidative pretreatment of 2 vol.-% O2 at
500 ◦C for 1 h followed by a reductive pretreatment, 4 vol.-% H2, at 500 ◦C for 1 h. The
pretreatment procedure enables the exposed metal atoms to chemisorb carbon monox-
ide. The sample is cooled to 35 ◦C before carefully dosed with carbon monoxide. By
monitoring the number of chemisorbed carbon monoxide molecules and assuming a
ratio of adsorbed CO per metal atom, the metal dispersion can be determined.
In Paper I and Paper IV, the dispersion of Pd and the mean Pd particle diameter were
determined by chemisorption of carbon monoxide using a Micrometrics ASAP 2020
instrument.
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3.3.3 Diffusive reflectance infrared Fourier transform spectroscopy
Infrared (IR) spectroscopy is an important technique in research to measure molecular
vibrations by creating a change in the dipole moment. A commonly used analytical
tool in catalyst research is diffuse reflectance infrared Fourier transform spectroscopy
(DRIFTS), which can be used to study powder samples and solids with a rough surface.
The technique is based on the interaction between the IR radiation and the vibrational
modes of the chemical bonds in a molecule. The emitted IR radiation consists a range
of frequencies which can excite different vibrational modes of equivalent energy. The
vibrational modes may be associated with bending, vibration or rotation of the molec-
ular bonds [129]. The vibrational modes of a bond is dependent on the atom mass at
each end of the bond, and the bond strength. The latter is in turn affected by adjacent
molecular structures. This results in that the vibrational modes in a molecular system
are unique and hence can be used to identify the surface species and the functional
groups present on the sample surface. DRIFTS was used in Paper IV to identify surface
species adsorbed on the Pd/Al2O3 surface.
3.4 Catalyst evaluation
3.4.1 Flow-reactor measurements
Two different flow-reactor systems were used to evaluate the performance of the pre-
pared catalysts. In Paper I, where elevated total pressures were examined, an in-house
built flow-reactor of stainless steel was used that can withstand the increased force ex-
erted on the material. The flow-reactor was designed to operate in parallel, but not
simultaneously, with a diffusive reflectance infrared Fourier transform spectroscopy in-
strument (Vertex 80v). The parallel setup enables a quick change from kinetic mea-
surements to surface characterisation and uses the same gas delivery system. In the
flow-reactor, the coated monolith sample is surrounded with quartz wool and fixed in
an insulated stainless steel tube (L=480 mm, ∅O=15 mm). An electrical heating coil is
fixed onto the stainless steel tube and positioned directly upstream of the coated mono-
lith sample to ensure a reliable feed gas temperature. The heating coil is controlled by
a Eurotherm 3216 temperature controller. The feed gas temperature is measured by a
K-type thermocouple 5 mm upstream of the coated monolith and mass flow controllers
(Bronkhorst model FG-201CV) are used to deliver the desired gas composition. The to-
tal pressure is measured by an in-line mounted gauge pressure transmitter (Yokogama,
model EJA530E) and controlled by a control valve (Bronkhorst F-001). The gas de-
livery, system pressure and temperature are controlled and monotored in a LabVIEW
environment. The gas outlet is analysed by mass spectroscopy (V&F Analysetechnik,
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Airsense Compact). Prior to each experiment, the sample underwent a pretreatment
procedure. In Paper I, where pressureised conditions are tested, the sample was pre-
treated at 500 ◦C with 4 vol.-% H2 for 20 min and with 2 vol.-% O2 for 40 min before
cooled to 280 ◦C in 2 vol.-% O2 and Ar. The pretreatment procedure and the consecu-
tive activity measurement was carried out at the same total pressure and at a total flow
of 100 mL min−1. The activity measurements were conducted by increasing the tem-
perature with 2 ◦C/min up to 450 ◦C, held constant for 30 min followed by a cooling
phase with 2 ◦C/min. The methane conversion was calculated from the cooling phase of
the measurement. The apparent activation energies were calculated using data points
between 7 and 15 % methane conversion. The reaction orders were determined by
varying the concentration of methane between 400 and 1600 vol.-ppm in steps of 200
vol.-ppm with unchanged temperature and pressure.
In Paper IV a similar flow-reactor setup was used to measure the activity of the catalyst.
This flow-reactor consists of an insulated quartz tube which is surrounded by a heat-
ing coil. K-type thermocouples are placed in front of and inside the monolith sample
to measure the feed gas and sample temperature, respectvely. Gas delivery is handled
by mass flow controllers (Bronkhorst model FG-201CV) controlled by a LabVIEW en-
vironment. The outlet gas concentration is measured by FTIR Spectroscopy (MultiGas
2030, MKS Instruments). The pretreatment procedure in Paper IV included five con-
secutive ignition-extinction temperature ramps to reach a steady-sate performance of
the sample. The ignition-extinction ramps where performed at subsequent reaction gas
composition of either a dry (0.1 vol.% CH4 + 2 vol.% O2) or a wet (0.1 vol.% CH4 + 2
vol.% O2 + 5 vol.% H2O) gas feed. The temperature was increased by 4 ◦C/min from
200 to 500 ◦C where it was held constant for 5 min before decreased to 200 ◦C with
4◦C/min.
3.4.2 Simulations
Paper I-IV discuss the simulated catalytic activities to assess the catalytic performance
at elevated pressures and discuss the applicability of the multiscale model. The input
parameters required by the model are monolith dimensions, catalyst mass, noble-metal
loading, palladium dispersion, feed gas temperature, gas composition, total pressure
and volumetric flow. The simulations assume an even coating of catalyst thickness
through the monolith and an even noble-metal distribution in the washcoat except in
Paper III where an additional simulation with an uneven noble metal distribution was
performed.
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Figure 3.5: An illustration of the 2D multiscale model.
The mass and heat transport equations for the bulk gas phase (equation 3.11 and 3.12)
and for the porous catalyst (equation 3.13 and 3.16) are coupled to the first-principles
based microkinetic reaction rate in equation 3.10. The reactor is discretised into tanks
and catalyst sublayers, which are solved numerically in order to obtain axial and radial
gradients. The monolith is simulated as a single-channel reactor. The single-channel
monolith is divided into 10 tanks, according to the tanks-in-series method, while the
porous catalyst is divided into 12 sublayers to account for internal mass and heat trans-
port. The length of the tanks and the thickness of the sublayers increases with 30 %
from the inlet and 50 % from the catalyst surface, respectively, to obtain a finer gradient
resolution. An illustration of the reactor model is shown in Figure 3.5. The active site
density, csite, is determined from a desired palladium loading and dispersion in each
tank and sublayers. The active site density is calculated in each tank and sublayers to
obtain the predetermined site distribution inside the catalyst. The coated catalyst is
given the physical properties of alumina. The simulations are performed using a combi-
nation of MATLAB and the Python software. The macroscopic calculations of molecular
flow dynamics through the monolith and into the catalyst structure are calculated in
MATLAB environment while the microkinetic calculations are calculated using the SciPy
Python package.
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CHAPTER 4
COMPLETE METHANE OXIDATION
In this work, the performance of Pd/Al2O3 catalysts for complete methane oxidation at
varying total pressure has been studied by experiments and simulations in dry condi-
tions, and simulated for wet exhaust gas compositions. The performance in pressurised
atmospheres, lean (oxygen excess) and dry conditions is studied by activity measure-
ments using an in-house built flow-reactor, which has been designed and constructed as
a part of this work. The activity measurements are accompanied by simulations using a
2D multiscale flow-reactor model which has been developed for the specific purpose as
discussed in section 3.1.3. While the main focus is to study the effect of total pressure,
comparison between experimental and simulated activities is an interesting addition
where first-principles calculations based kinetics are compared to experimentally mea-
sured values. The multiscale flow-reactor model is used to evaluate the performance of
the Pd/Al2O3 catalyst at simulated exhaust gas conditions (5-10 vol.-% H2O and CO2).
It is known from previous studies that interface sites, located between the noble metal
and the supporting metal-oxide structure, may impact the activity of the catalyst. The
interface sites are not included in the multiscale model to limit the computational cost
without adding fitting parameters. Simulated results from the multiscale flow-reactor
model are therefore compared to corresponding experimental results for a series of
prepared Pd/Al2O3 catalysts with varying ratio of interface to bulk palladium sites to
discuss and emphasise the necessity of including support effects. This section discusses
the general trends and findings of the results, and focuses on the total pressure effects
on the catalytic activity and the possibilities of multiscale modelling in heterogeneous
catalysis.
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4.1 Pressurised methane oxidation over Pd/Al2O3
The study in Paper I measures the methane conversion at dry conditions using the
in-house build flow-reactor as described in section 3.4.1. The methane conversion is
measured between 300 and 450 ◦C and the accompanying simulations use determined
noble metal loading and dispersion, measured by inductively coupled plasma-optical
emission spectrometry and selective chemisorption, respectively. Figure 4.1 shows that
the methane conversion is enhanced with increasing total pressure between the ex-
amined temperatures for increasing total pressures, along with an increased activation
energy. In the region of lower temperatures, where kinetics are usually controlling a
chemical reaction, the methane conversion is more or less unaffected by an increased
total pressure. For increasing temperatures, the methane conversion increases faster
for the experiments and simulations performed at elevated total pressures. The total
pressure effect is thus more pronounced at higher reaction temperatures until a full
conversion is achieved. The experiments only show a minor effect of total pressure
above 4 atm. The equations used in the multiscale flow-reactor model contain no fit-
ting parameters, and two distinct and different length and time scales are coupled, the
first-principles calculations at the atomistic scale for kinetics over PdO(101) and the
macroscopic scale for flow dynamics through a monolith reactor. The simulations in fig-
ure 4.1 therefore do not consider the effects of support material, structural changes nor
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Figure 4.1: Experimental (lines) and simulated methane conversion (squares) at 1
(blue), 2 (red), 4 (yellow) and 10 (black) atm in dry conditions (0.1 vol.-% CH4 + 2
vol.-% O2) and activation energies. The gas flow was balanced in Ar with an inlet space
velocity of 100 mL min−1, which corresponds to a GHSV of 3500 h−1 at atmospheric
total pressure.
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differentiate between the different active site. Surface area changes of the active sites
were successfully implemented by Stotz et al. into a similar flow-reactor model, which
could partly explain the differences seen in this work [33]. The effects of support ma-
terial and structural changes inevitable during the experiments but the present model
manages to capture the general experimental trends with a some exceptions. One ex-
ception is the diminishing total pressure effect above 4 atm which is not observed in
the simulated activity profiles. Another is the underestimated simulated activity at low
temperatures. The study in Paper I discusses other possibilities than structural changes
of the active sites, which also can have an effect on the methane conversion within the
examined temperature range. These can crudely be categorised as effects on transport
properties and effects on the reaction kinetics. Paper I concludes that the observed ef-
fect of increasing total pressure as shown in figure 4.1 is attributed to a sufficiently high
fraction of under-coordinated palladium sites, a longer residence time for the methane
inside the catalyst coated monolith, due to fixed inlet mass flow, and a higher methane
impingement rate.
4.1.1 Effects on transport properties
The total pressure effects on the transport properties in Paper I are studied. The bulk
molecular diffusion is affected by the total pressure and decreases linearly as described
by equation 3.21. A decreasing bulk diffusion in turn affects the effective diffusion for
the internal mass transport considerations and the mass transport coefficient for gas
film (external) diffusion shown equations 3.20 and 3.18, respectively. In the prevail-
ing conditions of (0.1 vol.-% CH4 + 2 vol.-% O2) the internal mass transport can be
assumed to influence the observed rate of reaction at atmospheric pressures and tem-
peratures of 450 ◦C as discussed in Paper I. The significance of internal mass transport
is estimated by the Weisz modulus (Ψ) and shown in figure 4.2. It might be surprising
that the internal mass transport is most influential at atmospheric and not at elevated
total pressures, since a higher methane conversion was observed and a slower diffusion
is expected at the latter. The suspicion is motivated and the question is touched upon
in Paper II-III where higher temperatures are studied. At this point, in Paper I, the
methane reaction rate is slow and an increased total pressure reduces the concentra-
tion gradients inside the porous catalyst, hence reducing the influence of internal mass
transport. The influence of temperature and total pressure on bulk diffusivity, Knud-
sen diffusivity, effective diffusivity and the mass transport coefficient for methane are
shown in figure 4.3 at inlet conditions according to the multiscale model. It is observed
that the Knudsen diffusion is between one and two orders of magnitude lower than
the bulk diffusion and hence impacts the effective internal diffusion (Deff) according
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Figure 4.2: The Weisz modulus calculated at experimental inlet conditions for varying
total pressures and temperatures. An average catalyst coating of 30 µm is estimated
from optical microscopy while the reaction rate and effective diffusivity is taken from
the multiscale model. Values are taken from the multiscale model since differential
conditions can not be assumed at all examined conditions.
to the Bosanquet relation in equation 3.20. The external mass transport is found to be
insignificant according to the Mears criterion and the effects on heat transport can be
assumed negligible for all examined conditions in Paper I. The results indicate that the
methane oxidation is most likely controlled by a mixture of kinetics and internal mass
transport in dry conditions since Ψ ∼ 1.
4.1.2 Effects on methane reaction rate
The effects of total pressure on the intrinsic reaction rate of methane in Paper I can be
estimated by the microkinetics in the multiscale model. The total pressure is raised at
maintained reactant concentrations to explain the observed positive effect. However,
a few words about the reaction network are first necessary. The microkinetic reaction
network is based on a dual-site mechanism, where under-coordinated palladium and
an under-coordinated oxygen atom is required for methane dissociation. Examining the
fraction of unoccupied palladium, S1(Pd), and oxygen, S2(O), sites displays a high avail-
ability of S1(Pd) sites and a low availability of oxygen sites in dry conditions. Thus a
low availability of S2(O) sites is indicated to be limiting the methane oxidation reaction.
Studying the adsorbates reveals that hydrogen is abundant on the the S2(O) sites which
is formed through the CHx decomposition reaction. The fraction of available S2(O)
sites and the coverage of hydrogen are shown in figure 4.4. At temperatures where a
low methane conversion is observed in figure 4.1, a high coverage of hydrogen is pre-
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Figure 4.3: The bulk molecular diffusion (a), Knudsen diffusion (b) and the effective
diffusivity (c) for CH4 at inlet conditions according to the multiscale model.
dicted by the simulations which is enforced by studies that report a high rate-control of
the methane dissociation and the CH3 decomposition reaction step of methane oxida-
tion over palladium [77,130]. Further, the observation of a limiting fraction of available
S2(O) sites at temperatures where the simulated methane conversion is under-estimated
is interesting since the observation could indicate and point towards the necessity of in-
cluding support effects to the model and explain the overestimated simulated activation
energies. The support effects could very well influence the availability of S2(O) sites or
the surface reactivity itself through interface sites, oxygen storage capacity and other
regeneration pathways for the S2(O) sites. Including such information into the mul-
tiscale model could enhance the kinetics at low temperatures and take the multiscale
model one step closer to the results from corresponding experiments. Indications that
the effects of support material should be considered have been reported in a similar
study [33].
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Figure 4.4: The fraction of unoccupied under-coordinated oxygen sites (left) and the
coverage of adsorbed hydrogen on the S2(O) site (right) at varying temperatures and
total pressures according to the microkinetic model.
4.2 Simulated activity at exhaust gas conditions
The model is used in Paper II and Paper III to predict the behaviour of a similar
Pd/Al2O3 catalyst at realistic exhaust gas conditions where also water and carbon diox-
ide are present in the feed gas. The concentrations vary but usually 5-10 vol.-% of
each component is present in a real application. In Paper II the axial dimension in
the 2D flow-reactor model is removed and a differential length segment of the reactor
is analysed at inlet reactor conditions. Thus, no bulk gas flow is present and steady-
state turnover frequencies are simulated in radial direction inside the coated catalyst.
The 2D multiscale model is reintroduced in section 4.2.3 and Paper III to evaluate the
flow-reactor performance at simulated exhaust gas conditions.
4.2.1 Intrinsic reaction rate
The temperature and total pressure dependent turnover frequencies in Paper II are
shown in figure 4.5. In contrast to the previously discussed results of Paper I where
dry conditions are used, Paper II displays that the turnover frequency can be negatively
affected for simulated exhaust gas conditions. A negative effect of total pressure is ob-
served below temperatures of 420 ◦C while a positive effect is present above 475 ◦C.
Between 420 and 475 ◦C the effect of total pressure is low but a temperature and
total pressure dependent local maximum in the turnover frequency is observed. The
three temperature regions with different dependency of total pressure on the turnover
frequency are from here on called the low-, intermediate- and the high-temperature
regime. The study in Paper II reveals that the origin of the three temperature regimes
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Figure 4.5: Simulated intrinsic turnover frequencies for complete methane oxidation
over a Pd/Al2O3 catalyst at varying temperature and total pressure. The simulated
exhaust gas is comprised of 0.1 vol.-% CH4, 10 vol.-% O2, 5 vol.-% H2O and 5 vol.-%
CO2.
are due to temperature and total pressure dependant coverages of the most abundant
surface intermediates on the palladium and oxygen sites, S1(Pd)-S2(O). An analysis of
the surface adsorbates reveals that the S1(Pd) sites are blocked by adsorbed bicarbon-
ate (HCO3), water and hydroxyl species (OH). The reduced number of available S1(Pd)
sites results in a lower chance of finding an available S1(Pd) site next to an available
S2(O) site, which is the most reactive configuration of adsorption sites for methane
dissociation on the PdO(101) surface. The adsorbate coverages, and the chance of
finding an available S1(Pd)-S2(O) site configuration, are shown in Figure 4.6a-d. The
bicarbonate species is formed from a surface reaction between adsorbed carbon diox-
ide and hydroxyl species while the hydroxyl species originates from decomposition of
adsorbed water or as a reaction intermediate from decomposition of adsorbed CHx
species. The negative effect of increased total pressure on methane conversion in the
low-temperature regime is explained by an increasing coverage of hindering surface
species on the under-coordinated S1(Pd) sites. Bicarbonate is found to dominate the
Pd/Al2O3 site surface at temperatures up to∼400 ◦C while adsorbed water and hydroxyl
species are favoured between 400-450 ◦C and the observed negative effect is hence a
combination of these two. Interestingly, a possible interplay between the carbon diox-
ide and water, and their negative effects on the reaction rate was previously observed
and discussed experimentally [34,131]. For temperatures within the high-temperature
regime, the fraction of available S1(Pd)-S2(O) site configurations is sufficiently high to
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Figure 4.6: The equilibrium coverages of bicarbonate, water, hydroxyl species and
the fraction of available S1(Pd)-S2(O) site configurations according to the microkinetic
model. The bulk gas is comprised of 0.1 vol.-% CH4, 10 vol.-% O2, 5 vol.-% H2O and 5
vol.-% CO2.
dissociatively adsorb the methane molecule when the total pressure is increased. The
availability is relatively high even at the highest examined total pressure which explains
the observed positive effect of total pressure. The main findings of the study in Pa-
per II are the three temperature regimes with different total pressure dependencies
and the explanation is found in the adsorbed surface species which are blocking the
under-coordinate palladium site, S1(Pd), in the S1(Pd)-S2(O) site configuration.
4.2.2 Mass and heat transport effects
So far, section 4.2 has treated intrinsic turnover frequencies by giving the mass (kc) and
heat (hk) transport coefficients and the effective diffusivity (Deff) large values. From
this point on, the values are determined according to the transport equations in sec-
tion 3.1.3. The turnover frequencies in figure 4.5 are recalculated at the same reaction
conditions to obtain simulated mass and heat transport affected turnover frequencies.
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Figure 4.7: The significance of internal (a) and external (b) mass transport for complete
methane oxidation in a Pd/Al2O3 washcoat at varying temperature and total pressure.
The simulated exhaust gas is comprised of 0.1 vol.-% CH4, 10 vol.-% O2, 5 vol.-% H2O
and 5 vol.-% CO2.
For the sake of simplicity, the ’simulated mass and heat transport affected turnover fre-
quencies’ will from here on be denoted just as ’turnover frequencies’. The internal and
the external mass transport significance are evaluated by comparing the their diffusion
time constants (twc and td, respectively) to the reaction time constant (tr). In the case
of internal mass transport significance, the ratio of twc/tr coincides with the Weisz mod-
ulus and for the external mass transport significance, the ratio td/tr is analogous to the
Mears’ criterion. Their significance are shown in figure 4.7. In accordance with Paper I,
the internal mass transport in figure 4.7a begins to influence the turnover frequencies
around 400 ◦C where the significance is close to unity. However, in the high-temperature
regime an increasing significance is noticed for increasing total pressure. This effect was
not displayed in Paper I and the difference between figure 4.2 and figure 4.7a is that
the latter examines higher temperatures. At temperatures above ∼500 ◦C the fraction
of available S1(Pd)-S2(O) site configurations is high and the turnover frequency can in-
crease unhindered with increasing total pressure, giving rise to internal concentration
gradients of methane and an increased internal mass transport limitations. The external
mass transport significance in figure 4.7b indicates that external mass transport can be
neglected in the low-temperature regime (T<420 ◦C).
By defining a criterion saying; if one time constant is an order of magnitude higher than
the other (e.g. twc/tr ≥ 10), the process described by the highest time constant can
safely be assumed to control the reaction rate of methane. The simulated turnover fre-
quency with determined controlling regions are shown in figure 4.8. The criteria show
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Figure 4.8: The volume averaged simulated turnover frequencies with determined con-
trolling regions in the Pd/Al2O3 catalyst for methane oxidation at varying temperature
and total pressure. The simulated exhaust gas is comprised of 0.1 vol.-% CH4, 10 vol.-%
O2, 5 vol.-% H2O and 5 vol.-% CO2.
that the reaction rate of methane oxidation, in a simulated exhaust gas composition and
in a Pd/Al2O3 coated monolith, can be assumed to be kinetically controlled at tempera-
tures below ∼400 ◦C. In the kinetically controlled region the turnover frequency is de-
termined by the number of available S1(Pd)-S2(O) site configurations, which in turn are
low due to a high coverage of bicarbonate, water and hydroxyl species. The high cover-
age results in a hindering effect for dissociative methane adsorption on the S1(Pd)-S2(O)
site configuration. Internal mass transport influences come into play above∼400 ◦C and
the external mass transport is shown to influence but never control the reaction at high
temperatures, as discussed in more detail in Paper II.
4.2.3 Reactor performance
The study in Paper III explores the performance of a flow-reactor according to the 2D
multiscale flow-reactor model and predicts methane conversion profiles at simulated
exhaust gas conditions. The methane conversion profiles in Figure 4.9a put the obser-
vations in Paper II, into context and once again displays three different total pressure
dependencies. A negative effect of total pressure on the methane conversion is noticed
at the lower temperatures, here up to 420 ◦C while a positive effect is seen above 450 ◦C.
The cause for the observed effects is as in Paper II, found in the temperature and to-
tal pressure dependent surface coverages of bicarbonate, water and hydroxyl species
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Figure 4.9: The simulated methane conversion profiles (a) with the corresponding
fraction of available S1(Pd) and S2(O) sites on the palladium oxide surface (b). The
simulated exhaust gas is comprised of 0.1 vol.-% CH4, 10 vol.-% O2, 10 vol.-% H2O and
5 vol.-% CO2 balanced in Ar with an inlet space velocity of 1500 mL min−1. The flow
rate corresponds to a GHSV of 53 000 h−1.
that adsorb on the under-coordinated S1(Pd) sites and hinder methane dissociation.
The fraction of available S1(Pd) and S2(O) sites are displayed in figure 4.9b. When a
negative pressure effect is observed the availability of under-coordinated S1(Pd) sites is
limited by a high coverage of hindering surface species. This is explained by adsorption
of gaseous CO2 and water from the bulk gas and was not observed at the examined dry
conditions in Paper I where under-coordinated oxygen sites were instead limiting due
to a high coverage of hydrogen. The kinetic control of methane oxidation is hence con-
trolled by different kinetic steps that are dependent on the bulk gas composition. This is
further complicated by including the total pressure as a variable since the ratio between
available S1(Pd) and S2(O) sites seems to be highly dependent of both temperature and
total pressure (figure 4.9b).
A degree of rate control analysis is performed In Paper III for the microkinetic reaction
network. The results show a high rate control of the methyl decomposition and wa-
ter desorption for the surface kinetics in a simulated exhaust gas composition at lower
total pressures. The main results from the degree of rate control analysis are shown
in figure 4.10. The observed rate control of water desorption is not surprising and the
negative effect of water adsorption has already been discussed. Figure 4.10 illustrates
this since an unoccupied S1(Pd) site is formed upon water desorption from the surface.
In the methyl decomposition reaction step, a hydrogen species is transferred from the
methyl group to either a surface hydroxyl or an under-coordinated oxygen site. Further,
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Figure 4.10: The temperature and total pressure dependent degree of rate control
determined from simulations at inlet gas conditions of 0.1 vol.-% CH4, 10 vol.-% O2, 10
vol.-% H2O and 5 vol.-% CO2.
O2 dissociation shows a strong negative rate control because of the additional S1(Pd)
site the extra oxygen occupies. For increasing total pressures the rate control of methyl
decomposition and the water desorption decrease while a more influencing methane ad-
sorption is seen and shows similar rate control for the methane oxidation reaction at 10
atm. The low rate control of water desorption at high pressures and low temperatures
is explained by an increased surface coverage of bicarbonate, which becomes favoured
over the adsorbed water on the S1(Pd) sites at higher total pressures. One might be
surprised that bicarbonate formation is not revealed in the degree of rate control anal-
ysis even though its high surface coverage and effect. The explanation is due to the fact
that the elementary step of bicarbonate formation is not part of the reaction cycle. The
formation takes part in a parallel, and independent, pathway to form the bicarbonate
surface species. This result in a low degree of rate control low but the negative effect
of carbon dioxide adsorption, from which bicarbonate is formed, is instead observed as
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Figure 4.11: Reaction orders for methane, carbon dioxide and water at 1 (blue) and
10 (black) atm. The reaction orders are determined using the 2D multiscale model for
a gas composition of 0.1 vol.-% CH4, 10 vol.-% O2, 10 vol.-% H2O and 5 vol.-% CO2
balanced in Ar at a total inlet flow rate of 1500 mL min−1.
a negative reaction order in Paper III. The reaction orders for methane, carbon dioxide
and water are determined at 350 ◦C at 1 and 10 atm and shown in figure 4.11. The
reaction orders at 1 atm are similar to previous work [132–134]. Increasing the total
pressure is shown to only slightly enhance the methane reaction order. The carbon
dioxide and water reaction orders however show a strong negative effect by increas-
ing the total pressure which is attributed to the hindering effect previously discussed.
The water adsorbs on S1(Pd) sites and decomposes into hydroxyl and hydrogen that
through several different surface diffusion reactions can end up as hindering species for
the methyl decomposition reaction. Adsorbed carbon dioxide forms a carbonate which
reacts with a surface hydroxyl to ultimately end up as the hindering bicarbonate surface
species.
4.3 Support effects
The low activity of methane oxidation of Pd/Al2O3 in a wet feed gas and the resulting
effects on the support structure is commonly debated [39, 40, 62, 63, 65]. Since the
microkinetics in the multiscale flow-reactor model do not consider supported palladium
particles but an ideal surface, it may be of interest to make the comparison between
experimental with simulated activities. The discussed adsorbates of water and hydroxyl
species in Paper II-III are investigated experimentally by diffusive reflectance infrared
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Figure 4.12: Diffusive reflectance infrared Fourier transform spectra during exposure
of Pd/Al2O3 (blue) and PdO (black) for 0.1 vol.% CH4 + 10 vol.% H2O at 100 and
300 ◦C . The difference spectra were first taken at a total pressure of 1 atm followed by
2 atm.
Fourier transform spectroscopy. The difference spectra at 100 and 300 ◦C and 1 and 2
atm for powder samples of Pd/Al2O3 and unsupported PdO are shown in figure 4.12.
Not surprisingly, the spectra show a higher absorbance at 100 ◦C, compared to 300 ◦C,
in the hydroxyl stretching region above 3000 cm−1 due to fewer adsorption events.
The difference spectra for the alumina supported and the unsupported palladium ox-
ide powder show a marginal effect of increasing total pressure from 1 to 2 atm, except
for a higher gas phase absorbance of CH4 (3015 cm−1) and H2O (2000-1400 cm−1).
However, the two samples show distinct differences in the hydroxyl stretching region.
A relatively high number of adsorbed hydroxyl species is thus present for the Pd/Al2O3
sample compared to the unsupported PdO sample. In the former, the hydroxyl species
are present on the alumina support [65, 135, 136]. For the unsupported PdO sample,
only a small amount of hydroxyl species are observed which are assumed to be adsorbed
on the under-coordinated palladium atom, as previously discussed in Paper II-III. The
observation indicates that there can most likely exist an effect, such as spill-over of hy-
droxyl species and presence of interface sites, that the simulations do not consider when
predicting the methane conversion.
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The effects on the support material exerted by a wet feed gas have earlier been inves-
tigated by experimentally studies [65, 137–139]. Interestingly, Velin et al. concludes
that the interface sites, between the palladium oxide particles and the alumina sup-
port, seems to be of vital importance for the methane oxidation activity and involved
in the observed inhibitory effects of a wet feed gas [65]. The hypothesis that the lack
of interface sites in the model can explain the underestimated activity in the multiscale
model (figure 4.1), was studied in Paper IV at atmospheric total pressure. Two series
of catalyst samples were prepared with varying palladium loading and dispersion and
their activity for methane oxidation were experimentally measured by the procedure
outlined in section 3.4.1. The two catalyst series consists of a parent and a thermally
treated series of samples, both originating from the same sample batch. The samples
are prepared by incipient wetness impregnation and the thermally treated samples have
additionally been calcined to gain similar palladium area as the 0.23 wt.-% Pd/Al2O3
parent sample. Through this procedure the samples vary in terms of palladium disper-
sion and loading, hence also the ratio of bulk palladium to interface palladium atoms.
It is here suggested that the ratio of bulk palladium to interface palladium sites can
partly describe the results of Paper IV. The ratio increases with increasing palladium
loading due to an increasing particle size and the bulk palladium would hence be more
similar to the PdO(101) surface used in the multiscale model. The methane conversion
and corresponding 2D flow-reactor simulations are shown in figure 4.13. The study
illustrates and indicates that the multiscale model better predicts the experimentally
measured activities for larger particles (higher fraction of bulk palladium sites) in dry
conditions. In wet conditions however, the flow-reactor model overestimates the activ-
ity which is argued to originate from a lack of spill-over effects from the support, where
hydroxyl species migrate from the alumina support to the active palladium sites. An-
other similar argument arises from the fact that in wet experiments a slow long-term
hydrothermal deactivation effect of water is present but not considered by the steady-
state simulations. The sintering process reduces the palladium dispersion over time and
since the simulations compare a catalysts with fresh properties to pretreated catalysts,
an additional loss of activity would be expected. Paper IV demonstrates the necessity of
including support effects and interface sites to develop a model for supported palladium
particles. The added support effects and interface sites should preferably be based on
first-principles calculations if we want to enhance our understanding of atomistic be-
haviour of the palladium supported catalyst.
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Figure 4.13: Experimental and simulated methane extinction profiles. Top row: par-
ent samples of 0.23, 0.47, 0.93, 1.9 and 3.6 wt.-% Pd/Al2O3. Bottom row: Thermally
treated samples with similar palladium areas but varied ratios of bulk-to-interface pal-
ladium sites. Left column: Dry oxidation of 0.1 % CH4 in 2 % O2. Right column:
Oxidation of 0.1 vol.-% CH4 in 2 vol.-% O2 + 10 vol.-% H2O.
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CHAPTER 5
CONCLUSIONS AND REFLECTIONS
The aim of this thesis is to investigate whether or not an increased total pressure above
atmospheric pressure can enhance the methane conversion over an alumina supported
palladium catalyst. The work studies the complete methane oxidation reaction and com-
pares experiments and simulations by developing a 2D multiscale flow-reactor model.
The studies appended to this thesis conclude that the activity of Pd/Al2O3 can be en-
hanced by raising the total pressure of the system above atmospheric pressure and that
the effect is dependent on the feed gas composition and reaction temperature. The re-
sults demonstrate that in dry and oxygen rich conditions, the methane conversion along
with the apparent activation energy, increases for increasing total pressures. The simu-
lated methane conversions, using the multiscale flow-reactor model, are able to capture
the trends of corresponding experiments and are used to explain the differences. The
reaction kinetics at the micro-scale of the multiscale model are based on first-principles
calculations. The surface reactions occur on palladium oxide in the PdO(101) surface
where both the under-coordinated palladium atom and the under-coordinated oxygen
atom act as separate adsorption sites. In dry conditions, the Pd/Al2O3 catalyst exhibits
a high fraction of available palladium sites and is limited by a low fraction of available
oxygen sites. The low fraction of available oxygen sites is a result of a high coverage
of adsorbed hydrogen, which originates from the successive decomposition of adsorbed
methane. The total pressure is shown to exhibit a low effect on the mass and heat trans-
port properties which alone do not explain the effect of total pressure on the reaction
rate. For the examined temperatures (300-450 ◦C) and total pressures (1-10 atm), the
observed reaction rate is controlled by a combination of surface kinetics and internal
mass transport. When the Pd/Al2O3 catalyst is exposed to a simulated exhaust gas com-
position from combustion of methane (0.1 vol.-% CH4, 10 vol.-% O2, 10 vol.-% H2O
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and 5 vol.-% CO2) the fractions of available palladium and oxygen sites are strongly
dependent on the temperature and total pressure. Gas phase water and carbon diox-
ide in the feed adsorb on the palladium sites and hinder methane dissociation at lower
temperatures. The microkinetic reaction network, based on first-principles calculations,
predicts a high coverage of adsorbed water, hydroxyl species and bicarbonates where
the first two originate from gaseous water and the last one originates from a surface
reaction between adsorbed carbon dioxide and hydroxyl species. Hence, at simulated
exhaust gas composition a higher temperature is necessary to maintain a positive effect
of total pressure in the oxidation of methane. The higher temperature is required for the
desorption of hindering surface species to increase the fraction of available palladium
sites of the palladium oxide on the catalyst surface. If the temperature is insufficient, an
increased total pressure results in an increased coverage of surface species that hinder
the reaction and thus a lower catalytic activity due to a slower dissociative adsorption
of methane. It is shown that the methyl decomposition has rate control of the catalytic
cycle and when the total pressure is increased, the dissociative adsorption of methane
becomes more important due to an increased adsorbate competition. The strong nega-
tive effects of gas phase water and carbon dioxide are seen as negative reaction orders,
which decrease with increasing total pressure.
Comparing experimental activity measurements with multiscale simulations demon-
strates the advantages of combining reaction kinetics based on first-principles calcu-
lations with commonly used flow-reactor models. Multiscale models will most probably
play an important role in the near future to evaluate catalytic systems and to drive
the research forwards into finding new catalyst designs and formulations. However,
the computational power is still a limiting factor and simplifications and assumptions
must be accepted in the computational approach. This work demonstrates that the next
step for multiscale models, and using first-principles calculations based methods within
heterogeneous catalysis, should target the inclusion of support effects and find feasible
methods of doing so.
5.1 Contribution to complete methane oxidation
catalysis
At the beginning of this project, the knowledge about the influence of total pressure
on the conversion of methane was limited but new studies, at the time, investigated
the option of an upstream turbine position of a catalytic abatement system [30, 31].
These studies concluded that the catalyst volume can be reduced if the total pressure
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is increased, which is in agreement with the results of the present thesis. One question
of interest still remains whether the increased total pressure might in fact be a result of
an increased residence time of reactants inside the reactor since the inlet molar flow is
kept constant. Therefore, varying the space velocity should be addressed in the future
to evaluate if the results are similar, or equal, to a corresponding increased total pres-
sure. At this point, it is indicated that the effect of total pressure on space velocity is
important but additional studies should be performed to elucidate whether there exists
a synergistic effect of residence time and total pressure on the surface kinetics.
Furthermore, the work has developed and used a multiscale flow-reactor model which
was not available from the start of the project. The multiscale flow-reactor model shows
that this kind of multiscale modelling is possible by today’s standards but is limited by
the computational cost. Few similar models have been reported in the area of hetero-
geneous catalysis but have lately emerged to describe reaction kinetics in detail. The
combination of a reaction network based on first-principles calculations coupled to flow-
reactor simulations, show great possibilities in understanding reactions from a broader
perspective.
5.2 Reflections on the computational approach
As discussed in the beginning of section 3.1, multiscale modelling is today limited by
an insufficient computational power to account for all the sub-processes that might be
of interest. During the development phase of the present multiscale flow-reactor model
this was made clear by an unfeasible computational time required to obtain a solution.
Here, the first-principles based microkinetic part of the code was iteratively called in
each time step and hence a system of ordinary differential equations (ODEs) at the
micro-scale had to be solved within another system of ODEs at the macro-scale. The
matter can probably be solved using different strategies and assumptions, but in this
work it was decided to assume that the micro-scale does not affect the macro-scale.
The assumption allows the reaction kinetics to be decoupled from the mass and heat
transport equations and thus the reaction rates can be pre-calculated and combined into
a multidimensional array where each dimension corresponds to a reaction parameter.
Further, a computer cluster was used to simulate up to twenty experimental condi-
tions at a time. The two rather simple procedures created a computational method
which runs over a feasible amount of time. However, convergence issues must also be
addressed since the system of ODEs is stiff, especially at conditions resulting in high
reaction rates. The solution is eased by first obtaining steady-state simulations for the
isothermal case, then slowly ramping up the isothermic heat from zero to true values
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to finally obtain the simulated results. Since multiscale models are computationally ex-
pensive and assumptions are required, one must choose what information is important
for the system and consider to neglect the rest. Preferably one should perform a back-
ground study before developing the multiscale model to evaluate what is important and
what can be neglected. Once this is done and a multiscale model is developed, one
must never forget that even though the reaction kinetics are based on first-principles
calculations from density functional theory and transition state theory, errors are prob-
ably present at every scale. The user should not accept a multiscale model as the truth
which could lead to erroneous conclusions. When errors, however small, are present
it can be tough to draw too detailed conclusions on the macro-scale. However, from
a conceptual point of view the results should be true and show similar trends, as this
multiscale flow-reactor model manages to predict for the studied system.
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Appendix
Reactor model
For a clearer view of the computational approach the discretized equations describing
the flow-reactor model are outlined here. The reactor is discretised into 10 tanks-in-
series (k) while the porous catalyst is divided into 12 sublayers (n) to account for in-
ternal mass and heat transport axially and radially. The length of the tanks and the
thickness of the layers increase successively with 30 % from the inlet and 50 % from the
catalyst surface, respectively.
The mass balance for the bulk gas phase (n=0) in each tank is described as
0 = (Fi,k−1 − Fi,k)− Γi,k,0 · (Ci,k,0 − Ci,k,1)
where F is the molar flow and C is the gas concentration for gas component i in tank k.
Γ is the lumped mass transport coefficient and further described below.
The internal gas composition, in each sublayer (n≥1), is described by a mass balance
equation where the effective diffusivity and reaction are included. The mass balance for
component i in sublayer k (k=0 for the bulk gas phase) is described as
0 = Γi,k,n−1 · (Ci,k,n−1 − Ci,k,n)− Γi,k,n · (Ci,k,n − Ci,k,n+1) +
∑
n
νi · rk,n · csite ·mk,n
where ν is the stoichiometric coefficient, r is the reaction rate, csite is the density of
active sites, m is the mass of catalyst in tank k and sublayer n. No mass transport oc-
curs between the innermost sublayer and the corderite monolith substrate, hence, the
second term in the equation above is ignored when n=12 (the innermost sublayer).
The heat balance for the bulk gas phase in each tank is described as
0 = 1
CP,k · Vk · Ctot,k · (Fk · Cp · Tg,k − hk,k · Ak · (Tg,k − Ts,k))
where Cp is the heat capacity, V is the tank volume, Ctot is the total gas concentration,
hk is the heat transport coefficient, A is the area available for heat transport, Tg is the
gas phase temperature and Ts is the catalyst surface temperature for tank k.
According to the Anderson’s criterion [117], the catalyst layer can be assumed to be
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isothermal in radial direction. The temperature of the porous catalyst is described as
0 = 1
CPcat ·mcat,k ·(hk,k ·Ak ·(Tg,k−Ts,k)−As ·(Qk+1−Qk)+
∑
n
mcat,k,n ·rk,n ·csite ·(−∆Hr))
where CPcat is the heat capacity of the porous catalyst, hk,k is the heat transfer coefficient
in tank k, As is the cross sectional area of the porous catalyst and ∆Hr is the reaction
enthalpy. Q is the solid heat flux is described as
Qk = −2 · λ · (Ts,k − Ts,k−1)/(∆xk + ∆xk−1) for k 6= 1, 10
Qk = − · σ · (T 4s,k − T 4in,k) for k = 1
Qk = − · σ · (T 4s,k − T 4g,k) for k = 10
where λ is the heat conductivity of the porous catalyst, ∆xk is the length of tank k,  is
the emissivity factor (set to 0.6), σ is the Stefan–Boltzmann constant and Tin is the feed
gas temperature.
The lumped mass transport coefficient, Γi,k, is expressed through the general mass trans-
port equation where equimolar counter diffusion is assumed to prevail. The general
mass transport equation for molar flux (N) is then expressed as
Ni,k,n = −Deff,i,k · dCi
dx
The molar flux between the catalyst surface and the first layer can then be expressed as
Ni,k,n = −Deff,i,k · Ci,k,1 − Ci,k,surface0.5 ·∆z1
where ∆z1 is the thickness of the first sublayer of the porous catalyst.
By setting the above expression equal to the mass transport from the bulk gas phase to
the catalyst surface as
Ni,k,n = −Deff,i,k · Ci,k,1 − Ci,k,surface0.5 ·∆z1 = kc,i,k · (Ci,k,0 − Ci,k,surface)
where kc is the mass transport coefficient as described in section 3.1.3. By rearranging
the above expression the lumped mass transport coefficient, Γ is obtained as
Ni,k,0 · Ak = Ak1
kc,i,k
+ 0.5·∆z1
Deff,i,k
· (Ci,k,0 − Ci,k,1) = Γi,k,0 · (Ci,k,0 − Ci,k,1)
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Similarly for subsequent sublayers (n≥1)
Ni,k,n · Ak = Ak0.5·∆zn
Deff,i,k
+ 0.5·∆zn+1
Deff,i,k
· (Ci,k,n − Ci,k,n+1) = Γi,k,n · (Ci,k,n − Ci,k,n+1)
where kc,i,k is calculated as outlined in section 3.1.3.
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