Visual attention has been the topic of intensive research in the last three decades. Computational approaches to study vision and cognition aim at precisely specifying theories and mechanisms, generating testable quantitative predictions and bridging behavioral and physiological approaches. In the last 15 years, the computational approach has permeated the study of visual attention with investigators proposing a growing number of computational models aimed at explaining the influences of covert attention on perceptual behavioral performance and neurophysiological responses as well as predicting movements of overt attention (eye movements). These models have appeared in specialty journals spanning many research areas. Yet, the relationship among the immense number of computational approaches, the varying functionalities of the attention mechanisms in the models, and the specific domains of validity for each model remain elusive.
This special issue aims to bring together computational approaches to the study of visual attention originating from various subfields including cognitive psychology, visual psychophysics, neurophysiology, cognitive neuroscience, computational neuroscience, machine learning and computer vision.
Papers were submitted on all aspects of visual attention with many emphasizing work bridging multiple approaches and comparing different modeling frameworks. The papers naturally fell into several categories: how to compute saliency and how saliency can be used, methods for attentional selection and decision, neural models of attention, and models of visual search, gaze and eye movements. Finally there was one paper that discusses issues common to all categories of models, namely comparative evaluation.
Visual saliency
Visual saliency methods have been a rapidly exploding topic of research. Bruce, Wloka, Frosst, Rahman, and Tsotsos (2015) present a high-level examination of the challenges for computational modeling of visual saliency, with an emphasis on human vision and neural computation. They evaluate different metrics to assess models' ability to predict human fixations and identify difficulties in assessing models. Additional issues such as scale-space, the impact of border effects, and spatial or central bias are also addressed.
Previous studies have shown that gaze direction of actors in a scene influences eye movements of passive observers during free-viewing. Parks, Borji, and Itti (2015) describe their Dynamic Weighting of Cues model (DWOC) to explain observers' fixations and augment this with a computer vision model for detection of head pose.
2. Visual search, gaze, eye movements or other behavioral models Kovach and Adolphs (2015) are interested in how we attend to and search for objects in the real world and the low-and higherlevel factors that are involved. Based on the idea of gaze selection as a point process, they develop a generalized linear model and apply it to visual search for faces. They provide evidence for multiple goal-related and goal-independent processes with distinct visuotopy and time courses. Zelinsky and Yu (2015) examine how a model of clutter perception based on proto-objects fares when tested experimentally. They compare model performance to the data obtained from two experiments and conclude that both relative and absolute clutter perception are invariant to retinal image size. Their results support the hypothesis that clutter perception is mediated by proto-objects preattentively.
Le Meur and Liu (2015) propose a new framework to predict visual scanpaths of observers while free-viewing a scene. Their experiments show that the simulated scanpaths are more similar to human eye movements in a free-viewing condition than those generated by two existing methods.
Bylinskii, Isola, Bainbridge, Torralba, and Oliva (2015) examine the attribute of memorability, a predictive value of whether a novel image will be later remembered or forgotten. They propose an information-theoretic model of image distinctiveness that predicts how changes in context as well as eye-movement patterns affect the memorability of natural images.
Attentional selection and decision
Ma, Shen, Dziugaite, and van den Berg (2015) examine how observers integrate noisy measurements from multiple locations to make a decision. They contrast Bayes-optimal (ideal observer) rules and several ad-hoc rules, including the maximum-of-outputs (max). They conclude that in almost all cases the optimal rule describes human data as well as or better than every variation of the max rule.
The natural world presents us with an infinitely varying visual landscape, and one prominent view is that stimuli compete for representation in the brain. Sridharan and Knudsen (2015) present a biologically inspired computational model for selection that accounts for the prioritized processing of a target based on selective disinhibition. One of the oldest, yet still vital, theories of attention is Theory of Visual Attention (TVA). Bundesen, Vangkilde, and Petersen (2015) review TVA and present evidence supporting it as well as providing a neural-model extension.
Normalization models are widely accepted in a variety of areas in neuroscience. Smith, Sewell, and Lilburn (2015) describe two models of attention based on shunting dynamics, the integrated system model of Smith and Ratcliff (2009) and the competitive interaction theory of Smith and Sewell (2013) . These models further demonstrate the generality of the normalization approach to modeling attention. Beuth and Hamker (2015) present simulations of a computational circuit model that replicate several single-cell recording datasets. They describe a two-layer structure inspired by the layered cortical architecture that implements amplification, divisive normalization and suppression as well as spatial pooling.
Finally, Bylinskii, DeGennaro, et al. (2015) consider a large variety of visual attention models that have been developed and show how differences in implementation, assumptions, and evaluation have made comparisons very difficult. They highlight the need to integrate computational models with the data by operationalizing the definitions of visual-attention tasks and designing benchmark datasets to measure success on specific tasks.
The papers of this special issue each present important advances for our understanding and ability to model aspects of attention. However, they also illustrate how far we are from a convergence. It seems premature at the moment, if not also too difficult, to think that models of behavior can be integrated with models of neurons or attentional decision-making. Clearly, the field needs to move in that direction. Even if attempts at such an allencompassing model were available, our ability to properly evaluate models with reference to existing experimental data and to compare models needs further development and refinement. This special issue, by presenting a snapshot of the state-of-the-art in modeling of attention, also points the way forward by showing how far we still have to go with respect to integration of the many facets of attention into a coherent and empirically-tested scientific theory.
