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Introduction
quid est ergo tempus?
si nemo ex me quaerat, scio;
si quaerenti explicare velim, nescio.
What then is time?
If no one asks me, I know;
if I wish to explain it to one that asketh, I know not.
Augustine of Hippo, Confessions, 11.14.171
The present document is about time, in at least two respects. Firstly, it gives a description of my scientiﬁc
work over the time since the completion of my PhD thesis [85]. Secondly, this text tells about eﬀorts to seize
and understand the dynamics of asynchronous discrete event systems; that is, how they involve in time, and
how this evolution can be detected or predicted if time is not global.
The fascination for Petri nets that had led me to the thesis has not faded since then, and will certainly
show in the pages the reader is currently holding, or reading on a screen. However, the perspectives have
been broadened, if not reversed, since then: while the subject of my thesis had been the characterization of
well-structured nets (i.e. such that their structure allows a safe and live marking) by purely relational and
topological/graph theoretical means, my work since then has focused on the contrary on the behaviour of
given asynchronous systems and how to extract information from it; my work has often not been related to
Petri nets at all, see in particular Chapter 6.
In the present work, I give an account of eﬀorts and results in this research, structured primarily according
to the relations between diﬀerent subjects (and not the historical order). Of course, many results here
have been obtained not in solitary labor but rather in teamwork, as witnessed by the co-author list of the
corresponding references. My thanks go to all the colleagues - the friends, in fact - who have accepted to
work with me and thus made the present thesis possible.
As for the description, it is hoped the central ideas become clear in the respective parts of the description;
however, the proofs are almost always omitted here, and the reader who desires to know more is referred to
the original works cited.
The presentation will start in Chapter 2 from the basic model of Petri nets, and describe the general
results obtained; in particular, the chapter tells what blocking a transition can teach about the asymptotic
throughput in Free Choice nets, and why this method is of much smaller avail elsewhere. Chapter 2 concludes
by introducing occurrence nets and unfoldings, which will remain faithful companions for a good part of
the remainder of the document. Chapter 3 deals with asynchronous fault diagnosis in distributed networked
systems, and shows why and how partial order unfoldings should be used for that purpose: the non-sequential
runs obtained by a particular restricted unfolding provide the set of possible explanations for an observed
1translated by E.B. Pusey
1alarm pattern. Many results here have been obtained by joint eﬀorts in the MAGDA and MAGDA2 research
projects [138], others are more recent additions using the structure of occurrence nets. Then follow, in chapter
4, several extensions to the Petri net and partial order technology (not limited to applications in diagnosis):
• Distributed unfoldings, with discussion of two diﬀerent approaches and some of their algebraic prop-
erties;
• Systems with variable topology, modeled by graph grammars;
• Asynchronous Testing for models with partially ordered input and output.
In chapter 5, the focus is once again on the non-sequential runs of a Petri net (and other asynchronous
models admitting an event structure semantics): = what is the probability of a particular partially ordered
execution to occur ?
The chapter will describe two untimed Markovian models that have resulted from this research; further
work, linking timed behaviour to partial orders, is work in progress and will only be sketched.
From there, Chapter 6 will move on to further topics concerning open networks:
• QoS Management in heterogeneous networks,
• Composition of web services and their QoS,
• Active XML.
The work described in this chapter is the result
1. of teamwork by the SWAN consortium, in which I participated as researcher and coordinator, and
2. of H´ elia Pouyllau’s PhD thesis [114] under my supervision.
Conclusions and some perspectives are given in the ﬁnal chapter 7, before the list of references; after those,
the appendix gives my curriculum vita and the lists of publications, cooperations, activities etc.
As a general rule, the scientiﬁc presentation follows the arguments in the cited published works, but
without the level of detail. I often took the liberty to drop technicalities or changed notations in order to
clarify the presentation and avoid cumbersome descriptions.
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3Chapter 2
Petri Nets and Partial Order
Semantics
Du siehst, mein Freund, zum Raum wird hier die Zeit.
You see, my friend, Time here becomes Space.
R. Wagner, Parsifal, Act One
The model that pervades most parts of the present document is that of Petri nets or PNs. They are often
viewed as generalizations of ﬁnite automata: states and transitions are given locally rather than globally.
That is, the current state of a PN is given by the states of all of its places, see below. Transitions modify the
state of the system and are speciﬁed through their local eﬀects on places. A consequence of this localization is
that asynchronicity becomes explicit in the behaviour of Petri nets: independent transitions act on spatially
distinct parts of the system, and their ordering in time is unspeciﬁed.
Like other system models, there is a variety of semantics for Petri nets, such as interleavings or Mazurkiewicz
traces; here, we will focus most of the time on the net-shaped partial order semantics given by branching
processes (or its pendant in event structures). Here, interleaving of independent events a and b is replaced
by a spatial representation, namely, a and b exhibited on parallel lines, without ordering relation between
them.
This chapter starts by revising basic notions of Petri nets and a brief survey of the variety of models in
this family. After that, we describe results obtained in joint work with B. Gaujal and J. Mairesse [44] on
the dynamics of free-choice nets; in the last part of the chapter, we introduce Deﬁnitions and results on the
occurrence net semantics for Petri nets. These partial order unfoldings will be at the heart of the following
chapters 3 and 4.
2.1 Petri Nets
A net [22, 109, 118] is a bipartite directed graph, not necessarily ﬁnite. We represent nets as tuples
N = (P,T ,F), where
• P denotes a set of places, which will be represented by circles in all ﬁgures;
• T is a set of transitions, shown as rectangular boxes, and
• F is a ﬂow relation linking either places to transitions or transitions to places, i.e. F ⊆ (P×T )∪(T ∪P);
ﬁgures will exhibit F by arrows.
4Denote as •t , {p | F(p,t)} and t• , {p | F(t,p)} the preset and postset of transition t, respectively. In
the same way, •p and p• denote pre- and postset of a place p. Let us note in passing that nets may also
carry (positive integer) weights on the ﬂow arcs; one of the constructions below, the cluster unfoldings, is
designed to incorporate weighted nets. Unless otherwise indicated, however, we will consider the above class
of nets, called ordinary nets.
A Petri net, or PN, is a ﬁnite net together with a dynamics of state evolution indicated by tokens on
places. The presence of tokens enables transitions to ﬁre. Formally, a PN is a tuple N = (N,M0), where N
is a ﬁnite net and M0 : P → IN a marking; in ﬁgures, the number of black tokens on a place p equals M(p)
for the current marking represented. The basic token game is sketched on the left hand side in Figure 2.1:
all preset or input places of transition t must be marked for ﬁring; the ﬁring of transition t removes one
token from each input place p ∈ •t and puts one token on each output place p ∈ t•.
Figure 2.1: The ’Token Game’: ordinary Petri nets, left, and Read nets, right
Reachability and boundedness: A ﬁring as in Figure 2.1 left requires that transition t be enabled; that
is, M(p) > 1 for all p ∈ •t (the form of the enabling condition changes with the net variants below). If
transition t ﬁres, it transforms the marking M into a new marking M ′ given by
M ′(p) , M(p) − 1•t + 1t•.
Write M
t −→ M ′ for this relation. Obviously, M ′ diﬀers from M only on input/output places of t (they
coincide on looped places, i.e. those that are both input and output places for t). If M is accessible from M0
via a chain of moves M0
t1 −→ M1
t2 −→ ...Mn−1
tn −→ M, then M is reachable from M0. If there is a positive
integer k such that all reachable markings M in Petri net N = (N,M0) satisfy M(p) 6 k for all places p,
then N is called k-bounded (or k-safe); a 1-bounded net is called safe.
Liveness: A transition t of a Petri net N is dead in some marking M if none of the markings reachable
from M enables t. If t is not dead in any marking reachable from M, then t is live in M. By extension, the
Petri net itself is called live iﬀ all of its transitions are live in all reachable markings.
This dynamics is fundamental for all types of Petri nets. However, some variants and generalizations
exist in the literature, and we will sketch them now. Contributions by myself that are not detailed elsewhere
in this text are indicated by bold case below.
• In weighted nets, the token game of Figure 2.1 is generalized in the following way: suppose p1 ∈ •t
and p2 ∈ t• are an input and output place, respectively, of transition t. Then t requests for a ﬁring
a number W(p1,t) > 1 of tokens on p1, and t′s successful ﬁring creates a number of tokens, given by
W(t,p2) > 1, on p2. Thus the rule illustrated in Figure 2.1 ﬁts in as the special - or rather, ’ordinary’
5- case where W(p,t) and W(p,t) have only the possible values 1 if there is an arc between the two
nodes, and 0 otherwise. It should be noted that for many purposes, a model in weighted nets may be
transformed without loss into an ordinary net. The semantics under which the systems are compared
can be an individual token or a collective token one, see the discussion at the end of this chapter.
• In the above, arcs from or to a place either remove or create tokens. A useful modeling extension
allows to use undirected read arcs from places to transition. The presence of such an arc between p
and t restricts the ﬁring of t to states with at least one token on p; however, the token is merely ’read’
during the ﬁring, rather than consumed; see the right hand side of Figure 2.1 for an illustration. A
token on p may thus enable several simultaneous ﬁrings of diﬀerent transitions, all with a read arc to
p. In contrast, tokens on places with several outgoing consumption arcs F exhibit conﬂicts.
• A dual notion to that of read arcs are inhibitor arcs [14]: again, those arcs are undirectional and
between places and transitions only. If transition t is connected to place p by an inhibitor arc, then t
may only ﬁre if p is empty.
• Signal arcs link transitions to transitions. A signal arc from t1 to t2 sends, upon t1’s ﬁring, a signal
to t2 which forces t2 to ﬁre if it is enabled in the current marking; in any other circumstance t1 is not
allowed to ﬁre. Signal-event systems have been used to model hierarchical control structures, outside
the scope of this document; [36] provides structural analysis methods for signal-event systems.
• Time can enter the ﬁring rule of Petri nets in several ways:
– in Time Petri Nets or TPNs [18,106,109], every transition t is equipped with an interval [eft,lft]
of nonnegative reals. Here, eft indicates the earliest ﬁring time and lft the latest ﬁring time.
The idea is that a clock is started the moment that t becomes token-enabled (i.e. enabled in
the untimed sense explained above); then the ﬁring of t may occur at any moment if its clock
shows a time between eft and lft, provided that t has not been disabled in the meantime by
a conﬂicting transition’s removing tokens from •t. In general, it is required that a latest ﬁring
time does not expire idly: that is, t is obliged to ﬁre unless disabling occurs before lft. TPNs
and TAs: This rule links TPNs to Alur/Dill’s Timed Automata (TA) and related models; in
the conference paper [73], F. Simonot-Lion, L. Kaiser, J. Toussaint and myself investigated this
connection, showing equivalence and two-way translation between safe TPNs and a restricted
class of TA.
– A collection of variants of time constraint applications exist in the literature, putting interval-type
constraints on places, arcs, or tokens.
– Time plays strictly diﬀerent role in Timed Petri Nets (the ’d’ is crucial to avoid confusion): Recall
that TPN and related models give constraints on the possible ﬁring times, for a net that chooses
the actual ﬁring instances freely, subject to the constraints of timing and token enabling. In
Timed PN, a duration is given to the ﬁring of a transition; this can be seen as the time elapsing
between the removal of input tokens and before the creation of tokens on output places.
Limit semantics and non-ambiguity. With B. Gaujal, I showed in [83] that the behaviour of
timed PNs (with some restrictions on the presence of immediate transitions, i.e. whose duration
is 0) are non-ambiguous in the sense that their behavious is uniquely determined given a set of
control parameters, namely timing, routing and priority ordering. This behaviour is obtained as
the unique limit obtained by changing all untimed transitions to duration δ, and letting δ ↓ 0.
– Stochastic models, rather than considering one Timed PN with ﬁxed durations, allow to analyse
jointly a class of such PNs obtained with the same net and durations given by random variables.
These stochastic T-timed Nets (see [22]) are frequently used in Performance analysis; a study of
their asymptotic behaviour carried out in [44] is detailed below in section 2.2.
6– Finally, delays may be associated to transitions: as in TPN, a clock is started upon enabling of
transition t; ﬁring of t occurs exactly at the moment when the clock has reached a certain value,
the delay of t – provided no other transition’s ﬁring has disabled t in the meantime. Again, this
delay can be constant, or the outcome of a random variable. If all delays are random, competition
for a token on a conﬂict place between the diﬀerent post-transitions of that place turns in to a
race: the transition whose delay expires ﬁrst will ’win the token’, and ﬁre. If several delays end
at the exact same instant (in most of the cases treated in the literature, this only occurs among
immediate transitions whose delay is always 0), the arbiter decision can be made by routing,
transition weights, transition priorities etc [8]. The particular case where all transition delays are
pairwise independent exponential variables yields Stochastic Petri Nets (SPN) [8,17,86]. These,
together with the extension to Generalized Stochastic Petri Nets (SPN) [8], are among the most
widely used temporal extensions of PNs, because of their Markovian nature: the reachability graph
of a safe SPN yields a continuous time Markov chain. This property allows for the computation
of stationary distributions, stability analysis and the use of a wide range of mathematical tools.
Changing the type of distribution of the delays inevitably destroys the Markov property , and
often forces to increase the state space; several contributions described in this thesis have the
objective to overcome this restriction to the exponential setting, and to provide results and tools
for non-exponential models.
• While the above types of nets have dynamically evolving state but ﬁxed topologies, some models allow
for a dynamically changing topology; we will discuss this in more detail in Chapter 4
2.2 Free Choice nets and Blocked transitions
We shall now examine a ﬁrst category of processes in Petri nets. Here, we consider a live and safe Petri
net evolving in physical time τ ∈ [0,∞), such that transitions take a random time called duration; we will
be interested in the long-run behaviour of this net under a probabilistic law. Note that other forms of
probabilisation will be examined in Chapter 5.
Markovian analysis of stochastic processes reaches its limits rather quickly as soon as one leaves the
domain of exponential ﬁring durations or delays (see also Chapter 5). An alternative approach - at least for
obtaining asymptotic results - is given by renewal theory; it requires existence of regeneration points, states
from which the the future evolution becomes statistically independent of the past. With Bruno Gaujal and
Jean Mairesse, I investigated the existence of regeneration points in stochastic T -timed Free Choice Nets;
the contribution of [44] is the topic of this section.
The class of Free choice nets has received considerable attention in the literature; see in particular the
monograph [23]. Their particular structure allows to derive dynamic properties using strong mathematical
tools. In fact, the key property of Free choice nets is the absence of confusion: Net N = (P,T ,F) is free
choice iﬀ any transitions competing over a place p only depend on that place p. Formally, the free choice
property requires that for all t1,t2 ∈ T ,
t1  = t2
p ∈ (•t1 ∩ •t2)
 
⇒ •t1 = •t2 = {p}. (2.1)
Structural conﬂict and Clusters: We say that two distinct transitions t1 and t2 are in (structural)
conﬂict iﬀ there is some place p in the pre-set of both t1 and t2. If a transition t has several input places,
t can be in conﬂict with several diﬀerent transitions; these may not necessarily be in conﬂict among each
other, and may be involved in yet other conﬂicts, etc. The notion of (conﬂict) cluster captures those indirect
structural dependencies among transitions: the cluster of transition t is the smallest subnet γ = γ(t) ⊆ T ∪P
such that
71. t belongs to γ;
2. if t′ ∈ T ∩ γ, then •t′ ⊆ γ; and
3. if p ∈ P ∩ γ, then p• ⊆ γ.
We see that all clusters in a Free choice net are pairwise disjoint, and each of them either
• contains exactly one place (and its postset), or
• consists of exactly one transition and all its input places.
Dynamically speaking, a Petri net N = (N,M0) that ’lives’ on a free choice net N = (P,T ,F) satisﬁes :
1. the conﬂicting transitions t1 and t2 are either both enabled, or neither of them is;
2. and the choice between ﬁring t1 and ﬁring t2 can be seen as made by token routing: every token arriving
in place p is assigned a transition t ∈ p• by a router.
An important generalization of free choice nets are the extended free choice (EFC) nets [23]: here, (2.1)
is weakened to
t1  = t2
(•t1 ∩ •t2)  = ∅
 
⇒ •t1 = •t2, (2.2)
i.e. conﬂicting transitions are allowed to have more than one pre-place, under the condition that they share
all preplaces. EFC nets share property 1) above with free choice nets, yet not 2.): routers on diﬀerent
pre-places of a transition t may not agree to send their tokens to t. The net may be stuck in a state where
some but not all tokens necessary for t’s ﬁring are routed towards t, and others elsewhere, such that no
transition can ﬁre although enough tokens are available on the places.
Instead, we postpone routing until after a structural modiﬁcation: it is possible to transform, without
modiﬁcation of the unrouted behaviour, any EFC net into an equivalent FC net by the transformation given
in Figure 2.2. It suﬃces to separate the collection of tokens arriving by dotted arrows from above from the
resolution of the conﬂict between the two transitons below on the left hand side; this is achieved by the
auxilary place and transition in the right hand side. We show in [44] that live and safe Free choice nets N
Figure 2.2: Transformation of an Extended Free Choice net into a Free Choice net
have the following
8Blocking Property BLOC: if some non-conﬂicting transition b is blocked, i.e. prevented from ﬁring,
then N eventually stops in a unique ﬁnal marking Mb that depends only on b and in which b is the only
enabled transition.
Here, a non-conﬂicting transition b is one such that for all places p in b’s pre-set, b is the only post-
transition. Note that (see [44]) result can be extended to conﬂicting transitions in the weakened sense that
it suﬃces to block any conﬂict cluster entirely, and the net blocks in a unique marking depending solely on
the cluster selected. Note also that the term ’eventually’ should be interpreted in a stochastic sense: it may
be possible for the net to perform arbitrarily many ﬁrings of transitions that do not depend on the blocked
component. However, such a behaviour will require unfair routing choices, i.e. some transition is enabled
inﬁnitely often and always denied ﬁring (except for a ﬁnite number of rounds). Stochastic routing brings
the probability of such a behaviour to zero.
Figure 2.3 shows a live and save Free choice Petri net on the left hand side ; the right hand side
displays the blocking markings associated to the three non-conﬂicting transitions of the net (in each case,
the transition considered is shaded in grey).
Figure 2.3: Blocking markings associated with non-conﬂicting transitions [44]
Thus, for the stochastic process of the state evolution of the net, the state reached at the end of b is
a regeneration point. Using this fact with well-established techniques from renewal theory, we succeeded in
proving the existence of asymptotic transition throughputs, in the sense of the following result :
Theorem 1 ( [44]). : If, in a live and safe FCN N,
• transition ﬁring durations are i.i.d. with a probability law that
– depends only on the transition,
– has support [0,∞) and
– has ﬁnite mean,
• tokens on any branching place p are assigned by a Bernoulli routing to transitions in p•, i.e. the choice
for the subsequent tokens on p is an i.i.d. sequence of random variables with values in p•,
9• and ﬁring durations of diﬀerent transitions are pairwise independent,
then for every transition b of N, the sequence Xb(n) given by the instance of completion of the nth ﬁring of
b AND the counting process Xb(t) given by the number of completed ﬁrings of b up to time t, satisfy
lim
n→∞
Xb(n)
n
= lim
t→∞
t
Xb(t)
= cb, (2.3)
where cb is a constant that depends only on b, and convergence in (2.3) holds a.s. and in L1.
Note that the result makes no assumptions on the shape of the duration laws (exponential or other).
This result generalizes known analogous properties [42,43] for closed Jackson queuing networks, which can
be seen as special cases of live and safe Free choice nets.
How sharp are the criteria ?
The above result on asymptotic throughput requires for its proof the blocking property BLOC. In fact, the
basic idea is that under the probabilistic assumptions made above, the process will in ﬁnite time reach a
state in which one non-conﬂicting transition b is still in the process of ﬁring, i.e. has not yet released output
tokens, and all other active transitions have terminated their ﬁrings; that means that no other transition
can start ﬁring before b ﬁnishes, and thus the net must be in state Mb. Since b will ﬁnish in a ﬁnite time by
assumption, the net will reach a regeneration point at the very instant that b produces its output tokens;
we therefore obtain a renewal process, whose properties allow to derive theorem 1.
Generalizing theorem 1 to more general classes of nets would therefore be possible if BLOC could be
established for those classes. In preparing [44] and after its completion, we have done an extensive research
on this question; the following is an overview of questions and answers.
1. Q: What about transitions that are in a structural conﬂict, in a live and bounded FCN N ?
A: First of all, the good news is that all FCN do contain non-blocking transitions, unless the net is
an P-net. For other transitions, however, the blocking property BLOC does not hold as such:
blocking b does not prevent the conﬂict opponents of b from ﬁring, thus there is no Mb. However,
clusters of a live and bounded Free Choice net have the following property Clu − BLOC, as
shown in [44], Corollary 3.1.: for every cluster γ of N, there exists a unique reachable marking
Mγ such that the transitions enabled in Mγ are exactly the transitions of γ. In other words, Mγ
is the blocking marking associated to γ in the same way as blocking markings are associated to
single non-blocking transitions; in fact, since a non-blocking transition is the only transition in
its cluster, the corollary contains the above result as a special case.
2. Q: Can the boundedness or liveneness requirement be dropped ?
A: No; see the PNs from [44] in Figure 2.4:
• on the left, a live but unbounded FCN for which there exist inﬁnitely many blocking markings
associated to blocking the dark transition (each such marking is 0 on the place at the top);
• on center-left, a bounded FCN that can reach four diﬀerent blocked markings if the shaded
b is blocked.
3. Q: Can the Free choice requirement be dropped, i.e. does BLOC hold for arbitrary live and safe Petri
nets ?
A: No; the net from [44] on the right hand side of Figure 2.4 gives a counterexample: blocking the
transition shaded in grey brings the net to a halt in one of two diﬀerent markings.
10Figure 2.4: far left: Live FCN, unbounded; center: bounded FCN, non-live; right: Live and bounded, but
non-free choice PNs; BLOC is not satisﬁed
Figure 2.5: Set − BLOC- Counterexample
4. Q: Does the following weakening of Clu − BLOC hold for arbitrary live and safe nets: There exists
a cluster γ such that blocking all transitions from γ inevitably brings the net to one (of possibly
many) blocking markings ?
A: No; see the example (found by J. Mairesse and myself) in ﬁgure 2.5. No matter which one of
its clusters is blocked, it is still possible to ﬁre some transition arbitrarily often. In fact, denote
the clusters of the net as follows: γ1 contains transitions a and b, γ2 contains c and d, γ3 f and
g, and γ4 e and h. Then, after blocking γ1 or γ3 the subnet spanned by d and e remains live;
symmetrically, after blocking γ2 or γ4, the subnet spanned by a and f is still live.
This completes our discussion of stochastic t-timed nets, which has allowed to appreciate the role of the
Free choice property. We will come back to stochastic processes in Petri nets in chapter 5, in a complete
non-temporal setting; the remainder of the present chapter will prepare the grounds and introduce branching
processes.
112.3 Partial Order Semantics
If no physical time is associated to transition occurrence, the order of ﬁrings is determined only by causal
precedence resulting from the token game. As a consecquence, for diﬀerent transitions that are enabled
jointly and do not share any input places, are free to ﬁre at the same time, or in any order. By keeping
track of ﬁring events and token removals/creations only, and without having to enumerate all admissible
interleavings, one obtains a branching partial order semantics for safe Petri nets1 that can be given in the
form of nets: Branching processes and unfoldings of PNs were originally proposed by Nielsen, Plotkin and
Winskel [110], and used for model checking, see Mc Millan [107] and Esparza et al. [27,28,30]; they have
been used for supervisory control in [100,101], and recently in [39].
Branching processes represent the set of executions of a Petri net in a net structure, using an asyn-
chronous semantics with local states and partially ordered time. Common preﬁxes of executions are shared,
and executions diﬀering only in some interleaving of independent transitions are represented only once; this
meets the needs of asynchronous diagnosis, where some recorded alarm sequences diﬀer only via the inter-
leaving of concurrent alarms, hence it is desirable not to distinguish them, and similarly for the interleaving
of concurrent faults. To deﬁne occurrence nets, recall that for a net N = (P,T ,F), the relation < is obtained
as the transitive closure <, F+ of F, and 6 is the reﬂexive closure of <. Two nodes x,x′ ∈ P ∪T of N are
in conﬂict, written x#x′, if there exist transitions t,t′ ∈ T such that
1. t  = t′,
2. •t ∩ •t′  = ∅, and
3. t 6 x and t′ 6 x′.
A node x is said to be in self-conﬂict iﬀ x#x.
Deﬁnition 2. An occurrence net (ON) is a net ON = (B,E,F), with the elements of B called conditions
and those of E events, satisfying the additional properties (we add w.l.o.g. restriction 5.) for convenience):
1. no self-conﬂict: ∀x ∈ B ∪ E : ¬[x#x];
2. 6 is a partial order: ∀x ∈ B ∪ E : ¬[x < x];
3. ∀x ∈ B ∪ E : |⌈x⌉| < ∞;
4. no backward branching: ∀b ∈ B : |•b| ≤ 1.
5. the set c0 , min(ON) of minimal nodes of ON is contained in B.
Nodes x and x′ are concurrent, written x co x′, if neither x 6 x′, nor x′ 6 x, nor x#x′ hold. A co-set
is a set X of pairwise concurrent conditions; a maximal co-set X w.r.t. set inclusion is called a cut, and
generically denoted by the symbol c; in particular, c0 is a cut, called the initial cut of ON.
Branching processes and unfoldings
The branching process semantics reﬂects the partial order behavior of Petri nets in occurrence nets, thus
allowing the structural analysis of that behavior. The link is established by a net homomorphism from
occurrence net ON to N. More precisely, a net homomorphism from N to N ′ is a map π : P ∪T  −→ P′∪T ′
such that:
1. π(P) ⊆ P′, π(T ) ⊆ T ′, and
2. for every node x of N, π|•x : •x → •π(x) and π|x• : x• → π(x)
• induce bijections.
1extensions to non-safe PNs are possible; some of those extensions will be discussed below
12Deﬁnition 3. A branching process of the Petri net N = (P,T ,F,M0) is a pair π = (ON,π), where ON is
an occurrence net with initial cut c0, and π a homomorphism from ON to N, such that:
• for all p ∈ P, |π−1(p) ∩ c0| = M0(p)
• for all e,e′ ∈ E, •e = •e′ and π(e) = π(e′) together imply e = e′.
Remark: This deﬁnition slightly generalizes that in [26] in that the initial marking is not required to be a
set. Figure 2.6 illustrates these concepts, showing at the same time how branching processes are recursively
constructed by appending event-’tiles’ to the preﬁx already built. In fact, starting from a copy of the initial
marking, copies of enabled transitions are appended, gluing their presets to co-sets of conditions (see below)
and producing new conditions at the output.
Deﬁnition 4. A sub-net2 ρ of ON is a (structural) preﬁx of ON, written ρ ⊑ ON, iﬀ
1. c0 ⊆ ρ,
2. ρ is causally closed: if x′ 6 x and x ∈ ρ, then x′ ∈ ρ, and
3. for all events e, e ∈ ρ implies e• ⊆ ρ.
The set of preﬁxes is denoted Pref. A preﬁx κ of ON is a conﬁguration if κ is conﬂict-free, i.e. no two
nodes from κ are in conﬂict; denote as C (FC) the set of all (ﬁnite) conﬁgurations. For π,π′ two branching
processes, π′ is a preﬁx (see below) of π, written π′ ⊑ π, if there exists an injective homomorphism ψ from
ON
′ into ON, such that ψ induces a bijection between the initial cuts c0 and c′
0, and the composition π ◦ ψ
coincides with π′.
By theorem 23 of [26], there exists a unique (up to an isomorphism) ⊑-maximal branching process, called
the unfolding of N and denoted UN. Every κ ∈ FC terminates at a cut, which we denote c+
κ; the cut of the
minimal conditions of κ is c−
κ . The mapping κ  → c+
κ is injective (and even bijective in the 1-safe case) One
has the following correspondence: for every reachable marking M of N, there exists at least one cut c of
UN such that |π−1(p) ∩ c| = M(p) for all p, and the unique conﬁguration κ such that c+
κ = c is such that
execution of κ takes M0 to M; write M0
κ −→ M for this.
Every ﬁnite conﬁguration κ corresponds to a unique reachable marking Mκ given by |π−1(p) ∩ c+
κ| =
Mκ(p). A maximal conﬁguration (w.r.t. set inclusion) is called a run and generically denoted ω; denote
the set of runs as Ω. Thus ⌈e⌉ is the smallest conﬁguration containing event e; denote as ⌊e⌋ the smallest
conﬁguration containing •e.
Running example
In Figure 2.6, a Petri net N is shown on the left, and a branching process π = (ON,π) of N on the right
hand side. Conditions are labeled by places, events by transitions. A conﬁguration is shown in grey. The
mechanism for constructing the unfolding of Petri net N is illustrated in the middle. It illustrates why the
term of unfolding is used to express branching processes; more precisely, the unfolding UN is the maximal
branching process of N w.r.t. the occurrence net preﬁx relation [26].
Conﬁgurations, cuts etc.
Diﬀerent objects that arise in unfoldings according to the above deﬁnitions are illustrated in Figure 2.7.
In [49], I discussed the above and other derived objects such as alternatives, maximal sets with all elements
in mutual conﬂict, to use them as objects for models of specialized (branching) temporal logics adapted to
partial order semantics. That discussion, however, would lead us too far aﬁeld here, and I refer the interested
reader to the article [49].
2we will not distinguish between κ seen as a net and as a set of nodes, using set extensions etc. to operate on the corresponding
nets, obtained as the induced subnets of the ambient net.
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Figure 2.6: Running example (from [74]): In N (left), two components (separated by the shaded area) are
connected through shared places. Transition α in component 1 aﬀects component 2, a connection modelling
fault propagation from comp. 1 to comp. 2; occurrence of α in comp. 1 allows for occurrence of δ in comp.
2. β is an internal transition of comp. 1, unnoticeable for comp. 2 ; η is internal for comp. 2, but unlike
β, it leads to a dead end, the ’irrecoverable’ state 6. - γ and ζ can be seen as ’repair’ transitions that return
the system into a sound state. The central part shows a conﬁguration of N being extended by a new event,
and on the right a branching process for N is shown.
2.3.1 Finite Complete Preﬁx
If U(N) is inﬁnite, we are naturally interested in ﬁnite preﬁxes of U(N) that are complete in the sense that
their analysis allows to derive results for all of U(N). The deﬁnition and size of such preﬁxes varies with
the intended purpose; see [93] for a systematic treatment. We use here the following deﬁnition, similar to
that in [39]:
Deﬁnition 5. The order 1 unfolding, denoted U1(N), is a ﬁnite preﬁx of the unfolding obtained by stopping
the construction of the unfolding when we reach a cut-oﬀ event e, i.e., an event such that:
• EITHER ﬁring of ⌈e⌉ brings back to the initial marking: M(⌈e⌉) = M0;
• OR there exists another event e′ with the following properties:
1. The prime conﬁguration for e′ is a preﬁx of that of e: ⌈e′⌉ ⊆ ⌈e⌉;
2. the two congurations are marking-equivalent: M(⌈e⌉) = M(⌈e′⌉).
In the following we call e′ the mirror transition of e in ˜ N1(M0). Once we have constructed U1(N) , assume
we continue the unfolding until we reach an event e such that there exist another event e′ with the following
properties:
• either e′ does not belong to U1(N) or it is a cut-oﬀ event of U1(N);
• The prime conﬁguration for e′ is a preﬁx of that of e: ⌈e′⌉ ⊆ ⌈e⌉;
14Figure 2.7: Illustrating objects arising in unfoldings
• the two conﬁgurations are marking-equivalent: M(⌈e⌉) = M(⌈e′⌉).
The resulting net, denoted U2(N), is called order 2 unfolding.
Note that the initial deﬁnition from [107] used as cutoﬀ criterion the cardinality, i.e. |⌈e′⌉| < |⌈e⌉|, which
would lead to a shorter preﬁx in general yet not guarantee completeness w.r.t. computing the covering relation
below. See [27–29] for optimization and use of complete preﬁxes in Model checking; for our purposes, the
above suﬃces.
2.3.2 Event Structures
Occurrence nets are particular realizations of a more general algebraic object called prime event structures.
Deﬁnition 6 (e.g. [14,110,126]). a prime event structure (PES) is a tuple E = (E,6,#), where E is a set
of events and 6,# are binary relations on E, called the causality and conﬂict relations, respectively, such
that:
1. the relation 6 is a partial order, and ⌈e⌉ , {e′ ∈ E | e′ 6 e} is ﬁnite for all e ∈ E;
2. the relation # is irreﬂexive, symmetric and hereditary with respect to 6, i.e., e#e′ and e′ < e′′ implies
e#e′′ for all e,e′,e′′ ∈ E.
In fact, every occurrence net gives rise to a PES in several ways; the most canonical one is by restricting
6 and # to the set E , E. Conﬁgurations etc. are deﬁned for PES as we did for occurrence nets; in
fact, PES historically precede occurrence net unfoldings, and generalize the latter. With the construction of
unfolding given above, a unique (up to isomorphism) maximal PES is associated to each safe Petri Net N;
this is called the PES semantics for Petri nets.
15Figure 2.8: Asymmetric Conﬂict. Event b has two diﬀerent histories.
However, several other models that have no Petri net structure whatsoever also allow for an event
structure semantics. A caveat is in order here: depending on the possible types of causality, the algebraic
object obtained may be a PES, an Asymmetric event structure (AES) [13], or an Inhibitor event structure
(IES). To give some intuition for these structures, recall the use of read ars in Petri nets, mentioned above.
Their need for a semantics with a more sophisticated relational structure is highlighted in Figure 2.8. The
horizontal arc to transition a is a read arc; it ensures that a is only allowed to ﬁre if b has not yet ﬁred. On
the other hand, ﬁring of a does not prevent b to ﬁre later; we have thus an asymmetric conﬂict situation
expressed by a ր b, read as ’a is prevented by b’. This relation is a generalization of both < and #;
the resulting relational structures are the asymmetric event structures. AES generalize PES, but contain
particular features not encountered in PES. In fact, Figure b shows that the history of an event depends on
the run considered in an AES: a ﬁring of b may be preceded by a ﬁring of a, or not. These histories are
mutually exclusive in the sense that either the one or the other occurs; at the same time, the corresponding
event sets are {a,b} and {b}. One veriﬁes that no situation of this sort is possible in a PES.
AES arise therefore as the semantic domain of read nets (or contextual nets), but also for SPO Graph
grammars and the ORC language, see chapter 6.
Accounting for inhibitor semantics leads to a further generalization, given by IES [14]; IES semantics
is obtained for inhibitor nets, DPO graph grammars, and generally models involving negative application
conditions for transitions or transformation rules.
2.3.3 Variants
The branching process semantics discussed above - and used in most parts of this document - works in the
most natural, i.e. categorical, way for 1-safe nets. However, the deﬁnitions and constructions above do
not require this; multiple tokens on some place may give rise to several enablings in parallel of the same
transitions, or of parallel enabling of conﬂicting transitions. Consider the central part of Figure 2.9. Because
of the two tokens on place p, both A and B may ﬁre in parallel. Now:
• Under the individual token view (e.g. [26,27,110]) most used in the literature, we have to distinguish
16which of the tokens on p is consumed by which transition; this yields two copies of A and two copies of B
in the branching process, as shown in I on the left hand side of Figure 2.9. This leads to an exponential
increase of the number of events in the unfolding w.r.t. the number of tokens on places. But there is also
a more philosophical ﬂaw in this semantics: distinguishing tokens as individuals leads to keeping track,
in the unfolding, of diﬀerent ’pasts’ of tokens. On the other hand, Petri net semantics is intrinsically
oblivious of the past histories: the token game only depends on the presence of suﬃcient quantities of
tokens on places, irrespective of the input transitions that had actually produced this or that token, or
when. The individual token view, applied to non-1-safe nets, has therefore been often criticised. Let us
mention here that [21] use an explicit swapping to eliminate the individuality of tokens, and therefore
to reduce the size of the unfolding: the symmetry group associated to interchangeable tokens, i.e. those
that are on the same place at the same time, is computed, and the collection of events generated by
distinguishing token combinations as in I of Figure 2.9 is quotiented to a unique orbit representative.
Figure 2.9: Views of the token game [67]
• The opposite view is known as the collective token view (e.g. [127]): every place p is associated a
variable taking non-negative integer values, representing possible numbers of tokens on that place.
The action of a transition t then increases or decreases that value, depending on how many tokens
it removes or creates on p; I presented a modiﬁed branching process semantics for general Petri nets
in [84]. This view has some particularities:
– Even if the construction of the unfolding is done in a similar (obvious) way as for the individual-
token-unfolding, the resulting occurrence net UN is no longer linked to the ’generator’ N by a
net homomorphism. In fact, consider an event e associated to transition t: the pre-set of e in
the unfolding is in bijection with •t ∪ t•, and so is e’s post-set; for all transitions in •t ∪ t• have
their values changed by t. As an illustration, consider Figure 2.9: Transition A in the center
part is reﬂected in part II, on the right hand side, by events having three input-and three output
conditions.
– Further, A and B are ’sequentialized’ by the collective token view, if simultaneous writing on the
place variables is prohibited: even if A and B are jointly enabled, the actions ’ﬁrst A then B’ and
’ﬁrst B then A’ become distinct sequences, as shown in part II of Figure 2.9. This is not the case
in the individual token view of I. In fact, while the collective view helps reduce unfolding width,
it leads to longer, more interleaved executions than in the individual view.
Notice that Part II of the Figure also features an’AB’ event, for the joint action of A and B simulta-
neously; this element is not part of the semantics in [84]. It reﬂects an extension of the collective token
17view to steps, i.e. multisets of transitions. Below, a cluster unfolding semantics that I developped
in [67], modifying a ﬁrst attempt in [68] will be used to manage conﬂicts in a probabilistic setting, see
Chapter 5.
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Asynchronous Diagnosis
Fault diagnosis for discrete event systems is a crucial task in automatic control. The literature on the
subject is vast; see Cassandras and Lafortune [20] for reference and overview. The diagnosis problem that we
consider here is event oriented, as opposed to state based. It is to automatically identify, from large streams
of alarms, the possible fault scenarios in the system, in order to identify the initial faults that triggered,
via propagation, the secondary faults, and the alarms in the observed pattern. Diagnosis of faults in large
telecommunications was at the heart of the Magda and Magda2 projects [138] in which I participated from
2001 to 2004 at INRIA Rennes. The solution developped by the team of these projects consists in correlating
observed alarm patterns with possible behaviors of the observed system; for the latter, a discrete event model
is supposed available at the diagnoser.
Solving this problem requires manipulating representations of possible system evolutions in a compact
format. Partial orders allow for a reduced representation, in the sense that a single partially ordered run
replaces the entire sent of diﬀerent interleavings for that run.
Moreover, the asynchronous nature of the systems themselves makes Petri nets natural system models,
and their non-sequential executions natural representations of asynchronous behaviour.
Figure 3.1 shows the problem of fault propagation and the need for tracing causality links are illustrated.
Asynchronous Diagnosis. In highly distributed networked systems, events occur in an asynchronous
way; moreover, the supervisor needs to receive alarms from sensors that are generally at a non-negligible
distance. Due to this asynchronicity between the system and its supervision, alarms collected at diﬀerent
distant sensors can not be meaningfully given a temporal precedence. It is therefore appropriate to consider
alarm patterns as partial orders rather than interleaved sequences, compare ﬁgure 3.2; it is thus coherent to
perform diagnosis through correlation of those patterns with partially ordered runs of the system model -
the candidats for explanation of the observed pattern.
In [64,74,75], fault diagnosis for a Petri net model N is performed by unfolding the labelled product of
N and an observed alarm pattern A, also in Petri net form. A recursive online procedure ﬁlters out those
runs that explain exactly A, giving the diagnosis set formed by the system runs that are consistent with the
observation. These runs are generally in small number, and allow to determine with a very low ambiguity the
primary cause of the alarm avalanche observed; only on the network elements concerned by those possible
primary faults is repair or replacement necessary. In this way, network supervision can be automatized, and
cope with the increasing number of faults as networks grow bigger and faster, and handle more and more
diverse traﬃc.
This chapter describes the asynchronous diagnosis approach of [64,74,75], and continues with the dis-
cussion of partial order diagnosability for Petri net models, following [47, 64]. The veriﬁcation of weak
diagnosability, see below, motivates a further investigation of the relational structure of occurrence nets; the
19Figure 3.1: The Paris area SDH/SONET ring (top-left), and a detail of the Montrouge node (top- right).
SPI, RS, etc are diﬀerent levels of the SDH hierarchy (details of SDH are not relevant here). A fault
propagation scenario distributed across the four diﬀerent sites is shown at the bottom, using SDH/SONET
fault labels.
20Figure 3.2: Asynchronous Diagnosis. Left: Sensors communicating asynchronously their alarms to a super-
visor (grey patch). Right: Alarm correlation. Each line corresponds to one sensor’s sequence of alarms as
received by the supervisor (squares with inscription ’A’). The observation does not allow to determine order
or dependence between alarms. In diagnosis, possible scenarios of unobservable faults (circles with inscription
’F’) that include causal precedence derived from the DES model of system behaviour are computed. These
scenarios (called ’conﬁgurations’, see below) represent the precedence relations given by the system model,
and the projection of each such conﬁguration to the alarm alphabet contains the observed alarm pattern as a
labeled sub-poset. In the ﬁgure, the precedence relations induced from the explanation are shown as arrows.
covering relation introduced in [47,64] will be analyzed in the last section of this chapter. Further extensions
to which our work on diagnosis has led us will be treated in the next chapter:
• the generalization to dynamically evolving topologies, in dynamical systems modeled by graph gram-
mars; and
• the foundations for computing unfoldings - and thus, in particular, diagnoses - in a distributed way,
such that the unfolding of the global system is factored into (smaller) unfoldings, by local supervisors
associated to subnetworks and communicating among each other.
3.1 The Diagnosis Procedure
We recall here the diagnosis approach of [74], applied to the case with invisible transitions. The heart of
the algorithm is the unfolding of the product net N × A obtained from N and an alarm pattern A, where
A is given as a conﬁguration (unbranched occurrence net) itself. The product glues together transitions of
N with corresponding alarms in A (this is the synchronized product for Petri nets); the unfolding UN×A
thus obtained consists of all the explanations that N can give for A. In fact, the conﬁgurations κ of N that
explain A are those for which U(N×A) contains a corresponding conﬁguration κ whose projection (i) to the
alarm set yields A, and (ii) to N-nodes yields κ. In Figure 3.3, diagnosis is shown for the running example.
The alarm pattern A shown has been collected by two diﬀerent sensors, each attributed to one of the two
parts of the system model N (top left) separated by a thick line in the ﬁgure; notice the reﬁned labeling
which distinguishes ρ1 and ρ2.
Note that the two alarm sequences from the two sensors are assumed to be received by a single centralized
diagnoser; splitting the diagnoser into two local diagnosers, one for each part of the system, transforms the
above into a distributed diagnosis problem. Chapter 4 below will discuss some aspects of that problem.
In the product net N ×A below, some transitions have been duplicated because of multiple occurrences
in the alarm pattern. Dashed arrows are drawn for arcs inherited from A, solid ones for those of N. The
upper right corner of Figure 3.3 shows the unfolding UN×A of N ×A; here, the arcs corresponding to N-arcs
are solid lines; time is assumed to progress downwards, compliant with the orientation of dashed arrows
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Figure 3.3: Illustration of Diagnosis for the running example from Figure 2.6 (top left). Here, the system
model N is shown on top left. There is some ambiguity in the labelling of transitions: The alarm pattern
A (top center) consists of two sequences, sent by two sensors; the supervision domains of the sensors are
separated by the thick line in the system model N top left The product net N × A is shown in the bottom
left part, its unfolding U(N×A) top right. The bottom right part shows the projection to N, with the two
conﬁgurations κ1 and κ2 of diag(A) highlighted.
22from A. Note here the duplication of places from A, corresponding to alternative (partial) explanations.
Further, note that the conﬁguration whose events are shaded in light grey is not able to ’consume’, i.e.
explain, A entirely: after the α-event on the right hand side, there is no continuation that ﬁres transitions
compliant with the subsequent ρ2 and α events in A. Finally, projecting back to N and thus discarding the
A-conditions and arcs, we obtain the ”diagnet” at the lower right of Figure 3.3. The complete diagnosis is
given by the two indicated conﬁgurations, κ1 and κ2; as discussed above, the conﬁguration in light grey is
not able to explain A and has thus to be discarded. This pruning can be done on the ﬂy, see [74] for details.
Now, for the formal deﬁnitions. With A an alphabet of alarms, an alarm pattern is an A-labeled partially
ordered set A = (EA,<,λA), with λA : EA → A\ε; we can represent an alarm pattern as a conﬂict-free A-
labeled occurrence net A = (BA,EA,GA,λA), obtained as follows:
1. To obtain the conditions of BA, ﬁrst add auxiliary elements ⊥ and ⊤ such that for all e ∈ EA, one has
⊥ < e. Then deﬁne the predecessor relation ≺O as
e ≺O e′ def ⇐⇒ e < e′ ∧ ∀e′′ : e < e′′ < e′ ⇒ e′′ ∈ {e,e′},
and
BA , {(⊥,e′) | ⊥ ≺O e} ∪ {(e,e′) | e ≺O e′} ∪ {(e,⊤) | e ≺O ⊤}.
The initial cut of A as cA is
cA = {(⊥,e) | e ≺O ⊤}.
2. Remove ⊥.
3. Set FA = {(e,b),(b,e′) | e ≺O e′ ∧ b = (e,e′)}.
For given alarm pattern A and model N, let λ : T → A and A : EA → A\{ε} be the respective labeling
functions, and consider the synchronized product of N and A w.r.t. A, that is: the Petri net N × A =
(PN×A,TN×A,FN×A,λN×A,MN×A), where PN×A is the disjoint union of P and B,
TN×A , {t ∈ T | λ(t) = ε} ∪ { t,e  ∈ T × EA | λ(t) = λA(e)}
F(N×A) , {(p,t) ∈ P × T | λ(t) = ε ∧ pFt} ∪ {(t,p) ∈ T × P | λ(t) = ε ∧ tFp}
∪{(p, t,e ) ∈ P × (T × EA) | λ(t) = λA(e) ∧ pFt}
∪{( t,e ,p) ∈ (T × EA) × P | λ(t) = λA(e) ∧ tFp}
∪{(b, t,e ) ∈ BA × (T × EA) | λ(t) = λA(e) ∧ bFAe}
∪{( t,e ),b) ∈ (T × EA) × BA | λ(t) = λA(e) ∧ eFAb},
MN×A , M0 ∪ cA, and λN×A is given by λN×A( t,e ) = λ(t) = λA(e) for synchronization transitions, and
by λ and λA otherwise. Denote as projN and projA the projections from N ×A to N and A, respectively.
Diagnosis set. Consider now the unfolding U(N×A); denote the set of its conﬁgurations as C(N×A), and
the subset of ﬁnite conﬁgurations as FC(N×A). For every κ(N×A) ∈ C(N×A), denote - by abuse of notation -
as projN(κ(N×A)) and projA(κ(N×A)) the “pure” subnets of UN and A, respectively, that are induced by
the projections projN and projA.
For diagnosis, we are interested in those conﬁgurations of the net model that explain A. That is, those κ
whose observable parts can be ordered in such a way that the order relation extends both the induced order
of κ and that of A. As shown in Theorem 1 of [74], these conﬁgurations are the elements of
diag(A) , {κ ∈ C | ∃ κ ∈ CN×A : projA (κ) = A and projN (κ) = κ}. (3.1)
23Some remarks may be in order. The set diag(A) gives a collection of explanations for an observation.
To specialize this knowledge for event diagnosis (see the textbook [20]), i.e. to determine whether or not
speciﬁc individual, unobservable (fault) events could have or must have occurred, it is necessary to check
whether the fault is part of some or all conﬁgurations in diag(A); this is possible oﬄine given the system
model. Depending on the application framework, may prefer to conclude that fault f has occurred even
if only some of the explanations provided in diag(A) involve f: the supervisor can then choose to take
countermeasures (e.g. replacement of hardware parts) just in case. Let us note in passing that this decision
would be helped by knowledge about the likelihood of conﬁgurations in diag(A): if the scenario(s) involving
f are unlikely w.r.t. the other possible explanations, one may safely ignore them; however, if the likelihood
that f occurred given diag(A) increases, f deserves attention. This is one of the motivations for studying
probability laws of asynchronous runs, a subject to which Chapter 5 is dedicated.
3.2 Diagnosability: Deﬁnitions
The above procedure has two vulnerabilities:
• It does not converge if the system to be diagnosed is able to perform an unbounded number of transitions
none of which is observable; in fact, only the occurrence and observation of such events allow the
diagnoser to obtain any information about the system. This is the observability problem.
• Even if the system is observable, the observations may still be ambiguous and inconclusive: for detecting
fault f, the fact that A is observed may not allow to conclude that f has or hasn’t occurred since some
runs in diag(A) imply f and others do not. This is the diagnosability problem.
Before studying some aspects of this problem here in more detail, let us ﬁrst ﬁx some terminology.
Partial Orders A set X equipped with a reﬂexive, antisymmetric and transitive binary relation 6 is
called a partially ordered set or poset; we will use < for the irreﬂexive part of 6 in a poset. For a
bijection f : X2 → X1, poset X1 = (X1,61) strengthens poset X2 = (X2,62) under f, written X1 ∝f X2,
iﬀ a 62 b implies f(a) 61 f(b). Finally, we say that poset X = (X,6X) is compatible with poset
X = (y,6y), written X ∼ Y, iﬀ there exists a poset Z = (Z,6Z) and bijections f : X → Z, g : Y → Z
such that Z ∝f X and Z ∝g Y. Note that ∼ is a similarity relation but not transitive, therefore no
equivalence : consider X = Y = Z = {a,b} and a 6X b, ¬(a 6Y b) ∧ ¬(b 6Y a), and (b 6Z a). Clearly
(X,6X) ∼ (Y,6Y ) ∼ (Z,6Z) (with all bijections used being the identity on {a,b}), but (X,6X)  ∼ (Z,6Z).
Deﬁnition 7. Let N = (P,T ,F,M0) be a Petri net with unfolding U = (B,E,G,π), and A an alarm
alphabet containing the empty word ε; further, let χ : T → A, for A some non-empty alphabet, be a labeling
function associating alarms to system transitions. Call silent or unobservable transitions the elements of
UO , χ−1(ε), and let O , T \UO be the set of observable transitions, and Φ ⊆ UO the set of faults to be
diagnosed.
Here, N = (P,T ,F,M0) is the underlying “true” system, with the places in P representing the local
states. This framework allows for erasing (i.e. labeling by ε) and ambiguity (the same label for distinct
events). Without loss of generality, Φ ∩ O = ∅; in fact, a fault that is indicated by an alarm needs not be
diagnosed; the diagnosis problem concerns silent faults, whose associated “alarm” is ε. Set EΦ , π−1(Φ),
EO , π−1(O), and EUO , E\EO. Let L , {κ ∩ E | κ ∈ FC(N)}, i.e. consider conﬁgurations as sets of
events, and denote Lprog the set of progressive conﬁgurations; observe that L and Lprog are preﬁx closed.
For κ ∈ L let κO be the labeled partial order induced by κ on κ∩EO. Write κ ∼O κ′ iﬀ κO ∼ κ′
O. Further,
let ≡Φ be the equivalence on L given by κ ≡Φ κ′ iﬀ [κ∩EΦ = ∅ ⇐⇒ κ′∩EΦ = ∅]; that is, two conﬁgurations
are Φ-equivalent if either both contain a fault, or neither of them does.
24Returning to the diagnosis context, write κ ∼O κ′ iﬀ κO ∼ κ′
O
1. That is, we consider two conﬁgurations
as observation-compatible iﬀ there is a possible observation pattern that may be explained by both. Further,
let ≡Φ be the equivalence on L given by κ ≡Φ κ′ iﬀ [κ∩EΦ = ∅ ⇐⇒ κ′∩EΦ = ∅]; that is, two conﬁgurations
are Φ-equivalent if either both contain a fault, or neither of them does.
3.2.1 Reminder: Diagnosability for interleaved sequences
Let us recall the formal deﬁnition of Sampath et al. [122] for diagnosis in interleaved models (see also
Lin [103]): let L be a preﬁx-closed language (the behavior of the system to be diagnosed) over the event
alphabet A, denote O ⊆ A the set of observable and UO , A\O that of unobservable events2. Denote
P : A∗ → O∗ the projection to observable words, that is, the homomorphism that erases all unobservable
events and leaves observable ones unchanged; moreover, let Φ ⊆ UO be the set of faults3. Then L is
diagnosable iﬀ there exists n ∈ IN such that, for any word L ∋ w = w′f with f ∈ Φ, any v ∈ A∗ s. th.
wv ∈ L and |v| > n satisﬁes
x ∈ P−1 [P (wv)] ⇒ |x|Φ > 1. (3.2)
Here, |u| denotes total length, and |u|Φ the number of fault events of word u. Condition (3.2) means that
every behavior x that produces the same sequence of observable events as wv does, contains at least one fault
event: all extensions of w of at least length n will make the fault apparent. A polynomial time algorithm
for testing diagnosability is given by Kumar et al. [90]; see also Yoo and Lafortune [137]. .
3.2.2 Partial Order Diagnosability
As indicated above, the focus of Sampath and Lafortune’s work is on event diagnosis; their approach to
diagnosability involves the construction of a diagnoser automaton, in whose states the construction encodes
what knowledge about occurrence of a fault is gained by reaching the corresponding stage of the diagnosis
procedure. Our diagnosis procedure does not construct a dedicated diagnoser since the diagnosis is given
in the form of a set of processes, the asynchronous equivalent of a language for automata, and for event
diagnosis the resulting set of processes has to be scanned for occurrence of fault(s). In both frameworks, the
characterization of diagnosability passes through the set of possible system behaviours.
Just as in ﬁnite state machines, we say that a system is diagnosable for a given set of observable events
if the length of possible behavior between occurrence and detection of a fault is bounded; in other words,
the system can not enter unobservable cycles before “giving away” a fault that has occurred. We will need
some formal preparations before deﬁning diagnosability.
Height and Progress
As Fig. 3.4 shows, concurrent systems may exhibit non-sequential processes whose local parts do not
progress at the same pace. Suppose the fault to be diagnosed is γ. On some interleaved behaviors, γ may
go undetected: if the net performs an inﬁnite number of cycles involving α and β, no decision on γ will
be available. However, it is clear that γ occurs with certainty under this behavior unless the right hand
part of the net remains idle forever. In most applications, the assumption that ”something will eventually
happen”, is realistic: in particular, if a transition is enabled, it will eventually either ﬁre or become disabled
by another transition. In order to parallel the interleaved case, we therefore consider two diﬀerent notions
of diagnosability over unfoldings:
1This relation is weaker than the equivalence used in [64]; I am indebted to A. Madalinski and T. Nouioua for pointing out
that the previous version was unneccessarily restrictive
2See Kumar and Shayman [97] on observability and co-Observability.
3For simplicity, we drop the partition of Φ into fault types from [122]; the results given below extend to that case.
25• the restrictive one of strong diagnosability which requires, among other things, faults to be detected
by all inﬁnite executions; the example will, see below, be ruled out as not strongly diagnosable.
• weak diagnosability which requires that all faults be detectable at least on executions which progress
in a balanced way on all local components.
To formalize this, we have to dwell on the notion of height. Measuring progress for concurrent processes can
be done by counting events, like for words; this leads to a notion of length, see [37]. This length is to be
contrasted with height, in which the causal relations between events are taken into account: the height of a
preﬁx, e.g. a conﬁguration, is the length of its longest causal chain. The literature on the subject comprises,
among others, studies of the induced topologies, e.g. [24,98,99]. We will start by giving a (max,plus) height
function for general preﬁxes; it will lead to two diﬀerent notions of height for conﬁgurations. With sup(∅) , 0,
set  ⌈e⌉  , 1 +  ⌈e⌉\{e}  and
 ρ  , sup{ ⌈e⌉  | e ∈ E ∩ ρ}. (3.3)
For n ∈ IN0, let ρn be the maximal preﬁx whose height does not exceed n; call ρn N’s nth prime preﬁx.
First, since any ﬁnite conﬁguration κ is itself a preﬁx, deﬁnition (3.3) applies, yielding the upper height  κ .
Second, deﬁne lower height   κ   of κ as follows :
  κ   , sup{n ∈ IN | ∃ ω ∈ Ω : ω ∩ ρn = κ ∩ ρn}, where sup(∅) = +∞. (3.4)
Of course,   κ   6  κ . Note that equality holds iﬀ
∀ ω, ω′ ∈ Ω : [(κ ⊑ ω ∧ κ ⊑ ω′) ⇒
 
ω ≡ρ κ  κ
  
; (3.5)
denote the conﬁgurations that satisfy (3.5) as progressive. In Fig. 3.6, κ shaded in grey is progressive: one
has  κ  = 2, and any other conﬁguration of that height is either a preﬁx of κ or incompatible. The term of
’progressive’ conﬁgurations is justiﬁed by the fact that their local processes all progress in a fair way, none
of them lagging behind indeﬁnitely.
Examples: In the left hand example of Fig. 3.4, we have  κ1  =   κ1   = 2, but  κ2  = 3 and
  κ2   = 2. The right hand side of Fig. 3.4 shows another ON, in which κ′ is a proper preﬁx of κ; the prime
preﬁxes are ρ0 = {a,b}, ρ1 = κ1, and ρ2 = ρ1 ∪{γ,c}. One ﬁnds directly that   κ   =  κ  =  κ′  = 1; more
surprisingly, one also has   κ′   = 1 since ω′ ≡ρ1 κ′ and ω′  ≡ρ2 κ′.
Live and dead conﬁgurations.
In analogy with the liveness requirement in [122], let us say that a conﬁguration κ is dead iﬀ κ ⊑ κ′ implies
κ′ ∈ FC. On a ﬁnite run, absence or presence of faults can eventually be veriﬁed, so they can be discarded
from our analysis, so we assume henceforth no dead conﬁguration exists.
This ﬁnishes our preparations.
Observability and Diagnosability
Deﬁnition 8. Let L be a conﬁguration language, i.e. a set of ﬁnite partially ordered conﬁgurations such
that κ ∈ L and κ′ ⊑ κ imply κ′ ∈ L, and height measure H : L → [0,∞) be either H ≡   •   or H ≡   •  .
L is H-diagnosable w.r.t. O and Φ iﬀ there exists n ∈ IN such that for all κΦ ∈ L having a maximal event
e ∈ EΦ, it holds that every κ ∈ L such that (a) κΦ ⊑ κ, (b) κ is not dead, and (c) H(κ) > H(κΦ) + n,
satisﬁes:
∀κ′ ∈ L : κ′ ∼O κ ⇒ EΦ ∩ κ′  = ∅. (3.6)
26The conﬁguration languages we will be interested in are given by occurrence nets; they provide a compact
representation of their set of conﬁgurations, in the sense that shared preﬁxes are identiﬁed and represented
only once. Note that any given preﬁx-closed language of labeled partially ordered conﬁgurations can be
canonically transformed into an occurrence net by introducing auxiliary conditions. On the other hand,
not every occurrence nets can be represented as the unfolding of a Petri net. We deﬁne and characterize
diagnosability in the subclass of occurrence nets obtained by allowing arbitrary Place/Transition-nets, and
their unfoldings.
Deﬁnition 9. Let ON = (B,E,G,c∗) be an occurrence nets and conﬁguration sets L and Lprog as above.
Further, let EO , π−1(O) ⊆ E be the set of observable events, and EΦ , π−1(Φ) ⊆ E\EO a set of fault
events.
1. ON satisﬁes(OBS) (for EO) iﬀ for all κ,κ′ ∈ L,
(κ ⊑ κ′) ∧ (κ  = κ′) ∧ (Mκ = Mκ′) ⇒ (κ  ∼O κ′) (3.7)
2. ON satisﬁes (WOBS) (for EO) iﬀ (3.7) holds for all κ,κ′ ∈ Lprog.
3. ON is called (strongly) diagnosable (satisﬁes DIABLE) w.r.t. EO and φ iﬀ
(a) ON satisﬁes (OBS) (for EO), and
(b) L is   •  -diagnosable in the sense of Deﬁnition 8 w.r.t. O and Eφ.
4. ON is called weakly diagnosable (satisﬁes WEABLE) w.r.t. O and Eφ iﬀ
(a) ON satisﬁes (WOBS), and
(b) Lprog is   •  -diagnosable w.r.t. O and Eφ.
Let N = (P,T ,F,M0) be a Petri net, with unfolding U(N) = (ON,π).
1. N satisﬁes OBS (WOBS) w.r.t. O ⊆ T iﬀ U(N) satisﬁes OBS (WOBS) w.r.t. EO.
2. N satisﬁes DIABLE (WEABLE) w.r.t. O ⊆ T and φ ∈ T \O iﬀ U(N) satisﬁes DIABLE (WEABLE)
w.r.t. EO and Eφ.
Some remarks are in order. First, strongly diagnosable nets are also diagnosable in the sense of [122]
(see (3.2)), if the interleavings of its runs are considered instead of the partially ordered runs; the existence
of the constant bound n corresponds to the fact that only a ﬁnite number of invisible transition ﬁrings can
occur concurrently to any visible transition.
Secondly, note that while strong diagnosability trivially implies weak diagnosability, the converse is not
true: In Fig. 3.4 (center), suppose β ∈ Φ, O = {α}, and for m ∈ IN, let κ(m) be the smallest conﬁguration
such that (i) β never occurs on κ(m), and (ii) δ occurs exactly m times on κ(m). Then  κ(m)  = 2m + 1,
yet κ(m) ∼O κ(1) for all m, so the system is not strongly diagnosable. Note that κ(m) are not progressive;
all progressive conﬁgurations of height at least 2k + 1 contain at least k instances of α ∈ O, from which it
follows directly that the system is weakly diagnosable.
Remarks on Progress
It is interesting in itself, and helpful for the development below, to dwell on the meaning of the diﬀerent
height notions, and the views on diagnosis that they imply. The restriction to Lprog has the eﬀect of
excluding any inﬁnite interleaving in which some event remains enabled but never occurs; that is, progress
is assumed for all local processes. Stated diﬀerently, all executions through conﬁgurations from Lprog must
eventually contain all inevitable events, i.e. an event must either be prevented at some point, or occur at
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Figure 3.4: Left: a Petri Net example; Center: one of its runs; right: an occurrence net with conﬁgurations
κ and κ′ having the same lower heights
some point. Consider now Figure 3.7, assume all branches are extended to inﬁnite length, and suppose that
event a has already occured; then c, d and g are all inevitable under progress, that is, weak observability
with respect to any one of {a,c,d,g} is equivalent to weak observability with respect to all of {a,c,d,g}.
Weak diagnosability is thus naturally linked to the covering relation we will study below.
3.3 Characterization and Veriﬁcation of Diagnosability
After these preparations, we are now ready to state and prove our characterization of diagnosability. Diag-
nosability is violated iﬀ the system is able to perform two indiscernible, non-fault-equivalent cycles. That is,
there must be O-equivalent conﬁgurations κ1 and κ2 having O-equivalent extensions κ′
1 and κ′
2 such that
M(κi) 6 M(κ′
i), and such that κ′
1 and κ′
2 are not Φ-equivalent; then the system may repeat that cyclic
behavior indeﬁnitely, without a decision about occurrence of faults. In fact:
Theorem 10 ( [47]). With labeling λ : T → A, and Φ, O, UO, L and Lprog as above, a safe Petri net
N = (P,T ,F,M0) is strongly diagnosable w.r.t. O and Φ iﬀ it satisﬁes OBS and
∀ κ1,κ2,κ′
1,κ′
2 ∈ L :





κ1 ∼O κ2 ∧ κ′
1 ∼O κ′
2 ∧ κ1  = κ′
1
∧ ∀ i ∈ {1,2} :
 
Mκi = Mκ′
i
∧ κi ⊑ κ′
i
 



⇒ κ′
1 ≡Φ κ′
2

. (3.8)
N is weakly diagnosable w.r.t. O and Φ iﬀ WOBS the restriction of (3.8) to Lprog hold.
Note that (3.8) allows κ2 = κ′
2 in the assumption. Note the treatment of the progressive and non-
progressive cases does not require a diﬀerent proof: the diﬀerence is only in the set of conﬁgurations over
which the diﬀerent κ-variables in the theorem may range. However, strong and weak diagnosability are not
equivalent, and they allow for very diﬀerent veriﬁcation methods, see below.
3.4 Verifying Diagnosability
We will now describe criteria for strong and weak observability and diagnosability, respectively. First we
will turn to the strong case; the ideas emerging from the discussion of the weak case after that, will lead to
28the investigation of the covering relation, which will follow in the next section.
3.4.1 Strong Diagnosability
For strong Diagnosability, we will derive suﬃcient conditions from Petri net invariants; we follow the
terminology and notation of [23].
Deﬁnition 11. For a net N = (P,T ,F), the incidence matrix N : (P × T ) → {−1,0,1} is given by
N(p,t) ,



0 : (pFtFp) ∨ ¬(pFt ∨ tFp)
1 : (pFt) ∧ ¬(tFp)
−1 : (tFp) ∧ ¬(pFt)
.
For a sequence σ ∈ T ∗ of transitions, the Parikh vector σ : T → IN is given by σ(t) , |σ|t, i.e. the number
of occurrences of transition t in σ.
The action of transitions of N can be described by N:
Lemma 1. (Marking Equation Lemma, Lemma 2.12 in [23]) For σ ∈ T ∗ and markings M,M ′ of N
such that M
σ −→ M ′, one has the following Marking Equation:
M ′ = M + Nσ. (3.9)
Note that N is independent of the marking, i.e. represents a net (P,T ,F) rather than a Petri net.
Deﬁnition 12. Let N = (P,T ,F) be a net. A T -invariant (also called T -semiﬂow) of N is a rational-
valued solution of the equation N   x = 0. Equivalently ( [23], Proposition 2.36), a mapping J : T → I Q is a
T -Invariant of N iﬀ for all p ∈ P,
 
t∈•p
J(t) =
 
t∈p•
J(t). (3.10)
The importance of T-invariants lies in the following property:
Theorem 13. ( [23], Proposition 2.37) Suppose M is a marking of N and σ ∈ T ∗ such that M
σ −→.
Then σ is a T -invariant of N iﬀ it reproduces M, i.e. M
σ −→ M.
From Theorem 13, we thus know that Mκ = Mκ′ holds iﬀ the “Parikh vector” (κ′,κ) given by
(κ′,κ)(t) , |{e ∈ κ′\κ | π(e) = t}|,
satisﬁes Equation (3.10). In fact, any linearization σ of the events in κ′\κ has same Parikh vector, and
so the above results apply simultaneously to any such σ. Therefore, (3.10) can be used to check whether
a given marking can possibly be reproduced in an unobservable way: in that case, Equation (3.10) must
have a semi-positive solution (i.e. with all entries non-negative and at least one positive entry). Now, any
violation of strong diagnosability must be a realization of some unobservable ﬁring sequence that can be
repeated arbitrarily often (note that this reasoning is no longer valid when we consider weak diagnosability
!). Since the net is ﬁnite, the existence of such a sequence entails that some T -invariant must be ﬁred in
that sequence. As a consequence, we have:
Lemma 2. If for all semi-positive solutions v ∈ INT of (3.10), there exists t ∈ O such that v(t) > 0, then
OBS and DIABLE hold.
However, a given τ ∈ INT may satisfy (3.10) without corresponding to any ﬁring sequence enabled in
M; Fig. 3.5 gives an example, see below. The solutions of (3.10) are only candidates for cycles. The purely
structural condition of Lemma 2 is suﬃcient, but not necessary.
29Examples
1. In the net from Fig. 3.4, the T-invariants are (with coordinates ordered by alphabetic order on
{α,β,γ,δ}) (1,1,0,0), (0,0,1,1) and their linear combinations.
2. For the net in Fig. 3.6, again with alphabetic ordering, the incidence matrix is
N =

  
    

−1 −1 1 0 0 0
1 1 −1 0 0 0
1 0 0 −1 0 0
0 0 0 −1 −1 1
0 0 0 1 0 −1
0 0 0 0 1 0
−1 0 0 1 0 0

  
    

;
the T -invariants are (0,1,1,0,0,0), (1,0,1,1,0,1), and their linear combinations. Thus, for observ-
ability and diagnosability, we obtain from Lemma 2 the following suﬃcient criterion, which inspection
also reveals necessary:
[γ ∈ O] ∨ [β ∈ O ∧ (|O ∩ {α,δ,ζ}| > 1)]. (3.11)
3. The net in Fig. 3.5 has incidence matrix
N =

  


−1 −1 0 1 1
1 0 −1 0 0
0 1 −1 0 0
0 0 1 −1 0
0 0 1 0 −1

  


,
and thus all T -invariants are of the form (2u,2u,u,2u,2u)⊤ with u,v ∈ IN. However, these invariants
are not realizable (i.e. ﬁrable), as γ will never ﬁre. On the other hand, observability and diagnosability
are satisﬁed for any choice of O, even ∅; compare the unfolding given on the right hand side. The
example illustrates that T-invariants provide a much coarser analysis than unfoldings for Petri net
behavior.
Figure 3.5: A Petri net N whose net has a single T-invariant (left), and N’s unfolding (right).
303.4.2 Using Unfoldings for Checking Weak Diagnosability
Even if unfoldings are inﬁnite in general, any safe Petri net admits ﬁnite complete preﬁxes that contain every
reachable marking; this is what allows using branching processes in Model Checking [28,107]. Methods for
obtaining and optimizing such complete preﬁxes have received considerable attention in the literature, see
e.g. [93]. In our generalized setting, one can only hope for ﬁnite preﬁxes whose size can be bounded given the
net structure, and suﬃcient to decide diagnosability. The following results show that such weakly complete
preﬁxes exist, and thus eﬀective oﬄine veriﬁcation of diagnosability is possible. We have:
Theorem 14. For a given net N = (P,T ,F), there exists a ﬁnite number Z = Z(N) such that for any
1-safe marking M0 ⊆ P of N, the Z-th preﬁx ρZ of the unfolding of N = (N,M0) is suﬃcient to verify
(strong or weak) diagnosability: if there exist any κ1,κ′
1,κ2,κ′
2 such that (3.8) is violated, one can choose
them with this property such that max( κ′
1 , κ′
2 ) 6 Z.
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Figure 3.6: A complete preﬁx (right) for the net on the left, compare Fig.2.6
More can be said of the conﬁgurations in a preﬁx of the unfolding of N:
Lemma 3 ( [47]). Let ρ be any preﬁx of the unfolding UON. If there exist witnesses of non-diagnosability
in ρ, conﬁgurations κi,κ′
i for i ∈ {1,2} such that the left hand side of (3.8) holds, but κ′
1  ≡Φ κ′
2, then κ′
1,κ2
can be chosen maximal for ON.
One obtains thus the following algorithm for checking weak diagnosability of N = (P,T ,F,M0):
(A) Compute a complete preﬁx γ as above, and its set maxON , Ω(γ) of maximal conﬁgurations.
(B) For any pair κ′
1,κ′
2 of maximal conﬁgurations such that κ1 ∼O κ2, check whether there exist κi ⊑ κ′
i
such that κ1 ∼O κ′
1, Mκ1 = Mκ′
1 and κ1 ⊑ κ′
1.
Examples
1. In the context of Fig. 3.6, we ask under which choices of O the net N satisﬁes OBS, and if so,
whether N is then diagnosable for that O and a given fault set Φ. First, we claim that OBS (and even
WOBS) is equivalent with (3.11). In fact, every κ ∈ ΩON contains γ-labeled events, so the implications
(γ ∈ O) ⇒ OBS ⇒ WOBS are immediate. On the other hand, suppose γ  ∈ O; then we deduce
from the conﬁguration κ on shaded background in the ﬁgure that β ∈ O (otherwise κ and two of its
preﬁxes yield witnesses of non-diagnosability). Inspecting the other non-dead conﬁgurations of Ωγ in
a similar way, we see that α  ∈ O entails (δ ∈ O) ∨ (ζ ∈ O); we deduce that (3.11) is necessary for
31(both weak and strong) observability, and thus for (both weak and strong) diagnosability. Now, let us
check suﬃciency, i.e. whether (3.11) makes N diagnosable. For this, let us consider the cases Φ = {η}
and Φ = {β,η}. Since we have to respect Φ ∩ O = ∅, (3.11) is reﬁned in the second case to
[γ ∈ O]. (3.12)
Consider the set Ωη of conﬁgurations from ΩON that contain an η-event. Inspection of Fig. 3.6 shows
that for κη ∈ Ωη and any extension κ′
η of κη satisfying either  κ′  >  κ  + 1 or   κ′   >   κ   + 2,
contains a γ-instance. For the other fault label, β, one has that the conjunction of (i) φ−1(β) ∩ κ  = ∅
and (ii)  κ′  >  κ  + 1 or   κ′   >   κ   + 1, implies φ−1(γ) ∩ κ  = ∅. Thus we conclude that γ ∈ O is
necessary and suﬃcient for OBS, WOBS, DIABLE, and WEABLE.
2. The net in Fig. 3.4 is weakly diagnosable iﬀ |O| > 1, and strongly diagnosable iﬀ (O ∩ {α,β}  =
∅) ∧ (O ∩ {γ,δ}  = ∅).
3. Fig. 3.6 shows that the upper bounds on the size of the complete preﬁx are far from sharp; γ can be
chosen moderate if there is a high degree of parallelism in N and no excessive branching. The eﬃciency
of diagnosability checking thus requires a careful choice of preﬁxes; see [28,93].
4. For the net in Fig. 3.5, the complete preﬁx allows to detect dead conﬁgurations; this is not possible
using invariants alone, compare the discussion above.
We will now take a closer look at the relational structure of occurrence nets.
3.5 The Covering Relation
In the above discussion, we use implicitly reasonings of the form ’if x occurs, then y has already occured,
or will occur eventually’, in the sense that any inﬁnite run that contains x also contains y. Under progress
assumption (see above), this means that y is inevitable given x. In the context of the occurrence net in Fig.
3.7, for any run ω,
k ∈ ω ⇒ e ∈ ω ⇒ b ∈ ω; (3.13)
in fact, (3.13) reﬂects the inheritance of # under <. But one also obtains the following facts in Fig. 3.7:
a ∈ ω ⇐⇒ ¬(b ∈ ω) ⇐⇒ c ∈ ω (3.14)
e ∈ ω ⇐⇒ f ∈ ω; (3.15)
the reader is invited to check that (3.14) and (3.15) follow from the maximality of runs. Now, the inheritance
of conﬂict along causality relations is not suﬃcient to derive (3.14) and (3.15); so how can one formalize
the reasoning that leads to them ? One might suspect that, to derive (3.14 and 3.15) from the relational
structure, one would have to explore the entire set of conﬁgurations. We will show here that it suﬃces to
consider an auxiliary covering relation, computable from the # relation in a ﬁnite bounded preﬁx ρ of the
unfolding. Let us start formalizing things.
Deﬁnition 15. For a node x ∈ (B ∪ E), the conﬂict set of x is deﬁned as #[x] , {x′ | x#x′}. The
root conﬂict set is given by #µ[x] , {y | x#y ∧ ∀ z : z < y ⇒ ¬(z#x)}; the symbol #µ[•] is borrowed
from [1,2] where it denotes immediate conﬂict in event structures. Node x implies or covers y, written x ⊲y,
iﬀ #[x] ⊇ #[y]. Deﬁne the covering range of node x as
⊲[x] , {y | x ⊲ y}.
32One immediately checks that the covering relation ⊲ is reﬂexive and transitive. Moreover, it corresponds
to the implication for run inclusion:
Lemma 4 ( [46,47]). x ⊲ y holds iﬀ for all runs ω,
x ∈ ω ⇒ y ∈ ω (3.16)
Figure 3.7: Occurrence net example
Relation ⊲ is asymmetric: in fact, in Fig. 3.6 (left) we have h ⊲ f but ¬(f ⊲ h). On the other hand, ⊲
is not a partial order: consider e ⊲ f and f ⊲ e. This is a crucial fact behind the deﬁnition of facets below.
Howeverx < y implies that y ⊲ x.As a consequence, we have that ⊲[x] is a conﬁguration.
In Fig. 3.6, we have the following covering ranges:
⊲[b] = ⊲[e] = ⊲[f] = {b,e,f}; ⊲[h] = {b,e,f,h}, ⊲[k] = {b,e,f,k};
⊲[a] = ⊲[d] = ⊲[c] = ⊲[g] = {a,d,c,g}.
The following result is crucial for the feasibility of our approach: it shows that in order to decide whether
x ⊲ y, it suﬃces to know #µ[x] and #µ[y] since the
set #[x] is generated by #µ[x] through inheritance ( [46,47]):
#[x] = {z | ∃ y ∈ #µ[x] : y 6 z}. (3.17)
As a consequence, x1 ⊲x2 iﬀ #µ[x1] ⊇ #µ[x2]. So far we were able to reduce the computation of the covering
relation to comparison of root conﬂict sets. These sets can be inﬁnite, as the example in Fig. 3.5 shows:
#µ[x] consists of all the events in the central horizontal axis of the ﬁgure. However, the relation ⊲ can be
eﬀectively computed, by virtue of the following result shown in [47]:
Theorem 16. Denote as round(x) the smallest n such that x belongs to Un(N), and as K , |RM0| the
number of reachable markings of N = (P,T ,F,M0). Then for any two nodes x,y such that ¬(x ⊲ y), and
there exists a covering witness in Um+K−1, i.e. a node z such that, with m , max(round(x),round(y)),
z # y and ¬(z # x) (3.18)
In the light of Theorem 16, any safe net allows to compute covering relations for pairs (x,y) of nodes
recursively on ﬁnite preﬁxes whose depth grows linearly with max(round(x),round(y)).
33Figure 3.8: Left: a safe Petri net; right: its unfolding, exhibiting an inﬁnite root conﬂict set.
Application to Diagnosability Consider again Fig. 3.6. Every occurrence of δ is detected by a prior
occurrence of α, and by a subsequent occurrence of ζ. That is, if δ is a fault event, then it suﬃces for N is
δ-diagnosable if either δ or α are observable.
We formalize this special case as the following lifting of ⊲ to the level of N:
Deﬁnition 17. In N, transition t1 ∈ T covers t2 ∈ T , written t1 ⊲N t2, iﬀ for all e2 ∈ π−1t2 there exists
e1 ∈ π−1t1 such that e1 ⊲ e2, where ⊲ is the covering relation in U(N).
We have the following obvious result:
Lemma 5. Let O be as above, and φ ∈ T \O.
• If there exists t ∈ O such that t ⊲N φ, then N is φ-diagnosable, and
• if for all t ∈ T \O, there exists t′ ∈ O such that t′ ⊲N t, then N is observable.
However, the converse is not true. Consider again Fig. 3.6. We obtain the following table for ⊲N (’+’
at (x,y) means that x ⊲N y, and ’-’ means x   ⊲N y):
⊲N α β γ δ η ζ
α + − + − − −
β − + + − − −
γ − − + − − −
δ + − − + − +
η − − − − + −
ζ + − + + − +
Now, let γ be the fault transition, and let α and β be observable. Then N is clearly β-diagnosable, yet γ is
not ⊲N-covered by either α or β. We see that ⊲N gives suﬃcient criteria for observability and diagnosability,
and allows quick veriﬁcation of both, if ⊲N has been precomputed oﬄine; on the other hand, it has in general
to be checked on a preﬁx of the unfolding (rather than N ) whether a particular occurrence of a transition
t is covered by some observable event. Typically, occurrence will not be covered by occurrences of the same
observable transition in all circumstances; however, diﬀerent occurrences may each be covered by occurrences
of diﬀerent observable transitions. Smart use of small preﬁxes and of ⊲ in the unfolding is required for fast
veriﬁcation of observability and diagnosability, and for identiﬁcation of suﬃcient observable sets.
343.6 Opening: Facets and Q-Diagnosability
By considering equivalence classes w.r.t. the covering relation, an occurrence net ON can be decomposed
into subnets that we call facets; see Fig. 3.6. As we will see below, the set of ON’s facets is an event
structure with the quotient relations induced from ON, and can be represented by an occurrence net. Since
also the maximal runs are preserved under the quotient operation (see Theorem 19), many analyses, such as
for diagnosability, can be equivalently carried out on the quotient structure. However, we will see that the
best adequation is between facets and a modiﬁed notion of weak diagnosability, namely Q-Diagnosability as
ﬁrst introduced in [46].
Deﬁnition and Properties The occurrence net ON decomposes into facets:
Deﬁnition 18. A facet of ON is a strongly connected component of ⊲, i.e. a maximal set δ ⊆ (E ∪B) such
that for any x,y ∈ δ, one has x ⊲ y and y ⊲ x. Denote as δ(x) the unique facet that contains x.
In Fig. 3.6, the facets are {a,d,c,g}, {b,e,f}, {h}, {k}; the right hand side shows the occurrence net
obtained by abstracting every facet into a single event. Concerning the shape of facets, we obtain ( [47]):
1. Facets are conﬂict-free.
2. Facets are convex, i.e. x,y ∈ δ and x < y < z together imply z ∈ δ.
3. For any condition b such that b• ∩ δ(b)  = ∅, we have |b•| = 1. As a consequence, maximal nodes in a
facet are conditions.
Figure 3.9: Left: the example from ﬁgure 3.7 with facets highlighted; right: the occurrence net obtained from
the example through facet abstraction
The Quotient Structure of ∆
Facets are Abstractions We ﬁrst observe that facets carry an induced event structure. To make this
precise, let xi be a node of ON, let δi , δ(xi), and set
δ1 ≺∆ δ2 ⇐⇒



δ1  = δ2
∃ y1 ∈ δ1,y2 ∈ δ2 :
y1 < y2
(3.19)
δ1#∆δ2 ⇐⇒ [∃ y1 ∈ δ1,y2 ∈ δ2 : y1#y2] (3.20)
35Relation ≺∆ from Deﬁnition (3.19) is a partial order by convexity of facets; #∆ is well-deﬁned since y1#y2
implies z1#z2 for all z1 from δ1 and z2 from δ2 (recall that Facets are conﬂict-free).
One checks easily that δ1#δ2 ≺∆ δ3 implies δ1#δ3, and ﬁnds that F = (∆,≺∆,#∆) is an event structure
in the sense of Deﬁnition 6. In fact, contracting every facet δ into single events eδ whose output conditions
are the maximal conditions of δ, and whose input conditions are given by the pre-conditions of the minimal
events in δ, we obtain a reduced occurrence net ON /∆, see Fig. 3.6; below we will see that this abstraction
operation preserves and respects runs. We denote as ⌈δ⌉ the set of facets
⌈δ⌉ , {δ′ | δ′ ≺∆ δ}.
By convexity of facets, the set union of all facets in ⌈δ⌉ spans a conﬁguration of ON; we denote it by
κ(δ). (3.21)
Theorem 19. ω∆ ⊆ ∆ is a run of F = (∆,≺∆,#∆) iﬀ
ωω∆ ,
 
δ∈ω∆
δ (3.22)
is a run of E = (E,6,#).
Theorem 20. Let ON = (B,E,G,c∗) be an occurrence net, and ∆ its set of facets. Set
E/∆ , ∆, B/∆ , c∗ ∪ {b | b• ∩ δ(b) = ∅}
G/∆ ,
 
(b,δ) ∈ B/∆ × E/∆ | b• ∩ δ(b)  = ∅
 
∪
 
(δ,e) ∈ B/∆ × E/∆ | b• ∩ δ(b) = ∅
 
;
Then ON /∆ = (B/∆,E/∆,G/∆,c∗
/∆) with c∗
/∆ , c∗ is an occurrence net.
Q-Diagnosability
With the same setting and notations, deﬁne the pro-cone of a node x ∈ E ∪ B as
⌈⌈x⌉⌉ , κ(δ (x)); (3.23)
the closure of a conﬁguration κ is deﬁned as
Cl(κ) ,
 
x∈κ
⌈⌈x⌉⌉. (3.24)
Conﬁguration κ is closed iﬀ Cl(κ) = κ. Notice that Cl(κ) coincides with the conﬁguration obtained by
intersecting all runs that extend κ; this makes closed conﬁgurations key entities for asynchronous diagnosis.
We are now ready to give the deﬁnition of Q-diagnosability:
Deﬁnition 21. If ON satisﬁes WOBS w.r.t. EO, fault set Φ is Q-diagnosable iﬀ for conﬁgurations κ,κ′,
Cl(κ) ∼O Cl(κ′)
∧Cl(κ) ≡M Cl(κ′)



⇒ Cl(κ) ≡Φ Cl(κ′). (3.25)
In words, ON is Q-diagnosable iﬀ for any two conﬁgurations κ,κ′ the following holds: if the inevitable
common parts Cl(κ)/Cl(κ′) of all runs that extend κ/κ′, respectively, produce the same observations and
the same marking, they have to be also fault equivalent. Note that this deﬁnition is less restrictive than
the one from [46] since it only applies to marking equivalent pairs. We observe that Q-diagnosability
36includes both diagnosis of the past as ’prediction’ of concurrent or future events. This notion of diagnosis
is thus well adapted to asynchronous systems where the the precise interleaving of events is not available;
concurrent events will occur and go unnoticed unless they change future branchings. It is therefore natural
to focus diagnosis on the closed conﬁgurations. Now, the latter are obtained as the conﬁgurations of the
facet event structure (∆,≺∆,#∆); in fact ( [47]), the conﬁgurations of ON /∆ correspond one-to-one to the
closed conﬁgurations of ON, and thus veriﬁcation of Q-diagnosability for ON reduces to veriﬁcation of weak
diagnosability for ON /∆:
Theorem 22 ( [47]). Assume that ON and EO are such that for every facet δ of ON, |δ ∩ EO| ∈ {0,1}.
Deﬁne λ/∆ : ∆ → A by setting
λ/∆(δ) ,
 
λ(π(e)) : δ ∩ EO = {e}
λ(π(e)) : δ ∩ EO = ∅ .
Further, let Φ/∆ , {δ ∈ ∆(ON) | π−1({Φ}) ∩ δ  = ∅}. Then ON is Q-diagnosable for EO and eΦ iﬀ ON /∆
is weakly diagnosable for EO/∆ and Φ/∆.
Note that the assumption of only one observable event per facet is made here only to make the presen-
tation simpler; in the general case, facets have to be labeled with the partial order of labels corresponding
to their observable events, and these have to be concatenated as partial orders, etc. With this reformulation
of statement, Theorem 22 generalizes to arbitrary markings.
3.7 Final Remarks
Depending on the particular net under study, the facet net can be considerably smaller than the original
unfolding; in some cases, it might be eﬃcient to synthesize a generating Petri net from the quotient unfolding,
and perform the diagnosis (or other analysis) on that net rather the original one. We think the tradeoﬀ
between this oﬄine eﬀort and the online complexity should be weighed carefully, as there is no general result
for its eﬀectiveness: some nets will allow great reductions and speedup by quotienting, while for others there
is no gain at all.
As noted above, knowledge of facets allows for prediction into the future. Obviously, the prognostic
capacity of diagnosis using ON /∆ depends directly on the size of ON’s facets: the gain will thus be strongest
in systems with a high degree of concurrency and a low to moderate degree of branching. It remains to opti-
mize the exploration of the data structures of U(N) and ∆ for a most eﬃcient veriﬁcation of diagnosability.
Computing the covering relation is polynomial in the size of U2(N); on the other hand, the worst case size
of U2(N) is exponential in the sized of P. However, many systems for which modeling with Petri nets is
well suitable - namely highly distributed and asynchronous systems -, generally yield an order 2 unfolding
of reasonable size.
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Extensions and Openings
4.1 Distributed Diagnosis
While partial order semantics allow to ﬁght state explosion problems due to interleaving of concurrent events,
they still suﬀer from the sheer size of data generated by large systems with large numbers of local alterna-
tives (branching behaviors). An important, yet nontrivial, task for successful diagnosis is to distribute the
supervision. In fact, the solution that has been developed in Magda and Magda2, and led to an implemen-
tation currently in industrial use, relies strongly on the distribution over several supervisors, which allows
factorization of both data storage and computations.
The sheer size of networks and of diagnosis data they generate leads to the idea of computing the diagnosis
set in a distributed way, such that each local diagnoser unfolds and correlates a model of its associated region
of the network; Figure 4.1 illustrates the ideas.
We note in passing that the techniques for distributing the computation and storage of unfoldings are
of interest in their own right and for areas other than diagnosis.
Figure 4.1: Distributed Asynchronous Diagnosis
The ﬁrst actual implementation in the MAGDA project performs this distributed diagnosis on the level
of partially ordered executions: each supervisor (equipped with a diagnoser and watching over a zone of
the network) stores all local conﬁgurations that are compatible with the local observations. Supervisors of
adjacent zones exchange messages containing the projection of the local diagnosis results. The receiving
38diagnoser then extends existing conﬁgurations that are compatible, creates new conﬁgurations when alter-
native branches arise, and erases conﬁgurations that have been proven incompatible with the information
received.
4.2 Composition via Places
Figure 4.2: Distributed unfolding procedure according to the place composition approach of [75]
Lifting this on the level of occurence nets and event structures was the purpose of the theoretical
paper [75]. The idea is to split the Petri net model of the global network into local PNs such that neighboring
PNs share places, through which they communicate, and to compute at each supervisor the corresponding
local view of the global unfolding; Figure 4.2 illustrates the concepts. An important requirement for this
to work is the absence of split conﬂicts: a place belonging to two domains A and B may only have post-
transitions in A if it has no post-transition in B. In such an architecture, the distributed unfolding of the
running example in Figure 4.2 takes place as illustrated by Figure 4.3: Supervisor S1 computes successively
the local views ξ1,1 and ξ1,2, by appending events that only depend on conditions within S1’s domain. The
β-event that modiﬁes conditions 3 and 7 corresponds to a token moving into the domain of supervisor S2,
therefore the projection of this event to the common places is transmitted (b) to supervisor S2. Upon
reception of this message, S2 appends a corresponding local event in its own local view, transforming ξ2,1
into ξ2,2. As shown in (c), this allows S2 to append a new α event, whose remaining condition is local to S2;
this yields the new local view ξ2,3 on S2, and generates a new message for S1 containing the projection of the
new α−event to S1. Upon reception of that message, S1 is able to compute, ﬁnally, ξ1,2 at 1. The messages
exchanged between any two neighbouring supervisors i and j are formed by projected event structures, giving
the events that eﬀect the places shared between i and j. These events represent only ’shadows’ of those in
the full unfolding; in [75], the labels for events are formalized by the sets of post-conditions of any event
(compare Figure 4.2). Article [75] formalizes this approach by using the labeled product in the category of
event structures, and discusses the orchestration of message exchange for convergence to a coherent global
diagnosis.
4.3 Composition via Pullback
This section describes joint work with Barbara K¨ onig and Paolo Baldan, [59], to whom I would like to express
my gratitude. The approach ﬁts into the same architectural framework as the above; the main diﬀerences
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can be summarized as follows, regarding two points:
1. Composition/decomposition of Petri nets: The fusion via shared places as above and in [75] not be-
ing a colimit operation in the category of Petri nets, we decided in [59] to work with a Section 4.3
construction. Because of a fundamental result concerning the unfolding functor, the unfolding of a
pullback-composed Petri net is the pullback of the unfoldings of the components. On the level of net
composition, this forces us to specify the interface between two Petri net components A and B in the
following way: with every place p that A and B have in common, every transition t that has an in-or
outgoing arc connecting it to p must also be present in the interface. However, t need not have its
entire pre-and postset in the interface.
2. Projection and messages: The other algebraic problem concerns the construction of the messages to be
transmitted between supervisors. If event structures (or occurrence nets, the diﬀerence is immaterial
for the question at hand) are chosen as the data structure, the messages have to be computed as the
projection of event structures to subsets of the event sets. However, in the event structure category,
the algebraic properties of these projections destroy the very pullback and functorial connections we
wished to exploit.
For those reasons, we chose - in [59] - to use interleavings on the level of message exchange. This is an
esthetical setback, but does not compromise the eﬃciency gain from the overall approach: note that we still
use partial order representations on the level of diagnosis; the only use of interleaved sequences concerns the
events within the interface between two components. Now, it is safe to say that those interfaces are very small
compared to the components; in fact, the components represent each a considerable portion of a network.
The interfaces being given by connections between those portions, they are much smaller, and exhibit a low
degree of concurrency; passing to interleavings does not entail an explosion in space consumption, and allows
fast and reliable computations.
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4.3.1 Preparations
The framework of category theory allows to cast problems concerning transformations, such as unfoldings,
into a formal system that allows to identify and prove desirable properties clearly and quickly. On the other
hand, the framework itself requires some work to acquire; the following cannot replace a course in category
theory - for which the reader may use, e.g., [105] - , it is intended only to provide the vocabulary for the
discussion below.
Categories.
A category consists of objects and directed arcs or arrows between objects; arrows are often called morphisms,
such that
• an identity morphism exists for every object, and
• the composition of two morphisms A → B → C is a morphism A → C.
Examples for categories abound in mathematics; the most intuitive example is the category Set whose
objects are sets and whose morphisms are functions.
Universal properties.
A key concept in the use of categories is that of a universal property of a diagram; in other words, whether
a diagram articulates unique morphisms that make the diagram commute in a characteristic way. Take for
example the cartesian product
A × B , {(a,b) | a ∈ A, b ∈ B}
of sets. Its projections
pA : A × B → A
(a,b)  → a
pB : A × B → A
(a,b)  → b
allow to characterize any mapping q : C → A × B uniquely by the composite mappings pA ◦ q and pB ◦ q.
Conversely, take any pair of mappings f : D → A, g : D → B as in the diagram of Figure 4.4. There is a
unique function h that makes the diagram commute; it is given by h(d) , (f(d),g(d)) for d ∈ D. In other
words, (pA,pB) is universal among the pairs of functions going from any set to A and B, in the sense that
any other such pair (f,g) factors in a unique way through h. Thus the above diagram characterizes the
cartesian product in Set; however the same diagram holds in many other categories (formed by topological
41spaces, measure spaces, Petri Nets, ... ) and identiﬁes the product in those categories in the analogous
way. Category theory is the study of diagram properties and characterization of categories in terms of their
diagrams, allowing to obtain characterizations of objects in a given category under complete abstraction
from the meaning of arrows and objects.
Figure 4.5: Pullback
From the wealth of diagram types developped in the literature, we will need here only the notion of
pullback. Suppose given a category C, and f1 : B → D, f2 : C → D arrows in C. The pullback of f1 and f2
is an objet A in C with arrows π1 : A → B and π2 : A → C such that
1. f1 ◦ π1 = f2 ◦ π2 and
2. for any object A′ with arrows α1 : A′ → B, α2 : A′ → C such that f1 ◦ α1 = f2 ◦ α2 there exists a
unique arrow (called mediating morphism) γ : A′ → A satisfying π1 ◦ γ = α1 and π2 ◦ γ = α2;
compare Figure 4.5.
The category PN consists of Petri nets with set markings as objects, and morphisms of the form τ =
(η,β) : N → N ′, where η : T → T ′ is a partial function, and β : P ↔ P′ is a ﬁnitary multirelation on places,
such that
1.  β(M) = M ′, and
2. for any t ∈ T ,  β(•t) = •η(t) and  β(t•) = η(t)
•;
here,  β denotes the multiset function associated to β.
Note that we do not aim at constructing arbitrary pullbacks in this category; for this, see Fabre [34].
According to a well-known result by Winskel [129], unfolding deﬁnes a functor - a morphism from one
category to another - with the special property of coreﬂexion from the category PN to its subcategory
ON of occurrence nets. Without deﬁning and studying coreﬂexions - or right adjoints, as they are often
called - here, it is suﬃcient for the discussion below to know that that coreﬂexions preserve limits, a class
of categorical constructions to which pullbacks belong (see MacLane [105]). That is, if N3 and associated
arrows are obtained as a pullback for N1 → N0 and N2 → N0, then the unfolding of N3 is the pullback
object for the unfoldings of N1 and N2 w.r.t. N0; compare Figures 4.7 and 4.8. Let the restriction of N
to P0 ⊆ P be the Petri net with place set P0 and transition set T0 containing the transitions of N1 whose
pre-or postset touches P0; in N0, the pre-and postsets are restricted to P0, hence may be strict subsets of the
’original’ pre-and postsets. Note that the ’shadow’ events used as auxiliary objects in the previous section
are obtained in an analogous way, but used only for message exchange. Now, let N3 be a Petri net with
P3 = P1 ∪ P2, and let P0 , P1 ∩ P2; let N1 be the restriction of N3 to P1 and N2 the restriction of N3
to P2. We show in [59] that if N0 coincides with the restriction of N1 to P0 and with the restriction of N2
to P0, then N3 is a pullback object for the diagram with N0, N1, N2 and the restriction morphisms. Call
this the pullback decomposition of N3 into components N1 and N2 with interface N0. Figure 4.7 shows an
example of a pullback decomposition.
42Figure 4.6: Two examples of Petri nets from [59]
Figure 4.7: Decomposing a loop as a pullback of nets from [59]
43Figure 4.8: Composition of unfoldings as pullback of occurrence nets
from [59]
Figure 4.9: Factorization Structures
44Figure 4.10: Projecting dependency relations over the interface [59]
4.3.2 Projections
For the distributed unfolding procedure, the key point is to compute the messages to be sent between
neighbouring components; that is, we need to project chunks of unfoldings from component i to the interface
with j, so that j can update its unfoldings, project the new information back into the interface, etc. This
is a straightforward matter as far as nodes are concerned; a transition projects to its restriction as above,
places and arcs project to themselves if they are present in the interface, or are deleted otherwise. However,
it is not suﬃcient to project node sets since we need to faithfully transport relations between the component
unfoldings; and it will turn out that event structures are not the best choice for this in algebraic terms.
Let us ﬁrst lift the notion of projection to the level of general categories, which allows to treat Petri
nets, unfoldings, etc. in a uniform way. Call a PN morphism τ = (η,β) : N → N ′ a projection iﬀ both η
and β are surjective, and an embedding if both η and β are total injective functions. This notion captures
the intuition of projecting to subobjects, and of embedding a smaller structure into a bigger superstructure.
Now, many categories (for example Set) have the nice property that all their morphisms f factor as f = e◦π,
with e an embedding and π a projection, and such that the unique (Projection,Embedding)-diagonalization
property holds: for any commutative square such as on the left hand side of Figure 4.9 there exists a unique
diagonal, i.e. a morphism d : B → C such that d ◦ e = f and m ◦ d = g; in other words, the right hand side
diagram of Figure 4.9 commutes.
Now, we turn back to the task of distributed unfoldings. Consider the occurrence nets in Figure 4.10
(this example was found by Paolo Baldan). The lower right gives the interface net N0; the morphisms φi
project both γ-labeled transitions from N1 to the unique γ-transitions of N0; all other nodes are mapped
injectively in the obvious way.
Remark: Before we continue the discussion, a general comment on ambiguities is in order: The ambigu-
ous pre-image, in N1 of the transition t2 from N0 under φ1 is not an artefact of the example; such ambiguities
arise naturally by the place-based restriction. In fact, the two γ-labeled transitions from N1, t′
2 and t′′
2 , are
discernible only by the two ’private’ pre-places that are not shared with the other. Since those pre-places are
not part of P0, the restrictions of t′
2 and t′′
2 become indiscernible and are fused into one. This corresponds to
the trimming operation that we detailed in the sibling paper [75], where it required extra care; it becomes
a direct consequence of the properties of the category PN in the present setting. To conclude this remark,
note that the technical challenges posed by restriction-induced transition ambiguities have motivated Fabre’s
work [31,32] on augmented processes. In those processes, two events are allowed to coexist as distinct even
45if their pre-and postsets are equivalent; the canonical branching processes disallow this, forcing the fusion of
such events. Our solution is more lightweight, but involves a passage into a diﬀerent category, see below.
Coming back to the case of Figure 4.10, we see that the projection of causalities in N1 to N0 would
result in an ’or-causality’ between {t0,t1} and t2, i.e. t2 can be caused by either t0 or t1: a phenomenon
that is not expressible in a prime event structure. In fact, in all branches of event structures known to us
(such as prime, bundle, stable, general event structures) important properties concerning factorisations and
projections are lacking; this type of data structure therefore does not help us. Still, from N2 we obtain the
information that t2 must be ﬁred before t1. By combining this knowledge we discover that t0 < t1 < t2 is
the only possible order in which the transitions of N0 can be executed.
Figure 4.11: Projecting in Ilv [59]
4.3.3 Interleaving Structures
So we saw that event structures are not an adequate category to allow for projection over interfaces to enable
distributed unfolding:
now what ?
It turns out that a solution is found by accepting to collect all interleaved behaviors on the interface
(this idea is due to Barbara K¨ onig).
To formalize this, we introduced in [59] the following: An interleaving structure is a tuple I = (E,R,λ)
with event set E, λ : E → Λ a labelling function and R a set of runs over E, i.e. of words over E in
which each event occurs at most once; we require R to be preﬁx-closed, to contain the empty word, and
be such that every e ∈ E is contained in at least one run in R. If I1 = (E1,R1,λ1) and I2 = (E2,R2,λ2)
are interleaving structures, an interleaving morphism is a partial function θ : E1 → E2 that preserves
labels and runs, i.e. r ∈ R1 implies θ(r) ∈ R2. The category ILV thus deﬁnes has all pullbacks, and is
(projection,embedding)-structured. Moreover, projections are stable under pullbacks (see [60] for all proofs).
Consider now the functor Ilv : ON → Ilv. Even if Ilv does not preserve pullbacks, it still allows to
establish a useful relation between poullbacks, see Figure 4.11: The square of the left hand side is a pullback
diagram of four occurrence nets,
• the full unfolding O3 that we do not wish to compute,
• the component unfoldings O1 and O2 that need to be computed (the local unfoldings), and
• the interface unfolding O0;
compare Figure 4.12. Now, the image under the Ilv functor of the left hand square yields the outer square
in the right-hand diagram of the ﬁgure. Now, choosing I′
3 as the pullback in Ilv of θ1 and θ2, the resulting
mediating morphism δ : Ilv(O3) → I′
3 is a projection.
Summing up, we obtain a procedure for determining the projection of a pullback object in ON without
actually constructing the pullback (compare Figure 4.13):
Let τi : Oi → O0, i ∈ {1,2}, be two occurrence net morphisms and let ξi : O3 → Oi, i ∈ {1,2}, be their
pullback. Then the projection O3
1 and the morphism O3
1 → O1 can be determined (without computing O3)
as follows:
46Figure 4.12: Examples of Nets [59]
• Determine the interleaving structures I0,I1,I2 corresponding to O0, O1, O2, i.e., Ii = Ilv(Oi), includ-
ing their morphisms θi = Ilv(Oi) : I0 → Ii, i ∈ {1,2}.
• Compute the projection-embedding factorisation I2
θ
p
2 −→ I2
0
θ
e
2 −→ I0 of θ2.
• Take the pullback of θ1 and θ2 and obtain the mediating morphism δe
1I3
1 → I1.
• Now take the subnet of O1 that contains the transitions in the image of δe
1.
This gives the projection O3
1 of O3 to O1 with morphism ξe
1 : O3
1 → O1.
Figure 4.13: Illustrating the path to computing the projection O3
1 of O3 to O1 [59]
This procedure provides an algebraically underwritten, eﬀective algorithm for constructing unfoldings in
a local, distributed way, thus factorizing the computational and storage cost. Improvements and extensions
are possible in several directions, giving perspectives for future work:
• storing interleaving structures in partial orders, so as to save storage space, with reasonably fast
extraction of interleavings. The relevance of this point depends on the size and dynamic complexity of
the interfaces; so does, in fact, the computational cost of the entire method. We believe that in typical
applications, the interfaces between any two domains or components are small , so that the additional
cost of storing interleavings rather than event structures will be negligible compared to the overall gain
from the factorization of the unfolding.
• Orchestrating the unfolding procedure with one-to-one communications between several unfolders fol-
lows the methodology developped by Fabre, see [75].
• The above construction treats only the two-component case; for situations in which no interface node
is shared among more than two components. For the general case, more sophisticated concepts will be
needed, both for the algebraic framework as for orchestrating the communication.
474.4 Dynamic Topology and Graph Grammars
The above results and procedures were presented in the canonical, yet particular setting of Petri nets. This
does not mean, however, that the principles of dynamics and of partial order unfoldings apply only there;
this chapter indicates how one can proceed to more general settings, namely dynamical systems with local
states and asynchronous local transitions, but living on top of other mathematical objects than tokens. At
the same time, this extension is a necessity for keeping up with the way in which networks and services are
evolving. We mention here two domains, those of Web services and of heterogeneous dynamic networks:
1. In network management, insertion of new peers modiﬁes the connectivity structure and requires dy-
namic and local (re-)negotiation of services; the structure to be supervised, and/or the set of super-
visors, will change under such operations. Dually, withdrawal of peers, loss of connections etc, may
reduce the connectivity graph.
2. For Web services, dynamicity is intrinsic: services requested by a client peer can be performed by a
server peer itself or via secondary service calls to other peers, etc; the actual topology of interaction is
not known in advance and will change depending on availability, parameters, etc. The challenges for
diagnosis, error recovery, etc are obvious.
One of the research directions of the SWAN project [139] - for others see Chapter 6 - was to extend the
diagnosis methods described above to the case of non-static topologies. Precisely, we looked for a formal
model of functional aspects that overcomes the principal drawback of Petri nets, their static structure, while
keeping their advantages:
• Modularity and locality,
• faithful rendering of the system evolution in logical time,
• representation of true concurrency, i.e. no interleaving of parallel events,
• possibility of unfolding into an acyclic structure that allows analysis and correlation of behavior.
A number of approaches has been proposed to include topological modiﬁcations into the dynamics of
Petri nets. While many approaches separate the structural modiﬁcations from the token game, Buscemi
and Sassone [19] introduce a class of dynamic Petri nets or DNets for short, in which - besides the normal
token game described above - enabled transitions can also modify the net topology by creating new net
parts. For other approaches to dynamic Petri nets see, e.g., Ryshov [121], Ghabri and Ladet [38], Llorens
and Oliver [104], Badouel and Oliver [10].
Graph grammar models subsume and clarify these approaches, allowing for a clean and rich algebraic
theory (see e.g. [25,88]); a more detailed discussion of dynamic PNs versus Graph grammars is given in [69].
We will illustrate the use of Graph grammars as a unifying formal model that supports diagnosis and
improves over Petri nets by allowing self-reconﬁguration; the running example will be a dynamic one-server
system with several on-and-oﬀ clients.
We follow here the project deliverable [69] and the conference paper [63]; the description of graph
grammars is adapted from the literature, e.g. [11,12,25,119,120].
Note that the formal treatment of diagnosis for graph transformation systems, in a category theoretic
formalism, beyond the present description, is given in the joint work with P. Baldan, T. Chatain, and B.
K¨ onig [58], recently accepted for CONCUR 2008; the present description follows work prior to that.
Graph transformation systems are based on rewriting rules that operate on graphs. This generalizes
the more familiar generators of word languages, an analogy that can help in the intuition; however, that
relationship is not our concern here. We view graph grammars as discrete event dynamical systems, generated
by an initial graph and a collection of rules; concurrency may arise in the parallel application of rules to
48distinct parts of a graph. Several classes of graph grammars have been investigated in the literature, such
node rewriting systems, hyperedge replacement systems, SPO/DPO/DPB grammars, etc.
To ﬁx terminology, let V be a non-empty set of vertices, E a set of (hyper)edges (we will drop henceforth
the preﬁx “hyper”: whenever we speak of “edges” and “graphs”, we mean “hyperedges” and “hypergraphs”),
and sc,tg two mappings associating to each edge e ∈ E sets sc(e),tg(e) ⊆ V of source and target vertices,
respectively. Note that sc(e) and tg(e) need not be disjoint, and that either set can be empty; one-
edges, with only one vertex attached, are actually used in one example below. G = (V,E) is called a
(hyper)graph. A graph morphism ϕ : G1 → G2 is a pair of partial mappings ϕV : V1 → V2 and
ϕE : E1 → E2 such that for all e1 ∈ E1 such that ϕE(e1) is deﬁned, ϕV induces bijections sc1(e1) ↔ sc2(ϕE(e1))
and tg1(e1) ↔ tg2(ϕE(e1)).
(Hyper-)Graph transformation. Consider Figure 4.14. It shows a replacement of a hyperedge labeled
a by a hypergraph of the form given by the graph “R”. Here, the grammar rule is given by the upper line,
L ← K → R, relating an abstract left hand side graph L to the right hand side graph R that replaces L,
up to preservation of the shared part of the form given by the interface graph K. Formally, the interface K
is mapped by injective morphisms (arrows) into both L and R. Then, an occurrence of L in G is detected:
that is, there exists another injective morphism inserting L into G, called matching (it is probably more
intuitive to view this matching as the detection of a subgraph of G that is isomorphic to L). The categorical
double pushout (DPO) construct (see [11,25]) ﬁlls in the remaining graphs and morphisms such that:
the diagram’s squares commute, the abstract interface K is matched in D, and D is matched in both G and
the resulting graph H, and Graph H is obtained as the “pushout” of D ← K → R: that is, the fusion of
an image of R and D along the common interface of form K. D is to be interpreted as the context graph
that remains unchanged under the production; Figure 4.14 illustrates the application of a rule to graph G,
producing H.
Deﬁnition 23. A typed graph over graph T G is a pair (G,typ) where G is a graph and typ : G → T G a
morphism assigning to each node n and edge e in G a corresponding node / edge in T G, called the type. A
typed DPO graph grammar is a tuple G = (T G,G,typ,R), where T G is a type graph, (G,typ) a typed
graph over T G, and R a set of DPO productions r : (L
lr ←− K
rr −→ R) with lr,rr injective graph morphisms.
For technical reasons, it is preferable to restrict attention to rules that preserve vertices (see [11] for a
discussion): that is, we assume that for all rules r : (L
lr ←− K
rr −→ R) and vertices v in L, v is in the image
of K under lr (this implies that v is preserved by r, i.e. has a counterpart in R).
Occurrence Grammars and Conﬁgurations. Rules exhibit relations similar to events in occurrence
nets:
K
c
b a
c
a b
L
G H D
R
Figure 4.14: The elements of a graph transformation rule
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Figure 4.15: Asymmetric Conﬂict: Rule r0 is prevented by r2, and in conﬂict with rule r1.
Deﬁnition 24. Let G ← D → H be an instance of the rule r = (L ← K → R). Denote as
1. •r the set of type graph elements consumed by r
2. r• the set of elements produced by r , and as
3. r the set of elements preserved by r
of a grammar G is deﬁned as follows: Let r1,r2 ∈ R, and x a node or edge in T G. The causal relation <
is deﬁned as follows:
1. If x ∈ •r1 then x < r1;
2. if x ∈ r1
• then r1 < x;
3. if r1
• ∩ r2 = ∅ then r1 < r2.
Note that we ﬁnd in Graph grammars the phenomenon of asymmetric conﬂict, just as in Read Petri
nets; compare the discussion in Chapter 2. To illustrate this, consider Figure 4.15. Rule r0 may occur before
r2, but not after r2; on the other hand, there is no causal link between the two, since r2 does not require
r0. We thus have r0 ր r2, which can be read as “r0 is prevented by r2”. Similarly, r0 ր r2; there are
three possible executions, with r2 alone, or e2 after r0, or r2 after r1; there is no possible execution with
both r0 and r1, which is consistent with the fact that r0#r1. A binary conﬂict relation “#” containing and
extending the above notion of conﬂict in occurrence nets is obtained as the symmetric closure of ր, hence
x # y implies x ր y but not vice versa. We note that in the presence of asymmetric conﬂicts, any event e
can have several histories, whose diﬀerence lies in the occurrence (or not) of events that are prevented by e
or an ancestor of e but which do not interfere with e itself.
4.4.1 Embedding Petri Nets
The dynamics of Petri nets can be encoded into graph grammars in several ways; the center and lower
lines of Figure 4.16 show two encodings from the literature (center: see [25], bottom: see [96]). This fact
underlines that extending, to Graph grammars, the use of techniques that have originally been developped in
the context of Petri nets; here, we will be interested in diagnosis, and in unfolding methods more generally.
The idea of the ﬁrst is to see each transition as a dynamic event described entirely by destruction and
creation of tokens; as a consequence, the graphs transformed are always discrete, and the topology of the net
is invisible in the graph, all transitions being production rules only. This is logical in a context where the net
50Figure 4.16: Two ways of representing Petri nets by grammars
structure rests static. It is also a natural encoding in the sense that it provides a functorial embedding of
Petri nets into the category of Graph Grammars [12]. If, however, one wishes to model situations in which
transitions - as net elements - can disappear or be created dynamically during an execution, this may be
captured by the encoding proposed on the lower line of Figure 4.16. Here,
• places are nodes;
• tokens are hyperedges with only one entrance node, their place; and
• transitions are hyperedges linking nodes to nodes.
The ﬁring of the transition then leaves the net structure unchanged (it is kept in the interface), and destroys
and creates 1-arcs according to the token game. Rules of this kind may coexist with others that modify the
net structure. Notice that the net structure is thus translated in a canonical way; however, the encoding is not
functorial. Very informally speaking, an unfolding for a graph grammar can be represented by a hypergraph
with two types of elements: nodes and arcs of the type of the underlying graph being transformed, plus event
hyperarcs. More formally, one considersonly the (asymmetric) event structure formed by the occurrences
of productions, obtained in (non-deterministic) occurrence grammars; these are deﬁned in analogy with
occurrence nets, compare Chapter 2.
The unfolding UG of a grammar G is an occurrence grammar developing all possible derivations for
G, given by a speciﬁc morphism of graph grammars between UG and G. As in the Petri net case, every
conﬁguration corresponds to a possible execution, and vice versa. Note that the same production can be
explained by several, not necessarily compatible conﬁgurations, because of asymmetric conﬂicts.
4.4.2 Example: Multi-client-system
Let us now consider the above example which we modify by adding dynamicity : suppose one server may
be serving an unspeciﬁed number of clients; for simplicity, we restrict to a setting with two clients present,
so two, one, or none may be receiving service at a given instant. Then the servers state changes from ok
to faulty will also aﬀect a varying number of clients, namely, those that are currently being served. The
Petri net model above had server and client invariably linked. The dynamic multi-client case cannot be
handled in the same way (more precisely, one could model each service conﬁguration by alternative parts in
51C C
Service
C OK OK OK
OK
S S S
S
C OK
S
C OK
OK Service
C OK
S
S S S
OK
S S S
OK
C C C
OK FAULT
C
Service
C C
FAULT
FAULT FAULT FAULT
S S S
S S S
OK FAULT
S S S
OK
FAULT
I−FAULT
I−FAULT
R 1
α
R 2
−
R 5b
ρ
R 5a
ρ
R 4b
β
R 6
ρ
R 4a
β
R 3
−
Figure 4.17: Rules of a server-client system with associated alarm labels
Figure 4.18: Conﬁgurations of the graph grammar whose rules are shown in Figure 4.17; the initial graph
is formed by the nodes S, C1, C2 and OK-arcs on top of each conﬁguration. Left: One service with regular
behaviour and a concurrent internal fault that delays termination. Right: Visible fault disrupting all services.
52Figure 4.19: Continuing the example from Figures 4.17 and 4.18. Left: Visible fault disrupting one service
while allowing another to terminate regularly. Right: Unfolding preﬁx containing all of the above conﬁgura-
tions, with alarm labels
a bigger Petri net: the readers may want to perform this operation for the small example here, and convince
themselves of the exponential growth of the model); we need a more supple formal representation. Figure 4.17
shows the rules of a graph grammar model for this situation; the rule names and alarm labels are indicated.
Note that in the ﬁgures showing graph transformations, we draw circles to represent vertices; rectangular
boxes with rounded corners represent hyperedges, and those with unrounded corners, occurrences of rules.
So, in the left hand side of R1, generic server S is represented by a vertex; the two hyperedges having S as
unique source and target vertex (call this type 1-edges) represent the “ok” state. Similarly, a generic client
C is a vertex : we adopt the principle of representing actors by vertices, states by 1-edges, and connections,
multirelations etc. by more general hyperarcs reﬂecting the topology of interaction. By the action of R1, a
service is established between server S and generic client C; C’s “ok” arc disappears, and an arc connects S
and C while the service is being delivered. (One has bigger edges in other examples : suppose for instance
that C’s request concerns a certain number of other nodes, e. g. objects to be repaired, contacts with other
clients to be brokered, etc; one would then link all the vertices concerned by one hyperedge, ensuring that
future transactions are applied consistently to the correct “case ﬁle” in all sites.) Note that the “ok” status
of the server must hold during the entire transaction; it is therefore part of the interface graph preserved by
R1. The regular termination of service is described by R2: the service-arc is removed, and the client returns
into “ok”. In R3, the eﬀect of a visible server fault is shown: the arc for service en route is removed, and C
enters a fault state. In rules R4a and R4b, S leaves the “ok” state and enters one of two fault states : internal
(IFault, R4a) or visible (Fault, R4b), with external eﬀects given by R3. Rules R5a and R5b describe repair
of faults of S. The only rule that concerns the generic client C alone is R6, where C repairs its fault (such as
induced by a server fault during service) and returns into the “ok” state. Note that this behaviour reﬂects
the one given by the Petri net example above; in fact, we have here a generalization of the 1-Client/1-Server
system to several clients that may join or leave. In fact, the number of clients or servers is not speciﬁed by
the rule set; it will be given by the initial graph of a process. The rule set can also be extended by “birth”
rules creating servers or clients from nothing, and / or “death” rules in which an idle client looses that edge,
and so forth. The ﬁgures here show only a space-restricted selection of possibilities.
Analyzing the Unfolding for Diagnosis. The Figures 4.18 through 4.19 show conﬁgurations of the
above example. Circles are vertices, round boxes with solid lines represent hyperedges. The rectangular
boxes represent the occurrence of the rule whose names and labels are inscribed; consumption and creation
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conditions are indicated by read arcs (dash-dotted lines) In all cases, there is initially one server in the “ok”
state, and two clients C1, C2 initially “ok”. All clients are instances of the generic client C in the grammar
rules from Figure 4.17. On the left hand side of Figure 4.18 , C1’s request is entirely satisﬁed: R1 starts
services, linking C1 and C2 to S; service for C2 terminates without diﬃculties. During the service for C1,
but after successful termination for C2, an internal fault occurs at S (R4a) and is repaired (R5a); only after
repair can the service terminate normally (R2), and C1 then returns into the idle state. Note that the side
conditions of R1 and R2 for C1 force this ordering of R4a and R2: R2 acts only after repair, not during
the ﬁrst “ok” state - the side condition of R1’s occurrence - since in that case we would have had a read arc
from that ﬁrst “ok” to both R1 and R2.
On the right hand side of Figure 4.18, both C1 and C2’s services are prevented from normal termination
by the visible fault of S and produce faults; after repairs, S and the clients turn “ok”, but no service was
achieved. In Figure 4.19 (left), the service for C2 terminates normally and suﬃciently fast to escape the
visible fault on S, which disrupts the service for C1, with the usual repair afterwards. Finally, the right hand
side of ﬁgure 4.19 gives a comprehensive view of all the above executions; it shows a preﬁx of the grammar’s
unfolding, with shared preﬁxes glued together like in Petri net unfoldings.
Histories and asymmetric conﬂicts. Let us take another close look at Figure 4.18. One notices the
presence of asymmetric conﬂict: the two occurrences of R1 are prevented by R4b, and similarly, those
of R3 by R5b. The occurrence of R5b, call it e, has several diﬀerent causally closed histories within the
conﬁguration: the event set hist1(e) = {R11,R12,R31,R32,R4b}, where we note Rxy the occurrence of rule
x at client y1, and the event sets
hist2(e) = {R11,R12,R31,R4b}, hist3(e) = {R4b}
hist4(e) = {R11,R12,R32,R4b},
hist5(e) = {R11,R12,R4b}, hist6(e) = {R11,R4b}
hist7(e) = {R11,R31,R4b}, hist8(e) = {R12,R4b}
hist9(e) = {R12,R32,R4b}.
These sets are in fact mutually exclusive, potential histories explaining e; the asymmetric conﬂict pre-
vents, e.g., R12 to occur after hist4(e), or R31 after hist5(e). The presence of e allows neither to deduce nor
to exclude occurence of R1 and R3.
Diagnosis. Now, using labels one can perform fault diagnosis procedure as for Petri net unfoldings :
according to Figure 4.17 all self-repair rules are labeled ρ, server faults as β, and α is the label of applications
of R1. The label sequence A = ααβρρρ is explained by the conﬁguration of Figure 4.18, but not the
other two: Figure 4.18 allows only ααβρ, and Figure 4.19 only ααβρρ. Thus sequence A ﬁlters away
those conﬁgurations, as not being candidates for diagnosis. The formal technique for diagnosis over graph
grammars can be obtained by lifting from the Petri net approach sketched above:
1. describe a given alarm pattern A as a deterministic (conﬂict-free) graph grammar GA;
2. unfold the product grammar GA × G obtained from GA and the system model G by synchronizing
rules bearing the same label ;
3. take the set diag′(A) formed by all those conﬁgurations κ′ in the unfolding of GA × G such that the
projection of κ′ to the label set yields A (and not a proper preﬁx); then,
4. diagnosis of A is the set diag(A) of projections of all κ′ ∈ diag′(A) to rules from G.
Mohit Saxena, student from IIT, developped a tool for Fault Diagnosis in Dynamic and Asynchronous
Communication Systems using Graph Grammars during his internship at IRISA under my direction from
May - July 2005.
1note that the occurrences of R6 in Figure 4.18 are concurrent with e, not part of its causal history
544.4.3 Extensions and Outlook
There exist several variants of graph transformation models in the literature ; DPO grammars as shown
above appeared only in the 1970s, far from being the ﬁrst. Hyperarc replacement systems [5] are special
cases of DPO grammars; however, another type of grammar deserves to be mentioned here, namely Single
Pushout (SPO) grammars. The diﬀerence w.r.t. DPOs appears insigniﬁcant at ﬁrst: an SPO rule r : L → R
is given by a partial injective graph morphism r , rather than a span of two total morphisms as for DPOs.
The consumed part of r is then the co-domain of r, i.e. formed by the elements of L on which r is undeﬁned;
the produced part is R\L; and the interface of r is given by the image of L, which is in fact an isomorphic
copy of the domain of r.
The comparison being outside the scope of the work presented here, it may suﬃce to mention that in the
DPO approach, application of rules may require to check negative properties, i.e. absence of elements, and
thus introduces indirect causalities among rules. Associating a partial order semantics becomes technically
much more diﬃcult; the situation is analogous to inhibitor Petri nets [14], see the discussion in Chapter 2
above. In a similar way, SPO grammars correspond to Reset Petri nets, see e.g. [12,102].
The transition to distributed unfoldings, i. e. the extension of the work presented in [59] and in the
present document to Graph grammars, is part of our ongoing work (see [58]). Another is the algebraic
formalization of Diagnosis in Graph grammars, compare Ribeiro’s work [119,120] on composition of Graph
grammars.
4.5 Asynchronous Testing
During my sabbatical leave at the School of Information Technology and Engineering (SITE), University of
Ottawa, Canada, I have begun working on asynchronous conformance testing, with G.V. Jourdan and G.
Bochmann of SITE, and Claude Jard of IRISA. The conformance testing problem can be resumed as follows:
Suppose given a speciﬁcation model M and an implementation M′ that supposedly conforms to M; both
are assumed to have input and output channels, so that the behaviour is partially controled by the input
streams received, and an output stream allows to derive partial information about the behaviour performed.
The relations of input to state changes and to output are supposed entirely known - via knowledge of M -
concerning the speciﬁcation; the model M′ is unknown. The I/O automata models found in the literature
to formalize testing force to induce ordering. In fact, consider the example in ﬁgure 4.20. Each transition
in the automaton is decorated with a) a list of input values to trigger the transition, and b) a list of output
values that are produced, on diﬀerent signal ports, on executing the transition. Now, in order to specify
that from a given state, two concurrent inputs a and b are required, one has to specify either ’a then b’ or
’b then a’. Consider the more detailed example in Figure 4.20. In that context, we need to specify that in
order to go from state si to state sf, we need to input i1, i2 and i3 on ports 1, 2 and 3 respectively. On port
1, the output o1 should be produced after i1 was input. On port 3, output o3 should be produced after i3
was input, and on port 2, o2 should be produced after i1, i2 and i3 have all been input. In general, when n
inputs must be provided concurrently, the only option is to enumerate all n! ordering for the inputs, leading
to a speciﬁcation that is large and diﬃcult to create, hard to interpret and thus to understand, and whose
size makes it diﬃcult to test. Another approach would be to arbitrarily impose a given ordering for the
inputs, which seems a poor option and which adds needless constraints at the implementation level.
We therefore endeavoured to explore a model that allows speciﬁcations to relax synchronization con-
straints: equipping partial order automata with input/output capabilities. We deﬁne a class of IO-PO-
automata (IOPOA) in which
• inputs can arrive asynchronously, and
• transitions may occur partially, and in several steps, reacting to inputs as they arrive and producing
outputs as soon as they are ready, without dedicated synchronization.
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Figure 4.20: (Partial) Multiports Deterministic FSM.
The important additional feature (in addition to state transition and output production) of transitions
is then a causal order: for p channels, we have a bipartite graph of (p inputs) ∗ (p outputs) such that input
on channel i precedes output on channel i produced by that transition. Cross-channel dependencies may
persist between input on some channel j and output on channel i  = j; at most, the input on j can trigger
a broadcast to all channels. However, inputs are not ordered among one another, neither are outputs. The
model used in [53] is as follows:
Deﬁnition 25. An Input/Output Partial Order Automaton (or IOPO Automaton, IOPOA) is a tuple
M = (K,sin,Chn,I,O,tg,λ,ω), where
1. S is a ﬁnite set of states and s1 = sin ∈ S is the initial state; the number of states of M is denoted n ,
|K| and the states of M are enumerated, giving S = {s1,...,sn};
2. Chn = π1,...,πp is the set of I/O channels (ports),
3. I is the common input alphabet, and O the common output alphabet for all channels. Note that the
literature often notes diﬀerent alphabets I1,...,Ip for diﬀerent channels ; the above implies no loss of
generality provided that the port to which an input is applied is uniquely identiﬁable. Taking
I ,
p  
i=1
Ii ; I , I × Chn,
such that (a,i) denotes input a on port i, one can switch from one representation to the other. We
require a special symbol ⊥ ∈ I ∩ O to represent empty input/output. Let Θ be the p-tuple Θ ,
(⊥,...,⊥), and
X , Ip\{Θ}, XΘ , X ∪ {Θ}
Y , Op
be the sets of input/output p-vectors, respectively.
564. tg : S × X → S is a (partial) next state function: s′ = tg(s,x) for states s,s′ ∈ S and
x = (x1,x2,...,xp) ∈ X means that if M is in state s, and inputs x1,x2,...,xp are applied to
ports 1,2,...,p, respectively, then M will enter state s′;
5. λ : S × X → Y is the output function; if M is in state s, and input x = (x1,x2,...,xp) ∈ X is
applied, then the output λ(s,x) = (y1,y2,...,yp) is observed; write λi(s,x) = yi to indicate that yi is
observed at port i;
6. ω is a PO transition label function: For any (s,x) ∈ K × X such that tg(s,x) = s′ and λ(s,x) =
y ∈ Y, ω(s,x) ⊆ ({x1,...,xp} × {y1,...,yp}) is a partial order that satisﬁes
(a) xi < yi for all i ∈ {1,...,p} such that xi  = ⊥ and yi  = ⊥, and
(b) if xi = ⊥, then xi  ≤ yj for all j ∈ Chn.
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Figure 4.21: The IOPOA corresponding to the multiports deterministic FSM of Figure 4.20.
Figure 4.21 shows the IOPOA model of the system given in Figure 4.20; the reduction of the model size
is evident, even on this fairly small example.
Testing transitions in such models requires several passes of inputs; in fact, in order to satisfy ourselves
that a transition such as in Figure 4.21 has been faithfully implemented, it is not suﬃcient to observe
that the input vector i1,i2,i3 produces the output vector o1,o2,o3. The causality ordering, indicated by
arrows in the ﬁgure, being part of the speciﬁcation, it is required to retrieve a compatible ordering from
the implementation. Now, diﬀerent requirements are possible: one might request that all order relation
between inputs and outputs that exist in the speciﬁcation must also be present in the implementation, but
the latter may introduce additional causalities ; or that exactly the order in the speciﬁcation be found in
the implementation, with no arcs missing and none added. In [53], we discussed the latter, stronger version
which requires partial order isomorphism between ω and ω′ on each transition and for all inputs. The testing
algorithm requires to return to the same transition p times, i.e. one round for each channel. On round j,
the input ij on channel j is delayed, all other inputs are applied, and all outputs that are possible without
the input on j are produced and observed. Any output o that is observed at this point but such that ij < o
according to ω indicates a speciﬁcation violation since it is only allowed to occur after input of ij; that
is, ω′ is missing causal ordering relations it should possess because of ω. Also, an output that should not
’have to wait’ for ij but is not observed before inputting ij indicates a violation: here, ω′ imposes more
dependencies than ω2 After completing these veriﬁcations, the input ij is applied, and it is checked if the
remaining expected outputs are observed, according to the speciﬁcation.
In the assumptions that make this testing approach work, some are novel for the domain of testing yet
not surprising given that partially ordered behaviour is involved:
2As we hinted earlier, this case may be considered not to be a violation; this more liberal deﬁnition leads to modiﬁcation of
the procedure, see below.
57• It is assumed that all enabled events inside a transition actually take place, and outputs that are to
be produced are not delayed forever, so that they can be observed. This is an echo of the progress
requirement we used explicitly in the context of diagnosis over partial order behaviours.
• Both machines, M and M′, need to be monotonous in the sense that partial application of an input
sequence, followed by application of the remainder, must produce strictly the same target state, output
vector and ω-relations as application of the entire sequence at once. This is necessary to ensure
deterministic predictability of the ultimate result, given that under asynchronous conditions the precise
order in which inputs are applied can not be controled nor veriﬁed.
Further requirements include
• existence of an input sequence that allows, after each execution of transition t, to return the system
with certainty into the source state of t;
• existence of distinguishing input sequences that permit to determine the state in which the system is
currently,
etc; these requirements are linked to the underlying automaton structure and not the asynchronous i/o
relation within each transition; they are well-accepted in the literature on testing.
Concerning the complexity of our checking approach, one might have expected that the new model were
just a concise way of specifying the same behavior, and thus that testing would be the same in both cases
(that is, that all combinations of concurrent inputs would have to be tested anyways). It turns out not to be
the case; in fact, the number of tests required for concurrent input in our model is polynomial in the number
of inputs.
In [54], we have recently presented an extension to a more general model in which the partial order on a
transition need not be bipartite as above ; the testing procedure for identifying individual transitions is an
adaptation of the above, and the conformance requirements are relaxed.
In future work, we plan to remove the remaining limits to asynchronicity that still prevail in the au-
tomaton models, by developping adequate Petri net models with I/O capabilities, and testing procedures
adapted to their asynchronous semantics.
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Probability under Asynchronicity
5.1 Motivation
Many diﬀerent reasons can lead one to look for a probabilistic model of asynchronous processes. To choose
one, let us consider asynchronous diagnosis once again, in the framework presented above. Since most
systems contain a considerable part of unobservable events, and moreover alarm labeling need not be injective,
the diagnosis procedure will in general produce not one, but several behavioral scenarios as candidates for
explaining any given alarm scenario. Eﬃcient use of this diagnosis for repair etc thus requires to select -
either on-the-ﬂy or a posteriori - the most likely explanation, or at least to discard the least likely ones so as
to avoid unnecessary interventions in the network. The fundamental question is thus what the probability, or
likelihood, of a given partially ordered execution is. In other words: we want a theory of stochastic processes
whose trajectories are partially ordered.
We should recall once again that global time and state of the system can not be considered available in
large networked systems. Instead, we have a system of local times, each progressing in one site and with
distant events a and b on sites x and y being ordered in time only if there is a chain of communications from
x to y that starts after a on x and arrives at y before b (Figure 5.1).
Figure 5.1: The structure of time in an asynchronous system
Recall further that the models for fault propagation that we use in diagnosis, see above, are discrete
event systems that evolve in logical time and asynchronously, with event structures as the space of their
59possible trajectories. We thus look for a model of stochastic processes that diﬀers from those most studied
in the mathematical literature in at least two respects:
• Time is distributed and (locally) discrete; and
• the evolution paths do not induce a linear temporal ordering on their steps and states, but form partial
orders allowing for concurrent occurrence of several events.
Another important requirement follows from the intended practical use (not limited to diagnosis): the
model should support online likelihood comparison for the preﬁxes computed at any given stage, i.e.
• their probability should not depend on the unknown future, and
• the computation of the probability for a conﬁguration should be computable recursively, re-using values
obtained for previously computed preﬁxes.
These desiderata leads us naturally to choosing a Markovian model. However, care must be taken in the
very deﬁnition of the Markovian, or ’memoryless’, property as the notion of time is radically diﬀerent (in
general) from the well-known cases of (discrete time) Markov chains (DTMCs).
We have explored diﬀerent approaches to constructing Markovian Processes over partial order unfoldings;
the next two sections are dedicated two their description and comparison. An outlook to ongoing work,
focussing on the link between real time behaviour and partial order behaviour, follows thereafter.
Figure 5.2: Branching process of an automaton
5.2 The Markov Net View
This section traces the work that Albert Benveniste, Eric Fabre and myself presented in [76]. Let us start by
considering ﬁnite state DTMCs. Such processes can be represented by ﬁnite state machines with probability
weights on the transition arcs. A straightforward translation turns this into a Petri net with each place
representing one state, and such that (i) no transition has more than one ingoing and one outgoing arc, and
(ii) in any reachable marking, exactly one token is present in the net. Figure (5.2) shows that translation
60on the left hand side; on the right, we see the unfolding of the automaton into a tree-shaped occurrence net.
Now, the randomization of the branches of this unfolding is straightforward from the transition probabilities.
Note that we can view the process as being driven by stochastic routers on each place p, which assign to
each token arriving on p the transition t ∈ p• that consumes it. This is only a change of point of view for
the automaton case; at the same time, it allows to generalize to arbitrary Petri nets. In fact, token routing
for Petri nets was also used in exploiting the blocking property of Free Choice Nets for asymptotic analysis,
see Chapter 2. Recall that we had seen there how quickly nice properties are lost when the Free Choice
Property is dropped; in a similar way, we will notice here that the routing-based probabilistic model works
ﬁne in the Free Choice case but has application restrictions outside of that class.
A Markov net is a tuple (N,ν), where N = (P,T ,F,M0) is a safe Petri net, and ν , (νp)p∈P a family
of probability measures such that νp is a probability over the transition set p•. The νp give the routing
policy: every token arriving in p is assigned, in an i.i.d. way, to t ∈ p• with probability νp(t).
Let us recall now that for any transition t to ﬁre, all p ∈ •t need to carry a token and their routers must
assign that token to t. That is, all outcomes where one or more tokens are assigned elsewhere than to t will
not allow t to ﬁre. The probability of t’s occurrence therefore depends on agreement of all routers in its
preset, and on the fact that no conﬂicting transition t′ is ﬁred, which in turn depends on all routers in •t′,
and so forth. We will see that this reasoning leads to two very diﬀerent probabilisation procedures; for the
one at hand, it is time to introduce a key concept.
5.2.1 Stopping Times
The ﬁrst and most fundamental choice is that of a notion of time: in fact, as stated above, our setting has
logical and partially ordered time, therefore it is not possible to work on an external time scale t ∈ Time
(where Time is commonly either IN or IR) as usual. However, any probabilistic process model needs to
provide a construction of some family (Ft)t∈Time of σ-algebras reﬂecting the successive events up to ’time’
t, and such that the σ-algebras grow as time passes. The solution is to use the growing unfolding preﬁx as
the index for time passing: the bigger the known preﬁx, the ﬁner the information about the run that occurs.
As in classical stochastical processes, there are distinguished times in the random evolution that enjoy
particular properties, in particular the strong markovian property; these are known as stopping times. Clas-
sically, a stopping time is a time-valued random variable over a ﬁltered probability (Ω,(Ft)t∈Time) space τ
such that the set {ω ∈ Ω | τ 6 t} belongs to Ft for all t. Here, in the absence of an external time scale, we
deﬁne stopping times internally, via structural properties of preﬁxes:
Deﬁnition 26. A preﬁx τ = (Bτ,Eτ,Gτ,c0) of occurrence net ON = (B,E,G,c0), obtained as the unfolding
(ON,π) of safe net N = (P,T ,F,M0) is a stopping time iﬀ for all b ∈ Bτ,
b• ∩ Eτ  = ∅ ⇒ b• ⊆ Eτ, (5.1)
where b• denotes the set of all successor events for b in ON.
Remark: the deﬁnition given in [76] requires (5.1) only for conditions that correspond to branching
places of N; however, both deﬁnitions are equivalent since (5.1) is trivially satisﬁed for all other conditions.
Figure 5.3 illustrates the concept: the area in light gray on the right hand side is a stopping time τ1; its
union with the dark grey area is another stopping time. Note that the preﬁx formed by τ1 and the event
iv in the dark zone is not a stopping time since it contains part of but not all of the postset of 4. Our
construction in [76] then proceeds as follows:
1. Start from the ﬁrst stopping time, c0, with a trivial probability measure IP0 on the set of conﬁgurations
of c0 (which contains c0 as its only element).
2. When done with stopping time τ, move to a stopping time τ′ such that τ is a proper preﬁx of τ′, and
no proper preﬁx of τ′ is a stopping time with that property.
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3. For all maximal conﬁgurations κ of τ′, the probability IPτ′(κ) for occurrence of κ is obtained as the
product of IPτ(κ∩τ) and the probability of each routing necessary to obtain the events in κ\τ, divided
by a normalization constant Cτ,τ′ that combines all sound router combinations; i.e. if e is selected by
the router for one b ∈ •e, then the routers for all b′ ∈ •e also choose e. Note that we refer to the
diﬀerence of two successive stopping times as a layer; layers are thus occurrence nets, but in general
not preﬁxes of the underlying occurrence net ON.
4. The limit of the IPτ as τ grows to the full unfolding yields a unique probability measure IP on the set
Ω of runs (maximal conﬁgurations).
For all preﬁxes ρ, the σ-algebra Fρ is formed by all subsets A of Ω such that
ω ∈ A
ω′ ∩ ρ = ω ∩ ρ
 
⇒ ω′ ∈ A.
and IP is as above. In [76], we established that Markov nets justify their name in the following sense (note
the reﬁnement with branching cells discussed below): take a non-trivial stopping time τ, and consider the
σ−algebra Xτ whose sets are formed by ω’s that agree (i.e. have the same marking) at τ. Then for any set
B in the future of τ, we have
IP(B | Fτ) = IP(B | Xτ). (5.2)
5.2.2 Reﬁnement and Limitation
The construction that we initiated in [76] spark several further developments, each one focused on overcoming
a weakness of the original Markov Net construction.
Branching cells
Samy Abbes noticed in his PhD Thesis that the above construction’s focus on static stopping times has a
ﬂaw: the indirect inﬂuence exerted via chains of conﬂict relations does not reach as far as the full, static layers
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suggest; rather, which conﬂicts are actually relevant depends on the past evolution of the network. Instead
of layers, the right decomposition of occurrence nets yields ﬁner structures called branching cells. The initial
stopping time being also the ﬁrst branching cell, the Markov property above is not invalidated on that level;
in fact, the right reference ’times’ for the Markov property are the preﬁxes recursively built by branching
cells. In Samy’s thesis [5])and in [1], this concept, along with the Markovian theory for event structures
and Markov nets; in fact, the strong Markov property 5.2 has been revisited, corrected and generalized by
that work. Disclaimer: The work in [1,5] is the only one described in this chapter to which I have not
contributed; I relate it here because of its importance to the ﬁeld.
Inﬁnite Layers
Another concern is the fact that the Markov net construction, even after the corrections we just discussed, is
limited to a subclass of safe Petri nets and their unfoldings. The point is that the renormalization necessary
in constructing probability measure IP works without diﬃculty provided that only ﬁnitely many routing
decisions have to be taken into account; that is, all goes well as long as all layers are ﬁnite1. Figure 5.5 shows
an example of an unfolding whose ﬁrst layer (that is, the smallest non-trivial stopping time) is inﬁnite;
in fact, the layer covers the entire unfolding. Indeed, the ﬁrst stopping time is given by the initial cut
{a,b,c,m}; the next stopping time τ1 - the ﬁrst layer- must contain either the ﬁrst A-event on the right
hand side, or the ﬁrst B-event. Being a stopping time, τ1 then has to contain both these events, along with
the ﬁrst D-event which is in conﬂict with A, etc: τ1 is identical with the unfolding. Another, perhaps even
more striking and certainly less contrived example is given in Figure 5.6: here it appears clearly that the
asynchronous progress in independent parts of nets interfere with the branching structure. In other words,
concurrency, the progress of time, and logical choice are intertwined in partial order unfoldings. This marks
perhaps the most important diﬀerence between asynchronous systems (with partial order semantics) on the
one hand, and the domain of automata on the other.
Coming back to the problem of probabilisation, what is clear is that the class of nets that admit the
construction above and in [1] is a strict, and large, superset of the Free Choice nets; in fact, in FCN, all
layers contain one conﬂict cluster each, and there is no need for renormalization since routers cannot disagree.
On the other hand, the class of nets for which the construction does not work is a large class, containing
examples such as in Fig. 5.6 that cannot be realistically ruled out; similar behaviours arise frequently in
multi-component asynchronous systems.
1More precisely, in the light of the above, all branching cells have to be ﬁnite; we drop this correction here and for the
remainder of the discussion since they do not impact the problem. The examples here and below have both inﬁnite layers and
inﬁnite branching cells.
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Figure 5.6: A Petri net (left) with a preﬁx of its unfolding (right). The transition occurrences are numbered
in accordance with the presets: •xi = {Ai}, •yj = {Bj}, •zi,j = {Ai,Bj}. The only non-trivial branching
cell is inﬁnite.
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A technique for reducing particular nets to equivalent ones whose layers are ﬁnite is discussed in [76]; the
Pre-selection reﬁnement in Figure 5.8 introduces auxiliary events corresponding to choices of consuming the
token on a conﬂict place in one way or the other. We see that all layers of the resulting nets’ unfoldings
become ﬁnite; in fact, by consistent application of pre-selection the nets are replaced by Free Choice versions.
However, it is well known that not every net is behaviourally equivalent to a Free Choice net. Here, inspection
Figure 5.7: Non-free choice nets
Figure 5.8: Using preselection on the nets of Fig. 5.7
of the right hand side of Figure 5.8 shows that the resulting net is not live2: the auxiliary transitions (black)
can ﬁre in such a way that there is exactly one token in the presets of α, β, and γ, a dead marking The
example conﬁrms that the Markov net approach is a natural choice for many, but not all safe Petri nets.
2The left hand side of this ﬁgure shows preselection only partly applied.
655.3 The Cluster View
To overcome the limitations described above, I decided to explore a radically diﬀerent approach, involving a
modiﬁcation of the semantics (in the sense that the unfolding mechanism still yields occurrence nets, but with
a very diﬀerent structure). This work was published in [67], and the present section follows that description
(up to notational changes); see also [70,71,78,79]. The seminal idea is the following : the probabilistic choice
for or against an event e implies not only every e’ directly in conﬂict with e, but also every e” in conﬂict with
any such e’, etc. Since these conﬂicts correspond to competition for tokens among the net’s transitions, it
should therefore be possible to determine which elements are relevant for e on the level of the net N itself,
rather than on the unfolding. So, consider a transition t of N, enabled in a given marking (w.l.o.g. M0).
Then the only transitions that have any impact on t ﬁring or not, are those contained in the conﬂict cluster
of t, as deﬁned in Chapter 2: the cluster of t contains exactly those transitions of N that are linked to t by a
chain of structural conﬂicts. That is, if the selection of transitions to ﬁre is done by a mechanism associated
to each cluster, then by unfolding that choice, and iteratively so for the subsequent markings and enabled
transitions, an occurrence net without scattered conﬂicts and inﬁnite layers emerges.
As already stated, the procedure for unfolding into an occurrence net is radically diﬀerent; that is, the
approach involves a change in the unfolding semantics for Petri nets. To begin, recall that the cluster of
transition t is the smallest subnet γ = γ(t) ⊆ T ∪ P such that
1. t ∈ γ;
2. if t′ ∈ T ∩ γ, then •t′ ⊆ γ; and
3. if p ∈ P ∩ γ, then p• ⊆ γ;
compare Figure 5.9. Since clusters are pairwise disjoint, every net’s transition set decomposes naturally into
the net’s clusters, as shown on the right hand side in Figure 5.9. The cluster process semantics proceeds as
Figure 5.9: Left: a cluster; right: a net decomposed into its clusters
follows (the notations have been changed from the original paper to avoid unneccessary detail):
Consider cluster γ = (Pγ,Tγ,Fγ,Mγ), where Mγ : Pγ → IN0 is a marking. (Note that we no longer
require nets to be safe; the unfolding works for general Petri nets; even weighted arcs are permitted). Then:
• Establish the set of all multisets st of transitions from Tγ that are enabled under Mγ; such multisets
are called steps.
• Create conditions (p,k) such that p ∈ Pγ and Mγ(p) = k.
66• For every enabled step st, create an event est, such that •est consists exactly of the (p,k) just created.
• For the postset of est, ﬁrst compute the marking M st
γ obtained after ﬁring st in Mγ; then create fresh
conditions (p,k′)out with k′ = to form est
•.
Note that if a step st does not modify the marking on a place p, the conditions (p,k)in and (p,k)out are
nonetheless distinct. That is, a step in γ is considered to act on all places of γ simultaneously; choosing not
to change the marking of p is still a choice. Events that change no marking at all are generically labelled λ;
we omit them in some ﬁgures, for simplicity. From an initial cut reﬂecting the initial marking on all places,
Figure 5.10: Cluster process (λ’s omitted) for the net of Fig. 2.9. Shaded areas show clusters (left) and tiles
(right).
a single application of the above procedure produces a tile, an occurrence net all of whose events have the
same preset, and isomorphic postsets. New ﬁrings of the same cluster or another cluster append their tiles
at the corresponding co-set of conditions, and pile up an increasing family of occurrence nets, exactly as for
the classical branching processes. The constructions are illustrated in Figure 5.10.
The σ-algebras are built in the same as for Markov nets; the probability measures are to be deﬁned on
the level of each cluster, and the realization of a probabilistic choice in γ gives the conditional probability
of each step-event in the corresponding tile, given that the initial γ-marking is reached.
5.3.1 Policies
However, we are not quite done yet. In fact, Figure 5.11 shows that we cannot expect the unfolding to be
well-deﬁned, irrespective of the order in which we consider the diﬀerent clusters. The net with two clusters
on the left hand side of the ﬁgure unfolds as in the middle part if γ1 is considered ﬁrst. From γ1, we obtain
the tile ψ1(a) (and further, isomorphic tiles after the λ-event, which we discard in this discussion). The
action of γ2 is reﬂected by ψ2(a), and can stop here unless B is chosen in γ1. If that is the case, however, we
67have further ﬁring possibilities in γ2 which are spelled out by the tile ψ2(b). The right hand side of Figure
5.11 shows the eﬀects of developping ﬁrst all options of γ2; in that case only one tile ψ2 is needed on γ2’s
side, while γ1 produces three overlapping tiles ψ1(a), ψ1(b) and ψ1(c) superposed in the ﬁgure.
Figure 5.11: The eﬀect of cluster scheduling on the unfolding
That is, we arrive at a two-level notion of unfolding: on the one hand, the unfolding obtained under one
particular scheduling of clusters to be considered - we call such a scheduling a policy - , and on the other
hand the full unfolding by combining all diﬀerent unfoldings obtained from diﬀerent possible policies. Figure
5.12 shows the full unfolding for the example from Figure 5.11.
The policies themselves can be obtained as partially ordered runs of an auxiliary Petri net. In fact, there
clearly is a high degree of concurrency in the constraints on scheduling: in any round, the order in which
two clusters γ1 and γ2 are considered, can only be relevant if γ1 and γ2 are connected by arcs; that is, if γ1
receives tokens directly from γ2, and vice versa. Figure 5.13 shows this abstraction, the cluster net, for the
net in Figure 5.10:
• each cluster is represented by one transition;
• any two transitions are connected via a marked place iﬀ they are connected.
We use double arrows here to indicated that all arcs go in both directions. Now, suppose the ﬁrings of this
net are listed in a sequence of rounds; the marking remains obviously unchanged after each round. In each
round n, a set Sn of transitions ﬁres, where no two transitions that share a place can ﬁre together in the same
round. The policy is obtained as the sequence θ = Γ1,Γ2,..., where Γn is the set of clusters corresponding
to the transition set Sn. That is, in constructing the θ-unfolding, one appends in round n the tiles generated
by the clusters in set Γn under all of the markings reached at the end of the n-1st preﬁx (in general, each
cluster of Γn will produce more than one tile in round n). The preﬁx after Γ1,Γ2,...,Γn is denoted ˆ nθ;
superposing recursively over n the ˆ nθ for all possible policies θ yields the preﬁx ˆ n of the full unfolding.
In this way, the selection of an admissible policy boils down to a Petri net execution in which all transitions
are constantly enabled. In addition, the cluster net of any connected Petri net is a cluster (in general, a
disjoint union of clusters). That is, any probability measure on cluster steps is capable of probabilizing both
the policy selection and the unfolding under that policy.
68Figure 5.12: The full unfolding
Figure 5.13: The cluster net for Figure 5.10
695.3.2 Strong Markov Property
The unfolding mechanism naturally induces a discrete time index into the preﬁxes generated: denote as ˆ n the
preﬁx obtained after fully unfolding the net using all policies up to and including the nth round. Then, the
space Ω obtains a natural ﬁltration (Fˆ n)n∈IN. We are therefore able to ask what shape the stopping times
have in this model (recall that stopping times had to be imposed in the Markov net model): a stopping
time is deﬁned as a preﬁx τ of the full unfolding such that
∀ n ∈ IN : {ω ∈ Ω | ωτ ⊆ ˆ n} ∈ Fˆ n, (5.3)
where we write ωτ as shorthand for ω ∩ τ. Note that (5.3) corresponds to the deﬁnition of stopping times
in classical discrete time Markov Chains. We have the following structural characterization ( [67], Theorem
3.1.):
Theorem 27. A preﬁx τ is a stopping time iﬀ it is tile-respecting, i.e. iﬀ for any tile ψ such that ψ ∩ τ
contains at least one event, ψ is contained in τ.
That is, the stopping time property is equivalent with full expression of conﬂict in a preﬁx. Recalling
the deﬁnition of stopping times in Markov nets, we see that despite the diﬀerences between the frameworks,
this property emerges as fundamental in either theory. Note however that, since tiles are ﬁnite, there is no
equivalent to the problem of inﬁnite branching cells in this semantics.
Now, assume that all cluster ﬁring probabilities are independent: i.e. the law of two diﬀerent ﬁring
instances of the same cluster are independent given the marking, and any two diﬀerent clusters choose
independently of one another. We then obtain the following strong Markov property ( [67], Theorem 3.3.)
for the probability measure IP∗ on Ω: Denote as Mτ = Mτ(ω) the marking reached after τ. If τ is a stopping
time and A an event in the future of τ (compare Figure 5.4), then
IP∗ (A | Fτ) = IP∗ (A | Mτ). (5.4)
5.3.3 Using Markov Fields
The above results make no assumption about the probability laws that select steps at the cluster level, except
the independence assumption. Even if this leaves the choice open, we propose to consider a particular class
of probability measures for the choice of step to be ﬁred in a cluster; our preference is guided by the following
ideas:
1. Concurrency should be reﬂected as much as possible by stochastic independence; that is, causally
independent events should have a product law; and
2. the principles of the Petri net token games should be reﬂected; in particular, the probability measure
on the steps in γ should depend in a functional way on the marking Mγ.
We have seen in the Markov net framework that probabilistic routing on places is a natural candidate for
generating such a family of measures; however, the need for coherent routings forces to renormalize globally.
Does this mean that the ﬁrst desideratum is unreachable ? Fortunately, the answer is no; Gibbs measures
on an appropriate graph allows to conditionally separate all ﬁring decisions that are not directly linked to
one another. The following discussion takes up the one in [67].
To make ideas clearer, ﬁx a cluster γ = (Pγ,Tγ,Fγ,Mγ), and let the conﬂict graph Gγ be the undirected
graph whose vertices are the transitions from Tγ, and (t1,t2) is an edge iﬀ there is a common pre-place
p ∈ •t1 ∩ •t2; compare Figure 5.14. Denote the random step to be selected as st; for any subset X of Tγ,
we obtain a random variable stX which is the vector of st′s values on every transition of X. Using Gibbs
potentials(compare e.g. [94]) on the graph G, one obtains a probability measure IPG for stX that satisﬁes
IPG(stX ∈ A | stTγ\X) = IPG(stX ∈ A | st∂X), (5.5)
70Figure 5.14: A Petri Net and its conﬂict graph
This property is known as the Markov ﬁeld (see [94]) property. In [67], I show that one obtains Gibbs
potentials in at least two ways that are relevant to Petri nets:
1. by routing on places, as in the Markov net framework, and
2. by ’transition coin toss’ : every transition t of the cluster chooses at random and indepently of the
others which ﬁring degree to take (where 0 means no ﬁring at all, and a degree of k means that t
intends to perform k simultaneous ﬁrings, provided enough tokens are available). Combinations of
degrees that do not correspond to an enabled step are discarded.
Many others are of course mathematically possible.
We therefore have natural families of Markov ﬁelds that allow to randomize token ﬁring choices on the
cluster level in a way that most closely matches the actual independence properties that derive from Petri Net
dynamics, and can be used as generators for asynchronous probabilistic processes; they allow to randomize
also the policy for scheduling the clusters in the unfolding procedure.
It should be noted that, as discussed in [67], it is possible to vary the ﬁring semantics (or policy) by
tuning the Gibbs potential, or the conﬂict graph. In particular, triangulation of the conﬂict graph allows,
together with an adequate potential, to impose the Maximum ﬁring rule: that is, no step is allowed unless
its consumption of tokens prevents any other transition of the cluster from ﬁring.
The above semantics and probabilistic construction were successfully used in my conference paper [70]
to study almost sure asynchronous non-conspiracy and fairness properties; they become in fact simple
corollaries of the Borel-Cantelli Lemma thanks to the strong Markov property (5.4).
5.4 Perspectives
Markov nets and of Probabilistic Cluster unfolding methods have respectively drawbacks and advantages,
some of which have already been discussed above. To highlight the crucial ones here, note that the semantics
for cluster unfoldings produces in general much bigger data structures than branching processes for the same
safe net. On the other hand, cluster unfoldings overcome application restrictions that are inherent to Markov
nets:
• no renormalization problems arise in the construction of the Markov process;
• the unfolding is not restricted to safe nets , and can accommodate even extensions: we mentioned
weighted arcs above, but read and inhibitor arcs could be incorporated as well, since their eﬀect is
taken into account when the cluster determines the ﬁrable steps.
71On a diﬀerent level, one might characterize the Markov net view as the most extreme one among those
discussed here, as far as the treatment of physical time is concerned: indirectly conﬂicting transitions are
grouped together irrespective of whether they are actually enabled simultaneously at any physical instant.
Probabilistic Cluster unfoldings take into account exclusively the simultaneously enabled conﬂicts (and
indirect conﬂicts, etc.) at a given instant, in one ﬁxed marking given by that instant and the cluster
selected; thus no counterfactual conﬂicts need to be solved. At the same time, the unfolding procedure is
nonetheless touched by the scheduling problem we saw above: the encapsulation of conﬂict inside a cluster
is not possible without controlling the asynchronous inﬂuence from neighbouring clusters.
Physical execution time in asynchronous processes is a core subject in my ongoing and future research.
The physical time can be considered ”added on” to an asynchronous process; this view is exploited in the
asymptotic analysis for Free Choice nets [44], where conﬂict resolution and timing are in fact orthogonal. It
is more limited in the cluster unfolding semantics, see the conference paper [66] on semi-Markovian processes
obtained from random durations on a cluster process; yet here the limitation becomes palpable: in general
nets, race conditions can determine the the law of a probabilistic conﬂict. It is well known that only
exponentially distributed transition delays allow for Markovian Processes; the well-studied Stochastic Petri
nets or SPNs, see for instance [8,86], produce exactly these CTMCs.
However, the literature on SPNs focusses on the sequential semantics, i.e. the timed interleaved runs.
In ongoing work in progress with A. Benveniste, A. Bouillard, and S. Rosario, we study the probability of
partially ordered runs in timed systems, that is the probability that the actual timed sequence forms one
of the interleavings of the given partially ordered run, in an extended SPN model with read arcs. This
research is fuelled by the study of performance in orchestrated web services, see Chapter 6. We are currently
investigating the following questions:
1. How can the likelihood of a particular run be estimated from the delay distributions of the participating
transitions, given that conﬂicts are determined by race conditions ? (That is, the transition whose
ﬁring delay expires ﬁrst gets to ﬁre, preventing conﬂicting events from occurring)
2. The overall latency of an execution κ results in an obvius way as a max-plus aggregat from the delays
individual events in that execution. Given the laws of those delays, what is the likelihood for event
e to be critical for the overall latency, in the sense that small changes in e’s delay would change the
latency of κ ?
3. Related to the previous two questions, is the process latency monotonous in the sense that increas-
ing/diminuishing all indiviual delays increases/diminuishes the overall delay ? Given that race con-
ditions can lead to conﬂicts being resolved diﬀerently under modiﬁed delays, this is far from being a
trivial question; the characterization of monotonous systems is not yet complete3.
In a diﬀerent vein, an earlier work [80], done with Fran¸ cois Baccelli during my stay at ENS Paris, gives
a counter equation characterization of behaviour for timed Petri nets in a deterministic race setting: this is
at the opposite end of the ongoing work in the sense that it does not aim at, or allow for, the computation
of the likelihood for particular outcomes of a race. Joining those results must be postponed until a deeper
understanding of time, probability, and partial orders has been obtained.
3as of October 29, 2008
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Around the Web: Challenges of open
networks
As the technology and the use of communication networks evolve, with increasing size and dynamicity of
the structures involved, a new pattern of challenges is emerging : Autonomy. In this chapter, we will trace
the research conducted in the context of the RNRT project Self-Aware Management or SWAN, and in the
cooperation with the GEMO team on Active XML.
6.1 The SWAN project
For future communication networks, it is imperative have an increasing degree of Self-monitoring ,Self-
diagnosis, self-testing and self-healing in order to adapt to technological changes, increased service complexity
and traﬃc, and polymorphic uses. These self-∗ properties have triggered scientiﬁc eﬀorts in a variety of
directions. The present section will describe the angle of attack chosen in the RNRT/ANR project SWAN
[139], that was conducted by IRISA, industrial partners France T´ el´ ecom, Alcatel-Lucent, and QoSmetrics,
and acedemic partners INRIA Nancy and LIPN/LABRI, from Jan. 2004 to October 2006; I was scientiﬁc
leader of the project, and coordinator of IRISA’s contribution.
In SWAN, we addressed two main application objectives:
• the autonomous management of cross-domain applications across heterogeneous networks [50,52,57,61],
and QoS management for orchestrated web services [51,55,56].
The project has developed prototype platforms
• at ALCATEL for QoS-enabled provisioning, negotiation, monitoring and self-repair of multi-hop het-
erogeneous cross-domain video-conferencing over IP, and
• at France T´ el’ecom for hosting and orchestrating WS and their QoS management.
The following two subsections describe the work in which I was involved in each of these research axes.
6.1.1 SWAN I: Cross-domain QoS in Heterogeneous Networks
This section traces the work carried out with the consortium partners in the SWAN workpage 3 (Network
Management), and in H´ elia Pouyllau’s PhD thesis [114], prepared under my supervision; the description
follows the project deliverable [7] and the conference papers [50,52].
73Figure 6.1: Video conference scenario
Example
Suppose a multi-domain network as in Figure 6.1. Domain networks are represented by grey clouds with
adjacency links connecting domains to other domains. Endusers (EUs) are clients of a service provider
owning one of the domains. If EU A wishes to establish a connection with EU B not in the same domain,
then a cross-domain path needs to be set up, involving one or more intermediate domains that have to
be transited. We suppose that domains provide web service interfaces in the form of service providers
(SPs) that have inter-domain capabilities of negotiating with other SPs and EUs, and of interacting with
the proprietary intra-domain network management of their own domain, so that the SP is able to commit
resources according to the contracts agreed on with other domains, as well as to negotiate to the outside
based on suﬃcient knowledge on availability and QoS characteristics of domain-level service contracts.
Let us note at this point that business policies governing these domains will in general strive to keep as
much technical information secret: since diﬀerent domains that cooperate on providing cross-domain services
are at the same time competitors in the market, information about technical capacities, business policies etc.
should not be unnecessarily leaked to other domains. As a consequence, the negotiation process developped
in SWAN was designed so as to keep a maximal level of business secrets for domains.
QoS requirements
The clients will have expectations on the quality of service for the desired connection; we suppose that
these are expressed in the request submitted by the initiating enduser, in a format that can be compared to
the Service level agreements available from the SPs. The type and importance of QoS requirements varies
greatly with the type of service that is requested ; for instance, long or ﬂuctuating response times may
be considered of low importance for packet sending, but would be crucial for the quality of (unstreamed)
audio transmission, etc. In SWAN and the work related here, we focused on the QoS-enabled provisioning
and management of two-party video-conferences, for pairs of users belonging neither to the same nor to
directly adjacent domains (in both of these cases, the cross-domain problems vanish).
74Contracts and their composition
We assume that contracts and requirements are represented as numerical vectors, that allow to deduce a set
of Service level objectives concerning diﬀerent QoS parameters such as response time, jitter, bandwidth, etc.
It is required that the format of the vectors be standardized, and that the same components correspond to
the same type of SLO; diﬀerent components of the same vector may, however, have diﬀerent mathematical
properties.
Now, the core problem of negotiating a contract chain across several domains or hops is the cumulation
of quality deterioration along the chain: in particular, total response time is the sum of the response time of
the domains traversed, while other parameters compose by multiplication, such as availability probability,
or by maximum, such as bandwidth consumption. Typically, an SLO will be an inequality of the form
R 6 K, (6.1)
where R is a QoS parameter modeled such that a better quality results in a lower value, and K is an upper
bound for that parameter, meaning that either
• the domain guarantees that (6.1) is satisﬁed, i. e. that service is always delivered at least at the quality
level R = K, or better; this is the case where (6.1) is part of an SLA proposed by a domain, i.e. the
entry of contract vector Q corresponding to R has value K;
• or a user requests that at least (6.1) be satisﬁed during the entire service, that is, the request vector
Q should have R-entry K.
The most general, and most accurate, type of contract are soft contracts: there, the SLO have the form of
a probability law on the parameter, or on a quantile property on that law, such as
IP(R 6 K) > α, (6.2)
where α ∈ [0,1] is a probability threshold. The composition law can then involve convolution of probability
measures; see subsection 6.2 for a further discussion. For our purposes, SLOs of the form (6.2) can be
represented as a pair of real-valued vector components, K and α. Composing a collection Q0,...,Qn of
contracts of this form along a chain SP0,...,SPn of service providers can be done in a straightforward way,
yielding
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This pessimistic, worst-case composition rule is in general ineﬃcient since it underestimates the performance
of the service chain; the correct composition is given by convolving the probability laws of the Ri. However,
if those laws are unknown (or secret), and the negotiation has only quantile information of the form (6.2)
available, the pessimistic composition (6.3) is the only one that can be guaranteed (assuming all local
contracts on the domains are kept). In the context of Web service composition, still within the SWAN
project, we have worked towards a reﬁned composition technique despite weak a priori information, see
section 6.2.
Negotiation algorithm
The problem of negotiating the distribution of QoS requirements over a chain of nodes was solved by the
following algorithm, elaborated with the SWAN consortium and in particular Eric Fabre and H´ elia Pouyllau.
The algorithm was implemented in web services by H´ elia, and integrated by her and ALCATEL Marcoussis
into the SWAN management demonstrator platform.
75Figure 6.2: Nested contractualization
As stated above, the cumulation eﬀect in composing QoS contracts along a chain of service providers
can take the form of diﬀerent mathematical composition laws, such as addition, multiplication, convolution,
or maximum. Nonetheless, the vectorial composition is possible in all cases, keeping in mind that the
composition law can be diﬀerent in each component. It remains to orchestrate the negotiation of a chain
C = C0 ...Cn of contracts, choosing one available contract Ci per service provider SPi involved, and such
that Q is at least as good as Q, the request from the initiating Enduser.The need for maintaining business
secrets led us to organize the negotiation in a nested form: For a request initiating from the domain 0 and
targetting domain n, SP0 looks up the ’next hop’, i.e. the domain to be contacted in order to reach domain
n, in its adjacency table, and ﬁnds domain 1. SP0 requests from SP1 an SLA ’domain 1 to domain n’ - the
scope indicated by the big dashed oval in Figure 6.2, such that the composition of the middle-to-end contract
to be proposed from SP1 can be combined with a local contract on domain 0, under the control of SP0,
yields an end-to-end contract that meets the user requirements in the request. This triggers a negotiation
subprocess from SP1, in which SP1 plays the role of SP0 in the above; SP1 turns to SP2 for a sub-contract
that combines with a Q1 on SP1’s domain so that SP1 can satisfy SP0’s request. In this way, the successive
SPs transmit sub-requests computed from the request they received by ’subtracting’ (see the above remakrs)
the contracts they have locally available; in general, this leads to a set of several diﬀerent requests to be
transmitted. The procedure continues recursively until SPn−1 turns as a client to SPn; this last SP is now
in a position to satisfy (or not) the residual request by one or more local contracts Cn. It suﬃces for SPn
to pick one admissible Qn and to transmit this to SPn; the contract can thus be committed between SPn−1
and SPn, and recursively back until SP0 and its end-user (reservation of ressources can be committed in
this round).
Now, several choices of contract chains are available in general; by associating prices (and possibly other
criteria) to local contracts, the task can be turned into a Dynamic Programming problem (see [115]) with
objective function a linear combination of weighted contract costs. The Viterbi algorithm implemented in the
SWAN platform proceeds in the above nested fashion, with the cumulative cost attached to each transmitted
item in the negotiation process. That is, in the negotiation round SPi transmits to SPi+1 a set of tuples
(Qi,Pi), where Qi is the residual request resulting by deducting the QoS of the contracts C0,...,Ci from the
user request Q, and Pi the cumulative cost of the subchainC0,...,Ci. Note that each such pair can possibly
be combined with several contracts of SPi+1, therefore the set of tuples that SPi+1 transmits to SPi+2 may
be bigger than the one that SPi+2. On the other hand, since the C0,...,Ci have already ’consumed’ part of
Q, some tuples may not ﬁnd any contracts in SPi+1 allowing to form an admissible composition; that is, the
resulting Qi+1 would be outside the admissible range for SLA vectors (negative delays, ... ). Such tuples
will then be removed from the bag to be transmitted to SPi+2. Optimizing the choice is then the task of
SPn: it suﬃces to compute the set of all admissible combinations with domain n contracts, and to pick the
lowest price; it then suﬃces to communicate the identiﬁer of the corresponding tuple to SPn−1, yielding a
choice of contract on each SP recursively (assuming ambiguities are resolved by randomization or auxiliary
selection criteria).
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The modules produced in the SWAN project allow integration in a management platform1. Actual perfor-
mance can be measured by dedicated monitoring packets sent through the contract chains by probes deployed
on participating domains. If the measurements indicate a violation of QoS thresholds, or a deterioration of
performance that indicates a danger of violation, alarms are transmitted to the SPs concerned. These then
have options of improving their own performance to compensate for the deterioration, or of renegotiating an
alternative contract chain (using secondary etc. paths according to the routing tables) that allows to avoid
domains that are not able to meet the commitments.
Reﬁnements
Let us note here that in H´ elia’s thesis [114] and the conference papers [50,52], several reﬁnements have been
added:
• First, the above algorithm as it stands concerns exclusively a single chain of contract, concluded as
though no other traﬃc existed in the participating domains. However, in practice each domain will
have to provide service to many requests in parallel, all of them requiring resources and inﬂuencing
the actual performance. It is therefore necessary to allow for joint optimization for a set of requests,
such that an SP chooses a combination of local contracts for the diﬀerent requests that meet the
requirements of the contract chain and are feasible w.r.t. the domains own resources. The module
for constraint resolution and optimization has to be activated i) each time a new request arrives, ii)
a service terminates (and liberates resources), and iii) QoS alarms trigger a renegotiation or other
modiﬁcation of contracts and allocations.
• Secondly, the negotiation of one contract path at a time may prove ineﬃcient and too expensive in
time and resources in situations where a big number of similar requests have to be handled that
concern the same endpoints; this could be the case, e.g., for two cooperating services or enterprises
that need videoconferences between their respective sites very often. In this situation, it is advisable
to pre-negotiate a collection of paths between the two domains d and d’ concerned; in fact, compute
and store all admissible contract chains c1,c2,... from d to d′ rather than only the optimal one. This
collection of chains can be grouped together in a service oﬀer denote as pipe, allowing for fast allocation
of contracts on-demand: upon every new request d − d′ of the type considered, the pipe selects one
available chain from its collection and triggers allocation of the corresponding ressources to the request.
The selection can be done by a Bernoulli random choice of a chain from c1,c2,..., and setting the rates
at which a particular chain is chosen allows for load balancing across the domains involved.
The technical problems raised in this work package having been addressed, we can identify several challenges
and open problems concerning prices, and more generally the inter-provider economics
• The prices used in the above reasoning are those paid among domains when satisfying the service
request; the price charged to the end-user can be considered part of the request Q. Depending on
policy of the domains, the price paid by SP0 to SP1 may be considerably smaller than the price
charged to SP0’s customer, to cover the local service in domain 0 and maximize the gain. Conversely,
SP0 might accept a price that does not cover the cost incurred by SP0 for the cross-domain service,
in order to avoid losing the customer; etc. The problems discussed here open in fact to a variety of
economic and game theoretical problems, many of which remain still unaddressed; we will give some
more openings further below.
1within the project, which is purely exploratory, demonstrator prototypes were presented; integration into a competitive
product is pending, ﬁrst steps are being taken currently in the PostDoctoral work of H. Pouyllau at ALCATEL.
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residual QoS tolerance Qn will in general not be 0, that is, the performance of the chain is better
than promised to the customer whose initial request Q becomes service contract. Increasing that
margin - potentially at a higher cost - may be valuable to ensure a greater robustness: a wider margin
with respect to the SLA threshold means that even under network perturbation, compliance with the
SLA can be guaranteed longer. The importance of this robustness depends on the penalties imposed.
Conversely, the penalties imposed on contract violations will play a crucial role in operators’ decision
making: is it more advantageous to improve capacities, internal protocols, monitoring etc in order
to improve QoS reliability, or rather accept paying penalties and save on investments into service
composability. It is intuitively wiser and more desirable to have providers be as cooperative as possible
so that service can be performed, and paid for, as it should: however, it is also clear that without
incentives to do so, or penalties for failing to cooperate, the ’civilized’ functioning is unlikely to emerge
alone. The problem of regulation, which includes choosing penalties in such a way that technology and
business practice evolve so that end-to-end QoS are improved and participants being treated in a fair
way, is one of the biggest emerging challenges in heterogeneous networks; it also raises many questions
(of mainly game theoretical nature) that have not yet been answered.
6.2 SWAN II: Web Service Orchestrations and QoS composition
Web Services Orchestrations involve several services, in general hosted on remote sites, that are combined in
order to provide a new type of service2. They have attracted growing interest over the last years [130,131],
and are now considered an infrastructure of choice for managing business processes and workﬂow activities
over the Web infrastructure [133]. While many eﬀorts have been made towards a semantics concerning
functional aspects of orchestration, in particular around the BPEL language [130]. Still, very little has been
done toward getting, for orchestration languages, a semantics that is suitable for Quality of Service (QoS)
studies.
With A. Benveniste, C. Jard, S. Rosario at IRISA and in cooperation with J. Misra’s and W.Cook’s group
of the University of Texas at Austin (UTA), we have developed a partial order semantics [55,56] in asymmetric
event structures (AES) for the orchestration language Orc developed by UTA. rc is a structured language
for computation orchestration, in which concurrent services are invoked to achieve a goal while managing
time-outs, exceptions, and priority. The choice of Orc was motivated by its syntactic transparency; see
Figure 6.3 for a synopsis of syntax and operational semantics of Orc The semantics we gave in [56] allows
to pile up an asymmetric event structure from blocks called heaps that encode sets of interrelated events.
Asymmetric conﬂict arises naturally in orchestrations with timeouts or race conditions; the ongoing work on
a probabilistic AES semantics mentioned in Section 5.4 is thus fueled (among other sources) by the research
on Orc.
In fact, while functional aspects of contract composition can rely on known formal models and techniques,
Quality of Service (QoS) aspects must be handled as well and require extension by delay parameters3. In
analogy with the management of network services we discussed above, contracts between clients and providers
of web services help formalize issues of QoS and its composition. The Web Service Level Agreement (WSLA)
framework [132] is a standard proposed by IBM for specifying (and monitoring) QoS parameters in Web
Services. Most SLAs commonly have QoS parameters which are mild variations of the following measures:
• response time (latency);
• availability;
2whereas WS choreographies, not discussed here, concern the interplay of several composite services during their execution
3it is desirable to also reason, in the future, about other QoS aspects.
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79• maximum allowed query rate (throughput); and
• security.
Response times and query throughput are required to be less than a certain ﬁxed value and validity of
answers to queries must be guaranteed at all times. When composing contracts, hard composition rules are
used such as addition or maximum (for response times), or conjunction (for validity of answers to queries).
The problem of predicting and managing the response time of orchestrated web services exempliﬁes the
novel challenges on both the practical and theoretical level. Due to the genericity and transparency of the
technology, it is in general not possible to obtain suﬃcient data for the statistical laws governing the response
time of a service involved in an orchestration. This is an important diﬀerence with respect to traditional
network management situations, where the physical resources performing the services, and their topology, are
generally owned by one operator, and under its visibility and control. Mathematical models such as queuing
systems are available in such a situation, and their properties are well understood; a wealth of results on
prediction, monitoring and control of performance characteristics are available. The situation diﬀers sharply
when web service compositions are considered:
• physical data on the equipment performing service on a distant site is in general unavailable, possibly
also guarded by business secrets;
• the cross traﬃc, transport network performance, and other environmental factors that inﬂuence per-
formance are unpredictable (’open world’) and only indirectly observable;
• services invoked in an orchestration may be performed by diﬀerent servers or even diﬀerent sites in
diﬀerent instances.
The approach developed in SWAN is strictly contractual: in analogy with the well-established use of
service level agreements and speciﬁcations in network management, we stipulate that the publication of
services include contracts of Quality of service. These contracts consist of diﬀerent service level objectives
corresponding to diﬀerent QoS parameters; in the case of response time on which we focus, such an objective
takes the form of a quantile statement:
’Response time is better than δ in X % of all cases ’
Typical values may be between 50 and 200 ms for δ, and 90, 95 or 99 for X. It must be understood that
such values are characteristics of some underlying probability law, yet they do not allow to retrieve the law
itself. The task of the orchestrator then includes designing an appropriate contract for the orchestration,
based on the component contracts and the orchestration shape (obviously, in parallel compositions, overall
response time is the max of the component RTs, while in sequential compositions, RTs add up). Now, the
inherently probabilistic nature of the services leads to component contracts being conservative, in the sense
that the vast majority of service instances perform considerably better than the threshold δ. The ’natural’
choice for sequential composition then adds the component thresholds δ and publishes a new conﬁdence level
X obtained as the product of the components. This pessimistic strategy, however, leads to contract proposals
that may deter potential clients (too long delays, conﬁdence levels below 80 %, etc.) Our simulations [55]
show that substantial improvements for delay guarantees can be obtained in using appropriate probabilistic
predictors. An important ﬁeld of future work lies in deriving, from realistic data sets of large scale uses
of web services, families of adequate probability laws, as well as nonparametric test methods for on line
monitoring of probabilistic contracts.
Using the TOrQuE (Tool for Orchestration simulation and Quality of service Evaluation) tool devel-
opped by S. Rosario, the following investigations were made, see [51], in a benchmark example, CarOnLine,
developped in the SWAN consortium: realistic delay behaviours sampled from publicly accessible WS over
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response times were used in bootstrap mode, and for ﬁtting distributions that can be generated in further
simulation runs.
The results of the study showed that probabilistic ’soft’ contracts not only compose easily, but also
provide opportunity for sound overbooking: as we mentioned in the ﬁrst part of this chapter, combining hard
thresholds in SLAs to new hard thresholds is in general over-pessimistic. In fact, all performance parameters
stay in practice well below their threshold most of the time , and adding two parameters Xt and Yt at any
time t will likely yield a result below KX + KY , even if Xt > KX. Ideally, composition of SLAs requirers
the convolution of the laws for component behaviours; this, however, requires knowledge of these laws. And
there is little hope to obtain a priori knowledge of delay distributions:
• the technical characteristics of the server performing the service are in general not publicly available,
and may change even between two service calls to the same service ;
• the traﬃc on the responding server is neither predictable nor under the control of the measurer;
• and ﬁnally, the transmission delays over the internet are unknown.
Experiments are therefore the prime source of information. The TOrQuE tool allows to perform Monte-Carlo
simulation with realistic data, and to tune composite contracts for the overall QoS by choosing appropriate
thresholds and quantiles on the simulation data; in this way, the contract designer can adjust the robustness
of the contract, and avoid unnecessary overdimensioning of ressources that is unavoidable under pessimistic
contract compositions.
6.3 Data Integration and AXML
Since 2003, Albert Benveniste, Loic Helouet, Eric Fabre, Blaise Genest and myself have been investigating
peer-to-peer systems built using Active XML (AXML), in cooperation with Serge Abiteboul and other
researchers from the GEMO team4 of INRIA; this cooperation is in fact a beneﬁcial side eﬀect of the research
done for SWAN. AXML is a declarative framework that harnesses web services for data integration, and is
put to work in a peer-to-peer architecture. An AXML document is an XML document that may be enriched
with calls to Web services ; an AXML peer is a repository of AXML documents. The materialization of those
service calls (scs) triggers AXML data to be sent and inserted in the calling document; it may contain further
scs to other peers, producing more AXML data and so forth. Information concerning the AXML language
can be found at the Active XML Web page (see http://activexml.net/). The intensional data exchanged
among AXML peers allow for building distributed services and commercial web applications such as secure
distributed databases auction systems, with the possibility of lazy call evaluation allowing for optimized
data materialization and transfer. In the ASAX [141] research action under my direction, we investigated
semantics, security aspects, and query optimization for AXML systems.
The joint research in ASAX is being continued in a larger project, DOCFLOW [140]
AXML systems can be seen as asynchronous dynamical systems, but they do not fall into any of the
classes discussed in this document. In fact, their dynamics are data-driven, in a way that transcends the
models presented here, including graph grammars and their parametric, hierarchical etc. extensions. Still,
operational and (preliminary) event structure semantics have been developped during ASAX, and investiga-
tion of workﬂow properties in AXML systems is underway.
A big challenge in mastering AXML systems with analysis tools from DES is the dynamics of query
evaluation, which is omnipresent in AXML: parameters for service calls, even addresses for directing that
call, can be available in the form of queries over the data repositories, and their evaluation is thus part of
the state evolution of the system.
4http://gemo.futurs.inria.fr/
81It should be noted that the connection between query systems and DES has already been fruitfully
explored in the opposite direction; with Serge Abiteboul, Zoe Abrams and Tova Milo, we have shown in [62]
that diagnosis problems - precisely those described in Chapter 3 here - can be stated in terms of query
evaluation in deductive databases, and solved by distributed computation in the query language datalog.
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Conclusion and Perspectives
But thought’s the slave of life, and life’s time’s fool,
And time, that takes survey of all the world,
Must have a stop.
W. Shakespeare, Henry IV
It is time now to conclude this document. The present text has summed up contributions to capturing,
predicting and analyzing the temporal evolution of asynchronous systems. One viewpoint in this were
systems with physical time; another, and this received the main emphasis, were untimed systems under
the true concurrency perspective that is manifested in partial order semantics. These methods are directly
motivated by problems of communication, over telephone networks or over the internet.
Unfoldings
We have encountered several instances and aspects of asynchronous system semantics given by unfoldings
into event structures or associated objects such as occurrence nets. The dynamics of such unfoldings have
been explored under several viewpoints, among which probabilistic processes in logical time; we also discussed
the extension of unfolding-based methods to systems with more general behaviours than Petri nets, leading
to the use of graph grammars.
The distribution of the unfolding procedure has been considered in a category theoretical perspective;
for future work, this milestone will be a prototype for treating compositions of complex dynamical systems
and their semantics.
Fault Diagnosis
The asynchronous diagnosis problem lead us to investigate properties of Petri net unfoldings and event
structures, as models for the behaviour of the supervised systems. The algebraic properties of Petri nets
permitted to formalize the diagnosis procedure, its distribution over communicating supervisors, and the
analysis and characterization of diagnosability, which had not been investigated in a partial order context
before.
In fact, the mechanisms involved in the dynamics and the analysis of Petri nets are not limited to the
domain of static networks, i.e. whose topology can be assumed constant during the evolution. Dynamicity
and mobility can be captured by asynchronous system models, namely graph grammars, whose semantics
generalizes that of Petri nets; in their formal treatment, asymmetric event structures have to be admitted,
and the change of category (w.r.t. Petri nets) requires to carefully recast the algebraic framework for
diagnosis and distribution. The work on the asynchronous diagnosis with B. K¨ onig, Th. Chatain and Paolo
83Baldan has recently been completed (accepted paper [58]); handling distributed unfolding and diagnosis in
the graph transformation framework is a topic of future work.
Emerging Asynchronous Systems
An asynchronous discrete event systems model is currently emerging from the joint work at DistribComm
and Gemo. It will capture the behaviour of distributed peer-to-peer systems exchanging data via service
calls, and evolving depending on the results of query evaluations. While the semantics of these systems can
still be cast in asymmetric event structures, the system model itself will not belong to any of the classes
above.
Another instance of asynchronous DES has quite recently emerged during my cooperation with Alcatel-
Lucent in the Ottawa research and innovation department: Uses (such as messages, updates, transmissions,
...) of a multi-component network interact via modiﬁcation of component properties. The inter-depencies
that arise from the asynchronous evaluation of requirements, execution of uses, and possible attacks on
the network lead to a complex dynamics of a system with variable topology, requiring novel techniques for
evaluating consistency or security risks. It is my hope that cooperation, with some branch of Alcatel-Lucent,
on these problems will continue to be possible in the future, despite the imminent closure of the Ottawa
research branch.
More generally, the exploration and identiﬁcation of partially ordered processes remains an active ﬁeld
in several application domains. Results characterizing diagnosis and diagnosability, with respect to logical
faults, for partial order models have been presented in the present document. Work in progress targets Partial
order testing for conformance of an implementation with respect to a Petri net speciﬁcation of asynchrounous
system.
Probabilistic Asynchronous Processes
A fundamental mathematical challenge is that of capturing properly the probabilistic evolution of asyn-
chronous systems in partial order semantics, crucial in all the above applications if one has to evaluate the
relative likelihood of occurrence for a given non-sequential run. We have shown above two distinct theories
for stochastic processes whose trajectories are partially ordered runs of Petri nets, the Markov net approach
born from an individual token view, and the cluster unfolding approach. While the latter applies directly to
all shapes of nets, the former requires benignly branching unfoldings to ensure renormalization to a probabil-
ity measure on the set of runs. Both have been shown to yield Markovian processes, with the role of stopping
times considerably diﬀerent. More generally, the interplay between passage of time and resolution of conﬂicts
is taken into account diﬀerently; the cluster unfoldings proceed by rounds, allowing for an external discrete
time scale (and therefore classical stopping times) which is absent from Markov nets.
The problem of partial order probabilities is at the heart of asynchronous system theory. Its investigation
continues in work in progress, by computing directly - under race policy - the probability of occurrence given
delay distributions.
Turning completely to a real-time perspective, we have shown in chapter 2 of the present thesis that Free-
choice nets admit renewal processes under fairly mild conditions, allowing for an analysis of their asymptotic
throughput. However, the results showed at the same time that the ’topological’ limits of application for
renewal theory have been reached; only live and bounded free choice nets admit this treatment, changing any
of these hypotheses invalidates the results immediately. Now, the free choice property exludes all nets with
confusion or race conditions, where the relative speeds of parallel processes can decide between possible runs;
we dare say that any interesting and relevant asynchrounous system falls into those categories, bringing us
back to the structural questions discussion in the context of Markov nets and cluster unfoldings; the subject
remains active.
Finally, we have seen in the project SWAN that partial orders have not been decisive to handle the
challenges of composite and inter-domain services in in dynamic environments. In fact, the handling oif
84contracts on Quality of Service has been most urgent, and has required quite diﬀerent network management
solutions. In my opinion, contracts, and with them issues such as pricing and penalties, will be at the
heart of the necessary and global eﬀort to make heterogeneous services inter-operate and survive in the
communications economy1. We have seen above that distribution and heterogenicity of supports are not
an obstacle in themselves to providing valid client-provider contracts for composite quality of service. On
the other hand, a regulatory system of adequate prices for provided services and of penalties incurred by
violation of service agreements has yet to emerge; while the outcome of this evolution is hard to predict, it
seems likely that these problems will rapidly occupy center stage in communication networks (and probably
my own future work).
Supplementary Material
The bibliography that follows below contains all material cited or referenced in the text. After the bibliograpy
follows an appendix giving my curriculum vitae as well as a complete list of my publications, many of which
are also contained in the bibliography.
1in fact, ’law and order’ are still far away in open networking
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I was then the scientiﬁc leader of the RNRT/ANR project SWAN (Self aWare mANagement) project [139],
end of 2003 through fall of 2006. SWAN involved IRISA, industrial partners France T´ el´ ecom, Alcatel-Lucent,
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application objectives (see section 6):
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domain video-conferencing over IP, and
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and supervised the thesis of Helia Pouyllau at the university of Rennes, within the SWAN project.
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The INRIA-funded joint research action (ARC) called ASAX [141], 2004–2006 , under my direction, brought
together researchers from the DistribComm and GEMO teams of INRIA, to investigate semantics, security
aspects, and query optimization for peer-to-peer systems built using Active XML (AXML), a declarative
framework, developped by the GEMO team, that harnesses web services for data integration. I coordinated
the project and worked on the formalization of AXML dynamics in an asynchronous discrete event systems
model, equipped with a partial order semantics for analysis of consistency and behavioural properties ASAX
has lead to a continuation in a larger project, DOCFLOW, funded by the ANR, in which I continue to
contribute to the ongoing asynchronous DES modelling eﬀort.
8.3 Supervision and Teaching
8.3.1 PhD theses
• Supervision (100 %) of the PhD thesis research of H´ elia Pouyllau, entitled ’Algorithmes distribu´ es
pour la n´ egociation de contrats de Qualit´ e de Service dans les r´ eseaux multi-domaines’ (Distributed
algorithms for QoS contract negotiation in multi-domain networks) at the University of Rennes I, de-
partment of Computer Science. She developped distributed algorithms for negotiation and adaptation
of contracts for the composite end-to-end quality of service along a chain of service providers in the
context of videoconference provisioning, and proposed extensions and optimizations for the large-scale
use of this methodology. Her prototype was integrated in the SWAN demonstrator platform. The
thesis was successfully defended (grade ’tr` es honorable’) on December 6, 2007, before the examination
committe formed by
– Bruno Tuﬃn (INRIA Rennes), president;
97– Gregor von Bochmann (University of Ottawa), thesis reviewer (?);
– Olivier Festor (INRIA Nancy), thesis reviewer (?);
– Armen Aghasaryan (Alcatel Research), examiner;
– Jean-Charles Gr´ egoire (INRS Montr´ eal), examiner,
– and myself.
H´ elia is working as a researcher with Alcatel-Bell Labs Villarceaux.
• I participated (≤ 50 %) in the supervision of Samy Abbes’s Ph D thesis entitled ’Mod` ele probabiliste
de syst` emes concurrents et distribu´ es ` a ´ ev´ enements discrets. Th´ eor` emes limites et applications ` a
l’estimation statistique de param` etres’ (Probabilistic Model for concurrent and distributed discrete
event systems. Limit theorems and applications to parameter estimation) at the University of Rennes
1, defended on October 14, 2004; I was a member of the PhD examination board.
Samy is currently an assistant professor for mathematics at the PPS laboratory, University of Paris 7,
Denis Diderot.
8.3.2 Internship and Master
• Co-supervision (50 %) with Loic Helouet of the internship of Ashwin LIMAYE (from IIT, India) on
peer-to-peer systems in AXML at IRISA, May to July 2004.
• Supervision (100 %) of the internships of Sandeep GUPTA on optimization of service call materializa-
tion in AXML systems, and of Mohit SAXENA on asynchronous diagnosis of graph grammar-modeled
dynamic systems, both at IRISA, May to July 2005; both from IIT, India
• Co-supervision (50 %) with C. Jard and A. Benveniste of the Master’s thesis by S. Rosario, Rennes I,
February to July of 2005, on quality of service estimation for web service composition using the ORC
language. Sidney is currently doing his PhD thesis with A. Benveniste, and we continue to cooperate,
currently on the probabilistic partial order semantics for timed read Petri nets.
8.3.3 Teaching
I have been teaching classes at both the the undergraduate and graduate level in the Britanny branch of
Ecole Normale Sup´ erieure Cachan and within the Master Informatique et T´ el´ ecommunication, In particular,
in the courses introduction to research : large networks and diagnosis, with Claude Jard and Loic Helouet,
and queuing networks (Mathematics for computer science and telecommunications)
In the fall of 2006 and 2007, I gave invited lectures on Model Checking within the course EMP5117 :
Foundations of Software Engineering and on Queuing Theory (2/4 sessions, lecture and lab) within the class
EMP5102 : Systems Engineering and Integration both directed by Prof. Jourdan at SITE, University of
Ottawa. During my university studies, I directed problem sessions in the following university courses:
• Analysis, Linear Algebra: Universit¨ at Hamburg, Dept. of Mathematics 1987-1989
• Stochastic Processes: Johns Hopkins University, 1989-90
• Queuing Theory, mathematical logics, automata and formal languages: Ecole Normale Sup´ erieure
Paris, 2000/2001.
988.4 Cooperations
Since 2001, I have cooperated on several projects and topics with several researchers from IRISA, but must
mention above all Albert Benveniste, Claude Jard, Eric Fabre, and recently Anne Bouillard. My interactions
with these researchers include
• asynchronous and distributed fault diagnosis for networked systems in the MAGDA and MAGDA2
projects, and
• the work on the semantics of the web service orchestration language ORC, with the aim of predicting the
overall latency of a composite service, the impact of delays on the overall correctness and performance,
and the identiﬁcation of bottleneck components (i.e. such that delays in that component impact
directly on the overall performance and cannot be compensated elsewhere).
The collection of all interactions that I have had with the above is too numerous to be exhausted here. I
have cooperated with the following persons outside IRISA:
• Bruno Gaujal (now INRIA Grenoble) and Jean Mairesse (CNRS, LIAFA/University Paris 7). We have
been cooperating since my PostDoc in the ALAPEDES Project, in particular on the theory of routed
and timed Petri nets.
• Barbara Koenig, Stuttgart-Duisburg/Germany, Andrea Corradini, University of Pisa, and Paolo Bal-
dan, University Ca’Foscari at Venice/Italy. The cooperation started during my two-day visit to
Stuttgart University in November 2003, and continued during a Dagstuhl seminar in June 2004, the
ICGT conference in Rome and a 10-day visit to Pisa and Venice in September/October of 2004; Barbara
Koenig and Paolo Baldan also came to Rennes for one week in the fall of 2005. Our joint work encom-
passes event structure semantics for Petri nets and Graph Grammars, and an algebraic formalization
of the diagnosis procedure and of distributed unfoldings.
• With G.V. Jourdan and G. v. Bochmann of the University of Ottawa, and C. Jard at IRISA, I am
presently working on asynchronous conformance testing: given an asynchronous system speciﬁcation
S and an implementation I whose conformance to S is to be tested, derive adequate input streams
that allow to observe any deviation of I from the intended S. This cooperation is carried out in my
extended stay at the university of Ottawa , within the INRIA sabbatical program, during the year of
2007; it has been extended through June of 2008.
• In 2007 and 2008, I have visited the group of Prof. Karen Rudie at Queen’s University , Kingston/Ontario,
on several occasions, working on discrete event system approaches to evaluation of emergency prepared-
ness procedures in the medical sector.
8.5 Other Activities and Functions
• Associate Editor of IEEE Transactions of Automatic Control since 2005 for a three-year mandate. I
have recently been invited - and have accepted - to extend my appointment by one more year until the
end of 2009.
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