We study trees T of height at most omega-1 with no uncountable branches, and their applications in the study of pairs (A,B) of non-isomorphic structures over a xed vocabulary. There is a natural quasi-ordering of such trees in terms of the existence of a strictly increasing mapping from one tree to another. We investigate in depth the structure of this quasi-ordering and relate its properties to properties of pairs (A,B) of structures. Many new constructions of pairs of highly equivalent non-isomorphic structures are given.
Introduction
Suppose T and S are trees. We write T S if there is a mapping f : T ! S such that x < T y ! f(x) < S f(y)
for all x and y in T. This quasi-ordering of trees arises naturally in in nitary model theory, especially in the investigation of Ehrenfeucht-Fra ss e games HV90]. It has also been used to study non-well-founded inductive de nitions OV93]. For a survey of the role of in in nitary logic, see Vaa95] . The purpose of this paper is to introduce new methods in the study of this ordering. We use these methods to prove new results and solve also an open problem from Tuu90]. Our rst method is called -operation. For a partial order P, the tree P is de ned as the set of ascending sequences of elements of P, ordered by end-extension. This operation is originally due to Kurepa Kur56] and it was later used and extended by Todor cevi c Tod85, Tod95] . In model theory it was used by Hyttinen Hyt87] . In Section 2 we demonstrate the versatility of the -operation in providing both universal elements and counter-examples to universality in various classes of structures. In Section 3 we use the structures Q and R to get model-theoretic applications of the -operation (Q and R are the linearly ordered sets of rationals and reals, respectively.) Suppose A and B are two relational structures of cardinality @ 1 over the same countable vocabulary such that A 6 = B. In HV90] it is suggested that trees with no uncountable branches measure similarity of A and B. This is accomplished via the following Ehrenfeucht-Fra ss e-game EF T (A; B): There are two players 9 and 8. Player 8 moves pairs z = (x ; t ) where x 2 A S B and t 2 T. Player 9 moves elements y . The only rules of the game are x 2 A ) y 2 B x 2 B ) y 2 B < ) t < T t :
The elements x and y are said to correspond to each other in the game. Suppose a sequence (x ; t ; y ) < is played so that (t ) < is a maximal chain in T. Then the game ends. Player 9 has won if the correspondence x $ y is a partial isomorphism between A and B. A tree T is a Karp tree of (A; B) if 9 has a winning strategy in EF T (A; B) but not in EF T (A; B). A tree T is a Scott tree of (A; B) if 8 has a winning strategy in EF T (A; B) but not in EF T (A; B). These concepts, introduced in HV90], arises naturally if one tries to nd an uncountable analogue of the concept of Scottrank of a countable structure. A Scott tree T, which is also a Karp tree, is called a determined Scott tree.
Such trees really capture the di erence between the structures: for S T, Player 9 wins EF S (A; B), while for T S, Player 8 wins EF S (A; B). We exhibit in this paper both special and non-special determined Scott trees.
In Section 3 we complement results of HV90] and Huu95] by proving, a among other things, that it is consistent relative to the consistency of a supercompact cardinal, that every Karp tree contains a subtree which is a Karp tree of cardinality 2 ! . We also prove in Section 3 that there is a pair (A; B) of models of cardinality @ 1 such that the family of Karp trees of (A; B) has antichains of size 2 !1 .
A tree of height ! 1 is persistent if each node has extensions of all countable heights. This concept was interoduced by Huuskonen Huu95] , who also proved that the following tree is the -smallest persistent tree: The tree T 0 consists of sequences (t 0 ; : : :; t n ) of countable ordinals ordered by (t 0 ; : : :; t n ) (s 0 ; : : :; s m );
if n m, 8i < n(t i = s i ) and t n s n . In Section 4 we give an a rmative answer to Open Problem 5.11 of Tuu90]. We construct { without assuming CH { models A and B of cardinality ! 1 such that A 6 = B but 9 has a winning strategy in the game EF T 0(A; B). The best previous result in this direction was the Let T denote the class of all trees of cardinality ! 1 with no uncountable branches. The quasi-ordering gives some structure to T . In Section 5 we investigate the exact nature of this structure. What kind of chains and antichains does it have? What kind of hierarchies can we isolate? Are there some particularly interesting subclasses, etc. We give a relatively complete picture of the ordering of T below T 0 . Among trees above T 0 we nd pairs of incomparable trees, which can be chosen to be Aronszajn, if CH is assumed, and Souslin, if 3 is assumed. It was proved in MV93] that under MA+2 ! > ! 1 all Aronszajn trees are comparable with each other by .
In Section 6 we study the Bottleneck Problem and the Comparability Problem for trees T 2 T such that T 0 < T < ! 1 . The Bottleneck Problem asks whether there is such a tree T 1 with similar behaviour to the tree T 0 i.e., a tree T 1 such that T 0 < T 1 < ! 1 and such that for every other tree T 2 T either T 1 T or T T 1 . The Comparability Problem asks for a tree T 2 T such that T 0 < T < ! 1 and such that T is comparable with any other tree from T . These problems of course make sense if we replace T by the class of all trees of height ! 1 and of size continuum. In this generality and if we require solutions to use no additional axioms of set theory, the two problems are still open. However, we shall prove that a strong form of Jensen's diamond principle 3 (still true in the constructible universe; see Dev82]) gives a negative answer to both problems. For example, we shall use the strong diamond to construct for every tree T 2 T with T 0 < T < ! 1 a Souslin tree S such that S 6 T (Theorem 6.9). A large part of Section 6 is devoted to a study of a particualr class T(A); (A ! 1 ) of trees of size continuum. These are the trees T(A) of all closed ascending sequences of elements of A. It turns out that these trees give rise to a rich and interesting family of nonspecial trees, all incomparable with Aronszajn trees. Naturally, these trees are in T only if CH is assumed. The trees T(A) were rst studied in Tod81b]. Later they were used in HV90] to give examples of Scott trees. For stationary A the trees T(A) are all above T 0 and it is interesting to note that the in mum of T(A) and T(B), with A \ B nonstationary, is exactly T 0 . This property of the trees T(A) makes them immediately relevant to the bottleneck and comparability problems, for it is clear that these two problems would have negative solutions if for every tree T 2 T with T 0 < T < ! 1 we can nd a costationary set A such that T(A) 6 T. This is exactly what we are going to show using the strong diamond principle. This should be compared with results of Mekler and Shelah MS93] who proved that the statement that the class of T(A), A costationary, has an upper bound (below ! 1 ) is consistent and independent of ZFC+3. This paper is based on notes taken by the second author of lectures given by the rst author in the University of Helsinki in the fall term of 1993.
Notation
We denote rst order structures by bold face letters A; B; etc. The universe of A is A, that of B is B, etc.
There are some exceptions to this rule: We use mere light face capital letters S; T; U; K; L; ::: to denote trees and other partial orderings. In this case the ordering is denoted by S ; T ; :::. Let T i , (i 2 I), be a set of trees. Let r i be the root of T i . The disjoint union L i2I T i is de ned as the set f(t; i) : i 2 I; t 2 T i g endowed with the ordering (t; i) (t 0 ; i 0 ) () i = i 0 and t Ti t 0 ;
and with the elements (r i ; i) identi ed. The in mum T S of two trees T and S is the set of pairs (t; s), where t 2 T, s 2 S and ht T (t) = ht S (s), endowed with the canonical ordering: (t; s) T S (t 0 ; s 0 ) () t T t 0 and s S s 0 : The product T T 0 of two trees is the set of all triples (g; t; t 0 ), where t 2 T, t 0 2 T 0 and g maps every predecessor of t 0 in T 0 to a maximal branch of T, endowed with the ordering (h; u; u 0 ) (g; t; t 0 ) () u 0 T 0 t 0 and { 2 { 8v < T 0 u 0 (h(v) = g(v)) and (u 0 < T 0 t 0 and u 2 g(u 0 ) or (u 0 = t 0 and t 0 T t)):
The idea is that going up a branch of T T 0 entails going up a branch b of T 0 in such a way that for each node on b we go through some maximal branch of T. In a way, T is travesed T 0 many times. Note that T 0 = ( L <! ) !.
2 The -operation and universal objects Suppose A = (A; R), R A 2 , is an arbitrary binary structure. Let R 6 = be the relation f(x; y) 2 R : x 6 = yg. Let A denote the tree of all sequences s such that dom(s) 2 Ord, rng(s) A and 8 2 dom(s)8 2 dom(s)( < ! s( )R 6 = s( )): The ordering of A is by end-extension. The -operation provides a uniform approach to the failure of universality, as we demonstrate in this section. Proof. Suppose P is an arbitrary element of the class. Then P is in the class but P 6 P. Hence P is not universal. 2 Corollary 2.5 There is no universal element in the class LO 1 of Example 2.1. Proof. If P 2 LQ 1 , let P be P with the lexicographic ordering. Then P 2 LO 1 and P 6 P. 2 Corollary 2.6 There is no universal element in the class G 1 of Example 2.2. { 3 { Proof. Suppose G 2 G 1 . Let 1 G be the tree of sequences t : ! G such that 8 < 8 < ( < ! t( )E G t( )); where 2 Ord. Since jGj 2 ! and K !1 6 G, j 1 Gj 2 ! . Let < be a linear ordering of G with (G; < ) R. Let < lex be the lexicographic ordering of 1 G determined by . Let be a well-ordering of 1 G extending the tree-ordering end . We are ready to de ne an edge-relation E on the universe 1 G. Let sEt $ (s t $ s < lex t): Now ( 1 G; E) 2 G 1 . To prove that G cannot be universal, it su ces to show that G cannot have a subgraph isomorphic to ( 1 G; E). Suppose it does. Then ( 1 G; end ) (G; E G ), a contradiction with Theorem 2.3. 2
The above Corollary shows that while the -operation often produces a candidate for the failure of universality, one may have to work more to nd the right structure on the set A. 
Example 2.7 says that there is no function f from the 1 ? 1 sequences of elements of A into A such that 8s8t(s end t ! f(s) 6 = f(t)):
For A = ! this means that S(!) is not the union of ! antichains, i.e. it is non-special. Since elements of S(A) canonically well-order their range, we have S(A) W(A) = df (fX A : X is well-orderableg; ):
As a consequence of (1) and (2) we get W(A) 6 (A; A 2 ). Tarski Proof. Let N = ! n f0g. Suppose T is in the class. For each t 2 T pick b t : ! ! N one-one such that t 6 = s implies b t 6 = b s . Suppose f : T ! R is increasing. Let T 0 be the set of t 2 T with ht T (t) 2 Succ. For t 2 T 0 let t ? be the immediate predecessor of t in T. The tree T 0 is clearly special. Let a : T 0 ! ! such that a ?1 (n) is an antichain. For t 2 T, let Pr 0 (t) be the set of s 2 T 0 with s T t. Let s (t), < T , be an increasing enumeration of the set Pr 0 (t). Lett : ! t ! ! ! be de ned by the equation
Now the mapping t 7 !t is an isomorphic embedding of T into S(! !). Thus it su ces to prove that S(!)
is isomorphic to a subtree of Q. For this end, let Q d be the set of g : ! ! f0; 1g such that g is eventually zero, ordered lexicographically. If s 2 S(!), s : ! !, let s :
Now s is strictly increasing, so s 2 Q d . The mapping s 7 ! s is the desired isomorphic embedding
Proposition 2.9 T is a compact subspace of P(T)( = f0; 1g T ).
Proof. T is closed and P(T) is compact. 2
This Proposition indicates that the -operation may be used to kill universality in certain classes of compact spaces. For example, there is no universal space in the class of rst countable compact Hausdor spaces. (see Tod95] ). Todor cevi c has also proved that every closed subset of T is its retract (see Tod95, Lemma 2]).
In the following we use the nonspeciality of the tree Q to give a new proof (due to Todor cevi c) of a result in combinatorics known as the Elekes Proof. If we identify elements of Q with their ranges, we have Q P(Q). Suppose P(Q) = 1 n=1 P n . Since Q is non-special, there is n such that T = Q \ P n is non-special. Let T 0 be the set of t 2 T with sup t < 1 and sup t 6 2 Q. T 0 is also non-special. Let T 1 be the set of t 2 T 0 for which there is a rational q t > sup t such that there is no u 2 T 0 with t < u and sup u < q t . The function t 7 ! q t specializes T 1 , hence the subtree T 2 = T 0 n T 1 is non-special. In particular, there are t 1 ; t 2 2 T 2 so that t 1 < t 2 . Let C = rng(t 1 ). Let q = min(t 2 n t 1 ). Since t 1 6 2 T 1 , there is u 2 T 0 such that t 1 < u and sup u < q. Let A be the range of u, and B the range of t 2 . Then A; B; C 2 P n and A \ B = C. By considering complements, we get the claim for unions. 2 Todor cevi c has used a similar argument to give a proof of the following result (see Wei90, Theorem 2.26 and Corollary 2.27]): Let G be a compact topological group of some in nite weight . Then for every decomposition G = S 1 n=1 G n there is n such that G n contains a topological copy of A( ), the one-point compacti cation of discrete space of size .
As a mathematical object Q is rather complicated. It is 1 1 -complete as a subset of the Polish space P(Q)( = f0; 1g Q ). A simpler version Q was introduced in Tod91]. The poset Q has the set of all subsets of Q as its universe and its ordering is: s < t i s is an initial part of t and min(t n s) exists. Thus Q is a Borel structure. Naturally, Q is a substructure of Q and Q has no uncoutable chains, but Q is not a tree. It is just a pseudotree, i.e. the predecessors of a node form a linear order. But Q is the union of @ 0 subtrees. To see this, x a well-ordering < w of Q and an enumeration hq n : n < !i of the rationals. For t 2 Q which has proper extensions in Q, let s(t) denote the < w -minimal such extension. For n 2 N let n Q = ft 2 Q : q n = min(s(t) n t)g: Since n Q; (n 2 N), cover ft 2 Q : sup(t) < 1g, it su ces to show that each n Q is well founded (and therefore a tree). Otherwise some n Q contains an in nite decreasing sequence t 1 > t 2 > : : :. Then s(t 1 ) w s(t 2 ) w : : :. So the sequence must stabilize from some point j on. Let s be the constant value of s(t i ); i j. By the de nition of n Q we have that q n = min(snt i ) for all i j contradicting the assumption that ft i g is strictly decreasing. Apart from this there does not seem to be much order in the families of Scott and Karp trees. See HV90] and Huu95] for earlier results in this direction.
Our rst concern in this section is the cardinality of Karp trees. It was pointed out in HV90] that any Scott tree contains a subtree which is a Scott tree of cardinality 2 ! . Huuskonen Huu95] showed that the same need not be true of Karp trees. We show that the same may be true of Karp trees. Let k 0 be the least , if any exist, such that if A and B are models of cardinality @ 1 and T is a Karp tree of (A; B), then there is a subtree T 0 of T such that T 0 is a Karp tree of (A; B) and jT 0 j < . This number is a kind of L owenheim number for Karp trees. It is closely related to the following number introduced in Tod93]: r 0 is the least , if any exist, such that if T is any non-special tree, then there is a non-special subtree T 0 of T of cardinality < . Thus r 0 @ 2 . The statement r 0 = @ 2 is called the Rado Conjecture (RC). Theorem 3.2 Tod93, Tod83b] 1. RC implies 2 @0 @ 2 .
2. RC implies MA @1 is false. 3. RC implies Chang's Conjecture. 4. RC is consistent relative to the consistency of a supercompact cardinal.
5. The Singular Cardinal Hypothesis holds above r 0 . 6. 2 fails for r 0 . We will use the following result to establish a connection between r 0 and k 0 : Theorem 3.3 1 There are trees A and B of cardinality 2 ! so that the following conditions are equivalent for any tree T: (i) T is R-embeddable.
(ii) 9 has a winning strategy in EF T (A; B). Proof. Let A be the tree of elements of (Q\ 0; 1 ) of limit length > 0. That is, A consists of sequences s 2 (Q\ 0; 1 ) such that dom(s) is a limit ordinal > 0. Let B be the tree (R\ 0; 1 ). As the structures A and B are trees it makes sense to de ne the following modi ed game EF 0 T (A; B). This game is like EF T (A; B), exept that when 8 plays z = (x ; t ), it is required that every predecessor of x in A or B has been played already. This means that in EF 0 T (A; B) player 8 has to play up the trees A and B whereas in EF T (A; B) he can play as he likes.
T 0 = ( L < ) T, then 9 has a winning strategy in EF T (A; B). 2 Lemma 3.5 If T is R-embeddable, then so is (
We now return to the proof of Theorem 3.3.
Claim 1 If T is R-embeddable, then 9 has a winning strategy in EF 0 T (A; B).
For x 2 R let bxc be the integer part of x. For any s 2 R with sup(s) < 1, let bsc = maxfbs( )c : 2 dom(s)g f(s) = s \ bsc; 1 :
These consepts were also used in Tuu90]. For n < ! let g n : T ! R \ ]n; n + 1 be order-preserving. On round of EF 0 T (A; B) player 8 plays z = (x ; t ) and 9 plays y . We shall now describe the winning strategy of 9. Player 9 maintains the following conditions: Claim 2 If T is R-embeddable, then 9 has a winning strategy in EF T (A; B).
This follows from Claim 1 and Lemmas 3.4 and 3.5.
Claim 3 If R T, then 8 has a winning strategy in EF T (A; B).
Suppose : R ! T is increasing. The winning strategy of 8 in EF (A; B) is the following. At rst 8 plays (x 0 ; t 0 ), where x 0 = ; 2 B and t 0 = (;). Whenever elements x , t , y for < have been played, player 8 lets x be the limit of fy : < g and t = (x ). If 9 does not lose with this strategy, an unaccountable branch is created in R, which is impossible. Claim 4 If 9 has a winning strategy in EF T (A; B), then T is R-embeddable. To prove Claim 4 suppose 9 has a winning strategy in EF T (A; B). By Claim 3 8 has a winning strategy in EF R (A; B). Thus by Lemma 3.6, T R. To end the proof we remark: Lemma 3.7 T T 0 i T T 0 . Theorem 3.3 is proved. 2 Note In the above proof we showed that Q is both a Karp and a Scott tree of (A; B). Thus Q is a determined Scott tree of (A; B). Theorem 3.8 r 0 k 0 . Proof. Suppose T is non-special. Then T 0 = T Q is non-special and R-embeddable. Thus 9 has a winning strategy in EF T0 (A; B), where A and B are from Proposition 3.3. In fact, T 0 is a Karp tree of (A; B), for if 9 had a winning strategy in EF T0 (A; B), then T 0 R and T 0 would be special. Let T 1 be a subtree of T 0 so that T 1 is a Karp tree of (A; B) and jT 1 j < k 0 . Then 8 does not have a winning strategy in EF T1 (A; B), whence T 1 6 R and hence T 1 is non-special. 2. We may draw the conclusion, due to Huu95] that k 0 does not exist in L. In fact, this corollary shows that some quite large cardinals are needed to prove the consistency of the existence of k 0 . With this remark it is interesting to note: Theorem 3.10 (Huu91) If is strongly compact, then k 0 .
To get the consistency of k 0 = @ 2 , we may modify appropriately the proof of Tod93, Theorem 3.3 (3)], where the consistency of r 0 = @ 2 was proved. Theorem 3.11 The statement k 0 = @ 2 is consistent relative to the consistency of the existence of a supercompact cardinal.
Proof. Suppose is a supercompact and GHC holds. Let P be the Levy-collapse of to 2 . Conditions of P are partial countable functions p such that dom(p) ! 1 ; rng(p) ( ; ) 2 dom(p) ) p( ; ) < : Let P consist of p 2 P so that dom(p) ! 1 and let P consist of p 2 P so that dom(p) ( ? ) ! 1 . Then P = P P . Let G be P-generic. It is well-known that V G] j = = @ 2 + GCH (see e.g. Jec78]). In such a situation we know that (?7) M j = j(P) = P j(P) . V G] j = (T has a subtree of size < which is a Karp tree of (A; B)). Finally, if A; B; 2 V G], then by the + -c.c. of P there is < so that
where G 1 is P -generic, G 2 is P -generic over V G 1 ] and A; B; 2 V G 1 ]. In this case is still supercompact in V G 1 ] because jP j < . Hence we may carry out the above argument inside V G 1 ]. 2
In the next part of this section we present a new construction of Karp trees. The question we consider arises from the following result: Theorem 3.12 ( HV90] ) There is a pair (A; B) of models of cardinality @ 1 such that the family of Scott trees of (A; B) has antichains of size 2 !1 .
We shall prove the same result for Karp trees. At rst we recall some results from Tod81b]. Let NS T denote the set of all E ! 1 for which there is a regressive mapping f : TjE ! T such that f ?1 (s) is special for all s 2 T (see Tod81b] To prove (Q0) rst assume E 2 NS !1 jA. Let C be a cub disjoint from E \ A. The equation f(t) = tj max(ht(t) \ C) de nes a regressive map on A Qj(E n C) so that f ?1 (s) is special for all s. Hence E n C 2 NS AQ . The tree A Qj(E \ C) is special, as the increasing mapping h(t) = ( sup(t) sup(t)+1 ; if sup(t) 2 Q 1; otherwise from the tree to the rationals demonstrates. Now the equation g(s) = ; for s 2 A Qj(E \ C) de nes a regressive mapping such that g ?1 (;) is special. Hence E \ C 2 NS AQ . Summa summarum, E 2 NS AQ . For the converse, suppose E 2 NS AQ . We show that E\A is non-stationary. Suppose E\A were stationary.
Let f be a regressive mapping f : A QjE ! A Q such that f ?1 (s) is special for all s 2 A QjE. Choose a countable M H( ) for a large so that f; A; ; E; Q; Q 2 M and = M \ ! 1 2 E \ A. Let R n (n 2 N) enumerate all antichains of A QjE which belong to M. Working in M we build a sequence t 0 < t 1 < : : : of elements of M \ A QjE and a sequence q 0 > q 1 > : : : of rationals such that sup t i < q i and such that no proper end-extension t of t i with sup t < q i is in R i . To nd t i we rst try to properly extend t i?1 to an element t of R i with sup t < q i?1 . If this works, then we let t i = t and choose q i < q i?1 with sup t i < q i . Otherwise we choose an arbitrary proper end-extension t i of t i?1 with sup t i < q i?1 and choose q i < q i?1 so that sup t i < q i . Additionally, we can arrange so that S i<! dom(t i ) = .
{ 11 { Since A Q Q R, we can infer from Proposition 3.3 that 9 has a winning strategy in EF AQ (A; B). If 9 had a winning strategy in EF AQ (A; B), then A Q R, whence A Q is special contrary to (Q1). This shows that A Q is indeed a Karp tree of (A; B). The tree T = A Q B Q satis es by (Q2) T R whence T cannot be a Karp tree of (A; B).
Now we can nish the proof of the theorem. Let A ; < 2 !1 , be a family of stationary subsets of ! 1 so that A nA is stationary for 6 = . The trees A Q are Karp trees of (A; B) and they are mutually non-comparable by , as we noted in (Q1). 2 Note that another construction of Karp trees T 1 and T 2 such that T 1 T 2 is not a Karp tree, was presented in Huu95] by Huuskonen. His Karp trees were special, whereas ours are non-special. , whence 2 X. Since h is an isomorphism, h( A )( ) 6 = h( A 0 ( )) whence 6 2 X, a contradiction. The claim is proved. 2 Proposition 4.6 Suppose a and ?a form a gap. Then (i) 9 has a winning strategy in EF T(a) (T(e); T(a)):
(ii) 8 has a winning strategy in EF T(a) (T(e); T(a)):
Hence T(a) is both a Karp tree and a Scott tree of (T(e); T(a)), that is, a determined Scott tree.
Proof. Since T(a) T(a) T(e), we have already proved (i) in Lemma 4.2. The proof of (ii) is easy: the winning strategy of 8 is based on the fact that T(e) has an uncountable branch whereas T(a) is Aronszajn. So 8 chooses an uncountable branch of T(e) and plays, move by move, elements of the branch in ascending order. At the same time he has to submit moves in T(a). The idea is to use the sequence of the previous moves of 9 in T(a) as the next move of 8 in T(a). Thus 8 can always continue playing the game after 9 has moved, and eventually 9 comes to the end of a countable maximal branch in T(a). 2 { 14 { Corollary 4.7 Suppose a and ?a form a gap. Then 1. If 9 has a winning strategy in EF T (T(e); T(a)), then T T(a). 2. If 8 has a winning strategy in EF T (T(e); T(a)), then T(a) T 0 .
The Corollary follows from Proposition 4.6 and Lemma 3.6. Note that we have now a complete picture about Karp trees and Scott trees of the pair of models (T(a); T(e)): there is only one, namely T(a).
Proposition 4.6 gives a determined Scott tree that is special. The determined Scott tree constructed in the proof of Proposition 3.3 was non-special.
To end this section, we make some further remarks on speciality. We can express R-embeddability of a tree with the following in nitary game sentence. . We may therefore say that the quanti errank of R-embeddability is R. Note that if is another game formula such that for all trees A: A j = $ A is R-embeddable; and T is the quanti er-rank of , then Proposition 3.3 and its proof imply that R T. A minor modi cation of Proposition 3.3 shows that in the same sense the quanti er-rank of speciality of a tree is Q. The sentences expressing R-embeddability and speciality are interesting in the framework of game sentences because we can actually prove that they cannot be substantially simpli ed. Not many such trans nite game sentences are yet known.
The ordering of trees
The second number class is a lower level analogue of T , for we may identify an ordinal with the tree B of nite descending chains of elements of . The tree B has no in nite branches and , B B . Using these trees, the structure of fT 2 T : T has no in nite branchesg is easy to describe. It is that of h! 2 ; <i (up to ).
Let us then consider trees of countable height. Naturally, we may restrict to the case of limit height, as in successor height there is always just one tree, up to equivalence.
Theorem 5.1 For every countable limit ordinal > ! there is a family F of size 2 @1 of elements of T of height such that T 6 T 0 for every two di erent elements T and T 0 of F . Proof. We shall rst consider the special case that = ! + !. For limit < ! 1 let f : ! ! be an increasing co nal map. For S ! 1 \ Lim, let T(s) be the tree consisting of all f jn, 2 S, n < !, and all sequences f _ s, where s 2 B , and B is the tree of sequences h 0 ; ; n i so that > 0 > > n . Claim. If SnS 0 is stationary, then T(S) 6 T(S 0 ). We have observed that the trees in T divide into two classes: those T with T < T 0 (the non-persistent ones) and those T with T 0 T (the persistent ones). We have established hierarchies in the rst class that rather well re ect the structure of T under . When we move on to the second class, the situation is much more complicated.
A tree of height and cardinality ! 1 which is persistent is called an @ 1 -tree. We shall study the following disjoint classes of @ 1 -trees:
The class of special Aronszajn trees. The class of Souslin trees. The class of special trees with no Aronszajn subtrees. The class of non-special trees with no Aronszajn subtrees.
Theorem 5.6 Assume 2 ! < 2 !1 . Then there are special Aronszajn trees T and T 0 such that T 6 T 0 and T 0 6 T. Proof. Let a = hA : < ! 1 i be a coherent sequence such that a 1 ?a form a gap. Let S be the Aronszajn tree T(a) and S = fs 2 S(a) : dom(s) < g. For any 2 2 <!1 we de ne a tree T of height len( ) so that no increasing h : S len( ) ! T can be extended to both T and T . We de ne T so that if 2 2 !1 , then T = T <!1 T j is an Aronszajn tree. Now we shall use: Claim S 6 T g and T g 6 S.
Suppose h : S ! T g is order-preserving. Let i = 0. Let be such that g( ) = F(hj ; i) and hj is an increasing map S ! T gj . Then hj extends to increasing hj +1 : S +1 ! T gj (g( )). Claim If S n S 0 is stationary, then P(S) 6 P(S 0 ).
Let f : P(S) ! P(S 0 ) be strictly increasing. Let M H(@ 2 ) be countable so that f; S; S 0 2 M and = M \ ! 1 2 S n S 0 . We de ne an element t of T(S) as follows: dom(t) = and t( ) = f (n) for the least n with f (n) . Let s = f(t) 2 P(S 0 ). We may assume f preserves height. Clearly, ht(t) = , whence ht(s) = . Since 6 2 S 0 , there is < so that s( ) has a xed value for 2 ; ). By (P1), . For n < !, let t n = tjf (n). Then ht n : n < !i is a sequence of elements of P(S) \ M converging to t. Hence hf(t n ) : n < !i is a sequence of elements of P(S 0 ) \ M converging to s. Let m < ! such that sj( + 1) f(t M ). But then = max(rng(f(t m ))) 2 M, a contradiction. 2 Remarks 1. The proof of the above claim actually gives the stronger result that if S nS 0 is stationary then for every cub C ! 1 we have P(S)jC 6 P(S 0 ). In particular, P(S) and P(S 0 ) are not isomorphic on a cub.
2. The above trees P(S) are special. To see this we de ne the following regressive map on elements of limit height of P(S). If s 2 P(S) has in nite range, let (s) = ; (=the root of P(S)). If s 2 P(S) has nite range, there is < dom(s) so that s( ) is constant for 2 ; dom(s)). In this case we let (s) = sj( + 1). The pre-image of ; under is an antichain, hence special. The pre-image of any other element is countable, hence special. So P(S) is special by the Pressing Down Lemma for Trees of Tod81b]. 3. The trees P(S) do not have Aronszajn subtrees. This is proved for P(;) in Tod81a] but the proof works for all P(S). It is an easy consequence of this that T 6 P(S) for all Aronszajn trees T. Case 1. Round is the n'th critical round. Let c n be the minimal element of C n f g which is greater than all ordinals played so far. The move of Player II on this round is (g n ; (0; c n ); n). Round c n is declared the n + 1'st critical round. If n = 0, then g n = ;. Otherwise, g n (i) = g n?1 (i) for i < n ? 1 and g n (n ? 1) = f( ; c n ) : < c n g. Case 2. = + 1. Suppose the previous critical round was the n'th critical round. Suppose Player II played (f; ; n) on round . His move on this round will be (f; ( + 1; c n ); n). Case 3. = is not critical. Suppose the previous critical round was the n'th critical round. Suppose Player II played (f; ; n) on round , for c n < . His move on this round will be (f; ( + 1; c n ); n).
Case 4. Round is the limit of critical rounds. Suppose Player I plays (t; s) 2 T(A) T(B). Let c = supfc n : n < !g. Since C is club, c 2 C, and therefore c 6 2 A \ B. By construction, c 2 rng(t) \ rng(s), a contradiction. So the move of Player I was not legal, and Player II has won.
(ii) If A is non-stationary, then T(A) is special by (i) . Suppose then A is stationary but T(A) is the union of the antichains B n , n < !. Choose a countable M H( ) for a large so that A; T(A); fB n : n < !g; B n (n < !) 2 M and = M \ ! 1 2 A. Working in M we can build a sequence t 0 < t 1 < : : : of elements of M \ T(A) such that { 21 { First we have a copy of ! 2 , formed by the ! 2 well-founded trees, i.e. trees without in nite branches. Next we have ! 2 copies of (P 0 = ; ) on top of each other, with a copy of ! between them. The copies of (P 0 = ; ) correspond to trees of countable limit height. The structure (P 0 = ; ) has antichains of length 2 !1 and chains of length ! 1 . Next we have ! 2 levels, corresponding to trees of di erent persistency-ranks. Each level has antichains of length 2 !1 and chains of length ! 1 . Next we have the equivalence class of T 0 , the smallest persistent tree. This tree is the biggest tree that we know is comparable with every other tree. 
