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We develop an effective field theory (EFT) to describe the few- and many-body propagation of
one dimensional Rydberg polaritons. We show that the photonic transmission through the Rydberg
medium can be found by mapping the propagation problem to a non-equilibrium quench, where the
role of time and space are reversed. We include effective range corrections in the EFT and show
that they dominate the dynamics near scattering resonances in the presence of deep bound states.
Finally, we show how the long-range nature of the Rydberg-Rydberg interactions induces strong
effective N -body interactions between Rydberg polaritons. These results pave the way towards
studying non-perturbative effects in quantum field theories using Rydberg polaritons.
Photons can be made to strongly interact by dress-
ing them with atomic Rydberg states under conditions
of electromagnetic induced transparency (EIT) [1–3].
Probing such Rydberg polaritons in the few-body limit,
recent experiments were able to observe non-perturbative
effects including the formation of bound states [4], single-
photon blockade [5–7] and transistors [8–10], and two-
photon phase gates [11]. Theoretical work on quantum
nonlinear optics with Rydberg polaritons has focused on
two-body effects or dilute systems [2–5, 12–17]; however,
these theoretical methods often fail in dense systems with
more than two photons.
Effective field theory (EFT) aims to describe low en-
ergy physics without resorting to a microscopic model at
short distances or high energies [18]. In few-body sys-
tems, it is a useful approach to describe particle scat-
tering and bound states when the momentum k involved
is much less than the inverse range of the interactions
[18, 19] At the two-body level, the EFT depends only
on the scattering length a. For scattering at momenta
ka  1, one can solve the EFT perturbatively [19, 20].
However, describing unitarity (a→ ±∞) or bound states
requires inclusion of all orders in perturbation theory,
which can be re-summed, provided the EFT parameters
are properly renormalized [21, 22].
In this Letter, we develop an EFT to describe the
few- and many-body transmission of photons through a
dispersive, one dimensional Rydberg polariton medium.
We first consider the renormalized theory, which depends
only on the local two-body scattering length, the effec-
tive mass, and the group velocity of the Rydberg po-
laritons. By switching the role of time and space in
the Lagrangian, we map the transmission problem to
a non-equilibrium quench, which greatly simplifies the
description of the dynamics. We then consider correc-
tions to the EFT arising from the long range nature
of the Rydberg interactions and the corrections to the
massive dispersion. We evaluate the so-called “effective
range corrections” to the EFT and show that they domi-
nate the dynamics near unitarity in the presence of deep
bound states. We then find the non-perturbative solution
for the many-body Rydberg polariton problem at large
momenta. Integrating out this momentum scale leads
to strong N -body interactions, which appear as contact
forces in the EFT.
A schematic of a Rydberg polariton transmission ex-
periment is shown in Fig. 1(a) [14]. A spatially inhomo-
geneous atomic cloud is probed with a classical control
field, with frequency ωc and Rabi frequency Ω, and a
few-photon probe beam focused into a 1d channel. The
control and probe beams are configured for EIT on a two-
photon resonance from the ground state |g〉 to a Rydberg
state |s〉 via an intermediate state |p〉. We analyze the
dispersive limit where the detuning of the control field
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FIG. 1: (a) Rydberg polariton transmission experiment: an
atomic cloud is probed with a few-photon beam, focused into
a 1d channel, and a classical control field. Under dispersive
conditions, the total energy ~ν and number N of probe pho-
tons are conserved. (b) Interaction potential V (r) = C6/r
6
for two 100S1/2 Rydberg states in
87Rb. The range is given
by the blockade radius rb. (Inset) Level diagram of an in-
teracting atom for different r. (c) Dimensionless density
n(z)/n(0) = exp(−z2/2σ2ax) and inverse scattering length
rb/a(z) for σax = 36 µm, rb = 18 µm, OD = 25, Ω/2pi =
5 MHz, and ∆/2pi = 20 MHz.
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2∆ = ωps − ωc is much greater than the p-state halfwidth
γ; here ωab is the atomic transition frequency from |a〉
to |b〉. For large enough atomic density n(z), the probe
photons transform into Rydberg polaritons upon entering
the medium because the collective, single-photon Rabi
frequency of the probe gc(z) = [6piγ c
3n(z)/ω2gp]
1/2 is
much greater than Ω [23]. We use the dimensionless mea-
sure of the density given by the resonant optical depth
OD =
∫
dz[gc(z)]
2/2γc.
Consider two Rydberg atoms interacting through the
van der Waals potential V (r) = C6/r
6. This interaction
is strong enough that a single Rydberg excitation modi-
fies the optical response over a region large compared to
the optical wavelength (see Fig. 1(b) and inset). The size
of this region is given by the blockade radius rb, defined
by the condition that V (rb) is equal to the off-resonant
EIT linewidth 2Ω2/|∆| [14, 24].
To see how these effects lead to strong photon-photon
interactions, one can use a gedanken experiment where
one photon (polariton) is held at fixed position z, then
any photon that passes by will pick up a nonlinear phase
shift ϕ(z) ≈ [gc(z)]2rb/c∆; here we assume gc(z) varies
slowly over rb. For atomic densities achievable with laser-
cooled atoms (n & 1012 cm−3), this nonlinear phase
shift can be a sizable fraction of pi [4]. An alterna-
tive metric is the two-body scattering length a, which
was mapped out for Rydberg polaritons in a uniform
medium in Ref. [12]. For an inhomogeneous medium, we
can similarly define a local scattering length a(z). For
small ϕ(z), these two metrics are closely related because
a(z) ≈ (3/pi)rb/[ϕ(z)]2. We show in the supplemental
material that a(z) is well defined when the density varies
slowly over rb [25]. Figure 1(c) shows a(z) calculated
for a Gaussian density profile with parameters similar to
recent experiments [4].
In the absence of interactions, the propagation of Ry-
dberg polaritons is captured by the local EIT dispersion
relation [23, 25]
q(ω, z) =
ω
c
(
1 +
[gc(z)]
2
Ω2 − ω(∆ + ω)
)
, (1)
where ω = ω` − ω0 is the detuning of the probe fre-
quency ω` from the two-photon resonance ω0 = ωgs−ωc.
The electric field of the probe evolves as E(ω, z) =
E(ω, z0) exp
[
iω0(z − z0)/c+ i
∫ z
z0
dz′q(ω, z′)
]
. For a suf-
ficiently slowly varying density, we can define a local
group velocity vg(z) = c/(1 + [gc(z)]
2/Ω2) and mass
m(z) = −~Ω2/2∆[vg(z)]2 by solving Eq. (1) for ω and
expanding near q = 0: ω ≈ vg(z)q + ~q2/2m(z) [23, 26].
For non-relativistic bosons in 1d, the only interaction
term that is relevant under renormalization is the two-
body contact interaction [21]. As a result, the renormal-
ized Lagrangian density for Rydberg polaritons is
L = ψˆ†
[
i~∂t − i~vg(z)∂z − ~
2∂2z
2m(z)
]
ψˆ − ~
2ψˆ†2ψˆ2
m(z)a(z)
, (2)
where [ψˆ(t, z), ψˆ†(t, z′)] = δ(z − z′) and ψˆ is a single
component field because there is only a single polariton
branch near the two-photon resonance [25]. Outside the
medium, ψˆ is the quantum field for the probe photons,
while inside it corresponds to the Rydberg polariton field.
The scaling of the contact interaction as 1/a is the uni-
versal behavior for bosons in 1d, in contrast to higher
dimensions where it scales as a [27].
Despite its relative simplicity compared to the micro-
scopic model [25], the theory is still difficult to solve be-
cause it has z-dependent parameters combined with sec-
ond derivatives in z. To overcome this we define a new
EFT with time and space exchanged via the local trans-
formation (t, z)→ (z/vg(z), tvg(z)). Similar transforma-
tions have been used to study propagation of quantum
light in nonlinear optical fibers [28, 29]. For the steady
state transmission with a uniform density, this transfor-
mation is equivalent to the rotated boundary conditions
used in Ref. [4]. The resulting EFT is
L = ψˆ†
[
i~vg(z)∂z − i~∂t − ~
2∂2t
2m(z)[vg(z)]2
]
ψˆ
− ~
2ψˆ†2ψˆ2
m(z)a(z)vg(z)
,
(3)
where [ψˆ(z, t), ψˆ†(z, t′)] = δ(t − t′). Up to higher order
derivatives in t (which can be neglected under renormal-
ization), Eq. (3) is equivalent to Eq. (2); however, the sec-
ond derivative is now in t rather than z, which makes it
easier to account for the z-dependence of the parameters.
In particular, Eq. (3) gives rise to propagation equations
akin to a time-dependent Schro¨dinger equation
−i~vg(z)∂zψˆ(z, t) =
∫
dt′[H(z, t′), ψˆ(z, t)], (4)
where H(z, t) is given by the last three terms in Eq. (3).
In the dispersive regime, this propagation equation con-
serves the total photon number N , which simplifies the
transmission problem.
Benchmarking the EFT.—We now compare the pre-
dictions of the renormalized EFT for the two-photon
transmission through a finite Rydberg medium with nu-
merical simulations [5] of the exact wavefunction prop-
agation. We decompose the two-photon wavefunction
at the exit of the medium (z = L) as ψ(L, t1, t2) =√
g(2)(τ)eiφ2(τ)+i2φ1 , where t1(2) are the time coordinates
of the two photons and τ = t1 − t2 is the relative time.
The probability density g(2)(τ) can be measured in two-
photon coincidence measurements of the output light for
a weak coherent state input [5], while the nonlinear phase
φ2(τ) is defined relative to phase of the non-interacting
medium with a single-photon phase shift φ1 [4].
The results are shown in Fig. 2 for a representative
set of parameters similar to Ref. [4]. We take a steady-
state probe input on two-photon resonance (ω = 0) with
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FIG. 2: (a) Photon correlation function g(2)(τ) and (b) phase
φ2(τ) (in radians) of transmitted two-photon state calculated
using EFT (solid lines) and numerical simulations (circles).
We took Ω/2pi = 5 MHz, ∆/2pi = 20 MHz, rb = 10 µm,
OD = 10, σax = 36 µm, L = 4σax, and L
′ = 2.5σax. To aid
comparison we neglect decay from the |p〉 and |s〉 states.
a Gaussian density profile n(z) ∝ exp[−(z − L/2)2/2σ2ax]
with a cutoff at the entrance to (z = 0) and exit from
(z = L) the medium. We compare g(2)(τ) and φ2(τ)
found with three different methods: numerical simula-
tions, EFT with no free parameters, and EFT with a uni-
form density with gc a free parameter and medium length
L′ chosen to match the time delay τd =
∫ L
0
dz[1/vg(z)].
For an intermediate time window, we see that both
EFT results capture many of the qualitative features of
the simulations, but the inhomogeneous EFT captures
more features and obtains better quantitative agreement.
We can understand the deviations at long and short times
as follows. The long-time deviations arise because the
EFT has a low momentum cutoff associated with spatial
variations in the density profile [25]. For a Gaussian or
uniform density profile, this scale is given by 1/L, with
the associated low-frequency cutoff 1/τd. The short-time
deviations arise from corrections to the EFT associated
with: our use of a massive polariton dispersion, the swap
of time and space, and the finite interaction range. The
first two effects contribute on timescales shorter than
τm ≈ max(∆/Ω2, 1/∆), while the effect of the finite inter-
action range appears on timescales less than rb/vg. For
the parameters in Fig. (2), rb/vg, τm  τd, which is con-
sistent with the good agreement we find at intermediate
times rb/vg, τm . τ . τd.
In related work, we have shown that this renormalized
EFT also gives good agreement with numerical simula-
tions of the three-photon transmission [30]. Yet, for in-
creasing N , simulations of the full transmission become
intractable and it is natural to ask: what are the lead-
ing corrections to the theory? In the framework of EFT,
these corrections can be found systematically by evaluat-
ing higher order corrections in krb. We show below that
the terms in this expansion arise from two intertwined
effects: (i) the finite range of the interactions and (ii) de-
viations of the dispersion from that of a massive particle.
Effective range corrections.—A standard approach to
include finite range effects for massive particles is through
the effective range expansion. In this treatment, higher
order corrections to the scattering phase shift δ(k) are
taken into account [19]. For bosons in 1d, the expansion
takes the form [31]
k tan δ(k) =
1
a
+
r0k
2
2
+ . . . , (5)
where r0 is the so-called “effective range” parameter.
These corrections can be included in the EFT by adding
terms to the Lagrangian that contain higher derivatives
in ψˆ, e.g., (after switching time and space)
L → L+ C2 ψˆ†(∂tψˆ†)(∂tψˆ)ψˆ, (6)
where C2 = ~2r0/2mv3g is fixed by Eq. (5) [32]. Including
these terms extends the validity of the EFT to higher po-
lariton densities. Most notably, this approach allows one
to study unitarity in the presence of deep bound states,
which occur when ϕ  1. In this regime, we can solve
for a and r0 analytically [33, 34], and we find that the
two-body contact vanishes near a scattering resonance,
but r0 ≈ 1.39√ϕ rb remains finite [25].
Scattering resonances associated with the appearance
of additional two-body bound states can be achieved for
Rydberg polaritons at sufficiently high atomic density
[12]. Current experiments, however, are limited to den-
sities such that only a single two-body bound state is
present. In this case, we find r0 ≈ (2/3)r2b/a and these
corrections are suppressed. We now show that the dom-
inant corrections to the theory in this regime arise from
effective 3-body interactions.
N -body interactions.—The strong long-range Rydberg
interactions that result in blockade are also expected to
induce large effective N -body interactions [35, 36]. This
is illustrated at the three-body level because, when two
polaritons are less than rb from a Rydberg atom, they
do not interact with each other. As a result, one expects
a three-body force of the same magnitude and opposite
sign as the two-body force.
More formally, effective N -body interactions emerge
from integrating out virtual processes with high energy
or large momenta. In the case of Rydberg polaritons,
this can be done in a surprisingly straightforward man-
ner because the theory dramatically simplifies at large
momenta. In particular, the single-body propagator for
the Rydberg polaritons projected onto the s-states gss0
saturates to a constant (see supplemental material [25])
lim
q→∞ ~g
ss
0 (q, ν) = ~χ(ν) =
(∆ + ν)
(∆ + ν)ν − Ω2 , (7)
for momentum q  1/vgτm. The physical origin of
this can be seen in Eq. (1), where the local momen-
tum q(ω, z) diverges at the Raman resonance conditions
Ω2 − ω(∆ + ω) = 0. These Raman excitations have a
frequency close to two-photon resonance and effectively
infinite mass; therefore, near ν = 0, they dominate vir-
tual processes with large internal momentum. In the con-
text of EFT, these effects can be included by adding two
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scattering diagram for N = 5. The diagram in (a) con-
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tering events. The graph in (c) is a tree graph, which implies
that (a) is a lowest order diagram for V Neff . (e) Cut of the non-
perturbative solution for V Neff in units of χ
−1
N up to N = 4.
fictitious, infinitely massive particles to the theory associ-
ated with the Raman resonances [25]. Due to their high-
energy, the Rydberg interactions can only excite these
“particles” virtually. Integrating them out of the theory
results in effective N -body interactions for the ψˆ field.
The associated N -body interaction potential V Neff can
be found by accounting for all of the virtual processes
where N of these fictitious particles exchange momen-
tum. These contributions to the scattering amplitudes
are represented by connected diagrams of the type shown
in Fig. 3(a), where the particles cannot be broken into
disjoint clusters. Particles are connected by two-body in-
teractions (curly lines), with the insertion of the N -body
propagator in between (vertical lines). Figure 3(b) shows
an example of a disconnected diagram, which is separa-
ble into two disjoint clusters (12) and (345) and does not
contribute to V Neff .
Integral equations for the connected contributions to
multi-particle scattering amplitudes were first formulated
by Weinberg [37] and Rosenberg [38]. The full integral
equations have only been solved for N ≤ 4 [39]; however,
the problem is simplified for the constant (i.e., momen-
tum independent) propagator described above. The local
nature of the propagator implies that the ordering of the
scattering events is irrelevant. In this limit, we can repre-
sent any scattering diagram by a graph of the type shown
in Fig. 3(c,d), where the vertices represent particles and
the edges indicate interaction pairs. Diagrams that map
to a tree graph (e.g., Fig. 3(a,c)) give the lowest order
contribution to V Neff :
V Neff (z; ν) ≈ (N−1)![χN (ν)]N−2
∑
T (N,E)
VE1 ...VEN−1 , (8)
where Ek = (ik, jk) denotes a particle pair, VEk =
V (zik − zjk), and the sum is over all labeled tree
graphs T (N,E) with N vertices and N − 1 edges
E = {E1, ... , EN−1}. Here the N -body propagator is
~χN (ν) = ~2
∫
dωχ(ω)χN−1(ν − ω) ≈ (ν −NΩ2/∆)−1
(for Ω  ∆). If r  rb, then |V (r)χN | > 1, and the
perturbative approach of Eq. (8) is no longer valid. We
derive the non-perturbative solution for V Neff in the sup-
plemental material [25]. Figure 3(e) shows a cut of this
solution up to N = 4. Consistent with the blockade ef-
fects described above, we see that V 3eff has the opposite
sign from V 2eff . More generally, we find V
N
eff alternates
with N between attraction and repulsion [25].
During low-momenta processes kr0  1, the polari-
tons hardly probe the blockaded region of the potential.
In this case, we can replace V (r) with the renormalized
interaction U(r) = −(2~2/ma)δ(r) and apply the pertur-
bative result from Eq. (8) to find the N -body interactions
[40]. After switching time and space, the resulting EFT
is governed by Eq. (4) with the Hamiltonian density
H = ψˆ†
[
− i~∂t − ~
2∂2t
2mv2g
]
ψˆ +
∑
N
hN ψˆ
†N ψˆN , (9)
hN =
(−1)N−1
N
(
2~2
mavg
)N−1
(NχN )
N−2, (10)
where the two-body interaction h2 is the same as in
Eq. (3) and we used Cayley’s tree formula NN−2 for the
number of labeled tree graphs with N vertices in eval-
uating Eq. (8) [41]. Using approximate expressions for
a near a scattering resonance [25], we find the generic
scaling hN ∼ (rb/a)N−1.
To determine the importance of the N -body interac-
tions for non-perturbative effects in the EFT, hN should
be compared with the effective range corrections at the
momentum scale k ∼ 1/a. For large ϕ, r0 ∼ rb and,
from Eq. (6), we see that the effective range corrections
contribute at the same order as h3 ∼ r2b/a2. On the
other hand, for ϕ 1, r0 is suppressed by an additional
power of rb/a and the effective range corrections scale
as h4 ∼ r3b/a3. Thus, for weak interactions, we find the
surprising result that the 3-body force dominates the cor-
rections to the theory for all momentum scales k . 1/a.
The nature of these corrections has important impli-
cations for the propagation dynamics of 1d Rydberg po-
laritons. The largest corrections to the theory will de-
termine the deviations from the universal predictions for
the shallow bound state clusters when a > 0 [42], as well
as deviations from the repulsive Lieb-Liniger model when
a < 0 [43]. In addition, all these corrections generically
break the integrability of the EFT and, thus, determine
the long time dynamics of the system [44, 45].
Conclusion.— We developed an EFT to describe the
few- and many-body propagation of 1d Rydberg polari-
tons. The broad applicability of EFT to describe these
systems opens a new perspective on the design of ex-
periments aimed at probing non-perturbative effects in
quantum field theories using Rydberg polaritons. In par-
ticular, Rydberg polariton experiments can involve com-
plex geometries [46] or more Rydberg levels [11], dimen-
sions [47], and external control fields [48]. The theoret-
5ical methods developed here can be naturally extended
to these more complex configurations. For example, us-
ing additional control fields or atomic levels to modify
χN (ν) would allow precise control over the range and
strength of the N -body potentials. This could be used
to realize exotic situations where, e.g., a single M -body
force dominates over all N -body forces with N 6= M . As
another example, accounting for light diffraction intro-
duces 3d effects, where EFT predicts the emergence of
an Efimov effect in the vicinity of a scattering resonance
[19, 49]. Further extending these theoretical methods to
include dissipative interactions of the type demonstrated
in Ref. [5] may uncover new universality classes for few-
body physics, as well as new phases of non-equilibrium,
strongly-correlated light and matter.
Note added.—During completion of this work, we be-
came aware of related work on the three-body problem
for Rydberg polaritons [50].
Acknowledgements.—We thank I. Carusotto, S. Diehl,
P. Julienne, B. Ruzic, O. Firstenberg, M. Maghrebi, and
R. Qi for helpful discussions. This research was sup-
ported in part by the Kavli Institute for Theoretical
Physics through the NSF under Grant No. NSF PHY11-
25915, the NSF PFC at the JQI, the Harvard-MIT CUA,
ARL CDQI, NSF QIS, AFOSR, and ARO.
[1] J. D. Pritchard, D. Maxwell, A. Gauguet, K. J. Weath-
erill, M. P. A. Jones, and C. S. Adams, Phys. Rev. Lett.
105, 193603 (2010).
[2] D. Petrosyan, J. Otterbach, and M. Fleischhauer, Phys.
Rev. Lett. 107, 213601 (2011).
[3] A. V. Gorshkov, J. Otterbach, M. Fleischhauer, T. Pohl,
and M. D. Lukin, Phys. Rev. Lett. 107, 133602 (2011).
[4] O. Firstenberg, T. Peyronel, Q.-Y. Liang, A. V. Gor-
shkov, M. D. Lukin, and V. Vuletic´, Nature 502, 71
(2013).
[5] T. Peyronel, O. Firstenberg, Q.-Y. Liang, S. Hofferberth,
A. V. Gorshkov, T. Pohl, M. D. Lukin, and V. Vuletic,
Nature 488, 57 (2012).
[6] Y. O. Dudin and A. Kuzmich, Science 336, 887 (2012).
[7] D. Maxwell, D. J. Szwer, D. Paredes-Barato, H. Busche,
J. D. Pritchard, A. Gauguet, K. J. Weatherill, M. P. A.
Jones, and C. S. Adams, Phys. Rev. Lett. 110, 103001
(2013).
[8] H. Gorniaczyk, C. Tresp, J. Schmidt, H. Fedder, and
S. Hofferberth, Phys. Rev. Lett. 113, 053601 (2014).
[9] D. Tiarks, S. Baur, K. Schneider, S. Du¨rr, and G. Rempe,
Phys. Rev. Lett. 113, 053602 (2014).
[10] H. Gorniaczyk, C. Tresp, P. Bienias, A. Paris-Mandoki,
W. Li, I. Mirgorodskiy, H. P. Bu¨chler, I. Lesanovsky, and
S. Hofferberth, arXiv:1511.09445 (2015).
[11] D. Tiarks, S. Schmidt, G. Rempe, and S. Du¨rr, Sci. Adv.
2, e1600036 (2016).
[12] P. Bienias, S. Choi, O. Firstenberg, M. F. Maghrebi,
M. Gullans, M. D. Lukin, A. V. Gorshkov, and H. P.
Bu¨chler, Phys. Rev. A 90, 053804 (2014).
[13] M. F. Maghrebi, M. J. Gullans, P. Bienias, S. Choi,
I. Martin, O. Firstenberg, M. D. Lukin, H. P. Bu¨chler,
and A. V. Gorshkov, Phys. Rev. Lett. 115, 123601
(2015).
[14] O. Firstenberg, C. S. Adams, and S. Hofferberth,
arXiv:1602.06117.
[15] J. Otterbach, M. Moos, D. Muth, and M. Fleischhauer,
Phys. Rev. Lett. 111, 113001 (2013).
[16] M. Moos, M. Ho¨ning, R. Unanyan, and M. Fleischhauer,
Phys. Rev. A 92, 053846 (2015).
[17] A. Grankin, E. Brion, E. Bimbard, R. Boddeda, I. Us-
mani, A. Ourjoumtsev, and P. Grangier, Phys. Rev. A
92, 043841 (2015).
[18] See, e.g., H. Georgi, Ann. Rev. Part. Sci. 43, 209
(1994).; D. B. Kaplan, arXiv:nucl-th/0510023 (2005).; C.
P. Burgress, Ann. Rev. Part. Sci., 57, 329 (2007).; H. W.
Hammer, J. Phys. G: Nucl. Part. Phys. 31, S1253 (2005).
[19] E. Braaten and H. W. Hammer, Phys. Rep. 428, 259
(2006).
[20] E. Braaten and A. Nieto, Phys. Rev. B 56, 14 745 (1997);
Phys. Rev. B 55, 8090 (1997).
[21] S. K. Adhikari, T. Frederico, and I. D. Goldman, Phys.
Rev. Lett. 74, 487 (1995).
[22] P. F. Bedaque, H.-W. Hammer, and U. van Kolck, Phys.
Rev. Lett. 82, 463 (1999).
[23] M. Fleischhauer, A. Imamoglu, and J. P. Marangos, Rev.
Mod. Phys. 77, 633 (2005).
[24] More precisely, we define rb via V (rb) = 1/|χ2(0)| =
2~Ω2|∆|/|Ω2 −∆2| [12]. For our parameters, this defini-
tion is nearly equivalent to the one in the main text.
[25] See Supplemental Material for a derivation of the spa-
tially varying scattering length, effective range correc-
tions, EFT including the Raman resonances, and the
non-perturbative solution for V Neff .
[26] In the definition of m(z) below Eq. (1), we neglected a
small correction of order Ω2/[gc(z)]
2.
[27] M. Olshanii, Phys. Rev. Lett. 81, 938 (1998).
[28] Y. Lai and H. A. Haus, Phys. Rev. A 40, 844 (1989).
[29] P.-E´. Larre´ and I. Carusotto, Phys. Rev. A 92, 043802
(2015).
[30] M. J. Gullans et al. in preparation.
[31] V. E. Barlette, M. M. Leite, and S. K. Adhikari, Eur. J.
Phys. 21, 435 (2000).
[32] U. van Kolck, Nucl. Phys. A 645, 273 (1999).
[33] G. F. Gribakin and V. V. Flambaum, Phys. Rev. A 48,
546 (1993).
[34] V. V. Flambaum, G. F. Gribakin, and C. Harabati, Phys.
Rev. A 59, 1998 (1999).
[35] H. P. Bu¨chler, A. Micheli, and P. Zoller, Nat Phys 3, 726
(2007).
[36] H. Weimer, M. Mu¨ller, I. Lesanovsky, P. Zoller, and
H. Bu¨chler, Nature Phys. 6, 382 (2010).
[37] S. Weinberg, Phys. Rev. 133, B232 (1964).
[38] L. Rosenberg, Phys. Rev. 140, B217 (1965).
[39] S. K. Adhikari and K. L. Kowalski, Dynamical Collision
Theory and Its Applications (Academic Press, San Diego,
CA, 1991).
[40] Here we are assuming the delta-function is regularized by
a high-momentum cutoff Λ satisfying 1/rb  Λ k.
[41] R. P. Stanley, Enumerative Combinatorics, Volume 1
(Cambridge Univ. Press, Cambridge, 2011), 2nd ed.
[42] J. B. McGuire, J. Math. Phys. 5, 622 (1964).
[43] E. H. Lieb and W. Liniger, Phys. Rev. 130, 1605 (1963).
[44] L. Pricoupenko, Phys. Rev. Lett. 100, 170404 (2008).
[45] A. Imambekov, A. A. Lukyanov, L. I. Glazman, and
V. Gritsev, Phys. Rev. Lett. 104, 040402 (2010).
[46] A. Sommer, H. P. Bu¨chler, and J. Simon,
arXiv:1506.00341.
[47] S. Sevinc¸li, N. Henkel, C. Ates, and T. Pohl, Phys. Rev.
Let. 107, 153001 (2011).
[48] D. Maxwell, D. J. Szwer, D. Paredes-Barato, H. Busche,
J. D. Pritchard, A. Gauguet, M. P. A. Jones, and C. S.
Adams, Phys. Rev. A 89, 043827 (2014).
[49] V. N. Efimov, Sov. J. Nucl. Phys. 12, 589 (1971); Phys.
Rev. C 47, 1876 (1993).
[50] K. Jachymski, P. Bienias, and H. P. Bu¨chler, Phys. Rev.
Lett. 117, 053601 (2016).
Supplemental Material to the Manuscript: “Effective Field Theory for Rydberg
Polaritons”
Contents
I. Microscopic Model 1
II. Effective Range Corrections 2
1. Weak Attractive Interactions 2
2. Strong Attractive Interactions 3
III. EFT Including Raman Resonances 3
IV. Non-Perturbative N-body Interaction
Potential 3
References 5
I. MICROSCOPIC MODEL
In this section, we derive the two-body Lippmann-
Schwinger equation for an inhomogeneous density and
show that the spatially varying scattering length a(z) is
well defined when the density varies slowly compared to
the blockade radius.
The effective Hamiltonian, including decay, that de-
scribes the Rydberg polariton system is (~ = 1)
H = −ic
∫
dz Eˆ†(z)∂zEˆ(z) (S1)
−
∫
dz gc(z)
[Pˆ(z)Eˆ†(z) + h.c.]+Hp +Hint,
Hp = −
∫
dz(∆ + iγ)Pˆ†(z)Pˆ(z) (S2)
− iγsSˆ†(z)Sˆ(z)− Ω[Pˆ†(z)Sˆ(z) + h.c.],
Hint =
∫
dzdz′V (z − z′)Sˆ†(z)Sˆ†(z′)Sˆ(z′)Sˆ(z), (S3)
where Eˆ(z), Pˆ(z), and Sˆ(z) are bosonic annihilation op-
erators for a photon, excited atom, and Rydberg state at
position z. They satisfy [Eˆ(z), Eˆ†(z′)] = [Pˆ(z), Pˆ†(z′)] =
[Sˆ(z), Sˆ†(z′)] = δ(z − z′). The parameters ∆, Ω, γ, and
gc(z) are defined in the main text and γs is the halfwidth
of the s-state.
For an inhomogeneous medium it is convenient to solve
the scattering problem in real space. For a single polari-
ton we can find the propagator at frequency ω from the
equations of motion
−iωE(z) = −c∂zE + igc(z)P (z), (S4)
−iωP (z) = −(γ − i∆)P (z) + igc(z)E(z) + iΩS(z),
(S5)
−iωS(z) = −γsS(z) + iΩP (z). (S6)
The solution is given by
Eω(z, z0) =
1
Nω(z)
exp
[
i
∫ z
z0
dz′q(ω, z′)
]
, (S7)
q(ω, z) =
ω
c
(
1− [gc(z)]
2
∆˜δ˜
)
, (S8)
Pω(z, z0) = −gc(z)
∆˜
(
1 +
Ω2
∆˜δ˜
)
Eω(z, z0), (S9)
Sω(z, z0) =
gc(z)Ω
∆˜δ˜
Eω(z, z0), (S10)
where ∆˜ = ∆ + ω + iγ, δ˜ = −Ω2/∆˜ + ω + iγs, Nω(z)
is a normalization constant chosen to satisfy |Eω(z)|2 +
|Pω(z)|2 + |Sω(z)|2 = 1, and q(ω, z) is defined in Eq. (1)
in the main text for γ = γs = 0.
To each of these wavefunctions, we associate the oper-
ator
ψˆ†ω(z0) =
∫
dz
√
ρ(ω, z0)
[
Eω(z, z0)Eˆ†(z)
+ Pω(z, z0)Pˆ†(z) + Sω(z, z0)Sˆ†(z)
]
.
(S11)
where ρ(ω, z0) = dq(ω, z0)/dω is the local density of
states. For an infinite, homogeneous medium this opera-
tor creates a dark-state polariton [S1]. For a sufficiently
slowly varying density, this field becomes approximately
bosonic with the commutation relation
[ψˆω(z0), ψˆ
†
ω′(z0)] =
∫
dzρ(ω, z0)e
i
∫ z
z0
dz′[q(ω,z′)−q(ω′,z′)]
≈ ρ(ω, z0)δ[q(ω, z0)− q(ω′, z0)] = δ(ω − ω′). (S12)
When ω is on the Raman resonance ∆˜δ˜ = 0, these
solutions need to be treated with care because Eω → 0
and these states do not propagate. The Raman resonance
condition
∆˜δ˜ = (ω + iγs)(∆ + ω + iγ)− Ω2 = 0 (S13)
has the solutions
ω± = −∆ + i(γ + γs)
2
±
√
[∆ + i(γ + γs)]2
4
+ Ω2 + (γ − i∆)γs.
(S14)
We work in the limit of large ∆ and small γs, where these
resonances can be treated as if they were on the real axis.
For these two eigenstates, ψˆ†±(z0) = P±Pˆ†(z0)+S±Sˆ†(z0)
with
P± =
ω±√
Ω2 + ω2±
, (S15)
S± =
Ω√
Ω2 + ω2±
. (S16)
2= +
z1
z2 z
0
2
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FIG. S1: Diagrammatic representation of the two-body
Lippmann-Schwinger equation in real space, ν is the total
frequency of the two polaritons, dots are V (z1 − z2), and the
lines are the single-polariton propagator gss0 (z, z
′, ν).
To solve the interacting problem, Eq. (S3) implies that
we only need the propagator projected onto the Rydberg
states. We can use the eigenstates ψ†ω(z0)|0〉 to find the
propagator in a vicinity of z0
gss0 (z, z0, ν) = 〈Sˆ(z)
1
ν −H0 + i0+ Sˆ
†(z0)〉 (S17)
=
∫
dω
〈Sˆ(z)ψ†ω(z0)〉〈ψω(z0)Sˆ†(z0)〉
ν − ω + i0+
= ρ(ν, z0)Sν(z, z0)S
∗
ν(z0, z0) + χ(ν)δ(z − z0),
χ(ν) =
∑
s=±
|Ss|2
ν − ωs =
∆ + ν
(∆ + ν)ν − Ω2 . (S18)
As discussed in the main text, the χ(ν) contribution
arises from the two Raman resonances and accounts for
the saturation of the propagator at large momentum.
With this representation of the single particle prop-
agator, we can now write down the explicit Lippmann-
Schwinger equation for the transition matrix for Rydberg
polaritons in an inhomogeneous medium, represented di-
agrammatically in Fig. S1,
T2(z, z
′, ν) = V (z1 − z2)
[
δ(z − z′) (S19)
+
∫
dz′′ gss,ss0 (z, z
′′, ν)T2(z′′, z′, ν)
]
,
gss,ss0 (z, z
′′, ν) =
∫
dωgss0 (z1, z
′′
1 , ω)g
ss
0 (z2, z
′′
2 , ν − ω).
(S20)
To find the EFT parameters, we replace gss0 (z1, z
′′
1 , ω)
with the first term in the last line of Eq. (S17) and
approximate the dispersion by the formula given be-
low Eq. (1) in the main text ω = vg(z)q + q
2/2m(z).
We then replace V (z1 − z2) with the pseuodopotential
−2~2δ(r)/m(z)a(z), where z = (z1+z2)/2 and r = z1−z2
and derive an effective solution for T2. This can then
be matched to the asymptotic solution for the exact T2.
When the propagator varies slowly with z compared to
the potential (i.e., the density changes slowly on the scale
of rb), we can find T2 using the anlysis of Ref. [S2] for
a uniform density. In the next section, we discuss sev-
eral regimes where a can be found analytically with this
approach.
II. EFFECTIVE RANGE CORRECTIONS
In this section we give approximate formulas for the
scattering length a and effective range parameter r0 at
each scattering resonance for weak and strong attractive
interactions.
These parameters can be found by solving the mi-
croscopic two-body problem using Eq. (S19). Assum-
ing the density is slowly varying, we can make the local
density approximation discussed in the main text and
eliminate the center of mass momentum from Eq. (S19).
In Ref. [S2], it was shown that the solution to the re-
sulting integral equation can be found by solving a 1d
Schro¨dinger-like equation
− 1
m
∂2rψ + V
2
eff(r)ψ = νψ, (S21)
where r = z1 − z2 is the relative distance between the
two polaritons and V 2eff(r) = V (r)/[1− χ2V (r)] is shown
in Fig. 3(e) in the main text. For χ2C6 < 0 the effective
potential has no poles. In this case, the core of the po-
tential, r < rb, is approximately flat, while for r > rb it
decays as 1/r6. The relative importance of the core ver-
sus the tail of the potential can be determined by com-
paring the associated length scales: the blockade radius
rb versus the van der Waals length rvdw = (mC6)
1/4, re-
spectively. Here we focus on the regime Ω |∆|, where
rvdw can be expressed in terms of the interaction param-
eter ϕ = g2rb/c∆ as rvdw ≈ rb√ϕ. The scaling of rvdw
with ϕ indicates that, for weak interactions ϕ  1, the
low-energy scattering will be dominated by the core of
the potential, while, for strong interactions ϕ  1, the
low-energy scattering will be dominated by the van der
Waals tail. We now give approximate expressions for a
and r0 in these two regimes for attractive interactions
(m/χ2 > 0).
1. Weak Attractive Interactions
In the regime ϕ 1, the low-energy scattering is dom-
inated by the core of the potential, which can be well
approximated by a square well of width 2rb. We parame-
terize the depth as −β2rb/χ2, where β is a free parameter
chosen to match the observed scattering resonances. In
this case, the scattering states can easily be found ana-
lytically and a and r0 take the form [S3]
a = rb +
rb
β ϕ tan(β ϕ)
, (S22)
r0
rb
= 2− 2rb
a
+
2
3
r2b
a2
−
(
1− rb
a
)2(
tanβϕ
βϕ
+
1
cos2 βϕ
)
.
(S23)
In this approximation, the scattering resonances occur
when ϕ crosses npi/β. Expanding near each resonance
3gives
n = 0, a =
rb
β2ϕ2
,
r0
rb
=
2
3
β2ϕ2, (S24)
n > 0, a =
rb
βnpi δϕ
,
r0
rb
= 1− βδϕ
npi
, (S25)
where δϕ = ϕ− npi/β is assumed to be small.
We fix β by comparing Eq. (S24) to the asymptotic
result for ϕ → 0. In this limit, one can replace the
effective potential by a delta function 2v0 δ(r), with
v0 =
∫∞
0
drV 2eff(r) = −(pi/3)rb/χ2. The scattering
length takes the form a ≈ (3/pi)rb/ϕ2 [S2], which fixes
β =
√
pi/3. With this choice of β, we find Eq. (S22) is in
good agreement with the n = 0 and n = 1 scattering res-
onances characterized in Ref. [S2], but begins to deviate
at the n = 2 scattering resonance.
2. Strong Attractive Interactions
When ϕ  1, the effective potential for the polari-
tons has many features in common with the potentials
considered in models of atomic scattering [S4]. In these
models, the atomic potential U(r) is treated as having a
deep attractive core, while for large r
U(r) ≈ −Cn
rn
, (S26)
where n = 6 for van der Waals forces. For s-wave scatter-
ing, a and r0 can be found from the zero energy solution
to the radial Schro¨dinger equation
∂2rψ0 + [p(r)]
2ψ0 = 0, (S27)
where p(r) =
√−mU(r) and the boundary condition for
s-wave scattering is ψ0(0) = 0.
For the 1d Rydberg polariton problem considered
here, Eq. (S27) is equivalent to Eq. (S21) with
p(r) = ϕ/
√
r2b + r
6/r4b , but with the boundary condition
∂rψ0|r=0 = 0. Due to the similarity in the equations,
for ϕ  1, we can follow Ref. [S4, S5] to find analyti-
cal solutions for a and r0. In particular, we can solve
for ψ0 for small r using a WKB approximation, which
can then be matched to the known asymptotic solution
for ψ0 at large r. The WKB solution is valid in the re-
gion r  √ϕ rb, while the asymptotic solution is valid
when r  rb [S4]. Thus, the existence of an intermediate
regime rb  r  √ϕ rb is equivalent to the requirement
of strong interactions ϕ 1.
With these points in mind, we write the zero energy
solution as
ψ0(x) =

C√
p(r)
cos
[∫ r
0
dr′p(r′)
]
, r  √ϕ rb
√
x
[
AJ1/4
(
ϕ r2b
2 r2
)
−BN1/4
(
ϕ r2b
2 r2
)]
, r  rb
(S28)
where A, B, and C are unkown coefficients which have
to be determined by matching the two solutions in the
intermediate region and Jα (Nα) are Bessel functions of
the first (second) kind. The WKB solution is chosen to
satisfy the boundary condition that ψ0 has zero derivative
at the origin. Following a similar analysis to Ref. [S4, S5]
we solve for the coefficients A, B, and C, which determine
a and r0 as
a = a¯
[
1− tan (Φ + pi/8)], (S29)
a¯ =
Γ(3/4)
Γ(1/4)
√
2ϕ rb ≈ 0.478√ϕ rb, (S30)
Φ =
∫ ∞
0
drp(r) =
Γ(1/3)Γ(7/6)√
pi
ϕ ≈ 1.40ϕ, (S31)
r0 = 1.39
√
ϕ rb − 1.333ϕ r
2
b
a
+ 0.637
ϕ3/2 r3b
a2
(S32)
where a¯ is the scattering length averaged over Φ (exclud-
ing the resonances) and Γ(·) is the gamma function. The
scattering resonances occur when Φ = Φn = npi + 3pi/8.
Expanding near the nth resonance gives
a ≈ a¯
Φ− Φn , (S33)
while the effective range becomes r0 ≈ 1.39 rvdw.
III. EFT INCLUDING RAMAN RESONANCES
In this section, we write down an EFT that describes
the coupling between the polariton field ψˆ and the Raman
resonance excitations.
We account for the presence of the constant term in the
propagator gss0 (q, ν) by adding a fictitious pair of parti-
cles d± to the EFT
H = − 1
2m
ψˆ†∂2z ψˆ +
∑
s=±
ωsd
†
sds (S34)
+
∫
dz′Ψ†(z)Ψ†(z′)V (z − z′)Ψ(z′)Ψ(z),
Ψ(z) = α ψˆ(z) + S+d+(z) + S−d−(z), (S35)
where ω± is given by Eq. (S14) and the interaction term
accounts for all of the allowed interactions between the
fictitious particles. The terms α = gc/
√
Ω2 + g2c ≈ 1 and
S± (given by Eq. (S16)) account for the overlap of these
particles with the |s〉 state. Integrating out the fields
d± gives rise to the N -body interactions discussed in the
main text and in the section below.
IV. NON-PERTURBATIVE N-BODY
INTERACTION POTENTIAL
When |χNV (r)| > 1, the perturbative solution for V Neff
given in Eq. (8) of the main text breaks down. We now
4show how to find the non-perturbative solution to V Neff
recursively using the Rosenberg integral equations for
the connected transition matrix [S6]. We explicitly solve
these equations for N = 2, 3, and 4. Finally, we show
that, inside the blockade radius, V Neff oscillates between
attraction and repulsion with every increase in N .
Before writing the Rosenberg equations, we first intro-
duce some basic concepts needed to describe N -particle
scattering [S7]. The notion of connected scattering dia-
grams, illustrated in Fig. 3 in the main text, leads to the
cluster decomposition for the N -body transition matrix
TN =
∑
α∈P
[TN ]α, (S36)
where P is the set of all partitions of N particles into dis-
joint clusters. For example, for three particles there are
five such partitions (1)(2)(3), (12)(3), (13)(2), (23)(1),
and (123). We define nα as the number of clusters within
the partition α. We denote the particles represented
in each cluster as i1, . . . , imn , where 1 ≤ n ≤ nα and
mn is the length of the nth cluster. For the partition
(12)(3) nα = 2, m1 = 2 with i1 = 1, i2 = 2 and m2=1
with i1 = 3. We also introduce the notion of an order-
ing ≺ of the clusters: α ≺ β if every cluster in α is a
subset of the elements in clusters of β. For example,
(12)(3)(45) ≺ (123)(456), but (12)(3)(45) ⊀ (1234)(56).
To find each term in Eq. (S36), one needs to evalu-
ate the sum of all scattering diagrams where each clus-
ter in the partition is disconnected from the others, but
fully connected internally. For example, the diagram
in Fig. 3(b) of the main text contributes to [TN ]α with
α = (12)(345). In Eq. (8) of the main text we derived a
perturbative solution for the fully connected contribution
to TN , V
N
eff = [TN ]α with α = (1, . . . , N). However, this
equation breaks down for r  rb where |χNV (r)| > 1.
In this limit, V Neff has to be found non-perturbatively.
The key insight into the connected N -body scattering
diagrams is that they can each be written as the product
M `αχNL`, where L` is a diagram that ends with interac-
tion V` on the left and M
`
α can be broken into two disjoint
clusters α such that ` ⊀ α [S8, S6]. For the connected dia-
gram in Fig. 3(a) in the main text M `α = (χN )
2V12V23V24
and L` = V45, with α = (1234)(5) and ` = (45). The
Rosenberg integral equations (which are algebraic equa-
tions for a constant propagator) take advantage of this
structure to recursively define [S6, S7]
T cN` =
∑
`′
∑
α`,nα=2
[T`]α∆¯α`′χNT`′ , (S37)
T` = V` + V`χNTN =
V`
1− χN
∑
`′ V`′
, (S38)
V Neff(z; ν) =
∑
`
T cN`(z; ν), (S39)
where TN =
∑
` T`, ` = (ij) denotes a particle pair and
ranges over all N(N − 1)/2 pairs (note, we changed no-
tation from Eq. (8) in the main text), T` groups all dia-
grams contributing to TN that end with the interaction
V` on the left, and ν is the total frequency of the incom-
ing photons. The sum in Eq. (S37) is over all partitions
α with two clusters, which contain the pair `. The ma-
trix ∆¯α`′ = 1 if `
′ ⊀ α and zero otherwise. ∆¯α`′ reflects
the structure of the connected diagrams described above
and enforces that all the terms in Eq. (S37) are fully con-
nected. Using the results from Sec. I, we can also give an
explicit expression for the N -body propagator
χN (ν) =
∑
{(s1,...,sN ),si=±}
1
ν −∑Ni=1 ωsi
N∏
i=1
|Ssi |2. (S40)
Equation (S37) is recursive because [T`]α can be ex-
pressed in terms of the connected transition matrices for
1 ≤ k ≤ N − 2
[T`]α = T
Nc
N−1,`(zi1 , . . . , ziN−1), (k = 1) (S41)
[T`]α =
(
N − 3
k − 1
)
χNT
Nc
N−k,`(zi1 , . . . , ziN−k) (S42)
×
∑
`′≺(i1...ik)
TNck`′ (zi1 , . . . , zik), (k > 1)
where the superscript N denotes that TNcm` is found using
Eq. (S37) for m particles, but with the propagator χN
replacing χm. The binomial factor in front of Eq. (S42)
counts the number of ways to arrange the scattering
events between the two clusters, with the constraint that
the pair ` always interact first.
For N = 3, we find the non-perturbative solution
T c3(12) =
χ3
1− χ3
∑
` V`
V12
1− χ3V12 (V13 + V23), (S43)
T c3(13) =
χ3
1− χ3
∑
` V`
V13
1− χ3V13 (V12 + V23), (S44)
T c3(23) =
χ3
1− χ3
∑
` V`
V23
1− χ3V23 (V12 + V13), (S45)
V 3eff(z1, z2, z3; ν) =
∑
`
T c3`(z1, z2, z3; ν), (S46)
which agrees with the perturbative result from Eq. (8) in
the main text to lowest order in |χ3V`|. For N = 4, the
full expression involves considerably more terms:
T c4(12) =
χ4
1− χ4
∑
` V`
[
T 4c3(12)(z1, z2, z3)(V14 + V24 + V34)
+ T 4c3(12)(z1, z2, z4)(V13 + V23 + V34) (S47)
+ χ4T
4c
2(12)T
4c
2(34)(V13 + V14 + V23 + V24)
]
,
and similarly for the other `. Here T 4c3(12)(z1, z2, z3) is
given by T c3(12)(z1, z2, z3) from Eq. (S43) with χ3(ν) re-
placed by χ4(ν), T
4c
2(12) = V12/(1 − χ4V12) and similarly
for T 4c3(12)(z1, z2, z4) and T
4c
2(34). The resulting expression
for V 4eff, to lowest order in χ4V`, contains 96 tree diagrams
(16 unique) and agrees with Eq. (8) in the main text.
5By construction, Eq. (S37) accounts for all connected
scattering diagrams. To check that these recursive for-
mulas give the same number of terms as the perturbative
result, we use Eq. (S37)-(S42) to find a recursive formula
for the number of terms contributing to T cN`
t`2 = 1, (S48)
t`N = t
`
N−1(N − 2)(N − 1) (S49)
+
N−2∑
k=2
t`N−kt
`
k
k(k − 1)
2
(
N − 3
k − 1
)(
N − 2
k
)
(N − k)k,
where
(
N−2
k
)
is the number two-cluster partitions con-
taining ` with m1 = N − k and m2 = k and (N − k)k
is the number of non-zero elements in ∆¯α`′ for each two-
cluster partition α. Based on Eq. (8) in the main text
we expect t`N = 2(N − 2)!NN−3. This can be proved by
induction using Eq. (S49) combined with an application
of the binomial formula [S9]
(a+ b)n
a
=
n∑
k=0
(
n
k
)
(a− kc)k−1(b+ kc)n−k, (S50)
with a = 1, c = −1, b = N−1, and n = N−3. This result
helps confirm that Eq. (8) of the main text is consistent
with our non-perturbative solution for V Neff .
When all the photons are separated by much less than
the blockade radius, we can approximate V (r) by ±∞.
In this limit, TNck` saturates to a constant value that de-
pends only on N and k. By adapting the counting ar-
guments used to derive Eq. (S49), after some simplifica-
tions, we then arrive at a similar recursive formula for
V Neff (z1, . . . , zN ; ν) in this regime
V Neff (z1, . . . , zN ; ν) ≈ (−1)N−1
cN
χN
, (S51)
cN = 2cN−1 + 2
N−2∑
k=2
(
N − 3
k − 1
)(
N − 2
k − 1
)
cN−kck, (S52)
where c2 = 1 and c3 = 2. Since cN is a positive integer for
every N , we find that, similar to the perturbative result
from Eq. (10) in the main text, V Neff alternates between
attraction and repulsion for every increase in N .
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