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Abstract
LetX1, . . . , Xn be independent centered random vectors in R
d. This paper shows that, even when d
may grow with n, the probability P (n−1/2
∑n
i=1Xi ∈ A) can be approximated by its Gaussian analog
uniformly in hyperrectangles A in Rd as n → ∞ under appropriate moment assumptions, as long as
(log d)5/n→ 0. This improves a result of Chernozhukov, Chetverikov & Kato [Ann. Probab. 45 (2017)
2309–2353] in terms of the dimension growth condition. When n−1/2
∑n
i=1Xi has a common factor
across the components, this condition can be further improved to (log d)3/n → 0. The corresponding
bootstrap approximation results are also developed. These results serve as a theoretical foundation of
simultaneous inference for high-dimensional models.
Keywords: anti-concentration inequality; bootstrap; factor structure; maxima; randomized Lindeberg
method; Stein kernel
1 Introduction
Let X = (Xi)
n
i=1 be independent centered random vectors in R
d and consider the normalized sum:
SXn = (S
X
n,1, . . . , S
X
n,d)
⊤ :=
1√
n
n∑
i=1
Xi.
We assume that each coordinate of SXn has (at least) a finite second moment and write the covariance
matrix as CXn := E[S
X
n (S
X
n )
⊤]. The aim of this paper is to approximate SXn by its Gaussian analog ZXn
in law, where ZXn = (Z
X
n,1, . . . , Z
X
n,d)
⊤ denotes a d-dimensional centered Gaussian vector with covariance
matrix CXn . When n tends to infinity while d is fixed, such an approximation is commonly formulated as
convergence in law. Then, it is merely a consequence of a classical multivariate central limit theorem (CLT)
under mild regularity assumptions. Nevertheless, in a high-dimensional setting where d grows as n → ∞,
the situation is not as simple as above. In such a setting, it is typical that ZXn depends on n and has no
limit law as n → ∞, so the standard formulation is no longer meaningful. One possible way to properly
formulate the problem is to consider the convergence of some metric between the laws of SXn and Z
X
n . A
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typical choice of such a metric is the following one:
ρn(A) := sup
A∈A
∣∣P (SXn ∈ A)− P (ZXn ∈ A)∣∣ ,
whereA is a class of Borel sets in Rd. In this regard, investigation of Lyapunov type bounds for ρn(A) with
explicit dimension dependence has some history in the case thatA is the class of all convex Borel sets in Rd,
which we write Aco in the following. In particular, under appropriate moment conditions, one can conclude
ρn(Aco)→ 0 as n →∞ if d7/2/n → 0 from Bentkus (2005)’s result. Meanwhile, it has recently attracted
much attention in the probabilistic literature to derive bounds for the Wasserstein distances of order p ≥ 1
between the laws of SXn and Z
X
n in high-dimensional settings; see Bonis (2019); Courtade et al. (2019);
Eldan et al. (2018); Fathi (2019); Zhai (2018), among others. As illustrated in (Zhai, 2018, Section 1.1),
such a bound can be used to improve the dimension dependence to obtain the convergence ρn(Aco) → 0
under some situations. For example, when each Xi is isotropic and satisfies a Poincare´ inequality with
constant C independent of n, we can deduce ρn(Aco) → 0 as n → ∞ if d3/2/n → 0 from (Zhai, 2018,
Proposition 1.4) and (Courtade et al., 2019, Theorem 4.1).
As outlined above, one typically requires sub-linear dependence of d on n to get ρn(Aco) → 0 or the
convergences of theWasserstein distances. In fact, one can easily verify that this is usually necessary for get-
ting (at least) the latter convergences. Nevertheless, in modern data science, one is often interested in a situa-
tion where d is (much) larger than n. Recently, the path-breaking work of Chernozhukov, Chetverikov & Kato
(2013) has shown that, if we restrict our attention to the class A = Am of sets of the form A = {x ∈ Rd :
maxj∈J xj ≤ a} for some a ∈ R and J ⊂ {1, . . . , d} (xj denotes the j-th coordinate of x), we can de-
duce ρn(Am) → 0 as n → ∞ under appropriate moment conditions even if d is as large as eCnc for some
c, C > 0. This type of convergence is indeed enough for many statistical applications in high-dimensional
inference such as construction of simultaneous confidence intervals and strong control of the family-wise
error rate (FWER) in multiple testing; see Belloni et al. (2018) for details. This result has further been ex-
tended in Chernozhukov et al. (2017a) to the case that A = Are is the class of all hyperrectangles in Rd:
Are consists of all sets A of the form
A = {x ∈ Rd : aj ≤ xj ≤ bj for all j = 1, . . . , d}
for some −∞ ≤ aj ≤ bj ≤ ∞, j = 1, . . . , d. In particular, under suitable moment conditions, they have
obtained
ρn(Are) ≤ C
(
log7 d
n
)1/6
, (1.1)
where C > 0 is a constant independent of n; see Proposition 2.1 in Chernozhukov et al. (2017a). Indeed,
they have also shown that inequality (1.1) continues to hold true with replacing Are by a class of simple
convex sets or sparsely convex sets under appropriate assumptions; see Section 3 in Chernozhukov et al.
(2017a) for details.
From (1.1), we infer ρn(Are) → 0 as n → ∞ if (log d)7/n → 0. Although this condition is much
weaker than the ones imposed to obtain the convergence of ρn(Aco) or the Wasserstein distances, it is
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still unclear whether this condition is necessary to get the convergence ρn(Are) → 0 under reasonable
moment conditions. In fact, in Chernozhukov et al. (2017a) it is conjectured that log7 d would be replaced
by log3 d in (1.1) (see Remark 2.1 in Chernozhukov et al. (2017a)). In this paper, we show that log7 d can
be replaced by log5 d in (1.1) under the same assumptions as in Chernozhukov et al. (2017a). Moreover, if
SXn has a common factor across the components, we can further reduce log
7 d in (1.1) to log3 d. Thus, under
appropriate moment conditions, we obtain ρn(Are) → 0 as n → ∞ if (log d)5/n → 0 in a general setting
and (log d)3/n → 0 in the presence of a common factor across the components of SXn . Note that it is still
unknown whether these conditions are improvable or not in a minimax sense (see the end of Section 2 for a
discussion).
We shall mention that there are a few relevant studies which intend to relax the dimension growth con-
ditions in convergences related to the above problems: Deng & Zhang (2017) have shown that the condition
(log d)5/n→ 0 is sufficient to obtain the consistency of some bootstrap approximations formax1≤j≤d SXn,j.
They have also shown that the Rademacher bootstrap approximation for max1≤j≤d SXn,j is consistent if
(log d)4/n → 0 and Xi’s are symmetric. Kuchibhotla et al. (2019) have proved ρn(Am) → 0 as n → ∞
under the condition (log d)4/n → 0 when the median of max1≤j≤d ZXn,j is tight as n → ∞. Compared
to these existing results, this paper directly improves the dimension growth conditions of some estimates
obtained in Chernozhukov et al. (2017a); see Remark 2.1 (see also Remarks 2.2 and 3.2).
The remainder of the paper is organized as follows. Section 2 presents the main results of the paper,
while Section 3 develops a bootstrap approximation theorem complementing the main results in terms of
statistical applications. Section 4 demonstrates a fundamental lemma and its proof. Sections 5–6 are devoted
to the proofs for the results stated in Sections 2–3.
Notation
Throughout the paper, we assume d ≥ 3 and n ≥ 3. We regard all vectors as column vectors. Given
a vector x ∈ Rd, we denote by xj the j-th coordinate of x, i.e. x = (x1, . . . , xd)⊤. Here, ⊤ means
transposition of a matrix. We write ‖x‖ℓ∞ = max1≤j≤d |xj |. Given a sequence X = (Xi)ni=1 of random
vectors in Rd, we denote the j-th component of Xi by Xij or Xi,j . For a positive integer k, we write
[k] := {1, . . . , k}. B(R) denotes the Borel σ-field of R. For a function h : Rd → R, we set ‖h‖∞ :=
supx∈Rd |h(x)|. Cmb (Rd) denotes the space of all Cm functions all of whose partial derivatives are bounded.
We write ∂j1...jr =
∂r
∂xj1 ···∂xjr for short. Given a random variable ξ, we set ‖ξ‖p := {E[|ξ|
p]}1/p for every
p > 0. Also, we define the ψ1-Orlicz norm of ξ by ‖ξ‖ψ1 := inf{C > 0 : E[ψ1(|ξ|/C)] ≤ 1}, where
ψ1(x) := exp(x) − 1. For two real numbers a and b, the notation a . b means that a ≤ cb for some
universal constant c > 0.
2 Main results
The following quantities play a key role to deduce our results:
Definition 2.1. For a random vector F in Rd, the concentration function CF : (0,∞)→ [0, 1] is defined by
CF (ε) := sup
y∈Rd
P
(
0 ≤ max
1≤j≤d
(Fj − yj) ≤ ε
)
, ε > 0.
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We also set
ΘX := sup
ε>0
ε−1CZXn (ε).
This definition of the concentration function CF is a multivariate extension of the one used in Section 2
of (Le Cam, 1986, Chapter 15). When d = 1, CF is essentially the same quantity as the Le´vy concentration
function considered in (Chernozhukov et al., 2015, Definition 1). In fact, in this case we evidently have
CF (2ε) = sup
y∈R
P (|F − y| ≤ ε) .
The quantity ΘX measures the degree of anti-concentrations of Z
X
n . As emphasized in Chernozhukov et al.
(2013, 2015), it is crucial that ZXn exhibits reasonable anti-concentrations with respect to the dimension d
in order to obtain high-dimensional CLTs.
The following is the main result of the paper.
Theorem 2.1. Assume ΘX < ∞. Assume also max1≤j≤d n−1
∑n
i=1 E[X
4
ij ] ≤ B2n for some constant
Bn ≥ 1. Then the following statements hold true:
(a) If max1≤i≤nmax1≤j≤d ‖Xij‖ψ1 ≤ Bn, there is a universal constant C > 0 such that
ρn(Are) ≤ CΘ2/3X
(
δ
1/6
n,1 + δ
1/3
n,2
)
,
where
δn,1 :=
B2n(log d)
3
n
, δn,2 :=
B2n(log d)
2(log n)2
n
.
(b) Ifmax1≤i≤n ‖max1≤j≤d |Xij |‖q ≤ Dn for some q ∈ (2,∞) andDn ≥ 1, there is a constantKq > 0
which depends only on q such that
ρn(Are) ≤ KqΘ2/3X
{
δ
1/6
n,1 + δn,2(q)
1/3
}
,
where
δn,2(q) :=
D2n(log d)
2−2/q
n1−2/q
.
To get meaningful estimates from Theorem 2.1, we need to bound the quantity ΘX . The following
result, which is called Nazarov’s inequality in Chernozhukov et al. (2017a), can be used for this purpose
(see Chernozhukov et al. (2017b) for the proof).
Lemma 2.1 (Nazarov’s inequality). LetZ be a centered Gaussian vector inRd with σ := min1≤j≤d ‖Zj‖2 >
0. Then, for any ε > 0,
CZ(ε) ≤ ε
σ
(
√
2 log d+ 2).
Theorem 2.1 and Lemma 2.1 immediately yield the following result.
Corollary 2.1. Assume σ := min1≤j≤d ‖SXn,j‖2 > 0. Then, under the assumptions of Theorem 2.1(a), there
is a universal constant C > 0 such that
ρn(Are) ≤ C
σ2/3
(
B2n(log dn)
5
n
)1/6
.
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Also, under the assumptions of Theorem 2.1(b), there is a constant Kq > 0 depending only on q such that
ρn(Are) ≤ Kq
σ2/3

(
B2n(log d)
5
n
)1/6
+
(
D2n(log d)
3−2/q
n1−2/q
)1/3 .
Remark 2.1. Corollary 2.1 improves the bounds given by (Chernozhukov et al., 2017a, Proposition 2.1)
in terms of dimension dependence under the same assumptions. In particular, we have ρn(Are) → 0 as
n → ∞ if (log d)5/n = o(1), provided that maxi,j ‖Xij‖ψ1 = O(1) or maxi ‖maxj |Xij |‖4 = O(1).
As a consequence, we can readily improve the dimension growth conditions in existing results obtained
by applications of Proposition 2.1 in Chernozhukov et al. (2017a) (or Corollary 2.1 in Chernozhukov et al.
(2013)). For example, the condition (log p1)
7 = o(n) imposed in (Belloni et al., 2015, Corollary 3) can
be replaced by (log p1)
5 = o(n). Another example is Condition E in (Belloni et al., 2018, Theorem 2.1),
where we can replace log7(pn) by log5(pn).
In some situation we can bound ΘX by a dimension-free constant. This is the case when S
X
n has a
common factor across the components:
Lemma 2.2. Let Z be a centered Gaussian vector in Rd. Also, let ζ be a standard Gaussian variable
independent of Z . Let a1, . . . , ad be non-zero real numbers and define F := (Z1 + a1ζ, . . . , Zd + adζ)
⊤.
Then we have
CF (ε) ≤ ε√
2pia
for any ε > 0, where a := min1≤j≤d |aj |.
Lemma 2.2 is inspired by Lemma 1 in (Le Cam, 1986, Chapter 15). In fact, if a1 = · · · = ad, Lemma
2.2 is obtained as a special case of that lemma.
Corollary 2.2. Suppose that there is a vector a ∈ Rd such that CXn − aa⊤ is positive semidefinite and
a := min1≤j≤d |aj | > 0. Then, under the assumptions of Theorem 2.1(a), there is a universal constant
C > 0 such that
ρn(Are) ≤ C
a2/3
(
δ
1/6
n,1 + δ
1/3
n,2
)
.
Also, under the assumptions of Theorem 2.1(b), there is a constant Kq > 0 depending only on q such that
ρn(Are) ≤ Kq
a2/3
{
δ
1/6
n,1 + δn,2(q)
1/3
}
.
Remark 2.2. If we restrict our attention to ρn(Am), i.e. Gaussian approximation for max1≤j≤d SXn,j, the
quantity ΘX appearing in Theorem 2.1 can be replaced by the following one:
sup
ε>0
ε−1 sup
t∈R
P
(
0 ≤ max
1≤j≤d
ZXn,j − t ≤ ε
)
.
To bound this quantity, we can benefit from some recently established anti-concentration inequalities. For
example, Theorem 2.2 in Kuchibhotla et al. (2019) develops a dimension-free bound based on the me-
dian of max1≤j≤d |ZXn,j|, while Theorem 3.2 in Belloni & Oliveira (2018) deals with a situation where
min1≤j≤d ‖SXn,j‖2 is small (see also the proof of (Lopes et al., 2018, Proposition C.1)).
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By Theorem 2.1, when maxi,j ‖Xij‖ψ1 = O(1) or maxi ‖maxj |Xij |‖4 = O(1) as n → ∞, we have
ρn(Are)→ 0 if Θ4X(log d)3/n→ 0. Then, it is interesting to ask whether the condition Θ4X(log d)3/n→ 0
can be weakened or not. Thus far the answer is not known to the author’s knowledge, but it might be worth
mentioning that there is a situation where the condition (log d)3/n→ 0 cannot be weakened:
Proposition 2.1. Let ξ = (ξij)
∞
i,j=1 be an array of i.i.d. random variables such that ‖ξij‖ψ1 <∞, E[ξij ] =
0, E[ξ2ij ] = 1 and γ := E[ξ
3
ij] < 0. Also, let ζ = (ζj)
∞
j=1 be a sequence of i.i.d. standard normal variables.
Then, if the sequence dn ∈ N satisfies (log dn)3/n→ c as n→∞ for some c > 0, we have
lim sup
n→∞
sup
x∈R
∣∣∣∣∣P
(
max
1≤j≤dn
1√
n
n∑
i=1
ξij ≤ x
)
− P
(
max
1≤j≤dn
ζj ≤ x
)∣∣∣∣∣ > 0.
The proof of Proposition 2.1 is based on a Crame´r type large deviation result, and it has already been
mentioned (at least informally) in the literature; see e.g. Hall (2006) (see also Remark 1 in Chen (2018)).
Note that the proposition does not imply that the condition Θ4X(log d)
3/n → 0 is necessary because ΘX is
of order
√
log d under the assumptions of the proposition; see Example 2 in Chernozhukov et al. (2015).
3 Bootstrap approximation
In terms of statistical applications, the Gaussian approximation results obtained in the previous section
are infeasible unless the covariance matrix CXn is known for statisticians. Moreover, even if this is the case,
the probability P (ZXn ∈ A) is analytically intractable for a general set A ∈ Are. For these reasons, this
section develops bootstrap approximation for P (ZXn ∈ A) with A ∈ Are, following Chernozhukov et al.
(2017a).
Let w = (wi)
n
i=1 be a sequence of independent random variables independent of X. We consider the
wild bootstrap (also called the multiplier bootstrap) with multiplier variables w as
SWBn = (S
WB
n,1 , . . . , S
WB
n,d )
⊤ :=
1√
n
n∑
i=1
wi
(
Xi − X¯
)
,
where X¯ := n−1
∑n
i=1Xi. We set
ρWBn (Are) := sup
A∈Are
∣∣P (SWBn ∈ A | X)− P (ZXn ∈ A)∣∣ .
Theorem 3.1. Suppose that E[wi] = 0 and E[w
2
i ] = 1 for every i. Suppose also that there is a constant
b ≥ 1 such that |wi| ≤ b a.s. for every i. Then the following statements hold true:
(a) Under the assumptions of Theorem 2.1(a), there is a universal constant C ′ > 0 such that
E[ρWBn (Are)] ≤ C ′Θ2/3X
(
(b2δn,1)
1/6 + (b2δn,2)
1/3
)
.
(b) Under the assumptions of Theorem 2.1(b), there is a constant K ′q > 0 depending only on q such that
E[ρWBn (Are)] ≤ K ′qΘ2/3X
(
(b2δn,1)
1/6 + (b2δn,2(q))
1/3
)
.
Theorem 3.1 and Lemma 2.1 yield the following counterpart of Corollary 2.1.
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Corollary 3.1. Assume σ := min1≤j≤d ‖SXn,j‖2 > 0. Then, under the assumptions of Theorem 3.1(a), there
is a universal constant C ′ > 0 such that
E[ρWBn (Are)] ≤
C ′
σ2/3
(
b2B2n(log dn)
5
n
)1/6
. (3.1)
Also, under the assumptions of Theorem 3.1(b), there is a constant K ′q > 0 depending only on q such that
E[ρWBn (Are)] ≤
K ′q
σ2/3

(
b2B2n(log d)
5
n
)1/6
+
(
b2D2n(log d)
3−2/q
n1−2/q
)1/3 . (3.2)
It is of course possible to derive a bootstrap counterpart of Corollary 2.2. We omit the precise statement.
Remark 3.1 (Relation to Chernozhukov et al. (2017a)). Chernozhukov et al. (2017a) have established sim-
ilar results to Corollary 3.1 when w is Gaussian. Indeed, they have derived stronger results that the prob-
abilities of ρWBn (Are(d)) exceeding the right hand sides of (3.1) or (3.2) are small; see Proposition 4.1 in
Chernozhukov et al. (2017a) for details. It is presumably possible to obtain similar results in our case by
showing that the variables appearing in the right side of (6.1) concentrate at their expectations.
Remark 3.2 (Relation to Deng & Zhang (2017)). Deng & Zhang (2017) have developed analogous results
to Corollary 3.1 for
sup
A∈Am
∣∣P (SWBn ∈ A | X)− P (SXn ∈ A)∣∣
instead of ρWBn (Are); see their Corollaries 1 and 3. They have indeed established stronger estimates as the
one stated in Remark 3.1. Also, they allow w to be sub-Gaussian (rather than bounded) and their estimates
seem to be slightly sharper than ours. Meanwhile, unlike Deng & Zhang (2017), we do not impose the
condition E[w3i ] = 1.
Remark 3.3 (Empirical bootstrap). It seems difficult to derive a result comparable to Theorem 3.1 for
Efron’s empirical bootstrap using our proof technique. This is because we need to bound a quantity of the
form E[
∑n
i=1max1≤j≤dX
4
ij] rather than E[max1≤j≤d
∑n
i=1X
4
ij ] while we apply our key Lemma 4.1 in
order to derive such a result for Efron’s empirical bootstrap. We shall remark that this issue has also been
pointed out in Deng & Zhang (2017) (see page 6 of the paper).
4 Fundamental lemma
The basic strategy for the proofs of the main results is the same as the one used in the proof of
(Chernozhukov et al., 2013, Theorem 2.2), which is based on (Chernozhukov et al., 2013, Theorem 2.1)
and an anti-concentration inequality. Here, since we do not explicitly bound the quantity ΘX , we need to
establish only a counterpart of the former. This part is the main technical development of this paper and the
result is given as follows:
Lemma 4.1. Let Z be a centered Gaussian vector inRd with covariance matrix C = (Cjk)1≤j,k≤d. Suppose
that E[X4ij ] <∞ for all i, j. Then, there is a universal constant C > 0 such that
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P(
max
1≤j≤d
(SXn,j − yj) ∈ A
)
≤ P
(
max
1≤j≤d
(Zj − yj) ∈ A5ε
)
+ C
{
ε−2
(
∆Xn,0 log d+∆
X
n,1
√
(log d)3
n
)
+ ε−4∆Xn,2(ε)
(log d)3
n
}
(4.1)
for any y ∈ Rd, ε > 0 and A ∈ B(R), where
∆Xn,0 := max
1≤j,k≤d
∣∣∣∣∣ 1n
n∑
i=1
E[XijXik]− Cjk
∣∣∣∣∣ , ∆Xn,1 :=
√√√√ 1
n
E
[
max
1≤j≤d
n∑
i=1
X4ij
]
and
∆Xn,2(ε) :=
1
n
n∑
i=1
E
[‖Xi‖4ℓ∞ ; ‖Xi‖ℓ∞ > √nε/(3 log d)] .
Lemma 4.1 can be seen as a variant of (Chernozhukov et al., 2014, Theorem 4.1) and (Chernozhukov et al.,
2016, Theorem 3.1), and it is closely related to Gaussian couplings formax1≤j≤d(SXn,j−yj); see Lemma 4.1
in Chernozhukov et al. (2014). The proof strategy is basically the same as these two theorems and consists
of the following two steps: First, we approximate the indicator function 1A and the maximum function by
appropriate smooth functions. Second, we estimate |E[g(SXn − y)] − E[g(Z − y)] for a particular class of
smooth functions g and establish their “good” bounds with respect to d. To get good bounds in the second
step, we partially follow the idea of Deng & Zhang (2017), where a randomized version of the Lindeberg
method is developed to improve the dimension dependence of bootstrap approximations formax1≤j≤d SXn,j.
To transfer this improvement to Gaussian approximations for max1≤j≤d SXn,j , we show that the dimension
dependence of Gaussian approximations is improvable for specific wild bootstraps of SXn by the Stein kernel
method. All together, we will complete the proof of Lemma 4.1.
Remark 4.1 (Application to empirical processes). As developed in Chernozhukov et al. (2014, 2016), it will
be possible to apply Lemma 4.1 for obtaining Gaussian approximations for suprema of empirical processes.
We remark that this could improve the convergence rate of such an approximation since the term multiplied
by ε−4 is often dominated by the term multiplied by ε−2 in (4.1) under suitable moment conditions as in
Lemmas 5.7–5.8; see Remark 4.8 in Koike (2019a) for an explanation of why this improves the convergence
rate. Nevertheless, this topic is beyond the scope of this paper and left for future work.
The remainder of this section is devoted to the proof of Lemma 4.1.
4.1 Smooth approximation
We begin by approximating the indicator function 1A and the maximum function by smooth functions.
For the indicator function, we will use the following result.
Lemma 4.2 (Chernozhukov et al. (2016), Lemma 5.1). For any ε > 0 and Borel set A of R, there is a C∞
function h : R→ R satisfying the following conditions:
(i) There is a universal constant C > 0 such that ‖h(r)‖∞ ≤ Cε−r for r = 1, 2, 3, 4.
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(ii) 1A(x) ≤ h(x) ≤ 1A3ε(x) for all x ∈ R.
Remark 4.2. Formally, Lemma 5.1 in Chernozhukov et al. (2016) states that condition (i) in the above is
satisfied only for r = 1, 2, 3, but the function constructed there indeed satisfies this condition for r = 4.
Next we introduce the following special form of smooth approximation of the maximum function: For
each β > 0, we define the function Φβ : R
d → R by
Φβ(x) = β
−1 log
 d∑
j=1
eβxj
 .
This “smooth max function” is one of the key constituents in the Chernozhukov-Chetverikov-Kato theory.
One can easily verify the following inequality (cf. Eq.(1) in Chernozhukov et al. (2015)):
0 ≤ Φβ(x)− max
1≤j≤d
xj ≤ β−1 log d (4.2)
for any x ∈ Rd. Thus, Φβ better approximates the maximum function as the value of β increases. The next
lemma summarizes Lemmas 5–6 in Deng & Zhang (2017) and highlights the key properties of this smooth
max function:
Lemma 4.3. For any β > 0, m ∈ N and Cm function h : R → R, there is an R⊗m-valued function
Υβ(x) = (Υ
j1,...,jm
β (x))1≤j1,...,jm≤d on R
d satisfying the following conditions:
(i) For any x ∈ Rd and j1, . . . , jm ∈ [d], we have |∂j1...jm(h ◦ Φβ)(x)| ≤ Υj1,...,jmβ (x).
(ii) For every x ∈ Rd, we have
d∑
j1,...,jm=1
Υj1,...,jmβ (x) ≤ cm max1≤k≤m β
m−k‖h(k)‖∞,
where cm > 0 depends only onm.
(iii) For any x, t ∈ Rd and j1, . . . , jm ∈ [d], we have
e−8‖t‖ℓ∞βΥj1,...,jmβ (x+ t) ≤ Υj1,...,jmβ (x) ≤ e8‖t‖ℓ∞βΥj1,...,jmβ (x+ t).
As a result, given two random variables F and G, we explore bounds for the quantity
ρh,β(F,G) := sup
y∈Rd
|E [h (Φβ(F − y))]− E [h (Φβ(G− y))]|
for a (smooth) bounded function h : R→ R and β > 0 in the following.
4.2 Randomized Lindeberg method
The next lemma essentially has the same content as (Deng & Zhang, 2017, Theorem 5). For the sake of
completeness, we give a self-contained proof.
In the following, we will use the standard multi-index notation: For a multi-index λ = (λ1, . . . , λd) ∈
Z
d
+, we set |λ| := λ1 + · · · + λd, λ! := λ1! · · ·λd! and ∂λ := ∂λ11 · · · ∂λdd as usual. Also, given a vector
x = (x1, . . . , xd) ∈ Rd, we write xλ = xλ11 · · · xλdd .
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Lemma 4.4. LetX = (Xi)
n
i=1 and Y = (Yi)
n
i=1 be two sequences of independent centered random vectors
in Rd. Suppose that there is an integer m ≥ 3 such that E[|Xij |m + |Yij|m] < ∞ for all i ∈ [N ], j ∈ [d]
and E[Xλi ] = E[Y
λ
i ] for all i ∈ [N ] and λ ∈ Zd+ with |λ| ≤ m− 1. Then, for any h ∈ Cmb (R) and β > 0,
we have
ρh,β(S
X
n , S
Y
n )
≤ Cmn−
m
2
(
max
1≤l≤m
βm−l‖h(l)‖∞
){
max
1≤j≤d
n∑
i=1
E[|Xij |m + |Yij|m] +
n∑
i=1
E[‖Xi‖mℓ∞ ; ‖Xi‖ℓ∞ >
√
n/β]
+
n∑
i=1
E[‖Yi‖mℓ∞ ; ‖Yi‖ℓ∞ >
√
n/β] +
n∑
i=1
P
(‖Xi‖ℓ∞ ∨ ‖Yi‖ℓ∞ > √n/β) max
1≤j≤d
E[|Xij |m + |Yij|m]
}
,
where Cm > 0 depends only onm.
Proof. We may assume that X and Y are independent without loss of generality. Throughout the proof,
for two real numbers a and b, the notation a .m b means that a ≤ cmb for some constant cm > 0 which
depends only onm.
Take a vector y ∈ Rd and define the function Ψ : Rd → R by Ψ(x) = h(Φβ(x − y)) for x ∈ Rd. We
denote by Sn the set of all permutations of [n]. For any σ ∈ Sn and k ∈ [n], we set
Sσn(k) :=
1√
n
k∑
i=1
Xσ(i) +
1√
n
n∑
i=k+1
Yσ(i) and Ŝ
σ
n(k) := S
σ
n(k)−
1√
n
Xσ(k).
By construction Ŝσn(k) is independent of Xσ(k) and Yσ(k). We also have S
σ
n(k) = Ŝ
σ
n(k) + n
−1/2Xσ(k) and
Sσn(k− 1) = Ŝσn(k) +n−1/2Yσ(k) (with Sσn(0) := n−1/2
∑n
i=1 Yσ(i)). Moreover, it holds that S
σ
n(n) = S
X
n
and Sσn(0) = S
Y
n . Therefore, we have∣∣E [Ψ(SX)]− E [Ψ(SYn )]∣∣ = 1n! ∑
σ∈Sn
|E [Ψ(Sσn(n))]− E [Ψ(Sσn(0))]|
≤ 1
n!
∑
σ∈Sn
n∑
k=1
|E [Ψ(Sσn(k))] − E [Ψ(Sσn(k − 1))]| . (4.3)
Now, whenW = X orW = Y , Taylor’s theorem and the independence ofWσ(k) from Ŝ
σ
n(k) yield
E
[
Ψ
(
Ŝσn(k) + n
−1/2Wσ(k)
)]
=
∑
λ∈Zd
+
:|λ|≤m−1
n−|λ|/2
λ!
E
[
∂λΨ
(
Ŝσn(k)
)]
E
[
W λσ(k)
]
+Rσk [W ],
where
Rσk [W ] := n
−m/2 ∑
λ∈Zd
+
:|λ|=m
m
λ!
∫ 1
0
(1− t)m−1 E
[
∂λΨ
(
Ŝσn(k) + tn
−1/2Wσ(k)
)
W λσ(k)
]
dt.
Since we have E[Xλi ] = E[Y
λ
i ] for all i ∈ [N ] and λ ∈ Zd+ with |λ| ≤ m− 1 by assumption, we obtain
|E [Ψ (Sσn(k))]− E [Ψ (Sσ(k − 1))]| ≤ |Rσk [X]|+ |Rσk [Y ]|. (4.4)
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We estimate Rσk [W ] as
|Rσk [W ]| ≤ Iσk [W ] + IIσk [W ], (4.5)
where
I
σ
k [W ] := n
−m
2
∑
λ∈Zd
+
:|λ|=m
m
λ!
∫ 1
0
(1− t)m−1 E
[∣∣∣∂λΨ(Ŝσn(k) + tn−1/2Wσ(k))W λσ(k)∣∣∣ ; ‖Wσ(k)‖ℓ∞ ≤ √n/β] dt,
II
σ
k [W ] := n
−m
2
∑
λ∈Zd
+
:|λ|=m
m
λ!
∫ 1
0
(1− t)m−1 E
[∣∣∣∂λΨ(Ŝσn(k) + tn−1/2Wσ(k))W λσ(k)∣∣∣ ; ‖Wσ(k)‖ℓ∞ > √n/β] dt.
Lemma 4.3 yields
1
n!
∑
σ∈Sn
n∑
k=1
II
σ
k [W ] .m n
−m
2 max
1≤l≤m
βm−l‖h(l)‖∞
n∑
i=1
E[‖Wi‖mℓ∞ ; ‖Wi‖ℓ∞ >
√
n/β]. (4.6)
Now we focus on Iσk [W ]. By Lemma 4.3 we obtain
I
σ
k [W ] . n
−m
2
d∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝσn(k)− y)∣∣∣ |Wσ(k),j1 |m]
= n−
m
2
d∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝσn(k)− y)∣∣∣]E[|Wσ(k),j1 |m]
= n−
m
2
d∑
j1,...,jm=1
{
E
[∣∣∣Υj1,...,jm (Ŝσn(k)− y)∣∣∣ ; Eσ,k]+ E [∣∣∣Υj1,...,jm (Ŝσn(k)− y)∣∣∣ ; Ecσ,k]}E[|Wσ(k),j1 |m]
=: Aσk [W ] +B
σ
k [W ], (4.7)
where Eσ,k := {‖Xσ(k)‖ℓ∞ ∨ ‖Yσ(k)‖ℓ∞ ≤
√
n/β}. To estimate Aσk [W ], we adopt an argument analogous
to the proof of Eq.(6.7) in Koike (2019b), which is inspired by the proof of (Deng & Zhang, 2017, Lemma
2). Let (δi)
n
i=1 be a sequence of i.i.d. Bernoulli variables independent of X and Y with P (δi = 1) =
1− P (δi = 0) = i/(n + 1). We set ζk,i := δkXi + (1− δk)Yi for all k, i ∈ [n]. Then Lemma 4.3 yields
A
σ
k [W ] . n
−m
2
d∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝσn(k) + n− 12 ζk,σ(k) − y)∣∣∣]E[|Wσ(k),j1 |m].
Next, for any k, i ∈ [n], we set
Ak,i = {(A,B) : A ⊂ [n], B ⊂ [n], A ∪B = [n] \ {i},#A = k − 1,#B = n− k},
where #S denotes the number of elements in a set S. We also set
Ak = {(A,B) : A ⊂ [n], B ⊂ [n], A ∪B = [n],#A = k,#B = n− k}
for every k ∈ {0, 1 . . . , n}. Moreover, for any (A,B) ∈ ⋃nk=0Ak and k ∈ [n], we set
W
(A,B)
k =
{
Xk if k ∈ A,
Yk if k ∈ B.
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Then we define S
(A,B)
n :=
∑n
k=1W
(A,B)
k and Ŝ
(A,B)
n (i) :=
∑n
k=1,k 6=iW
(A,B)
k for i = 1, . . . , n. Finally, for
any σ ∈ Sn and k ∈ [n] we set Aσk := {σ(1), . . . , σ(k− 1)} and Bσk := {σ(k +1), . . . , σ(n)}. Now, since
Ŝσn(k) = Ŝ
(Aσ
k
,Bσ
k
)
n (σ(k)) for every k ∈ [n], we obtain
1
n!
∑
σ∈Sn
n∑
k=1
A
σ
k [W ]
.
n−
m
2
n!
∑
σ∈Sn
n∑
k=1
d∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝ(Aσk ,Bσk )n (σ(k)) + n− 12 ζk,σ(k) − y)∣∣∣]E[|Wσ(k),j1 |m]
=
n−
m
2
n!
n∑
k=1
n∑
i=1
∑
σ∈Sn:σ(k)=i
d∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝ(Aσk ,Bσk )n (i) + n− 12 ζk,i − y)∣∣∣]E[|Wi,j1 |m]
= n−
m
2
n∑
k=1
(k − 1)!(n − k)!
n!
n∑
i=1
∑
(A,B)∈Ak,i
d∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝ(A,B)n (i) + n− 12 ζk,i − y)∣∣∣]E[|Wi,j1 |m],
where we use the identity #{σ ∈ Sn : Aσk = A, σ(k) = i} = (k − 1)!(n − k)! to deduce the last equality.
Now, for (A,B) ∈ Ak,i we have Ŝ(A,B)n (i) + n− 12Xi = S(A∪{i},B)n and Ŝ(A,B)n (i) + n− 12Yi = S(A,B∪{i})n ,
so we obtain
1
n!
∑
σ∈Sn
n∑
k=1
A
σ
k [W ]
. n−
m
2
n∑
k=1
(k − 1)!(n − k)!
n!
n∑
i=1
∑
(A,B)∈Ak,i
d∑
j1,...,jm=1
{
k
n+ 1
E
[∣∣∣Υj1,...,jm (Ŝ(A∪{i},B)n − y)∣∣∣]E[|Wi,j1 |m]
+
n+ 1− k
n+ 1
E
[∣∣∣Υj1,...,jm (Ŝ(A,B∪{i})n − y)∣∣∣]E[|Wi,j1 |m]}
= n−
m
2
n∑
k=1
k!(n− k)!
(n+ 1)!
n∑
i=1
∑
(A,B)∈Ak,i
d∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝ(A∪{i},B)n − y)∣∣∣]E[|Wi,j1 |m]
+ n−
m
2
n∑
k=1
(k − 1)!(n + 1− k)!
(n+ 1)!
n∑
i=1
∑
(A,B)∈Ak,i
∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝ(A,B∪{i})n − y)∣∣∣]E[|Wi,j1 |m]
= n−
m
2
n∑
k=1
k!(n− k)!
(n+ 1)!
n∑
i=1
∑
(A,B)∈Ak,i
d∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝ(A∪{i},B)n − y)∣∣∣]E[|Wi,j1 |m]
+ n−
m
2
n−1∑
k=0
k!(n − k)!
(n+ 1)!
n∑
i=1
∑
(A,B)∈Ak+1,i
∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝ(A,B∪{i})n − y)∣∣∣]E[|Wi,j1 |m]
= n−
m
2
n∑
k=1
k!(n− k)!
(n+ 1)!
n∑
i=1
∑
(A,B)∈Ak :i∈A
d∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝ(A,B)n − y)∣∣∣]E[|Wi,j1 |m]
+ n−
m
2
n−1∑
k=0
k!(n − k)!
(n+ 1)!
n∑
i=1
∑
(A,B)∈Ak :i∈B
∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝ(A,B)n − y)∣∣∣]E[|Wi,j1 |m]
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= n−
m
2
n∑
k=0
k!(n− k)!
(n+ 1)!
n∑
i=1
∑
(A,B)∈Ak
d∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝ(A,B)n − y)∣∣∣]E[|Wi,j1 |m]
≤ n−m2
n∑
k=0
k!(n− k)!
(n+ 1)!
∑
(A,B)∈Ak
d∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝ(A,B)n − y)∣∣∣] max
1≤j≤d
n∑
i=1
E[|Wi,j |m].
Therefore, noting #Ak = n!/{k!(n − k)!}, we conclude by Lemma 4.3 that
1
n!
∑
σ∈Sn
n∑
k=1
A
σ
k [W ] .m n
−m
2 max
1≤l≤m
βm−l‖h(l)‖∞ max
1≤j≤d
n∑
i=1
E[|Wi,j |m]. (4.8)
Next we estimate Bσk [W ]. Using the independence of Xσ(k) and Yσ(k) from Ŝ
σ
n(k) as well as Lemma 4.3,
we obtain
B
σ
k [W ] ≤ n−
m
2
d∑
j1,...,jm=1
E
[∣∣∣Υj1,...,jm (Ŝσn(k)− y)∣∣∣]P (Ecσ,k) max
1≤j≤d
E[|Wσ(k),j |m]
.m n
−m
2 max
1≤l≤m
βm−l‖h(l)‖∞P
(Ecσ,k) max
1≤j≤d
E[|Wσ(k),j |m].
Thus we conclude that
1
n!
∑
σ∈Sn
n∑
k=1
B
σ
k [W ] .m n
−m
2 max
1≤l≤m
βm−l‖h(l)‖∞
n∑
i=1
P
(‖Xi‖ℓ∞ ∨ ‖Yi‖ℓ∞ > √n/β) max
1≤j≤d
E[|Wi,j |m].
(4.9)
Combining (4.7) with (4.8)–(4.9), we obtain
1
n!
∑
σ∈Sn
n∑
k=1
I
σ
k [W ] .m n
−m
2
(
max
1≤l≤m
βm−l‖h(l)‖∞
){
max
1≤j≤d
n∑
i=1
E[|Wi,j|m]
+
n∑
i=1
P
(‖Xi‖ℓ∞ ∨ ‖Yi‖ℓ∞ > √n/β) max
1≤j≤d
E[|Wi,j |m]
}
. (4.10)
Now, combining (4.3)–(4.4) with (4.5)–(4.6) and (4.10), we obtain the desired result.
4.3 Stein kernel
Definition 4.1 (Stein kernel). Let F be a centered random vector in Rd. A d× d matrix-valued measurable
function τF = (τ
ij
F )1≤i,j≤d on R
d is called a Stein kernel for (the law of) F if E[|τ ijF (F )|] < ∞ for any
i, j ∈ [d] and
d∑
j=1
E[∂jϕ(F )Fj ] =
d∑
i,j=1
E[∂ijϕ(F )τ
ij
F (F )]
for any ϕ ∈ C∞b (Rd).
When a random vector F has a Stein kernel, it serves for obtaining a good upper bound of ρh,β(F,Z) for
a Gaussian vector Z . This is formally developed in Section 4 of Koike (2019b) with inspired by arguments
in Chernozhukov et al. (2015) and Koike (2019a):
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Lemma 4.5 (Koike (2019b), Lemma 4.1). Let F and Z be centered random vectors in Rd. Assume Z is
Gaussian. Assume also that F has a Stein kernel τF = (τ
ij
F )1≤i,j≤d. Then we have
ρh,β(F,Z) ≤ 3
2
max{‖h′′‖∞, β‖h′‖∞}E
[
max
1≤i,j≤d
|τ ijF (F )− E[ZiZj ]|
]
for any β > 0 and h ∈ C∞b (R).
The following simple lemma plays a key role in our arguments.
Lemma 4.6. Let ξ = (ξi)
n
i=1 be a sequence of independent centered random variables with unit variance
and A = (aij)1≤i≤n,1≤j≤d be a n× d matrix. Define the d-dimensional random vector F by
Fj =
n∑
i=1
aijξi, j = 1, . . . , d.
Suppose that ξi has a stein kernel τi for every i and define the d×dmatrix-valued function τF = (τ jkF )1≤j,k≤d
on Rd by
τ jkF (x) = E
[
n∑
i=1
aijaikτi(ξi) | F = x
]
, x ∈ Rd.
Then τF is a Stein kernel for F . Moreover, it holds that
E
[
max
1≤j,k≤d
∣∣∣∣∣τ jkF (F )−
n∑
i=1
aijaik
∣∣∣∣∣
]
≤
√
2 log(2d2) max
1≤j≤d
√√√√ n∑
i=1
a4ij(‖τi‖∞ + 1)2. (4.11)
Proof. First we show that τF is a Stein kernel for F . Take ϕ ∈ C∞b (Rd) arbitrarily. For every j ∈ [d], we
define the function fj : R
n → R by
fj(x1, . . . , xn) = ∂jϕ
(
n∑
i=1
ai1xi, . . . ,
n∑
i=1
aidxi
)
, (x1, . . . , xn) ∈ Rn.
Also, we denote by Li the law of ξi for every i ∈ [n]. Then we have
d∑
j=1
E[∂jϕ(F )Fj ] =
d∑
j=1
n∑
i=1
aijE[fj(ξ1, . . . , ξn)ξi]
=
d∑
j=1
n∑
i=1
aij
∫
Rn
fj(x1, . . . , xn)xiL1(dx1) · · · Ln(dxn) (∵ independence of ξ)
=
d∑
j=1
n∑
i=1
aij
∫
Rn
∂fj
∂xi
(x1, . . . , xn)τi(xi)L1(dx1) · · · Ln(dxn) (∵ definition of τi)
=
d∑
j=1
n∑
i=1
aij E
[
d∑
k=1
aik∂jkϕ(F )τi(ξi)
]
=
d∑
j,k=1
E[∂jkϕ(F )τ
jk
F (F )].
This implies that τF is a Stein kernel for F .
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Next we prove (4.11). It suffices to consider the casemax1≤i≤n ‖τi‖∞ <∞. Then, since τ1(ξ1), . . . , τn(ξn)
are independent, Hoeffding’s inequality (Bu¨hlmann & van de Geer, 2011, Lemma 14.14) yields
E
[
max
1≤j,k≤d
∣∣∣∣∣τ jkF (F )−
n∑
i=1
aijaik
∣∣∣∣∣
]
= E
[
max
1≤j,k≤d
∣∣∣∣∣
n∑
i=1
aijaik(τi(ξi)− 1)
∣∣∣∣∣
]
≤
√
2 log(2d2) max
1≤j,k≤d
√√√√ n∑
i=1
a2ija
2
ik(‖τi‖∞ + 1)2 =
√
2 log(2d2) max
1≤j≤d
√√√√ n∑
i=1
a4ij(‖τi‖∞ + 1)2.
This completes the proof.
4.4 Proof of Lemma 4.1
Lemma 4.7. Under the assumptions of Lemma 4.1,
E
[
max
1≤j,k≤d
1
n
∣∣∣∣∣
n∑
i=1
(XijXik − E[XijXik])
∣∣∣∣∣
]
≤
√
8 log(2d2)
n
∆Xn,1.
Proof. Nemirovski’s inequality (Bu¨hlmann & van de Geer, 2011, Lemma 14.24) implies that
E
[
max
1≤j,k≤d
∣∣∣∣∣
n∑
i=1
(XijXik − E[XijXik])
∣∣∣∣∣
]
≤
√
8 log(2d2) E
max
1≤j≤d
√√√√ n∑
i=1
X4ij
 .
Now the desired result follows from the Lyapunov inequality.
Lemma 4.8. Under the assumptions of Lemma 4.1, there is a universal constant C > 0 such that
ρh,β(S
X
n , Z) ≤ C
[(
max
1≤l≤2
β2−l‖h(l)‖∞
)(
∆Xn,0 +∆
X
n,1
√
log d
n
)
+
(
max
1≤l≤4
β4−l‖h(l)‖∞
) (
∆Xn,1
)2
+∆Xn,2(β
−1 log d)
n
]
for any h ∈ C∞b (R) and β > 0.
Proof. Let (ηi)
n
i=1 be a sequence of i.i.d. random variables independent of X such that the law of ηi
is the beta distribution with parameters 1/2, 3/2 for every i: ηi has the density function of the form
f(x) = B(1/2, 3/2)−1
√
(1− x)/x1(0,1)(x), where B(u, v) denotes the beta function. A straightforward
computation shows E[ηi] = 1/4 and Var[ηi] = 1/16. Next, we set ξi := (ηi − E[ηi])/
√
Var[ηi] = 4ηi − 1
for every i ∈ [n]. By construction we have E[ξi] = 0 and E[ξ2i ] = 1. Also, a straightforward computation
shows E[ξ3i ] = 1.
Now, setting Y = (Yi)
n
i=1 := (ξiXi)
n
i=1, we apply Lemma 4.4 withm = 4. Then, noting that |ξi| ≤ 3,
we obtain
ρh,β(S
X
n , S
Y
n )
.
1
n2
(
max
1≤l≤4
β4−l‖h(l)‖∞
){
max
1≤j≤d
n∑
i=1
E[|Xij |4] +
n∑
i=1
E[‖Xi‖4ℓ∞ ; ‖Xi‖ℓ∞ >
√
n/(3β)]
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+n∑
i=1
P
(‖Xi‖ℓ∞ > √n/(3β)) max
1≤j≤d
E[|Xij |4]
}
.
We evidently have
1
n2
max
1≤j≤d
n∑
i=1
E[|Xij |4] ≤
(
∆Xn,1
)2
n
.
Moreover, Chebyshev’s association inequality (see e.g. Theorem 2.14 in Boucheron et al. (2013)) yields
n∑
i=1
P
(‖Xi‖ℓ∞ > √n/(3β)) max
1≤j≤d
E[|Xij |4] ≤
n∑
i=1
max
1≤j≤d
E[|Xij |4; ‖Xi‖ℓ∞ >
√
n/(3β)].
So we conclude that
ρh,β(S
X
n , S
Y
n ) .
(
max
1≤l≤4
β4−l‖h(l)‖∞
) (
∆Xn,1
)2
+∆Xn,2(β
−1 log d)
n
. (4.12)
Next, by (Ley et al., 2017, Example 4.9(c)), ηi has the Stein kernel τ
0
i (x) := 2
−1x(1 − x)1(0,1)(x),
x ∈ R. Then, a simple computation shows that ξi has the Stein kernel τi(x) := 16τ0i ((x + 1)/4) =
2−1(x+ 1)(3 − x)1(−1,3)(x), x ∈ R. Therefore, Lemmas 4.5 and 4.6 yield
E
[
sup
y∈Rd
∣∣E [h (Φβ(SYn − y)) | X]− E [h (Φβ(Z − y))]∣∣
]
≤ 3
2
(
max
1≤l≤2
β2−l‖h(l)‖∞
)E
[
max
1≤j,k≤d
∣∣∣∣∣ 1n
n∑
i=1
XijXik − Cjk
∣∣∣∣∣
]
+
3
√
2 log(2d2)
2n
E
max
1≤j≤d
√√√√ n∑
i=1
|Xij |4
 .
Hence, Lemma 4.7 and the Lyapunov inequality imply that
ρh,β(S
Y
n , Z) .
(
max
1≤l≤2
β2−l‖h(l)‖∞
){
∆Xn,0 +
√
log d
n
∆Xn,1
}
. (4.13)
Now, (4.12) and (4.13) yield the desired result.
Proof of Lemma 4.1. Without loss of generality, we may assume
ε−2∆Xn,1
√
(log d)3
n
≤ 1, (4.14)
since otherwise the claim obviously holds true with C = 1.
Set β = ε−1 log d (hence β−1 log d = ε). By (4.2) we have
P
(
max
1≤j≤d
(SXn,j − yj) ∈ A
)
≤ P (Φβ(SXn − y) ∈ Aε) = E[1Aε(Φβ(SXn − y))].
Next, by Lemma 4.2 there is aC∞ function h : R→ R and a universal constantK > 0 such that ‖h(r)‖∞ ≤
Kε−r for r = 1, 2, 3, 4 and 1Aε(x) ≤ h(x) ≤ 1A4ε(x) for all x ∈ R. Then we have E[1Aε(Φβ(SXn −y))] ≤
E[h(Φβ(S
X
n − y))]. Now, by Lemma 4.8 we have
ρh,β(S
X
n , Z) . ε
−2(log d)
(
∆Xn,0 +∆
X
n,1
√
log d
n
)
+ ε−4(log d)3
(
∆Xn,1
)2
+∆Xn,2(ε)
n
.
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Hence, (4.14) yields
ρh,β(S
X
n , Z) . ε
−2(log d)
(
∆Xn,0 +∆
X
n,1
√
log d
n
)
+ ε−4
(log d)3
n
∆Xn,2(ε).
Meanwhile, we also have
E[h(Φβ(Z − y))] ≤ E[1A4ε(Φβ(Z − y))] ≤ E
[
1A5ε
(
max
1≤j≤d
(Zj − yj)
)]
= P
(
max
1≤j≤d
(Zj − yj) ∈ A5ε
)
.
Consequently, we complete the proof.
5 Proofs for Section 2
For d-dimensional random vector F , we define the 2d-dimensional random vector F ⋄ by
F ⋄ := (F1, . . . , Fd,−F1, . . . ,−Fd)⊤.
Also, for a sequence X = (Xi)
n
i=1 of random vectors in R
d, we set X⋄ := (X⋄i )
n
i=1. Note that we have
(SXn )
⋄ = SX⋄n .
5.1 Preliminary lemmas
Lemma 5.1. Let Z be a Gaussian vector in Rd. Then, CZ⋄(ε) ≤ 2CZ(ε) for any ε > 0.
Proof. Take y ∈ R2d arbitrarily and set U := max1≤j≤d(Zj − yj) and V := max1≤j≤d(−Zj − yd+j).
Then we have
P
(
0 ≤ max
1≤j≤2d
(Z⋄j − yj) ≤ ε
)
= P ({U ∨ V ≥ 0} ∩ {U ∨ V ≤ ε})
≤ P ({U ≥ 0} ∩ {U ∨ V ≤ ε}) + P ({V ≥ 0} ∩ {U ∨ V ≤ ε})
≤ P (0 ≤ U ≤ ε) + P (0 ≤ V ≤ ε) ≤ CZ(ε) + C−Z(ε).
Now, since −Z has the same distribution as Z , we have C−Z(ε) = CZ(ε). This completes the proof.
Lemma 5.2. Let F,Z be two random vectors in Rd and assume Z is Gaussian. Assume also that there are
constants ε, η > 0 such that
P
(
max
1≤j≤2d
(F ⋄j − yj) ∈ A
)
≤ P
(
max
1≤j≤2d
(Z⋄j − yj) ∈ Aε
)
+ η (5.1)
for any y ∈ R2d and Borel set A ⊂ R. Then we have
sup
A∈Are
|P (F ∈ A)− P (Z ∈ A)| ≤ 2CZ(ε) + η.
Proof. Take y ∈ R2d arbitrarily. Then we have
P (F ⋄ ≤ y) = P
(
max
j
(F ⋄j − yj) ≤ 0
)
≤ P
(
max
j
(Z⋄j − yj) ≤ ε
)
+ η (∵ (5.1))
= P
(
0 < max
j
(Z⋄j − yj) ≤ 0
)
+ P
(
0 < max
j
(Z⋄j − yj) ≤ ε
)
+ η
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≤ P (Z⋄ ≤ y) + CZ⋄(ε) + η.
Meanwhile, (5.1) yields
P
(
max
1≤j≤2d
(F ⋄j − yj) > 0
)
≤ P
(
max
1≤j≤2d
(Z⋄j − yj) > −ε
)
+ η,
so we obtain
P
(
max
1≤j≤2d
(Z⋄j − yj) ≤ −ε
)
≤ P
(
max
1≤j≤2d
(F ⋄j − yj) ≤ 0
)
+ η.
Thus we infer that
P (Z⋄ ≤ y) = P
(
max
j
(Z⋄j − yj) ≤ −ε
)
+ P
(
−ε < max
j
(Z⋄j − yj) ≤ 0
)
≤ P
(
max
j
(F ⋄j − yj) ≤ 0
)
+ η + CZ⋄(ε) = P (F ⋄ ≤ y) + η + CZ⋄(ε).
So we obtain |P (F ⋄ ≤ y)− P (Z⋄ ≤ y)| ≤ 2CZ(ε) + η by Lemma 5.1. Since
sup
A∈Are
|P (F ∈ A)− P (Z ∈ A)| = sup
y∈R2d
|P (F ⋄ ≤ y)− P (Z⋄ ≤ y)|,
this completes the proof.
Lemma 5.3. CF (ε) > 0 for any d-dimensional random vector F and ε > 0.
Proof. To obtain a contradiction, assume CF (ε) = 0. Then we have P (x ≤ F ≤ x+ ε) = 0 for all x ∈ R.
Thus, 1 = P (F ∈ R) ≤∑∞i=−∞ P (iε ≤ F ≤ (i+ 1)ε) = 0, a contradiction.
5.2 Proof of Theorem 2.1(a)
The following is a generalization of (Chernozhukov et al., 2017a, Lemma C.1):
Lemma 5.4. Let Y be a non-negative random variable such that P (Y > x) ≤ Ae−x/B for all y ≥ 0 and
for some constants A,B > 0. Then we have E[Y p1{Y >t}] ≤ p!Ae−t/B(t+ B)p for every t ≥ 0 and every
positive integer p.
Proof. A simple computation yields
E[Y p1{Y >t}] = p
∫ t
0
P (Y > t)xp−1dx+ p
∫ ∞
t
P (Y > x)xp−1dx
≤ Atpe−t/B + pA
∫ ∞
t
e−x/Bxp−1dx.
By Eq.(8.352.2) in Gradshteyn & Ryzhik (2007) we have
pA
∫ ∞
t
xp−1e−x/Bdx = pABp
∫ ∞
t/B
yp−1e−ydx = p!ABpe−t/B
p−1∑
q=0
(t/B)q
q!
.
Consequently, we obtain
E[Y p1{Y >t}] ≤ p!ABpe−t/B
p∑
q=0
(t/B)q
q!
≤ p!Ae−t/B(t+B)p.
This completes the proof.
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Lemma 5.5. If there are constants Bn, κn ≥ 1 such that maxj n−1
∑n
i=1 E[X
4
ij ] ≤ B2n andmaxi,j |Xij | ≤
2κn a.s., there is a universal constant C > 0 such that
∆Xn,1 ≤ C
(
Bn + κ
2
n
√
log d
n
)
.
Proof. By (Chernozhukov et al., 2015, Lemma 9) and assumptions we have
E
[
max
1≤j≤d
n∑
i=1
X4ij
]
. max
1≤j≤d
n∑
i=1
E
[
X4ij
]
+ (log d) E
[
max
1≤i≤n
max
1≤j≤d
X4ij
]
. nB2n + κ
4
n(log d),
which yields the desired result.
Lemma 5.6. Suppose that maxi,j ‖Xij‖ψ1 ≤ Bn for some Bn ≥ 1. Set κn := 2Bn log n. For i = 1, . . . , n
and j = 1, . . . , d, define
X̂ij := Xij1{|Xij |>κn} − E
[
Xij1{|Xij |>κn}
]
and X̂ := (X̂i)
n
i=1 with X̂i = (X̂i1, . . . , X̂id)
⊤. Then there is a universal constant C > 0 such that
‖‖SX̂n ‖ℓ∞‖ψ1 ≤ C
√
δn,2.
Proof. For every p = 2, 3, . . . , we have by Lemma 5.4
E
[
|X̂ij |p
]
≤ 2p−1 E
[
|Xij |p1{|Xij |>κn}
]
≤ 2pp!e−κn/Bn(κn +Bn)p
=
p!
2
(2κn + 2Bn)
p−2 · 8(κn +Bn)
2
n2
,
so the Bernstein inequality (van der Vaart & Wellner, 1996, Lemma 2.2.11) yields
P
(∣∣∣SX̂n,j∣∣∣ > x) ≤ 2 exp(−12 x28(κn +Bn)2/n2 + (2κn + 2Bn)x/√n}
)
for all j ∈ {1, . . . , d} and x ≥ 0. Therefore, by Lemma 2.2.10 in van der Vaart & Wellner (1996) we obtain
‖‖SX̂n ‖ℓ∞‖ψ1 .
√
(2κn + 2Bn)2(log d)2
n
+
√
8(κn +Bn)2 log d
n2
.
√
δn,2.
This completes the proof.
Under the present assumptions, we can reduce Lemma 4.1 to the following form:
Lemma 5.7. Under the assumptions of Theorem 2.1(a), there is a universal constant C0 > 0 such that
P
(
max
1≤j≤d
(SXn,j − yj) ∈ A
)
≤ P
(
max
1≤j≤d
(ZXj − yj) ∈ A6ε
)
+C0ε
−2
(√
δn,1 + δn,2
)
,
for any y ∈ Rd, A ∈ B(R) and ε ≥ 12Bn(log n)(log d)/
√
n.
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Proof. Set κn := 2Bn log n. For i = 1, . . . , n and j = 1, . . . , d, define
X˜ij := Xij1{|Xij |≤κn} − E
[
Xij1{|Xij |≤κn}
]
and set X˜ := (X˜i)
n
i=1 with X˜i = (X˜i1, . . . , X˜id)
⊤. Note that maxi,j |X˜ij | ≤ 2κn. Also, we evidently have
P
(
max
1≤j≤d
(SXn,j − yj) ∈ A
)
≤ P
(
max
1≤j≤d
(SX˜n,j − yj) ∈ Aε
)
+ P
(
‖SX−X˜n ‖ℓ∞ ≥ ε
)
. (5.2)
Noting E[Xij ] = 0, we have Xij − X˜ij = Xij1{|Xij |>κn} − E[Xij1{|Xij |>κn}]. Hence, Lemma 5.6 and the
Markov inequality yield
P
(
‖SX−X˜n ‖ℓ∞ ≥ ε
)
≤ ε−2 E
[
‖SX−X˜n ‖2ℓ∞
]
. ε−2δn,2. (5.3)
Next, applying Lemma 4.1 to X˜ with C = CXn , we obtain
P
(
max
1≤j≤d
(SX˜n,j − yj) ∈ Aε
)
≤ P
(
max
1≤j≤d
(ZXn,j − yj) ∈ A6ε
)
+ C
{
ε−2
(
∆X˜n,0 log d+∆
X˜
n,1
√
(log d)3
n
)
+ ε−4∆X˜n,2(ε)
(log d)3
n
}
,
where C > 0 is a universal constant. The Schwarz inequality and Lemma 5.4 yield
∆X˜n,0 = max
1≤j,k≤d
∣∣∣∣∣ 1n
n∑
i=1
(
E[X˜ijX˜ik]− E[XijXik]
)∣∣∣∣∣
≤ max
1≤j,k≤d
max
1≤i≤n
(
‖Xij − X˜ij‖2‖X˜ik‖2 + ‖Xij‖2‖Xik − X˜ik‖2
)
. e−κn/(2Bn)B2n log n . B
2
n(log d)(log n)
2/n. (5.4)
Meanwhile, applying Lemma 5.5 to X˜ (note that E[X˜4ij ] . E[X
4
ij ]), we obtain
∆X˜n,1
√
(log d)3
n
. Bn
√
(log d)3
n
+ κ2n
(log d)2
n
.
√
δn,1 + δn,2.
Moreover, since
√
nε/(3 log d) ≥ 2κn by assumption, we have ∆X˜n,2(ε) = 0. Consequently, we obtain
P
(
max
1≤j≤d
(SX˜n,j − yj) ∈ Aε
)
≤ P
(
max
1≤j≤d
(ZXj − yj) ∈ A6ε
)
+ C ′ε−2
(√
δn,1 + δn,2
)
,
where C ′ > 0 is a universal constant. Combining this with (5.2)–(5.3), we complete the proof.
Proof of Theorem 2.1(a). Without loss of generality, we may assume
Θ
2/3
X
(
δ
1/6
n,1 + δ
1/3
n,2
)
≤ 1. (5.5)
since otherwise the claim holds true with C = 1. Noting ΘX > 0 by Lemma 5.3, we set
ε := 12Θ
−1/3
X
(
δ
1/6
n,1 + δ
1/3
n,2
)
.
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Then it holds that ε ≥ 12Bn(log n)(log d)/
√
n. In fact,
√
nε
12Bn(log n)(log d)
≥ Θ−1/3X
√
n
Bn(log n)(log d)
· B
2/3
n (log d)2/3(log n)2/3
n1/3
= Θ
−1/3
X
n1/6
B
1/3
n (log n)1/3(log d)1/3
=
(
Θ
2/3
X δ
1/3
n,2
)−1/2
,
so (5.5) implies the desired inequality. Now, since the assumptions of Theorem 2.1(a) are satisfied with
replacing X by X⋄, we can apply Lemma 5.7 to X⋄ instead of X. Thus, there is a universal constant
C0 > 0 such that
P
(
max
1≤j≤2d
(SX
⋄
n,j − yj) ∈ A
)
≤ P
(
max
1≤j≤2d
(ZX
⋄
j − yj) ∈ A6ε
)
+ C0ε
−2
(√
δn,1 + δn,2
)
for any y ∈ R2d and A ∈ B(R). Noting SX⋄n = (SXn )⋄, by Lemma 5.2 we obtain
ρn(Are) ≤ 2CZXn (6ε) + C0ε−2
(√
δn,1 + δn,2
)
≤ 12ΘXε+ C0ε−2
(√
δn,1 + δn,2
)
. Θ
2/3
X
(
δ
1/6
n,1 + δ
1/3
n,2
)
.
Thus we complete the proof.
5.3 Proof of Theorem 2.1(b)
In the current situation, Lemma 4.1 can be reduced to the following form:
Lemma 5.8. Under the assumptions of Theorem 2.1(b), there is a universal constant C0 > 0 such that
P
(
max
1≤j≤d
(SXn,j − yj) ∈ A
)
≤ P
(
max
1≤j≤d
(ZXj − yj) ∈ A6ε
)
+ C0ε
−2
(√
δn,1 + δn,2(q)
)
,
for any y ∈ Rd, A ∈ B(R) and ε ≥ 6Bn(log d)1−1/q/n1/2−1/q .
Proof. The proof is parallel to that of Lemma 5.7. Set κn := Dn(n/ log d)
1/q so that
κ2n
(log d)2
n
= (log d)
Dqn
κq−2n
= δn,2(q).
For i = 1, . . . , n and j = 1, . . . , d, define
X˜ij := Xij1{‖Xi‖ℓ∞≤κn} − E
[
Xij1{‖Xij‖ℓ∞≤κn}
]
and set X˜ := (X˜i)
n
i=1 with X˜i = (X˜i1, . . . , X˜id)
⊤. Note that maxi,j |X˜ij | ≤ 2κn. Also, we evidently have
(5.2) with the present notation. Moreover, noting E[Xij ] = 0, we have Xij − X˜ij = Xij1{‖Xi‖ℓ∞>κn} −
E[Xij1{‖Xi‖ℓ∞>κn}]. Thus, Nemirovski’s inequality and assumptions yield
E
[
‖SX−X˜n ‖2ℓ∞
]
.
log d
n
E
[
max
1≤j≤d
n∑
i=1
X2ij1{‖Xi‖ℓ∞>κn}
]
≤ (log d) D
q
n
κq−2n
= δn,2(q).
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Hence the Markov inequality yield
P
(
‖SX−X˜n ‖ℓ∞ ≥ ε
)
. ε−2δn,2(q). (5.6)
Next, applying Lemma 4.1 to X˜ with C = CXn , we obtain
P
(
max
1≤j≤d
(SX˜n,j − yj) ∈ Aε
)
≤ P
(
max
1≤j≤d
(ZXn,j − yj) ∈ A6ε
)
+ C
{
ε−2
(
∆X˜n,0 log d+∆
X˜
n,1
√
(log d)3
n
)
+ ε−4∆X˜n,2(ε)
(log d)3
n
}
,
where C > 0 is a universal constant. Noting E[Xij ] = 0, we have
∆X˜n,0 = max
1≤j,k≤d
∣∣∣∣∣ 1n
n∑
i=1
(
E[X˜ijX˜ik]− E[XijXik]
)∣∣∣∣∣
= max
1≤j,k≤d
∣∣∣∣∣ 1n
n∑
i=1
Cov
[
Xij1{‖Xi‖ℓ∞>κn},Xik1{‖Xi‖ℓ∞>κn}
]∣∣∣∣∣
≤ max
1≤j≤d
max
1≤i≤n
E
[
X2ij1{‖Xi‖ℓ∞>κn}
]
≤ D
q
n
κq−2n
. (5.7)
Meanwhile, applying Lemma 5.5 to X˜ (note that E[X˜4ij ] . E[X
4
ij ]), we obtain
∆X˜n,1
√
(log d)3
n
. Bn
√
(log d)3
n
+ κ2n
(log d)2
n
=
√
δn,1 + δn,2(q).
Moreover, since
√
nε/(3 log d) ≥ 2κn by assumption, we have ∆X˜n,2(ε) = 0. Consequently, we obtain
P
(
max
1≤j≤d
(SX˜n,j − yj) ∈ Aε
)
≤ P
(
max
1≤j≤d
(ZXj − yj) ∈ A6ε
)
+C ′ε−2
(√
δn,1 + δn,2(q)
)
,
where C ′ > 0 is a universal constant. Combining this with (5.2) and (5.6), we complete the proof.
Proof of Theorem 2.1(b). Without loss of generality, we may assume
Θ
2/3
X
(
δ
1/6
n,1 + δn,2(q)
1/3
)
≤ 1. (5.8)
since otherwise the claim holds true withKq = 1. Noting ΘX > 0 by Lemma 5.3, we set
ε := 6Θ
−1/3
X
(
δ
1/6
n,1 + δn,2(q)
1/3
)
.
Then it holds that ε ≥ 6Dn(log d)1−1/q/n1/2−1/q . In fact,
n1/2−1/qε
6Dn(log d)1−1/q
≥ Θ−1/3X
n1/2−1/q
Dn(log d)1−1/q
· D
2/3
n (log d)2/3−2/(3q)
n1/3−2/(3q)
= Θ
−1/3
X
n1/6−1/(3q)
D
1/3
n (log d)1/3−1/(3q)
=
(
Θ
2/3
X δn,2(q)
1/3
)−1/2
,
so (5.8) implies the desired inequality. Now, the remaining proof is almost the same as that of Theorem
2.1(a), where we use Lemma 5.8 instead of Lemma 5.7.
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5.4 Proof of Lemma 2.2
Take y ∈ Rd arbitrarily. Define A0 := ∅ and Aj := {Zj + ajζ − yj ≥ 0} for j = 1, . . . , d. We
also define Bj := Aj \ (A0 ∪ A1 ∪ · · · ∪ Aj−1). By construction B1, . . . , Bd are mutually exclusive and
{max1≤j≤d(Zj + ajζ − yj) ≥ 0} =
⋃∞
j=1Aj =
⋃∞
j=1Bj . Therefore, we have
P
(
0 ≤ max
1≤j≤d
(Zj + ajζ − yj) ≤ ε
)
=
d∑
j=1
P
(
Bj ∩
{
max
1≤k≤d
(Zk + akζ − yk) ≤ ε
})
≤
d∑
j=1
P (Bj ∩ {Zj + ajζ − yj ≤ ε})
=
d∑
j=1
P (Bj ∩ {−(Zj − yj)/|aj | ≤ (aj/|aj |)ζ ≤ ε/|aj | − (Zj − yj)/|aj |)}) .
Now, using the independence of ζ from Z , we deduce that
P
(
0 ≤ max
1≤j≤d
(Zj + ajζ − yj) ≤ ε
)
=
d∑
j=1
E
[
1√
2pi
∫ ε/|aj |−(Zj−yj)/|aj |
−(Zj−yj)/|aj |
e−z
2/2dz;Bj
]
≤
d∑
j=1
ε√
2pi|aj |
P (Bj)
≤ ε√
2pia
P
(
max
1≤j≤d
(Zj + ajζ − yj) ≥ 0
)
≤ ε√
2pia
.
This yields the desired result.
5.5 Proof of Proposition 2.1
It suffices to show that there is a sequence (xn)
∞
n=1 of real numbers such that
ρ := lim sup
n→∞
∣∣∣∣∣P
(
max
1≤j≤dn
1√
n
n∑
i=1
ξij ≤ xn
)
− P
(
max
1≤j≤dn
ζj ≤ xn
)∣∣∣∣∣ > 0.
The proof of this result is a slight refinement of the arguments in (Chen, 2018, Remark 1). First, by
Theorem 1 in (Petrov, 1975, Chapter VIII) (see also Eq.(2.41) in (Petrov, 1975, Chapter VIII)), if a sequence
xn ≥ 0 satisfies xn = O(n1/6) as n→∞, we have
P
(
1√
n
∑n
i=1 ξi1 > xn
)
1− Φ(xn) = exp
(
γ
6
√
n
x3n
)
+O
(
xn + 1√
n
)
(5.9)
as n→∞, where Φ denotes the cumulative distribution function of the standard normal distribution.
Next, for every n, we define xn ∈ R as the solution of the equation Φ(x)dn = e−1, i.e. xn :=
Φ−1(e−1/dn). Then we have xn −
√
2 log dn = o(1/
√
2 log dn) as n→∞. To see this, we set
bn :=
√
2 log dn − log log dn + log 4pi
2
√
2 log dn
.
Then, it is well known (e.g. (Embrechts et al., 1997, Eq.(3.40))) that P (
√
2 log dn(max1≤j≤dn ζj − xn) ≤
t) → Λ(t) as n → ∞ for every t ∈ R, where Λ(t) := exp(−e−t). Moreover, since Λ is continuous, by
23
(van der Vaart, 1998, Lemma 2.11) we indeed have
lim
n→∞ supt∈R
∣∣∣∣P (√2 log dn( max1≤j≤dn ζj − bn
)
≤ t
)
− Λ(t)
∣∣∣∣ = 0.
Since Φ(xn)
dn = P (
√
2 log dn(max1≤j≤dn ζj − bn) ≤
√
2 log dn(xn − bn)), we obtain Λ(
√
2 log dn(xn −
bn)))→ e−1 as n→∞. Since Λ−1(e−1) = 0, this implies the desired result.
Now, since limn→∞ xn/
√
2 log dn = 1, we have xn/n
1/6 → √2c1/6 as n→∞ by assumption. Hence,
(5.9) yields
P
(
1√
n
∑n
i=1 ξi1 > xn
)
1− Φ(xn) → exp
(
γ
√
2c
3
)
as n→∞. Since γ < 0 by assumption, there is a constant a ∈ (0, 1) such that
P
(
1√
n
∑n
i=1 ξi1 > xn
)
1− Φ(xn) ≤ a
for sufficiently large n. For such an n, we obtain
P
(
1√
n
n∑
i=1
ξi1 ≤ xn
)
≥ 1− a(1− Φ(xn)) = Φ(xn) + (1− a) (1− Φ(xn)).
Now we infer that
ρ = lim sup
n→∞
∣∣∣∣∣∣P
(
1√
n
n∑
i=1
ξi1 ≤ xn
)dn
− Φ(xn)dn
∣∣∣∣∣∣
≥ lim sup
n→∞
Φ(xn)
dn
{
(1 + (1− a) (1− Φ(xn))/Φ(xn))dn − 1
}
≥ lim sup
n→∞
Φ(xn)
dn · dn (1− a) (1− Φ(xn))/Φ(xn),
where the last inequality follows from the inequality (1 + t)dn ≥ 1 + dnt holding for all t ≥ 0. Since Φ is
bounded by 1, we obtain
ρ ≥ lim sup
n→∞
Φ(xn)
dn · dn (1− a) (1− Φ(xn)) = 1− a
e
lim sup
n→∞
dn(1− Φ(xn)).
Since dn(1− Φ(xn)) = −(e−1/dn − 1)/(1/dn)→ 1 as n→∞, we conclude ρ ≥ (1− a)/e > 0.
6 Proofs for Section 3
Throughout this section, we use the following notation: We set Y = (Yi)
n
i=1 := (Xi − X¯)ni=1. Given a
sequence ξ = (ξi)
n
i=1 of random vectors, we set wξ := (wiξi)
n
i=1. Note that we have S
WB
n = S
wY
n .
6.1 Proof of Theorem 3.1(a)
We may assume Θ
2/3
X
(
(b2δn,1)
1/6 + (b2δn,2)
1/3
) ≤ 1 without loss of generality. Set
ε := 24Θ
−1/3
X
(
(b2δn,1)
1/6 + (b2δn,2)
1/3
)
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and κn := 2Bn log n. As in the proof of Theorem 2.1(a), we can prove ε ≥ 3b · 4κn(log d)/
√
n. Now,
we define X˜ = (X˜i)
n
i=1 as in the proof of Lemma 5.7. Then we set Y˜ = (Y˜i)
n
i=1 := (X˜i − ¯˜X)ni=1.
Note that maxi,j |Y˜ij | ≤ 4κn, so we have maxi,j |wiY˜ij| ≤ b · 4κn. We apply Lemma 4.1 to wY˜ ⋄ with
C = E[SX
⋄
n (S
X⋄
n )
⊤], conditionally on X. Then, we conclude that there is an event Ω0 ∈ F such that
P (Ω0) = 1 and
P
(
max
1≤j≤2d
(
SwY˜
⋄
n,j − yj
)
∈ A | X
)
≤ P
(
max
1≤j≤2d
(ZX
⋄
n,j − yj) ∈ A5ε
)
+ Cε−2
(
∆∗n,0 log d+∆
∗
n,1
√
(log d)3
n
)
on Ω0
for any y ∈ R2d and A ∈ B(R), where C > 0 is a universal constant and
∆∗n,0 := E
[
max
1≤j,k≤d
∣∣∣∣∣ 1n
n∑
i=1
(
w2i Y˜ij Y˜ik − E[XijXij ]
)∣∣∣∣∣ | X
]
, ∆∗n,1 :=
√√√√ 1
n
E
[
max
1≤j≤d
n∑
i=1
w4i Y˜
4
ij | X
]
.
Thus we obtain
P
(
max
1≤j≤2d
((
SWBn,j
)⋄ − yj) ∈ A | X) ≤ P ( max
1≤j≤2d
(ZX
⋄
n,j − yj) ∈ A6ε
)
+ P
(
‖Sw(Y ⋄−Y˜ ⋄)n ‖ℓ∞ > ε | X
)
+Cε−2
(
∆∗n,0 log d+∆
∗
n,1
√
(log d)3
n
)
on Ω0 (6.1)
for any y ∈ R2d and A ∈ B(R). Now, noting that wi’s are bounded by b and
√
n(X¯ − ¯˜X) = SX−X˜n , the
same argument as in the proof of (5.3) yields
P
(
‖Sw(Y ⋄−Y˜ ⋄)n ‖ℓ∞ > ε
)
. ε−2
b2B2n(log d)
2(log n)2
n
.
Meanwhile, Lemmas 4.7 and 5.5 and the inequality E[w4i ] ≤ b2E[w2i ] = b2 imply that
E
[
max
1≤j,k≤d
∣∣∣∣∣ 1n
n∑
i=1
(
w2i Y˜ij Y˜ik − E
[
w2i X˜ijX˜ij
])∣∣∣∣∣
]
.
√
log d
n
∆wX˜n,1 + E
[
‖ ¯˜X‖2ℓ∞
]
E
[∣∣∣∣∣ 1n
n∑
i=1
w2i
∣∣∣∣∣
]
.
√
b2B2n log d
n
+
b2κ2n log d
n
+ E
[
‖ ¯˜X‖2ℓ∞
]
.
Also, E
[
‖ ¯˜X‖2ℓ∞
]
. κ2n(log d)/n by Lemma 14.14 in Bu¨hlmann & van de Geer (2011). Then, since
E[w2i X˜ijX˜ij ] = E[X˜ijX˜ij ] and b ≥ 1, the above inequalities and (5.4) yield
E[∆∗n,0] .
√
b2B2n log d
n
+
b2B2n(log d)(log n)
2
n
.
Moreover, since the Jensen inequality yields
¯˜
X
4
j ≤ n−1
∑n
i=1 X˜
4
ij , we have E[∆
∗
n,1] . ∆
wX˜
n,1 + b∆
X˜
n,1 by
the Lyapunov inequality. Thus, Lemma 5.5 implies that
E[∆∗n,1]
√
(log d)3
n
.
√
b2B2n log d
n
+
b2B2n(log d)(log n)
2
n
.
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Combining these estimates with Lemma 5.2, we obtain
E
[
ρWBn (Are(d))
] ≤ 2CZXn (6ε) + C1ε−2(√b2δn,1 + b2δn,2) ,
where C1 > 0 is a universal constant. Since CZXn (6ε) ≤ 6ΘXε by definition, we obtain the desired result
by the definition of ε.
6.2 Proof of Theorem 3.1(b)
The proof is completely parallel to that of Theorem 3.1(a), where we suitably modify the definitions of
ε, κn, X˜ and consider (5.6)–(5.7) instead of (5.3)–(5.4), respectively. The detail is omitted.
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