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Context-free hypergraph grammars and boundary graph grammars of bounded 
nonterminal degree have the same power, both for generating sets of graphs and for 
generating sets of hypergraphs. Arbitrary boundary graph grammars have more 
graph generating power than context-free hypergraph grammars, but they have the 
same hypergraph generating power. To obtain these results, several normal forms 
for boundary graph grammars are given. It is also shown that the class of boundary 
graph languages is closed under the operation of edge contraction, where the label 
of the edge indicates whether or not the edge should be contracted. (‘1 1990 Academx 
Press. Inc 
INTRODUCTION 
Many types of graphs have a hierarchical, tree-like structure in the sense 
that they can be built up recursively from certain basic graphs by certain 
operations that attach these graphs to each other. As examples we mention 
trees, outerplanar graphs, graphs of bandwidth dk, and partial k-trees 
(see, e.g., Bodlaender, 1986; Johnson, 1985). Such sets of graphs can 
naturally be generated by graph grammars in which the application of a 
production consists of the replacement of one node or edge by a graph (for 
graph grammars see Claus, Ehrig, and Rozenberg, 1979; Ehrig, Nagl, and 
Rozenberg, 1983; Ehrig, Nagl, Rosenfeld, and Rozenberg, 1987). By 
“naturally” is meant that the productions of the graph grammar 
correspond directly to the recursive building rules of the graph language. 
This resembles the use of context-free grammars for the recursive BNF 
notation. Two examples of graph grammars investigated along this line are 
the boundary NLC graph grammars (B-NLC, see Rozenberg and Welzl, 
1986a, 1986b, 1987; Welzl, 1986, 1987) and the context-free hypergraph 
grammars (CFHG, see Bauderon and Courcelle, 1987; Habel and 
Kreowski, 1987a, 1987b; Montanari and Rossi, 1987). To obtain a more 
flexible model, the B-NLC graph grammars have been generalized to the 
boundary edNCE graph grammars (B-edNCE, see Engelfriet, Leih, and 
Rozenberg, 1987, 1988b; Engelfriet, Leih, and Welzl, 1987; Engelfriet and 
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Leih, 1988, 1989). B-edNCE grammars are also studied in (Kaul, 1985; 
Brandenburg, 1987; Schuster, 1987 ). 
The aim of this paper is to compare the generating power of the bound- 
ary edNCE graph grammars and the context-free hypergraph grammars. 
These grammars differ in two main respects. First, B-edNCE grammars are 
node replacement systems whereas CFHG grammars are edge replacement 
systems, and, second, B-edNCE grammars generate directed graphs 
whereas CFHG grammars generate directed hypergraphs (and thus are in 
fact hyperedge replacement systems). The second difference makes it 
impossible to compare these grammars directly: to do this we have to 
represent graphs as hypergraphs, and hypergraphs as graphs. How to 
represent graphs as hypergraphs is quite obvious because hypergraphs are 
defined as a generalization of graphs (a hyperedge may be incident with 
any number of nodes rather than with exactly two). In the other direction 
we use the well-known correspondence between hypergraphs and bipartite 
graphs: both the nodes and the hyperedges of the hypergraph are viewed 
as nodes of a graph (distinguished by their labels), and edges between the 
nodes of the graph indicate the incidence relation of the nodes and hyper- 
edges of the hypergraph. Since it turns hyperedge replacement into node 
replacement, the latter representation is the key to understanding the close 
relationship between CFHG grammars and B-edNCE grammars. 
Having these representations enables us to consider both the graph 
generating power of hypergraph grammars and the hypergraph generating 
power of graph grammars. Before stating our results we have to mention 
one other difference between the two types of grammars: in a CFHG 
grammar there is a fixed bound on the number of nodes incident with its 
hyperedges, whereas in a B-edNCE grammar there is not necessarily a fixed 
bound on the number of edges incident with its nodes (i.e., the degree of 
its nodes is not necessarily bounded). We say that a B-edNCE grammar is 
of bounded nonterminal degree (B-edNCE,,,,) if every graph from its 
language can be generated in such a way that the degree of all nodes 
labeled by a nonterminal, used in the derivation, is bounded. 
The main results of this paper are the following two. 
(1) CFHG grammars and B-edNCE,,,, grammars have the same 
power, both for generating graphs and for generating hypergraphs. 
(2) The hypergraph generating power of B-edNCE grammars is the 
same as that of B-edNCE,,,, grammars. 
It is easy to show that B-edNCE grammars are more powerful than 
B-edNCE bntd grammars. Altogether this shows that the graph generating 
power of CFHG grammars is less than that of B-edNCE grammars, 
whereas they have the same hypergraph generating power. 
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In (Engelfriet, Leih, and Rozenberg, 1987, 1988a) a subclass of the 
boundary graph grammars is studied, closely related to attribute gram- 
mars: the so-called apex graph grammars (A-edNCE), see also (Engelfriet, 
Leih, and Welzl, 1987; Engelfriet and Leih, 1989; Engelfriet, Leih, and 
Rozenberg, 1988b). In such a grammar the embedding mechanism does not 
establish edges between nonterminal nodes of the right-hand side of a 
production and nodes adjacent to the left-hand side of the production 
(during application of that production). Apart from their relationship to 
attribute grammars, apex grammars are of interest because they are easier 
to understand and program than arbitrary B-edNCE grammars, due to the 
much simpler structure of their derivations (cf. Section 4 of Engelfriet, Leih. 
and Rozenberg, 1988a). We define a similar subclass of apex CFHG 
grammars (A-CFHG), and show that A-CFHG grammars and A-edNCE 
grammars have the same power (both for generating graphs and for 
generating hypergraphs). This implies that A-edNCE grammars are less 
powerful than CFHG grammars. 
The fact that CFHG grammars and B-edNCE,,,, grammars have the 
same graph generating power can be proved in a rather straightforward 
way (see Lautemann, 1988; Vogler, 1988, for specific cases). Nevertheless, 
we have chosen to do this after the (much more involved) proofs of the 
results on hypergraph generating power. In this way shorter proofs are 
obtained. We also wish to observe here that the class of CFHG graph 
languages is not contained in the class of B-NLC graph languages: the set 
of all “ladders” is a counterexample, see (Janssens, Rozenberg, and 
Verraedt, 1982), or Theorem 25 of (Engelfriet, Leih, and Rozenberg, 1988a). 
The paper is organized as follows. It has 10 sections of which the first 
three are introductory. In Section 1 we give some preliminary terminology 
on graphs and hypergraphs. We assume the reader to be familiar with 
graphs, but not necessarily with (directed !) hypergraphs. In Sections 2 and 
3 B-edNCE and CFHG grammars are defined, respectively. The reader 
familiar with these grammars should read these sections anyway, because 
we introduce another view on their productions (as suggested already in 
Kaul, 1985). We define a production to be a graph or a hypergraph with 
a designated node or hyperedge, respectively. Such a “production graph” 
incorporates both the left-hand side (the designated node or hyperedge), 
the right-hand side, and the embedding mechanism of the usual type of 
production. In Section 4 we formally define the representation of graphs by 
hypergraphs and vice versa, and we show the easiest part of our results: the 
simulation of a (restricted type of) CFHG grammar by a B-edNCE 
grammar generating the same hypergraph language. Section 5 is a very 
short section, in which the main results are stated. The rest of the paper is 
devoted to their proofs. Two types of technical results needed before 
embarking on these proofs are stated in Sections 6 and 7. Section 6 
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contains several normal forms for B-edNCE grammars. Section 7 contains 
results on node identification, which we now briefly explain. In a CFHG 
grammar (in the formulation of Bauderon and Courcelle, 1987) the 
application of a production may result in the identification of certain nodes 
that were generated before, whereas this is impossible in B-edNCE gram- 
mars. In fact, the simulation result of Section 4 mentioned above is for 
CFHG grammars without this kind of node identification. In Section 7 we 
show that the class B-edNCE of graph languages is closed under node 
identification in the following sense. For a fixed edge label E and a graph 
K, we denote by E(K) the graph obtained from K by contracting all s-edges, 
i.e., by identifying all nodes that are connected by an edge labeled e (where 
we assume that the labels of nodes to be identified are equal). We show 
that if L is a B-edNCE graph language, then so is (E(K) 1 KE L ‘,. This node 
identification result is a useful technical tool in several proofs. In Section 8 
all results are shown concerning the hypergraph generating power of our 
grammars, and this is used in Section 9 to prove the results on their graph 
generating power. In Section 10 some consequences of these results are 
discussed. 
We finally note that we will not give formal correctness proqfi of our 
constructions, because we feel that the many tedious technical details 
involved would obscure the underlying intuitions. 
The following notation will be used. For a set A, #A denotes its 
cardinality. N denotes the set of all nonnegative integers, and, for ~1, h E RJ, 
[a, h] denotes the interval {X E N 1 a 6 s 6 h,\. 
1. GRAPHS AND HYPERCRAPHS 
1.1. Graphs 
We consider directed node- and edge-labeled graphs K = (V, E, Z, r, q4), 
where V is the finite set of nodes, C is the alphabet of node labels, f is the 
alphabet of edge labels, E c { (x, 2, y) E V x I-x VI x #J’) is the set of 
(labeled) edges, and 4: V-+ Z is the node labeling function. Thus, there are 
no loops, and multiple edges have different labels. An edge (x, A, .v) is said 
to be incident with x and y, i is said to be its label, and nodes .Y and JJ are 
said to be neighbours. A EL-edge is an edge with label 3,. The degree of a 
node I is the number of edges incident with x. 
A (I., a)-neighbour of a node x is a node JJ with b(y) = a and (x, EL, .v) E E 
or (J,, 2, X) E E; in the first case .v is also called a (2, u. out)-neighbour and 
in the second case a (A, a, in)-neighbour. For a node x, its context in K is 
context, = { (2, a) 1 x has a (2, a)-neighbour). 
The subgraph of K induced by the set V’ c V is the graph obtained from 
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K by removing all nodes in V- V’ (which implies removing all edges 
incident with these nodes). 
A (undirected) path is a sequence of nodes x1, . . . . X, with n > 1 such that 
for every i, 1 6 i < n, xi and x,, I are neighbours. The length of the path is 
n - 1, and the path is between x, and x,. A path is simple if all its nodes 
are different. A i-path is a path -yI, . . . . X, such that, for every i, there is a 
/l-edge between xi and -vi+, . 
We also use VK, E,, C,, rK. and 4, to denote V, E, C, r, and 4, 
respectively. 
GR(C, f) denotes the set of all graphs K with Z, = Z and fh-= f. 
A graph language is a subset of GR(C, r) for some C and ZY A graph 
language is of bounded degree if there is a fixed bound on the degree of all 
nodes of all its graphs. 
Graphs are drawn as usual with their nodes represented by points, and 
their edges by directed lines. Labels are shown next to the points and lines. 
As an example, Fig. 1 shows a graph with C = {a, b, c, d, *) and 
r= {l, 2, 3,4). It has 8 nodes and 7 edges. 
A graph M’ith loops is the same kind of graph as above, except that also 
loops are allowed, i.e., edges (.u, i, x). All the above definitions also apply 
to graphs with loops, in the obvious way. 
1.2. Hypergraphs 
A classical (undirected) hypergraph consists of a set of nodes and a set 
of hyperedges, such that to each hyperedge a set of nodes is associated: the 
nodes that are incident with that hyperedge. Thus, a hyperedge may be 
incident with any number of nodes, rather than just two, as in the case of 
graphs. We will consider directed hypergraphs, which means that a 
sequence of nodes is associated to each hyperedge. This sequence may 
contain repetitions. Thus, for hypergraphs, we do allow loops and multiple 
hyperedges. 
Formally (cf. Bauderon and Courcelle, 1987; Montanari and Rossi, 
1987), we consider directed hyperedge-labeled hypergraphs H = ( V, E, IY 
FIG. 1. A (hyper)graph 
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nod, lab), where V is the finite set of nodes, E is the finite set of hyperedges, 
f is the alphabet of hyperedge labels, nod is the incidence function, 
mapping E into the set of finite sequences of elements of V, and lab is the 
hyperedge labeling function, mapping E into I-. Moreover, we require that 
r is a ranked alphabet, i.e., there is a mapping rank: f --, N, and we 
require that for every e E E, rank(lab(e)) equals the length of the sequence 
nod(e). 
The directed hypergraphs of (Habel and Kreowski, 1987a, 1987b) are 
slightly different, in a nonessential way: the labels are not ranked, and there 
are two incidence functions. 
For a hyperedge e, lab(e) is said to be its label. If nod(e) = (x,, . . . . .xk), 
then e and x, are said to be j-incident (or just incident), for each 1 <j< k. 
The degree of e is k; thus the rank of the label of e equals its degree. 
We also use V,, E,, r,, nod,, and lab, to denote V, E, r, nod, and 
lab, respectively. 
For a ranked alphabet f, the set of all hypergraphs H with rH = I- is 
denoted HGR(T). A hypergraph language is a subset of HGR(T) for some 
ranked alphabet ZY 
A hypergraph HE HGR(T) will be drawn as a bipartite graph, using the 
following conventions. The nodes of H are indicated by points that are 
labeled with *, a special symbol not in f. A hyperedge e of H is indicated 
by a point, labeled with lab(e), and with a directed line labeled j from 
e to its j-incident node, for every j. Thus, e.g., the hypergraph in Fig. 1 
has (from left to right) V= {w,.x,y, r), E= {e,, e2, e3. e4), and it has f = 
(a, b, c, d}, nod(e,) = (x), nod(e,) = ( ), nod(e,) = (x, z, y, z), nod(e,) = 
(y, z), lab(e,) = c, lab(e,) = d, lab(e,) = a, and lab(e,) = b. Moreover, r is 
ranked with rank(a) = 4, rank(b) = 2, rank(c) = 1, and rank(d) = 0. 
In (Habel and Kreowski, 1987a, 1987b; Montanari and Rossi, 1987) 
nodes and hyperedges are distinguished by drawing them as points and 
boxes, respectively, rather than by their labels. 
1.3. Remark. We assume the reader to be experienced in considering the 
problem of concrete vs abstract graphs (where abstract graphs are equiv- 
alence classes of concrete graphs). As usual in the theory of graph grammars 
we consider graph languages to consist of abstract graphs, however, in all 
our constructions we will deal with concrete graphs (taking an isomorphic 
copy whenever necessary). In this way we avoid unnecessary technicalities, 
and, as is well known, we could always reformulate our constructions in 
more formal (and much more cumbersome) terms. In particular, to evade 
set-theoretic problems, we could always take the nodes and edges of graphs 
from a fixed countable set. All of the above also applies to hypergraphs. fl 
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2. BOUNDARY GRAPH GRAMMARS 
In this section we define the boundary edNCE graph grammars. These 
grammars belong to the NLC-family of graph grammars (see, e.g., Janssens 
and Rozenberg, 1980, 1982; Rozenberg, 1987), and have been studied in 
(Kaul, 1985; Brandenburg, 1987; Schuster, 1987; Engelfriet, Leih, and 
Rozenberg 1987, 1988b; Engelfriet, Leih, and Welzl, 1987; Engelfriet and 
Leih, 1988, 1989). The application of a production of an edNCE grammar 
to a graph K consists of removing one node s from K, adding a graph R 
to K - x, and embedding R in K- x by adding edges between some nodes 
of R and some of the former neighbours of x in K - x. Since only former 
neighbours of x are involved in the embedding of R, the grammar is said 
to have neighbourhood controlled embedding (NCE). The letters “ed” 
stand for the fact that “edge-labeled and directed” graphs are generated 
(it always being assumed in NLC-like grammars that the nodes are 
labeled). 
In the literature on NLC grammars a production rc is usually specified 
by giving three objects, corresponding to the above three steps in the 
application of rr. These are: the label of x (the left-hand side of II), the 
graph R (the right-hand side of x), and a so-called embedding relation (or 
connection relation). Here we will integrate these objects by defining a 
production to be a graph with a designated node. Thus the application of 
a production becomes a uniform operation on graphs: a graph is applied 
to a graph producing a graph. The advantages of this approach are the 
following: (1) Productions can be treated in the same way as graphs, e.g., 
analyzing or transforming productions amounts to analyzing or trans- 
forming graphs. (2) In definitions and constructions one does not have to 
distinguish so carefully between edges that are generated in the right-hand 
side of a production, and edges that are established by the embedding. (3) 
There is a convenient pictorial representation for productions (the usual 
one for graphs). The idea to view productions as graphs came by slightly 
modifying the pictures of usual productions as presented in Kaul (1985), 
and then just formalizing these modified pictures as graphs. 
We now turn to the formal definitions. An edNCE graph grammar is a 
system G = (C, d, r, Sz, P, S), where C is the alphabet of node labels, A c C 
is the alphabet of terminal node labels, r is the alphabet of edge labels, 
Sz c r is the alphabet of terminal edge labels, P is the finite set of produc- 
tions, and SE C - A is the initial nonterminal. A production is a pair (4, Q) 
where Q E GR(Z, Z), i: is a node of Q with label in C-d, and in Q there 
are no edges between neighbours of 5. 
Elements of C-A are called nonterminal node labels, and elements of 
f - Sz are called nonterminal edge labels. For a graph KE GR(Z, f), a 
node x of K is called terminal if q5K(x) E A, and nonterminal if 
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#K(.~) E Z- A. Similarly, an edge (x, 2, y) is terminal if 3. E fi, and non- 
terminal otherwise. The graph K is terminal if it belongs to GR(A, 52). 
A production rc = (t, Q) can be divided naturally into three parts: the 
designated nonterminal node i; (called the kc@-hand side of rc), the 
neighbours of [ together with all incident edges (called the interfhce nodes 
and edges of n), and the subgraph of Q induced by all nodes different from 
5 and its neighbours (called the right-hand side of n). Informally, rr is 
applied to a graph KG GR(C, I) as follows. First a node .Y of K with the 
same label as r is determined, and removed from K. Then the right-hand 
side R of 71 is added to K - .Y, and finally R is embedded in K - .Y as follows 
(for the terminology used see Section 1.1): Let y be a node of K-X and 
r a node of R. If J is a (2, u, /I)-neighbour of .K in K, and ; has a (/“, a, B)- 
neighbour r) in Q which is also a (p, u, y)-neighbour of c, then an edge 
between )’ and z is added which makes y into a (,D, u, y)-neighbour of z in 
K (i.e., an edge (z, p, J’) if y = out, and an edge (~3, CL, :) if 1’ = in). Thus, the 
left-hand side 4 represents the node s, and the neighbour q of < represents 
the neighbour y of X. Note that, for given (i., u, 8). both x and 5 may have 
any number of (/1, u, /?)-neighbours. Of course, the above embedding 
mechanism takes all these neighbours into account. In particular, all 
(I”, a, /?)-neighbours of I are treated in exactly the same way, i.e., the 
edNCE grammar can distinguish only a finite number of “types” of 
neighbours of x. 
The application of a production is now defined formally. First, define for 
any triple (a, h, c), out(u, h, c) = (a, 6, c) and in(u, h, c) = (c, b, a). Now let 
G = (C, A, f, R, P, S) be an edNCE grammar. Let K and M be graphs in 
GR(C, r), and let .Y E V,. Let rt = (<, Q) E P, and let R be the right-hand 
side of 7~. We assume that V, n Vv = 0 (otherwise an isomorphic copy of 
Q should be taken). Then we write Ka,,,nr M, or just K*M, if 
$,(x) = d,(t) and M is (isomorphic to) the following graph: 
v,~,=(v,-{s))u v, 
If K* M then the pair (K, M) is called a derivation step, and a sequence 
of such derivation steps is called a derivation. A graph KE GR(.Z, r) such 
that S=>* K is called a sentential .form of G (where S denotes a graph 
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consisting of one node labeled S, and a* is the transitive reflexive closure 
of +). The language generated hy G is L(G) = (KEGR(~, sZ)lS a* K}. 
Two grammars G and G’ are equivalent if L(G) = L(G’). A grammar G is 
reduced if each of its productions is applied in at least one derivation 
S j* K with KE GR(d, Sz). 
Two different productions may have the same effect when applying them 
to any graph. Thus we have some freedom in “writing” productions. The 
next lemma shows one possible normal form for productions. 
LEMMA 1. For every edNCE grammar G there is an equivalent edNCE 
grammar G’ surh that for every production (5, Q’) of G’, 
(i) t has at most one (A, a)-neighhour for each (2, a), and 
(ii) if’ x is a (A, a)-neighhour of 5 and p # I., then .Y is not a (p, a)- 
neighhour of 5. 
Proof. G’ is the same as G, except for its productions. For every 
production (5, Q) of G we construct an equivalent production (t, Q’) of G’ 
as follows: The nodes of Q’ are 
- all nodes of Q that are not interface nodes (each with the same 
label as in Q), and 
- for every (A, a) ~contexto({) a new node I;,, labeled a. 
The edges of Q’ are 
- all edges of Q that are not interface edges, 
- an edge ( y, p, x;,,~) for every edge (.v, p, x) in Q, where y is in the 
right-hand side of (& Q) and x is a (1, a)-neighbour of 5, and similarly 
~ an edge t-u>.. u, p, y) for every such edge (x, p, J), and finally, 
- an edge (<, 2, x,, .) if 5 has a (E., a, out)-neighbour in Q, and an 
e&e (-uj.. u3 i, 4) if 4 has a (2, a, in)-neighbour in Q. 
It should be clear from the definition of application of a production that 
(5, Q) and (<, Q’) are equivalent productions in the sense that they have 
the same effect when applying them to any graph. This implies that G’ and 
G are equivalent. 1 
For readers familiar with the usual definitions of NLC-like grammars we 
observe that a production (5, Q) determines a usual production (X, R, B), 
where X= #o(t), R is the right-hand side of (r, Q), and the embedding 
relationBc_I/,xTx~xCx(in,out}x(in,out}isB={(z,~,~,a,~,y)(~ 
has a (2, a, b)-neighbour q in Q which is also a (p, a, y)-neighbour of z}. 
Note that there may be different productions that determine the same 
(X, R, B); it is easy to see that such productions are equivalent in the sense 
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that their application to any sentential form gives the same result (cf. 
Lemma 1). 
As an example of an edNCE grammar consider G, = (II, d, r, R, P, S), 
where C= {S, A, a), A= (a}, r= {&p, al, Q= {a), and P consists of the 
productions (1) (2) and (3) as shown in Fig. 2 in which the designated 
nonterminal node is encircled. Note that in productions (1) and (2) there 
are no interface nodes and edges, and in production (2) the right-hand side 
is the empty graph. Figure 3 shows three sentential forms of G,. The 
second can be obtained from the first by the application of production (3) 
and the third from the second by applying production (2). The third 
belongs to L(G), and L(G) consists of all such ladders, with arbitrarily 
many steps. The ladder with II steps (n 3 1) is obtained by first applying 
production ( I), then applying n - 1 times production (3 ), and finally 
applying production (2 ). 
As another example (taken from Rozenberg and Welzl, 1986a) consider 
the edNCE grammar G, of which the three productions are given in Fig. 4 
(note that production (2) might as well be the one of Fig. 2). Gz has a 
unique terminal edge label and a unique terminal node label, both dropped 
from Fig. 4. An undirected edge in Fig. 4 represents two directed edges. 
In this way Gz may be viewed as generating unlabeled, undirected 
graphs. L(G2) is the set of all 2-trees (see, e.g., Arnborg, Corneil, and 
Proskurowski, 1987). This is an example of a recursively defined set of 
graphs, as discussed in the first paragraph of the Introduction. As a final 
example consider edNCE grammar G3 with the two productions of Fig. 5 
(and the same conventions as in Fig. 4). L(G,) is the set of all complete 
graphs. Note that G, , G2, an d G, satisfy the conditions in Lemma 1. 
a 
x 
so a 
P 
A 
u 
a 
(1) 
*O 
(2) 
a a a 
a a a 
FIG. 2. Grammar G,. 
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FIG. 3. Sentential forms of G,. 
A 
(3) 
FIG. 4. Grammar G,. 
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Fz. 5. Grammar G,. 
We now define the class of boundary edNCE grammars and two of its 
subclasses, as discussed in the Introduction. An edNCE grammar is a 
boundary edNCE grammar (or B-edNCE grammar) if in its productions no 
two nonterminal nodes are neighbours. Note that this means in particular 
that all interface nodes are terminal. The class of languages generated by 
B-edNCE grammars is denoted B-edNCE. Grammars G, , G,, and G, from 
above are all B-edNCE grammars. 
The defining restriction on a boundary grammar implies that also in its 
sentential forms nonterminal nodes cannot be neighbours. Intuitively this 
means that two nonterminal nodes in a sentential form are always 
separated from each other by a “boundary” of terminal nodes. The labels 
of these terminal nodes will be called boundary symbols. Formally this is 
defined as follows. A terminal node label bE A of a B-edNCE grammar 
G = (Z, A, I-, f2, P, S) is a boundary symbol if it labels a neighbour of a 
nonterminal node in a production of G. The set of all boundary symbols 
is called the boundary alphabet of G. Note that a boundary symbol also 
may well label a node that is not the neighbour of a nonterminal node; this 
may happen in a production as well as in a sentential form. 
Unless explicitly mentioned otherwise, the fo&owing is assumed through- 
out the paper: whenever for a given B-edNCE grammar G an equivalent 
B-edNCE grammar G’ is constructed, the boundary alphabet qf G’ is 
included in that J$ G. This fact will not be stated in all theorems and 
lemmas, and its (easy) proof will often be left to the reader. If a construc- 
tion satisfies this requirement, we will say that it is boundary fair. 
A B-edNCE grammar G is of bounded nonterminal degree (a 
B-edNCE bntd grammar) if there is an integer d that satisfies the following: 
for every graph K E L(G) there is a derivation S = K, 3 . 3 K,, * K in G, 
n 3 0, such that the degree of every nonterminal node in every sentential 
form K,, 1 < id n, is at most d. The class of languages generated by 
B-edNCE,,,, grammars is denoted B-edNCE,,,,. Grammars G, and Gz are 
of bounded nonterminal degree (with d= 2) but G3 is not. Let us briefly 
explain that B-edNCE,,,, is properly contained in B-edNCE. 
PROPOSITION 1. B-edNCE,,,, 4 B-edNCE. 
Proqf: For a graph language L E B-edNCE,,,, the number of edges in 
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a graph K of L is linear in the number of nodes of K (i.e., L is of “bounded 
average degree,” see Welzl, 1986). This can be understood as follows. Let 
us say that an edge in a sentential form is “fully terminal” if it is terminal, 
and both its incident nodes are terminal too. Then, application of a 
production rc = (<, Q) with right-hand side R produces at most cx fully 
terminal edges, where c, = # (e E E, 1 e is fully terminal} + 2 d. # S2 
# {zC V,jz is terminal] and d is the bound on the degree of the non- 
terminal nodes. Thus #E,,< c # V,, where c is the maximum of all c,. 
This shows that the B-edNCE language L(G,) of all complete graphs is not 
in B-edNCE,,,,. 1 
A B-edNCE grammar G is an apex edNCE grammar (or AedNCE 
grammar) if for every production (r, Q) of G and every nonterminal node 
x # 5 of Q, x and 5 do not have a common neighbour. This means that the 
embedding mechanism establishes edges between terminal nodes only. 
Thus, “information” concerning already generated terminal nodes cannot 
be passed from one nonterminal node to another. The class of languages 
generated by A-edNCE grammars is denoted A-edNCE. Grammar G, is 
apex, but Gz and G, are not. 
Note that every A-edNCE grammar G is a B-edNCE,,,, grammar, 
where the bound is the maximal degree of all nonterminal nodes in the 
productions of G. Moreover, it is not difficult to see that L(G) is of 
bounded degree (cf. Lemma 26 of Engelfriet, Leih, and Rozenberg, 1988a): 
The degree of a terminal node z that is generated by a production (5, Q) 
is at most 2 deg(z) . t #a, where deg(z) is its degree in Q and t is the 
maximal number of terminal nodes in any production of G. Since L(G,) is 
not of bounded degree, this shows that A-edNCE is properly included in 
B-edNCE,,,, 
PROPOSITION 2. A-edNCE 4 B-edNCE,,,,. 
Thus we have that A-edNCE 4 B-edNCE,,,, 4 B-edNCE. 
3. CONTEXT-FREE HYPERGRAPH GRAMMARS 
In this section we define the CFHG grammars, recently introduced and 
studied in (Bauderon and Courcelle, 1987; Habel and Kreowski, 1987a, 
1987b; Montanari and Rossi, 1987). Similar types of hypergraph grammars 
were already known in the literature (see Habel and Kreowski, 1987a for 
historical remarks). The application of a production of a CFHG grammar 
to a hypergraph H consists of removing one hyperedge e from H, and 
gluing a hypergraph R to H - e, where the gluing points in H - e are the 
h43 x4.2-4 
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nodes that were incident with e in H and the gluing points in R are 
indicated explicitly in the production. Thus, in the literature a production 
is usually specified by three objects: the label X of e, the hypergraph R, and 
for each i, 1 <j < rank(X), the node of R that should be glued to the node 
that is j-incident with e. Analogously to the case of boundary graph 
grammars, we will view productions as hypergraphs (with a designated 
hyperedge). Independently, this view was suggested in Lautemann ( 1988). 
We now turn to the formal definitions (cf. Engelfriet, 1987). To define 
the application of a production to a hypergraph it is convenient to have the 
following four easy operations on hypergraphs at our disposal. 
(1) Removal of a hyperedge. For HE HGR(T) and e E E,, H-e 
denotes the hypeigraph ( V,, E, - {e f, r, nod, lab) where nod and lab are 
the restriction to E, - {e> of nod, and lab,, respectively. 
(2) Disjoint union. Let H, ME HGR(T) be disjoint hypergraphs, i.e., 
V,, V, and E,, E, are disjoint sets. Then the hypergraph Hu M= 
(V,u V,, E,u E,, f, nod,unod,, lab,u lab,,,) is the disjoint union 
of H and M. 
(3) Identification of nodes. Let HE HGR(T) and let p E V, x V,. 
Then, informally, H/p is the hypergraph resulting from H by identifying 
nodes x and y, for every pair (x, y) up. Formally, let = p denote the 
smallest equivalence relation on V, containing p, i.e., s = p y if there is a 
sequence .Y, , . . . . x, of nodes, n 3 1, such that x, =x. X, =y, and, for every 
1 <i<n, (x,,xj+,)Ep or (X , + , , x,) E p. For each x E V, let [x], denote 
the equivalence class of s with respect to = p, and let V,/- ,’ = 
{[xl, 1 XE V,}. Then H/p = (V,/= ,,, E,, r, nod, lab,) where, for every 
hyperedge e E E,, if nod,(e) = (X *, . . . . -u,) then nod(e) = ([X,],>, . . . . [x,],,). 
Note that H/p has the same hyperedges as H. 
(4) Gluing along a hyperedge. Let H, ME HGR(f) be disjoint 
hypergraphs. Let e E E, and ,f E E, be hyperedges of the same degree, 
say, k. Let nod,(e)= (x,. . . . . sk) and nod,,,(S) = (?I,, . . . . yk), and let 
p = {(x, , J, ), . . . . (-Ye, .I’~) j. Then we define glue( H, e, M,f) to be the 
hypergraph ((H - e) u (M -f))/p. Intuitively, the hypergraphs are glued 
together by pairwise identification of the nodes of e and A and the 
hyperedges themselves disappear. 
We are now prepared for the definition of hypergraph grammar. A 
context-free hypergruph grammar (or CFHG grammar) is a system 
G = (r, Sz, P, S), where r is the ranked alphabet of hyperedge labels, a E r 
is the alphabet of terminal hyperedge labels, P is the finite set of produc- 
tions, and SE r- Sz is the initial nonterminal (of rank 0). A production is 
a pair (f, Q) where Q E HGR(T) and f is a hyperedge of Q with label in 
r-c?. 
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Elements of r- Sz are called nonterminal hyperedge labels. For a hyper- 
graph HE HGR(T), a hyperedge e of H is called terminal if lab,(e) E J2, 
and nonterminal if lab,(e) E r- a. 
The application of a production rc = (A Q) of a CFHG grammar 
G = (r, 52, P, S) is defined as follows. Let H and M be hypergraphs in 
HGR(f), and let e E E, be a’nonterminal hyperedge. We assume that H 
and Q are disjoint hypergraphs (otherwise an isomorphic copy of Q should 
be taken). Then we write H*,,~,) M, or just H + M, if lab,(e) = labo(f) 
and M is (isomorphic to) the hypergraph glue(H, e, Q,f). A hypergraph 
HE HGR(T) such that S a* H is called a sentential form of G, where S 
denotes a hypergraph without nodes and with one hyperedge e such that 
nod(e)= ( ) and lab(e) = S. The language generated by G is L(G) = 
{HEHGR(SZ)IS= * H}. The class of languages generated by CFHG 
grammars is denoted CFHG. 
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As an example, consider the CFHG grammar G, = (I’, Q, P, S), where 
r= {S, A, fl, b} with rank(S) = 0, rank(d) = rank(p) = 2, and rank(b) = 1, 
Q = (8, b}, and P consists of the productions (1 ), (2), and (3) as shown in 
Fig. 6 in which the designated hyperedge is encircled (recall the pictorial 
conventions for hypergraphs from Section 1). Figure 7 shows three senten- 
tial forms of G,. The second can be obtained from the first by applying 
production (3) and the third from the second by production (2). The third 
belongs to L(G,), and L(G,) consists of all such “decorated” ladders. 
As another example consider the CFHG grammar G5 of which the three 
productions are given in Fig. 8. G, corresponds in a rather obvious way to 
the ordinary context-free grammar G; with productions S--f A, A -+ E, and 
A + a&A (where E denotes the empty string). Thus G, generates the 
strings of G;, coded as hypergraphs in an obvious way (see Engelfriet, 
1987, for the string generating power of CFHG grammars). Note that 
Figs. 6 and 8 can also be viewed as the productions of B-edNCE grammars. 
The productions of a CFHG grammar are very similar to those of an 
edNCE grammar. However, they are interpreted in a quite different, 
though related, way. For example, the application of a CFHG production 
can cause the identification of certain nodes, whereas this is impossible for 
edNCE productions. A CFHG grammar G is identification-free if for every 
production (f, Q) of G the nodes of nod(f) are all distinct. If a CFHG 
grammar is not identification-free, then it is possible that certain nodes of 
a sentential form H of G are identified as a result of applying a production 
A 
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2 
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) 
c 1 2 * 1 2* 1 2 * 1 2 * 
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to a hyperedge e of H (viz. some of the nodes incident with e). Grammar 
G, is identification-free, but G5 is not (because of production (2)). Iden- 
tilication-freeness may be seen as the analogue of s-freeness of context-free 
grammars. The CFHG grammars in (Habel and Kreowski, 1987a, 1987b; 
Montanari and Rossi, 1987) are assumed to be identification-free, whereas 
those in (Bauderon and Courcelle, 1987) allow identification. We will show 
later (Theorem 6) that for every CFHG grammar there is an equivalent 
one that is identification-free. 
To compare CFHG grammars with apex edNCE grammars, we for- 
mulate a similar restriction of CFHG grammars. A CFHG grammar G is 
an apex CFHG grammar (or A-CFHG grammar) if for every production 
(h Q) of G, and every nonterminal hyperedge e #f of Q, e and fare not 
incident with a common node. The class of languages generated by 
A-CFHG grammars is denoted A-CFHG. It is not difficult to see that 
A-CFHG $ CFHG, but that will also follow from our results. Grammar 
G, is apex, but grammar G, is not. 
4. TRANSLATIONS BETWEEN GRAPHS AND HYPERGRAPHS 
To be able to compare the power of boundary graph grammars and 
context-free hypergraph grammars we now code graphs as hypergraphs and 
vice versa. Both codings are straightforward and well known, except for 
some technical details concerning the labeling. Again (see the remark in 
Section 1.3), we define our mappings on concrete graphs and hypergraphs, 
although we really consider them to be mappings on abstract graphs and 
hypergraphs. 
First we define a mapping from graphs to hypergraphs. Informally, 
graphs are hypergraphs such that all hyperedges have degree 2. Thus we 
represent nodes by nodes, and we represent an edge (x, i, y) by a hyper- 
edge e with nod(e) = (x, y) and lab(e) = E,. A small remaining problem is 
the labeling of the nodes: nodes of hypergraphs are unlabeled. This is 
solved by representing labels by hyperedges of degree 1 (see Section 1.5 of 
Courcelle, 1987b). Thus the label b of a node x is represented by a hyper- 
edge e with nod(e) = (x) and lab(e) = 6. Formally, let K= (V, E, C, r, 4) be 
a graph (where we assume Vn E = 0). Let i== {j I p E r} be disjoint with 
2. Then hyp,, AK), or just hyp(K), is the hypergraph H = (V,, E,, r,, 
nod, lab) such that V, = V, E, = E u V, rH = ru 2, where every element 
of r has rank 2, and every element of C rank 1; if e = (x, ,u, y) is in E, then 
nod(e) = (x, y) and lab(e) = j& and if e = x is in V, then nod(e) = (x) and 
lab(e) = 4(.x). Thus hyp,, r is a mapping from GR(C, r) into HGR(ru 2). 
Whenever C and r are clear from the context, hyp,, r will also be denoted 
by hyp. Note that the bars on the elements of r are needed in general to 
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give unique ranks to the symbols in r u C. An example of this representation 
can be found in Figs. 3 and 7: if K is the third graph in Fig. 3, then hyp(K) 
is the third hypergraph in Fig. 7 (taking /3= Cc and h = a). In fact, with 
/I=& and b=a, L(G,)= (hyp(K)[KEL(G,)). 
Next we define a mapping from hypergraphs to graphs. It is based on the 
fact that a graph can represent any structure consisting of a set of objects 
(its nodes) together with several binary relations on these objects (its 
labeled edges). In the case of a hypergraph the objects are its nodes and 
hyperedges, and for every integer j the j-incidence relation is a binary 
relation between nodes and hyperedges (and so, the graph is bipartite). 
Formally, let H= (V, E, I-, nod, lab) be a hypergraph (where we assume 
Vn E= a), and let * be a fixed symbol not in r. Then gra,(H), or just 
gra(H), is the graph K= (V,, E,, C,, rK, c$~) such that 
I’,= Vu E, 
rh. = [ 1, n] where n is the maximal rank(L) for L E r, 
EK={(e,j,x)leEE,.uEV,andxis thejthelement ofnod(e 
c,=ru (*I, 
4k.b) = ;ab(y) 
if y~v 
if GEE. 
Thus grar is a mapping from HGR(T) into GRA(Tu { * }, [ 1, n]), where 
n is the maximal rank of an element of r. Whenever r is clear from the 
context, gra, will also be denoted by gra. The nodes of gra(H) that are in 
E will be called Source nodes of gra(H), and the nodes in V will be called 
target nodes. Thus, all edges in gra(H) lead from source nodes (which 
represent the hyperedges of the hypergraph) to target nodes (which repre- 
sent the nodes of the hypergraph), and the latter are the nodes labeled *. 
An example of this representation can be found in Fig. 1: if H is the hyper- 
graph shown in Fig. 1, then the graph gra(H) is shown in Fig. 1. 
Both hyp,, r and gra, are injective mappings (on abstract graphs and 
hypergraphs). 
A hypergraph represents a graph (via hyp,. r) if and only if (1) every 
hyperedge has degree 1 or 2, (2) each node is incident with exactly one 
hyperedge of degree 1, (3) if hyperedge e has degree 2, then nod(e) consists 
of two different nodes, (4) if e and fare different hyperedges of degree 2, 
and nod(e)=nod(f), then lab(e) #lab(f), and (5) if hyperedge e has 
degree 2, then lab(e) is of the form ii with P E r, and if e has degree 1, then 
lab(e) is in Z. 
A graph represents a hypergraph (via gra,) if and only if its set of nodes 
can be partitioned into sets V, and V, such that (1) all edges lead from V,, 
to I’,, (2) the nodes of V, are labeled with *, and the nodes of V, with 
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elements of r, (3) the rank of the label of a node of V,, equals the degree 
of that node, and (4) the edges incident with a node of V, are labeled from 
1 to k, where k is the degree of the node. 
For a graph language L, hyp(L) is the hypergraph language 
(hyp(K)IKE L}. For a hypergraph language L, gra(L) is the graph 
language {gra(H)I HE L}. Note that if L zGR(,Z’, r) then hyp denotes 
hw z,T, and similarly for gra. 
We conclude this section by demonstrating how to simulate identifica- 
tion-free CFHG grammars by B-edNCE grammars. 
LEMMA 2. If G is an ident$‘cation+ee CFHG grammar, then 
gra(L(G)) E B-edNCE. The same holds ,for A-CFHG and A-edNCE, 
respectively. 
Proof View each production (J Q) of G as a production (f, gra(Q)) of 
a B-edNCE grammar G’. Then L(G’) = gra(L(G)). More precisely, if 
G=(T,52, P,S), thenG’=(Tu (*},!Ju II*),, [l,n], [l,n], P’, S), wheren 
is the maximal rank(i.) for j.E r, and P’= [(,L gra(Q))I (,L Q) E P]. 
Clearly, if G is apex, then so is G’. i 
Thus, e.g., viewing the hypergraphs H in Fig. 6 as graphs gra(H) turns 
the CFHG grammar G4 into a B-edNCE grammar generating gra(L(G,)) 
(and in fact both grammars are apex). As explained before, this construc- 
tion does not work in the case that the CFHG grammar is not identitica- 
tion-free: the application of a production of a B-edNCE grammar does not 
identify nodes of the sentential form. Thus, when Fig. 8 is viewed as a 
B-edNCE grammar, it does not generate gra(L(G,)). 
5. MAIN RESULTS 
Since all the necessary terminology has been introduced, we now state 
the main results of this paper. 
THEOREM 1. Let L he a hypergraph language. Then 
L E CFHG if and on1.v if gra( L) E B-edNCE, 
ifand only if gra( L) E B-edNCE,,,, , 
L E A-CFHG fund only if gra( L) E A-edNCE. 
THEOREM 2. Let L be a graph language. Then 
L E B-edNCE,,,, $and only if hyp(L) E CFHG, 
L E A-edNCE if and only ij hypjl) E A-CFHG. 
COMPARISONOFGRAPHGRAMMARS 183 
Thus, B-edNCE has the same hypergraph generating power as CFHG, 
and CFHG has the same power as B-edNCEbntd, both for generating 
graphs and generating hypergraphs. With the apex restriction edNCE and 
CFHG grammars have the same power, both for graphs and hypergraphs. 
Note that the graph generating power of CFHG lies properly between that 
of A-edNCE and B-edNCE (see Propositions 1 and 2 in Section 2). 
The rest of this paper will mainly be devoted to the proofs of these 
theorems. The only-if direction of Theorem 1 was proved in Lemma 2 for 
the identification-free case. As observed in the Introduction, Theorem 2 is 
much easier to show than Theorem 1. Nevertheless, to shorten the paper, 
we will use Theorem 1 in the proof of Theorem 2. 
6. NORMAL FORMS FOR BOUNDARY GRAMMARS 
We need a number of normal forms which make it easier to work with 
the B-edNCE, B-edNCE,,,, , and A-edNCE grammars. Our first normal 
form is obtained by observing (cf. Kaul, 1985) that the direction of the 
edges incident with a nonterminal node may as well be fixed to be, e.g., 
outgoing. Note that the B-edNCE grammar corresponding to a CFHG 
grammar (as in the proof of Lemma 2) has this property. A B-edNCE 
grammar has the out-star property if the nonterminal nodes in its produc- 
tions have outgoing edges only. Note that, for such a grammar, also the 
nonterminal nodes in its sentential forms have outgoing edges only. 
Grammars G? and G, have the out-star property, but G, does not. 
LEMMA 3. For every B-edNCE grammar there is an equivalent one with 
the out-star property. The same holds ,for B-edNCE,,,, grammars and 
A-edNCE grammars. 
Proof. Replace every edge (y, ~1, x) such that x is a nonterminal node 
by the edge (x, j& y), where ji is a new nonterminal edge label. 1 
From now on we require that all our B-edNCE grammars have the out- 
star property. Thus, from now on, all (1, a)-neighbours of a nonterminal 
node are (2, a, out)-neighbours. 
Although the next two normal forms are rather straightforward 
generalizations of two normal forms for B-NLC grammars in (Rozenberg 
and Welzl, 1986a), they will be proved in detail for three reasons. First, the 
B-edNCE formalism used in this paper is quite different from the B-NLC 
formalism; in this way the reader has an opportunity to get used to proofs 
in the new formalism. Second, we wish to be sure that the constructions are 
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boundary fair. And third, the proofs illustrate two construction techniques 
(a top-down and a bottom-up one) that will be used later in more 
complicated proofs. 
The first of these normal forms is “context consistency” (Rozenberg and 
Welzl, 1986a). Even if a production (<, Q) of a B-edNCE grammar is 
applicable to a nonterminal node .Y of a sentential form K, there does not 
have to be a relationship between the edges incident with t; in Q and those 
incident with x in K. The “context consistent” normal form will force such 
a relationship by guaranteeing that 5 and .v have the same context (see 
Section 1.1). This means that they have the same “types” of incident edges, 
where the type of an edge is its label and the labels of its incident nodes. 
The number of edges of a given type may still be radically different for 4 
and X. In this normal form the context of a nonterminal node is determined 
by its label (and note that 5 and .Y have the same label). In this sense the 
situation is similar to the rank of a nonterminal hyperedge label: in the 
B-edNCE grammar obtained from a CFHG grammar (as in the proof of 
Lemma 2) the context of a nonterminal node labeled A is {(j, *) 1 1 <,j< 
rank(A)}, see Fig. 6. 
Our formal definition will be static rather than dynamic as in (Rozen- 
berg and Welzl, 1986a) (i.e., based on productions rather than on sentential 
forms), but the two definitions are equivalent. A B-edNCE grammar is 
context consistent if there is a function v]: C-A 3 2’“’ (called the context 
describing function) such that (i) q(S) = @ and (ii) for every nonterminal 
node x of a production (i, Q) of G, v(~~(.x)) = context&x). Note that, for 
such a grammar, (ii) also holds for every sentential form Q of G. Grammar 
G, is context consistent, but G3 is not. 
LEMMA 4. For every B-edNCE grammar there is an equivalent one that 
is context consistent. The same holds for B-edNCE,,,, grammars and 
A-edNCE grammars. 
Prooj Let G be a B-edNCE grammar with boundary alphabet A,, G A. 
We construct a context consistent B-edNCE grammar G’, equivalent with 
G. In G’ context information is added to the nonterminals: it has non- 
terminals (A, a), where A is a nonterminal of G and c( c TX A,. The 
derivations of G’ are the same as those of G except that every nonterminal 
node x of a sentential form K has label (A, a), where A is its label in K and 
c1 is its context in K. This context information is computed top-down, in the 
sense that it is passed from the left-hand side of a production to the non- 
terminal nodes of the right-hand side. Simultaneously, superfluous nodes 
are removed from, and “dummy” nodes are added to the productions. 
The initial nonterminal of G’ is (S, 0). For every production (5, Q) of 
G and every CI E f x do, G’ has a production obtained from (5, Q), as follows. 
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( 1) “Force” 4 to have context c( by changing Q as follows: 
(a) If (A, a) 4 CI, then remove all (1, a)-neighbours of [ (with all 
their incident edges). 
(b) If (n, a) E c(, but 5 has no (A, a)-neighbour, then add one. 
(2) Relabel every nonterminal node x of the graph Q’ obtained in (1) 
by (B, p), where B = do(x) and j? = contexto.(x). Note that this gives label 
(X, a) to 5, where X= dQ(5). 
It is easily seen (by a “top-down” reasoning) that this construction ensures 
that the derivations of G’ are the same as those of G, except that every non- 
terminal node of a sentential form is additionally labeled by its context. 
Hence L(G’) = L(G). Formally, in such a top-down reasoning, one would 
prove the above property by induction on the length of the derivation, 
treating the last derivation step in the induction step of the proof. It would 
suffice to consider derivations S -* K, for arbitrary K. 
Clearly G’ is context consistent, with r](A, a) = tl. Note that consequently 
G’ has the same boundary alphabet as G, and so the construction is 
boundary fair. Since the derivations of G’ are the same as those of G, apart 
from node labels, the property of bounded nonterminal degree is preserved. 
If G is apex, then so is G’. m 
Important Remark. From now on we require that all our grammars G are 
context consistent. The context describing function of G is denoted qc. Thus, 
from now on, our constructions involving B-edNCE grammars should be 
boundary fair, and should preserve the out-star property and contest 
consistency. It can rather easily be shown that every context consistent 
B-edNCE grammar can be reduced (see also Theorem 20 of Engelfriet, 
Leih, and Welzl, 1987). Clearly, reduction is a construction that satisfies 
the requirements (because it consists of dropping productions). It is left to 
the reader to check that also the construction in the proof of Lemma 1 
satisfies the requirements. Thus, we may always assume that our grammars 
are reduced and satisfy the statement of Lemma 1. 
The next normal form is again completely analogous to the one for 
B-NLC in (Rozenberg and Welzl, 1986a). A B-edNCE grammar G is 
neighbourhood preserving if for every production (& Q) of G, every 
neighbour of 5 is also a neighbour of a node #<. In other words, for every 
production 7~ of G, every interface node of II is the neighbour of a right- 
hand side node of rr. Since G is also assumed to be context consistent, this 
property implies that after replacing a nonterminal node x at least one new 
neighbour will be provided for every former neighbour of x. Thus, even- 
tually, every neighbour of x will become the neighbour of some terminal 
node generated by x (during a derivation of a terminal graph). 
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Grammar G, is not neighbourhood preserving because of production 
(2). The B-edNCE grammar of Fig. 6 is neighbourhood preserving. 
LEMMA 5. For ever?> B-edNCE grammar there is an equivalent one that 
is neighbourhood preserving. 
Proof: Let G be a B-edNCE grammar with context describing function 
v]. We construct an equivalent grammar G’, with information added to each 
nonterminal saying which neighbours of the nonterminal are “useful,” in 
the sense that they will be connected to a terminal node generated by that 
nonterminal. More precisely, each nonterminal of G’ is of the form (A, u), 
where A is a nonterminal of G and u _c q(A ), and (A, a) is in u if and only 
if the (A, a)-neighbours of A will have terminal neighbours generated by A 
(in one or more steps). Note that, due to the way the edNCE embedding 
mechanism works, for fixed (A, a), either none or all (n, a)-neighbours of A 
will have terminal neighbours generated by A. The productions of G’ are 
obtained from those of G by computing this information in a bottom-up 
fashion, in the sense that it is passed from the nonterminal nodes of the 
right-hand side of a production to the left-hand side. Simultaneously all 
edges are removed that connect a nonterminal node to its “useless” 
neighbours. 
Let rc = (& Q) be a production of G, and let I,, . . . . .x,! be all the nonter- 
minal nodes different from j’ in Q, with labels A,, . . . . A,. Let ui c q(Ai), for 
1 6 i 6 n. For each such choice of rr and U, , . . . . u,, G’ contains a production 
constructed as follows: 
(1) If JJ is a (/I, a)-neighbour of x,, and (A, a)$ u,, then remove the 
edge (x,, iti, y). 
(2) In the resulting graph, remove every neighbour of < that has no 
neighbour other than 5 (together with the incident edges). 
(3) In the resulting graph Q’, relabel X, with (Ai. ui), and relabel 5 
with (A’, contexta(< where X=4,(5). 
Since q(S) = 121, (S, 0) is the initial nonterminal of G’. 
It should be clear and can be shown by a “bottom-up” reasoning, that 
the derivations of G’ are the same as those of G except that the edges 
between a nonterminal node x and its “useless” neighbours are removed 
(and x is additionally labeled with its new context ). Thus G’ and G are 
equivalent, and G’ is context consistent with qG..(A, U) = U. Note that 
consequently the construction is boundary fair. 
Formally, in such a bottom-up reasoning, one would prove the above 
property of derivations by induction on their length, treating the first 
derivation step in the induction step. It would suffice to consider deriva- 
tions of the form K=>* M. where M is a terminal graph, and K is a graph 
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consisting of one nonterminal node X, labeled A, together with one (I., a)- 
neighbour of x for each (I”, a) E q(A), and no edges between these 
neighbours. 1 
It is easy to see that the above proof also works for B-edNCE,,,, and 
A-edNCE grammars, but this fact will not be needed. 
As an immediate consequence of this normal form we obtain the 
following technical lemma (see Satz 1.5.2 of Schuster, 1987). 
LEMMA 6. Let G be a neighbourhood preserving B-edNCE grammar. Let 
K be a sentential form of G, and let ME L(G) be such that K s* M. If x ix 
a nonterminal node of K with degree > d. # r. #A ,for some integer d, then 
there is a node y of M with degree > d. 
Proof. Clearly x has more than d (jb, a)-neighbours for some (Iti, a) E 
TX A. After application of a production to .X these nodes will all be (p, a)- 
neighbours of another node, for some p E I’. Thus, eventually, they will all 
be (a, a)-neighbours of the same terminal node .I’; of M, for some CI E K 
Hence the degree of y is >d. 1 
This implies that B-edNCE and B-edNCE,,,, only differ with respect to 
languages of unbounded degree, as shown next. 
LEMMA 7. If L E B-edNCE is of bounded degree, then L E B-edNCE,,,,. 
Proof. Let G be a neighbourhood preserving B-edNCE grammar 
generating L. Let the nodes in the graphs of L be of degree at most d. By 
Lemma 6 all nonterminal nodes in all sentential forms of G have degree 
6 d. # f. #A. Hence G is of bounded nonterminal degree. 1 
We now turn to a normal form for B-edNCE,,,, grammars and 
A-edNCE grammars. The B-edNCE grammar constructed from a CFHG 
grammar, as in the proof of Lemma 2, has bounded nonterminal degree 
(where the bound is the maximal rank of its nonterminals). Moreover, it 
has the stronger property that every nonterminal node has at most one 
(j, *)-neighbour for every Jo N. 
A B-edNCE grammar (or A-edNCE grammar) G is nonterminal 
neighbour deterministic (a B-edNCE”, grammar, or a A-edNCE,, 
grammar, respectively) if each production (5, Q) of G satisfies: 
(i) if x is a nonterminal node of Q, then x has at most one (2, a)- 
neighbour for each (,I, a) and (ii) if y is a (i., a)-neighbour of 5 and p # i, 
then y is not a (II, a)-neighbour of [. 
Note that, for such a grammar, (i) also holds for all sentential forms Q 
of G. G, is a B-edNCE,, grammar, but G, is not. 
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LEMMA 8. B-edNCE,,,, = B-edNCE,, and A-edNCE = A-edNCE,, . 
ProojI The inclusion B-edNCE,, s B-edNCE,,,, is obvious: for every 
nonterminal node I of a sentential form K of a B-edNCE,, grammar G the 
degree of .Y equals the cardinality of qG(dK(x)). 
Let us now prove the inclusion B-edNCE,,,, s B-edNCE,,. Let 
G = (C, d, f, Sz, P, S) be a B-edNCE,,,, grammar, and let d be a bound on 
the degree of its nonterminal nodes. The proof is in three steps ( I )-(3). 
(1) Consider points (i) and (ii) in the definition of B-edNCE,,. As a 
first step in the proof we note that we may assume that (ii) holds, and that 
(i) holds for x = 5. This is shown in Lemma 1 (it is easy to see that the 
proof preserves the bntd property and the apex property). 
(2) Since the nonterminal nodes of G need not be of degree more 
than d, it is possible to keep track of the precise number of (i, a)- 
neighbours of such nodes. We now construct an equivalent grammar G’ in 
which this information is added to the nonterminals of G: G’ has non- 
terminals (A, LX), where A is a nonterminal of G and c( is a function 
TX d + [0, d]. A nonterminal node in a sentential form of G’, labeled 
(A, c(), will have exactly a(A, a) (E., a)-neighbours for every (j”, a). 
Moreover, to simplify step (3) of the construction, we construct G’ in such 
a way that the same holds for all nonterminal nodes in productions. Note 
that q&.4, c() = tic(A) = {(A, a) 1 @A, u) > 0). As in the proof of Lemma 4, 
the information is computed top-down (and so, the formal proof would use 
a top-down reasoning on derivations). The initial nonterminal of G’ is 
(S, a,), where a,(& a) = 0 for all (1, n). For every production (5, Q) of G 
and every x: TX d + [0, d], construct a new production (5, Q’) as follows: 
The nodes of Q’ are 
all nodes of Q that are not interface nodes, and 
- for every (i, a)-neighbour x of 5, new nodes x,, . . . . .yk7 where 
k = cr(i, a). 
The edges of Q’ are 
- all edges of Q that are not interface edges, 
- for every edge (J?, I., x) of Q where x is an interface node, edges 
( y, ,J x;) for all i, 1 6 i < k, and, similarly, 
- edges (xi, i, y) for every such edge (x, i, y). 
The nodes of Q’ are labeled as follows. The terminal nodes of Q that are 
in Q’ keep their labels, and every xi has the same label as x. Every non- 
terminal node z of Q’ is relabeled by (B, fi), where B is its label in Q, and 
p(1, a) equals the number of (A, a)-neighbours of z in Q’, for every (2, a). 
Note that this gives label (X, a) to r, where X=&o(t). If every such fl has 
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its range in [0, d], then (5, Q’) is a production of G’. This ends the 
construction of G’. Note that the productions of G’ show the actual 
number of (n, a)-neighbours of the corresponding nodes in the sentential 
forms of G’. 
(3) Finally we construct an equivalent B-edNCE,, grammar G” from 
G’ as follows: Introduce new nonterminal edge labels 2,) . . . . A, for every 
edge label A. Let (5, Q) be a production of G’. Consider an arbitrary fixed 
order of all terminal nodes of Q. In Q, change every edge (x, %, y) where 
x is a nonterminal node, into the edge (x, i,, y) if 4’ is the ith (2, de(v))- 
neighbour of x in this order. 
This ends our proof. Note that if (&, a)~q,.(A, IX), then (A, ~)EY]JA). 
This means that the construction is boundary fair. 1 
The definition of B-edNCE,,,, is dynamic, i.e., in terms of derivations, 
whereas the one of B-edNCE,, is static, i.e., in terms of productions. Thus 
Lemka 8 shows that the B-edNCE,, grammar is a static alternative to the 
B-edNCE bntd grammar. Note also that, as observed in Proposition 1 of 
Section 2, B-edNCE,,,, 2 B-edNCE. Thus B-edNCE,, is not a normal 
form for arbitrary B-edNCE grammars. 
We end this section with another normal form, or rather an infinite 
sequence of normal forms, for A-edNCE grammars. 
For k > 2, a B-edNCE grammar G is of&stance k if for every production 
(<, Q) of G, and every nonterminal node x # 5 of Q, every path between x 
and 5 has length 2 k (i.e., the distance between x and [ is at least k). Thus, 
every B-edNCE grammar is of distance 2, and it is of distance 3 if and only 
if it is apex. The A-edNCE grammar of Fig. 6 is of distance 4. For ordinary 
context-free grammars a corresponding notion of distance k would be that 
in each production A + CI (for which a contains at least one nonterminal) 
each nonterminal of c( is preceded by at least k terminals. By applying 
productions to the nonterminals of a (for all possible productions), one 
would obtain a new grammar of distance at least 2k. The same idea can be 
used for A-edNCE grammars, as shown next. 
LEMMA 9. For every L E A-edNCE and every k > 3 there is an A-edNCE 
grammar of distance k generating L. 
Proof: It suffkes to show that for every A-edNCE grammar G of dis- 
tance k we can find an equivalent A-edNCE grammar G’ of distance k + 1. 
G’ is constructed in such a way that one derivation step of G’ corresponds 
to several derivation steps of G. If the first step consists of the application 
of, say, production (5, Q), then in the other steps a production is applied 
exactly once to each nonterminal node #c of Q. The productions of G’ are 
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obtained as follows. Let (to, Q,), (5,) Q,), . . . . (5,, Q,) be productions 
of G, such that Q, has exactly n nonterminal nodes .x1, . . . . x,, different 
from to, and -xi has the same label as ti. Now apply productions 
(5,, PI), . . . . (t,, Q,,) to the nodes x ], . . . . .x,, of Q. (this does not depend on 
the order of application), and let Qb be the resulting graph. It is easy to see 
that (to, Qb) is again a production, and, by definition, it is one of G’. These 
are all productions G’ contains. 
Since in ([,, Q;) the distance between t, and any other nonterminal node 
is at least k, the distance between to and any other nonterminal node in Qb 
is at least 2k - 2. From 2k - 2 > k + 1 it follows that G’ is of distance k + I. 
Note that G and G’ have the same context describing function, i.e., 
rc,=‘lc. I 
In the above proof, productions are applied to productions. This is one 
of the advantages of defining productions as graphs. 
7. NODE IDENTIFICATION 
As we have seen, in a CFHG grammar it is possible to generate nodes 
that will be identified later in the derivation. This feature is convenient 
when writing grammars for specific languages (cf. the use of erasing 
productions in ordinary context-free grammars). In this section we show 
that the same feature can be introduced for B-edNCE grammars. Rather 
than extending the edNCE model, we show that the class B-edNCE of 
graph languages is closed under the operation of node identification, as 
explained now. 
Let E be a special edge label, fixed for the rest of our considerations. 
Intuitively, if (x, E, y) is an edge in a graph, then we wish the nodes x and 
y to be identified (i.e., the edge to be contracted). Thus, for this purpose, 
the direction of the E-edge is irrelevant. A graph K is r-consistent if for every 
edge (x, e, y) in K, x and 1’ have the same label. Two nodes of K are 
E-equivalent if there exists an c-path between them. We denote by [?c]~ the 
s-equivalence class of node x. For an s-consistent graph K, we define E(K) 
to be the graph M such that 
#,J [xl,) = dK(.y) (which is well defined by E-consistency), 
E,={~C.~lB,~,C~l,)lCxl,#C.~l,,~#~,~~~(.~’,~,y’~~~,f~~~~~~ 
X’E CxL and Y’E Cyl,), 
,Z,,,,=Z, and f,4,=rK- {E}. 
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Note that this definition of node identification for graphs through E(K) is 
similar to the definition of node identification for hypergraphs through 
K/p, given in Section 3. In that definition, the nodes to be identified were 
given explicitly by the relation p, whereas here they are given implicitly in 
the graph itself (corresponding to the relation ((x, J) 1 (x, E, y) E E, > ). 
A graph language L is s-consistent if all its graphs are, and in that case 
we define s(L) = (s(K) 1 K E L 1. This (partial) operation on graph languages 
is called &-identification. A class C of graph languages is said to be closed 
under s-identification if C contains E(L) for every s-consistent L E C. We 
will also consider the following restricted version of closure under a-iden- 
tification A graph language L is c-bounded if there is an integer k such that 
all simple s-paths in the graphs of L have length dk. A class C of graph 
languages is closed under bounded E-identijication if C contains E(L) for 
every s-bounded s-consistent L E C. 
Consider a B-edNCE grammar G such that E is a terminal edge label and 
L(G) is s-consistent. We may view this grammar as “generating” the 
language &(L(G)). We now show that this feature does not extend the 
generating power of B-edNCE grammars. 
THEOREM 3. B-edNCE and B-edNCE,, are closed under E-identification. 
Proof Let G = (C, A, I-, Sz, P, S) be a B-edNCE grammar with E E R, 
such that L(G) is s-consistent. Let 9 be the context describing function of 
G. We may assume that G is reduced and satisfies the statement of Lemma 
1. We may also assume (see Theorem 12 of Engelfriet, Leih, and Welzl, 
1987) that in the productions of G edges that are incident with nonterminal 
nodes are labeled with nonterminal labels, and so, in particular, they are 
not s-edges (replace each “wrong” terminal label p by a new nonterminal 
label & in the productions of G). 
We will construct a B-edNCE grammar G” such that L(G”) = &(L(G)). 
The idea is that G” simulates G and identifies two s-equivalent terminal 
nodes as soon as they are both generated. To ensure this we transform the 
productions of G by identifying terminal nodes that will be E-equivalent in 
the terminal graph. However, to know whether two terminal nodes will be 
E-equivalent in the terminal graph, G” has to know whether a nonterminal 
node will generate an c-path between two of its neighbours. This informa- 
tion will be added to the labels of the nonterminal nodes (by a bottom-up 
computation, as in the proof of Lemma 5). As a consequence of this 
simulation, edges have, in general, to be generated earlier by G” than they 
are generated by G. In fact, G may generate two terminal nodes xi and x2, 
and at a later time generate two terminal nodes y, and )‘? with an edge 
( y,, y, yZ), such that xi and yi are s-equivalent for i= 1, 2. G” should 
instead generate the edge (x, , y, .Y~), as soon as x, and -x7 are generated. 
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Thus, G” also has to know whether this situation will happen for two 
neighbours X, and -Y: of a nonterminal node. This is formalized in the 
following notion. 
For :’ EQ, a (‘J, E)-path in a graph K is a path x,, . . . . x, such that for 
some i, 1 6 i < n, (x,, ‘/, x, + , ) is an edge in K and X, , . . . . -xi and s, + , , . . . . x,, 
are s-paths. It is a (y, E)-path from x, to X, (thus, the direction of the y-edge 
is important). Note that there is an (E, &)-path between two nodes (in some 
direction) if and only if there is an E-path of length > 1 between them. The 
same definition will be used for graphs with loops (see Section 1.1). 
Before defining G” we construct a B-edNCE grammar G’, similar to G, 
in which the nonterminals contain information concerning the (y, &)-paths 
they generate between their neighbours, i.e., the information needed by G”, 
as discussed above. G’ has nonterminals (A, p) with A EC- A and 
p c q(A) x Q x q(A ), with initial nonterminal (S, 0). The set p contains 
information concerning (7, &)-paths generated by A: ((1, a), y, (n, h)) is in p 
if and only if A generates a (y, &)-path from each (A, a)-neighbour of A to 
each (II, h)-neighbour of A (in the sense that it generates all edges of the 
path, and all nodes of the path that are not neighbours of A). Note 
that, due to the way the edNCE embedding mechanism works, if 
((I,, a), y, (p, h)) $p then there is no (y, &)-path from any (A, a)-neighbour 
to any (cl, b)-neighbour, i.e., either all such neighbours are connected by a 
(I’, &)-path, or none. Note also that (& a) = (I*, h) is possible. In fact, again 
due to the edNCE embedding mechanism, if ((A, a), E, (p, 6)) EP, then also 
((A, a), E, (E., a)) EP and ((11, h), E, (p, b)) up. The productions of G’ are 
obtained from those of G by replacing each nonterminal A by some (A, p) 
in a consistent way. Moreover, to simplify the construction of G” from G’, 
we add a y-edge from each (A, a)-neighbour of A to each (p, h)-neighbour 
of A if (( 1., a), y, ( ,u, b) ) E p. In this way G’ generates the same graphs as G, 
except that they may contain additional y-edges between nodes that are 
connected by a (y, &)-path. Thus, &(L(G’)) = &(,5(G)). The (y, &)-path infor- 
mation is computed in a bottom-up fashion, as shown in the following 
construction of the productions of G’. 
Let rt = (5, Q) be a production of G, such that x,, . . . . x, are all the 
nonterminal nodes different from < in Q, with labels A,, . . . . A,. Let 
pig q(Ai) x Sz x q(Ai) for 1 <i< n. Intuitively p, is associated to -xi as 
explained above. For each such choice of n and p, , . . . . p,,, G’ contains a 
production obtained from (t, Q) as follows: 
(1) Add y-edges to Q (possibly transforming it into a graph with 
loops): if (-ui, i, y) and (x,, p, Z) are edges in Q (possibly with y = Z) such 
that ((I,, a), y, (p, b))op,, where do(~) = a and be(z) = b, then add the 
y-edge (I’, ‘J, Z) to Q (which may be a loop). 
(2) For the graph (with loops) resulting from (1) define p = 
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{((A~),Y>(P>~))I~ h as a (i, a)-neighbour y and a (p, 6)-neighbour z 
(possibly with y = Z) such that there is a (y, &)-path from y to c ). 
(3) Remove all loops and all edges between interface nodes (which 
were possibly introduced in step (1)). 
(4) Relabel x, with (A,, p,), for 1 d idn, and relabel L: with (X,p), 
where X = q5o( 5). 
In this way all productions of G’ are constructed. It should be clear 
that @(G’)) = c(L(G)). Note that G’ is still context consistent, with 
rlcd‘% P) = v(A). 
Consider now a sentential form K of G’, and let M be a terminal graph 
such that K a* M in G’. It can easily be shown, by a top-down reasoning, 
that for every two terminal nodes x and y and every y E Sz, there is a (y, E)- 
path from x to y in M if and only if there is such a path in K. Using this 
property it can be shown, again by a straightforward top-down reasoning, 
that G”, defined as follows, generates the sentential forms E(K), where K is 
a sentential form of G’. This implies that L(G”) = s(L(G’)). The only thing 
that G” has to do when simulating an application of a production of G’, 
is to contract all newly generated s-edges. It is not difficult to see that this 
can be realized by contracting all s-edges in the production itself. Thus, for 
every production (5, Q) of G’, G” contains the production (Cl],, Q), where 
Q is obtained from s(Q) by dropping all edges between neighbours of [(I,. 
Note that, in fact, [t], = { 5: 1, b ecause only terminal nodes are identified in 
E(Q). 
G” is context consistent, with ~~0, p) = qJA,p) = q(A). If G is a 
B-edNCE,, grammar, then so is G”, because the productions of G” are 
obtained from those of G by: adding edges between terminal nodes, iden- 
tifying terminal nodes, and removing edges between terminal nodes. 1 
For an example of the above construction, see Figs. 9 and 11. Figure 9 
shows a B-edNCE grammar G generating the graphs in Fig. 10a. The 
corresponding graphs in &(,5(G)) are shown in Fig. lob. Figure 11 shows 
the B-edNCE grammar G”, where S stands for (S, a), B= (A, pr ), and 
C= (4 p2L with pI = (((4 ~1, Y, (P, a)), ((4 ~1, E, (4 a)), ((P, a),~, (P, a))} 
and p2 = {(u, E, u) I u, u E { (2, a), (p, u)} }. This example also shows that 
A-edNCE is not closed under s-identification: G is an A-edNCE grammar, 
but s(L(G)) is not of bounded degree. The problem is that there are simple 
s-paths of arbitrary length in L(G). 
THEOREM 4. A-edNCE is closed under bounded E-identiJicution. 
Proof: Let k be the bound on the length of the simple s-paths. Let 
LE A-edNCE, and let G be an A-edNCE grammar of distance k + 3 
generating L (Lemma 9). Then G has the property that, in every produc- 
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FIGURE 9 
tion (5, Q), there is no s-path connecting a neighbour of 5 with a 
neighbour of a nonterminal node x # 5 of Q. Applying the construction 
from the proof of Theorem 3 to G, this property also holds for the gram- 
mar G’. Consequently, the resulting grammar G” is apex. 1 
It turns out that with arbitrary &-identification the class of A-edNCE 
grammars generates all B-edNCE,,,, languages. Let &(A-edNCE) denote 
the class of all graph languages E(L) such that L is s-consistent and 
L E A-edNCE. 
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THEOREM 5. &(A-edNCE) = B-edNCE,, . 
Proof: Since A-edNCE c B-edNCE,,,, , it follows from Lemma 8 and 
Theorem 3 that &(A-edNCE) E B-edNCE,,. To show the reverse inclusion 
let G be a B-edNCE,, grammar. The productions of an A-edNCE 
grammar G’ such that L(G) = e(L(G’)) are constructed from those of G as 
follows. Let (5, Q) be a production of G. For each (2, a)-neighbour y of 5 
add a new node y’ to Q (with label a), and replace the edge (&1, y) by the 
two edges (5, A, u’) and (y’, E, y). The resulting production is a production 
of G’. Clearly G’ is apex. Note that it is essential in this construction that 
G is nonterminal neighbour deterministic. If not, then all (A, a)-neighbours 
of a nonterminal node to which (<, Q) is applied would be identified. 1 
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8. HYPERGRAPH GENERATING POWER 
This section is devoted to the proof of Theorem 1. We start by showing 
that for every CFHG language L, gra(L) is in B-edNCE. 
LEMMA 10. Let L be a hypergraph language. If LE CFHG, then 
gra(L) E B-edNCE. The same holds for the corresponding apex classes. 
Proof: Let G be a CFHG grammar generating L. The case that G is 
identification-free was treated in Lemma 2. We now adapt that proof to the 
general case, using s-identification in a way similar to that in the proof of 
Theorem 5. 
The productions of an A-edNCE grammar G’ such that &(L(G’)) = 
gra(L) are constructed from those of G as follows. Let (f, Q) be a produc- 
tion of G. Then (A Q’) is a production of G’, where Q’ is the graph 
obtained from gra(Q) as follows: for each neighbour y off add a new node 
y’ (labeled *) to gra( Q), add all edges (y’, E, y), and replace each edge 
(f;j, y) by the edge (f,j, y’). Note that if node y is both j- and i-incident 
with fin Q, then application of (ft Q) causes the corresponding nodes in 
the sentential form to be identified. This effect is simulated in (f, Q’) by the 
c-edge between y’ and v. Since L(G’) is s-consistent, L(G) E B-edNCE by 
Theorem 3 (and even in B-edNCE,, by Theorem 5). 
If G is apex, then it is not very difficult to see that L(G’) is s-bounded 
(where, roughly, the bound is twice the maximal number of *-labeled nodes 
in a production of G’). Hence L(G) E A-edNCE by Theorem 4. u 
We now start the more involved proof of the other direction of Theorem 
1: if L is a hypergraph language such that gra(L) E B-edNCE, then 
gra(L) E B-edNCE,,,, and LECFHG. If G is a B-edNCE grammar 
generating a hypergraph language (in the sense that L(G) = gra(L) for 
some hypergraph language L), then we wish to transform G step by step 
into an equivalent B-edNCE,,,, g rammar G’ such that every production of 
G’ represents a hypergraph, with the nonterminal nodes being source nodes 
(for the meaning of “source” and “target” nodes, see Section 4). A CFHG 
grammar generating L is then obtained by applying gra- ’ to all produc- 
tions of G’. 
In such a grammar G’ all nonterminal nodes have boundary alphabet 
{ *}, i.e., their neighbours are target nodes. The main step in transforming 
G into G’ is to guarantee this property. This is shown in the next key 
lemma. 
LEMMA 11. Let L be a hypergraph language. Zf gra( L) E B-edNCE, then 
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gra(L) is generated by a B-edNCE grammar with boundary alphabet { * $. 
The same holds for A-edNCE. 
Proof: Let G = (Z:, d, r, Sz, P, S) be a reduced B-edNCE grammar 
generating gra( L). Then Q = [ 1, n] for some integer n. Also, A contains *, 
and A- { *} is a ranked alphabet. 
We know that the graphs of gra(L) are bipartite with one part of the 
partition consisting of all target nodes and the other part consisting of all 
source nodes, and we want the same to be true for the productions of the 
B-edNCE grammar G’ to be constructed, with nonterminal nodes being 
source nodes. We know that the productions of G are 3-partite with parti- 
tion: source nodes, target nodes, nonterminal nodes. So we have to “break” 
the edges from nonterminal nodes to source nodes. 
We will use s-identification, together with the fact that in Theorems 3 
and 4 the boundary alphabet is preserved. Thus we will construct G’ such 
that c(L(G’)) = L(G). 
The idea of the construction of G’ is that whenever G generates a source 
node x, then G’ at the same time generates all (target) neighbours of x. Any 
nonterminal node in G that is connected to x, will in G’ be connected to 
these neighbours (with appropriate edge labels). Whenever such a non- 
terminal node generates (in G) a neighbour of x, it will in G’ connect this 
node by an E-edge to the already generated neighbour of x (using the 
appropriate edge label). In fact, if in G nonterminal node y is connected to 
x by a l-edge, then in G’ it will be connected to the (j, *)-neighbour of x 
by a (5 b, j)-edge (where b is the label of x). 
To be precise, let K= (V, E, A, Q, 4) be a graph in L(G), i.e., in gra(L). 
Then G’ will generate the graph K’ = ( V’, E’, A, Sz u {E}, 4’) such that 
V’= VuX, where X= {xjlx is a source node, 1 <j<rank(r$(x))}, 
and each xi is a new object, 
E’ = {(x, j, x,) I xj E X) u ((xi, E, v) I xi E X, y is the (j, *)-neighbour of 
x in K}, 
d’(z) = d(z) for z E V, and 
fj’(x,) = * for xY E X. 
For an example see Fig. 12: if K is in Fig. 12( 1 ), then K’ is in Fig. 12(2). 
The dotted lines do not belong to K’ but are added for the sake of clarity. 
Clearly, if indeed L(G’) = {K’ 1 K E L(G)}, then L(G’) is c-consistent, and 
c(L(G’)) = L(G). Also, L(G’) is s-bounded (with bound 2). This allows us 
to use both Theorems 3 and 4. 
We now describe G’. Consider a production (5, Q) of G. For each source 
node x in Q, we introduce new target nodes xi labeled *, for 16 j < N(x), 
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where N(x) = rank(d&x)). A production (5, Q’) for G’ is constructed out 
of (5, Q) as follows: The nodes of Q’ are 
- all nodes of Q except the source nodes that are interface nodes, 
and 
- all nodes xi, where x is a source node of Q and I <j 6 N(x). 
Note that the source nodes x that are interface nodes are replaced by nodes 
Xl , . . . . xNCr), whereas for the source nodes x that are not interface nodes, 
nodes x1, . . . . x.~,.~, are added. 
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The edges of Q’ are 
( 1) edges (x, j, xj) for every source node x that is not an interface 
node and every 1 <j < N(x), 
(2) all edges in Q from nonterminal nodes to target nodes 
(3) edges ( y, (;1, b,j), x,) for every nonterminal node y, every source 
node x such that (J, 1, x) E E, and do(x) = 6, and every 1 <j< N(x), 
(4) edges (x,, E, v), for every source node X, every 1 <‘j 6 N(x), and 
every target node J: such that (x, j, y) E E,. 
This ends the construction of (5, Q’), and the description of G’. An example 
is given in Fig. 13. It contains a typical production (1) of G, and the 
corresponding production (2) of G’ (a, b are terminal node labels, with 
rank(u) = 2 and rank(b) = 3, and A, B are nonterminal node labels). Again, 
the dotted lines do not belong to Fig. 13(2). 
Note that G’ has boundary alphabet {*}. Note also that G’ is context 
consistent, with ~,.(A)=((~,*)((~,*)~q,(A))u{((~,b,j),*)((~”,b)~ 
qG(A), b # *, 1 <j< rank(b)}. Finally, if G is apex, then so is G’. 1 
Our next step is to obtain an equivalent B-edNCE,,,, grammar, or, 
equivalently, a B-edNCE,, grammar (Lemma 8). 
LEMMA 12. Let L be a hypergraph Ianguage. I” gra(L) E B-edNCE, then 
gra(L) is generated by a B-edNCE,, grammar with boundary alphabet { *}. 
The same holds for A-edNCE grammars. 
FIGURE 13 
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Proof: By Lemma 11, there is a B-edNCE grammar G with boundary 
alphabet {* > generating gra(L). By Lemma 5 we may assume that G is 
neighbourhood preserving (note that the proof of Lemma 5 is boundary 
fair). Since the source nodes in the graphs of gra(L) are of bounded degree 
(where the bound is the maximal rank of their labels), it follows from an 
argument similar to that in the proof of Lemma 7 that G is a B-edNCE,,,, 
grammar (in fact, in the statement of Lemma 6, y must be a source node). 
The result now follows from Lemma 8 (again observing that its proof is 
boundary fair). 1 
Finally, we show the transformation into a CFHG grammar. 
LEMMA 13. Let L be a hypergraph language. I” gra( L) is generated by a 
B-edNCE,, grammar with boundary alphabet ( * }. then L is generated by an 
identification-free CFHG grammar. The same holds for the corresponding 
apex grammars. 
Proof: Let G be a reduced B-edNCE,, grammar with boundary 
alphabet {* } generating gra(L). Let .q be the context describing function of 
G. For every nonterminal A of G fix an arbitrary order of q(A). Construct 
an equivalent B-edNCE,, grammar G’ from G by changing in the 
productions (r, Q) every edge (x, 2, p), where x is a nonterminal node, into 
(x,j,y) if (A, *) is the jth element in the order of ~(#~(x)). This edge 
relabeling ensures that the productions of G’ represent hypergraphs (after 
defining the rank of a nonterminal A to be #q(A)). Define the corre- 
sponding CFHG grammar G” in the obvious way, with productions 
(5, srapl(Q)L where (CA Q) is a production of G’ (recall that gra is 
injective). Then L(G”) = L. Note that G” is identification-free, because of 
part (ii) of the definition of B-edNCE,,. Note finally that if G is apex, then 
so is G”. 1 
Proof of Theorem 1. Follows from Lemma’s 10, 12, 8, and 13. 1 
Since in Lemma 13 an identification-free CFHG grammar is obtained, 
Lemma’s 10, 12, and 13 prove the following result. 
THEOREM 6. For every CFHG grammar there is an equivalent one that 
is identification-free. The same holds for A-CFHG grammars. 
9. GRAPH GENERATING POWER 
This section is devoted to the proof of Theorem 2. By Theorem 1 we 
know how to represent CFHG and A-CFHG in B-edNCE,, and 
A-edNCE,, . This allows us to prove Theorem 2 entirely within the 
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framework of B-edNCE grammars, as follows. (The proof of the next 
lemma is, of course, not boundary fair). 
LEMMA 14. Let L be a graph language. Then gra(hyp(L)) E B-edNCE,, 
if and only if L E B-edNCE,,. The same holds for A-edNCE,,. 
ProoJ (If) Let G be a B-edNCE,, grammar generating L. First change 
G into an equivalent B-edNCE,, grammar G’ by relabeling in the produc- 
tions of G every edge (x, 1, y), for a nonterminal node x, into (x, (A, b), y) 
where b is the label of 4~. This ensures that in G’ the labels of the 
neighbours of a nonterminal node do not influence the rewriting of that 
node. Now construct a B-edNCE,, grammar G” generating gra(hyp(L)) by 
changing each production (5. Q) of G’ into a production of G” as follows. 
Change the labels of all terminal nodes into *. For every terminal node x 
that is not an interface node, add a new node v labeled do(~), and a new 
edge (rt, 1, x). For every edge (x, ,u, y) between terminal nodes x and J’, 
remove the edge, add a new node v labeled ji, and add new edges (u, 1, x) 
and (v, 2, y). Note that if G is apex, then so is G”. 
As in the proof of Theorem 5, it is essential in this construction that G’ 
is nonterminal neighbour deterministic. Intuitively, each edge in a produc- 
tion represents exactly one edge in a sentential form (no “new” edges are 
created by the embedding of the right-hand side). Therefore, such an edge 
can be divided into two, as we did above. 
(Only if). Let G be a B-edNCE,, grammar generating gra(hyp(L)). An 
example of such a grammar is G, in Fig. 6, with /I = cl. Since hyp(L) is a 
hypergraph language, we may assume that G has boundary alphabet (* f 
by Lemma 12. From the form of gra(hyp(L)) we know that for every target 
node x in a graph K of gra(hyp(L)) there is a unique source node v of 
degree 1 such that (21, 1, x) E E,. Similarly, in a production (r, K) of G there 
is at most one such node u for every target node x. Let us call v the fzag 
of x. Clearly, the flag of x is labeled with the label of x in the graph hyp-’ 
(gra- l(K)). We first construct a B-edNCE,, grammar G’ that generates the 
graphs of gra(hyp(L)) in which every target node x is labeled with the label 
of its flag, rather than with *. In G’ the label of such a node is guessed at 
the moment the node is generated, and verified at the moment its flag is 
generated. To this end the labels of the neighbours of a nonterminal node 
are stored in the nonterminal. The productions of G’ are constructed from 
those of G as follows. Denote by Z the alphabet such that all flags in 
gra(hyp(L)) have labels in C. Let (5, Q) be a production of G, and let 
x,, . . . . x, be all the target nodes of Q. Let b,, . . . . b, be elements of Z such 
that, for every i, if xi has a flag v in Q, then 4o(u) = bj. Then, for every such 
choice of b, , . . . . b,, (r, Q’) is a production of G’, where Q’ is obtained from 
Q by first relabeling every -‘ci with bi and then relabeling every nonterminal 
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node x by (d&x), M) with c1= contexta.( It should be clear that G’ 
generates the language described above. 
We will now use s-identification (Theorems 3 and 4), and construct a 
B-edNCE,, grammar G” such that c(L(G”)) = L. To obtain the produc- 
tions of G” from those of G’, change the labels of terminal nodes and of 
edges between terminal nodes as follows. If (u, 1, x) is such an edge, then 
change it into (z), e, x) and change the label of u into the one of x (if 
necessary). If (u, 2, x) is such an edge, then change it into (D, p, x), where 
j is the label of o. 
Since s-edges correspond to former l-edges in a graph representing a 
hypergraph, L(G”) is s-bounded with bound 2. This handles the apex 
case. i 
Remark. It is even true, by Lemma 12, that if gra(hyp(L)) E B-edNCE, 
then gra(hyp(L)) E B-edNCE,,, and hence, by Lemma 14, L E B-edNCE,, . 
Thus, representing a graph K by the graph gra(hyp(K)) reduces the graph 
generating power of B-edNCE to that of B-edNCE,,. 
Proof of Theorem 2. Let L be a graph language. Then 
hyp( L) E CFHG 
if and only if 
gra( hyp( L)) E B-edNCE,,,, (by Theorem 1) 
if and only if 
L E B-edNCE,,,, (by Lemma 14 and 8). 
The proof for the apex case is similar. i 
As a corollary of Theorem 2 and Lemma 7 we obtain that CFHG and 
B-edNCE generate the same graph languages of bounded degree. 
THEOREM 7. For a graph language L oj’ bounded degree, L E B-edNCE if 
and only $ hyp( L) E CFHG. 
Another consequence of Theorem 2 is that A-CFHG g CFHG. In fact, 
if L is a graph language in B-edNCE,,,, but not in A-edNCE (see Proposi- 
tion 2 in Section 2), then hyp(L) is in CFHG but not in A-CFHG. 
Remark. All our results also hold for linear grammars. A B-edNCE 
grammar is linear if each production contains at most two nonterminal 
nodes. A CFHG grammar is linear if each production contains at most two 
nonterminal hyperedges. The reader can easily check that in all our 
constructions linearity is preserved. 
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10. SOME CONSEQUENCES 
Due to the close relationship between B-edNCE grammars and CFHG 
grammars shown in Theorems 1 and 2, results for one type of grammar can 
be carried over to the other type. In this section we illustrate this by some 
examples. 
At the end of Section 9 we observed that linearity is preserved in the 
proofs of our results. It is also easy to see that they preserve the property 
of nonterminal boundedness. In general, a grammar is called nonterminal 
bounded if there is an integer k such that each of its sentential forms 
contains at most k occurrences of a nonterminal. It is shown in (Engelfriet 
and Leih, 1989) that for every nonterminal bounded B-edNCE grammar 
an equivalent linear B-edNCE grammar can be constructed. Since linearity 
and nonterminal boundedness are both preserved in Theorem 1, this 
implies that also for every nonterminal bounded CFHG grammar an 
equivalent linear CFHG grammar can be found. Several other results from 
op. cit. can also be carried over to CFHG languages. 
Since strings can be coded as (hyper)graphs, one may consider the string 
generating power of (hyper)graph grammars (cf. Fig. 8). Let us represent 
a string ~‘=a,a,...a, by the graph K=g(w) with I’,= [O,n], E,= 
( (i - 1, ai, i) 1 1 < i < n >, and dK(i) = * for 0 < i < n. And let us represent u’ 
by the hypergraph H = h(w) with I’, = [0, n], E, = [ 1, n], nod,(i) = 
(i - 1, i), and lab,(i) = a,, for 1 d i 6 n. For this representation h, the class 
of string languages generated by CFHG grammars was identified in 
(Engelfriet, 1987) as the class OUT(DTWT) of ranges of deterministic 
tree-walking transductions (Aho and Ullman, 1971; Engelfriet, Rozenberg, 
and Slutzki, 1980). Since string languages are represented via g by graph 
languages of bounded degree, it now follows from Theorem 7 that, for 
every string language L, g(L) E B-edNCE if and only if hyp( g( L)) E CFHG. 
Since hyp(g(L)) and h(L) differ only in that each node in hyp(g(L)) has 
a “flag” labeled *, it is easy to show that hyp(g(L)) E CFHG if and only if 
h(L) E CFHG. Hence, for the representation g, the class of string languages 
generated by B-edNCE grammars is also OUT(DTWT). As also shown in 
(Engelfriet, 1987) linear CFHG grammars (and hence linear B-edNCE 
grammars) generate the class OUT(2DGSM) of ranges of 2-way deter- 
ministic gsm mappings. 
It is shown in (Courcelle, 1986) that CFHG is closed under intersection 
with monadic second-order properties of hypergraphs. More precisely, if L 
is in CFHG and 4 is a formula of the monadic second-order logic for 
hypergraphs, then {HE L 1 H satisfies d} is also in CFHG. As a conse- 
quence many decidability results for CFHG grammars are obtained: for 
every d, it is decidable for a given CFHG grammar whether all hyper- 
graphs in L(G) satisfy 4. It follows from Theorem 2, and the simplicity of 
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the hyp-translation, that the analogous result holds for B-edNCE,,,,. We 
note that a restricted version of this result for the whole class B-edNCE can 
probably be shown using the techniques in (Courcelle, 1987a), where 
“restricted” means that quantification over edges and sets of edges is 
forbidden. It may be of interest to know that this would imply that it is 
decidable whether a given B-edNCE grammar generates a hypergraph 
language, because the property that a graph represents a hypergraph can 
easily be expressed in monadic second-order logic, cf. Section 4. 
Since hyp and gra are easily computable, complexity results also carry 
over. It is shown in (Rozenberg and Welzl, 1986a) that connected B-NLC 
languages of bounded degree are in P, i.e., they can be recognized in poly- 
nomial time. In (Engelfriet and Leih, 1988) this result is extended to 
B-edNCE and, moreover, improved from P to LOG(CF). This means that 
connected B-edNCE languages of bounded degree have fast parallel 
recognition algorithms (see Cook, 1985). By Theorems 7 and 2 the same 
result holds for connected graph languages of bounded degree in CFHG. 
In (Lautemann, 1988) this result is shown, independently, for an even 
larger class of CFHG languages. 
To conclude we mention a result for CFHG grammars from (Habel and 
Kreowski, 1987a) for which we do not know an analogue for B-edNCE,,,, 
grammars. The order of a CFHG grammar is the maximal rank of its non- 
terminals. It is stated in op. cit. that order gives rise to a proper hierarchy, 
i.e., that there are order (li + 1) CFHG languages that cannot be generated 
by order k CFHG grammars. Clearly, order in CFHG grammars 
corresponds to the maximal degree of nonterminal nodes in B-edNCE,,,, 
grammars. Unfortunately, the proof of Lemma 11 increases this maximal 
degree. 
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