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PREFACE 
Engineers, scientists and statisticians being the groups 
chiefly interested in activity called quality control. 
These technologists have been primarily concerned with 
the technical methods which have become associated with 
the subject. They have applied these methods to a number 
of industrial quality problems. Excellent results in 
improving quality and in reducing costs are now being 
reported from these applications. These reports have 
generated growing interest by industrial managers in the 
potentialities of quality control as a business method. 
Quality of the manufactured items in one way or the 
other is related to the reliability of the product. 
Reliability is a very important scientific area of study 
and has vastly flourished primarily due to the 
complexity, sophistication and automation inherent in 
modern technology. 
This manuscript is intended to present a survey, 
of available literature on "STUDIES OF QUALITY CONTROL 
AND RELIABILITY CONSIDERATIONS WITH SPECIAL REFERENCE TO 
INDUSTRIAL SECTOR". This dissertation consists of five 
chapters with a comprehensive list of references given 
at the end. The references have been arranged 
authorwise. 
The Chapter - I entitled "INTRODUCTION", as the 
(iv) 
name suggests, is of introductory nature. it contains 
the fundamentals of statistical theory needed for the 
understanding of subsequent chapters. The notion of the 
random variable has been discussed and some of its 
important properties has been examined. Some commonly 
occuring probability distributions and their basic 
properties have also been discussed in tihis chapter. 
The Chapter - II entitled "QUALITY ASSURANCE 
METH01[)S AND STANDARDS" deals with thie methodology of 
quality control engineering. Here the functions of 
inspection planning, specification otf quality levels, 
product quality value analysis and ssignificance testing 
for engineering data analysis are ciovered in detail. 
This is an area of quality control that is becoming more 
and more important as the world proce eds into the space 
age. This chapter provides quality control from the 
over-all administrative point of vieaw. eg. Specifying 
Inspection Techniques, Setting Stanciard Quality Levels, 
Quality Control Services, Quality Ccantrol Advices on new 
plants and suggestions for marketing arnd sales etc. 
Statistical- Quality control ha: s been defined as 
the art and science of making the mi ost economic use of 
resources, human and material, in the manufacture of 
goods to satisfy human wants. It m; ay be considered as 
the maintenance of quality in a uniform flow of 
manufactured products. In the subse quent two chapters 
viz. Chapter III (entitled "PROCE SS C<»fTROL") and 
(v) 
Chapter IV (entitled "SAMPLING INSPECTION PLANS"), the 
quality control techniques have been discussed. Chapter 
- Ill deals with the techniques used to improve/maintain 
the quality of the product during the manufacturing 
process which is in the form of Control Charts. The most 
commonly used charts for variables and attributes have 
been explained. Where as Chapter-IV deals with the 
quality control techniques used, after the process is 
finished and the goods are ready for shipment. To stop 
the supply of unwanted /defective produced items the 
technique of Sampling Inspection Plans is used. In this 
chapter various sampling plans have been discussed. 
For most of the Engineering products the consumer 
is always interested in knowing the chance of survival 
of the item/equipment upto a certain limit i.e. the 
Reliability of the item. Chapter V entitled 
"RELIABILITY" deals with the theory of reliability and 
the failure models. Apart from discussing Designing and 
Achievements of Reliability, some important Failure 
Models have been considered and their reliability and 
hazard rate is obtained. An illustration has also been 
considered to explain how hazard function, density 
function and Reliability function are estimated from 
empirical data. Concept of System Reliability has also 
been discussed. 
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CHAPTER 1 
INTRODUCTION 
1.1. RANDOM VARIABLE 
By a random variable (r.v.) we mean a real number X 
connected with the outcome of a random experiment E. e.g. if E 
consists of two tosses of a coin, we may consider the random 
variable which is the number of heads (0,1,2) 
Outcome : HH HT TH TT 
Value of X: 2 1 1 0 
Thus to each outcome there corresponds a real number X(w). 
Since the points of the sample space S correspond to outcomes, 
this means that a real number, which we denote by X<w), is 
defined for each weS. From this standpoint, we define random 
variable to be a real function on S as follows:-
Let S be the sample space associated with a given random 
experiment. A real-valued function defined on S and taking 
values in R (-co, oo) is called a one-dimensional random 
var iabIe. 
If the function values are ordered pairs of a real 
numbers (i.e. vectors in two-space) the function is said to be 
a two-dimensional random variable. 
More generally, an n-dimensiona1 random variable is 
simply a function whose domain is S and whose range is a 
(2) 
simply a function whose domain is S and whose range is a 
collection of n-tuples of real numbers (vectors in n-space). 
Mathematically, random variable is defined as:-
DEFINITION:- Let e be an experiment and S a sample space 
associated with the experiment. A function X assigning to every 
element s c S, a real number, X(s), is called a random 
var iabIe. 
Notes 
(1) Here it is clear that X is a function and yet we call it a 
var iabIe. 
(2) It turns out that not every conceivable function may be 
considered as a random variable. One requirement is that for 
every real number x the event (X(s)=x) and for every interval 
1 the event (X(s) £ I) have well defined probabilities 
consistent with the basic axioms. 
(3) In some situations the outcome S of the sample space is 
already the numerical characteristic which we want to record. 
We simply take X(s) = s, the identity function. 
(4) It is very important to understand a basic requirement of 
a (single-valued) function:-
To every s c S there corresponds exactly one value X(s). 
This is shown schematically in fig.(1).Different values of s 
may lead to the same value of X. 
The space R^, the set of all possible values of x, is 
sometimes called the range space. In a sense we may consider 
(3) 
R as another sample space. The sample space S corresponds to 
the (possibly) non-numerical outcome of the experiment, while 
R is the sample space associated with the random variable X 
X ^ 
representing the numerical characteristic which may be of 
interest. If X(s)=s we have S=R . 
We may think of random variable X in two ways:-
(a) We perform the experiment e which results an outcome s s 
S. We then evaluate the number X(S). 
(b) We perform e, obtaining the outcome S, and evaluate X(s). 
The number X(s) is then thought of as the actual outcome of 
the experiment and R becomes the sample space of the 
experiment. 
The difference between (a) and (b) is very small. In (a) 
the experiment essentially terminates with the observation of 
s. The evaluation of X(s) is considered as something that is 
done subsequently and which is not affected by the randomness 
of e. 
In (b) the experiment is not considered to be terminated 
until the number X<s) has actually been evaluated, thus 
resulting in the sample space R . 
1.1.1. DISCRETE RANDOM VARIABLES 
Let X be a random variable. If the number of possible 
values of X (that is R^, the range space) is finite or 
(4) 
countably infinite, we call X a discrete random variable. In 
other words, a real valued function defined on a discrete 
sampla space is called a discrete random variable. 
1.1.2. PROBABILITY MASS FUNCTION CPROBABILITY DISTRIBUTION OF 
A RANDOM VARIABLE) 
Let X be a discrete random variable. Hence R the range 
X 
space of X, consists of atmost a countably infinite number of 
values X,, x„ With each possible outcome x. we 
1' 2 '^ 1 
associate a number p(x.) = P (X = x.) called the probability 
1 1 
of X.. The number p(x.), i = l,2, must satisfy the 
following conditions:-
<a) p(x.) > 0 for all i, 
00 
(b) Z p(x.) = 1 
i = i ' 
The function p defined above is called the probability 
mass function of the random variable X and the set {p(x. )) is 
called the probability distribution of the r.v. X. 
1.1.3. CONTINUOUS RANDOM VARIABLE 
A random variable X is said to be continuous if it can 
take all possible values between certain limits. In other 
words, a random variable is said to be continuous when its 
different values cannot be put in 1-1 correspondence with a 
set of positive integers. 
(5) 
1.2. PROBABILITY DENSITY FUNCTION 
X is said to be a continuous random variable if there 
exists a function f, called the probability density function 
(pdf) of X, satisfying the following conditions:-
(a) f(x) > 0 for al1 x 
+ 00 
(b) / f(x) dx = 1 
-00 
(c) For any a, b, with -oo < a < b < oo 
b 
We have P ( a < X < b ) = / f(x)dx 
a 
1.3. DISTRIBUTION FUNCTION 
Let X be a r.v. on (S, B, P), where S is the sample 
space, B is the o-field of subsets in S, and P is a 
probability function on B. Then the function:-
F (x) = P(X< x) = pjw: X(w) < x|, -oo <x<oo 
is called the distribution function of x. It is usually 
denoted by F(x) instead of Fy(x). 
1.3.1. PROPERTIES OF DISTRIBUTION FUNCTION 
(1) If F is the d.f. of the r.v. X and if a < b, then 
P(a < X < b) = F(b) - F(a) 
(6) 
(2) If F is the distribution function (d.f.) of one dimensional 
r.V. X, then 
(a) 0 < F(x) < 1 
(b) F(x) < F(y) if X < y 
In other words, all distribution functions are 
monotonicaIiy non decreasing and lie between 0 and 1. 
(3) A real-valued function F defined on (-oo, oo) that is 
non-decreasing, right continuous and satisfies. 
F(-oo) = 0 and F (+00) = 1 
is called the distribution function. 
(4) The set of discontinuity points of a d.f. F is atmost 
countab1e. 
1.3.2. DISCRETE DISTRIBUTION FUNCTION 
In this case there are a countable number of points 
00 
x„, x„ and numbers p. > 0, Zp. = 1 such that 
2 3 '^1 '^•' 
'1' 
i = i^
F( 
-' -l^i 
e.g. 
i : x .<x 
1 
If x. is just the integer i, F(x) is a "step function" 
having jump p. at i, and being constant between each pair of 
integers. This is shown in Fig. (2). 
(7) 
1.3.3. CONTINUOUS DISTRIBUTION FUNCTION 
If X is a continuous random variable with the p.d.f. 
f(x), then the function 
F„(x) = P(X < x) = / f(t) dt, -00 < X < CO 
X -00 ' 
is called the distribution function (d.f.) or sometimes the 
cumulative distribution function (c.d.f.) of the random 
variable X. 
Remarks 
1. 0 < F(x) < 1, -00 < X <oo. 
2. From analysis (Riemann integral), we know that 
FMx) = f(x) > 0 ['.' f(x) is a p.d.f) 
=> F(x) is non-decreasing function of x. 
X -00 
3. F(-oo) = lim F(x) = 1 im / f(x)dx = / f(x)dx = 0 
-00 -00 
X — • —00 X—>-00 
X 00 
F(+co) = lim F(x) = lira / f(x)dx = / f(x)dx = i 
X—>00 X—>00 -00 -00 
(4) F(x) is a continuous function of x on right. 
(5) The discontinuities of F(x) are at the most countable, 
(6) It may be noted that 
D D a 
P(a<X<b) = / f(x) dx = / f(x) dx - / f(x)dx 
a 
-00 -00 
=P <X<b) - P (X<a) = F(b) - F(a) 
Similarly 
b 
P(a<X<b) = P(a < X < b) P (a< X <b) = / f(t) dt 
a 
= F(b) - F(a) 
(7) Since 
F'(x) = f(x), we have 
d 
F(x) = f(x) => dF(x) = f(x) dx 
dx 
This is known as probability differential of X. 
1.4. BINOMIAL DISTRIBUTION 
This distribution gives the probability of finding 
exactly x successes in n trials, when the probability of 
success in each trial is p. A random variable X is said to 
follow Binomial distribution if it assumes only non-negative 
values and its probability mass function is given by 
P(X-x) = fgj^  (x; n,p) = p jp-' (1-p)'^ ''^ ; 
where, 
x=0, 1,2,..., n; q=l-p 
The two independent constants n and p in the distribution 
are known as the parameters of the distribution. n is also 
sometimes called the degree of the distribution. Binomial 
distribution is a discrete distribution as x can take only the 
integral values 0,1,2 n. Any variable which follows 
binomial distribution is known as binomial variate. 
The distribution function of the Binomial distribution 
(9) 
may be obtained as 
F(x) 
t = 0 »> -* 
(1-p) n-t 
Mean = np 
Varience = np (1-p) = npq 
When n = 1 , the resulting distribution is known as the 
Bernoulli distribution. 
If X, " f_|^ (^x; n,p), then the sura of independent and 
identically distributed x. is denoted by 
n 
Y. - f (x;.S n.. p) 
1 = 1 
For any x, with p fixed and n—> a>, the mean and standard 
deviation becomes larger being proportional to n and 
-/n~ respectively. 
Thus a transformation which has its origin close to the 
mean and the resultant variable scaled with respect to the 
standard deviation shows that for p fixed and n * oo, the 
cdf 
1 
Fgl^ <x; n, F) -». f 
^ x-np+ 2 ^  
Wnp(l-p) J 
where § (.) denotes the cdf of the standard normal 
distribution. 
The generalization of the binomial distribution to the 
case of more than two possible outcomes of an experiment, is 
(10) 
known as multinomial distribution. 
1.5. POISSON DISTRIBUTION 
This distribution gives the probability of finding 
exactly x events in a given length of time, if the events 
occur independently, at a constant rate X. 
A random variable X is said to follow a Poisson 
distribution if it assumes only non-negative values and its 
probability mass function is given by 
- \ . y. 
e X fp (x; X) = P(x = x) = ; x=0,l,2, 
Here X is known as the parameter of the distribution and X>0. 
E(X) = X 
V(X) = X 
Poisson distribution is a limiting case of the binomial 
distribution under the following conditions:-
(i) n, the number of trials is indefinitely large i.e., n o^o 
(ii) p, the constant probability of success for each trial is 
very smal 1 i.e. p »• 0 
(iii) np = X (say) is finite. Thus p=X/n 
X 
q = 1 - where X is a positive real number. 
n "^  
P o i s s o n d i s t r i b u t i o n c a n be d e r i v e d from B i n o m i a l d i s t r i b u t i o n 
(11) 
as : 
b(x; n,p) = [ ^  J p'^  fl - pj n-x 
P -. X 
0 [T^] [-] n 
n (n-1)(n-2) ....(n-x+1) 
X ! b-^.] ^ [-^ ]^ 
n 
X ' b- ^  r 
-X . X 
e \ 
1 i m b ( X ; n, p ) 
n—xxj 
f (x; X) 
P 
The cdf of Poisson distribution is given by 
F ( x ) = P ( X < x ) = Z p(r) 
r=0 
= e 
-X X 
z 
r = 0 r ! 
; X = 0,1,2, 
Poisson distribution occurs when there are events which 
do not occur as outcomes of a definite number of trials 
(unlike that in binomial) of an experiment but which occur at 
random points of time and space wherein our interest lies only 
in the number of occurances of the event, not in its 
(12) 
non-occurances. 
OCCURRENCE 
1. The distribution of the number of particles emitted from a 
radioactive source per unit time. 
2. The distribution of the number of bubbles along a fixed 
length of track of constant momentum in a bubble chamber. 
3. Number of customer arrivals in (appropriate) time intervals 
frequently used in reliability theory, quality control etc. 
1.6. HYPERGEOMETRIC DISTRIBUTION 
When the population is finite and the sampling is done 
without replacement, so that the events are stochastically 
dependent, although random, we obtain hypergeometric 
distr ibution. 
Suppose that we have a lot of N items, r of which are 
defective and (N-r) of which are non-defective. Suppose that 
we choose, at random, n items from the lot (n < N), without 
replacement. Let X be the number of defectives found. Since 
X=k if and only if we obtain precisely k defective items (from 
the r defectives in the lot) and precisely (n-k) nondefectives 
[from the (N-r) non-defectives in the lot], we have 
P (X = k) , K = 0,1,2, 
(i ) 
A discrete r.v. having probability distribution eq (1) is said 
(13) 
to have a hypergeometric distribution. 
REMARKS 
1. r, N and n are known as the three parameters of 
hypergeometric distribution. 
i 0 [::-]//(::] 
nr 
2. Mean = E(x) = N 
nr(N-r)(N-n) 
3. Variance = V(x) = • 
N^(N-i) 
As the population size, and the number of defective items both 
tend to c», such that 
r 
= p (fixed), then 
N 
f^^ (K;N, n,r) * f^^ (x; n, p) 
as can be expected. Thus whenever the population size is small 
and the sampling is without replacement, the hypergeometric 
function is the appropriate distribution to be used. 
Since the binomial distribution is related to the Poisson 
distribution, it is natural to expect that under certain 
limiting conditions, the hypergeometric function tends to the 
Poisson distribution. 
(14) 
1.7. NORMAL DISTRIBl/TION 
The normal distribution was first discovered in 1733 by 
English Mathematician De-Moivre, who obtained this continuous 
distribution as a limiting case of the binomial distribution 
and applied it to problems arising in the game of chance. 
This is the most celebrated distribution in the theory of 
statistics, probability and stochastic processes. 
A random variable X is said to have a normal distribution 
2 2 
with parameters jj (denoted by X " H(.^J,a )) and a if its 
density function is given by the probability law:-
f ( X ; fj, a) = ^-^ [- i m^] aV2 
REMARKS 
2 '^'^ 1. If X " N (u, c ), then Z = is a standard normal 
variate with E(Z) = 0 and var (Z) = 1 and we write Z " N 
(0,1). 
hence the pdf of the standard normal variate (Z) denoted by 
$(Z) is given by 
^ 2^/2 § (Z) = e ,-00 < Z < 00 
and the corresponding distribution function, denoted by * (Z), 
is given by 
(15) 
$(Z) = J $(u) du 
-00 
r -u /2 du 
J ® 
•/2JT~ -00 
2) The graph of f(x) is famous 'bell shaped' curve. The top of 
the bell is directly above the mean p. For large value of c, 
the curve tends to flatten out and for small values of a, it 
has a sharp peak.This curve is shown in Fig.(3). 
3) If X. ^ f., u.; a.) are random variables then, 
1 N ^1 1 
n n n 
Y = Z C. X. ~ f., (y; Z C. )J . , I. C. a. ) 
1=1 1=1 1=1 
Where C. are some constants. 
1 
2 2 
Similarly if X. ~ ^M^'*' ^' °' ^ with /J and c known, then 
n ( X . - w ) 
y = Z = 
i = l a 
follows a chi-square distribution with n degrees of freedom. 
A. The central limit theorem states, that irrespective of the 
distributions (with finite mean and varience) from which the 
samples are drawn, the distribution of the average value of 
the sample, approaches a normal distribution as the sample 
size tends to infinity. 
5. Statisticians call the normal distribution as Gaussian, 
(16) 
physicists prefer the name Maxwell - Boltzmann distribution. 
1.7.1. NORMAL DISTRIBUTION AS A LIMITING FORM OF BINOMIAL 
DISTRIBUTION' 
Normal distribution is another limiting form of the 
Binomial distributidn under the following conditions:-
(i) n, the number of trials is indefinitely large i.e. n—>oo 
and 
(ii) neither p nor q is very small. 
2 
. . fgj^  (x; N, p) • fj^  (x; M> O ) 
1.7.2. CHIEF CHARACTERISTICS OF THE NORMAL DISTRIBUTION AND 
NORMAL PROBABILITY CURVE 
The normal probability curve with mean /j and standard 
deviation a is given by the equation. 
1 2 2 
,, , - (X-U) /2o' , -00 <X<OD 
f ( x) = -—i^I ^ 
cr/2n 
and this curve is shown in Fig. (4). 
1.7.3. PROPERTIES OF NORMAL PROB. CURVE 
1. The curve is bell shaped and symmetrical about the line 
X=jU. 
2. Mean, median and mode of the distribution coincide. 
3. As X increases numerically, f<x) decreases rapidly, the 
maximum probability occuring at the point x = /j and given by 
(17) 
FpCx)] 
•- -I max cyVSr 
4. (3 = 0 and ft = 3 
5. Since f(x) being the probability, can never be negative, 
no portion of the curve lies below the x-axis. 
6. Linear combination of independent normal variate is also a 
normal variate. 
7. X-axis is an asymptote to the curve. 
8. Area property is 
P (^  -<7 < X < M + o) = 0.6826 
P (.fj -2a < X < i^ + 2 <y)^ 0.9544 
P ( ^ j - 3 o ' < X < i u + 3 c ) ^ 0.9973 
1.7.4. IMPORTANCE OF THE NORMAL DISTRIBUTION 
Normal distribution plays a very important role in 
statistical theory because of the following reasons:-
1. Most of the distributions occuring in practice e.g. 
Binomial, Poisson, Hypergeometric distributions etc. can be 
approximated by normal distribution. Moreover, many of the 
sampling distributions, e.g., Student's t, Snedecor's F, 
Chi-square distributions etc. tend to normality for large 
samp 1es. 
2. Even if a variable is not normally distributed, it can 
sometimes be brought to normal form by simple transformation 
of variable. 
(18) 
3. Normal distribution finds large applications in Statistical 
Quality Control iw industry for setting control limits. 
A. Many of the distributions of sample statistic (e.g., the 
distributions of sample mean, sample varience etc.) tend to 
normality for large samples and as such they can best be 
studied with the help of the normal curves. 
2 
5. The entire theory of small sample tests viz. t, F, x tests 
etc is based on the fundamental assumption that the parent 
populations from which the samples have been drawn follow 
normal distribution. 
6. Theory of normal curves can be applied to the graduation of 
the curves which are not normal. 
1.8. THE EXPONENTIAL DISTRIBUTION 
A continuous random variable X assuming all non-negative 
values is said to have an exponential distribution with 
parameter © > 0 if its pdf is given by 
fg.j^ (x, 6) = -g- e ; X > 0 e > 0 
The cdf F of the exponential distribution is given by 
Fg.jj(x, e) = 1 - e"^ '^  ; X > 0 with 
1 1 
E(x> = -S-, V(X) = 
e ' ^2 
Further, F_„(x,e) = F„„ (x; 6, 1), a gamma distribution. This 
(19; 
is also a special case of WeibuII distribution. 
Also the smallest value from a sample of size n, drawn 
from fp.y(x; 9) also obeys an exponential distribution 
f_y(X; n0). 
If y is uniformly distributed between 0 and &, then 
(I] ' - [I] 
has an exponential distribution. 
In reliability theory when the exposure to risk (hazard) 
is constant i.e. obeys a uniform distribution, the random time 
interval between such chance failure of the system, obeys an 
exponential distribution and the number of such failures in an 
appropriate time interval obeys Poisson distribution. 
EXAMPLES 
1. Whenever the Poisson distribution applies, in those cases, 
the time interval between occurance follows an exponential 
distribution. Thus the time interval between arrival of 
particle in a counter, follows exponential dististribution. 
2. Chance failure of systems. 
1.9. RELIABILITY 
The common statistical meaning of the term reliability is 
that quality that a test has of producing consistent or 
(20) 
dependable results. Reliability is that aspect of quality 
assurance which is concerned with the quality of product 
function over time. The reliability of a unit is defined as 
the probability that it will perform satisfactorily atleast 
for a specified period of time without a major breakdown. 
The reliability of a component (or system) at time t, say 
R(t), is defined as R(t) = P(T >t), where T is the life length 
of the component. R is called the reliability function. 
This definition says that the reliability of a component 
equals the probability that the component does not fail during 
the interval [0,t] or equiva1ent1y, reliability equals the 
probability that the component is still functioning at time t. 
e.g. for a particular equipment if R(t.) = 0.70 means that 
approximately 70% of such equipments will be functioning by 
the t ime t . . 
Since f(t) is the p.d.f of T we may represent reliability as 
R(t) = P[T> t] 
00 
= / f(t) dt 
= 1 - F(t) 
REMARKS 
1. Since F(t) is an increasing function of t, R(t) is a 
decreasing function of time i.e. with the passage of time an 
equipment becomes less reliable. In particular for 
F(t) = 0, R(t) = 1 and 
(21) 
F(t) = 1, R(t) = 0 
2. R(t ) = 0 => equipments / items is not capable of 
functioning beyond time t . 
3. R{t.) = 1 => there is no chance of failure upto time t.. 
4. Since t < 0 is meaningless for all the life time of the 
equipments we consider only those distributions which are 
defined for positive values of T only. 
5. If N items are put on test (t = 0) and n of them survive till 
t = t then 
o 
R(t ) = limit " 
-o' M N 
1.10. FAILURE RATE / HAZARD RATE 
Let T be the life time of an equipment and f(t) be its 
failure p.d.f then its failure rate is defined as 
f(t) f(t) 
Kit) = = , 0 < t < CO 
l-F(t) R(t) 
Although R(t) is a decreasing function of time, f(t) is not 
necessarily so. It may be decreasing, increasing, constant, 
symmetric or skew. Thus the behaviour of \<t) is dependent of 
f (t) . 
1.11. RELATION BETWEEN FAILURE RATE AND RELIABILITY 
We define failure rate as 
f (t) 
X(t) = , 0 < t < 00 
R(t) 
Where 
R(t) = 1 - F(t) 
Now integrating \(t) w.r.t. t we get 
t t f<t) 
/ X(t) dt = / dt 
o o R(t) 
Since 
R(t) = 1 - F(t) 
R*(t) = - F'(t) = - f(t) 
So that, 
(22) 
t R'(t) 
/ X(t) dt 
o 
= - / dt 
R(t) 
= - log [R(t)] + C 
=> R(t) = exp { - / \(t) dt + C) 
o 
Initially, (i.e. for t = 0) 
R(0) = 1 and X(0) = 0 which gives us 
1 . e-^O^C^ => C = 0 
(23) 
Therefore, 
R(t) - e - ^ ^^^^ 'It 
Since, 
X,(t) 
f (t) 
R(t) 
But 
f(t) = - R'(t). So that 
X(t) = 
R' (t) 
R(t) 
where terms represent their usual meanings 
S-sample space of e /?\ -possible values 
of X 
Flfrd) 
fm 
r^ 
/ 2 3 4 5 6 7 X 
F^^^) 
NORMAL DISTRIBUTION CURVE 
(T" 5»vv3tiL 
Flg-C) 
NORMAL PROBABILITY CURVE 
X"»/* 
Wi.(4) 
(24) 
CHAPTER 2 
QUALITY ASSURANCE METHODS AND STANDARDS 
2.1. QUALITY: By quality we mean an attribute of the product 
that determines it's fitness for use. 
Quality means a 1 eve 1/Standard which, in turn, depends on 
four M's besides many other factors - Materials, Manpower, 
Machines and Management. 
2.2. QUALITY CONTROL: Quality control is a powerful 
productivity technique for effective diagnosis of lack of 
quality in any of the materials, processes, machines or 
end-products. 
It is essential that the end products possess the 
qualities that the consumer expects of them, for the progress 
of industry depends on the successful marketing of products. 
Quality control ensures this by insisting on quality 
specifications all along the line from the arrival of 
materials through each of their processings to the final 
delivery of goods. 
Quality control covers all the factors and processes of 
production which may be broadly classified as follows: 
I) QUALITY OF MATERIALS: Material of good quality will result 
(25) 
in smooth processing thereby reducing the waste and increasing 
the output. It willalso give better finish to end products. 
II) QUALITY OF MANPOWER: Trained and qualified personnel will 
give increased efficiency due to the better quality production 
through the application of skill and also reduce production 
cost and waste. 
III) QUALITY OF MACHINES: Better quality equipment will result 
in efficient work due to lack or scarcity of breakdowns and 
thus reduce the cost defectives. 
CIV) QUALITY OF MANAGEMENT: A good management is imperitive 
for increase in efficiency, harmony in relations, growth of 
business and markets. 
Quality control is a war with errors. 'The QC story' is a 
procedure for problem solving based on seven steps given 
be 1 ow : 
The QC story 
Step 1 PROBLEM Identify and define the problem 
c I ear 1 y 
Step 2 OBSERVATION Recognise the features from a wide 
range of different view points 
Step 3 ANALYSIS Find out the main cause 
Step 4 ACTION Take action to eliminate the main 
cause 
Step 5 CHECK Ensure that the problem is prevented 
(26) 
from occuring again 
Step 6 STANDARDISATION Eliminate the cause of the problem 
permanent 1y 
Step? CONCLUSION Review and reflect upon the procedure 
and improve for future work. 
2.3. VARIATION IN QUALITY CONTROL 
Variation in the quality of manufactured product in the 
repetitive process in industry is inherent and inevitable. 
These variations are broadly classified as being due to two 
causes: 
(i) Chance causes 
(ii) Assignable causes 
These two sources of variability are defined by the ASQC 
(1983) as follows: 
CHANCE: (COMMON): Factors generally numerous and individually 
of relatively small importance, which contribute to variation, 
but which are not feasible to detect or identify. 
ASSIGNABLE CSPECIAL:): A factor which contributes to variation 
and which is feasible to detect and identify. 
Some of the important factors of assignable causes of 
variation are sub-standard or defective raw material, new 
techniques or operations, negligence of the operators, wrong 
or improper handling of machines, faulty equipment, unskilled 
or inexperienced staff and so on. 
2.4. STATISTICAL QUALITY CONTROL 
Statistical quality control has not formally been 
defined. We now do so by dividing SQ.C into quality and 
statistical control. 
Feigenbaum (1983) defines quality as 
The total composite product and service characteristics 
of marketing, engineering, manufacturing and maintenance 
through which the product and service in use meet the 
expectations of the customer. 
The key point in this definition is that product quality 
depends on customer perception, not on what the manufacturing 
manager or engineer thinks it is. 
Statistical control is defined in the Glossary and Table 
for SQC as follows: 
A process is considered to be in a "state of statistical 
control" if the variations among the observed sampling results 
from it can be attributed to a constant system of chance 
causes. 
SQC means planned collection and effective use of data 
for studying causes of variations in quality either as between 
processes, procedures, materials, machines etc. or over 
periods of time. 
SQC is a productivity enhancing and regulatory technique 
(PERT) with three factors - Management, Methods and 
Mathemat ics. 
(28) 
The following statement by Dr. Deming (1975) illustrates 
the level of effort needed to obtain a state of statistical 
control on a manufacturing line: 
Some processes in nature exhibit statistical control, but 
a state of statistical control is not a natural state for a 
manufacturing process. It is instead an achievement, arrived 
at by elimination one by one, by determined effort, of special 
causes of excessive variation. 
2. 4. 1. USES OF S. Q. C. 
Some of the advantages when a process is brought in good 
statistical control are: 
1. The act of getting a process in statistical control 
involves the identification and elimination of assignable 
causes of variation and possibly the inclusion of good ones 
viz new material or methods. 
This 
(a) helps in detection and correction of many production 
troubles, and 
(b) brings about a substantial improvement in the product 
quality and reduction of spoilage and rework. 
2. It tells when to leave a process alone and when to take 
action to correct troubles, thus preventing frequent and 
unwarranted adjustments. 
3. If a process in control is not good enough we shall have to 
make more or less a radical change in the process. 
(29) 
4. A process in control is predictable - we know what it is 
going to do and thus we can more safely guarantee the product. 
5. If a testing is destructive (e.g. testing the breaking 
strength of chalk; proofing of ammunition, explosives, 
crackers, etc.), a process in control gives confidence in the 
quality of untested product which is not the case otherwise. 
6. It provides better quality assurance at lower inspection 
cost, 
7. Quality control finds its applications not only in the 
sphere of production, but also in other areas like packaging, 
scrap and spoilage, recoveries, advertising etc. 
8. S.Q.C. reduce waste of time and material to the absolute 
minimum by giving an early warning about the occurance of 
defects. Savings in terms of the factors stated above means 
less cost of production and hence may ultimately lead to more 
profits. 
Important functions of S.Q.C. are as follows: 
(i) Evaluation of quality standards of incoming materials, 
products in process and of finished goods. 
(ii) Judging the conformity of the process to established 
standards and taking suitable action when deviations are 
noted. 
(iii) Evaluation of optimum quality obtainable under given 
condi tions. 
(iv) Improvement of quality and productivity by process 
(30) 
control and experimentation, 
2. F ADVANTAGES OF QUALITY CONTROL 
The following diagram gives a summary of the advantages 
of quality control in industry. 
QUALITY CONTROL 
APPROACH AND BENEFITS 
Planned collection of data, analysis and interpretation 
Improvement in product quality and design 
Reduction in operating costs and losses 
Reduction is scrap 
Saving in excessive use of materials 
Removing production bottlenecks 
Reduction in inspection 
Evaluation of scientific tolerances 
Improvement of employee morale 
Maintenance of operating efficiency 
Quality consciousness 
Greater customer satisfaction 
ENHANCED PRODUCTIVITY 
A substantial increase in productivity, basic savings in 
costs, and improvement in quality of products are attainable 
in any industry by means of the application of quality control 
(31 ) 
techniques. 
2.6. QUALITY ASSURANCE INSTRUCTION SHEET 
A quality assurance instruction sheet is an absolute 
necessity for adequate quality assurance. No inspector should 
be in a position where he has to decide what to inspect, where 
it is to be inspected, the tools of inspection, quantitative 
and qualitative quality standards for the item of inspection 
and how many if any units are to be inspected. These should be 
defined by the quality assurance instruction sheet. The 
development of the instruction sheet may be best described by 
outlining a step by step approach to it using a simple item 
for illustrative approach. 
2.7. PRODUCT QUALITY VALUE ANALYSIS 
The first step is to make a cursory analysis of the 
quality investment justified for the item. This process may be 
termed 'product quality value analysis'. What it means is that 
the items should be viewed in terms of the total quality cost 
savings to be realised by making the investment in planning 
for and measuring the quality of the item. 
The greatest quality costs which can be saved are failure 
costs. The quality costs of each item are listed in descending 
order with the highest cost at the top and the lowest on the 
bottom. Assuming for the moment, that the investment in 
quality planning and measurement is the same for each item, 
then the greatest return will come from a quality assurance 
investment in the items at the top of the list. 
(' '^9 ^  
2.8. CLASSIFICATION OF DEFECTS PROCEDURE 
The next step is the development of classifications of 
defects or demerit lists for each of the items of inspection. 
In order to develop a classification of defects for an 
item it is necessary to secure all the contractual material 
which covers the item. Such material would normally include 
the contract or purchase order, drawings, specifications, and 
any other governing documents. Also, the quality engineer 
should attempt to get all the information he can about the 
function the item is to serve. 
The next step is to classify the characteristics into 
categories of seriousness of defects or to assign them to 
demerit groups. These are as follows: 
1. CRITICAL: A critical defect is one that judgement and 
experience indicate could result in hazardous or unsafe 
conditions for individuals using or maintaining the product; 
or, for major end item units of product, such as ships, 
aircraft, or tanks, a defect that could prevent performance of 
their tactical function. 
2. MAJOR: A major defect is a defect, other than critical, 
that could result in failure, or materially reduce the 
usability of the unit of product for its intended purpose. 
3. MINOR: A minor defect is one that does not materially 
reduce the usability of the unit of product for its intended 
(33) 
purpose, or is a departure from established standards having 
no significant bearing on the effective use or operation of 
the unit. 
Classification is logical and necessary. Without it, 
there could be as many opinions as to what constitute a 
serious defect as there are people inspecting the product. 
2.9. SPECIFICATION OF INSPECTION METHOD 
The next step is to specify the inspection and any 
pertinent remark for each characteristic to be measured. For 
an item such as this fixed gages and visual inspection are the 
most logical and economical means. Actually, if the costs of 
inspection were balanced against the cost of replacement and 
repair, the only inspection really justified would be visual 
for hole obstruction. The other characteristics would 
automatically be checked by later assembly. If the item does 
not assemble, it is cheaper to throw the part away and select 
another for assembly. 
2.10. SETTING STANDARD QUALITY LEVELS 
The next step is to set standard levels of quality for 
either each characteristic or each class of characteristics. 
For an item such as this, a standard level of quality for each 
class is advisable. 
Attempts have been made to arrive at quality levels with 
iBinimum total cost formulae, but for the most part these 
efforts have not met with much success. A rough economic 
(34) 
calculation of whether or not to inspect the item can be made 
and some other economic approximations can be used to arrive 
at rough estimates. 
A standard quality level does not constitute a waiver of 
the drawing requirements. It is instead, the means by which 
the process of acceptance and control inspection may be held 
near an economic minimum. There are various types of 
acceptance quality standards. 
Those most generally used are:-
ID AQL: The Acceptance Quality Level which is the nominal 
value expressed in terms of percent defective or defects per 
hundred units, which ever is applicable, specified for a given 
group of defects of a product. The AQL is usually in the range 
of 85 to 99^ of lots expected to be accepted on the OC curve. 
2) AOQL: The Average Outgoing Quality Level which is the 
quality level resulting from the acceptance - rectification 
features of an acceptance sampling plan. 
3:) LTPD: The Lot Tolerance Percent Defective or OQL 
(Objectionable Quality Level) which is a standard with an 
engineering flavor. It is that quality which will be accepted 
by the sampling plan no more than /? percent of the time, (p is 
usually set at ten percent). 
4D ICiL: The indifference Quality Level which is the incoming 
quality associated with a P of 0,50 on the OC curve. 
3. 
(35) 
5:) DEMERIT STANDARD: The acceptable number of demerits per 
defined unit. 
The AQL, LTPD, IQL and Demerit Standard are standards 
for incoming quality; the AOQL is a standard for outgoing 
qua 1i ty. 
Several bases are used for arriving at a quality 
standard. At times each has been used as the single 
determining factor and, at other times, combinations have been 
used. The most common bases used for setting quality standards 
are : -
1. HISTORICAL DATA: Past data are analysed to arrive at an 
historical estimate of the process quality average. 
2. EMPIRICAL JUDGEMENT: Standard is set at a level 
approximating a proven satisfactory level for a similar item. 
3. ENGINEERING JUDGEMENT: Standard is based upon engineering 
estimates of the quality requirements for function, life, 
interchangeabi1ity, assembly, safety, and so forth. 
4. EXPERIMENTAL: Tentative standard is set and adjusted as 
indicated by quality performance. 
5. MINIMUM TOTAL COST: Standard is based upon an analysis of 
the costs of obtaining quality versus the costs of not having 
qua 1i ty. 
6. CONSISTENT: Each category has a set standard which does not 
(36) 
change. 
Once the acceptance quality standard is set the process 
quality standard can be determined. The process quality 
standard may be set at a value which will assure that the 
great percentage of lots will be accepted when inspected in 
accordance with the acceptance quality standard. This may be 
determined by reference to the OC curve of the acceptance 
sampling plan. Some rough economic approximations of the 
proper proportions of sampling and screening inspection can be 
made here also. 
2 . 1 1 . ADMINISTERING QUALITY CONTROL 
A plant's chief executive will probably operate his 
quality control program by the exception principle. He will 
wish brought to his attention only deviation from the 
performance standards he has established for the program. He 
will probably ask the quality control staff to watch for him 
the day-by-day detail of the program - following field 
complaints or watching factory rejects, for example. 
The other important responsibility of the quality 
control staff is to act as a catalyst for coordinating the 
quality control activities of the plant. 
2 . 1 2 . QUALITY-CONTROL SERVICES 
In every plant, quality - control services will be 
required that cannot be effectively discharged by the existing 
( 37 ) 
specialized groups. Typical of these services is participation 
in professional quality control societies, the possible 
interchange of quality-control information and methods among 
plants, and the extremely important activity of developing 
industry-wide quality standards for product performance, life, 
and materials. 
These plant services are usually best assumed by the 
quality-control staff. 
2.13. QUALITY CONTROL ADVICE ON NEW PLANTS 
In planning new manufacturing plants, top management 
usually requests advice from its staff on such matters as 
layout, clerical routines, wage rates and materiaI-hand 1ing 
facilities. The quality control staff may be similarly used to 
advise management on the product-quality aspects of its new 
operation. 
The quality-control staff may study critically such 
features of the new plant as its factory layouts, its 
facilities foi" receiving incoming materials, the 
specifications for the products it will build, the type of 
processing equipments to be used - all for their effect upon 
the manufacture of a quality product at the most economical 
costs. 
2.14. AID TO MARKETING AND SALES 
Powerful advertising features for any product are the 
quality guarantees and standards established and maintained 
(38) 
during the manufacture of the product. In recent years, 
industrial advertising has been tended to emphasize certain of 
the actual quality-control methods that are used in 
maintaining these quality standards. 
The quality control staff is responsible for aiding and 
advising Marketing and Sales on these merchandising and 
advertising problems. It should also be able to advise 
Marketing and Sales in regard to the costs of quality of 
certain product types and to furnish other related material 
that may be useful in product planning. 
2.15. ADEQUATE PERSONNEL 
Some of the important characteristics to be looked for 
and nurtured for qualified personnel are:-
1. Above all, ability to deal with people and a knowledge of 
the practical psychology of human relations in industry. 
2. Sufficient familarity with the engineering and 
manufacturing aspects of factory operations so as to be able 
to deal with them intelligently and to discuss and appraise 
them effectively. 
3. A proper concept of several of the quality-control tools so 
as to be able to serve as a source of education and 
inspiration in the use of techniques like precision gaging, 
statistical methods, or tolerance analysis. 
(39) 
The quality control staff man either must have had broad 
industrial training before he is accepted for this work or 
should obtain such training under the guidance of a competent 
member of the staff after he has been hired and is being 
trained. 
2.16. SOME IMPORTANT ISSUES IN ORGANISING THE QUALITY CONTROL 
STAFF 
These issues often are of three general types: 
1. What should be the relation of the quality control staff to 
inspection? 
2. Should any direct product quality responsibilities be 
assigned to the quality-control staff? 
5. How is the staff to be organized in a multiplant company. 
2.16.1. THE RELATION OF THE QUALITY CONTROL STAFF TO 
INSPECTION 
It is sometimes suggested that the quality control staff 
cannot adequately discharge its responsibilities without being 
intimately allied with the inspection organization. It is 
proposed that the logical step here is for one individual, 
often called the quality manager, to report to top management 
for both inspection and Quality control. 
Fig. (1) illustrates this situation. A less clear cut of this 
proposal is shown in fig (2). 
When, in top management's judgement, the dangers inherent 
in such a setup can be overcome, there' are a number of 
(40) 
advantages to be derived from the alliance of Inspection and 
the quality control staff. For its success, the quality 
manager must fully understand the delicate and 
administratively difficult double responsibility that he 
ho 1ds. 
2.16.2. DIRECT PRODUCT-QUALITY RESPONSIBILITIES 
Proposals have often been advanced that certain direct 
responsibilities for product quality be added to the duties of 
the quality control staff. Reject trouble shooting product 
appraisal, sample testing of manufactured product are usually 
suggested here. 
In setting down for the first time details of its Modern 
Quality control program management may see the need for 
additional testing facilities, laboratories, pilot testing of 
new designs. The immediate temptation is to place these 
activities in the hands of the new quality control staff. 
2.16.3. THE MULTIPLANT SITUATION 
The multiplant issue may be resolved by creating a 
quality-control staff organization for each administrative 
unit. For the entire company or plant, a general quality 
control staff may also be created to report directly to 
company or plant management. 
The individual quality-control staff organizations will 
report directly to the top managements of their administrative 
units. They will also have a functional relationship to the 
(41 ) 
general company or plant staff for purposes of standardizing 
quality-control policies and for control over the professional 
accomplishments of the company's quality-control staff 
personnel. Fig (3) shows the appropriate organization pattern 
for a large plant. 
2.17. SIZE OF THE QUALITY-CONTROL STAFF 
Convenient ratios such as percentage of direct labor are 
useful criteria for the appropriate size of certain groups 
carrying on quality control activities. The rigidity of the 
quality standards in a plant is the important consideration 
for gaging the total number of people who direct their 
attention to the individual quality-control activities. The 
chemical plant, whose drug products might cause permanent 
injury if improperly controlled, may employ a substantial 
number of people in the quality-control activities as compared 
L ch those employed in actual production. The factory 
producing low-cost items like wooden prop blocks may have only 
one or two employees attached to the quality control 
activities for the entire plant. 
/ 
GENERAL 
MANAGER 
QUALITY 
MANAGER 
/ 
\ OJALITY 
1 CONTROL 
\ N 
INSPECTION INSPECTION 
H«.(>) Wg. (2) 
PLANT 
MANAGER 
_r QUALITY 
CONTROL 
STAFF 
SUPt 
DIVISION A 
QUALITY 
CONTROL 
OTHER 
STAFF 
GROUPS 
OTHER STAFF GROUPS ON THIS LEVEL 
SOP^ T 
DIVISION 8 
QUALITY 
CONTROL 
FOREMEN 
A B O D E 
OTHER 
STAFF 
GROUPS 
FOREMEN 
SUPt 
DIVISION C 
QUALITY 
CONTROL 
OTHER 
STAFF 
GROUPS 
FOREMEN 
n 
SUPT 
OIVtSl fNO 
QUALITY 
CONTROL 
OTHER 
STAFF 
GROUPS 
FOREMEN 
Q U A L I T Y CONTROL STAFF 
ORGANIZATION 
I N A LARGE PLANT 
NOTES. 
1 HEAVY TRUNK SIGNIFIES 
LINE RESPONSIBILITIES 
2 DOTTED LINE SIGNIFIES 
PROFESSIONAL RESPONSIBILITIES 
Wg.(3) 
(42 
CHAPTER - 3 
PROCESS CONTROL 
3.1. PROCESS AND PRODUCT CONTROL 
Process control techniques help in maintainance of the 
quality of items being manufactured at the time of 
manufacturing itself. 
3.2. VARIABLE AND ATTRIBUTE 
If the quality characteristic can be measured 
numerically, it is a variable and if it can be classified as 
good or bad then it is an attribute. 
3.3. CONTROL CHARTS 
The epoch-making discovery and development of control 
charts was made by a young physicist Dr Walter A. Shewart of 
Bell Telephone Laboratories in 1924 and the following years. 
Based on the theory of probability and sampling Shewhart's 
control charts provide a powerful tool of discovering and 
correcting the assignable causes of variation outside the 
'stable pattern' of chance causes, thus enabling us to 
stabilize and control our processes at desired performances 
and thus bring the process under statistical control. 
The control chart is used to graphically distinguish 
between the two sources of variability in a manufacturing 
process: common (chance) and special (assignable) 
(43) 
The responsibility to fix problems associated with 
special causes belongs to the operators or the engineers on 
line, whereas solving the common causes is the responsibility 
of the manufacturing manager. 
In industry one is faced with two kinds of problems:-
(i) to check whether the process is conforming to standards 
laid down, and 
(ii) to improve the level of standard and reduce variability 
consistent with cost considerations. 
Shewhart's control charts provide an answer to both. 
Control chart is a simple pictorial device for detecting 
unnatural patterns of variations in data resulting from 
repititive processes i.e. control charts provide criteria for 
detecting lack of statistical control, 
A typical control chart consists of the following three 
horizontal lines;-
(i) A central line (CD to indicate the desired standard or 
the level of the process, 
(ii) Upper control limit (UCL) and 
(iii) Lower control limit (LCD 
together with a number of sample points as exhibited in the 
following diagram which depicts the principle of Shewhart's 
contro1 char t. 
(44 ) 
3.3.1. OUTLIME OF A COhfTROL CHART 
In the control chart, Upper Control Limit (UCL) and lower 
control limit (LCD are usually plotted as dotted lines and 
central line (CD is plotted as a bold (dark) line. If t is 
the underlying statistics then these values depend on the 
sampling distribution of t and are given by 
UCL = E(t) + 3S.E.(t) 
LCL = E(t) - 3 S.E. (t) 
CL = E(t) 
Fig (1) represents the outline of a control chart. 
A control chart is not only a device for specifying and 
attaining a state of statistical control. It is also a device 
for judging whether the state of control has been attained; 
for a control chart is constructed in conformity with 
ststistica! theory and can consequently be used to test the 
hypothesis of control. 
3.3.2. 3-a CONTROL LIMITS 
3-a limits were proposed by Dr Shewhart for his control 
charts. Consider the statistic 
t = t (x., x„ , X ), a function of the sample 
1 z n 
2 
observations x., x_, , x . Let E(t) = JJ . and Var(t) = c^ 
1 2 n '^ 1 t 
If the statistic t is normally distributed, then from the 
fundamental area property of the normal distribution, we have 
(45^ 
Piu-3<y < t < fj, + 3o- 1 = 0.9973 
P [ I t-yj^ j < Sa^l = 0.9973 
P[ |t-^^j >3c7^] = 0.0027 
The probability that a random value of t goes outside the 
3a limits viz /J, ± So, is 0.0027 which is very small. Hence, 
if t is normally distributed, the limits of variation should 
be between ij. + 3a. and p. - So- which are termed respectively 
the Upper Control Limit (UCL) and Lower Control Limit (LCD. 
The use of 3a limits is justified on the grounds that in 
the case of variables (as contrasted with attributes) the 
sampling distribution of X is frequently not known well enough 
to compute probability limits and that 3a limits have been 
found to give good practical results. 
It is to be noted that the limits on a control chart need 
not be constant. CL (Centra! Line) represents the ideal 
measurement of the characteristic under study. UCL and LCL 
give the relaxation possible. Any sample point falling outside 
these limits (UCL and LCL) calls for an immediate action. 
Following decisions are possible. 
(1) tf all the sample points are within the control limits in 
a random way we say that the process is working 
sati sfactor i1y. 
(2) Even if the sample points are within the limits there may 
be an upward/ downward/ cyclic tendency. In such cases the 
fault is checked without stopping the process. 
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(3) If the sample measurements are on one side of the CL then 
revision of CL and control limit is recommended. 
3.3.3. USES OF CONTROL CHART 
1. Control charts are tools to be used on line to monitor the 
process. Control charts when used on a real time basis by 
operators, engineers and managers provide instantaneous 
feedback on process performances. 
2. Control charts are used to prevent problems. It is 
necessary to prevent problems that occur on a manufacturing 
i ine. 
(3) Control charts are used to determine when to adjust the 
process. 
Under process control techniques v;e do the following:-
(1) To check if the process is under control when 
specifications (control limits) are given. 
(2) To find the control limits. 
(3) To suggest the revision of the limits. 
NOTE: Sometimes 2o limits (ij±2a) are considered as warning 
limits i.e. if a sample point falls outside 2o- limit (but 
within 3c limit) it is considered as a warning and reason / 
error is traced without stopping the process. 
3.4. COhfTROL CHARTS FOR VARIABLES 
These charts may be applied to any quality characteristic 
that is measurable. In order to control a measurable 
characteristic we have to exercise control on the measure of 
location as well as the measure of dispersion. Usually X and R 
charts are employed to control the mean (location) and 
standard deviation (dispersion) respectively to the 
character i stic. 
3.4.1. SELECTION OF SAMPLES OR SUB GROUPS 
In order to make the control chart analysis effective, it 
is essential to pay due regard to the rational selection of 
the samples or sub groups. The choice of the sample size n and 
the frequency of sampling i.e. the time between the selection 
of two groups, depend upon the process and no hard and fast 
rules can be laid down for this purpose. Usually n is taken to 
be 4 or 5 while the frequency of sampling depends on the state 
of the control exercised. Normally 25 samples of size 4 each 
or ^^ ' ss...ples of size 5 each under control will give good 
estimate of the process average and dispersion. 
3.5. X-CHART 
SETTING OF CONTROL LIMITS OF X CHART 
Control charts for sample mean are called X chart. This 
chart gives the variation between the sample means. Small 
samples are drawn hourly, shiftwise etc. on fixed occasions. 
Smaples numbers are taken along X-axes, sample means along 
y-axis and corresponding points are plotted. 
3.5.1. SPECIFICATIONS GIVEN CPARAMETERS KNOWN) 
Suppose it is given that measurement X follows Normal 
(48) 
2 
distribution with mean p and varience a i.e 
X ~ N (/J, a ) 
a 
X - N (;U, ) 
n 
where X = - Zx 
n 
We further know that (j ± 3cy/-/r\ 1 imi ts cover approximately 
99.73% of the total population and limit /j±20-/-/recovers 95.44% 
observation. Hence control limits for X chart with known /j and 
£>• a r e 
UCL = M + Sc/VrT" = ^ + Acy 
CL = AJ 
LCL = ^ - Sa/Vn = /J ~ Ao 
Where A = 3/-/n~ 
3.5.2. PARAMTERS NOT KNOWN (p' AND c? UNKNOWN). 
If population parameters are not known then we take s. 
few samples and obtain the mean and S.D. / Ranges of the 
characteristic under study assuming that the observations 
2 
follcv,' normal distribution (with mean /j and variance a w'nich 
are unknown) then /J and a are estimated from the sample 
stat i st i cs as 
E(X) = iJ (=X) => M = X and E(s) = C cr 
where C„ is a constant and function of n 
=> a = s/C„ 
Hence control limits in this case are 
( 4 i 
UCL = X + 3 s / c ^ - / n 
CL = X 
LCL = X - 3 s / C _ y r r 
X + A s 
X - A. s 
Where 
X = 
c^V^ K 
k 
Z 
i = l 
X. , s 
1 
Us. 
w h e r e 
X. is the mean of ith sample, 
s. is the S.D. of ith sample 
Values of A. for given n are available in the table. 
The use of s may be difficult if the person handling it 
is not skilled enough. o can also be estimated with the help 
of sample ranges as 
E(R) = d^c, Where d^ is a constant and a function of r. 
> a 
If a is estimated from sample ranges then control limits for X 
chart are 
UCL = X + 
3 R 
d^y^T 
_= X + A2 R 
CL = X = X 
(50) 
3 R ^ 
LCL = X - = X -A2 R 
Where 
R = S R., R. IS the range of ith sample 
, 1 1 k 
3 
A 
Direct values of A_ can be seen in the table for given n. 
3.6. CONTROL LIMITS FOR R-CHART 
3.6.1. PARAMETERS KNOWN 
E (R) = d^ cr 
S.D. (R) = dgcy 
UCL = d^a + SdgO- = (d^ + Sd^) <y = D^o 
CL = d^a 
LCL = d^a - 3 d^cr = (d^ - 3 d^) cr = D^ a 
Where D- = d- + Sd^ 
D^ = d^ - 3d3 
Where d„, d„, D. and D„ are constants and functions of n and 
values of above constants are available for different values 
of n. 
NOTE: If LCL is -ve, put LCL = 0 
3.6.2. PARAMETERS NOT KNOWN 
If a is not given, then it is estimated from sample 
(51) 
ranees as foilows 
Since, 
E(R) = da 
=> R = d^a 
R 
or a = is an unbiased estimate of a. 
Control limits are 
3 d R ^ 3 d ^ 
UCL = R + — - — = U + R = D R 
^2 ^ ^2 ^ 
CL = R 
3d, ^ 3d 
LCL = R - - ^ ^ ^ j-^  3-j ^ _  ^ ^^ 
where, 
d^ 
D, = 1 + 3 — ^ 
3d, 
where d-t d„, D„ and D, are constants and functions of sample 
size n. 
3.7. REMARKS ON X AhfD R-CHARTS 
1. The values of constants A, A , A„, D. , D„, D and D for 
(52) 
different values of n are given in the table 1. 
2. X chart reveals undesirable variations between samples as 
far as their averages are concerned while the R-chart reveals 
any undesirable variations within samples. 
3. For a process to be working under statistical control, 
points both in the x and R charts should lie between the 
control limits. A process which is not in statistical quality 
control shows the presence of assignable causes of variation 
which throw the process out of control. These causesmust be 
traced and eliminated so that the process may return to 
operationunder stable statistical conditions. Reasons for the 
process being out of control vary from faulty tools, a sudden 
significant change in properties of new materials in a new 
consignment, breakdown of the lubrication system, faults in 
timing or speed mechanism etc. If the process is found to be 
in statistical control, a comparison between the required 
specifications and the process capability may be carried out 
to determine whether the two are compatible. Should the 
specified tolerances prove to be too tight for process 
capability, there are three possible alternatives: 
(i) Re-evaluate the specifications: Are the tight tolerances 
really necessary for effective performance, or could they, be 
relaxed with no detriment to the quality of the product, 
(ii) If relaxation of the specifications is not acceptable, 
perhaps a more accurate process should be selected for the 
purpose. 
(53) 
(iii) If both the previous alternatives are out of the 
question, a 100% inspection must be undertaken to sort out the 
defective products. 
4. If all the points in both the charts remain within trial 
limits, then these limits are accepted as final, and used for 
maintaining control charts for subsequent production. If, 
however, some of the points go outside the limits in one of 
the charts then a second set of trial limits is constructed, 
using only the remaining samples, and using these fresh 
control limits, new charts are constructed and the remaining 
samples are plotted on the new charts. If all the sample 
points now remain within the new control limits, they are 
accepted as final otherwise the same procedure as described 
above is followed to get a third set of trial control limits. 
The control limits are accepted as final only when all the 
sample points on which they are based remain within these 
1imi ts. 
5. Should the routine results show a better degree of 
uniformity than that expected from the standard there is 
evidance that the acceptance standard is too loose. The latest 
data must then be used to re-estimate current standard 
quality, which is then used for future control. This procedure 
should also be adopted at regular intervals, thereby producing 
a gradual improvement in quality standards. 
3.8. CRITERION FOR DETECTING LACK OF CONTROL IN X AND R CHARTS 
The main object of the control chart is to indicate when 
(54) 
a process is not in control. The pattern of the sample points 
in a control chart is the key to the proper interpretation of 
the working of the process. The following situations depict 
1ack of contro 1 :-
D A POINT OUTSIDE THE CONTROL LIMITS 
A point going outside control limits is a clear 
indication of the presence of assignable causes of variation 
which must be searched and corrected. A point outside the 
control limit may result from an increased dispersion or 
change in level. Lack of uniformity may be due to the 
variation in the quality of raw materials, deficiency in the 
skill of the operators, loss of alignment among machines, 
change of working conditions etc. It may be indicated by point 
(or points) above the control limit for ranges. It may also 
result in points outside the control limits for means. 
a:) A RUN OF SEVEN OR MORE POINTS 
Although all the sample points are within control limits 
usually the pattern of points in the chart indicates 
assignable causes. One such situation is a run of 7 or more 
points above or below the central line in the control chart. 
Such runs indicate shift in the process level. On R-chart a 
run of points above the central line is indicative of increase 
in process spread and therefore represents an undesirable 
situation, while a run below the central line indicates an 
improvement in the sense that the variability has been reduced 
i.e. the process could hold to a closer tolerance. 
(55) 
33 One or more points in the vicinity of control limits or a 
run of points beyond some secondary limits e.g. a run of 2, 3 
points beyond 2.o limits or a run of 4, 5 points beyond i-o 
\ imi ts. 
4) The sample points on X and R charts, too close to the 
central line, exhibit another form of assignable causes. This 
situation (fig.2) represents systematic differences within 
samples or sub-groups and results from improper selection of 
samples and biases in measurements. 
5.) PRESENCE OF TRENDS 
The trends exhibited by sample points on the control 
chart are also an indication of assignable cause. Trend 
pattern [Fig.3(a) and 3(b)], a phenomenon usually observed in 
engineering industry, indicates the gradual shift in the 
process level. Trend may be upward or downward. Tools wear and 
the need for resetting machines often accounts for such a 
shift. 
6) PRESENCE OF CYCLES 
In some cases the cyclic pattern of points in the control 
chart [Fig.4] indicates the presence of assignable causes of 
variation. Such patterns are due to material or/and any 
mechanical reasons. 
3.9. CONTROL CHART FOR STANDARD DEVIATION OR o CHART 
In sampling from a population with standard deviation a, 
we have 
(56) 
2 "'^ 2 E(S^) = c?^  (1) 
n 
ECS) = C^a (2) 
where, 
C„ = -/2/n 
Fa-
(1) is true for sampling from any distribution whereas (2) is 
true only for normal population. 
Hence in sampling from normal population, we have 
Var(S) = E(S^) - (ECS))^ 
[-^ -^ n '^' 
3.9.1. a KNOWN 
S . E . ( S ) = C c 
UCL = C^a + 3 Cgty = 
CL = C-cy 
/ n - 1 
w h e r e C„ = y n 
= (Cg + aCg) <y = E^a 
^ 2 
LCL = C^& - aCgC = (C2 - 3Cg) a = 'B. <y 
where C^, C^, B, and B^ are constants and are functions of n. 
Values of above constraints are available in the table for 
different values of n. 
(57) 
NOTE: 
(1) If LCL is -ve, we put LCL = 0 
(2) For dispersion charts (R, s) we check only if the points 
are below the UCL or not. 
3.9.2. a UNKNOWN 
If the value of a is not specified or not known, then we 
use its estmate from the samples. Let there are k samples each 
of size n, then 
1 
s = E s., where s. is the S.D. of ith sample. 
k 
Also s = C^a 
s 
= > c = 
s 
. Control limit in this case are 
3C, 
UCL = i . - ^ i = [l + ^ ] i = B^ i 
CL = s 
LCL = s - - ^ — s = 1 - ^ — s = B3 s 
Where, 
3C^ 
B, = 1 . - 1 
^2 
(58) 
3C, 
B3 = 1 - - 1 
'^2 
Where B^ and B are tabulated for different values of n. 
3.10. CONTROL CHARTS FOR ATTRIBUTES 
An attribute is that characteristic which can not be 
measured numerically. It can either be classified into various 
categories or the presence and absence of it can be noted. We 
have the control charts for attributes which can be used for 
quality characteristics: 
(i) which can be observed only as attributes by classifying an 
item as defective or non-defective. i.e. confirming to 
specifications or not and 
(ii) which are actually observed as attributes even though 
they could be measured as variables. 
There are three control charts for attributes: 
(1) Control chart for number of defective items in a lot ( np 
char t ) 
(2) Control chart for proportion of defective items in a lot 
(p-chart). 
(3) Control chart for the number of defects per unit 
(c-chart). 
3.11. CONTROL CHART FOR NUMBER OF DEFECTIVE ITEMS Cnp CHART / 
d-CHART) 
The basic idea of np chart is to see that the number of 
defective items in a lot does not exceeds the permissible 
(59) 
limit. Suppose p is the allowable fraction or proportion of 
defective items. If we draw a sample of size n then the 
probability that the number of defective items in the sample 
is r is equal to 
n r n~ r 
P(X=r) = C p (1-p) 
X denotes the number of defective items in n, 
Thus we assume that the occurance of defective item is a 
Bernoulli trial so that the number of defective items in a 
sample follows Binomial distribution and therefore 
E(X) = np 
V(X) = npq = np (1-p) 
S.D (X) = / F T T ^ 
q = 1-p 
Hence the control limits for np - chart are 
n p + 3 T n p ( 1 - p) UCL = ay pCl-p. 
CL = np 
LCL = np - 3-/np (1-p) 
Note: If LCL is -ve, put LCL = 0 
If p is not known then unbiased estimate of p is obtained 
as foilows : 
Take k samples each of size n. Let X. denotes the number 
of defectives in the ith sample then 
X . 
I 
and 
(60) 
Pi p = Z is an unbiased estimate of p, provided that the 
k 
samples are independent. Hence the control limits for unknown 
p are 
^ -^ UCL = np + aVnpd-p) 
CL = np 
LCL = np - 3 Vnpd-p) 
Note: If LCL = -ve put LCL = 0 
3.12. CONTROL CHART FOR FRACTION DEFECTIVE Cp-CHARTD 
While dealing with attributes, a process will be adjusted 
in statistical control if all the samples or subgroups are 
ascertained to have the same population proportion P. 
If d is the number of defectives in a sample of size n 
d 
then the sample proportion defective is p =——. Hence, d is a 
bi^ oni^ al v'a.i-^l'te with parameters n and p. 
E(d) = np 
V(d) = npq, q = 1-p 
^ d np 
E(p) = E [ _ ] = — = P 
V(p) . v [ — ] = - ^ V(d) 
1 pq 
npq 2 "*'^  n 
n 
p(l-p) 
n 
p c l - p ) 
S.D. (p) = / n 
Thus the control limits for p-charts are 
3.12.1. CASE 1 STANDARDS GIVEN 
^ 3 / UCL = p -^  ^   P^^'P^ 
n 
CL = p 
LCL = p-3 / P^^-P^ / 
n 
3.12.2. CASE 2 STANDARDS NOT GIVEN 
A /S 
p(l-p) 
UCL = p + 3 ' 
CL = p 
/\ ^ 
p(l-p) 
LCL = p - 3 
(61) 
Where, 
p is the unbiased estimate of p is obtained from the 
samp 1es. 
NOTE: 
(1) Put LCL = 0 if LCL is -ve 
(62) 
(2) Control limits of p-chart can directly be obtained from 
the control limits of the np chart by dividing the latter by 
n. 
3.12.3. INTERPRETATIONS OF p-CHART 
(1) From the p-chart a process is judged to be in statistical 
control in the same way as is done for X and R charts. If all 
sample points fall within the control limits without 
eKhibiting any specific pattern, the process is said to be in 
control. In such a case, the obsered variationin the fraction 
defective are attributed to the stable pattern of chance 
causes and the average fraction defective is taken as the 
standard fraction defective. 
(2) Points outside the UCL are termed as high spots. These 
suggest deterioration in the quality and should be regularly 
reported to the production engineers. The reasons for such 
deterioration could possibly be known and removed if the 
details of conditions under which data were collected, were 
known. 
(3) Points below LCL are called low spots. Such points 
represent a situation showing improvement in the product 
qua 1i ty. 
(4) When a number of points fall outside the control limits, a 
revised estimate of p should be obtained by eliminating all 
the points that fall above UCL. (It is assumed that points 
fall below LCL are not due to faulty inspection). 
(63) 
3.13. CONTROL CHART FOR hfUMBER OF DEFECTS Cc-CHART) 
The field of application of c-chart is more restricted as 
compared to X and R charts or p-chart. There is a difference 
between defect and defective. An article which do not confirm 
to one or more specifications, is termed as defective while 
any instance of article's lack of confirmity to specifications 
is a defect. Thus, every defective contains one or more 
defects. 
C-chart applies to the number of defects per unit. Sample 
size for c chart may be a single unit like a radio, or group 
of units or it may be a unit of fixed time, length, area etc. 
For example, in case of surface defects, area of surface is 
the sample size; in case of casting defects a single part 
(such as base plate, side cover) is the sample size. However, 
defined sample size should be constant in the sense that 
different samples have essentially equal opportunity for the 
occurance of defects. 
If we are dealing with the items which cannot be 
classified as good or bad, instead we can count the number of 
defects per item, we use a c-chart to ascertain the process 
control. The nature of the defect must be defined clearly 
because sometimes a single defect may be so intense to make 
the item unfit/useless. 
In order to obtain the control limits we are either given 
or will assume it to be known, the average number of defects 
(64 ) 
(of s p e c i f i e d n a t u r e ) t h a t c a n be a c c e p t e d . Around t h i s 
( a v e r a g e number of a c c e p t a b l e d e f e c t s ) we c o n s t r u c t c o n t r o l 
l i m i t s . I t i s e a s y t o s e e t h a t i f X be t h e r a n d o m v a r i a b l e 
r e p r e s e n t i n g t h e n u m b e r of d e f e c t s i n an i t e m ( i . e . X may 
t a k e s v a l u e s 0 , 1 , 2 , 3 , A, } t h e m o s t s u i t a b l e 
d i s t r i b u t i o n t o r a n d o m v a r i a b l e X w i l l be P o i s s o n d i s t r i b u t i o n 
b e c a u s e t h e p r o b a b i l i t y of a l a r g e number of d e f e c t s p e r i t e m 
w i l l be v e r y v e r y s m a l l . 
If C d e n o t e s t h e a v e r a g e number of d e f e c t s / i t e m s and we 
a s s u m e t h a t t h e no of d e f e c t / i t e m f o l l o w a P o i s s o n 
d i s t r i b u t i o n w i t h p a r a m e t e r X we g e t . 
E ( c ) = \ 
V(c ) = X 
s.D. (c) = y x 
The Za l i m i t s f o r c - c h a r t a r e g i v e n by 
3 . 1 3 . 1 . STANDARDS GIVEN 
UCL = X + 3 - / x 
CL = X 
/ : LCL = X - 3 y X 
3.13.2. STANDARDS NOT GIVEN 
If the value of X is not known, it is estimated by the 
mepn number of defects per unit. Thus, if c. is the number of 
1 
defects observed on the ith (i=l, ....,k) inspected unit, then 
(65) 
an estimate of X is given by 
\ = C = Z C./k where, c is an unbiased estimate of X, 
i = l ' 
The control limits in this case are: 
UCL = c + 3/ 
CL = c 
LCL = c - 3-/ c 
MOTE: 
(1) If LCL is -ve, put LCL = 0 
(2) The interpretation of C-chart are similar to those of 
p-chart. 
(3) Usually k, the number of samples (inspected units), is 
taken from 20 to 25. Normal approximation to Poisson 
distribution may be used provided c < 5. 
3.13.3. APPLICATIONS OF c-CHART 
The universal nature of Poisson distribution as the law 
of small numbers makes the c-chart technique quite useful. In 
spite of the limited field of application of c-chart (as 
compared to X, R, p charts) there do exist situations in 
industry where c-chart is definitely needed. Some of the 
representative types of defects to which c-chart can be 
applied with advantage are: 
1. C is number of imperfections observed in a bale of cloth. 
2. C is the number of surface defects observed in 
(1) roll of coated paper or a sheet of photographic film, and 
(ii) a galvanished sheet or a painted, plated or enamelled 
(66) 
surface of given area. 
3. C is the number of defects of all types observed in 
aircraft subassemblies or final assembly. 
4. C is the number of breakdowns at weak spots in insulation 
in a given length of insulated wire subject to a specified 
test voltage. 
5. C chart has been applied to sampling acceptance procedures 
based on number of defects per unit e.g. in caFe of inspection 
of fairly complex assembled units such as T.V. sets, aircraft 
engines, tanks, machine guns etc, in which these are very many 
opportunities for the occurance of defects of various types 
and the total number of defects of al 1 types found by 
inspection is recorded for each unit. 
6. C-chart techniques can be used with advantage in various 
fields other than industrial quality control e.g. it has been 
app1ied : -
(i) to accident statistics (both of industrial accidents and 
highway accidents). 
(ii) in chemical laboratories, and 
(iii) in epidemiology. 
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CHAPTER 4-
SAMPLING INSPECTION PLANS 
4.1. ACCEPTANCE SAMPLING 
The function of inspection in industry is to determine 
conformity to specification. There may be inspection of 
incoming materials, inspection of the processes at several 
stages, and final inspection of the finished product either by 
the producer or consumer or both. An ideal way of doing this 
seems to inspect each and every item presented for acceptance 
i.e. to resort to 100 percent inspection. 100% inspection 
should be taken recourse to under the following conditions:-
1) the occurrence of a defect may cause loss of life or 
serious casualty to personnel. 
2) a defect may cause serious malfunction of equipment. 
We may also wish to examine ail the items of the product 
under the following conditions: 
(i) N, the lot size is small, and 
(ii) the incoming quality is poor or unknown. 
Also there are situations where hundred percent 
inspection cannot be employed e.g., life tests, crackers, 
shells, bulbs and other destructive tests. In some cases 
complete inspection of all the units is not possible due to 
lack of time (urgent supply) or the evaluation of the quality 
may be time consuming or costly. 
(68) 
Thus, in practice there exists many situations where the 
quality of a product has to be evaluated by inspecting a few 
but not all the units. Such an inspection is known as 
'sampling inspection' and its principal uses in industry are: 
1) determination of the quality and acceptability of incoming 
raw materials. 
2) decision as to the quality and acceptability of 
semi-finished product for further processing as it passes from 
section to section within the factory. 
3) determination of the quality of outgoing product. 
4) improvement and control of quality. 
So, from practical and economic considerations sampling 
procedures are adopted i.e. a lot is accepted or rejected, on 
the basis of the samples drawn at random from the lot. It has 
been found that if a scientifically designed sampling 
inspection plan is used, it provides adequate protection to 
producer as well as consumer very economically. 
The main object of inspection is to control the quality 
of the product by critical examination at strategic points. 
Sampling inspection, besides keeping down the cost of 
production, also ensures that the quality of a lot accepted is 
according to the specifications of the consumer. The 
guidelines of a sampling procedure are: 
(1) It should gives a definite assurance against passing any 
unsatisfactory lot, and 
(69) 
(2) The inspection expenses should be as low as possible 
subject to the degree of protection afforded by <i) above. 
A sampling plan gives the sampling procedure to be 
followed for acceptance or rejection of product submitted for 
acceptance. Product is usually submitted to acquired in lots 
or consignments. 
The consumer will accept lots of high quality and reject 
lots of low quality. Hence, it is necessary to decide how the 
quality of a lot should be measured. There are many ways in 
which the quality of a lot can be described, mainly depending 
on the characteristic we are interested in the individual. 
They are: 
1) The proportion of defective items in the lot (percentage 
defective ) 
2) The average number of defects per item or constant area of 
the lot (defects per item). 
3) The average of an important measurable characteristic of 
the item in the lot, and the variability or dispersion among 
the items of the lot in respect of this characteristic. 
Plans where item quality is defined by attributes and lot 
quality by fraction defective are called 'attribute sampling 
pi ans' . 
Plans where item quality is an actual measurement and lot 
quality is specified by tolerances (mean dimension and 
dispersion) are called 'variable sampling plans'. 
(70) 
Sampling plans cannot guarantee that only non-defective 
items will be accepted, since all the items are not inspected. 
Sometimes a very high quality lot may be rejected or a bad 
quality lot may be accepted since decisions are made after 
inspecting only a sample from the lot; and as samples obey the 
laws of chance they will occasionally be of a quality far out 
of line with the quality of the lot from which they were 
drawn. 
The important points to be considered in the selection of 
a sampling plan therefore are: 
(i) the protection it affords to the producer and the consumer 
i.e. producer's risk and consumer's risk. 
(ii) the cost of implementation or the amount of inspection, 
(iii) administrative convenience. 
In judging the suitability of any sampling plan one may 
compare its performance over a range of possible quality 
levels of submitted product. This is provided by the operating 
characteristic curve (O.C curve) of the plan. It gives clearly 
how a sampling plan discriminated lots of varying quality and 
evaluates the risks associated with any sampling plan. The 
typical O.C. curve is shown in figure (1). 
The ordinate of the O.C. curve shows the proportion of 
lots (Lp) accepted when the fraction defective in the lot 
submitted is p. 
(71) 
The O.C. curve depends on the particular sampling plan 
adopted. For different sampling plans, different OC curves are 
obtained. Thus it depends upon the 
(1) Lot size (N) 
(2) Sample size (n) and 
(3) acceptance number (c) 
We will now briefly discuss some basic concepts related 
to Sampling Inspection Plans. 
4.2. ACCEPTANCE QUALITY LEVEL CAQL) 
A lot with relatively small fraction defective (i.e. 
sufficiently good quality) say, p which is likely to be 
accepted, most of the times is known as acceptance quality 
1 eve 1. Usua11y. 
PCRejecting a lot of quality p.) = 0.05 
=> P = P [Accepting of a lot of quality p ] = 0.95 
a. X 
'p.' is known as Acceptance Quality Level and a lot of this 
quality is considered satisfactory by the consumer. 
4.3. LOT TOLERANCE PROPORTION OR PERCENT DEFECTIVE Cp^D CLTPD) 
The lot tolerance proportion defective usually denoted by 
p, is the lot quality which is considered to be bad by the 
consumer. The consumer is not willing to accept lots having 
proportion defective p. or greater. 100 pi is called Lot 
Tolerance Percentage Defective. 
Usua11y, 
P(accepting a lot of quality p.) = 0.10 
(72) 
4.4. PROCESS AVERAGE FRACTION DEFECTIVE CpD 
p represents the quality turned out by the manufacturing 
process over a long period of time. If the production is in 
phases / batches, items may not be uniformly distributed in 
various phases or batches. Average of the defective items, 
over a long period of time is called PAFD and is denoted by p. 
4.5. CONSUMER'S RISK CC. R.!) CP ) 
c 
Any sampling scheme would involve certain risk on the 
part of the consumer in the sense that he has to accept 
certain percentage of undesirably bad lots i.e. lots of 
quality p. or greater fraction defective. CR is defined as P 
= CR = P [accepting a lot of quality p.] Usually it is 
denoted by ft. It is generally taken to be 10% or 0.10. 
4.6. PRODUCER'S RISK CPR) CP > 
P 
The producer has also to face the situation that some 
good lots will be rejected. The PR is defined as 
P = PR = PCRejecting a lot of quality p.) p ^ o -1 ^ r- j^  
Usually it is denoted by a. It is generally taken as 
0.05. 
4.7. AVERAGE OUTGOING QUALITY CAOQ) 
Sometimes the consumer is guaranteed a certain quality 
level after inspection - regardless of what quality level is 
being maintained by the producer. Let the producer's fraction 
defective i.e. lot quality before inspection be 'p'. This is 
termed as 'incoming quality'. The fraction defective of the 
(73) 
lot after inspection is known as 'outgoing quality' of the 
lot. The expected fraction defective remaining in the lot 
after the application of the sampling inspection plans is 
termed as Average Outgoing Quality (AOQ) p. It is a function 
of the incoming quality 'p'. 
4.8. SAMPLING INSPECTION PLANS 
The procedure of deciding whether to accept a lot or not, 
based on the sample(s), is called Sampling Inspection Plan. 
NOTATIONS 
N : Lot Size 
n : Samp 1e Size 
C : Number of defective items acceptable in a sample. 
d : Observed number of defective items in the sample. 
p : proportion of defective items in the lot. 
4.9. SINGLE SAMPLING PLAN 
If the decision about accepting or rejecting a lot is 
taken on the basis of one sample only, the acceptance plan is 
described as single sampling plan. It is characterized by 
[N, n, c] where terms represent their usual meanings. The 
single sampling plan may be described as follows: 
1) N, the lot size, is known 
2) Select a random sample of size n from a lot of size N. 
3) Inspect all the articles included in the sample. Let d be 
the number of defective in the sample. 
4) If d < c, accept the lot, replacing defective items/ pieces 
(74) 
found in the sample by non-defectives. 
5) If d > c, reject the lot or inspect the entire lot and 
replace all the defectives pieces by standard ones. 
The plan is depicted in Fig.2. 
In such a plan, the chance of cent percent inspection 
increase as the percentage of defectives in the lot increases. 
Thus the amount of inspection automatically increase as the 
lot quality deteriorates. 
4.9.1. EVALUATION OF n AND c 
The lot size N is invariably known. Thus the two unknown 
quantities that need to be determined in the sampling plan are 
n and c. 
In a lot of incoming quality p, the number of defective 
nieces is Np and non defective pieces is N-Np = N(l-p). The 
probability of getting exactly d defectives in a sample of 
size n from this lot is given by Hypergeometric distribution 
g(d, p) [ "n [n: s^]//[: ] 
Probability of accepting a lot of quality p is 
F (p) = Z g(d,p) = Z 
a. 
d=o d=0 
(r](^:svra 
Hence the consumer's risk is given by 
CR = P = P [Accepting a lot /p.] 
(75) 
or P Jo n^l P - >'\/^ (1) 
To protect himself against poor quality, the consumer 
usually demands a small value of P for given p. . The 
producer's risk is given by 
P = P ( R e j e c t i n g a l o t o f q u a l i t y p . ) 
= P [ d > c / p ] 
= l - P [ d < c / p j ] 
P = 1 Jo rs'i C" = ^^O/^ra (2) 
Thus we have to find those values of n and c which 
minimizes (1) and (2) for given values of p. and p . 
i is not easy to find n and c minimizing (1) and (2) 
simultaneously. Dodge and Roming, applying numerical methods 
of solution of equation, have prepared extensive tables for 
minimizing values of n and c for CR = 0.10 and different 
values of p, and p, etc. 
We know that if N is sufficiently large as compared to n 
then given hypergeometric distribution can be approximated to 
Binomial distribution. 
Hence 
P [ X = d] = 
(76) 
-• C , p (1-p) 
In most of the practical problems p is likely to be very 
small (less than 0.10). Also, if n is large and p is small 
such that np is finite, then we can approximate Binomial 
distribution to Poisson distribution with parameter np i.e. we 
have 
P (X = d) = ^C, p^ (l-p)"""^ d 
-np , .d 
e *^ (np) 
d! 
Using the above approximations eqns. (1) and (2) can be 
wri tten as: 
,d 
P = CR = Z 
d = 0 
[•e-"Pt ^"Pt^ 1 
- -np (np ) -, 
P = PR = ^ - ^ i- ' 
d = 0 L P ^^A d! 
4.9.2. AVERAGE OUTGOING QUALITY CAOO) 
The average quality of the product after sampling and 
100% inspection of rejected lots, called Average Outgoing 
Quality (AOQ). 
(77) 
The AOQ values for Single Sampling Plan are given by the 
f ormu 1 a 
p = AOQ = 
p(N-n) P, 
N 
where N is lot size, n sample size and 
P = P [accepting a lot of quality p] 
01 
This formula assumes that all defectives found are repaired or 
replaced by good pieces. 
If n is small as compared with N, then a good 
approximation of the outgoing quality is given by 
AOQ = pP 
•^  a 
For a given sampling plan the value of AOQ. can be plotted 
for different values of p to obtain the AOQ. curve as given in 
fig (3). 
The maximum value of p subject to variation in p is 
called the Average Outgoing Quality Limit (p. ) (AOQL). The 
value of AOQ for which the curve attains the maximym.^as cal led 
AOQL. The AOQL measures the long term protectiw^'given lyy- * th 
plan to the user in the worst situation. !, , . , '* 
e 
AOQL curve will reach a maximum value an4'i,J3^ +ieTr-, r'e'cede, 
since the poorer the quality of the incoming product (i.e. 
larger the value of p) the fewer lots will be accepted and 
(78) 
ttme will be inspected 100% and made acceptable. 
4A 3 . AVERAGE SAMPLE NUMBER CASN) AND AVERAGE AMOUNT OF TOTAL 
nSPECTION CATI) 
The average sample number (ASN) is the expected value of 
tie sample size required for coming to a decision about the 
aaseptance or rejection of the lot in an acceptance rejection 
sapling plan. ASN is a function of the incoming quality p. 
On the other hand, the expected number of items inspected 
per lot to arrive at a decision in an acceptance 
risrti f icat ion sampling inspection plan calling for 100% 
i»pection of the rejected lots is called average amount of 
t^a1 inspection (ATI). ATI is also a function of the lot 
<^ I i ty p. 
For an acceptance rectification single sampling plan 
cslling for 100% inspection of the rejected lots, additional 
(§-n) items will have to be inspected for each rejected lot, 
iMve N is the lot size. Thus, in this case, the number of 
i#ais inspected per lot varies from lot to lot and is equal to 
nif the lot is accepted and equal to N if the lot is rejected 
OS the basis of the sampling inspection plan. Hence the 
a«rage amount of total inspection is a function of the lot 
cpility 'p' and is given by 
m = nL(p) + N[l-L(p)] 
\Mie L(p) = P (p) is the probability of acceptance of the lot 
cffquality p on the basis of the sampling inspection.. 
(79) 
Or ATI = n L(p) + (N - n + n) ( l-L(p)) 
= n L(p) + (N-n) (l-L(p)) + n (l-L(p)) 
= n + (N-n)(l-L(p)) 
4.9.4. ASM CURVE 
A curve showing p (incoming quality) along x-axis and ASN 
along y-axis, for a given sampling plan is called ASN 
curve. The ASN curve is given in Fig.(4). 
The relationship between (p, ASN) is called ASN function. 
4.9.5. OPERATING CHARACTERISTIC OF A SAMPLING PLAN 
Operating characteristic (O.C.) of a sampling plan is its 
ability to accept a good lot. The typical O.C. curve is as 
shown in figure (5). 
It is possible to calculate the proportion of lots that 
will be accepted when the lot size, sample size and acceptance 
and rejection numbers are known. The OC curve depends on the 
particular sampling plan adopted. For different sampling 
plans, different OC curves are obtained. 
Generally the OC curve is drawn by computing the 
probabilities of acceptance of lots of a given quality. The 
lot quality can vary from 0 to 1. The consumer from the 
knowledge of his requirements can set two limits on the 
percentage defective p. and p„. Lots with percentage 
defective less than the lower limit p., are defined as good 
lots and lots with percentage defective more than the upper 
limit p- and defined as bad lots and the consumer is 
(80) 
indifferent if the lot quality lies between p. and p_, where, 
p, -- acceptable quality level (AQL) 
p^ -- Lot tolerance percent defective (LTPD) 
There are three points on the OC curve which have special 
significance viz. 
(i) The AQL <^ P.) for which the probability of acceptance 
Lp. = (l-oi) where a. is the maximum producer's risk. 
(ii) The quality p =p for which the probability of acceptance 
Lp = 0.5. 
'^o 
(iii) The LTPD for which the probability of acceptance Lp=ft, 
where ft is the maximum consumer's risk. 
In addition to these. two more points can be specified. 
When lot quality is zero, the probability of acceptance is 1 
and when lot quality is 1, the probability of acceptance is 
zero. An approximate idea of the OC curve can be got by 
drawing a smooth curve through these five points. 
An ideal O.C curve is shown in Fig. (6) 
4.10 DOUBLE SAMPLING PLAN 
Another sampling scheme proposed by Dodge and Roming is 
the 'second sampling method'. In this method a second sample 
is permitted if the decision regarding the acceptance 
/rejection of the lot could not be taken on the basis of first 
sample and then a definite decision is taken on the basis of 
the second sample. 
(81) 
A double sampling plan is characterized by CN,n ,n ,c ,c-3, 
where 
N : lot size 
n. : first sample size 
n^ : second sample size 
c. : acceptance number for first sample 
c„ : acceptance number for both the samples combined. 
d. : Number of defective items in the first sample, 
d^ : Number of defectives in the second sample. 
4.10.1. PROCEDURE 
1) Take a random sample of size n. from the lot of size N and 
count the number of defectives, say d 
2) If d, < c., accept the lot replacing the defectives found 
in the sample by non-defectives. 
3) If d > c„, reject the whole lot. Detail the lot 100%, 
replacing all bad items by good ones. 
4) If c + 1 < d < c„, take a second sample of size n^ from 
the remaining lot, and count the number of defectives say d^. 
5) If d, + d„ < C„, accept the lot replacing defective items 
by standard ones. 
6) If ^i '*' ^2 ^ °2' reject the whole lot. Inspect the 
rejected lot 100%, replacing all the defective items by good 
ones. 
The double sampling plan is depicted is fig.7. 
A double sampling plan has two possible advantages over a 
(82) 
single sampling plan. 
1) It may reduce the total amount of inspection. 
2) It has a psychological advantage for some people also, it 
giving the illusion of being more fair than single sampling 
pi an. 
4.10.2. OPERATING CHARACTERISTIC CURVE 
The probability of accepting a lot is equal to the 
probability of accepting it on the first sample plus the 
probability of accepting it on the second sample, given that 
there was no decision on the first sample. The latter 
probability is the sum of the several conditional 
probabilities, one for each possible value of d, that does not 
involve a decision to accept or reject on the first sample. 
The lot will be accepted under the following mutually 
exclusive ways: 
(i) 0 < d < c 
(ii) dj^  = c^ + 1 , d^ 
"2 - ^1 
(iii) d, c^ . 2. d^ < C^ - C^ - 2 
^1 = ^2' ^ 2 = ° 
Hence by addition theorem of probability, the probability 
of acceptance for a lot of incoming quality p is given by 
°2-=l 
P^(p) = P Cd < c,] + E P Cd, = c +r) P (d„ < c„-c -r) 
r -1 
(83) 
4.10.3. CONSUMER'S RISK AND PRODUCER'S RISK 
If the quality of the lot is p. then consumer's risk is 
nothing but the probability of accepting the lot. 
The consumer's risk is given by 
C.R = P = P [Accepting a lot of quality p.) 
PCd^ < c^/p^) + P t(c^ <d^ < c^/p^) n (dj+d2) <C2/p^] 
= P (dj^  < Cj^/p^) + Z P (dj^  = Cj^  + r/p^)P (d^ < c -c^-r/p ) 
r = 1 
and the Producer's risk is given by 
P.R = P = 1 - P [Accepting a lot of quality p] 
= 1 - P (p) 
a ^ 
P (d^ > C^) + P C(Cj^  "^  '^i - ^2^ ^  ^^ l'*''^ 2^  ^ ^ 2^ 
[1-p (d^ < c^)! + y P(d^ = c^+r) PCd^ > c^-c^-r) 
= Cl-P (d^  < c^)] + 2 P(d^ " 1^ "^  r)Cl-P(d2<C2-Cj-r)] 
( 8 4 ) 
4 . 1 0 . 4 . EXPECTED TOTAL INSPECTION A T I / A S N 
OBSERVATION FURTHER TOTAL PROBABILITY 
INSPECTION INSPECTION 
^ 1 ^ ^ 0 
N - n N 
c < d < c 
a n d 
d ^ . d ^ < c ^ 
" l ' " 2 P t ( c <d < c ) n 
( d ^ ^ d 2 < C 2 ) ] 
C ^ < d ^ < C 2 
a n d 
d +d >C 
N-- (n^ + n 2 ) P [ ( c <d < c ) n 
( d ^ + d 2 ) > C 2 ] 
ATI ( o r I ) = n^ F ( d ^ < c ^ ) + N P ( d ^ > C 2 ) + ( n ^ + n 2 ) P C ( c ^ < d ^ < C 2 ) n 
(d + d ^ < c ^ ) 3 +NP [ ( c <d < c ^ ) n ( d . + d ^ > c ^ ) ] 
Now, 
P ( d >C2) = 1 - P ( d ^ < c ^ ) 
= 1 - P C ( d ^ < c ) o r (c^ < d < c^) 1 
= 1 - { P ( d ^ < c ^ ) + P { ( C j < d ^ < C 2 ) n ( d ^ + d 2 ) < C^} + P [ ( c ^ < d j < C 2 ) 
n ( ( d ^ + d ^ ) > c ) ] } 
T h u s 
= n ^ L ^ ( p ) + ( n ^ + n 2 ) ^2^"^^ '*'^ [ 1 - P ( d < c ) - P [ ( c <d < c ) n 
( d ^ + d ^ ) < c ^ ] - P [ ( c ^ < d ^ < C 2 ) n <dj^ + d 2 ) > c ] + 
(85) 
P [(Cj^<dj^<C2) n (d^ + d^) > c^l 
= n^L^(p) + (n^+n2) L^Cp) + NC1-L^(p)-L2(p)3 
= (N-n^^-n^+nj^ + n^) (l-Lj^(p) - L^(.p)) +(11^ ^ + 112) ^2^"^^ * n.L.(p) 
= (N-n^-n2) [l-L^(p) - L2(p)] + (n ^ tn^) C1-L . ( p)-L2(p) 
tLgCp)] + nj^ Lj^ (p)] 
= (N-nj^-n2) (l-L(p) ) + (n^ + n2) [1-L^(p)]+ n L (p) 
=(N-n,-n,) [l-L(p)] + n, - n,L.(p) + n„(l-L,(p)] + n L,(p) 
1 2 1 1 1 1 
or I =" "1 ^ "2 I^'J-i^ P^ "^^  (N-n^-n )(1-L(p)) 
Where, 
L,(p) = Probability of accepting the lot after first sample 
P(d^<c^) 
L2(p) = Probability of accepting the lot after second sample 
PC(c <d <C2) n (d.+d < c^)} 
L(p) = Probability of acceptance in double sampling plan 
L(p) = L^(p) + L2(p) 
4.11. SEQUENTIAL SAMPLING PLAN 
In single sampling the number of items is definitely 
fixed by the plan. In double sampling, it was seen that the 
number of items sampled is fixed in part by the plan but is 
also determined in part by the results of the sampling process. 
If a lot is accepted or rejected on the first sample, there is 
no need to take a second sample. It was because of this that 
double sampling was found to offer the possibility of reduced 
sampling cost. 
(86) 
1) item-by-item 
2) multiple 
With item-by item sampling a decision may be made after 
drawing each item, either to accept the lot or to reject the 
lot. If no decision is reached, one continues sampling. 
With multiple sampling a decision may be made after each 
sample of n. items, and the sampling is terminated after not 
more than k samples are drawn. Double sampling may be thought 
of as a special case of multiple sampling, where k=2; or 
multiple and item-by-item sampling may be thought of as 
logical extension of double sampling. 
The particular advantage of item-by-item sampling is that 
it requires a smaller amount of inspection than single, double 
or multiple sampling, regardless of the lot quality. Thus 
sequential sampling is especially applicable where the 
inspection is destructive. Multiple sampling usually requires 
a smaller amount of sampling than single or double; but in 
some cases, for small values of P, it may require more than 
doubIe sampling. 
The chief advantage of multiple sampling relative to 
item-by-item sampling is its convenience. A subsidiary 
advantage is that the order in which the items are inspected 
need not be strictly random. 
Sequential sampling also has its disadvantages, which are 
specially accentuated for item-by-item sampling. 
(87) 
1) The clerical work required is considerable. 
2) Administrative costs are high. 
3) Since the plan is somewhat complicated, the personnel must 
be carefully selected and trained. 
4) There may be psychological objections on the ground that 
the plan is slow in making up its mind. 
5) The amount of inspection is variable, and it may be 
necessary to select a sample 2 or 3 times the expected size. 
These items must be removed from the production line, 
transported to a storage place, and stored pending their 
possible inspection. 
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CHAPTER 5 
RELIABILITY 
5.1 INTRODUCTION 
Reliability is that aspect of quality assurance 
which is concerned with the quality of product function over 
time. 
One definition of reliability is that it is "the 
probability of performing without failure, a specified 
function under given conditions for a specified period of 
time". 
In contrasting it to traditional quality control, 
reliability is associated with quality over the long term 
where quality control is associated with the relatively short 
period of time required for manufacture of the product. The 
common statistical meaning of the term 'reliability' is that 
quality, that a test has of producing consistent or dependable 
resuIts. 
The basic elements required for an adequate 
specification or definition of reliability are as follows:-
1. Numerical value of probability 
2. Statement defining successful product performance. 
3. Statement defining the environment in which the equipment 
must operate. 
4. Statement of the required operating time. 
(89) 
5.2. ACHIEVEMENT OF RELIABILITY 
There are five key areas of effort affecting the 
achievement of a reliable end item. They are design, 
production, measurement and test, maintainance and field 
operation. 
5.2.1. DESIGNING FOR RELIABILITY 
The design should be as simple as possible. Error rate is 
directly proportional to complexity. The greater the number of 
components the greater the chance of failure. The new 
technique of value engineering is compatible with reliability. 
Value engineering is the analysis of function verses cost and 
involves the study of operating functions (procurement, 
installation, operation, maintainance, logistics) to determine 
their contribution to the overall worth of the equipment. 
Economic goals have no place in a reliability problem. 
"De-rating" (providing a large safety margin) is also used as 
a method of achieving design reliability. This method is 
analogoses to using a significant level of 0.0001 when 0.05 is 
thought to be sufficient. 
"Redundancy" is another way of achieving reliability. 
This is the provision of stand by or parallel components or 
assemblies to take over in the event of failure of the primary 
item. Auxiliary power generators are examples of redundant 
items. They are put into service when the primary system 
fails. 
(90) 
'Maintainability' and 'serviceability' are important 
considerations in designing for reliability. Ease of 
maintainance and service contributes to higher field 
reliability. An item which is easy to maintain will naturally 
receive better maintainance and service. Items should be 
designed with these characteristics in mind. The desire for a 
high degree of reliability in each of the characteristics 
cited above must be considered in terms of the cost of 
obtaining the reliability desired. 
5.2.2. RELIABILITY MEASUREMENT AND TESTS 
The primary measurement tools of reliability are 
functional, environmental, life and reliability tests. Also, 
as a result of the build up in emphasis on reliability, 
increasingly more work was devoted to the development of 
reliability, environmental and life testing sampling plans. 
Considering the definition of reliability, it is evident 
that reliability testing is merely an extension of functional, 
environmental, and life testing. Functional testing involves a 
test to determine if the product will function at time zero. 
An environmental test is a functional test with the added 
condition of some envi ronm.enta I stress such as temperature, 
pressure, vibration, or other extreme. A life test is to 
determine the mean life of a product, combine the three types 
of test together and the result is a reliability test. 
Sampling plans used for life testing may be used for 
(91) 
reliability testing simply by imposing the desired 
environmental stress as a test condition. Life and reliability 
sampling plans exist for variables which approximate the 
exponential distribution. These plans do not stand very well 
when the distributions are other than the exponential. 
5.2.3. MAINTAINANCE AND RELIABILITY 
The total reliability of the equipment in the field is a 
function of design, maintainance and field operation 
reliability; that is, 
P = f(D, M, FO) 
s 
Maintainability plays an important part in the job of 
achieving reliability in the use system. An item with high 
maintainability is one which is easy to keep in operation; one 
with low maintainability is exactly the opposite. 
5. THE RELIABILITY AND HAZARD FUNCTION FOR WELL-KNOWN 
DISTRIBUTION FUNCTIONS 
A reliability function and its hazard function are 
unique. Thus each reliability function has only one hazard 
function and vice versa. Here we shall discuss some of the 
common failure density functions and their related hazard 
funct ions. 
5.4. EXPONENTIAL DISTRIBUTION 
It is the most widely used distribution in reliability. 
If the time to failure is described by an exponential 
(92) 
density function, then 
^ -t/e 
f(t) = —g— e , i > 0, 6 > 0 where 6 is a parameter, and 
-1 /fl 
R(t) = e , t > 0 
The form of the exponential density function is illustrated in 
fig.l. 
The hazard function for the exponential density function 
is constant. It is given by 
f (t) 
h(t) = 
R(t) e 
5.5. NORMAL DISTRIBUTION 
The normal distribution takes the well-known bell shape. 
This distribution is symmetrical about its mean value. In 
this case, the cumulative distribution is 
F(t) = P [T<t] 
t 1 p 1 x-^ ^2-. 
and 
R(t) = 1- F(t) 
The probability density function (p.d.f) for a standard 
normal distribution is given by 
1 
<^(z) = e x p l - 2 / 2 J , - o o < z < c o 
(93) 
Then t h e s t a n d a r d c u m u l a t i v e d i s t r i b u t i o n f u n c t i o n ( c . d . f . ) i s 
2 1 ^ ^2 
§ ( 2 ) = r e x p - —75— dx 
-00 y 2 n 
Then for a normally distributed random variable v, with mean iJ 
standard deviation c 
p ( v < t ) = p r 2 < 1^ = § r — - — 1 
y i e l d s t h e r e l a t i o n s h i p n e c e s s a r y i f s t a n d a r d n o r m a l t a b l e s a r e 
to be u s e d . 
The h a z a r d f u n c t i o n f o r a n o r m a l d i s t r i b u t i o n i s 
mono ton ica11y i n c r e a s i n g f u n c t i o n of t . T h i s c a n e a s i l y shown 
by p r o v i n g t h a t h ' ( t ) > 0 f o r a l 1 t . S i n c e 
f ( t ) 
h ( t I = 
1 - F ( t ) 
tljeis ^ 
( 1 - F ) f ' + f 
h ' ( t ) = 2 ( 1 - F ) 
Tie denominator in above equation is non-negative for all t. 
Heace, it is sufficient to show that the numerator 
(1-F) f' + f^ > 0 
The reliability function and the hazard function for some 
raarma1 random variables are shown in fig. (2) and (3) 
respect i ve 1 y . 
(94) 
5.6. WEI BULL DISTRIBUTION 
The weibull failure density function is 
Where ft, known as the shape parameter, and (.d-6) , known as the 
scale parameter, are always positive. It can be easily shown 
that, for t > 6, 
,^1 
R(t) = 1 - F(t) = e: 
- [ - [ 4 ^ ] ] • • • • -
and hence 
f(t) ft (t - 6)^"^ 
h(t)= = -. (3) 
R(t) (e - 6)' 
Various forms of the failure density function are illustrated 
in fig. (4) where 6 is taken as zero. 
Fig.(5) and (6) depict the varying shapes of R(t) and h(t>, 
respectively, with changing ft. The hazard function is 
decreasing for /S < 1, increasing for ft > i, and constant when 
/? i s exact 1 y one . 
In particular, consider the Weibull distribution with ft = 
1 and 6 = 0 . The expression for the reliability function in 
eqn (2) reduces to 
[•^] R(t) = exp - -s- <^) 
(95) 
and the hazard function given in equation (3) reduces to 1/6), 
a constant. The exponential is a special case of the Weibull 
di str ibution. 
When /? < 1, the Weibull distribution takes a 
hyperexponentiaI shape. For ft = 3.5, the distribution is 
approximately symmetrical starting at 6, while for ft > 3.5 the 
distribution moves away from 6 along the t axis and becomes 
negatively skewed. 
5.7. HAZARD MODELS AND PRODUCT LIFE 
The hazard function h(t) will change over the lifetime of 
a population of products somewhat as shown in fig.(7). 
The first interval of time, t to t. , represents early 
o 1 
failures due to material or manufacturing defects. Quality 
control and initial product testing usually eliminate many 
substandard devices, and thus avoid this higher initial 
failure rate. This phase of curve is called "infant 
mortality" . 
The second phase of the curve from t. to t„, represents 
chance failures caused by sudden stresses, extreme conditions, 
etc. In actuarial terms this could be equated to the accidents 
encountered by a population of individuals on a day to day 
basis. Unfortunately, in mechanical devices such as 
automobiles, these failures can be eliminated only by 
designing for the extreme conditions. But by doing so the 
vehicle is overdesigned for the vast majority of situations. 
(96) 
The portion of the curve beyond t^ represents wearout 
failures. Here the hazard rate increases as equipment 
deteriorates. If time t_ could be predicted with certainty, 
then equipment could be replaced before this wearout phase 
beg ins. 
5.8. ESTIMATING THE HAZARD FUNCTION, FAILURE DENSITY FUNCTION, 
AND RELIABILITY FUNCTION FROM EMPIRICAL DATA 
We discuss the procedures used to estimate the various 
reliability measures from empirical data-
The data in table (1) represent kilocycles to failure for 
eight springs. These data will be used to illustrate the 
procedure for a small sample. 
TABLE 1: FAILURE DATA FOR EIGHT SPRINGS 
FAILURE NUMBER KILOCYCLES TO FAILURE 
1 190 
2 245 
3 265 
4 300 
5 320 
6 325 
7 370 
8 400 
For s m a l l s a m p l e s , t h e c u m u l a t i v e d i s t r i b u t i o n a t t h e i t h 
(97) 
o r d e r e d f a i l u r e t i m e t . i s e s t i m a t e d by 
1 
F(t.) = (i - 0.3) / (n + 0.4) 
1 
where n is the sample size. 
The reliability function is estimated by 
R (t. ) = 1 - F (t. ) 
1 1 
= (n - i +0.7) / (n + 0.4) 
The failure rate is given by 
h (t. ) 
1 
R(t.) - R(t.^,) 
1 i-H 
(t. - t. ) R(t. ) 
1 + 1 1 1 
Substituting the estimator for R (t.) into this equation 
yields 
h (t. ) 
1 [(t . ,- t .)(n-i + 0,7) ] 1 + 1 1 
The failure rate h(t.), as calculated from the data, is an 
estimate of the hazard function. 
The ordinate heights of the failure density function at 
time t. can be developed from the interpretation of equation 
N(t) - N(t+At) 
f<t) = lim 
At—>0 N . At 
where E(N (t)] = N R(t) = N(t) 
and N (t) is a random variable denoting the number of items 
s ° 
f u n c t i o n i n g s u c c e s s f u l l y a t t i m e t . 
The e s t i m a t o r i s g iven by 
(98) 
R(t,) - R(t. ,) 
f(t.) = i Lll. 
1 (t. , - t. ) 1 + 1 1 
which simplifies to 
f (t. ) = 
1 [(n + 0.4) (t. , -t .) ] 
1 + 1 1 
The computations for the spring test data are given in table 
2. Because the short interval of time between failures five 
and six produced a large increase in h(t), this interval was 
combined with the previous interval, with empirical data this 
kind of smoothing must frequently be done. 
FAILURE 
NUMBER 
1 
<-j 
3 
A 
6 
7 
8 
t 
190 
245 
265 
300 
320 
325 
370 
400 
/\ 
F(t) 
0.083 
0.202 
0.321 
0.440 
0.560 
0.679 
0.798 
0.917 
y\ 
R(t) 
0.917 
0.798 
0.679 
0.560 
0.440 
0.321 
0.202 
0.083 
t . .-t . 
1 + 1 1 
55 
20 
35 
20 
05 
45 
30 
-
,^ 
f (t) 
0.0022 
0.0060 
0.0034 
0.0059 
0.0248 
0.0025 
0.0040 
-
--. 
h(t) 
0.0024 
0.0075 
0.0050 
0. 0171* 
-
0.0082 
0.0198 
-
* This value of the hazard rate has been obtained by combining 
intervals four and five together and thus considering it as a 
single interval of 20+5 - 25 kilocycles. 
The reliability and hazard rate estimated are plotted in 
figures (8) and (9). In analyzing small samples, extreme 
caution must be used because one spurious observation has 
(99) 
considerable influence. However from figure (9), the hazard 
function appears to be increasing, which suggests that a 
distribution such as a Weibull or Rayleigh be used for the 
theoretical failure density function. 
5.9. SOME COMMENTS ON DISTRIBUTION SELECTION 
In practice one is usually forced to select a 
distribution model without having enough data to actually 
verify its appropriateness. The selection must be based on 
either previous experience or knowledge of the particular 
physical situation causing the failures. So, if it were 
possible, it would indeed be very desirable to be able to 
identify associations between certain physical situations and 
a particular model. This problem is complex. 
5.10. SYSTEM RELIABILITY 
System:- A system is a set of units with relationships among 
them. 
CONCEPT OF SYSTEM RELIABILITY 
A system which is capable of giving performance over a 
longer period is said to be more reliable. Mathematical 
reliability is generally taken as an estimate of the 
probability that a given system will perform satisfactorily 
for a chosen length of time under specified environment in 
use. 
5.11. STATIC RELIABILITY MODELS 
System reliability analysis using static model is a form 
(100) 
of preliminary analysis. It is used to evaluate possible 
design configurations and to determine the necessary 
reliability levels for subsystems and components. As the 
design progresses to its final stages a more detailed analysis 
can be made and, finally, prototypes are built to verify the 
design reliability by testing. 
The functional block diagram for a system represents the 
effect of subsystem failure on system performance. The 
structure of a block diagram for a particular system will 
depend on the definition of reliability for that system. 
NOTATIONS USED 
E. = event that subsystem i operates successfully. 
R. = P(E.) = subsystem reliability 
1 1 
R = System reliability 
s 
5.12. SERIES SYSTEMS 
In a series system all subsystems must operate 
successfully if the system is to function. The block diagram 
model of a series system is given in Fig.(10). 
For the series model 
R = F[E,n E^ n n E ] 
s 1 2 n 
and because of our asumption of independence this becomes 
R = P(E, ) P(E„) P(E ) 
s 1 2 n 
or 
(101) 
n 
= n 
i = l 
R. ( 1 ) 
where t h e r i g h t h a n d s i d e i n d i c a t e s t h e p r o d u c t of t h e 
s u b s y s t e m r e l i a b i l i t i e s . 
E q u a t i o n ( 1 ) c o n s t i t u t e s t h e p r o d u c t r u l e i n r e l i a b i l i t y . 
Very o f t e n a p r o d u c t ' s d e s i g n c o n f i g u r a t i o n w i l l d i c t a t e t h a t 
t h i s r u l e be u s e d i n c o m p u t i n g r e l i a b i l i t y . T h i s i s 
u n f o r t u n a t e b e c a u s e t h e s y s t e m r e l i a b i l i t y d e c r e a s e s r a p i d l y 
as t h e number of s e r i e s c o m p o n e n t s i n c r e a s e s , and t h e 
r e l i a b i l i t y w i l l a l w a y s be l e s s t h a n or e q u a l t o t h e l e a s t 
r e l i a b l e c o m p o n e n t . T h u s f o r a s e r i e s s y s t e m 
R < min ( R. } 
s . 1 
1 
A rapid approximation for the necessary level of subsystem 
reliability is obtained as follows. Let 
q = the probability that a subsystem will fail 
Then assuming that q is identical for all subsystems. 
R = (1-q) 
s 
and by s i m p l e a p p l i c a t i o n of b i n o m i a l t h e o r e m t h i s b e c o m e s 
n ( n - l ) 
1 + n ( - q ) + ( - q ) + + ( - q ) 
Thus if we ignore higher order terms by assuming that q is 
smalI we have 
(102) 
R ~ 1-nq 
s - ^ 
5.13. PARALLEL SYSTEMS 
A parallel system is a system that is not considered to 
have failed unless all components have failed. The reliability 
block diagram for a parallel system is given in figure.(11). 
The system reliability is calculated as follows. If we define 
then 
Q. = unreliability of the system 
s 
Q = PCE, n E„ n n E ] 
s 1 2 n 
w h e r e E i s t h e c o m p l i m e n t a r y e v e n t . 
A s s u m i n g i n d e p e n d e n c e 
Q = PCE, ) P ( E „ ) PCE ) 
s i / n 
n Q = n ( 1 - R . ) 
^ i . l 
Then the system reliability is given by the complementary 
probabi!i ty and 
n 
R = 1 - TT (1-R. ) 
i = l 
In analyzing a parallel system in this fashion it is 
implied that all subsystems are activated when the system is 
activated and that failures do not influence the reliability 
of the surviving subsystems. 
(103 
The stand by redundant and shared parallel arrangements 
are most often used in parallel systems, particularly in 
mechanical systems. In the standby redundant system, the 
standby component is not activated unless the on-line 
component fails. A good example of standby redundancy is the 
spare tire in an automobile. 
In the shared parallel system, the failure rate of 
surviving components increases as failures occur. An 
automobile wheel assembly is an example of the shared parallel 
arrangement. 
Another from of redundancy is an r out of n system. This 
system has n parallel components; however, atleast r 
components must survive if the system is to continue 
operating. 
The reliability for an r out of n system is given by 
x = r 
w h e r e R is the s u b s y s t e m r e l i a b i l i t y and is a s s u m e d to be 
equal for all subsystems, and 
[»] nl x! (n-x)! 
5.14. PARALLEL AND SERIES COMBINATIONS 
Simple combinations of parallel and series subsystems are 
easily analyzed by successfully collapsing subsystems into 
(104) 
equivalent parallel or series components. As an example 
consider the series arrangement of parallel subsystems shown 
in figure (12) and (13). 
To calculate the reliability of this system, we first collapse 
the parallel subsystems into equivalent series components, 
e.g. The reliabilities are 
R. = 0.9, R^ = 0.8, R = 0.7 and R^ = 0.6 
Then the equivalent series component reliabilities are 
R.„ = 1 - (0.1X0.2) = 1-0.02 = 0.98 
AB 
and 
R = 1- (0.3)(0.4) = 1 - 0.12 = 0.88 
So the system reliability is 
R = (0.98) (0.88) = 0.8624 
s 
A second arrangement is shown in Fig.(13), where the banks of 
series subsystems are in parallel. The procedure here is to 
first collapse the series subsystems into equivalent parallel 
components. The equivalent parallel components are 
R,^ = (0.9) (0.7) = 0.63 
AC 
R„^ = (0.8) (0.6) = 0.48 
D U 
This gives a system reliability of 
R^ = 1 - (1 - R^^) (1-R^^) 
= 1 - (0.37) (0.52) = 1 - 0.1924 
= 0.8076 
(10S> 
The p r o c e d u r e f o r s e r i e s and p a r a l l e l c o m b i n a t i o n s in a 
s y s t e m i s a r a t h e r s t r a i g h t f o r w a r d a p p l i c a t i o n of t h e 
c a l c u l a t i o n m e t h o d s f o r b a s i c s e r i e s and p a r a l l e l s y s t e m s . 
5.15. RELIABILITY IMPROVEMENT 
System reliability can be improved either by improving 
the design or by providing redundancy in the system. The 
system with redundance has a number of standby units which 
take over if the other component of the system fails. Thus a 
reserve stock of standbys improves system reliability but at 
a higher cost. The compromise between increased cost due to 
standby arrangement and increased given of reliability will 
help to decide the optimal redundancy in the system. 
5 . 1 6 . SYSTEM MAINTAINABILITY 
"Maintainability is another system property which is 
defined as the probability that a system if failed will be 
brought back to operational effectiveness within a prescribed 
period of time if maintainance action carried out in a 
prescribed manner". 
If the reliability and maintainability of a system is 
high, it will have a high availability in the sense that most 
of the time the system will be under control. 
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