Let V denote a finite dimensional vector space over an algebraically closed field. Let U 0 , U 1 , . . . , U d denote a sequence of nonzero subspaces whose direct sum is V . Let R : V → V and L : V → V denote linear transformations with the following properties:
Introduction
A quantum affine algebra is a q-analogue of the universal enveloping algebra of a Kac-Moody Lie algebra of affine type. Quantum affine algebras were first introduced and studied by V.G. Drinfeld [6, 7] and M. Jimbo [12, 13] in relation to the Yang-Baxter equation of mathematical physics. Since then quantum affine algebras have played an important role in various areas of mathematics and physics, for example see [2] , [14] , [15] , [16] . In this paper we will be concerned with the quantum affine algebra U q ( sl 2 ).
Throughout this paper K will denote an algebraically closed field. We fix a nonzero scalar q ∈ K that is not a root of unity. We will use the following notation:
[n] = q n − q −n q − q −1 , n = 0, 1, . . . .
Definition 1.1 [4, Definition 2.2]
The quantum affine algebra U q ( sl 2 ) is the unital associative K-algebra with generators e ± i , K
±1
i , i ∈ {0, 1}, which satisfy the following relations:
(e 
We call e
the Chevalley generators for U q ( sl 2 ) and refer to (7) as the cubic q-Serre relations.
We now give two definitions, state our main result, and then make some comments concerning its significance. Definition 1.2 Let V denote a vector space over K with finite positive dimension. By a decomposition of V we mean a sequence U 0 , U 1 , . . . , U d consisting of nonzero subspaces of V such that V = d i=0 U i (direct sum). For notational convenience we set U −1 := 0, U d+1 := 0. Definition 1.3 Let V denote a vector space over K with finite positive dimension. Let U 0 , U 1 , . . . , U d denote a decomposition of V . Let K : V → V denote the linear transformation such that, for 0 ≤ i ≤ d, U i is an eigenspace for K with eigenvalue q 2i−d . We refer to K as the linear transformation that corresponds to the decomposition U 0 , U 1 , . . . , U d . Note 1.4 With reference to Definition 1.3, we note that K is invertible. Moreover, for 0 ≤ i ≤ d, U i is the eigenspace for K −1 with eigenvalue q d−2i . We observe that K −1 is the linear transformation that corresponds to the decomposition U d , U d−1 , . . . , U 0 .
We will be concerned with the following situation. Assumption 1.5 Let V denote a vector space over K with finite positive dimension. Let U 0 , U 1 , . . . , U d denote a decomposition of V . Let K denote the linear transformation that corresponds to U 0 , U 1 , . . . , U d as in Definition 1.3. Let R : V → V and L : V → V be linear transformations such that
We now state our main result.
The proof of Theorem 1.6 will take up most of the paper until Section 9. In Sections 10 and 11 we determine which U q ( sl 2 )-modules arise from the construction of Theorem 1.6. Remark 1.7 Not all finite dimensional U q ( sl 2 )-modules arise from the construction of Theorem 1.6. However as we will see, every finite dimensional U q ( sl 2 )-module is a direct sum of submodules, each of which arises from Theorem 1.6 up to a routine normalization. Thus Theorem 1.6 can be viewed as a step towards the classification of the finite dimensional U q ( sl 2 )-modules. Remark 1.8 The proof of Theorem 1.6 involves modifying a construction used in [3] and [10] . The construction originally arose from the study of tridiagonal pairs. According to [8, Definition 1.1] a tridiagonal pair is an ordered pair (A, A * ) of diagonalizable linear transformatons on a finite dimensional vector space V such that (i) the eigenspaces of A (resp. A * ) can be ordered as
(ii) there are no nonzero proper subspaces of V which are invariant under both A and A * . See [1] , [9] , [10] for connections between tridiagonal pairs and U q ( sl 2 ). Remark 1.9 In [3] G. Benkart and P. Terwilliger determine the finite dimensional irreducible modules for the standard Borel subalgebra of U q ( sl 2 ). The authors adopt Assumption 1.5(i),(ii),(v),(vi) but replace Assumption 1.5(iii),(iv) with the assumption that V is irreducible as a (K, R, L)-module. From this assumption they obtain a U q ( sl 2 )-module structure on V as in Theorem 1.6. The U q ( sl 2 )-module structure that they obtain is irreducible while the U q ( sl 2 )-module structure given by our Theorem 1.6 is not necessarily irreducible. As far as we know Theorem 1.6 does not imply the result in [3] nor does the result in [3] imply Theorem 1.6.
Remark 1.10
In the proof of Theorem 1.6 we will need a number of lemmas that are similiar to lemmas appearing in [3] . The assumptions in Theorem 1.6 and in [3] are similiar except that in [3] the authors assume V is irreducible as a (K, R, L)-module and we are not making this assumption. However, in [3] this irreducibility condition is not used in the proofs of the lemmas we require. In such cases we simply cite [3] without proof.
Preliminaries
In this section we make a few observations about Assumption 1.5.
Note 2.1 With reference to Assumption 1.5, if we replace
, then the assumption is still satisfied. 
Lemma 2.2 With reference to Assumption 1.5, for
Proof: Immediate from Assumption 1.5 (i),(ii) and Definition 1.3. 2 3 An outline of the proof for Theorem 1.6
Our proof of Theorem 1.6 will consume most of the paper from Section 4 to Section 9. Here we sketch an overview of the argument.
We begin by adopting Assumption 1.5. To start the construction of the U q ( sl 2 )-action on V we require that the linear transformations
This gives the actions of the elements e
on V . We define the actions of e + 0 , e + 1 on V as follows. First we prove that K + R is diagonalizable on V . Then we show that the set of distinct eigenvalues of
Next we define the subspaces W i as follows.
We show that W 0 , W 1 , . . . , W d is a decomposition of V . Then we apply Note 2.1 to the above argument to obtain the following results.
d is a decomposition of V . Next we define the subspaces W * i as follows.
We display some relations that are satisfied by B, B * , L, R, K, K −1 . Using these relations we argue that the above actions of e ± 0 , e
satisfy the defining relations for U q ( sl 2 ). In this way we obtain the required action of U q ( sl 2 ) on V .
The linear transformation A
In this section we define and discuss a linear transformation that will be useful. 
Lemma 4.7 With reference to Definition 4.6, the following (
Proof: Immediate by Definition 4.6 and since 
5 The subspaces W i Definition 5.1 With reference to Assumption 1.5 and Definition 4.4, we define
For notational convenience we set W −1 := 0, W d+1 := 0.
The goal of this section is to prove the following theorem.
Theorem 5.2 With reference to Definition 5.1, the sequence
We prove Theorem 5.2 in three steps. First, we show the sum
The following definition and the next few lemmas will be useful in proving the sum 
With reference to Definition 5.1, note that 
Proof: (i) Using Definition 5.3 and Definition 4.4, we have (
h=0 U h . Combining these facts we obtain the desired result.
(ii) Using Definition 5.3 and Lemma 4.9, we have (
h=0 V h . Using Definition 5.3 and Note 1.4 we have (
Combining these facts we obtain the desired result.
2
Lemma 5.5 With reference to Definition 5.3,
Proof:
. It suffices to show T = 0. By Lemma 5.4(ii) we find
Of course t ≤ r. We will now show
If d/2 < t then (9) holds since t ≤ r. So now assume 0
, we find AT ⊆ T . Using this and Lemma 4.2(i), we find
We will now show
By the definition of y we have
Using these facts and since 
The following definition and the next few lemmas will be useful in proving
Definition 5.7 With reference to Assumption 1.5, we define 
Lemma 5.8 With reference to Assumption 1.5, Definition 4.4, and Definition 5.7,
The proof is by induction on i. Observe the result holds for i = 0 since U 0 = H 0 by Definition 5.7 and Assumption 1.5(i). Next assume i ≥ 1. By induction and Lemma 2.2 we find
We now show
Using Assumption 1.5(i) and Definition 5.7, we have
x. Using this we find x − Ry ∈ H i . So x ∈ RU i−1 + H i . We have now shown equality in (13) . It remains to show that the sum in (13) is direct. To do this we show RU i−1 ∩ H i = 0. Let x ∈ RU i−1 ∩ H i . By Definition 5.7 we have R d−2i+1 x = 0. Also, there exists y ∈ U i−1 such that x = Ry. Combining these facts with Assumption 1.5(iii) we find y = 0 and then x = 0. We have now shown the sum in (13) is direct and this completes the proof of (13) . Combining (12) and (13) we find
Case 2: d/2 < i ≤ d. This case follows immediately from Case 1 and Assumption 1.5(iii). 2
Recall that End(V ) is the K-algebra consisting of all linear transformations from V to V .
Definition 5.10
With reference to Definition 4.1, let D denote the K-subalgebra of End(V ) generated by A.
We will be concerned with the following subspace of V . With reference to Definition 5.7 and Definition 5.10, for 0 
Proof: Let i be given. Define ∆ = d−2i j=0 R j H i . We first show DH i = ∆. Recall H i ⊆ U i by Definition 5.7. By this and Lemma 4.2(i) we find ∆ ⊆ DH i . We now show DH i ⊆ ∆. Since D is generated by A and since ∆ contians H i it suffices to show that ∆ is A-invariant. We now show ∆ is A-invariant. For 0 ≤ j ≤ d − 2i and h ∈ H i we show AR j h ∈ ∆. Using Assumption 1.5(i) and Lemma 4.2(i) we find
. By these comments we find AR j h ∈ ∆. This completes the proof that ∆ is A-invariant and it follows DH i ⊆ ∆. We have now shown DH i = ∆. It remains to show that the sum
Lemma 5.12 With reference to Assumption 1.5 and Definition 5.10,
Proof: By Lemma 5.9 and since U 0 , U 1 , . . . , U d is a decomposition of V ,
In this sum we interchange the order of summation and find
The result now follows by Lemma 5.11. 2
Lemma 5.13 With reference to Definition 5.1, 
Proof: (i) Let i be given. Define ∆ = W 0 + · · · + W i and Γ = U 0 + · · · + U i . We show ∆ = Γ. By Definition 5.1 we have ∆ ⊆ Γ. Thus it suffices to show dim(∆) = dim(Γ). By construction dim(∆) ≤ dim(Γ). Suppose, towards a contradiction, that dim(∆) < dim(Γ). Using Definition 4.6, Lemma 5.6 and since U 0 , U 1 , . . . , U d is a decomposition of V we find 
By Lemma 5.6 and Lemma 5.13 we find
Adding (15)- (17) we find dim(V ) < 
Proof: Immediate from Lemma 4.7(i) and Corollary 5.14(iii). 2
Combining Lemma 5.6, Lemma 5.13, and Corollary 5.15 we obtain Theorem 5.2.
Interchanging R and L
In this section we use Note 2.1 to obtain results that are analogous to the results in Sections 5 and 6.
Definition 6.1 With reference to Assumption 1.5, let A * : V → V denote the following linear transformation: 
Lemma 6.2 With reference to Definition 6.1 and Assumption 1.5, the following holds. A * is diagonalizable on V and the set of distinct eigenvalues of
For notational convenience we set W * −1 := 0, W * d+1 := 0. 8 The proof of Theorem 1.6 (existence)
In this section we prove the existence part of Theorem 1.6. 
Lemma 8.2 With reference to Definition 8.1, the following (i),(ii) hold. (i)
Proof: Immediate from Definition 8.1. 2
Theorem 8.3 With reference to Assumption 1.5 and Definition 8.1, the following (i)-(ix)
hold. 
To see that the above action on V determines a U q ( sl 2 )-module, compare the equations in Theorem 8.3 with the defining relations for U q ( sl 2 ) in Definition 1.1. 2
Proof of Theorem 1.6 (existence): The existence part of Theorem 1.6 is immediate from Theorem 8.4. 2 Note that the U q ( sl 2 )-module structure given by Theorem 1.6 is not necessarily irreducible.
The proof of Theorem 1.6 (uniqueness)
In this section we prove the uniqueness part of Theorem 1.6.
The quantum algebra U q (sl 2 ) and its finite dimensional modules will be useful in proving uniqueness. We begin by recalling the definition of U q (sl 2 ). Definition 9.1 [11, Definition 1.1] The quantum algebra U q (sl 2 ) is the unital associative K-algebra with generators k, k −1 , e, f which satisfy the following relations:
We now recall the finite dimensional irreducible U q (sl 2 )-modules. 
of finite dimensional irreducible U q (sl 2 )-modules with the following properties. The module V ǫ,d has a basis u 0 , u 1 , . . . , u d satisfying:
Moreover, every finite dimensional irreducible U q (sl 2 )-module is isomorphic to exactly one of the modules V ǫ,d .
Remark 9.3
If the characteristic Char(K) = 2 then in Lemma 9.2 we view {−1, 1} as having a single element.
Remark 9.5 [11, p. 19] Assume Char(K) = 2. We display a finite dimensional U q (sl 2 )-module on which the action of k is not diagonalizable. Let k, k −1 , e, f denote the generators for U q (sl 2 ) as in Definition 9.1. Let k and k −1 act on the vector space K 2 as 1 1 0 1 and let e and f act on K 2 as 0. Then K 2 is a finite dimensional U q (sl 2 )-module and the action of k on K 2 is not diagonalizable. Proof: Let E : V → V (resp. E ′ : V → V ) denote the action of e on V given by the first (resp. second) module structure. We show (E − E ′ )V = 0. Using Lemma 9.6 and refering to the first module structure we find V is the direct sum of irreducible U q (sl 2 )-submodules. Let W be one the irreducible submodules in this sum. It suffices to show (E − E ′ )W = 0. By Lemma 9.2, there exists a nonnegative integer d and ǫ ∈ {1, −1} such that W is isomorphic to V ǫ,d . Therefore, the eigenvalues for k on W are ǫq d−2i (0 ≤ i ≤ d), and dim(W ) = d + 1. Let u ∈ W be an eigenvector for k with eigenvalue ǫq d . By Lemma 9.2, the vectors u, f u, . . . , f d u are a basis for W . We show (E − E ′ )f i u = 0 for 0 ≤ i ≤ d. First assume i = 0. Using Lemma 9.2 we find Eu = 0. Also by Lemma 9.2 we find f d+1 u = 0 and so E ′ u = 0 by Lemma 9.7. We have now shown (E − E ′ )u = 0. Next let i ≥ 1. By induction on i we may assume
Using Definition 9.1 and since the actions of k (resp. f ) on V given by the two module structures agree we find Ef
Applying f to (27) and using (28) we find (E − E ′ )f i u = 0. This shows (E − E ′ )W = 0 and the result follows.
The following lemma relates U q ( sl 2 )-modules to U q (sl 2 )-modules.
Lemma 9.9 Let V denote a finite dimensional U q ( sl 2 )-module. Then for i ∈ {0, 1}, V supports a U q (sl 2 )-module structure such that K i − k, e Proof of Theorem 1.6 (uniqueness): Suppose there exist two U q ( sl 2 )-module structures on V satisfying the conditions of Theorem 1.6. We show that these two module structures agree. By construction the actions of e − 0 (resp. e − 1 , K 0 , K 1 ) on V given by the two U q ( sl 2 )-module structures agree. We now show that the actions of e + 0 on V given by the two U q ( sl 2 )-module structures agree. Note that the actions of K 0 on V given by the two U q ( sl 2 )-module structures are diagonalizable. Using Lemma 9.9, V supports two U q (sl 2 )-module structures given by the two actions of K 0 , e + 0 , e − 0 on V . Using Lemma 9.8, we find that the actions of e + 0 on V given by the two U q ( sl 2 )-module structures agree. Similarly, the actions of e + 1 on V given by the two U q ( sl 2 )-module structures agree. We have now shown the two U q ( sl 2 )-module structures of V agree. 10 Which U q ( sl 2 )-modules arise from Theorem 1.6? Theorem 1.6 gives a way to construct finite dimensional U q ( sl 2 )-modules. Not all finite dimensional U q ( sl 2 )-modules arise from this construction; in this section we determine which ones do.
Definition 10.1 Let V denote a finite dimensional U q ( sl 2 )-module. Let d denote a nonnegative integer. We say V is basic of diameter d whenever there exists a decomposition U 0 , U 1 , . . . , U d of V and linear transformations R : V → V and L : V → V satisfying Assumption 1.5 such that the given U q ( sl 2 )-module structure on V agrees with the U q ( sl 2 )-module structure on V given by Theorem 1.6.
Our goal for this section is to determine which U q ( sl 2 )-modules are basic. We begin with a lemma.
Proof: For i ∈ {0, 1}, view V as a U q (sl 2 )-module under the action of K i , e (ii) (K 0 K 1 − I)V = 0, the action of K 0 on V is diagonalizable, and the set of distinct eigenvalues for We now check that R and L satisfy Assumption 1.5(i)-(vi). Using (3) and (4), it is routine to check that R and L satisfy Assumption 1.5(i),(ii). Next we verify that R satisfies Assumption 1.5(iii). View V as a U q (sl 2 )-module under the action of K 1 , e + 1 , e − 1 as in Lemma 9.9. Since (K 0 K 1 − I)V = 0 and the action of K 0 on V is diagonalizable we find that the action of K 1 on V is diagonalizable. Thus, by Lemma 9.6, V is a direct sum of irreducible U q (sl 2 )-submodules. Let W be one of the irreducible submodules in this sum. Note that RW ⊆ W . Using Lemma 9.2, we find that for 0
We have now shown R satisfies Assumption 1.5(iii). The proof that L satisfies Assumption 1.5(iv) is similar. By (7) we find R and L satisfy Assumptions 1.5(v),(vi). We have now shown that R and L satisfy Assumption 1.5(i)-(vi) and so Theorem 1.6 applies. It remains to show that the given U q ( sl 2 )-module structure on V agrees with the U q ( sl 2 )-module structure on V given by Theorem 1.6. Using the uniqueness statement in Theorem 1.6 it suffices to show each of 
We have now shown that the given U q ( sl 2 )-module structure on V agrees with the U q ( sl 2 )-module structure on V given by Theorem 1.6. 2
11
The relationship between general U q ( sl 2 )-modules and basic U q ( sl 2 )-modules Throughout this section V will denote a nonzero finite dimensional U q ( sl 2 )-module (not necessarily irreducible) on which the actions of K 0 and K 1 are diagonalizable (see Lemma 10.2) .
In this section we will show, roughly speaking, that V is made up of basic U q ( sl 2 )-modules. We will use the following definition.
Definition 11.1 For ǫ 0 , ǫ 1 ∈ {1, −1} we define 
where the first sum is over all ordered pairs (ǫ 0 , ǫ 1 ) with ǫ 0 , ǫ 1 ∈ {1, −1}, and the second sum is over all σ ∈ {even, odd}.
Proof: Using (2) and Definition 11.1 we find V . Thus the subspaces on the right hand side of (29) are U q ( sl 2 )-submodules of V . We now show the sum on the right hand side of (29) equals V . Recall that the actions of K 0 and K 1 on V are both diagonalizable. Using this and (2) we find that the actions of K 0 and K 1 on V are simultaneously diagonalizable. Thus V is the direct sum of common eigenspaces for the actions of K 0 and K 1 on V . It remains to show that any common eigenvector for the actions of K 0 and K 1 on V is in one of the subspaces on the right hand side of (29). Let v denote a common eigenvector for the action of K 0 and K 1 on V . By construction there exists α, β ∈ K such that K 0 v = αv and K 1 v = βv. Using Lemma 9.9, Lemma 9.6, and Lemma 9.2 we find that there exists an ǫ 0 ∈ {1, −1} and an integer i such that α = ǫ 0 q i . For every m ∈ Z define T m := { x ∈ V | K 0 x = ǫ 0 q i+2m x and K 1 x = βq −2m x }, and define T := m∈Z T m . Observe K 0 K 1 − ǫ 0 q i βI vanishes on T . Using (3) and (4) we find T is a U q ( sl 2 )-module. Also, 0 = v ∈ T and so T is not the zero module. Let W denote an irreducible U q ( sl 2 )-module contained in T . By odd .
