We propose a block-based scene reconstruction method using multiple stereo pairs of spherical images. We assume that the urban scene consists of axis-aligned planar structures (Manhattan world). Captured spherical stereo images are converted into six central-point perspective images by cubic projection and façade alignment. Depth information is recovered by stereo matching between images. Semantic regions are segmented based on colour, edge and normal information. Independent 3D rectangular planes are constructed by fitting planes aligned with the principal axes of the segmented 3D points. Finally cuboid-based scene structure is recovered from multiple viewpoints by merging and refining planes based on connectivity and visibility. The reconstructed model efficiently shows the structure of the scene with a small amount of data.
Introduction

1
3D scene reconstruction from photographic images has been an impor- 
Related Work
84
Simplified scene modelling has been a long-standing area of research.
85
Previous approaches can be separated into two categories: interactive and states that the world is piecewise planar and aligned to orthogonal axes.
(MRF) and aligned surfaces to three dominant directions based on the grav- In this research, we propose a simple and efficient method to reconstruct a 233 simplified structured environment model from spherical image pairs. Figure   234 2 shows a block diagram for the whole process.
235
A linescan camera captures a full surrounding scene at multiple locations 236 as vertical stereo pairs. The captured images are latitude-longitude images.
237
They are projected into a unit cube with a novel façade alignment algorithm The latitude-longitude images can be directly used for 3D reconstruction. 
294
We set 0
• of longitude as the x-axis in the cubic projection of Fig. 3 (b)
295
and each side face image of the cubic projection has two vanishing points.
296
These images have a single-vanishing point if we set the axes of the cubic 297 projection to be aligned to the Manhattan world axes, which we refer to as 298 façade alignment. 
314
In order to find the most reliable angle shift t opt to set the x-axis, we Perspective Hough lines (to the depth direction) H p .
321
-
where θ is the angle of the line to the horizontal direction, and D(I, L) is 
In Eq. 
350
t opt = argmax
The façade-aligned cubic projection image is a distortion-free central- the distance from P to the top and bottom cameras. 
where w and h are the height and width of the plane.
478
Plane elements reconstructed from the region segments may include false 479 planes and partial planes which can be merged into a larger plane. In order
480
to refine those planes, we measure the following reliability factors for each 481 plane: reconstruction confidence R c , plane size R s , distance from the camera 482 R d , distance between planes R b and angle to the camera view direction R θ . into one plane and the bounding box is newly set to cover both regions if 488 they satisfy the following conditions.
489
-Two planes are in the same category 
d max is set to 20m for outdoor scenes and 5m for indoor scenes. θ min is set to 502 15
• . Figure 9 shows the original planes reconstructed from the segments and Fig. 10 (a) ). Otherwise, only the smaller plane stops growing at 511 the intersection to generate a T-junction ( Fig. 10 (b) ). If two planes al- The spherical camera is more advantageous in environment capture than 528 normal camera with a limited FOV as mentioned in Section 1. However, 529 spherical imaging does not capture the complete scene due to self-occlusion. 
550
We use a RANSAC-based least square minimisation for the following error,
551
where i and j are corresponding matching points in the model set m and 552 reference set M , respectively.
Once all viewpoints are registered into a unified coordinate system, plane is not used because the blending result can be blurred or result in ghosting 564 artefacts due to the simplified geometry. In order to overcome these problems, we implemented a simple user in-
628
terface as an option to constrain the segmentation step. The user can merge regions are reconstructed by similar user interaction.
640
The inclusion of simple user-interaction to constrain the reconstruction is 
Experimental Results
645
All scenes presented in this section were captured with a Spheron commer-646 cial line scan camera introduced in Section 4.1. We attached a Nikon 16mm 647 f/2.8 AF fisheye lens to the system and captured vertical stereo pairs with a 648 baseline of 60cm for outdoor scenes and 20cm for indoor scenes, respectively.
649
The resolution of spherical images is 3143 × 1414. 659 Figure 18 shows the ground-truth from multiple LIDAR scans and the 660 reconstructed models from three viewpoints using the proposed algorithm.
661
The "Gate" scene has a width of 9m and a height of 6m. Stereo pairs are sets using Kim and Hilton[7] . In measuring completeness, we set the allow- and provide an efficient approximation of the scene structure. 
Scene reconstruction results
699
We evaluated the proposed algorithm on four outdoor and one indoor 
Comparison with other methods
754
We compared the amount of data produced for the scene reconstruction 755 with dense geometry reconstruction using the approach of Kim and Hilton [7] .
756
We used the same input images and disparity estimation methods for both re- are also included to identify the correct texture for rendering. In Table 4 , 
768
We also compared visualisation quality, processing time and data file size The SketchUp result was modelled from nine photographs using the Google for texture mapping resulted in incorrect or blurred textures in some regions.
781
The proposed method is the fastest in building geometry and shows relatively 782 clear structure and texture with the minimum amount of data. 
