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On critical normal sections
for two-dimensional immersions in Rn+2
Steffen Fro¨hlich, Frank Mu¨ller
Abstract
We study orthonormal normal sections of two-dimensional immersions in Rn+2,
n ≥ 2, at which these sections are critical for a functional of total torsion. In
particular, we establish upper bounds for the torsion coefficients in the case of
non-flat normal bundles. With these notes we continue a foregoing paper on
surfaces in R4.
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1 Introduction
In the present paper we investigate orthonormal sections of normal bundles of two-dimensional
immersions in Euclidian space Rn+2, n ≥ 2, which are critical for the functional of total torsion
TX(N ) =
n∑
σ,ϑ=1
∫∫
B
hijT ϑσ,iT
ϑ
σ,j W dudv;
see section 3 for the precise definition.
Continuing the paper [6] on 2-surfaces in R4, we consider both, flat and non-flat normal
bundles:
- For the flat case we prove that all torsion coefficients T ϑσ,i of a critical orthonormal
normal section have to vanish.
- For the general case of normal bundles with non-vanishing curvature we derive estimates
for the total torsion and the torsion coefficients of such sections.
The main difference to the case of immersions in R4 (that means n = 2) is the nonlinear
character of the pertinent differential equations appearing for n ≥ 3. Consequently, completely
new arguments have to be applied. For instance, for n = 3, all our results are based on the
fact that a certain integral function of the torsion coefficients solves an (inhomogeneous) H-
surface system; see section 4 for details.
The outline of this paper is as follows:
• In the next section we introduce the basic definitions of 2-immersions X in Euclidean
spaces Rn+2 for natural n ≥ 1.
• In section 3 we introduce the functional of total torsion TX(N ) and explain its signif-
icance for possible applications. Then, we compute the first variation of TX(N ) w.r.t.
SO(n)-perturbations as well as the associated Euler-Lagrange system.
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• Interpreting the Euler-Lagrange equations as integrability conditions, we derive a system
of second order with quadratic growth in the gradient in section 4.
• In section 5 we prove that the torsion coefficients of critical orthonormal normal sections
vanish identically, whenever the normal bundle is flat.
• Finally, in section 6 the reader finds a lower bound for the total torsion as well as an
L∞-estimate for the torsion coefficients of critical normal sections, both for the general
case of non-flat normal bundles in higher codimension.
2 Basic settings and definition of the torsion
2.1 Two-dimensional immersions
Let n ≥ 1 be a natural number. We consider two-dimensional immersions
X = X(u, v) =
(
x1(u, v), . . . , xn+2(u, v)
) ∈ C4(B,Rn+2 )
in the Euclidean space Rn+2, parametrized on the closed unit disc
B =
{
(u, v) ∈ R2 : u2 + v2 ≤ 1
}
⊂ R2 ,
and such that the regularity condition
rank
(
Xu(u, v)
Xv(u, v)
)
= 2 in B (2.1)
is satisfied. Furthermore, we write B˚ =
{
(u, v) ∈ R2 : u2 + v2 < 1} for the open unit
disc, its boundary is denoted by ∂B =
{
(u, v) ∈ R2 : u2 + v2 = 1}, and finally we set
B̺(w0) := {w ∈ R2 : |w − w0| ≤ ̺2}.
2.2 Conformal parametrization
Let our immersions X be conformally parametrized: That is, writing Xui for the partial
derivative of X w.r.t. ui (where u1 ≡ u and u2 ≡ v), there hold the conformality relations
Xui ·Xtuj =: hij =Wδij in B (2.2)
for i, j = 1, 2. Here we used the area element
W :=
√
h11h22 − h212 ,
(note that W > 0 in B due to (2.1)) and the Kronecker symbol
δij :=
{
1 if i = j
0 if i 6= j for i, j = 1, 2,
and, finally, Zt ∈ Rd means the transposed vector of any Z ∈ Rd, d ∈ N. As is well known,
there is no restriction in assuming X to be conformally parametrized, see e.g. [13].
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2.3 Normal sections, torsion coefficients, and curvature
of the normal bundle
Let N := {N1, . . . , Nn} form an orthonormal section of the normal bundle of the immersion
X with the following properties:
Nσ ∈ C3(B,Rn+2 ), Xuj ·N tσ = 0, Nσ ·N tϑ = δσϑ in B
for all i = 1, 2 and all σ, ϑ = 1, . . . , n.
To such a section N we associate the so-called torsion coefficients in the following sense:
Definition. The torsion coefficients of an orthonormal normal section N (shortly: ONS N )
are defined as
T ϑσ,i := Nσ,ui ·N tϑ , i = 1, 2, σ, ϑ = 1, . . . , n.
Remarks.
1. Note the skew-symmetry of the torsion coefficients:
T ϑσ,i = −T σϑ,i for all i = 1, 2, σ, ϑ = 1, . . . , n.
2. The T ϑσ,i are exactly the coefficients of the normal connection (see e.g. [2]), while our
name torsion coefficients follows the one-dimensional theory of space curves. Namely,
if n and b denote the normal resp. the binormal of an arc-length parametrized curve
c = c(s), then its torsion is defined as the inner product n(s)′ · b(s)t.
The coefficients Sϑσ,ij ∈ C1(B,R) of the curvature tensor S of the normal bundle are given by
Sϑσ,ij := T
ϑ
σ,i,uj − T ϑσ,j,ui + Tωσ,iT ϑω,j − Tωσ,jT ϑω,i , i, j = 1, 2, σ, ϑ = 1, . . . , n (2.3)
(see again [2]; summation convention for ω = 1, . . . , n). Note that the Sϑσ,ij are skew-symmetric
in i, j and σ, ϑ. Consequently, they are completely described by the N := 12n(n−1) quantities
Sϑσ,12 for (σ, ϑ) ∈ Un :=
{
(ω, δ) ∈ {1, . . . , n}2 : ω < δ
}
. (2.4)
For example, in R4 there is – up to the sign – only one relevant quantity S21,12.
3 The total torsion and its properties
3.1 Definition of the total torsion
In the paper at hand we study ONS N which are critical for the following functional of total
torsion (summation convention for i, j = 1, 2)
TX(N ) :=
n∑
σ,ϑ=1
∫∫
B
hij T ϑσ,iT
ϑ
σ,j W dudv, (3.1)
where the hij are the elements of the inverse matrix to (hij)i,j=1,2 from (2.2):
hijh
jk = δki in B for i, k = 1, 2.
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Remark. The total torsion TX does not depend on the parametrization of X, but it depends
on the chosen ONS N .
Taking the conformal parametrization (2.2) of X into account and using the definition of Un
from (2.4), TX takes the form
TX(N ) = 2
∑
(σ,ϑ)∈Un
∫∫
B
{
(T ϑσ,1)
2 + (T ϑσ,2)
2
}
dudv. (3.2)
We want to establish bounds for this functional as well as for the torsions T ϑσ,i of critical ONS
N , the latter in terms of the value of TX itself and an L∞-bound for Sϑσ,12.
3.2 Fields of application
1. First, the total torsion appears in many concrete situations, for example, in the second
variation formula of the area functional
A[X] :=
∫∫
B
√
h11h22 − h212 dudv.
Namely, choose an ONS N = {N1, . . . , Nn}, and consider a normal variation X˜ =
X + χNω of a conformally parametrized minimal surface X, where Nω ∈ N and χ ∈
C∞0 (B,R). For the second variation of A[X] w.r.t. Nω ∈ N one then computes
δ2NωA[X;χ] =
∫∫
B
(|∇χ|2 + 2KNωWχ2) dudv +
n∑
σ=1
∫∫
B
{
(T σω,1)
2 + (T σω,2)
2
}
χ2 dudv
with the “Gaussian curvature” KNω w.r.t. Nω (see e.g. [5]). Therefore, it is desirable
to control the torsion coefficients of suitable chosen ONS N .
2. Next, taking Ricci’s integrability conditions
Sϑσ,12 = (Lσ,1mLϑ,2n − Lσ,2mLϑ,1n)hmn, Lσ,ij := −Xui ·N tσ,uj = Xuiuj ·N tσ ,
into account (see e.g. [2]), we can bound the curvature of the normal bundle in terms
of the Gaussian curvature K and the length of the mean curvature vector H of X :
|Sϑσ,12| ≤ 2
{|H|2 −K}W.
Therefore, to control a geometric quantity in terms of |Sϑσ,12| means to control it by
means of |H|2 −K.
3. Finally, and more generally, the differential geometry of immersions with non-trivial nor-
mal bundles is certainly far away from beeing completely developed. This is manifested
in the fact that many problems are satisfactorally solved only in the case of vanishing
curvature tensor S (see e.g. [4], [15]), or if one restricts to special geometric situations
(see e.g. [1] for curvature estimates for graphs).
With this paper we aim at giving partial answers to questions like these:
– What characteristic geometrical quantities of immersions can be controlled in terms
of the curvature tensor S?
– What geometric properties share immersions with the same, possibly constant cur-
vature of the normal bundle?
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3.3 The Euler-Lagrange equations
We will derive the Euler-Lagrange equations for critical ONS N . To this end, we consider a
one-parameter family of rotations
R(w, ε) =
(
rσϑ(w, ε)
)
σ,ϑ=1,...,n
∈ C∞(B × (−ε0,+ε0), SO(n)), w = (u, v),
with sufficiently small ε0 > 0, such that
R(w, 0) = En ,
∂
∂ε
R(w, 0) = A(w) ∈ C∞(B, so(n)). (3.3)
Here, En denotes the n-dimensional unit matrix.
For arbitrary skew-symmetric A(w) = (aσϑ(w))σ,ϑ=1,...,n ∈ C∞(B, so(n)), a family R(w, ε)
with the property (3.3) can be constructed by means of the geodesic flow in the manifold
SO(n) (see e.g. [2], chapter 3, section 2). By expansion around ε = 0 we obtain
R(w, ε) = En + εA(w) + o(ε).
Now, we apply R to a given ONS N . The new unit normal vectors N˜1, . . . , N˜n are given by
N˜σ =
n∑
ϑ=1
rσϑNϑ =
n∑
ϑ=1
{
δσϑ + εaσϑ + o(ε)
}
Nϑ = Nσ + ε
n∑
ϑ=1
aσϑNϑ + o(ε),
and we compute
N˜σ,uℓ = Nσ,uℓ + ε
n∑
ϑ=1
(
aσϑ,uℓNϑ + aσϑNϑ,uℓ
)
+ o(ε)
for their derivatives. Consequently, the new torsion coefficients can be expanded to
T˜ωσ,ℓ = N˜σ,uℓ · N˜ tω = Tωσ,ℓ + εaσω,uℓ + ε
n∑
ϑ=1
{
aσϑT
ω
ϑ,ℓ + aωϑT
ϑ
σ,ℓ
}
+ o(ε),
and for their squares we infer
(T˜ωσ,ℓ)
2 = (Tωσ,ℓ)
2 + 2ε
{
aσω,uℓT
ω
σ,ℓ +
n∑
ϑ=1
(
aσϑT
ω
ϑ,ℓT
ω
σ,ℓ + aωϑT
ϑ
σ,ℓT
ω
σ,ℓ
)}
+ o(ε).
Before we insert this identity into the functional of total torsion, we observe
n∑
σ,ω,ϑ=1
{
aσϑT
ω
ϑ,ℓT
ω
σ,ℓ + aωϑT
ϑ
σ,ℓT
ω
σ,ℓ
}
=
n∑
σ,ω,ϑ=1
{
aσϑT
ω
ϑ,ℓT
ω
σ,ℓ + aσϑT
ϑ
ω,ℓT
σ
ω,ℓ
}
= 2
n∑
σ,ω,ϑ=1
aσϑT
ω
ϑ,ℓT
ω
σ,ℓ = 0,
taking the skew-symmetry of A into account.
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Now, the difference between the torsion functionals computes to (aσω,uℓT
ω
σ,ℓ = aωσ,uℓT
σ
ω,ℓ)
TX(N˜ )− TX(N ) = 2ε
n∑
σ,ω=1
2∑
ℓ=1
∫∫
B
aσω,uℓT
ω
σ,ℓ dudv + o(ε)
= 4ε
∑
1≤σ<ω≤n
∫∫
B
{
aσω,uT
ω
σ,1 + aσω,vT
ω
σ,2
}
+ o(ε)
= 4ε
∑
1≤σ<ω≤n
∫
∂B
aσω(T
ω
σ,1, T
ω
σ,2) · νt ds
− 4ε
n∑
1≤σ<ω≤n
∫∫
B
aσω div (T
ω
σ,1, T
ω
σ,2) dudv + o(ε),
where ν denotes the outer unit normal of ∂B. Thus, for critical N we infer
∑
1≤σ<ϑ≤n
∫
∂B
aσω(T
ω
σ,1, T
ω
σ,2) · νt ds−
∑
1≤σ<ω≤n
∫∫
B
aσω div (T
ω
σ,1, T
ω
σ,2) dudv = 0
with arbitrary A ∈ C∞(B, so(n)). This implies the
Proposition. If the ONS N is critical for TX , then its torsion coefficients satisfy
div (T ϑσ,1, T
ϑ
σ,2) = 0 in B, (T
ϑ
σ,1, T
ϑ
σ,2) · νt = 0 on ∂B (3.4)
for all (σ, ϑ) ∈ Un.
4 A second order system with quadratic growth
4.1 The functions g(σϑ)
Interpreting the differential equations in (3.4) as integrability conditions, we find functions
g(σϑ) ∈ C2(B,R) such that
∇g(σϑ) = (− T ϑσ,2, T ϑσ,1) in B for all σ, ϑ = 1, . . . , n. (4.1)
Due to the boundary conditions in (3.4), which imply ∇g(σϑ) · τ t = 0 on ∂B with the unit
tangent vector τ = (−v, u) at ∂B, we may choose g(σϑ) such that
g(σϑ) = 0 on ∂B for all σ, ϑ = 1, . . . , n. (4.2)
Note that the matrix (g(σϑ))σ,ϑ=1,...,n is skew-symmetric.
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4.2 An elliptic system of second order
Let us define the quantities
δg(σϑ) :=
n∑
ω=1
det
(
∇g(σω),∇g(ωϑ)
)
, σ, ϑ = 1, . . . n.
The matrix (δg(σϑ))σ,ϑ=1,...,n is skew-symmetric. The functions g
(σϑ) solve a coupled quasilin-
ear elliptic differential system with quadratic growth in the gradient:
Proposition. If N is critical for TX , then the functions g(σϑ), σ, ϑ = 1, . . . , n, are solutions
of the boundary value problems
∆g(σϑ) = − δg(σϑ) + Sϑσ,12 in B, g(σϑ) = 0 on ∂B , (4.3)
where δg(σϑ) grows quadratically in the gradient of g(σϑ).
Proof. Choose any (σ, ϑ) ∈ {1, . . . , n}2. The formulas (2.3) and (4.1) imply
∆g(σϑ) = T ϑσ,1,v − T ϑσ,2,u = −
n∑
ω=1
Tωσ,1T
ϑ
ω,2 +
n∑
ω=1
Tωσ,2T
ϑ
ω,1 + S
ϑ
σ,12
=
n∑
ω=1
{
g(σω)v g
(ωϑ)
u − g(σω)u g(ωϑ)v
}
+ Sϑσ,12 ,
(4.4)
and the statement follows.
4.3 Examples
Let us write G := (g(σϑ))σ,ϑ=1,...,n, S := (S
ϑ
σ,12)σ,ϑ=1,...,n, and δG := (δg
(σϑ))σ,ϑ=1,...,n. We
discuss the special cases n = 1, 2, 3.
1. For n = 1 (X is immersed in R3) there are no torsions.
2. The case n = 2 (X is immersed in R4) was already considered in [6]. There hold
S =
(
0 S21,12
S12,12 0
)
, G =
(
0 g(12)
g(21) 0
)
, δG =
(
0 0
0 0
)
, (4.5)
such that the system (4.3) reduces to the single equation
∆g(12) = S21,12 in B, g
(12) = 0 on ∂B.
Then, potential theoretical estimates for elliptic equations ensure
‖g(12)‖C1+α(B) ≤ C(α, ‖S21,12‖∞) for all α ∈ (0, 1)
with a real C ∈ (0,+∞) depending on α and the L∞-norm of S21,12 (see e.g. [14]).
Instead of this, in [6] we study a Riemann-Hilbert problem for T 21,1+iT
2
1,2 using methods
from the complex analysis of generalized analytic functions.
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3. Let us now consider the case n = 3 (X is immersed in R5): We have
S =
 0 S
2
1,12 S
3
1,12
S12,12 0 S
3
2,12
S13,12 S
2
3,12 0
 , G =
 0 g
(12) g(13)
g(21) 0 g(23)
g(31) g(32) 0
 ,
δG =

0 det
(
∇g(13),∇g(32)
)
det
(
∇g(12),∇g(23)
)
det
(
∇g(23),∇g(31)
)
0 det
(
∇g(21),∇g(13)
)
det
(
∇g(32),∇g(21)
)
det
(
∇g(31),∇g(12)
)
0
 .
Comparing with (4.3) gives the three equations
∆g(12) = g(13)v g
(32)
u − g(13)u g(32)v + S21,12 ,
∆g(13) = g(12)v g
(23)
u − g(12)u g(23)v + S31,12 ,
∆g(23) = g(21)v g
(13)
u − g(21)u g(13)v + S32,12 .
Now, if we set G := (g(12), g(13), g(23)) and S := (S21,12, S31,12, S32,12), then
∆G = Gu × Gv + S in B, G = 0 on ∂B
with the usual vector product × in R3. That means: G solves an inhomogeneous H-
surface system with H = 12 and vanishes on the boundary.
4.4 The Grassmann-type vectors G, δG, and S
The last example gives rise to the definition of the following vector of Grassmann type
G := (g(σϑ))
1≤σ<ϑ≤n ∈ RN , N :=
n
2
(n− 1). (4.6)
In our examples, G works as follows:
G = g(12) ∈ R for n = 2,
G = (g(12), g(13), g(23)) ∈ R3 for n = 3.
Analogously, we define the Grassmann-type vectors
δG := (δg(σϑ))
1≤σ<ϑ≤n ∈ RN , S :=
(
Sϑσ,12
)
1≤σ<ϑ≤n ∈ RN .
Then, the relations (4.3) can be written as
∆G = −δG + S in B, G = 0 on ∂B. (4.7)
From the definition of δG, we immediately obtain the estimate
|∆G| ≤ c |∇G|2 + |S| in B (4.8)
with some constant c > 0.
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Remarks.
1. The fact that ∆G grows quadratically in ∇G enables us to apply fundamental results
on nonlinear elliptic systems due to E.Heinz [11], [12] and F. Sauvigny [14]. And the
special structure of δG allows us to utilize H. C.Wente’s L∞-estimate [19], [17].
2. For the homogeneous case S = 0, existence results for systems of the type (4.7) can
be found, e.g., in [10], [19] (for n = 3), and [14] (for n ≥ 3). In [16] existence and
multiplicity questions have been addressed in the inhomogeneous case (in our language:
non-trivial bundle) for codimension n = 3.
3. The result in [14] can be extended to the inhomogeneous case: The boundary value
problem (4.7), (4.8) has a solution G, whenever S satisfies a smallness condition.
4. Starting with a critical ONS N , the mapping G = (g(σϑ))1≤σ<ϑ≤n from (4.1), (4.2) turns
out to be a solution of (4.7). Vice versa, solving (4.7) for given S provides a first step
towards the construction of a critical ONS N .
We plan to return to the questions in 3. and 4. in the future.
4.5 A useful estimate
Because the exact knowledge of the constant c > 0 in (4.8) will become important in section
6, we conclude the present section with the following
Proposition. It holds
|∆G| ≤
√
n− 2
2
|∇G|2 + |S| in B. (4.9)
Proof. From (4.7) we know
|∆G| ≤ |δG| + |S| in B. (4.10)
It remains to estimate |δG| appropriately.
1. We begin with the inequality
|δG|2 =
∑
1≤σ<ϑ≤n
{
n∑
ω=1
det
(∇g(σω),∇g(ωϑ))}2
≤ (n− 2)
∑
1≤σ<ϑ≤n
{
n∑
ω=1
det
(∇g(σω),∇g(ωϑ))2}
= (n− 2)
∑
1≤σ<ϑ≤n
{ ∑
ω<σ
det
(∇g(ωσ),∇g(ωϑ))2 + ∑
σ<ω<ϑ
det
(∇g(σω),∇g(ωϑ))2
+
∑
ϑ<ω
det
(∇g(σω),∇g(ϑω))2} .
(4.11)
Note that only derivatives of elements of G appear on the right hand side of (4.11).
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2. Denote by ei = (0, . . . , 0, 1, 0, . . . , 0) ∈ Rm the i-th standard basis vector. We recall the
exterior wedge product of two vectors X,Y ∈ Rm,
X ∧ Y =
∑
1≤i<j≤m
(−1)ij(xiyj − xjyi) ei ∧ ej ,
where {ei ∧ ej}1≤i<j≤m forms an orthonormal basis of the Euclidean space RM for
M := m2 (m− 1) (see e.g. [9]). Using the Lagrange’s identity, we may estimate
|X ∧ Y |2 = |X|2|Y |2 − (X · Y t)2 ≤ |X|2|Y |2 . (4.12)
3. Applying these settings to G with m = N (N from (4.6)), relation (4.11) yields
|δG|2 ≤ (n− 2)|Gu ∧ Gv|2 ≤ (n− 2)|Gu|2|Gv|2 . (4.13)
Actually, Gu ∧ Gv has more components than appear on the right hand side of (4.11).
Combining (4.13) with (4.10) gives
|∆G| ≤ √n− 2 |Gu||Gv|+ |S| ≤
√
n− 2
2
|∇G|2 + |S|,
which proves the statement.
5 Immersions with flat normal bundle
Assuming that the normal bundle of a given immersion X is flat, we prove that any ONS N ,
which is critical for the functional of total torsion, must be free of torsion (then N is called a
parallel section).
5.1 Immersions with flat normal bundle
Definition. The immersion X has flat normal bundle S ≡ 0 iff Sϑσ,ij ≡ 0 in B for all
i, j = 1, 2 and σ, ϑ = 1, . . . , n.
5.2 A lemma on an auxiliary function
For the proof we need the following
Lemma. Let the immersion X with flat normal bundle S ≡ 0 together with a critical ONS
N be given. Then the function
f(w) := Gw(w) · Gtw(w)
vanishes identically in B.
Remark. Here, we use Wirtinger’s calculus
ϕw := ϕu − iϕv , ϕw := ϕu + iϕv , w = u+ iv,
for a complex-valued function ϕ = ϕ(w). Take note of the relation ϕww = ∆ϕ.
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Proof of the lemma. We will prove that f solves the boundary value problem
fw = 0 in B, Im(w
2f) = 0 on ∂B.
Then, the analytic function g(w) := w2f(w) has vanishing imaginary part, the Cauchy-Rie-
mann equations imply g(w) ≡ c ∈ R, and the assertion follows from g(0) = 0.
1. In order to deduce the stated boundary condition, recall that g(σϑ) = 0 on ∂B. Thus,
all tangential derivatives vanish identically:
−vg(σϑ)u + ug(σϑ)v = −Im(wg(σϑ)w ) = 0 on ∂B
for all σ, ϑ = 1, . . . , n. The statement follows from
Im (w2f) = Im
(
w2 Gw · Gtw
)
= Im
{
w2
∑
1≤σ<ϑ≤n
g(σϑ)w g
(σϑ)
w
}
=
∑
1≤σ<ϑ≤n
Im
{(
wg(σϑ)w
)(
wg(σϑ)w
)}
= 2
∑
1≤σ<ϑ≤n
Re
(
wg(σϑ)w
)
Im
(
wg(σϑ)w
)
= 0
2. Finally, we show the analyticity of f with the aid of (4.3): Interchanging indices cyclically
yields
fw = 2Gw · Gtww = 2
∑
1≤σ<ϑ≤n
g(σϑ)w g
(σϑ)
ww =
n∑
σ,ϑ=1
g(σϑ)w ∆g
(σϑ)
=
n∑
σ,ϑ,ω=1
{
g(σω)v g
(ωϑ)
u g
(σϑ)
u − g(σω)u g(ωϑ)v g(σϑ)u
}
− i
n∑
σ,ϑ,ω=1
{
g(σω)v g
(ωϑ)
u g
(σϑ)
v − g(σω)u g(ωϑ)v g(σϑ)v
}
=
n∑
σ,ϑ,ω=1
{
g(ωϑ)v g
(ϑσ)
u g
(ωσ)
u − g(σω)u g(ωϑ)v g(σϑ)u
}
− i
n∑
σ,ϑ,ω=1
{
g(ϑσ)v g
(σω)
u g
(ϑω)
v − g(σω)u g(ωϑ)v g(σϑ)v
}
,
which shows fw = 0. The proof is complete.
5.3 Torsion-free ONS for flat normal bundles
Our first theorem concerns the torsion of critical ONS N in the case of flat normal bundles.
Theorem. Let X ∈ C4(B,Rn+2) be an immersion with flat normal bundle S ≡ 0. Then, for
any critical ONS N , the torsions T ϑσ,i, i = 1, 2, σ, ϑ = 1, . . . , n, vanish identically in B.
Proof. Consider the Grassmann-type vector G ∈ C2(B,RN ) from (4.6). Because Gw · Gtw
vanishes by the above lemma, there hold
|Gu| = |Gv|, Gu · Gtv = 0 in B.
11
This means that G is a conformally parametrized solution of
∆G = − δG in B, G = 0 on ∂B;
see (4.9) with S = 0. According to the growth condition |δG| ≤ c|∇G|2, the arguments in [12]
apply: Assume G 6≡ const in B. Then, the asymptotic expansion stated in the Satz of [12]
implies that boundary branch points w0 ∈ ∂B with Gu(w0) = Gv(w0) = 0 are isolated. But
this contradicts our boundary condition G|∂B = 0 from (4.7). Thus, G(w) ≡ const = 0 and,
finally, the definition (4.1) implies T ϑσ,i ≡ 0 in B.
As an immediate consequence, we obtain the
Corollary. If the immersion X ∈ C4(B,Rn+2) has flat normal bundle S ≡ 0, then any
critical ONS N is optimal w.r.t. TX , i.e. TX(N ) = 0.
Remark. The case n = 3 (X is immersed in R5) is covered by Wente’s result in [18].
6 The case of non-flat normal bundle
If the normal bundle has non-vanishing curvature S 6≡ 0 it is desirable to have both, lower
and upper bounds, at least for the total torsion of a critical orthonormal normal section.
In paragraph 6.1, we will prove such a lower bound for the functional TX . In the remaining
paragraphs we establish an upper bound for the torsion coefficients combining a gradient
estimate due to E.Heinz with H.C.Wente’s L∞-estimate.
6.1 A lower bound for the total torsion
We write ‖Z‖p,̺, p ∈ [1,+∞], ̺ ∈ [0, 1], for the Lp(B̺(0))-norm of a continuous mapping
Z : B̺(0)→ Rd, d ∈ N. In addition, we abbreviate ‖Z‖p := ‖Z‖p,1.
Theorem. Let X ∈ C4(B,Rn+2), n ≥ 2, be an immersion and N a critical ONS of its normal
bundle with curvature S 6≡ 0.
(I) If S 6= const, then it holds
TX(N ) ≥
(√
n− 2 ‖S‖∞ + ‖S‖
2
2
(1− ̺)2‖S‖22,̺
+
2‖∇S‖22
‖S‖22,̺
)−1
‖S‖22,̺ > 0 (6.1)
with ̺ = ̺(S) ∈ (0, 1) chosen as in (6.3).
(II) If S = const 6= 0, then we have
TX(N ) ≥ 1
2
π|S|2√
n− 2 |S|+ 16 . (6.2)
Proof. 1. We start with (I): Because of S 6= const, there exists ̺ = ̺(S) ∈ (0, 1) such that
‖S‖2,̺ =
 ∫∫
B̺(0)
|S|2 dudv

1
2
> 0. (6.3)
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We choose a test function η ∈ C0(B,R) ∩ H˚12 (B,R) with the properties
η ∈ [0, 1] in B, η = 1 in B̺ , |∇η| ≤ 1
1− ̺ in B. (6.4)
Multiplying ∆G = −δG + S from (4.7) by (ηS) and integrating by parts yields∫∫
B
∇G · ∇(ηS)t =
∫∫
B
η δG · St −
∫∫
B
η |S|2
(we omit dudv). Taking (4.13) into account, we can now estimate as follows:∫∫
B̺
|S|2 ≤
∫∫
B
η |S|2 ≤
∫∫
B
η
∣∣δG · St∣∣+ ∫∫
B
∣∣∇G · ∇(ηS)t∣∣
≤ ‖S‖∞
∫∫
B
η |δG| +
∫∫
B
|∇η| |S| |∇G| +
∫∫
B
η |∇S| |∇G|
≤
√
n− 2
2
‖S‖∞
∫∫
B
|∇G|2 + ε
2
∫∫
B
|S|2 + 1
2ε(1 − ̺)2
∫∫
B
|∇G|2
+
δ
2
∫∫
B
|∇S|2 + 1
2δ
∫∫
B
|∇G|2
(6.5)
with arbitrary numbers ε, δ > 0. Let us write (6.5) as
‖S‖22,̺ ≤
(√
n− 2
2
‖S‖∞ + 1
2ε(1 − ̺)2 +
1
2δ
)
‖∇G‖22 +
ε
2
‖S‖22 +
δ
2
‖∇S‖22 . (6.6)
2. According to (6.3), the choice ε = ‖S‖−22 ‖S‖22,̺ > 0 is admissible in (6.6), and we infer
‖S‖22,̺ ≤
(
√
n− 2 ‖S‖∞ + ‖S‖
2
2
(1− ̺)2‖S‖22,̺
+
1
δ
)
‖∇G‖22 + δ‖∇S‖22 . (6.7)
And since S 6= const, we can choose δ = 12‖∇S‖−22 ‖S‖22,̺ in (6.7), which implies
‖S‖22,̺ ≤ 2
(
√
n− 2 ‖S‖∞ + ‖S‖
2
2
(1− ̺)2‖S‖22,̺
+
2‖∇S‖22
‖S‖22,̺
)
‖∇G‖22 .
Having TX(N ) = 2‖∇G‖22 in mind, we arrive at (6.1).
3. In the case S = const 6= 0 we choose ̺ = 12 in (6.4). Starting as in (6.5), we then obtain
π
4
|S|2 =
∫∫
B 1
2
|S|2 ≤ |S|
∫∫
B
|δG| +
∫∫
B
|∇η| |S| |∇G|
≤
√
n− 2
2
|S|
∫∫
B
|∇G|2 + ε
2
π|S|2 + 2
ε
∫∫
B
|∇G|2 .
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With ε = 14 it follows that
π
8
|S|2 ≤
(√
n− 2
2
|S|+ 8
)
‖∇G‖22 .
This implies the estimate (6.2).
Remarks.
1. For small solutions G with ‖G‖∞ < 2√n−2 it is quite easy to derive also an upper bound
for the total torsion: Multiplying (4.7) by G and integrating by parts yields
TX(N ) = 2‖∇G‖22 ≤
4‖G‖∞‖S‖1
2−√n− 2 ‖G‖∞
.
Such a small solution can be constructed via the arguments in [14]; see remark 3 in
subsection 4.4. Let us emphasize here again that the case n = 2 is much easier to han-
dle: The classical maximum principle controls ‖g(12)‖∞ by ‖S21,12‖∞, and no smallness
condition is needed to bound the total torsion; see subsection 4.3.
2. In [16] F. Takahashi translated the system (4.7) for n = 3 into a variational problem.
Then he was able to derive lower and upper bounds for the quantity ‖∇G‖2 of a min-
imizer in the corresponding Nehari manifold, whenever S is sufficiently small (in the
H−1(B)-norm); we refer to [16] for the details.
6.2 An L∞-bound for G
Proposition. For a critical ONS N , the Grassmann-type vector G from (4.6) satisfies
‖G‖∞ ≤ n− 2
2π
‖∇G‖22 +
1
4
√
n(n− 1)
2
‖S‖∞ . (6.8)
Proof. 1. For 1 ≤ σ < ϑ ≤ n and ω ∈ {1, . . . , n} with ω 6∈ {σ, ϑ}, we define the functions
y(σϑω) as the unique solutions of
∆y(σϑω) = − det (∇g(σω),∇g(ωϑ)) in B, y(σϑω) = 0 on ∂B.
Wente’s L∞-estimate (compare e.g. [19], [17]) then yields the optimal inequalities
‖y(σϑω)‖∞ ≤ 1
4π
(
‖∇g(σω)‖22 + ‖∇g(ωϑ)‖22
)
, (σ, ϑ) ∈ Un, ω 6∈ {σ, ϑ}. (6.9)
In addition, we introduce the Grassmann-type vector Z = (z(σϑ))1≤σ<ϑ≤n as the unique
solution of
∆Z = S in B, Z = 0 on ∂B.
We use Poisson’s representation formula and estimate as follows:
|Z(w)| =
∣∣∣∣ ∫∫
B
φ(ζ;w)S(ζ) dξdη
∣∣∣∣ ≤ √N ∫∫
B
|φ(ζ;w)||S(ζ)| dξdη
≤
√
N ‖S‖∞
∫∫
B
|φ(ζ;w)| dξdη
(6.10)
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with the non-positive Green’s function
φ(ζ;w) :=
1
2π
log
∣∣∣ ζ − w
1− wζ
∣∣∣, ζ 6= w, (6.11)
for ∆ in B; ζ = (ξ, η). Because ψ(w) = |w|
2−1
4 solves ∆ψ = 1 in B, ψ = 0 on ∂B,
Poisson’s formula yields ∫∫
B
|φ(ζ;w)| dξdη = 1− |w|
2
4
≤ 1
4
,
which enables us to continue (6.10) to get
‖Z‖∞ ≤
√
N
4
‖S‖∞ . (6.12)
2. Next, we note the identity
g(σϑ) =
∑
ω 6∈{σ,ϑ}
y(σϑω) + z(σϑ), (σ, ϑ) ∈ Un.
Applying now the estimates (6.9) and (6.12), we arrive at
‖G‖∞ ≤
∑
σ<ϑ
∑
ω 6∈{σ,ϑ}
‖y(σϑω)‖∞ + ‖Z‖∞
≤ 1
4π
∑
σ<ϑ
∑
ω 6∈{σ,ϑ}
(
‖∇g(σω)‖22 + ‖∇g(ωϑ)‖22
)
+
√
N
4
‖S‖∞
=
1
4π
{ ∑
ω<σ<ϑ
(
‖∇g(ωσ)‖22 + ‖∇g(ωϑ)‖22
)
+
∑
σ<ω<ϑ
(
‖∇g(σω)‖22 + ‖∇g(ωϑ)‖22
)
+
∑
σ<ϑ<ω
(
‖∇g(σω)‖22 + ‖∇g(ϑω)‖22
)}
+
√
N
4
‖S‖∞
=
1
4π
{ ∑
σ<ϑ<ω
‖∇g(σϑ)‖22 +
∑
σ<ω<ϑ
‖∇g(σϑ)‖22 +
∑
σ<ϑ<ω
‖∇g(σϑ)‖22
+
∑
ω<σ<ϑ
‖∇g(σϑ)‖22 +
∑
σ<ω<ϑ
‖∇g(σϑ)‖22 +
∑
ω<σ<ϑ
‖∇g(σϑ)‖22
}
+
√
N
4
‖S‖∞
=
1
2π
∑
σ<ϑ
∑
ω 6∈{σ,ϑ}
‖∇g(σϑ)‖22 +
√
N
4
‖S‖∞
=
n− 2
2π
‖∇G‖22 +
1
4
√
n(n− 1)
2
‖S‖∞,
as asserted.
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6.3 An alternative estimate for ‖G‖∞
For large codimension n, the estimate (6.8) is somewhat unsatisfactory. Alternatively, we will
show the inequality
|z(σϑ)(w)| ≤
√
2
π
‖Sϑσ,12‖2 in B for all (σ, ϑ) ∈ Un (6.13)
in the present paragraph.
Then we calculate
‖Z‖∞ = sup
B
√∑
σ<ϑ
|z(σϑ)(w)|2 ≤
√
2
π
√∑
σ<ϑ
‖Sϑσ,12‖22 =
√
2
π
‖S‖2 ≤
√
2 ‖S‖∞ ,
and this estimate instead of (6.12) will lead us to a smaller upper bound for ‖G‖∞ at least
for large codimensions n.
In order to prove (6.13), we use the Ho¨lder and the Sobolev inequality and compute
|z(σϑ)(w)| ≤ ‖φ(· ;w)‖2‖Sϑσ,12‖2 ≤
1
2
√
π
‖∇ζφ(· ;w)‖1‖Sϑσ,12‖2 . (6.14)
For the optimal constant 1
2
√
π
in the Sobolev inequality we refer to [8] section 7.7 and the
references therein. In (6.14), φ = φ(ζ;w) denotes again Green’s function (6.11) for ∆ in B,
which satisfies φ(· ;w) ∈ H˚11 (B) for any w ∈ B˚ as well as
φζ(ζ;w) ≡ φξ(ζ;w)− iφη(ζ;w) = 1
2π
(
ζ − w
|ζ − w|2 + w
1− wζ
|1 − wζ|2
)
, w 6= ζ.
A straightforward calculation shows
|∇ζφ(ζ;w)| ≡ |φζ(ζ;w)| = 1
2π
1− |w|2
|ζ − w| |1− wζ| ≤
1
2π
1 + |w|
|ζ − w| ≤
1
π
1
|ζ − w| , ζ 6= w.
And since the right hand side in the inequality∫∫
B
|∇ζφ(ζ;w)| dξdη ≤ 1
π
∫∫
Bδ(w)
1
|ζ −w| dξ dη +
1
π
∫∫
B\Bδ(w)
1
|ζ − w| dξ dη ≤ 2δ +
1
δ
becomes minimal for δ = 1√
2
, we arrive at (6.13). Instead of (6.8), we thus have the
Proposition. For a critical ONS N , the Grassmann-type vector G from (4.7) satisfies
‖G‖∞ ≤ n− 2
2π
‖∇G‖22 +
√
2 ‖S‖∞. (6.15)
Note that (6.15) provides a better bound than (6.8) only in the case n ≥ 9.
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6.4 A pointwise upper bound for the torsion coefficients
We are now in the position to prove our third main result for immersions with non-flat normal
bundle:
Theorem. Let X ∈ C4(B,Rn+2), n ≥ 3, be an immersion and N a critical ONS of its
normal bundle. Assume that the smallness condition
√
n− 2
2
(
n− 2
4π
TX(N ) + γ(n)‖S‖∞
)
< 1 (6.16)
is satisfied with γ(n) := min{14
√
n(n−1)
2 ,
√
2}. Then, the torsion coefficients of N can be
estimated by means of
‖T ϑσ,i‖∞ ≤ c, i = 1, 2, (σ, ϑ) ∈ Un, (6.17)
with a nonnegative constant c = c(n, ‖S‖∞,TX(N )) < +∞.
Remark. For codimension n = 2, the estimate (6.17) can be proved with c = c(‖S‖∞) and
without presuming a smallness condition (6.16), as already indicated in subsection 4.3. Again
we refer to [6] for a slight generalization of that result.
For n ≥ 3, it remains open if it is possible to prove global pointwise estimates for the torsion
coefficients without the smallness condition (6.16) and without the knowledge of TX .
Proof of the theorem. According to (4.9), (6.8) resp. (6.15), the Grassmann-type vector G =
(g(σϑ))σ<ϑ solves the system
|∆G| ≤ a|∇G|2 + b in B,
G = 0 on ∂B,
‖G‖∞ ≤M,
where the appearing constants are defined by
a :=
√
n− 2
2
, b := ‖S‖∞, M := n− 2
2π
‖∇G‖22 + γ(n)‖S‖∞.
The smallness condition (6.16) assures aM < 1 due to TX(N ) = 2‖∇G‖22. Consequently,
we can apply E.Heinz’s global gradient estimate Theorem1 in [14] Chap. XII, § 3, obtaining
‖∇G‖∞ ≤ c. This in turn yields the desired estimate (6.17), according to (4.1) and (4.6).
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