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I. ПОЯСНИТЕЛЬНАЯ ЗАПИСКА 
Учебная дисциплина «Математические методы в землеустройстве» чи-
тается студентам специальности: 1-31 02 01 География (по направлению 1-31 
02 01-03 География (геоинформационные системы). Студенты знакомятся с 
основами математической статистики и ее применением в математических 
методах, используемым в землеустройстве (трансформация земель, оптими-
зация севооборотов на основе линейного программирования и др.). 
В соответствии с образовательными стандартами этот курс позволяет 
формировать у студентов научный объективный подход в оценке проводи-
мых землеустроительных задач. 
Цель изучения учебной дисциплины «Математические методы в земле-
устройстве»:формирование знаний, умений и навыков по статистической об-
работке полученной информации в области решения землеустроительных за-
дач. 
Основные задачи изучения дисциплины включают умение методически 
грамотно отобрать необходимую статистическую информацию и провести ее 
обработку с использованием соответствующих методов (дисперсионного, 
корреляционного, регрессионного, факторного, кластерного или линейного 
программирования).  
В результате изучения учебной дисциплины студентдолжен:  
Знать:  
 базовый понятийно-терминологический аппарат математической ста-
тистики; 
 в каких условиях и для каких целей используются математические ме-
тоды; 
 алгоритм выполнения работ с использованием ПЭВМ. 
Уметь: 
 создать репрезентативные и рендомизированные выборки; 
 определить вид выборочных данных, заложить информацию в ПЭВМ; 
 грамотно интерпретировать полученные результаты математической 
обработки данных;  
Владеть: 
 наиболее распространенными и универсальными статистическими про-
граммными пакетами; 
 реализацией полученных результатов обработки информации. 
На дисциплину «Математические методы в землеустройстве» отводится 
94 часа, из них 46 аудиторных часов (30 ч. – лекции, 16ч. – практических за-
нятий). Завершать изучение дисциплины зачетом в шестом семестре. Форма 
получения высшего образования – дневная. 
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II. СОДЕРЖАНИЕ УЧЕБНОГО МАТЕРИАЛА 
1. Введение. Основы математической статистики 
Введение. Развитие и использование математических методов в земле-
устройстве. Количественные и качественные учетные признаки. Исследова-
ние материальных и абстрактных систем. Основные направления в использо-
вании математических методов в землеустройстве. 
Обработка вариационного ряда. Генеральная совокупность и выборка. 
Правила отбора вариант для выборки. Определение объема выборки. Арте-
факт. Репрезентативность выборок. 
Статистические показатели распределения. Показатели центра распре-
деления (средние). Показатели рассеивания вариант: максимум, минимум, 
размах варьирования, σ, σ2, v. 
Оценка статистических параметров.  Ошибки статистических 
параметров. Точность опыта.  
Теоретические функции распределения. Построение кривой нормального 
распределения. 
 
2. Методы установления сходства выборок 
Статистические критерии различия. Критерий Стьюдента, критерий 
Фишера, критерий Пирсона (χ2), наименьшая существенная разность (НСР) 
Дисперсионный анализ. Составление дисперсионного комплекса. Одно-
факторный и двухфакторный дисперсионный анализ. Последовательность 
работ.  Нахождение сумм квадратов отклонений, степени свободы, ошибки 
средней, σ, НСР, точности опыта. Выводы. 
Кластерный анализ. Порядок работ в кластерном анализе. Составление 
таблицы исходных показателей. Трансформация исходных данных. Вычис-
ление метрик. Построение дендрограммы. Выбор масштаба для классифика-
ции объектов. Классификация. 
 
3. Методы установления связи между явлениями 
Корреляционный анализ. Задачи, решаемые корреляционным анализом. 
Виды корреляционной связи. Порядок работ. Линейная корреляция. 
Вычисление коэффициента корреляциии детерминации. 
Нелинейная корреляция. Оценка прямой нелинейной зависимости между 
признаками. Вычисление корреляционного отношения. Оценка обратной 
нелинейной зависимости. Множественная корреляция. Ранговая корреляция. 
Регрессионный анализ. Условия и цель применения регрессионного 
анализа. Виды регрессии. Линейная зависимость. Порядок работ. Способы 
составления уравнения регрессии. Выводы 
Нелинейная зависимость. Гиперболическая и параболическая зависи-
мость. Множественная регрессия.  
Факторный анализ. Условия и цель применения факторного анализа. 




4. Организация оптимальной системы землеустройства 
Методы линейного программирования. Основные теоретические 
положения. Виды задач. Методы решения. Способы составления базисного 
допустимого плана. Правила составления цепи. Закрытые и открытые задачи. 
Метод потенциала. Составление базисного допустимого плана методом 
потенциала. Вычисление потенциала рядков и столбцов и характеристики 
клеток без поставок. Установление степени оптимальности плана по 
величине характеристики клеток при стремлении функционала к максимуму 
и минимуму.  
Дельта-метод. Условия его применения. Составление базисного допу-
стимого плана. Правила построения открытой цепи и перераспределения по-
ставок с учетом баланса строк. Условия получения оптимального плана по 
величине баланса строк при стремлении функционала к максимуму и мини-
муму. 
Модификация методов транспортных задач. Открытая транспортная 
задача. Максимизация целевой функции. Учет ограничения времени в зада-
чах. Производственная задача. Многоэтапная задача. Многопродуктовая за-
дача. Лямбда-метод. 
Применение методов линейного программирования при трансформации 
земель, разработке схем севооборотов, установления границ сырьевых зон 
для предприятий перерабатывающей промышленности. 
Динамические ряды. Условия и цель применения динамических рядов. 














































































































1 2 3 4 5 6 7 8 
1 Основы математической статистики 8 2     
1.1 Введение. Развитие и использование математических методов в земле-
устройстве.  Количественные и качественные учетные признаки. Исследо-
вание материальных и абстрактных систем.  
2     Опрос 
1.2 Статистические показатели распределения.Генеральная совокупность и вы-
борка. Правила отбора вариант для выборки. Определение объема выборки. 
Артефакт. Репрезентативность выборок. Показатели центра распределения 
(средние). Показатели рассеивания вариант. 




Оценка статистических параметров.  Ошибки статистических параметров. 
Точность опыта. 
2     Опрос 
1.4 Теоретические функции распределения. Построение кривой нормального 
распределения. 
2     Опрос 
2 Методы установления сходства выборок 6 6     
2.1 Статистические критерии различия. Критерий Стьюдента, критерий Фише-
ра, критерий Пирсона (χ2), наименьшая существенная разность (НСР) 
2 2    Опрос 
2.2 Дисперсионный анализ. Составление дисперсионного комплекса. Однофак-
торный и двухфакторный дисперсионный анализ. Нахождение НСР и F. 
2 2    Тест № 2 через 
систему 
СОПeUniversity 
2.3 Кластерный анализ. Порядок работ в кластерном анализе. Составление таб-
лицы исходных показателей. Трансформация исходных данных. Вычисле-
ние метрик. Построение или дендрограммы. Классификация. 
2 2    Опрос 
7 
 
3 Методы установления связи между явлениями 6 4     
3.1 Корреляционный анализ. Виды корреляционной связи. Порядок работ. Ли-
нейная корреляция. Вычисление коэффициента корреляции. Нелинейная 
корреляция. Оценка прямой и обратной нелинейной связи между признака-
ми. Вычисление корреляционного отношения. Множественная корреляция. 
Ранговая корреляция 
2 2    Тест № 3 через 
систему 
СОПeUniversity 
3.2 Регрессионный  анализ. Условия и цель применения регрессионного анали-
за. Виды регрессии. Линейная зависимость. Порядок работ. Способы со-
ставления уравнения регрессии. Нелинейная зависимость. Множественная 
регрессия. 
2     Опрос 
3.3 Факторный анализ. Условия и цель применения факторного анализа. Этапы 
работ. Выводы. 
2 2    Опрос 
4 Организация оптимальной системы землеустройства 10 4     
4.1 Методы линейного программирования. Основные теоретические положе-
ния. Виды задач. Методы решения. Способы составления базисного допу-
стимого плана. Правила составления цепи. Закрытые и открытые задачи. 
2     Опрос 
4.2 Метод потенциала. Составление базисного допустимого плана. Установле-
ние степени оптимальности плана по величине характеристики клеток при 
стремлении функционала к максимуму и минимуму.  
2 2    Тест № 4 через  
систему 
СОПeUniversity 
4.3 Дельта-метод. Условия его применения. Составление базисного допусти-
мого плана. Правила построения открытой цепи и перераспределения по-
ставок с учетом  баланса строк. Условия получения оптимального плана. 
2     Опрос 
4.4 Модификация методов транспортных задач. Открытая транспортная зада-
ча. Максимизация целевой функции. Учет ограничения времени в задачах. 
Производственная задача. Многоэтапная задача. Многопродуктовая задача. 
Лямбда-метод. 
2     Опрос 
4.5 Применение методов линейного программирования при трансформации зе-
мель, разработке схем севооборотов,  установления границ сырьевых зон 
для предприятий перерабатывающей промышленности. 
2 2    Опрос 
4.6 Динамические ряды. Условия и цель применения динамических рядов. Ви-
ды динамических рядов. Показатели динамического ряда. Сглаживание ди-
намических рядов. 
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Примерный перечень практических занятий 
 
1. Описательная статистика. Графическое представление вариационного 
ряда. Установление типа распределения. 
2. Установление сходства или различия между двумя выборками с помо-
щью критерия Стьюдента. 
3. Корреляционный и регрессионный анализ. 
4. Кластерный анализ. 
5. Метод главных компонент. 
6. Факторный анализ. 
7. Линейное программирование. Решение задачи на оптимальность. 
8. Тренд-анализ. 
 
Перечень рекомендуемых средств диагностики 
 Письменная тестовая проверка знаний; 
 Компьютерное тестирование; 
 Выполнение контрольных заданий; 
 Контроль знаний студентов по итогам  работ; 
 Самоконтроль и самопроверка; 
 Индивидуальные беседы и консультации с преподавателем. 
 
Примеры тестовых заданий 
 
Тема «Элементы математической статистики» 
 
1. Цель использования математических методов в географии: 
а) объективная оценка научных исследований; 
в) обработка научных исследований;  
с) для проведения эксперимента. 
 
2. Сопряженные статистические выборки получают: 
а) при разных условиях в одном или разных объектах; 
в) при одинаковых условиях в одном или разных объектах;  
с) при одинаковых или разных условиях  одногообъекта. 
 
Тема «Корреляционный и регрессионный анализ» 
 
1. Предварительно предположительную величину r и η определяют по:  
а) величинам вариант в вариационном ряду;  
в) по таблице исходных данных; 




2. Условия применения регрессионного анализа: 
а) для сравнения совокупностей; 
в) для математического описания выявленной зависимости; 
с) для математического моделирования совокупностей. 
 
Тема «Методы линейного программирования» 
 
1. В методе потенциалов транспортных задач потенциал рядков вычисляют по формуле: 
а)   vj = ijñ  + ui; 
в)  ui= vj – ñ ij ; 
с)   Eij = cij – (vj – ui). 
 
В закрытых транспортных задачах: 
а) объем поставок больше объема потребления;  
в)  объем поставок меньше объема потребления;  





V. ПРОТОКОЛ  
СОГЛАСОВАНИЯ УЧЕБНОЙ ПРОГРАММЫ ПО ИЗУЧАЕМОЙ УЧЕБНОЙ 









Предложения об изменениях 
в содержании учебной про-
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VI. ДОПОЛНЕНИЯ И ИЗМЕНЕНИЯ К УЧЕБНОЙ ПРОГРАММЕ УВО 

























Учебная программа пересмотрена и одобрена на заседании кафедры 









д. г.н., доцент         Д.Л. Иванов 
 
 
 
 
