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This paper employs information from the advanced trafﬁc management system (ATMS) of Kaohsiung, Taiwan to help differenti-
ate those crash-prone intersections by discriminant analysis. From the 25,604 records of 2005, 1977 crashes that occurred at 119 
intersections with trafﬁc exposure data were compiled to calibrate and validate the model. The road attributes of crash records, trafﬁc 
control devices and movement exposure are the three types of data used as predicting variables. The correct ratios for model calibra-
tion and validation range from 78.33% to 67.80%. If trafﬁc movements are removed, the correct ratios become slightly lowered to 
76.67% to 66.10%. Research ﬁndings reveal that with or without inclusion of exposure data in identifying high crash-prone intersec-
tions for an urban environment does not make a signiﬁcant difference. In addition, layout and trafﬁc control devices could possibly 
explain about 66.10 ~ 78.33% of the possibility that an intersection will become a high crash intersection. It suggests that the devel-
oped approach could be a countermeasure for budget constraints and difﬁculties in continuation of exposure data collection, and the 
information of ATMS could help identify crash-prone urban intersections.
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1. INTRODUCTION
Much highway safety research focuses on evalua-
tion of speciﬁc improvements1-4, such as where and how 
to implement measures2,4,5 and what the effects are3,4, 
both before and after crash data are collected and studied 
to evaluate the effectiveness of the measures and proce-
dures5,6. Some safety consultations, especially those relat-
ed to insurance policy or legal focus of the appraisal, 
arbitration, or analysis of a single accident or site, conduct 
liability or cause analysis7. Less emphasis has been paid 
by research to identify the crash-prone sites from the 
possible population. It appears most safety professionals 
consider identiﬁcation is a simple routine of statistical 
analysis.
1.1 Motivation
In many developing countries, vehicle crashes are 
not properly documented, and trafﬁc surveys that collate 
data are not regularly administered. Therefore, method-
ologies employed by developed countries can not be di-
rectly adopted8,9. 
Identiﬁcation of High Crash Location (HCL) is 
normally the ﬁrst step to enhance road safety before a 
cause analysis is performed. Much international research 
has discussed crash causes and used relevant data to pre-
dict crash frequencies10,11. Crash records, roadway geom-
etry, and trafﬁc volume as exposure data are the basic 
inputs to conduct highway safety research. Since the de-
velopment of the Advanced Trafﬁc Management System 
(ATMS), much data has been made available from the 
system12-14. Many developing countries are also develop-
ing ATMS to achieve better control of trafﬁc15,16. It is 
therefore the intention of this research to discover if the 
data of roadway geometry and other relevant control de-
vices can be acquired through ATMS for safety analysis 
to achieve additional beneﬁts aside from trafﬁc control. 
1.2 Study scope
In Taiwan, almost every city with a population of 
more than 300,000 has developed its own ATMS to con-
trol its signals on-line. The city of Kaohsiung, with 1.5 
million residents, has calibrated its ATMS12 to also pro-
vide a layout of roadway geometry and information of 
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relevant trafﬁc control devices such as, markings to illus-
trate the distribution of trafﬁc lanes, location of signals and 
sign installations, etc. They are updated frequently and 
displayed through ATMS, as shown in Figure 1, which is 
a reshaped roundabout at Chung-Chan and Chung-Sung 
intersection. The city also maintains a vehicle crash data 
base as well as a biannual trafﬁc survey. Thus, this study 
chose Kaohsiung as the test city and employed those data 
to evaluate the proposal of whether ATMS’ data can help 
identify the high crash-prone locations. 
2. LITERATURE REVIEW AND METHODOLOGY
2.1 Methodologies to identify crash-prone locations
Though much research has discussed crash causes, 
improvement performance, and effectiveness of speciﬁc 
product or working procedures, there is still little research 
that has focused on the identiﬁcation of crash-prone loca-
tions. The available research and conclusions are sum-
marized in Table 1.
It is known from the above literature review that 
almost all HCL (high crash location) identiﬁcation or re-
ﬁnement processes require the use of exposure data and 
crash records. From these, the crash rate or severity rate 
were used to identify the HCLs. This is a sound theoreti-
cal procedure. However, it is also known in some Asian 
countries, such as Thailand 9 or Korea 8, other methods 
have been developed to substitute for such a statistical 
procedure or deal with the uncertainty of crashes. 
In Taiwan, crash records have been well document-
Fig. 1 An illustration of ATMS at Chung-Chan and 
Chung-Sung intersection12
Table 1 Research on identiﬁcation of high 
crash or crash-prone locations
Wang, Y.W., Wen, M.J., & Ting, K.L. (1994) 17
Purpose: Identify rural crash-prone bridges and pertinent causes
Result and ﬁndings: Developed crash-prone bridge discriminant 
function and identiﬁed slope discontinuity, percentage of heavy 
vehicles, curvature to approach road, travel speed, and reduc-
tion of shoulder width as objective key factors. The discriminant 
correct rate is 71.88%.
Stamatiadis, N., Jones, S., & Hall, L. (1999) 18
Purpose: Low-volume roads comprise a signiﬁcant portion of the 
rural roadway network. Because of documented higher crash 
frequencies and more severe injuries on such roads, it is neces-
sary to further examine causal factors of these crashes and to 
determine if crash characteristics follow the patterns of other 
highways.
Result and ﬁndings: The results showed that (a) low-volume roads 
present similar crash trends as those observed on other roads; 
(b) drivers under the age of 25 and drivers over the age of 65 
have higher crash propensities than middle-aged drivers; (c) 
female drivers are safer on average than male drivers; (d) young 
drivers (under the age of 25) experience more single-vehicle 
crashes and drivers over 65 are more likely to be involved in 
two-vehicle crashes; (e) drivers of older vehicles have higher 
two-vehicle crash propensities on low-volume roads than driv-
ers of newer vehicles; (f) in single-vehicle crashes, drivers of 
older vehicles are more likely to have a serious injury than driv-
ers of new vehicles; and (g) large trucks have the highest two-
vehicle crash propensity on low-volume roads, followed by se-
dans, pick-up trucks, vans, and station wagons.
Kim, K. & Yamashita, E. (2002) 19
Purpose: Various types of land uses tend to generate and attract 
different types of trips, and trip-making behavior affects the na-
ture and volume of trafﬁc. As the use of land intensiﬁes, it does 
not seem unreasonable to expect that the potential exposure to 
crashes would also increase.
Result and ﬁndings: Yet upon closer inspection, it was evident that 
crashes were more a function of the characteristics of drivers 
and travelers than the underlying uses of land. Using compre-
hensive police crash data linked to a land use database, the 
relationships between land use and automobile crashes in Ha-
waii were investigated. Recent developments in geographic in-
formation system technologies and the availability of spatial 
databases provide a rich source of information with which to 
investigate the relationships between crashes and the environ-
ments in which they occur.
Bernhardt, K.L.S., & Virkler, M.R. (2002) 20
Purpose: Brieﬂy described the HCL (high crash location) analysis 
process, examines some common errors and provides addi-
tional background on ﬁve important concepts for understanding 
and analyzing HCLs.
Result and ﬁndings: 1. Employment of EPDO (equivalent of prop-
erty damage only) would signiﬁcantly affect the result of analy-
sis. Weight selection requires special attention. 2. Don’t apply 
normal distribution instead employ a Poisson distribution when 
crashes are fewer than 9. 3. Proper explanation of signiﬁcance. 
4. Crashes occur over time but regression is applied toward the 
means. 5. When improvement does not impact one another, B/C 
(beneﬁt/cost) analysis can be useful for ranking independent 
alternatives, otherwise use incremental B/C analysis.
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ed and recorded in the past 15 years to identify HCLs for 
improvement. However, with the restructuring of provin-
cial governments in 1990, the routine trafﬁc survey was 
no longer administered for lack of budget, except for in 
metropolitan Taipei and Kaohsiung. Lacking the expo-
sure data results in the crash rate being uncalculated; and 
identiﬁcation of HCLs to rely only on crash numbers, 
which may cause a bias that underestimates the importance 
of low volume locations. It is therefore both interesting 
and important to know if identiﬁcation of crash-prone lo-
cations can do without exposure data and how accurate 
they might be.
2.2 Methodology employed
After the literature review and data collection, this 
study ﬁrst used cluster analysis to group the included lo-
cations by their crash records. Geometry, trafﬁc control 
devices, and exposure data were collected for those sites. 
Thereafter, principal component analysis was used to 
subtract those high variance explained variables. Factor 
analysis was used to group the variables, name the groups, 
and match with the category of data used by traditional 
methods to identify HCLs. Discriminant analysis was then 
used to calibrate a discriminant function to differentiate 
between high crash intersections versus average intersec-
tions.
The correct (hit) rate was used as an index to evalu-
ate the discriminant functions. The Spearman rank correla-
tion test was also used to test the accuracy of the discriminant 
function.
3. DATA COLLECTION AND ATTRIBUTE 
ANALYSIS
3.1 Crash records
A total of 25,604 crash records were obtained from 
Kaohsiung city for the year 2005. Of these, 11,046 crash-
es (43.1%) occurred at mid-block road sections. The rest 
14,558 (56.9%) were intersection related crashes. Only 
1,977 intersection related crashes (13.6%) occurred at the 
Espino, E.R., Gonzalez, J.S. & Gan, A. (2003) 21
Purpose: Developed model to identify high pedestrian crash sites.
Result and ﬁndings: Using the Poisson model with 1 mile as a mea-
suring unit, a model with 0.1 signiﬁcance can be obtained. It 
appears that a divided 4-lane road tends to have a higher crash 
frequency of 4 per year as a threshold.
Hwang, K.P., Tsai, M.Y., & Ou, T.C. (2005) 22
Purpose: Discussed a photo-logging survey methodology to identify 
urban crash-prone intersections.
Result and ﬁndings: Found 32 variables and used 10 principal com-
ponents to explain over 81.5% of variance. If trafﬁc variables 
were deleted, 7 principal components were identiﬁed to explain 
79.4% of variance. Image information could help develop better 
discriminant functions.
Ivan, J.N. (2005) 23
Purpose: Attempted to develop a methodology to overcome the de-
ﬁciency of nonlinearity between crashes and volumes.
Result and ﬁndings: The crash rate calculated was different from the 
average daily crash rate. Proper dealing with crash rates is im-
portant.
Pei, Y.L., & Dai, T.Y. (2005) 24
Purpose: Discussed ways to cope with identiﬁcation of high crash 
locations when signiﬁcant trafﬁc variation exists.
Result and ﬁndings: Used fatality per 100 million vehicle kilometers, 
per 10 thousand vehicles; crash number and severity index per 
10 thousand vehicle equivalent to develop a bi-level fuzzy eval-
uation model.
Son, B., Park, M., & Lee, S. (2005) 8
Purpose: Tried to improve current hazardous road identiﬁcation 
method of Korea.
Result and ﬁndings: Apply: 1.crash severity, 2.road geometry, 3.traf-
ﬁc characteristics; and 4.local government opinions in order to 
develop an evaluation AHP approach.
Pei, Y.L., & Ding, J.M. (2005) 25
Purpose: Identiﬁed crash-prone locations and found their attri-
butes.
Result and ﬁndings: The attributes included 1. curve radius <
 
1,000 
meter, 2. grade >= 3%, and 3. insufﬁcient sight distance and fre-
quent rear-end crashes.
Fukuda, T., Tangpaisalkit, C., Ishizaka, T., & Sinlapabutra, T. (2005) 9
Purpose: Developed an alternative method when statistical crash 
records were not available to identify potential black spots.
Result and ﬁndings: Employed the description of eyewitnesses to 
identify potential black spots then clustered those descriptions 
into speciﬁc sites. Concluded that the Hiyari-Hatto theory of 
trafﬁc psychology could be combined with public participation 
as an alternative method.
Pei, Y.L. (2006)26
Purpose: Improved the rate quality control identiﬁcation method.
Result and ﬁndings: Using the Gamma distribution as a crash distri-
bution could render better identiﬁcation results.
Caﬁso, S., La Cava, G., & Montella, A. (2007) 27
Purpose: Tested if the inconsistency between curves could be used 
to identify high crash locations with further reﬁnement.
Result and ﬁndings: Proved the inclusion of a safety index with the 
inconsistency of curves could better explain the cause of crashes.
Xiao, Q., Ghazan, K., & Noyce, D.A. (2007) 28
Purpose: Devised a unique and innovative approach to identifying and 
prioritizing snow-prone locations in speciﬁc corridors or road seg-
ments for the implementation of a road weather safety audits.
Result and ﬁndings: A grid-based structure for the entire state was 
used with snow-related crashes aggregated for each grid. A nor-
malized “relative crash rate” was also calculated for each grid sec-
tion. 20 and 98 grids of the over 6,000 total grids in Wisconsin 
consistently appeared as high snow crash locations for three years 
or two out of three years, respectively.
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sites with available trafﬁc counts of 119 intersections. 
The remaining 12,581 crashes (86.4%) occurred at inter-
sections without exposure data. Therefore, only 7.7% of 
the total crash population was useful for the analysis of 
this research, which is a constraint of this study. Figure 2 
displays the crash distribution at those 119 intersections. 
From the 12,581 crash records, we applied the two 
staged cluster analysis with the Ward method ﬁrst, and 
the K-mean method second to obtain two crash groups. 
The high crash group had 36 intersections with an aver-
age crash number of 34.8, and 83 intersections were clus-
tered as an average crash group with an average crash 
number of 8.7. We systematically divided both groups 
into two subgroups; one with 60 intersections for model-
ing purposes and the other 59 intersections for validation 
purposes. Through the assistance of GIS, the spatial dis-
tribution of those 119 intersections is illustrated in Figure 
3. To avoid the complexity of the illustration, only major 
streets were kept and it was also learned from the spatial 
distribution that many high crash intersections fell on the 
two north-south corridors. 
3.2 Trafﬁc counts
Exposure data from the 2005 Kaohsiung Trafﬁc 
Survey and Characteristic Analysis (2005)29 were com-
piled for the 119 intersections. It included data of vehicle 
type, through and turning movements, etc. It was noted 
that Kaohsiung city has a very high percentage of motor-
cycle and container trucks of which the ﬁrst is a common 
phenomenon of Taiwan and the second is a consequence 
of Kaohsiung harbor which is also illustrated in the lower 
Fig. 3 Spatial distribution of high crash vs. normal 
intersections
Fig. 2 Distribution of crashes at 119 Kaohsiung intersections
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part of Figure 3. After compilation, 6 kinds of trafﬁc counts 
were used as input exposure variables; they are daily left-
turn vehicles (LT), daily right-turn vehicles (RT), daily 
heavy vehicles (DHV), daily light vehicles (DLV), daily 
motorcycles (DM), and daily container trucks (DCT). In 
addition, vehicle count was used directly without the con-
version of vehicles to PCU (passenger-car-units) as trafﬁc 
conﬂict is counted by vehicle numbers instead of PCU.
3.3 Geometry and facility data 
From the crash record, the basic geometry of an in-
tersection was obtained, such as if it is a regular cross 
intersection, oblique or Y-shaped intersection, pavement 
deﬁciency, obstruction, etc. In addition, the much more 
detailed layouts for those 119 intersections were obtained 
from the web of Kaohsiung ATMS 12. Figure 4 illustrates 
the enlarged layout in the lower left corner of Figure 1. It 
shows the northbound direction is forbidden to make left-
turns but the eastbound direction has an exclusive left-turn 
lane. In addition, two double-faced signals can be seen in 
the illustration. There are also squared markings to indi-
cate the requirement commanding motorcycles to make a 
two-staged left-turn to avoid conﬂict with through trafﬁc. 
Therefore, trafﬁc control devices including signals, signs, 
and channelization such as the content of signs, and di-
vided medians can all be acquired from investigation of 
the ATMS data base. The basic geometry of an intersection 
from the crash record has become redundant for they are 
available in a much more detailed degree from the ATMS. 
There were 20 variables in this category used as input 
data. Those related to road geometry were road class 
(RC), speed limit (SL), road type (RY), intersection type 
(IT), pavement condition (PC), pavement deﬁciency (PD), 
obstruction (O), and quality of sight distance (SD). Those 
related to signal control were the signal category (SC), 
whether the signal functions (SF) properly, and the num-
ber of signal installations (NSI). Those related to inter-
section approach distribution were total fast lane (FL), 
total fast and slow lane (F&SL), total lane including curb 
lane for parking (TL), total left-turn lanes (TLT), and to-
tal right-turn lanes (TRT). Those related to signs were the 
number of speed limit signs (NSL) and the number of 
other regulatory and warning signs (NRW). In addition, 
the class of channelization (CC) and roadside delinea-
tions (RD) were also considered.
3.4 Others
Besides those exposure, geometric, and trafﬁc con-
trol data, the weather (W) and lighting (L) of each crash 
occurrence were also entered as inputs.
4. DATA ANALYSIS
In order to know the relative importance of the 28 
variables before discriminant analysis, principal compo-
nent analysis was used. Thereafter, factor analysis was 
used to investigate the clustering characteristics of the 
variables.
4.1 Principal component analysis
Table 2 shows the results of the principal compo-
nent analysis including the factor loading of each vari-
able relative to each component. At this stage, only the 
data of 60 intersections for the purpose of calibrating the 
discriminant model were used. It was seen that ten prin-
cipal components with Eigenvalues greater than 1 could 
be identiﬁed. They could explain 73.54% of the total vari-
ance of those 28 variables included for the analysis. In 
addition, 9 variables were identiﬁed with factor loading 
greater than 0.5 as major components of the 7 factors. 
However, no variable was speciﬁcally correlated with the 
ﬁrst and second factors which suggested they were the 
general representation of all the variables.
It was also learned from the principal component 
analysis that the road class (RC), pavement condition (PC), 
pavement deﬁciency (PD), obstruction (O), intersection 
type (IT), signal installation (NSI), daily heavy vehicles 
(DHV) and daily container trucks (DCT) were important 
variables in relevant factors and maybe useful in identify-
ing crash-prone intersections.
4.2 Factor analysis
In order to conﬁrm the variables could be catego-
rized according to our pre-classiﬁcation and to reveal 
their relative importance in each group, factor analysis 
was executed. We employed the Varimax method of prin-
Fig. 4 Detailed illustrations of Chung-Chan and 
Chung-Sung intersection
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cipal components analysis to execute the factor analysis. 
It revealed that the 28 variables could be represented by 
four factors each having an Eigenvalue greater than 1 with 
only 14 variables left. The explained variance of each fac-
tor decreased from 23.98% to 8.97%, and the total ex-
plained variance could reach as high as 67.10% (Table 3). 
Table 4 indicates classiﬁcation of the 14 remaining vari-
ables and naming of the four factors. For the ﬁrst factor, 
road type (RY), signal category (SC), class of channel-
ization (CC), and total fast and slow lane (F&SL) repre-
Table 2  Principal component analysis
Variables Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 Factor 7 Factor 8 Factor 9 Factor 10
W 0.0039 -0.0393 0.0256 0.6688 0.0276 -0.0781 -0.0645 0.0822 -0.1031 -0.0297
L -0.0309 0.0031 -0.0769 0.1827 -0.1802 0.0516 0.0689 0.0230 0.4571 -0.2600
RC -0.0206 -0.0106 0.0088 -0.0107 0.0513 -0.0099 0.0659 -0.1291 0.1617 -0.8782
SL 0.0311 -0.0361 0.1266 0.0220 0.4226 0.0382 0.2363 -0.2526 0.0804 -0.0617
RY -0.2363 0.2283 0.1992 0.0376 -0.0775 -0.0400 0.2096 -0.0760 -0.0479 -0.0017
PC -0.0051 -0.0620 0.0257 0.6541 0.0268 -0.1043 -0.0638 0.1034 -0.1134 -0.0138
PD -0.0240 -0.0054 0.0122 0.0865 0.0012 -0.0361 0.0871 0.0246 0.5187 0.1651
O 0.0318 0.0072 -0.0115 0.0469 -0.3262 -0.1888 -0.1515 -0.5504 0.0408 0.0943
SD 0.0036 0.0080 -0.0233 0.0755 -0.1710 -0.1280 -0.3712 -0.4652 0.2656 0.1199
SC -0.3696 0.2865 0.0727 0.0345 0.0922 0.0477 -0.0325 -0.0521 -0.0661 0.0099
SF -0.3672 0.3003 0.0956 0.0252 0.0702 0.0367 -0.0284 -0.0376 -0.0296 0.0050
CC 0.3312 -0.2916 -0.0996 0.0059 0.0558 -0.0106 0.1009 -0.0396 -0.0074 0.0168
FL 0.3314 -0.2966 -0.0533 -0.0050 0.0378 0.0012 0.0370 -0.0205 -0.0387 -0.0056
F&SL 0.0739 -0.0397 0.1851 0.0902 0.0503 0.3478 0.2611 -0.3834 -0.0849 0.0845
RD -0.0553 0.0000 -0.0208 -0.1982 -0.0927 -0.1746 -0.0816 0.1677 0.2609 0.0126
IT -0.1363 -0.1694 0.0161 0.0138 -0.5435 0.2855 0.0623 0.1663 -0.0630 -0.0681
TL -0.2595 -0.3481 0.1517 -0.0172 0.0555 0.2069 -0.0807 0.0413 0.0806 0.0350
TLT -0.1710 -0.2087 0.0667 -0.0754 -0.1252 -0.3223 0.1500 -0.1272 -0.3454 -0.0625
TRT -0.1421 -0.2565 0.2389 -0.0321 -0.2091 -0.1317 0.2927 -0.0595 -0.0467 -0.0339
NSL -0.1537 -0.0443 -0.3179 0.0392 0.2855 0.1082 0.2029 -0.0391 0.0776 0.0910
NSI 0.0290 0.0396 -0.1482 -0.0079 -0.1684 0.5165 -0.3091 -0.0832 -0.2529 -0.1540
NRW -0.0020 -0.0382 0.2278 0.0968 -0.1919 0.2385 0.3206 0.0819 0.2797 0.2172
LT -0.2011 -0.2508 0.1129 -0.0530 0.0010 -0.3847 -0.0666 0.1052 -0.0451 -0.0426
RT -0.2375 -0.2279 -0.1641 0.0034 0.1974 0.0568 -0.3343 0.0653 0.1505 0.0516
DHV 0.1338 -0.0258 0.5395 -0.0460 0.1097 0.0607 -0.2575 0.0587 0.0259 -0.0448
DLV -0.2182 -0.2939 0.0168 -0.0075 0.2130 0.1092 -0.0470 -0.3117 -0.0145 0.0211
DM -0.3070 -0.3578 -0.0484 -0.0179 0.0199 0.1333 -0.1012 0.0717 0.0247 0.0207
DCT 0.1559 -0.0019 0.5303 -0.0363 0.1132 0.0555 -0.2708 0.0959 0.0540 -0.0256
Table 3 Group results of factor analysis
Values
Eigenvalues
Extraction: Principal components
Eigenvalue %Total 
variance
Cumulative 
Eigenvalue
Cumulative 
%
1 3.356772 23.97695 3.356772 23.97695
2 3.081096 22.00783 6.437868 45.98477
3 1.701029 12.15021 8.138897 58.13498
4 1.255727  8.96948 9.394626 67.10446
Table 4 Loadings of factor analysis
Variables
Factor Loadings (Unrotated) 
Extraction: Principal components
Factor 1 Factor 2 Factor 3 Factor 4
RY 0.791977 0.386947 0.279459 -0.034338
SC 0.724768 0.344185 0.324457 0.083840
CC -0.826007 -0.282530 -0.040329 0.090678
F&SL -0.635710 -0.291738 -0.386683 -0.061287
TLT -0.042029 0.474891 -0.574131 0.265057
TRT 0.140298 0.429069 -0.561367 -0.225255
NSL 0.081284 0.242016 -0.360976 -0.661045
NSI 0.389698 0.380928 -0.459093 0.203163
NRW -0.027042 0.022518 0.260991 -0.697570
LT -0.442781 0.721187 0.280148 0.021639
RT -0.639412 0.498973 0.351631 -0.008926
DM -0.076556 0.724054 -0.182784 0.149665
DLV -0.447534 0.729726 0.081768 -0.242735
DCT -0.355160 0.456424 0.265216 0.260420
Expl.Variance 3.356772 3.081096 1.701029 1.255727
% of Total Expl.V. 0.239769 0.220078 0.121502 0.089695
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sented geometry and control devices. Left turn trafﬁc 
(LT), right turn trafﬁc (RT), daily motorcycles (DM), 
daily light vehicles (DLV) and daily container trucks 
(DCT) represented the exposure data which is the major 
content of factor 2. The variables of total left-turn lanes 
(TLT), total right-turn lanes (TRT), and the number of 
signal installations (NSI) represented intersection layout 
and its major control device which is the major content of 
factor 3. Factor 4 included the number of speed limit 
signs (NSL) and the number of other regulatory and warn-
ing signs (NRW) which represent signing of the trafﬁc 
control devices. Therefore, factor 1 to 4 can be named as 
“Intersection Geometry, Trafﬁc Exposure, Intersection 
Layout and Signal Control, and Sign Control.” It was 
known from the factor analysis that the 4 factors were 
similar to the categories of the data source, except that the 
data from ATMS could be further added to factor 1 such 
as total fast and slow lane (F&SL), and used to generate 
factor three and four. The details of the intersection lay-
out and trafﬁc control devices showed their importance 
through factor analysis which was seldom mentioned in 
most safety analyses. Nevertheless, factor one, three and 
four were all related to the intersection geometry, layout 
and trafﬁc control. Therefore, the classiﬁcation of input 
data into two to four categories was appropriate.
5. DISCRIMINANT ANALYSIS
After the principal component analysis and factor 
analysis of the collected data, this section discusses the 
application of discriminant analysis to calibrate the dis-
criminant function to differentiate an intersection into 
either a high crash intersection or an average intersection. 
Both the correct (hit) rate and Spearman’s ρ ranking test 
were used to appraise the goodness of the model and val-
idate the hypotheses of this study. The stepwise method 
is used to avoid multicolinearity of the variables.
5.1 Modeling
Including exposure data
Taking the ﬁrst group of 60 intersections to execute 
discriminant analysis, the overall correct rate was 78.33%, 
with 72.22% correct rate for High Crash Intersections 
(HCI) and an 80.95% for average intersections. The dis-
criminant function is as follows:
Y= -1.1598(RY)+1.8717(SC)-0.1043(CC)-0.1791(F&SL)+
0.9607(TLT)+0.3799(TRT)-0.0249(NSL)+0.1178(NSI)
+1.1518(NRW)-0.0001(LT)-8.2114(RT)+0.00003(DM)
+0.0001(DLV)-0.0002(DCT)-4.0509 
If Y>0, an intersection is judged as a high crash in-
tersection, otherwise it is an average intersection.
After calibration of the discriminant function, the 
Spearman’s ρ ranking test is used to check the consis-
tency between the sequence of crash numbers versus the 
sequence of Y of the 60 intersections. A 0.578 correlation 
coefﬁcient was obtained with a 0.477 Spearman’s corre-
lation coefﬁcient.
Excluding exposure data
By removing the exposure data and redoing the dis-
criminant analysis, an overall correct rate of 76.67% was 
obtained, with 78.57% correct rate for high crash inter-
sections and 72.22% for average intersections. The dis-
criminant function is as follows:
Y= -1.2747(RY)+1.7506(SC)-0.1105(CC)-0.4484(F&SL)+
0.9555(TLT)+0.5004(TRT)+0.1935(NSL)+0.1568(NSI)
+1.1680(NRW)-1.4362
The Spearman’s ρ ranking test was executed again. 
A 0.484 correlation coefﬁcient was obtained with a 0.473 
Spearman’s correlation coefﬁcient.
5.2 Validation
Including exposure data
By bringing the second group of 59 intersections 
into the calibrated discriminant function; the overall cor-
rect rate was 67.70%, with an 83.33% correct rate for high 
crash intersections and a 60.98% for average intersec-
tions.
The Spearman’s ρ ranking test showed a 0.391 cor-
relation coefﬁcient with a 0.537 Spearman’s correlation 
coefﬁcient.
Excluding exposure data
By bringing the second group of 59 intersections 
into the calibrated discriminant function; the overall cor-
rect rate was 66.10%; with an 88.89% correct rate for high 
crash intersections and a 56.10% for average intersec-
tions.
The Spearman’s ρ ranking test showed a 0.289 cor-
relation coefﬁcient with a 0.493 Spearman’s correlation 
coefﬁcient.
5.3 Reverse test data
Reverse the original second group validation data 
as calibration data, and the original ﬁrst group calibration 
data for validation. The principal component analysis was 
ﬁrst executed which also rendered 10 components explain-
ing 70.74% of the variance for those 28 variables, which 
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was a little bit lower than the original 73.54% of the ex-
plained variance.
Remodeling including exposure data
Taking the second group of 59 intersections and ex-
ecuting discriminant analysis, the overall correct rate was 
72.88%, with a 66.67% correct rate for high crash inter-
sections and a 75.61% for average intersections. The dis-
criminant function is as follows:
Y= -0.3919(RY)-0.1882(CC)+0.4184(FL)-0.1129(F&SL)+
4.38576(TL)+1.4653(LT)-0.83932(RT)+1.5777(DLV)+
1.3525(DM)+0.3197(DCT)-5.823
The Spearman’s ρ ranking test showed a 0.702 cor-
relation coefﬁcient with a 0.467 Spearman’s correlation 
coefﬁcient.
Remodeling excluding exposure data
By removing the exposure data, then redoing the 
discriminant analysis, the overall correct rate was 76.27%, 
with a 77.78% correct rate for high crash intersections 
and a 75.61% for average intersections. The discriminant 
function is as follows:
Y= -0.52172(RY)-0.19862(CC)+0.353942(FL)-
0.0197(F&SL)+6.7098(TL)-5.2591
The Spearman’s ρ ranking test showed a 0.647 cor-
relation coefﬁcient and a 0.470 Spearman’s correlation 
coefﬁcient.
Validation of remodeling including exposure data
Bringing the ﬁrst group of 60 intersections into the 
discriminant function, the overall correct rate was 70.00%, 
with a 66.67% correct rate for high crash intersections and 
a 71.43% for average intersections.
The Spearman’s ρ ranking test showed a 0.4137 
correlation coefﬁcient with a 0.284 Spearman’s correla-
tion coefﬁcient.
Validation of remodeling excluding exposure data
By bringing the ﬁrst group of 60 intersections into 
the discriminant function, the overall correct rate was 
68.33%, with a 61.11% correct rate for high crash intersec-
tions and a 71.43% for average intersections.
The Spearman’s ρ ranking test showed a 0.386 cor-
relation coefﬁcient and a 0.258 Spearman’s correlation 
coefﬁcient.
5.4 Modeling only with exposure data
After the aforementioned model calibration and 
validation, this research took a further step to test what the 
model would be if only exposure data were taken into 
account even though the factor 2 of factor analysis only 
explained 22.0% of the variance (Table 3). Taking the ﬁrst 
group of 60 intersections to execute the discriminant anal-
ysis, the overall correct rate was 66.67%, with a 72.22% 
correct rate for high crash intersections and a 64.29% for 
average intersections. The discriminant function is as fol-
lows:
Y= -0.000095(LT)-0.000069(RT)+0.000035(DM)+0.00011
(DLV)-0.000072(DCT)-2.197
The Spearman’s ρ ranking test was used to check 
the consistency between crash numbers versus Y of the 
60 intersections. A 0.678 correlation coefﬁcient was ob-
tained with a 0.463 Spearman’s correlation coefﬁcient.
By bringing the second group of 59 intersections 
into the discriminant function to validate the model, the 
overall correct rate was 72.88%, with a 61.11% correct 
rate for high crash intersections and a 78.05% for average 
intersections.
The Spearman’s ρ ranking test showed a 0.536 cor-
relation coefﬁcient with a 0.392 Spearman’s correlation 
coefﬁcient.
Remodeling with reverse data set
In reverse, by taking the second group of 59 inter-
sections to calibrate the discriminant function, the overall 
correct rate was 67.79%, with a 61.11% correct rate for 
high crash intersections and a 70.73% for average inter-
sections. The discriminant function is as follows:
Y= 0.39628(LT)-0.97149(RT)+1.60121(DLV)+0.584527 
(DM)+0.297235(DCT)-2.8921
The Spearman’s ρ ranking test was executed. A 
0.613 correlation coefﬁcient was obtained with a 0.373 
Spearman’s correlation coefﬁcient.
Taking the ﬁrst group of 60 intersections to validate 
the discriminant function, the overall correct rate was 
71.67%, with a 72.22% correct rate for high crash inter-
sections and a 71.43% for average intersections.
A 0.153 correlation coefﬁcient was obtained with a 
0.134 Spearman’s correlation coefﬁcient from the Spear-
man’s ρ ranking test.
The assembled results of the modeling and valida-
tion are summarized in Table 5.
Signs of variables
After model calibration, it was also important to 
check the consistency of the signs of variables in the dis-
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Table 5 Summary of discriminant analysis
Overall Correct Rate HCI Correct Rate Average Correct Rate
Spearman’s 
correlation coefﬁcient
1. Including Exposure Data
Calibration(60) 78.33% 72.22% 80.95% 0.477
Validation(59) 67.70% 83.33% 60.98% 0.537
2. Excluding Exposure Data
Calibration(60) 76.67% 78.57% 72.22% 0.473
Validation(59) 66.10% 88.89% 56.10% 0.493
3. Remodeling Including Exposure Data
Calibration(59) 72.88% 66.67% 75.61% 0.467
Validation(60) 70.00% 66.67% 71.43% 0.284
4. Remodeling Excluding Exposure Data
Calibration(59) 76.27% 77.78% 75.61% 0.470
Validation(60) 68.33% 61.11% 71.43% 0.258
5. Modeling Only With Exposure Data
Calibration(60) 66.67% 72.22% 64.29% 0.463
Validation(59) 72.88% 61.11% 78.05% 0.392
6. Remodeling Only With Exposure Data
Calibration(59) 67.79% 61.11% 70.73% 0.373
Validation(60) 71.67% 72.22% 71.43% 0.134
Table 6  Sign of variable in discriminant functions
The following signs of variables are presented in model sequence with exposure data (60/59) intersections, then without 
exposure data (60/59) intersections, and ﬁnally only with exposure data (60/59) intersections.
Variable Variable Sign Implication
RY (–/–), (–/–), (NA/NA) Multi leg intersection has fewer crashes.
SC (+/NA), (+/NA), ( NA/NA) The more complete signal control tends to cause more crashes.
CC (–/–), (–/–), (NA/NA) Channelization helps reduce crashes.
FL (NA/+), (NA/+), (NA/NA) The more the fast lanes the more the crashes.
F&SL (–/–), (–/–), (NA/NA) The more the sum of fast and slow lanes the fewer the crashes.
TL (NA/+), (NA/+), (NA/NA) The more the total lanes the more the crashes.
TLT (+/NA), (+/NA), (NA/NA) The more the left-turn lanes the more the crashes.
TRT (+/NA), (+/NA), (NA/NA) The more the right-turn lanes the more the crashes.
NSL (–/NA), (+/NA), (NA/NA) Lack of consistency in speed limit signs.
NSI (+/NA), (+/NA),  (NA/NA) The more signal installations the more crashes.
NRW (+/NA), (+/NA), (NA/NA) The more signs the more crashes.
LT (–/+), (NA/NA), (–/+) Lack of consistency in left-turn trafﬁc.
RT (–/–), (NA/NA), (–/–) The more right-turn trafﬁc the fewer the crashes.
DM (+/+), (NA/NA), (+/+) The more daily motorcycles the more the crashes.
DLV (+/+), (NA/NA), (+/+) The more daily light vehicles the more the crashes.
DCT (–/+), (NA/NA), (–/+) Lack of consistency in daily container truck.
Note: 60/59 implies the data set used to calibrate the model. “NA” indicates “not applicable”, which indicates either the variable is not included in the 
calibrated model or intentionally excluded from the calibration process.
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criminant functions. They are summarized in Table 6.
From the summary of the above table, it is ﬁrst re-
vealed that FL (total fast lane), TL (total lane including 
curb lane for parking) were not kept after factor analysis 
of the original calibrated data (Table 4) but they were sig-
niﬁcant in model calibration using the validation data. All 
those variables from factor analysis played certain roles 
in the ﬁnal models. Second, different data sets are very 
likely to produce different research results. Even through 
the data sets are systematically separated into two from 
the selected 119 intersection, 36 high crash intersections 
and 83 average crash intersections, some differences can 
still be noticed from the correct rate, Spearman’s ρ rank-
ing test, and sign of variables. It indicates each crash has 
its uniqueness which causes a variation of crashes as well 
the difﬁculty in modeling. 
In addition, the variation from the model calibra-
tion indicates that the importance of model validation by 
different data sets and the knowledge to interpret is im-
portant in making a reliable conclusion. 
From the positive or negative sign of variables, some 
understanding can be extracted. At ﬁrst glance, the more 
legs of an intersection (RY), the fewer the crashes. It seems 
that the complexity of an intersection is negatively corre-
lated with crashes. However, other more detailed informa-
tion such as signal categories (SC), total lanes (TL), total 
left-turn and right-turn lanes (TLT, TRT), indicates that 
the more complex an intersection, the more crashes it will 
cause. This indicates the importance that more detailed 
data are crucial to achieve a better explanatory model 
which is the value of ATMS providing trafﬁc control de-
vice data. In addition, the lanes, left (right) turn lanes, 
signal numbers, sign numbers are more important than 
the macro road type itself to cause a high-crash intersec-
tion. A correlation analysis also suggests that those vari-
ables have a correlation coefﬁcient of above 0.40. Thus they 
are not fully correlated but some degree of co-linearity 
does exist and is difﬁcult to eliminate even with stepwise 
discriminant analysis. The geometric factors should be 
used to reﬂect the complexity of an intersection, and they 
can only be obtained through ﬁeld survey or through the 
databases of ATMS. 
In addition, daily motorcycle trafﬁc (DM) and daily 
light vehicle trafﬁc (DLV) would affect an intersection to 
be recognized as a high-crash intersection. Right-turn traf-
ﬁc (RT) is considered to have a negative impact, but the 
number of right-turn lanes (TRT) is calibrated to have a 
positive impact. As for left-turn trafﬁc (LT) and daily 
container trucks (DCT), they do not appear to have a con-
sistent positive or negative impact.
Implication of the discriminant analysis
From the results of the discriminant analysis, it 
revealed that the overall correct rates range from 
67.70% ~ 78.33%, 66.10% ~ 76.67%, 66.67% ~ 72.88% 
for models including exposure data, excluding exposure 
data, and only with exposure data, respectively. The dif-
ference, therefore, appears insigniﬁcant. However, the 
correct rates for models only with exposure data tend to 
be less accurate than other models. For the high crash in-
tersections, the correct rates range from 66.67% ~ 83.33%, 
61.11% ~ 88.89%, 61.11% ~ 72.22%, respectively. The 
models only with exposure data also tended to be less 
accurate than other models. For the average intersec-
tions, the correct rates range from 60.98% ~ 80.95%, 
56.10% ~ 76.51%, 64.29% ~ 78.05%, respectively. The 
models without exposure data tended to be less accurate 
than other models. However, factor analysis indicates 
that the factor 2 of exposure data explains only 20.0% of 
the total variance but it could achieve a correct above 
56.10%. This suggests trafﬁc itself is indeed an important 
factor to cause vehicle crashes. 
As for the Spearman’s ρ ranking test, only the vali-
dation data for the 59 intersections for models calibrated 
with exposure data had a higher than 0.5 coefﬁcient. This 
indicated that the discriminant function can not produce 
a series of results (scores of Y) relatively consistent to the 
crash number of intersections. It also implied that cali-
brating a model to predict the crash numbers for a set of 
intersections is relatively difﬁcult for obtaining a satis-
factory result.
It is also worth noting that the addition of a control 
device or arrangement of approach layout follows a dis-
crete form, which is different from the growth of trafﬁc. 
As Sullivan (2004) 30 indicated in his research that infor-
mation overload will cause anxiety to librarians in their 
work. Kurschner, et al. (2006) 31, also indicated that to take 
more information, one will ignore the relatively more de-
tailed information. This might help answer how the com-
plexity of an intersection which is often overloaded with 
trafﬁc control information is correlated with a high crash 
intersection. A complicated intersection gives drivers pres-
sure and anxiety of comprehending how to cope with it.  To 
obey various control devices also demands a lot of atten-
tion from drivers, which in turn creates a situation of in-
formation overload. Thus an improvement of an intersection 
is often offset by those complicated control mechanisms.
This research suggests the more complex an inter-
section is, the higher the possibility it will turn into a 
high-crash intersection. This implies that the higher the 
trafﬁc demand of an intersection, the more the intersec-
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tion is likely to be widened, and the more the installation 
of control devices will occur. Thereafter, more crashes 
will occur at that intersection. This is a certainty from the 
viewpoint of the crash-rate with consideration to exposure 
data. This again induces more trafﬁc as the intersection 
improvement is based on the deﬁciency between demand 
and supply. Therefore the increase of vehicle trafﬁc de-
mand in a city causes an endless loop between the increase 
of vehicle crashes and the proposed improvement of in-
tersections.
Another interesting concern is the container truck 
trafﬁc (DCT) in Kaohsiung. Kaohsiung port ranks as the 
sixth busiest port in the world, and had been the second 
busiest in the 1990s. The heavy container truck trafﬁc has 
a bad reputation in Kaohsiung, for it causes a lot of crash-
es. However the discriminant analysis shows that the 
counter-measure truck does not have a consistent impact 
on the creation of high-crash intersections. This might be 
an indication that the city has put in a lot of effort to coun-
tenance the negative impact of container truck trafﬁc. 
Since this research does not take the accident severity 
into account, as no consensus of fatality or injury weight 
has been reached in Taiwan, it is not known if the impact 
of container trucks will be consistent.
6. CONCLUSION AND RECOMMENDATION
From the motivated hypotheses and the analysis of 
intersections related to the crash records of Kaohsiung, 
this research reached the following conclusions and pro-
poses some recommendations.
6.1 Conclusions
 1. Discriminant analysis is able to differentiate the 119 
intersections of Kaohsiung into two groups with a cor-
rect rate of 66.10 ~ 78.33% which implies 2/3 ~ 3/4 
are able to be correctly identiﬁed;
 2. The correct rates of models including exposure data or 
excluding exposure data fall into the same range, 
which implies that the exposure data are redundant 
and can be removed. However, this is under the condi-
tion that some variables are coded though the applica-
tion of ATMS to depict the details of the intersection;
 3. Modeling only with exposure data achieves correct 
rates slightly lower than the overall models or models 
without exposure data. Prediction of high crash-prone 
intersections can be conducted without exposure 
data, or only with exposure data. The example of this 
research suggests that if ATMS can be used to pro-
vide detailed data of intersection geometry and traf-
ﬁc control devices, costs to collect exposure data can 
be eliminated or signiﬁcantly reduced;
 4. Complexity is not appropriate to counteract with safe-
ty deﬁciency. A way to handle high travel demand and 
keep the intersection simple is contradictory to each 
other. In the long term, trafﬁc engineers should think 
of other non-engineering methods to resolve safety 
problems; 
 5. Since roadway geometry is relatively less changed 
than trafﬁc control devices or lane reassignment of an 
approach, to improve an identiﬁed high-crash inter-
section, it is recommended from Table 6 that it is bet-
ter to improve the approach layout than to increase 
the complexity or number of trafﬁc control devices.
6.2 Recommendation
 1. It is not known how the model might change if crash 
severity is taken into account. In addition, Kaohsiung 
is the background of this study; further studies could 
calibrate the relevant data by taking severity into ac-
count and using other background data to cross-ex-
amine the conclusion of this research.
 2. To focus on the intended hypotheses with sufﬁcient 
intersections for modeling and validation, this re-
search did not classify the intersections by their daily 
volumes. Further research could take this into ac-
count and cross-examine if the application of ATMS 
data could also be used for rural intersections or 
roadway sections.
 3. Data of trafﬁc control devices can be obtained through 
ATMS, while the intersection layout can be obtained 
through aerial photos, or satellite images. When sat-
ellite images, such as those from Google Earth32, can 
provide better resolution, roadway geometry and lay-
out can then be acquired. Many cities without ATMS 
will be able to predict its crash-prone intersections if 
sufﬁcient follow-up research can cross-examine the 
conclusion of this research. The advantages versus 
disadvantages of using those kinds of data sources 
can be further investigated.
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