The problem of one-dimensional randomly forced Burgers turbulence is considered in terms of (1+1) directed polymers. In the limit of strong turbulence (which corresponds to the zero temperature limit for the directed polymer system) using the replica technique a general explicit expression for the joint distribution function of two velocities separated by a finite distance is derived. In particular, it is shown that at length scales much smaller than the injection length of the Burgers random force the moments of the velocity increment exhibit typical strong intermittency behavior.
The problem of one-dimensional randomly forced Burgers turbulence is considered in terms of (1+1) directed polymers. In the limit of strong turbulence (which corresponds to the zero temperature limit for the directed polymer system) using the replica technique a general explicit expression for the joint distribution function of two velocities separated by a finite distance is derived. In particular, it is shown that at length scales much smaller than the injection length of the Burgers random force the moments of the velocity increment exhibit typical strong intermittency behavior. 
I. INTRODUCTION
In the problem of one-dimensional randomly forced Burgers turbulence one studies the statistical properties a velocity field v(x, t) governed by the Burgers equation [1] ∂ t v(x, t) + v(x, t)∂ x v(x, t) = ν∂ 2 x v(x, t) + f (x, t)
where the parameter ν is the viscosity and f (x, t) is the Gaussian distributed random force which is δ-correlated in time and which is characterized by finite correlation length R in space: f (x, t)f (x ′ , t ′ ) = uδ(t − t ′ )F [(x − x ′ )/R]. Here F (x) is a smooth function decaying to zero fast enough at large arguments and the parameter u is the injected energy density. This problem is the subject of active investigations for more that six decades (see e.g. [2] [3] [4] and references there in).
In the framework of the celebrated Kolmogorov theory [5] one obtains the probability density function (PDF) of the velocity increment w = v(x 0 + x, t) − v(x 0 , t), such that at distances much smaller than the length scale R of the random stirring force f , one finds simple scaling for the moments w q ∼ x ζ(q) with ζ(q) = n/3 (in particular one can prove that ζ(3) = 1). This prediction is based on the assumption that the statistical properties of the velocity field is locally homogeneous, so that the corresponding PDF of w depends only on r and the average rate of the energy dissipation. However, extensive studies during last decades convincingly demonstrate that in fact the exponent ζ(q) significantly deviates from the Kolmogorov's law q/3. The physical reason for that is the so called intermittency phenomenon, namely, formation of local coherent structures that drives a strong deviation from the mean fluctuation level of the velocity field [6] [7] [8] [9] [10] [11] [12] [13] [14] In the present paper using formal equivalence of the above Burger's problem, eq.(1), with the model of onedimensional directed polymers in a random potential [3] (see below) we are going to derive en explicit expression for the joint PDF P (v, v ′ ) for two velocities separated by a distance x, as well as the corresponding PDF for the velocity increment w = v ′ − v. In particular, at distances much smaller than the scale of the stirring force, x ≪ R this allows to demonstrate the typical intermittency behavior of the exponent ζ(q) (see Fig.1 ) It is well known that the Burgers problem, eq.(1), is formally equivalent to the one of growing interfaces in a random environment described by the Kardar-Parisi-Zhang (KPZ) equation [15, 16] . Indeed, redefining
and f (x, t) = −∂ x V (x, t), and integrating once eq.(1), one gets the KPZ equation for the interface profile F (x, t),
where V (x, t) is a random potential. On the other hand, let us consider one-dimensional directed polymers system which is defined in terms of the Hamiltonian
where φ(τ ) is a scalar field defined within an interval 0 ≤ τ ≤ t and V (φ, τ ) is the Gaussian distributed random potential with a zero mean, V (φ, τ ) = 0, and the correlation function
Here the parameter u defines the strength of the disorder and U (φ) is the spatial correlation function characterized by the correlation length R. For simplicity we take
For a given realization of the random potential V [φ, τ ] the partition function of this system is defined as
where β is the inverse temperature, F (x, t) is the free energy and the integration is taken over all trajectories φ(τ ) with the boundary conditions at φ(τ = 0) = 0 and φ(τ = t) = x. One can easily show that the partition function Z(x, t) defined above satisfy the linear differential equation
Substituting here Z(x, t) = exp −βF (x, t) , one easily finds that the free energy function F (x, t) satisfy the KPZ equation (3) with the viscosity parameter ν = 1 2β . In other words, the original random force Burger's problem, eq.(1) is formally equivalent the directed polymer system, eqs.(4)- (7), such that the the viscosity parameter ν in the Burger's equation is proportional to the temperature in the directed polymer system, ν = 1 2 T , and the velocity v(x, t) in the Burger's equation is the negative spatial derivative of the free energy F (x, t) of the directed polymers system.
The standard dimensionless parameter which characterizes the level of turbulence of the velocity field in the Burgers problem is called the Reynolds number Re, and it is defined as the ratio of typical values of the inertial forces to viscous forces. In the present notations it can be defined as Re = v 0 R/ν, where v 0 is the typical flow velocity at the characteristic linear dimension which in the present case is the injection scale of the random force R. Using dimensional arguments one easily finds that
Indeed, according to eq. (2) Combining all that together one finds eq. (9) . Therefore, in terms of the directed polymers notations the Reynolds number of the Burgers turbulence problem reads
It is evident that an increasing Reynolds number indicates an increasing turbulence of flow and the limit of strongly developed turbulence corresponds to Re → ∞. Thus the strong turbulence Burgers regime corresponds to the zerotemperature limit in the directed polymers system and it is this limit which will be studied in the present paper. As the velocity in the Burgers problem is given by the spatial derivative of the free energy of the directed polymer system, it can be expressed in terms of the difference of two free energies:
In other words, one-point velocity statistics is defined by the joint statistics of of two free energies. Correspondingly, if we are going to study the joint statistical properties of two spatially separated velocities, in terms of the free energies of the directed polymers we have to study the four-point spatial object. In Section II we describe the general ideas and the main lines of the replica approach which will be used in the further derivations of the probability distribution functions. In section III we describe the main points of the zerotemperature limit approach for the directed polymers with finite correlation length of the random potential, eqs. (5)- (6) (for details see [17] ). The zero temperature limit of the joint probability distribution function of free energies defined at four spatial points is derived in Section IV. The explicit expression for the corresponding joint probability density function of two velocities v and v ′ separated by a distance x is derived in Section V, eqs.(111)-(113). In Section VI it will be shown that the PDF for the velocity increment w = v − v ′ has the following form:
where θ(z) is the Heaviside step function, v 0 ∝ u/R 2 1/3 (see eq. (9)),
and
Here ζ 0 ∼ 1 is a number (see Section III) and
The above formulas, eqs. (12)- (15) constitute the central result of the present research. The distribution function P x (w) has rather specific structure (see Section VI, Fig.4 ). According to eq.(12) for a given distance x the values of the velocity increment w are bounded from above: w ≤ x R v 0 , where v 0 ∝ u/R 2 1/3 is the typical flow velocity at the injection scale R of the random force of the strength u. Moreover, at w = x R v 0 the distribution function exhibits the δ-function singularity which means that at a given distance x the difference of two velocities w = v − v ′ has a finite probability p 0 , eq.(13), to be equal to x R v 0 . The above result allows to study the behavior of the moments of the velocity increment w q at distances x ≪ R.
Introducing the reduced distance parameter r = ζ (14) we get:
Then, for even moments of the reduced velocity increment we obtain:
where C(n) = 2 2n+1 Γ(1 + n). The above result can be analytically continued for arbitrary real values q of the parameter 2n → q. Then, introducing the exponent ζ(q) as ω q ≃ r ζ(q) , according to eq.(17) in the limit r ≪ 1 we recover the typical strong intermittency behavior (see Fig.1 ):
It should be stressed that the above results, eqs. (12) and (18) , are in remarkable agreement with the ones obtained for the same system many years ago in [3] in the framework of the Gaussian variation method (which formally should be valid only at high dimensions).
II. REPLICA FORMALISM
In this section we are going to describe the general scheme of calculations of the statistical properties of the Burgers velocity field v(x, t), eq.(1), in terms of the standard replica approach used for the directed polymers model, eqs.(4)- (7) . Using the relation between v(x, t) and the free energy F (x, t) of the corresponding directed polymer model, eq.(11), for finite value of the parameter ǫ (which should be taken to zero in the final result) we have
Taking the integer power N of both sides of the above relation and averaging over the disorder (which in what follows will be denoted by the overline, (...)) we gets
where P x,ǫ,t (v) is the PDF of the velocity v. Formally, the above relation can be represented as follows,
where
is the two-point replica partition function. General scheme of calculations of the velocity PDF defined by the relation (21) consists of several steps. First, for a given (finite) ǫ and integers M and N , such that M > N , one has to compute the replica partition function Z(M, N, x, ǫ, t) as an analytic function of the parameters M and N . Next, this function should be analytically continued for arbitrary complex values of M and N , and the limits M → 0 as well as t → ∞ have to be taken. Next, to take the limit ǫ → 0, one introduces the parameter s = βǫN which has to be kept finite (this implies that together with the limit ǫ → 0 one simultaneously takes the limit N → ∞). Thus, after performing these manipulations (provided all the above limits exist) the relation (21) turns into bilateral Laplace transform for the velocity PDF P * (v) = lim ǫ→0 lim t→∞ P x,ǫ,t (v) (which for finite values of x in the limit t → ∞ should be x-independent):
In this way the PDF P * (v) could be recovered by the inverse Laplace transform. Note that the above type of program has been already successfully implemented for the derivation of the Burgers two-point velocity PDF in the toy (Gaussian) Larking model of random directed polymers [18] .
In this paper we are going to derive joint PDF of two velocities v = v(x/2, t) and v ′ = v(−x/2, t) at two points separated by a finite distance x. In this case straightforward generalization of the above replica scheme would require computation of the four-point replica partition function:
Technically, direct recovery (using the inverse Laplace transformation) of the two-velocity PDF using the above relation turns out to be rather involved task which still remains to be done. On the other hand, the experience shows that sometimes to compute a complicated quantity, first one just has to compute a more general object. In the present case, instead of two velocities PDF let us consider the joint distribution function of three free energy differences. Namely, for a given four spatial points, −x/2, −x/2 + ǫ, x/2 − ǫ and x/2, let us define
In terms of the partition functions the above relations can be represented as follows:
As the further considerations will be done in the zero temperature limit (which correspond to the limit of large Reynolds number, eq. (10)), it turns out that the simplest way to derive the joint PDF P x,ǫ,t f 1 , f 2 , f 3 is to use the generating function approach. Namely, let us introduce the probability function
One can easily see that in the zero temperature limit this function can be represented in a form of the series:
Indeed, substituting here eq.(27) we gets
which coincides with the definition (28). Thus, according to eq.(29), in terms of the replica technique the probability function, eq.(28), can be represented as:
Further program of calculations is in the following. The above four-point replica partition function has to be calculated for an integer M > N 1 +N 2 +N 3 as an analytic function of the parameter M . Then this function has to be analytically continued for arbitrary real values of M and the limit M → 0 has to be taken. Finally, after computing the series in eq.(31) (in the limits t → ∞ and β → ∞) according to the definition (28) the corresponding PDF P x,ǫ f 1 , f 2 , f 3 can be obtained as
According to the representation (11) and the definitions (26) the velocities v ≡ v(x/2, t) and v ′ ≡ v(−x/2, t) are defined as
Thus, the corresponding joint PDF of these two velocities, P x (v, v ′ ) can be obtained as
The above general program of computations will be implemented in the further sections.
III. ZERO TEMPERATURE LIMIT
To compute the replica partition function, eq.(32), let us consider more general object:
Substituting here eqs. (7) and (4), and performing simple Gaussian averaging (using eq. (5)) we get
is the replica Hamiltonian with the attractive interaction potential U (φ) given in eq. (6) . One can easily show that the function Ψ x 1 , x 2 , ..., x M ; t is the wave function of one-dimensional quantum bosons which satisfy the imaginary time Schrödinger equation
with the initial conditions Ψ(x; 0) = M a=1 δ(x a ) (here we have introduced the vector notation x ≡ {x 1 , x 2 , ..., x M }).
The high temperature limit of the replica problem formulated above is well studied (for a review see e.g. [19] and references therein). It can be shown that in the limit β → 0 the interaction potential U (x), eq.(6), can be approximated by the δ-function, and in this case the generic solution of the Schrödinger equation can be represented in terms of the Bethe ansatz eigenfunctions [20] [21] [22] . However, at low temperatures, T uR 1/3 , the typical distance between particles (defined by the wave function Ψ(x)) becomes comparable with the size R of the interaction potential U (x) and its approximation by the δ-function is no longer valid. The zero temperature limit of the considered system has been studied in [17, 23] In the limit of low temperatures it is convenient to redefine the parameters of the system in the following way:
In the new notations the replica Hamiltonian (40) reads
Accordingly, instead of eq.(41) we get
wheret = t/τ * andx = x/R. Substituting here Ψ(x; t) = ψ(x) exp −Et we obtain the following equation for the eigenfunctions ψ(x) and the eigenvalues (energy) E:
which is controlled by the only parameterβ
We see that T * , eq.(43), is the crossover temperature which separates the high-temperatures, T ≫ T * , and the lowtemperatures, T ≪ T * , regimes. Note also that introduced above dimensionless inverse temperature parameterβ, eq.(49), coincides with the Reynolds number Re, eq.(10), so that the limit of large Reynolds number in the Burgers problem corresponds to the zero temperature limit in the considered directed polymers model. Recently it has been demonstrated [17] that in the limitβ → ∞ the eigenfunction ψ(x) acquires specific vector replica symmetry breaking (RSB) coordinate structure, namely, M its arguments {x 1 , ...,x M } split into K = M/m groups each consisting of m particles. In other words, to describe the coordinate structure of the eigenfunction ψ(x), instead of the particles coordinates {x a } (a = 1, ..., M ) one introduces the coordinates of the center of masses of the groups X α (α = 1, ..., K) and the deviations {ξ 
→ 0, while the typical distance between the groups remains finite. As these two spatial scales are well separated, the wave function ψ(x) factorizes into the product of two contributions: the "external" wave function which depends only on the coordinates {X α } of the center of masses of the groups, and the "internal" wave functions which depend only on the coordinates {ξ α i } of the particles inside the groups:
As the values ξ α i are small the interaction potential, eq.(46), between the particles inside groups can be approximated as
Thus, according to eq.(48), the corresponding equation for the "internal" eigenfunction ψ 0 ξ of any group reads
where ξ = {ξ 1 , ξ 2 , ..., ξ m }. One can easily show that this equation has the following exact (ground state) solution
where C is the normalization constant and
is the ground state energy. On the other hand, the "external" wave function ψ * X (with X = {X 1 , ..., X M/m }) is defined by the equation
In terms of the replica approach, the parameter m of the RSB ansatz described above is an integer such that 1 ≤ m ≤ M (so that M/m is also an integer). In the framework of the standard replica technique, after computing the corresponding partition function and its analytic continuation for arbitrary (non-integer) values of M and m, in the limit M → 0 the parameter m takes continuous (real) values at the interval 0 ≤ m ≤ 1. Its actual physical value m(β) is fixed by the condition of the maximum of the total (linear in time t → ∞) replica free energy. It can be shown [17] that in the limitβ → ∞ the value m(β) is defined by the relatioñ
where ζ 0 is a number of the order of one (such that m(β) → 0 asβ → ∞). The exact value of ζ 0 is yet to be computed, as it is defined by the exact solution of the "external" problem, eq.(56), which at present is not known. In terms of this RSB ansatz in the zero temperature limit the replica partition function of the considered system, eq.(32), factorizes into two parts:
where Z * is the "external" replica partition function:
where E 0 is given in eq.(55). Note that in the limitt → ∞ this partition function is getting independent of x and ǫ, as these parameters are not scaling witht. The above "external" partition function Z * defines the extensive int → ∞ part of the directed polymer free energy and fixes the value of the parameter m = m(β), eq.(57), and it is in this way that the parameters of the large-scale random potential influence the small-scale statistics defined by the "internal" partition function (see below) which also depends on the value of m(β). On the other hand, by definition,
and therefore, except for fixing the value of the replica parameter m(β), this part of the total partition function does not contribute to the probability function W x,ǫ f 1 , f 2 , f 3 , eqs.(34) and (31). This probability function is defined only by the "internal" (independent oft) partition function
where the explicit expression for ψ 0 ξ is given in eq. (54), and where we have to sum over all possible distributions of M particle coordinates {ξ 
Schematically the above replica structure of the partition function (62) is represented in Fig.2 . Accordingly, the factors ξ considerations yield:
where δ(p, q) is the Kronecker symbol and
Note that the last constraint in eq.(65) can be dropped out of the expression (66), as it is automatically fulfilled due to the previous three ones together with the condition (64).
Substituting the matrix (67) into eq.(66) we get
Using the standard integral representation of the Kronecker symbol,
(where contour of integration in the complex plane is the circle around zero) the partition function, eq.(68), can be represented as follows:
and (...) ξ denotes the Gaussian average over the variable ξ:
Now the expression for the replica partition function, eq.(71), can be analytically continued for arbitrary non-integer values of the parameter M . In particular, the factorial prefactor
Using the Gamma function relation,
for integer and positive values of N 1,2,3 this prefactor can be represented as follows,
so that in the limit M → 0 we get
On the other hand, for the last factor in the expression (71) we find
Substituting eqs (77) and (78) into eq.(71) and taking into account that for any nonzero integer N ,
The limit β → ∞ is somewhat tricky: on one hand, according to eq.(57) in the zero temperature limit m ∝ 1/β → 0 and on the other hand we have several exponential factors in the above expression which are formally divergent in this limit. To take the limit m ∝ 1/β → 0 the expression under the logarithm in eq. (81) can be represented as follows:
In the limit m → 0 we get (sf eqs. (76)- (77))
Substituting eqs. (84) and (82) into eq.(81) and expending the logarithm term after integrations over z 1 , z 2 and z 3 we obtain
Substituting here βm =βm/T * = ζ 0 /T * (see eqs. (57), (42) and (43)) and resolving the Kronecker symbols in the summations over N 1 , N 2 and N 3 we get
where the symbol θ(p − 1) (the "discrete step function") indicates that p ≥ 1. Note however, that according to eq.(87) the contributions with
are independent of the corresponding free energy parameter f i . On the other hand, the probability density function P x,ǫ (f 1 , f 2 , f 3 ) which we are aiming to derive is given by the derivatives of the above probability function W over all three variables f 1 , f 2 and f 3 (see eq. (33)). Therefore, as far as the PDF P x,ǫ (f 1 , f 2 , f 3 ) is concerned the restrictions imposed by the last three "discrete step function" in eq.(87) can be omitted.
The factor β
in the numerator of the last term in eq.(87) can be obtained by taking the
On the other hand,
Substituting this into eq.(87) and then, substituting the obtained expression into eq.(33) for the PDF P x,ǫ (f 1 , f 2 , f 3 ) we get
In the limit β → ∞ the summation the series over k α i in the above expression can be done using the their integral representation. Namely, let us consider the series of a general type
where Φ(z, z ′ ) is a "good" analytic function in the complex plane. One can easily see that the summation in eq.(90) can be changed by the integration in the complex plane:
where the integration goes over the contour C shown in Fig.3 , and it is assumed that the function Φ is such that its integration at infinity gives no contribution. Indeed, due to the sign alternating contributions of simple poles at integer z = 1, 2, ... eq.(91) reduces to eq.(90). Then, redefining z → z/β we gets 
and (see eq. (85))
Thus, after extracting the contributions with k
Taking into account that
we obtain
or
In this Section using the general result for the directed polymers three-point free energy distribution function, eqs. (98)-(100), we are going to derive two velocity probability density function P x (v, v ′ ) of the corresponding randomly forced Burgers problem. According to the discussion of Section II, eqs. (35)- (37),
where v and v ′ are two velocities at two spatial points separated by the distance x. Explicitly, the expression for the function P x,ǫ (f 1 , f 2 , f 3 ), eq.(98), reads
where we have introduced the notations Φ 
Here, according to eqs. (72), (63), (57) and (49),
and T * given in eq.(43). Using explicit expression for S(f 1 , f 2 , f 3 ), eq.(99), one finds
Substituting eqs. (102)- (108) into eq.(101) we get
Introducing the notation (sf eq. (9))
and changing the integration variables, f 2 → f 0 − xv 0 η, ξ → γ x ξ we eventually get the following result for the joint probability density function of two velocities at the distance x:
VI. PROBABILITY DISTRIBUTION FUNCTION OF THE VELOCITY DIFFERENCE
Using the joint distribution function P x (v, v ′ ) of two velocities v and v ′ at distance x derived above, eqs.(111)-(113), the probability density function of the velocity difference w = v ′ − v can be obtained as follows
Substituting here eqs.(111)-(113) we get
Changing the integration variables: v = − 
for the corresponding probability density function P r (ω) we obtain the following final result:
It is evident that this function is positively defined and it can be easily checked that for any value of r it is normalized:
We see that the distribution function P r (ω) has rather specific structure (see Fig.4 ). According to eq.(120) for a given is the typical flow velocity at the injection scale R of the random force of the strength u. Moreover, at ω = r (or at (v ′ − v) = x R v 0 ) the distribution function exhibits the δ-function singularity. Let us investigate the statistical properties of the velocity difference at small distances, x ≪ R, or r ≪ 1. In the limit of small values of the parameter r, the probability density function P r (ω), eqs.(120)-(122), takes much more simple form:
For even moments of the velocity difference ω 2n we find:
where C(n) = 2 2n+1 Γ(1 + n). Then, the analytic continuation of the above result for arbitrary real values of the parameter 2n → q, in the limit r ≪ 1 yields:
C(q/2) r , for q > 1 .
Finally, introducing the exponent ζ(q) according to the definition ω q = r ζ(q) we recover the typical strong intermittency behavior [3] (see Fig.1 
VII. CONCLUSIONS
In this paper we studied the statistical properties of of the velocity field v(x, t) in the one-dimensional randomly forced Burgers turbulence, eq.(1). This system is known to be equivalent to the model of directed polymers in a random potential, eqs.(4)- (7), such that the the viscosity parameter ν in the Burger's equation is proportional to the temperature in the directed polymer system, ν = 1 2 T , and the velocity v(x, t) in the Burger's equation is the negative spatial derivative of the free energy F (x, t) of the directed polymers. The parameter which characterizes the level of turbulence of the velocity field in the Burgers problem is the Reynolds number Re which in terms of the directed polymers notations is expressed as Re = 2 uR 1/3 /T where R and u are the correlation length and the strength of the random potential, eqs. (5)- (6) . Thus the strong turbulence regime where Re → ∞ corresponds to the zero-temperature limit in the directed polymers system. In this limit in terms of the replica technique a general expression for the joint distribution function of two velocities v(−x/2, t) and v(x/2, t) separated by a finite distance x has been derived, eqs.(111)-(113). Besides we have obtained an explicit expression for the probability density function for the corresponding velocity increment w = v(−x/2, t) − v(x/2, t), eqs.(120)-(122), which was shown to exhibit rather specific structure. Namely, for any given distance x the values of the velocity increment w are bounded from above: w ≤ x R v 0 , where v 0 ∝ u/R 2 1/3 is the typical flow velocity at the injection scale R of the random potential. Moreover, at w = x R v 0 the distribution function exhibits the δ-function singularity which means that at a given distance x the difference of two velocities w = v(−x/2, t) − v(x/2, t) has a finite probability to be equal to x R v 0 . Using this distribution function at length scales much smaller than the injection length of the random potential, x ≪ R we have computed the moments of the velocity increment ω q , eq.(126). Introducing the exponent ζ(q) according to the definition ω q ≃ r ζ(q) we have demonstrated that the function ζ(q) exhibits the behavior typical for strong intermittency phenomena, eq.(127), Fig.1 .
Finally a few remarks about the status of the obtained results. First of all, as the considerations has been performed in the framework of the heuristic replica method, the proposed derivation can be considered as rigorous. Moreover, at the moment it is also difficult to say whether the obtained results are exact or not: on one hand, no approximations have been used in the performed calculations, but on the other hand, the considered derivation is based on the unproved crucial assumption about the vector replica symmetry breaking structure of the N -particle bosonic wave function in the zero-temperature limit which, in particular, contains undefined numerical factor ζ 0 , eq.(57) ( [17] , Section III). All that means that further more systematic study of the considered problem. is required.
