ABSTRACT In this paper, we investigate the resource optimization problem for device-to-device (D2D) communications in the fifth-generation cellular networks, where multiple D2D links and cellular links share the same spectrum. A general framework is proposed to jointly optimize the energy efficiency (EE), spectral efficiency (SE), and queuing delay. Specifically, we formulate the problem as a stochastic optimization model aiming at maximizing the EE and SE concurrently under the network stability constraint, where subchannel allocation and power control are jointly optimized. Afterwards, with the help of Lyapunov techniques and weighted sum method, it is then transformed into a single-objective optimization problem, which is a mixedinteger and non-convex problem. Therefore, to solve this challenging subchannel allocation and power control problem with low computational complexity, we separate it into two levels of problems, and a twostage iterative algorithm is proposed, which only requires polynomial computational complexity. Through theoretical analysis and numerical results, the effectiveness, convergence, and optimality of the proposed algorithm are validated.
I. INTRODUCTION
With the rapid growth of smart devices and mobile Internet services, there is extraordinary increase of traffic demand for the next decade. To cope with this difficulty, device-todevice (D2D) communication is introduced as a promising technique for the future fifth generation (5G) networks, which enables direct communications between two user equipments without the help of the base station (BS) [1] , [2] . Because of short distance between two D2D users and additional reuse gain, the network energy efficiency (EE), spectral efficiency (SE), and end-to-end delay can be significantly improved via D2D communications. Most of existing studies concentrate on the spectrum sharing infrastructure, i.e., D2D communications underlaying cellular networks, while this infrastructure also brings challenges. As D2D users share the same spectrum with cellular users, mutual interference experienced by both cellular and D2D users can be severe [3] . Hence, interference-aware resource optimization is indispensable to achieve potential benefits of D2D communications [4] .
There have been extensive researches about spectrumefficient resource optimization of D2D networks [5] - [10] . Zhao et al. [5] , [6] formulate the subchannel allocation problem for D2D links as a two-sided matching game. Similarly, the work in [7] investigates the joint peer discovery, power control, and channel selection problem in vehicle-to-vehicle networks with the help of matching theory. In [8] , a twohop socially-aware resource allocation scheme is proposed to maximize the overall network utility for D2D communications in OFDMA networks. Li et al. [9] , [10] provide insights on the joint optimization of mode selection, admission control, partner assignment, and power allocation, aiming VOLUME 6, 2018 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ at maximizing the access rate and the network sum rate.
On the other hand, with the increasing energy consumption and environmental matters, significantly improving EE has been regarded as a crucial goal for 5G networks [11] . Jiang et al. [12] consider the joint optimization of resource allocation and power control to maximize the EE of all D2D links. Differently, the work in [13] focuses on the problem of maximizing the minimum weighted EE of D2D users under the minimum rate requirements of cellular users. In [14] , the resource and power allocation problem is studied based on non-cooperative game theory where each user equipment is self-interested and wants to maximize its own EE. Yang et al. [15] propose an energy and interference aware power control policy for ultra-dense D2D networks, and its performances in terms of EE and SE are demonstrated through numerical results. The work in [16] also investigates energy efficient power control in D2D communciations underlaying cellular networks, where both the total EE and individual EE optimization problems are considered. In addition to power control, Xu et al. [17] also consider the optimization of channel allocation to maximize the EE of all D2D links, while each channel can be occupied by only one D2D link.
Though EE is the primary performance metric for green communications, the EE and SE cannot reach their peaks simultaneously and are usually incompatible [18] , [19] . Hence, only optimizing EE or SE does not contribute to efficient resource utilization, and it has attracted more attention in 5G networks to concurrently maximize the two conflicting objectives, i.e., the SE and EE [20] , [21] . Although the relationship between the SE and EE in D2D communications has been investigated in [22] and [23] , the optimal power allocation is obtained to maximize only EE of each user, and the system SE cannot be guaranteed.
The aforementioned literatures [5] - [10] , [12] - [17] , [22] , [23] typically presume statical channel states and infinite queue length, while in practice the data arrival is in burst model and the transmission queues are generally finite. When the queue state information (QSI) is ignored, the arrived data may not be timely transmitted and the corresponding queue length accumulates unboundedly, resulting in intolerant queuing delay [24] . Under such circumstance, the queuing delay is more appropriate to depict users' quality of service rather than the minimum rate requirements. Xu [25] investigates how to improve the performance of D2D communications while satisfying the delay constraint, where closed-form expressions are derived for tradeoffs among system performances. In [26] , the resource allocation problem with bursty traffic arrival is formulated as an infinite horizon average reward constraint Markov decision process that aims at minimizing the average delay under the dropping probability constraint. In [27] , the average delay and average drop rate are minimized to find the optimal resource allocation and power allocation. However, EE and SE are totally or partly neglected in the aforementioned works. Differently, Cheng et al. [28] investigate the effect of delay-QoS requirement on the performance of D2D and cellular communications in underlaying wireless networks based on effective capacity, where both co-channel and orthogonal channel modes are taken into account. Recently, delay-aware EE-SE tradeoff is investigated in [29] , while at most one D2D pair is permitted to share the same subchannel with a cellular user in the considered model.
As far as we know, the metrics of the EE, SE and queuing delay have not been jointly investigated in D2D communications underlaying cellular networks where multiple D2D links are permitted to share the same subchannel. Hence, in this paper, we try to provide insights on maximizing the EE and SE while guaranteeing the network stability in D2D communications underlaying cellular networks, where subchannel allocation and power control are jointly optimized. It is worth noticing that this resource optimization problem is rather challenging due to the stochastic optimization model, the intrinsic integer property of subchannel allocation, and the exisiting mutual interference among D2D links sharing the same subchannel. To tackle this difficulty, a two-stage iterative subchannel allocation and power control algorithm is proposed on the basis of matching theory and successive convex programming. Specifically, the main contributions of this paper are listed as follows.
• Different from existing studies for D2D communications where the EE, SE, or queuing delay are partially considered, we propose a synthetic framework to jointly investigate the EE, SE and queuing delay in D2D networks. Here we consider an interference-aware model where multiple D2D pairs are permitted to coexist with the same cellular user. To characterize the queuing delay in addition to the EE and SE, the problem is formulated as a stochastic optimization model to optimize the system EE and SE simultaneously under the constraint of the network stability and the minimum signal to interference and noise ratio (SINR) requirements of all cellular links.
• We solve the formulated multi-objective optimization (MOO) problem based on Lyapunov techniques and weighted sum method, where two weighting parameters are introduced to reflect the relative importance among the EE, SE, and queuing delay. We further present the performance envelopes of the EE, SE and delay with the variation of two weighting parameters through simulation results.
• In contrast to recent studies where subchannel allocation or power optimization is considered individually, in this paper we focus on the joint optimization of subchannel allocation and power control. To tackle this mixed-integer and non-convex optimization problem, we propose a general and efficient two-stage iterative algorithm, named JOPCSA. Specifically, the master subchannel allocation problem is modeled as a two-sided matching game, and the lower-level power control of D2D links is solved via successive convex programming. Through a series of theoretical analysis, we prove that JOPCSA is guaranteed to converge within limited iterations and requires only polynomial complexity.
• Via numerical results, we demonstrate that the proposed JOPCSA converges fast and achieves near-optimal solutions in comparison with exhaustive search. We further analyze the effect from the maximum number of D2D links at each subchannel, i.e., the quota, on the SE, EE, and queuing delay, and find that there exists potential tradeoff between contradicting objectives which are the system performance and the computational complexity. This fact suggests that the choice of the quota should be appropriate. The remainder of this paper is organized as follows. In Section II, we present the system model. The stochastic MOO problem is then formulated and transformed into a deterministic single-objective optimization (SOO) problem in Section III. In Section IV, the subchannel allocation and power control algorithm is developed. Simulation results are presented in Section V followed by the conclusions in Section VI.
II. SYSTEM MODEL
In this paper, we consider D2D communications underlaying cellular networks. As shown in Fig. 1 , the BS is located in the cell center, and multiple D2D pairs and cellular users (CUs) share the same cellular spectrum in the considered cell. It is assumed that there are K uplink cellular links in a set C = {1, 2, · · · K }, and N D2D links in a set D = {K + 1, K + 2, · · · K + N } in the considered cell. Each uplink cellular link occupies one orthogonal subchannel, i.e., K orthogonal subchannels in total in the set 
Without loss of generality, we assume that the k-th cellular link occupies the k-th subchannel. Particularly, in our model, the subchannel allocated to a cellular link can be shared by multiple D2D links simultaneously. As a result, as observed in Fig. 1 , the mutual interference occurs not only among cellular links and D2D links, but also among D2D links who share the same subchannel. Besides, the time is slotted, and the duration of each time slot is τ . Let h k ji (t) represent the channel power gain from the i-th link's transmitter to the j-th link's receiver on the k-th subchannel at slot t, where i, j ∈ C ∪ D, k ∈ K. The symbols used in the following are listed in Table 1 .
A. DATA RATE AND POWER CONSUMPTION
We introduce s k n (t) to denote the relationship between the k-th subchannel and D2D link n at the t-th slot, where s k n (t) = 1 if the n-th D2D link occupies the k-th subchannel, s k n (t) = 0, otherwise. Let p n (t) represent the transmit power of D2D link n, and p C k (t) is the transmit power of the k-th cellular link. Thus, the SINR of the n-th D2D link on the k-th subchannel is presented as
where
is the possible interference from other D2D links which also share the k-th
represents the interference from the k-th cellular user, and σ k n is the noise power on subchannel k. Thus, the transmission data rate of the n-th D2D link on the k-th subchannel (normalized by the subchannel VOLUME 6, 2018 bandwidth) is expressed as
and the transmission rate of the n-th D2D link on all subchannels is further presented as
On the other hand, the total power consumption of all D2D links is calculated by
where α > 1 describes the transmit amplifier efficiency, and P cir represents the constant circuit power of each D2D link.
B. SE, EE AND QUEUING DELAY
Different from some studies which focus on the EE or SE at the observation slot, we focus on the long-term SE and EE, and their definitions are given in the following. Definition 1: Since the transmission data rate shown in (3) is normalized by the subchannel bandwidth, the SE is defined as the long-term average sum transmission rate of all D2D links, which is expressed as
where R n = lim
R n (t) denotes the long-term average transmission rate for the n-th D2D link. Definition 2: Accordingly, the EE is defined as the ratio of the long-term average sum rate (the SE) to the total power consumption, which is calculated by
where p n = lim
p n (t) denotes the average transmit power of the n-th D2D link.
To characterize the queue state information, let A (t) = [A n (t)], n ∈ D, denote the random traffic arrival data for D2D links with mean value λ = [λ n ]. In addition, we suppose that each D2D link has a queue, whose length is denoted as Q n (t), n ∈ D. At each time slot, there is arrival data A n (t) ≤ A max and departure data R n (t) for the n-th D2D link. Thus, Q n (t) evolves according to
Note that a queue is considered stable when and only when it has a bounded time-averaged backlog and therefore finite average queuing delay [24] . Besides, from Little's Theorem [30] , the average delay is in proportion to the average queue length with a specific traffic arrival rate. Thus, the delay performance can be described via the queue length and further via the queue stability, and the queue stability is mathematically defined as follows. Definition 3: Q n (t) is mean rate stable if
Remark 1: The EE and SE are usually incompatible in a wireless communication system with finite resource [20] . Specifically, to maximize the SE, the whole resource is utilized to boost the throughput, such as adopting the maximum transmit power for D2D links, while under such circumstance the EE may degrade because of high power consumption. Meanwhile, the tradeoff between EE (power) and delay has also been studied [31] , [32] . Hence, different from most of existing studies where only one or two kinds of performance metrics are taken into account, in the next section, we jointly consider all the three performance metrics, and provide insights on potential relationships among the SE, EE and queuing delay.
III. STOCHASTIC OPTIMIZATION PROBLEM FORMULATION AND TRANSFORMATION
In this section, a comprehensive framework is presented to jointly optimize the EE, SE and queuing delay for D2D communications underlaying cellular networks.
A. PROBLEM FORMULATION
As mentioned before, the average delay is in proportion to the average queue length for a specific traffic arrival rate. Therefore, the queuing delay can be managed by investigating the queue stability as the queue length links the stability and the delay. Based on this, the stochastic optimization problem can be formulated as a MOO problem to maximize the SE and minimize the total power consumption simultaneously constrained by the queue stability, which is expressed as max
where s (t) = s k n (t) and p (t) = {p n (t)} denote the subchannel and power matrices of D2D links, respectively. R max and P max serve as normalized factors. Specifically, P max represents the maximum total power consumption calculated by
R max is defined as the upper bound of the maximum sum transmission rate by omitting the mutual interference among D2D users sharing the same subchannel, which must reach its peak at the maximum transmit power and can be expressed as
In (8), C1 describes the maximum power constraint, where P D max is the maximum transmit power of each D2D link. C2 represents that the average transmit power of each D2D link is not more than P D av . Then, C3 indicates that the subchannel allocation variables are binary. C4 and C5 represent that at most Quota D2D links share the same subchannel simultaneously, and each D2D link can only occupy one subchannel. Besides, C6 describes the constraint for the minimum SINR requirements of CUs, where SINR
In particular, C7 indicates that the queues of all D2D links are mean rate stable, which is used to ensure arrived data transmitted within finite queuing delay.
B. LYAPUNOV OPTIMIZATION BASED ALGORITHM
In this subsection, we propose an algorithm based on Lyapunov optimization [24] to solve problem (8) . Firstly, virtual queues are introduced to handle the average power constraint C2. Then, with the definition of the Lyapunov function and the Lyapunov drift, we transform the queue stability constraint into minimizing the Lyapunov drift. Furthermore, the upper bound of the Lyapunov drift is derived, based on which we develop the Lyapunov optimization based algorithm. Finally, the properties of this algorithm are analyzed theoretically.
1) VIRTUAL QUEUES
As shown in the stochastic problem (8), its constraints include not only instantaneous constraints implemented at each time slot but also the time-averaged requirements, which bring challenges to find the optimal solution. To handle the average power constraint C2, it is transformed into a queue stability problem by introducing virtual queues
Concretely, for the n-th D2D link, the virtual queue H n (t) is initialized to 0 and updated as
It can be easily found that if all virtual power queues H n (t) are stabilized, the average power constraint C2 will be satisfied.
2) LYAPUNOV DRIFT AND PROBLEM TRANSFORMATION

State (t) = [Q (t) , H(t)]
, and the quadratic Lyapunov function is defined as a scalar metric of queue congestion, i.e.,
Then, we introduce the conditional Lyapunov drift, i.e.,
. (13) which is defined as the expected change of the Lyapunov function between two contiguous slots on the basis of the current queue state (t). The defined Lyapunov drift ( (t)) can be used to force the Lyapunov function in a lower congestion state, make queues remain stable and therefore control the queueing delay [24] . This can be explained by the primary implication of the drift: regulating the change of the Lyapunov function at each time slot enables one to control its final value, i.e., the ultimate queue length. As mentioned before, from Little's Theorem, the average delay is in proportion to the queue length. Therefore, the queuing delay can be controlled by minimizing the Lyapunov drift. Consequently, we transform the queue stability constraint C7 and the average power constraint C2 into minimizing the Lyapunov drift ( (t)), and from the inspiration of the drift-plus-penalty [24] , problem (8) is transformed via weighted sum method [33] 
. Besides, W ≥ 0 denotes the preference on the queue length (i.e., the average queuing delay), and w ∈ [0, 1] describes the relative importance on SE and power consumption.
Remark 2: In problem (14) , the role of the weighting parameter w is to balance the EE and SE just like typical EE-SE tradeoff, and W is accordingly introduced to handle the queuing delay. The above formulation can be understood by the fact that we expect to minimize ( (t)) to guarantee queue stability and thus achieve low queuing delay, and we also anticipate the improvement of SE and EE.
3) UPPER BOUND AND ALGORITHM DESCRIPTION
However, solving problem (14) directly is still challenging due to the existence of ( (t)). Alternatively, we derive the upper bound of the Lyapunov drift in the following. VOLUME 6, 2018 Lemma 1: At any slot t, with the observed QSI and CSI, under any subchannel and power allocation algorithm, the Lyapunov drift ( (t)) in (14) is upper bounded by (15) where C is a positive invariable satisfying
Proof: See Appendix A. Thus, the upper bound of the objective in (14) is obtained by multiplying both sides of (15) by W and adding wg 2 (s, p) + (1 − w) g 3 (s, p) at both sides, which is expressed as
Rather than directly optimizing the objective of problem (14), we can find the subchannel allocation and power control solution by optimizing the right side of (17) . Thus, after neglecting constant terms, removing expectation operations, and employing the concept of opportunistically minimizing the expectation, we transform problem (14) into
In the following lemma, we prove the validity of opportunistically minimizing the expectation, which states that the optimal solution of (18) ensures pushing its expectation to the minimum.
Lemma 2: The problem of minimizing the right side of (17) is equivalent to problem (18) .
Proof: See Appendix B. (8) 1. For the given weighting parameters W and w, 2. Initialization 3.
Algorithm 1 Algorithm for Solving Stochastic Problem
Set the start time of the system t = 0. 4.
Set the queue length Q (t) and H(t). 5. while t < T , do 6.
Find the solution s * , p * by solving (18); 7. t = t + 1; 8.
Update Q n (t) according to (7) , ∀n ∈ D; 9.
Update H n (t) according to (11) , ∀n ∈ D.
end while
Remark 3: Up to now, the original stochastic optimization problem (8) is transformed into the deterministic optimization problem (18) with the help of Lyapunov optimization and weighted sum method. Accordingly, we propose an effective scheme for joint optimization of SE, EE and queuing delay as shown in Algorithm 1, and the following theorem presents its properties.
4) PERFORMANCE ANALYSIS
For convenience, the weighted sum function for the SE and EE is defined as
which captures the performance of EE and SE for a specific range of w [34] . Theorem 1: Assume that problem (14) is feasible, problem (18) is optimally solved, and E {L ( (0))} < ∞, where the expectation is for the channel gain. For W > 0, we have (a) The two-dimensional weighted sum function f (s (t) , p (t)) satisfies
where f opt represents the maximal value of E [f (s (t) , p (t))] obtained by any subchannel allocation and power control solution satisfying C1-C7. (b) Q (t) and H(t) are mean rate stable, which means that the average power constraint C2 and the queue stability constraint C7 are met.
(c) Assume that there exist ε > 0 and F (ε) ≤ f opt which satisfy the Slater condition [24] . Thus, the average queue length meets
Proof: See Appendix C. Remark 4: Observing Theorem 1, we can conclude that the proposed Algorithm 1 satisfies the constraints of problem (14) and achieves the queue length (the average queuing delay) descending with W at the speed of O(1/W ) while f (s (t) , p (t)) deviating from the optimal value within O(W ). Here W plays a critical role to control the queuing delay, and on its basis we can find the performance envelopes of the EE, SE, and queuing delay by varying W and w (see Figs. 5-7 ).
C. SPECIAL CASES
With the help of Algorithm 1, different kinds of tradeoff among the EE, SE and queuing delay can be achieved by adjusting the weighting parameters W and w. Particularly, with specific choices of W and w, it can be found that the three kinds of two-dimensional tradeoff (i.e., SE-EE, SE-delay, and EE-delay) are special cases of our proposed framework in (18) as follows.
(1) SE-EE tradeoff: When W = 0, the queue state information is ignored, problem (18) 
which is the typical SE-EE tradeoff without the network stability constraint [35] .
(2) SE-delay tradeoff: When w = 1, problem (18) becomes
where the SE-delay tradeoff is managed by tuning W . (3) EE-delay tradeoff: For any given W , when w satisfies η max EE =
(1−w)R max wP max (η max EE is the maximum achievable EE), the two-dimensional weighted sum function f (s (t) , p (t)) turns into
which is the subtractive form of the EE maximization problem. The maximum EE can be obtained through maximizing (24) as proved in [12] . Thus, our proposed framework (14) degenerates to the two-dimensional tradeoff between EE and delay.
IV. JOINT OPTIMIZATION OF SUBCHANNEL ALLOCATION AND POWER CONTROL
To further obtain the performance envelopes of EE, SE and queueing delay, it is indispensable to find the optimal solution of problem (18) . However, due to the integer variable s k n and the mutual interference among D2D links sharing the same subchannel, problem (18) is actually a mixed-integer non-convex problem. Moreover, the subchannel allocation and power control of D2D links are coupled with each other in terms of the transmission rate. Therefore, it is a tough task to find the global optimum of problem (18) with low computational complexity. Alternatively, we focus on designing a practical and low-complexity method for the joint optimization of subchannel allocation and power control.
Inspired by primal decomposition [36] , the original problem can be decoupled into two subproblems. Concretely, fixing the subchannel allocation matrix s = s yields the lower-level power control problem, i.e.,
Given the power control solution p = p , the master subchannel allocation problem is formulated as
Thus, the subchannel allocation and the power control can be addressed individually. Although the above decoupling operation cannot guarantee to find the optimal solution of the original problem, it still provides an efficient solution with only polynomial computation required as shown in the following.
A. SUCCESSIVE CONVEX PROGRAMMING FOR POWER CONTROL
As the lower-level power control problem (25) is non-convex due to the mutual interference among D2D links occupying the same subchannel, successive convex programming (SCP) is employed in this paper to transform the non-convex problem (25) into a series of convex problems. We first introduce the lower bound of the logarithmic function as
where α = γ 0 1+γ 0 , and β = log 2 (1 + γ 0 ) − γ 0 1+γ 0 log 2 γ 0 . Note that if γ = γ 0 , the above equality holds. Thus, with the transformation y n (t) = log 2 (p n (t)), the objective function of problem (25) is lower-bounded by (28) as shown at the bottom of the next page. Here the transmission data rate of the n-th D2D link on subchannel k is approximate tõ
where L k n (y) = log 2 I D nk (t) + I C k (t) + σ k n , and α k n (t) and β k n (t) are calculated with a given SINR value γ k n (t). Observing (29) , it can be found that the approximate data rater k n (y) is concave respect to y due to the convexity of log-sum-exp function L k n (y). Hence,F 1 (y) is also concave, and the solution of problem (25) can be found by solving the following standard convex problem max yF 1 (y),
which can be optimally solved via the interior-point method with polynomial complexity [37] . Nevertheless, the lower bound in (28) is loose, which may generate undesirable results. Therefore, to make the optimal solution of (30) closer VOLUME 6, 2018 Solve problem (30) , and obtain y l ; 7.
Update p l n = 2 y l n , ∀n; 8.
Update SINR value γ
end while
to that of problem (25), we employ the idea of sequential convex programming, i.e., updating α k n (t) and β k n (t) in iterative manner with new SINR values and solving a sequence of convex problems, which helps to develop a low-complexity effective algorithm. The specific steps are listed in Algorithm 2, and we analyze its effectiveness, convergence, optimality and complexity as follows.
Theorem 2: Algorithm 2 uniformly improves the value of F 1 (p) at each iteration, and finally converges to the point which satisfies the Karush-Kuhn-Tucher (KKT) optimality conditions 1 of problem (25) .
Proof: See Appendix D.
Remark 5: As stated in Theorem 2, Algorithm 2 can improve the value of F 1 (p) at each iteration, which verifies that the employment of Algorithm 2 is effective. Besides, it is demonstrated in Theorem 2 that Algorithm 2 is guaranteed to converge to the point satisfying the KKT conditions, which proves the convergence property of Algorithm 2 and also explains that the solution of Algorithm 2 satisfies the necessary conditions of optimality. Furthermore, at each iteration of Algorithm 2, a standard convex optimization problem is solved via the interior-point method with polynomial computational complexity required. Therefore, the total complexity of Algorithm 2 is polynomial.
B. TWO-SIDED MATCHING FOR SUBCHANNEL ALLOCATION
With the given power control policy, the remain subchannel allocation problem (26) can be formulated as a many-to-one two-sided matching. We first introduce the set of D2D links, D, and the set of subchannels, K as two sets of opposite players which are selfish and rational and try to improve their own benefits. Specifically, the matching is defined in the following.
Definition 4: The many-to-one matching is a function from the set D ∪ K to the set of all subsets of
Note that (DL n ) = φ if the n-th D2D link is not matched with any subchannel, and (SC k ) = φ if no D2D links are matched with the k-th subchannel.
To describe players' preferences during the matching progress, we then introduce the utility function of the k-th subchannel as
and the utility of the n-th D2D link is presented as
where we define that
With the given utility, the preference lists of D2D links and subchannels can be constructed in the descending order of utilities. However, other than traditional two-sided matching, the preference lists defined in our matching game will change with the progress of the matching game, since the matching defined above is a manyto-one matching with peer effects [38] , which is due to the interference among D2D links sharing the same subchannel. In this case, one D2D link should not only consider which sub-channel it is matched with, but also care the set of D2D links matched with the same subchannel. Analogously, a subchannel also needs to take into account the inter-relationship among its matched D2D links, i.e., their mutual interference. Specifically, once a D2D link is matched with a subchannel, the preference lists of other players may alter because the utility functions vary with interference. As a result, the twosided matching with peer effects is more complicated than the traditional one, and the classic deferred acceptance algorithm is not applicable. Hence, to solve the aforementioned matching problem, we consider switch matching in this paper, and basic definitions are presented as follows.
Definition 5: For a given matching with SC k = (DL n ) and SC l = (DL m ), a swap matching is defined as DL n proposes to its most preferred subchannel which has not fully matched; 6.
until DL n is matched with a subchannel or rejected by all subchannels; 7.
Remove n from D I ; 8. end while and DL m exchange their matched subchannels while making other D2D links and subchannels unchanged.
Definition 6: (DL n , DL m ) is a swap-blocking pair [38] if and only if a) ∀z ∈ {DL n , DL m ,
Definition 6 indicates that only if utilities of all involved players are not reduced and at least one player's utility increases, a swap matching will be approved. Note that it is also allowed that one D2D link moves to available vacancies of another subchannel.
As mentioned before, since peer effects are included in this matching game, the stability in traditional meaning [38] is not guaranteed. Even if there exists a stable matching, finding it with affordable complexity is rather challenging. Therefore, we focus on the two-sided exchange-stable matching defined in the following.
Definition 7: A matching is two-sided exchangestable if there does not exist any swap-blocking pair (DL n , DL m ).
Thus, based on these definitions, we propose a subchannel allocation algorithm with matching theory, which consists of initialization and swap-matching stages and is summarized in Algorithm 3 and 4, separatively. The core concept behind this algorithm is to keep conducting approved swap-matching until reaching a two-sided exchange-stable matching. To theoretically analyze its effectiveness, convergence and stability, the following theorem is given.
Theorem 3: Algorithm 4 monotonically increases F 2 (s) in problem (26) at each iteration, and finally converges to a twosided exchange-stable matching.
Proof: See Appendix E.
C. EFFECTIVENESS, CONVERGENCE AND COMPLEXITY ANALYSIS OF JOPCSA
Up to now, problem (25) and (26) have been solved, respectively. According to primal decomposition, the solution of problem (18) can be obtained by solving problem (25) and (26) iteratively until convergence, which is summarized in Algorithm 5, and the following theorem illustrates its effectiveness and convergence. 
end while
Theorem 4:
The proposed algorithm JOPCSA monotonically increases F (s, p) in problem (18) at each iteration and is guaranteed to converge.
Proof: See Appendix F. Finally, JOPCSA requires polynomial computational complexity as explained in the following. For the master subchannel allocation problem, its complexity mainly depends on the swap-matching phase, and there are at most 1 2 N (K − 1) Quota potential swap-matchings at each iteration. Hence, the computational complexity of Algorithm 4 is approximate to O (NKQuota). On the other hand, as stated before, the lower-level power control problem is a nonconvex problem because of the existence of mutual interference. Consequently, we propose a computationally-efficient algorithm to solve problem (25) , which only needs polynomial complexity. Therefore, the overall complexity of JOPCSA is polynomial.
V. SIMULATION RESULTS
Assume that one BS is located in the cell center, and CUs and D2D pairs are uniformly distributed in the cell. The channel gain is modeled as h k
, where ξ k ji and g ji denote the small-scale fading and large-scale shadow fading, respectively; d 0 = 1 m and d ji > d 0 denote the reference distance and the real distance, respectively. It is assumed that VOLUME 6, 2018 the small-scale fading follows the exponential distribution with the mean value of 1, and the large-scale shadow fading is log-normal distributed with the standard derivation 8dB. The other simulation parameters and their default values are listed in Table 2 [12], [13] , [39] .
To demonstrate the effectiveness of our proposed algorithm JOPCSA, we present the optimized objective function value F (s, p) of problem (18) in Table 3 , where the 'Initial Algorithm' means the initial operations of JOPCSA, i.e., line 1-5 in Algorithm 5, and 'ES algorithm' represents the exhaustive search method. Since the exponential computational complexity is required for 'Exhaustive Search', we present the small-scale case of N = 4, K = 2 as an example. Here, W is set to 0.01. As observed in Table 3 , 'Initial Algorithm' can achieve more than 85% of the optimal value obtained by 'Exhaustive Search'. Moreover, the performance of JOPCSA is about 95% of 'Exhaustive Search'. Furthermore, we provide insights on the convergence of JOPCSA, and Fig. 2 shows the objective function F (s, p) of problem (18) versus iterations. We find that F (s, p) increases uniformly and converges fast, which is in accord with Theorem 4 proved in Section IV. The convergence performances for other values of w are also tested and similar to the cases of w = 0.3, 0.5, which are omitted in Fig. 2 for the purpose of clarity.
Then, Fig. 3 and Fig. 4 display the impact of the weighting parameter W on the queuing delay and the two-factor weighted function f (s (t) , p (t)). It can be clearly seen that the average delay declines with the increase of W at the speed of O(1/W ) with f (s (t) , p (t)) within O(W ) from the optimal value, as proved in Theorem 1. More specifically, by adjusting both two weighting parameters W and w, threedimensional (3-D) diagrams for the performances of delay, EE and SE are presented in Figs. 5-7 , which give the whole scope of the three performance metrics.
In Fig. 5 , we present the performance envelope of the average delay by varying W and w. Here the average delay 78446 VOLUME 6, 2018 is calculated by the ratio between the average queue length of D2D links and the average traffic arrival rates. It can be seen in Fig. 5 that the average delay descends with both W and w. When W increases, more importance is placed on forcing queue backlog to a lower congestion state, and therefore the delay (queue backlog) declines. Beyond that, we observe that the average delay first decreases with the growing of the weighting parameter w, which can be easily explained by the fact that the SE is emphasized more with a larger w and thus the transmission rate is enhanced. Nevertheless, if w is close to 1 (i.e., the circle area in Fig. 5 ), the average delay turns to increase with w. Let us focus on the extreme case of w = 1. Under such circumstance, the SE is maximized, but D2D links experiencing bad channel conditions may undergo larger delay compared to the case of w < 1. That is why the average queuing delay unexpectedly goes up with the increase of w when w is close to 1.
Then, the performances in terms of EE and SE are displayed in Fig. 6 and Fig. 7 , respectively. As shown in Fig. 7 , for the same W , the SE always increases with w, because higher transmit power is adopted to enhance the transmission rate. On the contrary, the EE first rises up and then turns to decrease with w as observed in Fig. 6 . When the SE (w) is low, as the power consumption for data transmission is negligible in comparison with the constant circuit power consumption, the SE grows faster than the total power consumption. For this case, EE increases with the SE. However, after the peak point of the EE, the constant power consumption cannot dominate any longer and the growing of transmit power consumption plays a critical role on the total power consumption. Hence, the increasing of the total power consumption is faster than the SE, since the gradient of the logarithmic ratepower function is diminishing. As a result, the EE gradually degrades.
From Figs. 6 and 7, it can be also found that for the same w, a larger W results in a worse EE or SE. To be specific, for w < 0.8 with the given simulation parameters, the EE descends with the growing of W , while the SE is improved with a larger W . However, for the case of w > 0.8, opposite things happen. For a small w (SE), when larger W is adopted, D2D links are required to improve their transmission data rate to reduce the average delay, which contributes to a better SE. As the decreasing of average delay relies on the improvement of transmission data rate for all D2D links, more transmit power is consumed, which leads to the degradation of the EE. In contrast, for a large w (SE), as the growth of W primarily enhances the performance of D2D links undergoing bad channel conditions and large delay, the SE declines as shown in the circle area of Fig. 7 .
By adjusting w, the performances of EE and delay versus SE with different Quota are illustrated in Figs. 8-9 . Here, we take N = 10, K = 4 as an example. We can find that all the five curves follow the same pattern. Specifically in Fig. 8 , for any given SE, the system EE first increases at a diminishing speed and finally remains stable with the increase of Quota. Similarly in Fig. 9 , the average delay first decreases and then stays the same as Quota goes up. At the beginning, more D2D links can be served on the same subchannel with the increase of Quota, which increases the degrees of freedom in subchannel allocation and therefore improves the EE and reduces the average delay for a given SE. When Quota is large enough (more than 5 under our simulation settings), no extra performance gain can be obtained, which is because heavier interference will be also introduced by allowing more D2D links sharing the same subchannel. Therefore, as shown in Figs. 8-9 , the curves of Quota = 5/6 are coincident. However, the computational complexity of JOPCSA increases linearly with Quota. Hence, the performance and the computational complexity are potentially conflicting, which suggests that the choice of Quota should be appropriate.
Finally, we investigate the influence of the number of D2D links N , and the case of K = 8 is presented in Figs. 10-11. As shown in Fig. 10 , as the number of D2D links goes up, the maximum SE increases while the maximum EE declines, which can be explained by the fact that higher spectrum utilization is achieved with more D2D links, while the total power consumption also becomes higher. On the other hand, the average delay rises up with the increase of the number of D2D links, as presented in Fig. 11 , since the mutual interference among D2D links sharing the same subchannel becomes heavier when more D2D links require data service.
VI. CONCLUSION
We have proposed a comprehensive framework, which jointly analyzes the EE, SE, and queuing delay for D2D communications underlaying 5G cellular networks. In the formulated problem, the SE and EE are maximized at the same time under the constraint of the network stability and minimum SINR requirements of CUs. On its basis, we developed a practical scheme where the performances of EE, SE and queuing delay are flexibly managed by two weighting parameters W and w. Accordingly, a two-stage iterative algorithm was proposed to find the subchannel allocation and power control solution, whose effectiveness, convergence and complexity were analyzed theoretically. Then, through numerical simulations, it has been verified that the proposed JOPCSA can obtain near-optimal solutions. Moreover, the performance envelopes of the EE, SE, queuing delay have been presented and analyzed via numerical results. Finally, by investigating the impact of Quota, we have found that there exists potential tradeoff between the performance and the computational complexity.
APPENDIX A
Proof of Lemma 1: Based on (7) and (11), we can obtain
Thus, the upper bound of the change in Lyapunov function from one slot to the next can be calculated by
Since the transmit power of each D2D link is bounded by P D max and A n (t) ≤ A max , it is reasonable to suppose that for all t > 0, we have
where η 1 , η 2 , η 3 are finite positive constants. Thus, taking conditional expectations on (35), we have
where C is a positive invariable satisfying
Furthermore, since traffic arrivals are i.i.d. over slots and hence independent of current queue backlogs, we can further obtain the result as shown in (15) .
APPENDIX B
Proof of Lemma 2: Assume that (s * , p * ) is the optimal solution of problem (18) with the observed CSI and QSI at the t-th slot. For any subchannel and power allocation solution (s, p), F (s, p) ≤ F (s * , p * ) always holds. Taking expectations yields
which indicates that (s * , p * ) also maximizes the expectation of F (s, p) and thus minimizes the right side of the inequality (19) .
APPENDIX C
Proof of Theorem 1:
As (36)- (38) holds, we introduce the following results proved in [24, Th. 4.5] . If (14) is feasible, thus for any δ > 0, there is one subchannel and power allocation policy s * (t) , p * (t) only based on the CSI, which satisfies
(44) Since we want to minimize the R.H.S. of (17) , for the aforementioned subchannel and power allocation s * (t) , p * (t) , the optimal solution [s (t) , p (t)] of (18) must satisfy
Plugging (42)- (44) into (45) yields
Because of the randomicity of δ, let δ → 0, (46) becomes
Fix slot t, and since (47) holds for this slot, by taking expectations of both sides and using the law of iterated expectations, we can obtain that
Then, summing all t ∈ {0, 1, · · · , T − 1} and employing the law of telescoping sums yields
Rearranging terms and neglecting some non-negative terms when appropriate, it is easy to obtain for all T > 0,
which proves part (a) when T → ∞.
To prove part (b), we have from (49) for all
Adopting the definition of L Y ( (t)) yields
Note that here we utilize
Dividing by T and taking a limit of as T → ∞ proves
Thus, all queues are mean rate stable, which proves part (b). To prove part (c), we introduce the Slater condition [24] as follows.
Slater Condition: Suppose there are ε > 0, F (ε) (F (ε) ≤ f opt ), and a subchannel and power allocation policy s (t) , p (t) only based on the CSI that satisfies
Thus, plugging (57)-(59) into (45), it can be obtained that
Then, taking iterated expectations, summing the telescoping series, and rearranging terms as before yields
As E [f (s (t) , p (t))] ≤ f opt always holds, taking a limit of (61) as T → ∞, part (c) is proved.
APPENDIX D
Proof of Theorem 2:
Suppose that y l = log 2 p l is the optimal solution of problem (30) at the l-th iteration in Algorithm 2, and we have 
where the equality (1) holds because α k(l) n and β k(l) n are calculated based on the SINR value γ k(l) n and thus the relaxation (27) is tight; the inequality (2) is valid as problem (30) is convex and y l+1 is the optimal solution; the inequality (3) originates from (28) immediately. Therefore, the value of F 1 (p) increases monotonically with the number of iterations. As F 1 (p) is upper-bounded for the given maximum transmit power, Algorithm 2 must converge.
Suppose that p * is the convergence point of Algorithm 2. It is easy to find that the objectives of problem (25) and (30) are equal at p * , i.e., F 1 (p * ) =F 1 (y * ). Also, the two problems actually have the same constraints. Therefore, p * must satisfy the KKT conditions of problem (25) .
APPENDIX E
Proof of Theorem 3:
Assume that after the i-th swap iteration, the matching alters from i−1 to i , where the swapblocking pair is (DL n , DL m ), i.e., i = i−1 nk ml . According to Definition 6, the utilities of all involved players are not reduced and at least one player's utility increases. Thus, we have
Furthermore, since the number of D2D links and subchannels are finite, the number of potential swap-blocking pairs is limited. Besides, F 2 ( i ) is upper-bounded because of the limited spectrum and power budget. Therefore, the number of swap iterations is also finite. When Algorithm 3 converges, no D2D link can find another D2D link to form a swapblocking pair, which indicates that the current matching at convergence is a two-sided exchange-stable matching. 
