Avaliar aprendizagem de alunos não pode ser considerada tarefa fácil. Este artigo objetiva investigar o desempenho geral de alunos e o poder discriminante de itens específicos de provas na área de negócios. O propósito deste artigo é o de contribuir com esta questão, ao analisá-la com abordagem científica, do ponto de vista de sistemas de informações contábeis: dois experimentos baseados em um curso de graduação sobre sistemas gerenciadores de banco de dados, envolvendo 66 e 62 alunos (experimentos E 1 e E 2 , respectivamente). A análise discriminante gerou funções discriminantes com altas correlações canônicas (E 1 = 0,898 e E 2 = 0,789). Como resultado, um elevado número de casos foi corretamente classificado (E 1 = 98,5% e E 2 = 95,2%), baseando-se em um número relativamente pequeno de questões: 7 de um total de 22 questões em E 1 (testes), e 3 de um total de 6 em E 2 (respostas curtas). Assim, com base em poucas questões dos instrumentos analisados é possível discriminar corretamente o desempenho acadêmico, e esta é uma medida de qualidade dos instrumentos de avaliação observados. Com isso, especialmente na área de negócios, professores e instituições, juntos, são capazes de analisar e agir no sentido de aprimorar seus métodos de avaliação, para serem de mínima influência no instante da avaliação do desempenho dos alunos.
INTRODUCTION
A part of formal education is represented by efforts of getting to know the results of students' learning experiences. In this sense, assessment represents a relevant branch of educational research, mainly because evaluating and measuring the outcomes of students' learning experiences is not a simple task.
Individuals participating in a specific educational environment, especially of higher education, naturally share its culture and values. In this sense, institutions and their direct representatives, instructors, usually rely on tests as an objective and reliable way of dealing with assessment issues, and students are accustomed to this practice.
However, students' performance may be influenced by several factors, including subject matter, attendance, study time, motivation, method, pressure, external activities etc. Considering this approach, one of these influencing factors, focused on in this paper, is the type and quality of the instrument adopted for testing purposes by instructors and institutions.
The Problem
The number of students participating in formal higher education environments (colleges, universities etc.) and the quality pursued by these institutions require assessment alternatives which combine different approaches and instruments (RATCLIFF et al., 1996) .
In some settings, tackling an increasing number of students per class is not a simple task for instructors. In this sense, testing instruments receive instructor's attention as a relevant tool while tracking each student's performance throughout the course.
Although relying on objective testing instruments may not give the same deep perception gained through other assessing alternatives (e.g., projects, presentations), these objective instruments still bear the characteristic of being useful while dealing with large numbers of participants at the same time, and sometimes they stand as part of the formal procedure of a variety of higher education institutions.
But it is important to stress that when appropriately prepared, objective instruments can fulfill assessing requirements with high quality: "Even multiple-choice tests can be organized in ways that assess understanding" (BRANSFORD; BROWN; COCKING, 2000, p. 140) .
Depending on the subject matter there are several distinct ways of assessing a student's learning experience outcomes (e.g., social sciences, engineering, biological etc.). But, this paper focuses on a particular area of business: accountancy. Furthermore, it focuses on a particular branch, related to management systems: a database management systems (DMBS) course within an accounting undergraduate program.
Considering this, while adopting objective instruments to assess students' performance, institutions and instructors must be aware of the quality and reliability of these instruments. Otherwise, the final results (students' performance) may be influenced by the instrument itself, which could lead to a biased assessment. This kind of assessment issue is a major concern within this higher education context, and an alternative way to provide help to this problem is analyzing and improving objective testing instruments.
In order to be feasible, both institutions and instructors should understand their assessment roles, as this is not an issue that can be appropriately solved by instructors only. The required resources to achieve assessment improvement within a learning environment may be better employed if shared by several courses and instructors, establishing a standard, in terms of assessment, mainly considering the students' standpoint.
. RQ 2 : Are there significant correlations between performance (grade) and specific items (questions) from tests?
. RQ 3 : Are there items (questions) of the same experiment with more discriminating power (DP) than others?
. RQ 4 : Is there a discriminating function for each assessment instrument, with good classifying conditions?
LITERATURE REVIEW
Assessment is a relevant aspect of the educational process, not only focusing on what students have learned, but also supporting their learning experiences. According to Bransford, Brown and Cocking (2000, p. 244 ) "assessment and feedback are crucial for helping people learn".
Stressing this learning approach to assessment, McKeachie (2002, p. 71) says that "assessment is not simply an end-of-course exercise to determine students' grades. Assessment can be a learning experience for students".
Another way of facing assessment in the learning context is through linking it to performance. As registered by Gagné (1985, p. 255) : "the performance that accompanies the learning of new capability is simply a verification that learning has occurred".
In this sense, instructors usually rely on assessment to give feedback to their students as well as to have more objective information on how students are doing in the class. Accordingly, instructors use formative and summative assessment instruments and solutions in an intertwined way to achieve these basic goals.
While discussing formative and summative assessment, Anderson and Krathwohl (2001, p. 245) present their concepts, respectively: "teachers assess students for two basic reasons: (1) to monitor student learning and make necessary adjustments in instruction … and (2) to assign grades to students following some period of instruction".
According to the authors, summative evaluation is more formal, involving instruments such as tests, projects and term papers because instructors tend to be more comfortable with this "objective" means while formally assigning grades to their students.
On the other hand, while discussing authentic assessment, Zeliff and Schultz (1996, p. 87 ) criticize common objective assessment means such as true/false, multiple-choice, and short-answer questions: these measures are appropriate for evaluating lower level cognitive learning but often give a choice of answers. Choices give students the opportunity to rely on the probability of selecting the correct answer. Objective evaluation may not, therefore, be an accurate means of assessment (ZELIFF; SCHULTZ, 1996, p. 87) .
However, these authors (ZELIFF; SCHULTZ, 1996, p. 88) while discussing assessment strategies within some fields stated that "in accounting, authentic assignments are hard to find". Thus, challenging assessment methods, beyond objective instruments, would be welcome if well planned by instructors, and bearing the institution's support.
Two major concerns when discussing assessment issues may be considered: validity and reliability. As declared by Zeliff and Schultz (1996, p. 88) : "Validity in assessment refers to the degree to which the results (scores) represent the knowledge or ability intended to be measured… Reliability measures refer to the consistency of the measurement over time and/or by multiple evaluators". But, connecting these quality measures with tests while discussing the evolution of assessment, Mundrake (2000, p. 41) stresses that tests can bear these conditions of reliability and validity: "Properly constructed tests can be highly reliable and valid measurements of student performance; however, they are difficult to construct and even more difficult to maintain and interpret". Considering this particular context (reliability and validity of tests) we may find the connection to the problem focused on by this paper. Especially within this business area (in this case, accountancy), instructors also face this problem of assigning grades to their students, and, in order to do so, they may utilize some formal and objective testing instrument as part of the overall grade.
Thus, a good testing instrument may be part of the assessment process. However, to construct a good testing instrument and to be conscious about its effectiveness, while measuring the students' learning experience, requires instructors not only to prepare a test, but also to check and improve their instruments (DODDS, 1999) .
In this sense, several techniques aimed at improving testing instruments may be found in educational literature. Kehoe (1995) discussed Item Analysis as set of measures and tests in order to assess the quality of the specific items of a testing instrument. One of the useful indicators is the discriminating power (DP). Matlock-Hetzel (1997) explains that the discrimination power (DP) of a test's item "can be measured by comparing the number of people with high test scores who answered that item correctly with the number of people with low scores who answered the same item correctly".
The idea is to count the number of correct answers from the two groups of students (higher and lower overall scores) reaching the DP value (see Figure 1) . This value will range from -1 to +1. According to Matlock-Hetzel (1997) "the higher the DP, the better the item because such a value indicates that the item discriminates in favor of the upper group."
Figure 1: Discriminant Power
However, the discriminant power (DP) may be considered a basic indicator of an item's quality. A more robust analysis may be used in order to help determining the item's discriminating condition. This paper uses a set of statistical procedures (e.g., correlations, discriminating power, and discriminating analysis) to reach a conclusion on the discriminating aspects of test items.
RESEARCH METHOD
This research was developed considering quantitative methods (MUIJS, 2004, p. 1-4) , and all primary data were collected through direct measurement (REA; PARKER, 1997, p. 2-3).
In order to achieve the established goals, this research relies on data collected during the second academic semester of 2003, when two different experiments were developed with the same group of students from a selected course (database management system within the accounting undergraduate program).
The first experiment involved a long test (22 items) relying on multiple-choice items, with a regularto-difficult level of questions. The second experiment was a short (6 items) test, based on short-answer questions, with regular-to-easy questions. Experiment 1 was conducted by the middle part of the course, and Experiment 2 by the end of the course.
It is important to mention that for each experiment two different sets of tests were prepared and randomly distributed to the students (students answered only one test of each experiment).
Datasets and Statistical Procedures
Considering Experiment 1 (multiple-choice approach, regular-to-difficult level, and long), the number of participating students was 66. In this case, two equivalent tests were prepared (Test 1 and Test 2) involving 22 similar items (questions). The dataset here consists of 22 answers and the overall performance (grade), for each participating student.
The number of participating students in Experiment 2 (short-answer questions approach, regular-toeasy level, and short) was 62. Again, two equivalent tests were prepared (Test 1 and Test 2) involving 6 similar items (questions). This dataset consists of 6 answers and the overall performance (grade), for each participating student.
After collecting the data, quantitative methods and statistical procedures were employed in order to support the analysis. All calculations and statistical tests were developed with SPSS ® (version 11.0) adopting the 0.05 significance level (α = 0.05).
Besides the discriminant power index (DP), the main statistical procedures used in this study were: Descriptive Statistics, Correlation Analysis (Pearson and Spearman), Analysis of Variance (ANOVA), and Discriminant Function Analysis. 
Preliminary Normality Tests
A set of preliminary tests was performed in order to evaluate dataset quality, mainly in terms of the normality assumptions required by parametric statistical procedures.
Analyzing the collected data, it was possible to observe that the Kolmogorov-Smirnov normality test (LEVIN; RUBIN, 1997, p. 832-4) conducted with the dependent variable grade (score) indicated a good approximation to the normal distribution (see Table 1 ). When analyzing the data, splitting tests of each experiment, it was possible to observe that the dependent variable grade (score) also passed this specific normality test (see Table 2 ), with even better indicators. These results support the decision of adopting parametric statistical procedures while conducting the planned analyses of this research.
DATA ANALYSIS
As mentioned, each experiment considered two similar tests (Test 1 and Test 2), with the same type of questions and complexity level. Tests were randomly distributed to the students, in such a way that each student took only one test for each experiment.
Descriptive Statistics
Descriptive statistics (MCCLAVE; BENSON; SINCICH, 2001, p. 27-80) are very helpful while presenting basic details of both experiments. The descriptive statistics of grades (percentage scores) for each experiment are presented in Table 3 . 
Comparison of Grades
After computing the descriptive statistics from the collected data, the percentage scores of each testing instrument were submitted to an analysis of variance (ANOVA) procedure (PAGANO, 2001, p. 348-67) . This procedure was used in order to test the existence of statistically significant differences between the grades from each test in the same experiment.
The overall score (percentage) for experiment 1 was 60.06%, and the average scores for each of its tests were: 0.5922 (Test 1) and 0.6091 (Test 2). Table 4 presents the results of ANOVA based on data from tests 1 and 2 of Experiment 1. Table 4 shows no significant differences between grades (scores) from tests 1 and 2, in this experiment (p>0.05). Moreover, in this case, the significance value (p=0.021) of the Levene statistic (5.564) does not exceed the 0.05 level, suggesting that the variances of both tests are not equal (homogeneity-of-variance assumption failure).
Considering Experiment 2, the overall score (percentage) was 70.10%, and the average scores for each of its tests were: 0.6498 (Test 1) and 0.7523 (Test 2). Table 5 presents the results of ANOVA based on these data from tests 1 and 2 of Experiment 2. Considering Experiment 2, Table 5 shows a significant difference between the scores from test 1 and 2 (p<0.05). In addition, the significance value (p=0.958) of the Levene statistic (0.003) exceeds the 0.05 level, suggesting that the variances of both tests are equal (homogeneity-of-variance), in this case.
So, considering Experiment 2, depending on the test, students would raise the chances of getting better grades (instrument influence). This effect was not observed in Experiment 1.
Correlations
Considering this dataset, correlations (MOORE, 1997, p. 84-8) were computed in order to find whether specific items of each test instrument correlate to students' overall performance (grade).
Both parametric (Pearson's r) and nonparametric (Spearman's rho) correlations were calculated, due to the fact that distributions of some independent variable (tests' items) did not present strong evidence to satisfy the normality distribution assumption. But, this analysis is primarily focusing on the Pearson's r coefficient of correlation, because both methods presented extremely similar results. Table 6 , presented next, shows all the coefficients of correlations (questions and grade) under three specific conditions: (a) all cases together, (b) only cases from Test 1 (n= 33), and (c) only cases from Test 2 (n= 33). Studying Pearson's coefficients of correlations from Experiment 1 (all cases), only five questions (among 22 questions) did not present significant correlations with students' performance. Analyzing the all cases column, the lowest significant coefficient (Pearson's r) is 0.256 (question 1) and the highest is 0.681 (question 18). These numbers indicate the strength range of the correlations. On this particular aspect, Kehoe (1995) mentioned: "items that correlate less than 0.15 with the total test score should probably be restructured."
It is important to stress the fact that, when only cases from Test 1 were considered, questions 04 and 07 presented negative correlations to the grade (score). Another negative correlation was also found (question 12) cases from Test 2. However, these negative correlations could not be considered significant (all p-value are above 0.05).
According to Table 6 , it is also interesting to note that when analyzed independently, tests 1 and 2 present different correlation conditions: Test 2 has 14 significant correlations, while Test 1 has 11. Also, when analyzed together (tests 1 and 2), cases from Experiment 1 presented 17 significant correlations.
Analyzing the coefficients of correlations from Experiment 2, all questions presented significant correlations to grade. When analyzing cases from Test 2, only question number 6 did not present significant correlations to test grade (see Table 7 ). The lowest significant correlation, considering all tests from Experiment 2 together (tests 1 and 2), was 0.374 (question 6), and the highest coefficient was 0.720 (question 5), indicating the observed range.
Based on these computed correlations it is possible to analyze the variation of grade along with the variation of specific question scores. This is still a part of the analysis focusing on the quality of test items.
Discriminant Power
As mentioned before, the discriminant power (DP) represents a key quality indicator of test items. Considering the DP values for each item, it is possible to know which question is more appropriate when discriminating good and bad performance.
Based on the dataset of this research, all discriminant power values for Experiment 1 were computed and are shown in Table 8 . The same procedure was developed considering data from Experiment 2, and the discriminant power values are reproduced in Table 9 . Considering experiments 1 and 2, it is important to highlight that no negative discriminant power indicator was found. The highest DP value in Experiment 1 was 0.67 (question 18), and in Experiment 2 it was 0.39 (question 5).
But, in order to precisely find the relevant questions of each testing instrument, with certain statistical confidence, another statistical procedure was employed: discriminant analysis (JOHNSON; WICHERN, 2002, p. 581-646) .
Discriminant Analysis
The main objective here is to obtain a discriminant function with calculated coefficients for each independent variable (individual questions' scores). Depending on the quality of this discriminant function, it is possible to classify (discriminate) good and bad overall performance, from specific test questions (items). This will indicate the quality of these questions with regards to students' overall performance.
Experiment cases received the same statistical treatment, involving the manual classification of good and bad performance. The assumption here is that if the student's grade was above the sample (experiment) score mean, it was considered good performance, and if it was below the mean, it was considered bad performance. So, a new categorical variable (independent) was created, receiving this classification information (0= bad, and 1= good performance).
After this manual classification, two methods were employed: the default discriminant analysis method (independents together), and the stepwise method. The main difference is that with the second method it is possible to generate a canonical discriminant function with only the most relevant independent variables (bearing powerful discriminating conditions).
Observing the results of tests of equality of group means (Test 1 and Test 2) from Experiment 1, it is possible to note that all Wilks' Lambda values are greater than 0.5, and close to 1 (a value of 1 indicates no group differences, so the smaller the Wilks' Lambda, the more important the independent variable to the discriminant function).
The lowest Wilks' Lambda is 0.545 (question 18), and the highest is 1.000 (question 7). Table 10 shows several questions with significant p-values (p<0.05): 02, 03, 05, 06, 08, 11, 13, 15, 16, 17, 18 , and 22. Discriminant analysis (default method) with data from Experiment 1 generated a canonical discriminant function with a high canonical correlation (0.898), which measures the association of discriminant scores and the groups (TATSUOKA, 1971, p. 157-91) .
Only one discriminant function was generated, with an engeinvalue equal to 4.170 (first canonical discriminant function). The engeinvalue is a measure of the relative relevance (quality) of each discriminant function. So, in this case, it is of relative importance, because only one function was obtained.
Analyzing the obtained discriminant function, it was possible to identify a significant (p=0.000) Wilks' Lambda of 0.193 (close to 0, that indicates different group means), demonstrating a good function.
Next, the discriminant function for Experiment 1 is presented, with all the coefficients for each question (item): 
The group centroids of functions were calculated (bad performance = -2.011 and good performance = 2.011), resulting in a cut-value of 0. The centroids are the mean values of each group. After replacing the values of a specific case in this function, if the obtained score is above the cut-value (based on the centroids), the function classifies the case as part of a specific group (e.g., good performance), and if it is below this number, the case will be classified as part of the other group.
As a result of this discriminant function, 98.5% of the original grouped cases were correctly classified (only one misclassified case, among 66 cases). When loaded with data from case number 57, the function returned a score that was above the cut-value, but this case should not be classified as part of the good performance group.
In addition, based on another procedure (Stepwise), the obtained discriminant function consisted of only seven items (among all the 22 questions contained in the tests), with a canonical correlation of 0.861, and the same effectiveness (98.5% of correctly classified cases).
Again, only one discriminant function was generated, with an engeinvalue equal to 2.877 (first canonical discriminant function). Analyzing this discriminant function, it was possible to identify a significant (p=0.000) Wilks' Lambda of 0.258 (close to 0, indicating different group means). Next, the other discriminant function is presented, based on the stepwise method, for Experiment 1: 
The centroids of the groups (-1.670, bad performance, and 1.670, good performance) were calculated and, after tests, only one case (case 57) was misclassified (as occurred with the default method).
The main point is that with only these seven questions it is possible to classify students' performance in tests as part of one of the two predefined groups: good and bad performance. In this experiment, there is no need for 22 items, because seven questions would be enough to discriminate between good and bad performance Experiment 2 received the same treatment, and the results of tests of equality of group means (Test 1 and Test 2) also presented Wilks' Lambda values close to 1, which indicates no group differences. The lowest Wilks' Lambda was 0.644 (question 3), and the highest was 0.964 (question 6). All questions, except question 6, have significant p-values. Considering Experiment 2, a discriminant function was obtained with a high canonical correlation too (0.789). The function was able to classify correctly 95.2% of the cases (three misclassified cases among 62 cases). This discriminant function bears an eigenvalue of 1.652, and a significant (p=0.000) Wilks' Lambda value of 0.377. The calculated group centroids were: -1.036 (bad performance) and 1.224 (good performance). Performing another discriminant analysis, using the stepwise method, it was possible to find a canonical discriminant function with three questions (among all the six contained in the tests), presenting a canonical correlation of 0.771, bearing 87.1% of correctly classified cases.
Only one discriminant function was generated (see Table 15 ), with an engeinvalue equal to 1.469, a significant (p=0.000) Wilks' Lambda of 0.405, and groups' centroid values of -1.231 (bad performance), and 1.154 (good performance). As observed in Experiment 1, in this case it was possible to find a small number of test items responsible for most of the discrimination between good and bad performance. This is key information because, as seen, a significant part of the studied objective tests presents no relevant contribution while measuring students' performance. In other words, students may be facing questions (items) bearing no relevance to their learning experiences.
CONCLUSION
After all the analyses and considerations developed in this paper it is important to recall the basic research questions in order to answer them properly. RQ 1 : Are there significant differences between students' performance (grade) while comparing specific assessment instruments (tests) of the same experiment?
Statistical tests presented no significant differences between students' performance (scores) while comparing distinct assessment instruments (tests 1 and 2) from Experiment 1. Nevertheless, considering Experiment 2, significant differences were found between students' grades from Test 1 and Test 2.
In this case (Experiment 2), it was possible to see that the testing instrument (directly) influenced the student's score. Thus, there is evidence, considering the limitations of this research, to highlight the relevance of follow-up procedures to help instructors and institutions while dealing with testing instruments improvement. This type of analysis (correlations) may act as an indicator of the quality of specific items of a given testing instrument. Both instructor and institution may improve assessment instruments by replacing the bad items (those without significant correlations, or bearing low significant correlations). RQ 3 : Are there items (questions) of the same experiment with more discriminating power (DP) than others?
After calculating all the discriminating power (DP) values, it was possible to find items of the same experiment with more discriminating power than others, but all the discriminant power (DP) values for Experiment 1 and 2 were positive.
In Experiment 1 the range of DP values was from 0.00 to 0.67 (question 18), and, in Experiment 2 the range was from 0.10 (question 1) to 0.39 (question 5).
This information (DP) is more specific while analyzing items from a testing instrument (e.g., when compared to correlations), and may also support instructors and institutions concerned with the quality of assessment. Even considering the existence of significant correlations between several questions and grade, for each instrument analyzed here, the discriminant analysis presented a relatively small number of them bearing enough discriminant conditions: 31.8% of the items (Experiment 1), and 50% of them (Experiment 2).
This means that with only some of the questions would it be possible to discriminate students' performance with the same effectiveness of 98.5% (Experiment 1), or with a lower, but also high, effectiveness of 87.1% (Experiment 2). In other words, 7 out of 22 items (Experiment 1), and 3 out of 6 (Experiment 2), would be enough to classify "bad" or "good" performance.
These findings reinforce the perception of instrument type and quality running between two boundaries: with items capable of discriminating good and bad performance (based on the learning experiences outcomes), and those without this kind of items or questions. And, it is also possible to observe multiple arrangements between these examples (limits), as noted here (based on the analyzed instruments).
According to these findings, especially in the business field, instructors and institutions together are able to analyze and act towards improving their assessment methods and techniques, mainly in order to be of no influence (or minimum influence) while evaluating students' performance. In this sense, as shown throughout this paper, the instrument is relevant, deserving special attention.
The decision of adopting an objective instrument is related to the freedom of the instructor in terms of preparing and combining assessment techniques. Some educational settings, where assessment is regulated and performed by the institution (centralized), offer less flexibility to the instructor while assessing students. On the other hand, it is possible to find educational settings where the instructor bears more power in terms of combining assessment methods. In both cases, dealing with certain objective testing instruments, as part of the whole assessment dimension, it is not only a matter of choice. It brings the responsibility of acting towards students' learning experience, what is more important than the grading itself.
Thus, this research provides elements and evidence that may help instructors and institutions concerned with real possibilities of acting together, aiming for better testing instruments. Due to the complexity of the assessment process, it seems to be very difficult to consider it as a problem to be solved only by the instructor. The institution should participate actively, supporting the process of ensuring quality to the whole assessment process.
In conclusion, while stating the problem focused on this paper, there is enough demand for research on this particular educational line of inquiry: assessment. Not only is it a matter of students' outcomes, but the assessing instrument must also gather the minimum conditions to evaluate students' learning experiences while helping them to learn. 
