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Abstract
Complex bases, along with direct-sums defined by rings of imaginary quadratic integers, induce algebraic lattices.
In this work, we study such lattices and their reduction algorithms. First, when the lattice is spanned over a two
dimensional basis, we show that the algebraic variant of Gauss’s algorithm returns a basis that corresponds to the
successive minima of the lattice in polynomial time if the chosen ring is Euclidean. Second, we extend the celebrated
Lenstra-Lenstra-Lovász (LLL) reduction from over real bases to over complex bases. Properties and implementations
of the algorithm are examined. In particular, satisfying Lovász’s condition requires the ring to be Euclidean. Lastly,
as an application, we use the algebraic algorithms to find the network coding matrices in compute-and-forward.
Such lattice reduction-based approaches have low complexity which is not dictated by the signal-to-noise (SNR)
ratio. Moreover, such approaches can not only preserve the degree-of-freedom of computation rates, but ensure the
independence in the code space as well.
Index Terms
lattice reduction, Gauss’s algorithm, LLL, compute-and-forward.
I. INTRODUCTION
In recent years, lattice algorithms and network information theory have been connected through lattice codes.
The celebrated compute-and-forward (C&F) paradigm [1] built over lattice codes is one of the main approaches
in physical layer network coding. One crucial task in the paradigm is to design network coding matrices based
on finding short lattice vectors in the “channel lattice” [2], [3], whose structure is defined by the “coding lattice”.
Initially coding lattices from Construction A over rational integers Z or Gaussian integers Z[i] are the main enabler
in showing the achievable information rate in C&F. Recently, however, the Construction A lattices have been
extended to over the ring of Eisenstein integers Z[ω] [4], [5] and other rings of imaginary quadratic integers [6],
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2[7], and these lattices are proved good for coding and for mean squared error quantization [7]. We are therefore
left with the task of finding short vectors of lattices over algebraic integers, so as to design the network coding
matrices for the adaptive C&F paradigm in [7] that works with the best ring of imaginary quadratic integers.
Lattice reduction is perhaps the most efficient method for finding approximately short lattice vectors. For
conventional Z-lattices, lattice reduction techniques have been well explored. These techniques include the celebrated
Lenstra-Lenstra-Lovász (LLL) reduction [8], Korkine-Zolotarev (KZ) reduction [9], Minkowski reduction [10], and
their variants [11], [12]. For OK-lattices, where OK denotes the ring of integers of a number field K, the reduction
techniques can be classified based on whether the lattice vectors lie in OK or the complex field C. The first scenario
arises quite often in lattice-based cryptography, and much work has been done in generalizing LLL for such lattices
[13]–[16]. Napias’s work [13] extends LLL to over Euclidean rings contained in a CM number field or a quaternion
field. Fieker and Pohst’s approach [14] defines LLL over Dedekind domains, while Fieker and Stehlé’s approach
[15] is to apply LLL to an equivalent higher dimensional Z-lattice and return this to a module. Quite recently,
Kim and Lee [16] presents reduction algorithms for arbitrary Euclidean domains. Regarding the second scenario
whose basis vectors are in C, the LLL algorithm has also been generalized to Z[i]-lattices [17] and Z[ω]-lattices
[18], and these generalizations are used in the context of MIMO detection/precoding whose signal constellations
are algebraic.
As a motivation, we notice that a general study on the reduction of Z[ξ]-lattices, where Z[ξ] denotes a ring
of imaginary quadratic integers, is lacking. In this work, we refer to Z[ξ]-lattices as algebraic lattices, and seek
to better understand the characteristics of such lattices, along with the proper design and performance limits of
algebraic lattice reduction algorithms. The contributions of this paper are the following:
i) After presenting the definitions and measures for algebraic lattices, we analyze the algebraic analogs for
orthogonal defect, Hermite’s constant, and Minkowski’s first and second theorems. Furthermore, we extend the
definition of lattice reduction from over Z-lattices to Z[ξ]-lattices, which says that the reduction is to find a transform
matrix from the general linear group GLn (Z [ξ]).
ii) For lattices of two dimensions, we take a modest step to investigate algebraic Gauss’s algorithm. When the ring
of integers is a Euclidean domain, we prove that Gauss’s algorithm returns a basis corresponding to the successive
minima of an algebraic lattice. This result is further explained through numerical examples. Specifically, we show
how the algorithm finds the two successive minima when the domain is Euclidean, and how the algorithm fails to
work when it is non-Euclidean.
iii) For higher dimensional lattices, we investigate the algebraic version of the celebrated LLL algorithm. By
defining a quantization of the Gram-Schmidt coefficients to over ring Z[ξ], the lower bound of the Lovász’s constant
is derived. On the other hand, to ensure the algorithm is convergent, its upper bound can also be derived, which
leads to the conclusion that only Euclidean rings can correspond to algebraic LLL. Notice that after transforming
a Z[ξ]-lattice to a Z-lattice, LLL can always be implemented while Z[ξ] is not required to be Euclidean. But the
process of returning 2n Z-lattice vectors to n independent Z[ξ]-lattice vectors is complicated.
iv) As an application, we utilize the developed algebraic LLL to design the network coding coefficients in algebraic
C&F, in which the task is to find short lattice vectors in Z[ξ]-lattices. Through using Diophantine approximation,
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oracle. Moreover, we show that the network coding matrix designed from algebraic lattice reduction always has full
rank over finite fields. This implies the set of finite field equations can always be inverted to estimate the messages.
The rest of this paper is organized as follows. In Section II, backgrounds about quadratic fields and algebraic
lattices are reviewed, and the concept of algebraic lattice reduction is induced. The definitions and properties of
algebraic Gauss reduction and algebraic LLL reduction are presented in Sections III and IV, respectively. In Section
V, we present the C&F scheme over rings of quadratic fields, and explain how the algebraic algorithms can be
used to achieve favorable results. Concluding remarks are given in the last section.
Notations: Matrices and column vectors are denoted by uppercase and lowercase boldface letters, respectively.
The real and imaginary parts of a complex number are denoted as R (·) and I (·). Z, Z [i], Z [ω], Q, R and C
are used to denote the set of integers, Gaussian integers, Eisenstein integers, rational, real, and complex numbers,
respectively. Fp denotes a finite field with size p. (·)† refers to the conjugate (transpose) of either a scalar or a
matrix. | · |2 and ‖·‖2 respectively denote Euclidean norm of a scalar and a vector. Vn refers to the volume of a
unit ball in Rn. We define log+(x) , max(log(x), 0).
II. ALGEBRAIC LATTICES AND REDUCTION
Lattice theory has a close relation to number theory. In this subsection, we review some concepts of lattices and
rings that will be used throughout this paper. We refer readers to [19], [20] for a more detailed account of algebraic
lattices.
Definition 1 (Quadratic fields). A quadratic field is an algebraic number field K of degree [K : Q] = 2 over Q.
In particular, we write K = Q
(√−d) where d ∈ Z is square free. If d > 0, we say Q (√−d) is an imaginary
quadratic field.
Definition 2 (Algebraic integers). An algebraic integer is a complex number which is a root of some monic
polynomial whose coefficients are in Z. The set of all algebraic integers forms a subring S of C. For any number
field K, we write OK = K ∩ S and call OK the ring of integers of K.
Regarding the ring of integers of a quadratic field Q
(√−d), one has OK = Z [ξ] where
ξ =

√−d, if − d ≡ 2, 3 mod 4;(
1 +
√−d) /2 if − d ≡ 1 mod 4.
We call Z [ξ] a Type I (respectively Type II) ring if ξ =
√−d (respectively ξ = (1 +√−d) /2 ).
Definition 3 (Euclidean domains). A Euclidean domain is an integral domain which can be endowed with at least
one Euclidean function. For the ring Z [ξ], a Euclidean function φ is a map from Z [ξ] \ 0 to the non-negative
integers such that φ (a) ≤ φ (ab) for any nonzero a, b ∈ Z [ξ], and there exist q and r in Z [ξ] such that a = bq+ r
with r = 0 or φ (r) < φ (b).
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norm ±1 are called the units of Z [ξ]. Together they form a unit group denoted by Z [ξ]×. If the Euclidean function
φ is defined by the algebraic norm, then the Euclidean domain is called norm-Euclidean [16]. For complex quadratic
fields, Euclidean norm coincides with algebraic norm and one has Nr (a+ bξ) = |a+ bξ|2. Thus a Euclidean ring
of imaginary quadratic integers is also norm-Euclidean.
For imaginary quadratic fields, we may analytically extend the norm function to all complex numbers using
the absolute value. Moreover, we have maxx∈K minq∈OK |NormK/Q(x − q)| = maxx∈C minq∈OK |x − q|2 as the
maximum distance with respect to the absolute value is achieved at a rational point. We say that x ∈ C is fully
Z[ξ]-reduced if |x| ≤ |x− q| for all q ∈ Z[ξ].
Lemma 1. Let x ∈ C be fully Z[ξ]-reduced. Then |<(x)| ≤ 1/2, |=(x)| ≤ √d/2 if ξ = √−d or |<(x)| ≤ 1/2,
|=(x)| ≤ 1√
d
(−|<(x)|+ 1+d4 ) if ξ = 1+√−d2 .
Proof. Define the map φ(x+iy) = (x, y) for all x+iy ∈ C. Then |x+iy| = ‖(x, y)‖. When −d ≡ 2, 3 mod 4, Z[ξ]
generates the lattice with basis (1, 0), (0,
√
d), otherwise Z[ξ] generates the lattice with basis (1, 0), (1/2,
√
d/2).
The bounds that form the fundamental region of these lattices correspond to the bounds given in the proposition.
A Z [ξ]-module is a set M together with a binary operation under which M forms an Abelian group, and an
action of Z [ξ] on M which satisfies the same axioms as those for vector spaces. A module may not have a basis
(i.e., not free). A subset of M forms a Z [ξ]-module basis of M if elements of subset are linearly independent over
Z [ξ] and if every element in M can be written as a finite linear combination of elements in the subset. In this
work, we will call any free Z [ξ]-module an algebraic lattice.
Definition 4 (Algebraic lattices 1). A Z [ξ]-lattice is a discrete Z [ξ]-submodule of Cn that has a basis. Such a rank
n lattice ΛZ[ξ](B) with basis B = [b1, . . . ,bn] ∈ Cn×n can be represented by
ΛZ[ξ](B) = Z [ξ]b1 + Z [ξ]b2 + · · ·+ Z [ξ]bn.
Definition 5 (Successive minima). The jth successive minimum of a Z [ξ]-lattice ΛZ[ξ] is the smallest real number
r such that its embedded Z-lattice through a bijection σ contains j linearly Z [ξ]-independent vectors of length at
most r: λj,Z[ξ] =
inf
{
r
∣∣∣ dim(span(σ−1 (σ (ΛZ[ξ]) ∩ B(0, r)))) ≥ j} ,
where B(t, r) denotes a ball centered at t with radius r.
1Since b1, . . . ,bn have rank n over C, they are also linearly independent over Z [ξ]. The considered Z [ξ]-modules always have bases, so
Z [ξ] is not confined to be a principle ideal domain when defining algebraic lattices.
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5A. Hermite’s Constant and OD
To proceed, we first show the Z-basis (real generator matrix) of lattice ΛZ[ξ] (B) is:
BR,Z[ξ] =

 R (B) −√dI (B)
I (B)
√
dR (B)
 if ξ = √−d;
 R (B) 12R (B)−
√
d
2 I (B)
I (B) 12I (B) +
√
d
2 R (B)
 if ξ = 1+√−d2 .
(1)
Denote the coefficient of a lattice vector Bx as x = xa + ξxb ∈ Z [ξ]n. If ξ =
√−d, d > 0, we have
Bx = (R (B) + iI (B))
(
xa + i
√
dxb
)
(2)
=
(
R (B)xa −
√
dI (B)xb
)
+ i
(
I (B)xa +
√
dR (B)xb
)
; (3)
and if ξ = 1+
√−d
2 , d > 0, we have
Bx = (R (B) + iI (B))
(
xa +
1
2
xb + i
√
d
2
xb
)
=
(
R (B)xa +
(
1
2
R (B)−
√
d
2
I (B)
)
xb
)
+ i
(
I (B)xa +
(
1
2
I (B) +
√
d
2
R (B)
)
xb
)
.
Define the function Ψ : Cn → R2n that maps the complex vector [v1, . . . , vn]> to the real vector:
[R (v1) , . . . ,R (vn) , I (v1) , . . . , I (v1)]
>
.
For any lattice point Bx ∈ ΛZ[ξ], after applying the mapping function Ψ (·) to Eqs. (3) and (??), we have Ψ (Bx) =
BR,Z[ξ] [xa,xb]
>, where the expression for BR,Z[ξ] is given in (1).
According to Eq. (1), the generator matrix of ΛZ[ξ] (B) is related to that of the Z [i]-lattice ΛZ[i] (B) via
BR,Z[ξ] = BR,Z[i]
(
ΦZ[ξ] ⊗ In
)
, (4)
where
ΦZ[ξ] ,

 1 0
0
√
d
 if ξ = √−d;
 1 12
0
√
d
2
 if ξ = 1+√−d2 ;
(5)
is referred to as the generator matrix of Z [ξ] in R2. It follows that we can define the volume of an algebraic lattice
as
Vol
(
ΛZ[ξ]
)
, Vol
(
ΛZ
(
BR,Z[ξ]
))
= det
(
BR,Z[i]
)
det
(
ΦZ[ξ]
)n
, (6)
where det
(
BR,Z[i]
)
= |det (B) |2 denotes the volume of lattice ΛZ (BR,Z[i]).
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6Fig. 1: The empirical cumulative distribution functions of Hermite’s factor λ21
(
ΛZ[ξ]
)
/Vol
(
ΛZ[ξ]
)1/n
in 2-D lattices.
With the definition of volumes, we extend the definition of Hermite’s constant to over algebraic lattices. Previously,
the supremum of λ21(Λ
Z)/Vol
(
ΛZ
)2/n
for all rank n Z-lattices ΛZ is often denoted by γn and called Hermite’s
constant [11].
Definition 6 (Algebraic Hermite’s constant, [11]). We denote by γZ[ξ]n and call the supremum of λ21
(
ΛZ[ξ]
)
/Vol
(
ΛZ[ξ]
)1/n
for all rank n Z[ξ]-lattices ΛZ[ξ] algebraic Hermite’s constant.
Obviously an algebraic lattice ΛZ[ξ] (B) of dimension n can always be described by a real lattice ΛZ
(
BR,Z[ξ]
)
of dimension 2n. Moreover, since
λ21
(
ΛZ[ξ]
)
/Vol
(
ΛZ[ξ]
)1/n
≤ γ2n, (7)
we arrive at the following result:
γZ[ξ]n ≤ γ2n ≤ 4
(
V
−1/n
2n
)
for all positive integers n, in which the last inequality is from [11]. This upper bound behaves independently of
the chosen ring Z [ξ]. The actual Hermite’s factor, λ21
(
ΛZ[ξ]
)
/Vol
(
ΛZ[ξ]
)1/n
, however depends on Z [ξ]. In Fig. 1,
we plot the empirical cumulative distribution functions (CDFs) of a 2-D Z [ξ]-lattice, where entries of the complex
basis generated from a complex Gaussian distribution CN (0, 1). It is known that γ4 =
√
2 [11], so this serves as
the upper bound in the plot. This figure shows that a ring with a smaller det
(
ΦZ[ξ]
)
has a smaller Hermite’s factor
on the average.
Similarly, we introduce the orthogonality defect (OD) for algebraic lattices:
ηZ[ξ](B) ,
∏n
j=1 ‖bj‖
Vol
(
ΛZ[ξ]
) , (8)
which quantifies how close the basis is to being “orthogonal”. For a Z [i]-lattice, its lower bound is ηZ[i](B) ≥ 1
according to Hadamard’s inequality. More generally, it follows from Eq. (6) that
ηZ[ξ](B) ≥ det
(
ΦZ[ξ]
)−n
.
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B. Minkowski’s Theorems
Minkowski’s first and second theorems are crucial for analyzing the performance of a lattice reduction algorithm.
These theorems over Z-lattices are well known. For algebraic lattices where the bases may not belong to a number
field, we need the following theorem:
Theorem 1 (Minkowski’s first and second theorems over Z [ξ]-lattices). For a Z [ξ]-lattice ΛZ[ξ] (B) with basis
B ∈ Cn×n, it satisfies
λ21,Z[ξ] ≤ γ2n
∣∣∣det(ΦZ[ξ])∣∣∣ |det (B) |2/n; (9)
n∏
j=1
λ2j,Z[ξ] ≤ γn2n
∣∣∣det(ΦZ[ξ])∣∣∣n |det (B) |2. (10)
Proof: Minkowski’s first theorem is a direct consequence of (7). To obtain Minkowski’s second theorem for
Z [ξ]-lattices, the rationale is to apply its classic version [21] to the embedded Z-lattice and inspect the independence
of lattice vectors over the ring Z [ξ]. Based on Eq. (4), applying the real Minkowski’s second theorem [21] yields
2n∏
j=1
λ2j ≤ γ2n2n det
(
BR,Z[ξ]
)2
,
where λj denotes the jth successive minimum of lattice Λ
(
BR,Z[ξ]
)
. Substitute Eq. (6) into the above equation,
we have
2n∏
j=1
λ2j ≤ γ2n2n det
(
BR,Z[i]
)2
det
(
ΦZ[ξ]
)2n
. (11)
Let the 2n successive minima of L (BR,Z[ξ]) be ∥∥BR,Z[ξ]x1∥∥ , . . . , ∥∥BR,Z[ξ]x2n∥∥ . W.l.o.g., we assume the input
basis B has full rank, then so does BR,Z[ξ]. For any index j, j′,
dim
(
spanZ[ξ]
(
σ−1
(
BR,Z[ξ]xj ,B
R,Z[ξ]xj′
)))
= dim
(
spanZ[ξ]
(
σ−1 (xj ,xj′)
))
.
Since the coefficients of the successive minima satisfy dim (spanR (x1, . . . ,x2n)) = 2n, it yields
dim
(
spanZ[ξ]
(
σ−1 (x1, . . . ,x2n)
))
= n.
We can design an algorithm to partition x1, . . . ,x2n into two groups, each with size n. Firstly, note that there
exists an index set S with |S| = n such that dim
(
spanZ[ξ]
(
σ−1
(
xS(1), . . . ,xS(n)
)))
= n. Secondly, starting
from xS(1), we search for one candidate in x[2n]\S in each round, noted as x′S(1) such that
(
xS(1)
)†
x′S(1) 6= 0.
This procedure continues until all x[2n] have been partitioned. It follows from Definition 5 that ∀j ∈ 1, . . . , n,∥∥∥σ−1 (BR,Z[ξ]xS(j))∥∥∥ ≤ ∥∥∥σ−1 (BR,Z[ξ]x′S(j))∥∥∥ . (12)
Based on (12), we have
∏n
j=1 λ
2
j,Z[ξ] ≤
(∏2n
j=1 λ
2
j
)1/2
. Plugging this into (11), we have
n∏
j=1
λ2j,Z[ξ] ≤ γn2n
∣∣∣det(BR,Z[i])∣∣∣ ∣∣∣det(ΦZ[ξ])∣∣∣n .
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A lattice has infinitely many bases. The process of improving the quality of a given basis by some lattice-
preserving transform is generically called lattice reduction. It is well known that a transformation matrix should be
taken from a set of integer matrices that are invertible in Z for a real basis, while such transforms for a complex basis
remain poorly understood. Denote GLn (Z [ξ]) as the set of invertible matrices in the matrix ring Mn×n (Z [ξ]) and
call a matrix in GLn (Z [ξ]) unimodular. To define algebraic lattice reduction, we need the following proposition.
The proof is attributed to Kschischang and Feng [22].
Proposition 1. Two lattice bases B, B˜ generate the same lattice if and only if there exists a matrix U ∈ GLn (Z [ξ])
such that B˜ = BU.
Proof: First, we show that B, B˜ generate the same lattice if B˜ = BU for a unimodular matrix U. Let Λ be
generated by B and let Λ˜ be generated by B˜. Any element b˜ ∈ Λ˜ can be written as
b˜ = B˜x = BUx ∈ Λ,
for some x ∈ Z [ξ]n, which shows that Λ˜ ⊆ Λ since Ux ∈ Z [ξ]n. On the other hand, if U is invertible, we have
B = B˜U−1 and a similar argument shows that Λ ⊆ Λ˜. Now we show the invertible condition is det (U) ∈ Z [ξ]×.
Note that if a ring Z [ξ] is from a complex quadratic field, then it is commutative (a non-commutative example is
the matrix ring). For any matrix U ∈ Z [ξ]n×n, it follows from Cramer’s rule that U−1 = (det (U))−1 adj (U) ,
where adj (U) ∈ Z [ξ]n×n, the adjugate of U is given by [adj (U)]j′,j = (−1)j
′+j
Mj,j′ , where Mj,j′ is the minor
of U obtained by deleting the jth row and the j′th column of U. Clearly, matrix U is invertible in Z [ξ]n×n if and
only if det (U) ∈ Z [ξ]×, such that U−1 ∈ Z [ξ]n×n.
Second, we show that B˜ = BU for a unimodular matrix U if B, B˜ generate the same lattice. Based on the
“if” condition, there are some full-rank transforms U1 and U2 in Z [ξ]n×n such that B˜ = BU1, B = B˜U2 and
hence B˜ = B˜U2U1. This implies U2U1 is an identity matrix. As the determinant function is distributive, we
have det (U2) det (U1) = 1, with det (U1) ,det (U2) ∈ Z [ξ]. Thus det (U1) and det (U2) are a pair of invertible
elements in Z [ξ], and U1 ∈ GLn (Z [ξ]), U2 ∈ GLn (Z [ξ]).
The above proposition suggests we can define lattice reduction for algebraic lattices based on GLn (Z [ξ]).
Definition 7 (Algebraic lattice reduction). For a given algebraic lattice ΛZ[ξ] with basis B ∈ Cn×n, find a new
basis B˜ = BU with favorable properties, where U ∈ GLn (Z [ξ]).
III. ALGEBRAIC GAUSS REDUCTION IN TWO DIMENSIONS
Lagrange and Gauss have given the reduction criteria for a two dimensional real basis. We first generalize this
criteria to over complex quadratic rings.
Definition 8. A basis b1,b2 ∈ Cn is Gauss reduced if ‖b1‖ ≤ ‖b2‖ ≤ ‖b2 + pb1‖ for all p ∈ Z[ξ].
For our work, we use the complex Euclidean (l2) norm to measure the length of lattice vectors and the regular
complex inner product. Unlike algebraic lattices spanned over other rings, we do not need to embed the ring structure
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quantisation function QZ[ξ] : C → Z[ξ] such that QZ[ξ](x) = arg minµ∈Z[ξ] |x − µ|. A specific definition of how
the quantisation function works is referred to subsection IV-B. The following algorithm (Algorithm 1), which is a
special case of algebraic LLL in two dimensions, computes a Gauss reduced basis.
Algorithm 1: The algebraic Gauss algorithm.
Input: An ordered basis {b1,b2} ∈ Cn of a two dimensional algebraic lattice Λ and a relevant ring Z[ξ] that
we want to reduce the basis over.
Output: A Gauss reduced basis B = [b1,b2].
1 while ‖b1‖ < ‖b2‖ do
2 µ12 = 〈b1,b2〉/‖b1‖2;
3 b2 = b2 −QZ[ξ](µ12)b1 ;
4 swap b1,b2
A. Performance Characterisation
When the ring of integers is a Euclidean domain, hereby we prove that Gauss’s algorithm returns a basis
corresponding to the successive minima of an algebraic lattice.
Theorem 2. Let b1,b2 be an output basis of the algorithm above. Then ‖b1‖ = λ1, ‖b2‖ = λ2 if Z[ξ] is the ring
of integers of a norm-Euclidean domain (i.e., d = 1, 2, 3, 7, 11).
Proof. We first show that the Gram-Schmidt coefficients are fully Z[ξ]-reduced, i.e. the GS coefficients of the
output basis are rounded to zero. Let b2 be the input vector in the last run of the algorithm before b2,b1 are
output as the reduced basis, and let µ12 be the GS coefficient between b1,b2. Then QZ[ξ](〈b1,b2〉/‖b1‖2) =
QZ[ξ]( 1‖b1‖2 (〈b1,b2〉−QZ[ξ](µ12)‖b1‖2)) = QZ[ξ](), where  = µ12−QZ[ξ](µ12) has already been fully reduced,
by the definition of the quantisation function. Since no swap has occurred (since the basis has been output),
‖b1‖ ≤ ‖b2‖ so the same argument follows for the GS coefficient between b2,b1.
To prove that ‖b1‖ = λ1, we denote an arbitrary lattice vector v = p1b1 + p2b2 where p1, p2 ∈ Z[ξ], and
analyze its norm function:
‖v‖2 = |p1|2‖b1‖2 + |p2|2‖b2‖2 + 2<(p†1p2〈b1,b2〉). (13)
We examine the cases −d ≡ 1, 2 mod 4 and −d ≡ 3 mod 4 separately. When the chosen ring is in the
form of Type I (i.e., ξ =
√−d), we let p1 = x + y
√−d, p2 = z + w
√−d where x, y, z, w ∈ Z. Then p†1p2 =
(xz + dyw) +
√−d(xw − yz), and
2<(p†1p2〈b1,b2〉) = 2(xz + dyw)<(〈b1,b2〉)− 2
√
d(xw − yz)=(〈b1,b2〉).
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Since the GS coefficients are fully reduced, we have:2(xz + dyw)<(〈b1,b2〉) ≥ −|xz + dyw|‖b1‖
2,
−2√d(xw − yz)=(〈b1,b2〉) ≥ −d|xw − yz|‖b1‖2.
Based on this, the r.h.s. of Eq. (13) can be lower bounded:
‖v‖2 ≥ Q′1(x, y, z, w)‖b1‖2, (14)
where
Q′1(x, y, z, w) , (x2 + dy2 + z2 + dw2 − |xz + dyw| − d|xw − yz|).
Letting Q1(x, y, z, w) , (x2 + dy2 + z2 + dw2 − (xz + dyw) − d(xw − yz)), we note that the codomain of Q′1
is a subset of the codomain of Q1 (this can be seen by changing the signs of x, y, z, w around until the functions
are equivalent), showing positive-definiteness of Q1 immediately yields that Q′1 is also positive-definite. The 4-D
symmetric matrix w.r.t. quadratic form Q1(x, y, z, w) can be written as
Q1 =

1 0 − 12 −d2
0 d d2 −d2
− 12 d2 1 0
−d2 −d2 0 d
 .
The four eigenvalues of Q1 are: 
d−√5d2−6d+9+3
4 ,
d+
√
5d2−6d+9+3
4 ,
3d−√13d2−6d+1+1
4 ,
3d+
√
13d2−6d+1+1
4 .
We therefore conclude that Q1 has four positive eigenvalues and hence being positive definite with only d = 1, 2
in this case. Along with Q(x, y, z, w) ∈ Z, we arrive at ‖v‖2 ≥ ‖b1‖2 when d = 1, 2.
When the chosen ring is in the form of Type II (i.e., ξ = 1+
√−d
2 ), like before, letting p1 = x+ y
1+
√−d
2 , p2 =
z + w 1+
√−d
2 , we have p
†
1p2 = (xz + 1/2(yz + xw) +
1+d
4 yw) + (
√−d/2)(xw − yz). Then
2<(p†1p2〈b1,b2〉) = 2(xz + 1/2(yz + xw) +
1 + d
4
yw)<(〈b1,b2〉)−
√
d(xw − yz)=(〈b1,b2〉).
Using the following inequality from the “fully-reduced” constraints:
|=(x)| ≤ 1√
d
(
−|<(x)|+ 1 + d
4
)
,
similarly to before, we obtain the inequality
‖v‖2 ≥ (x2 + xy + 1 + d
4
y2 + z2 + zw +
1 + d
4
w2
− 1 + d
4
|xw − yz|)‖b1‖2 − |<(〈b1,b2〉)|(|2xz + 1 + d
2
yw + xw + yz| − |xw − yz|).
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Focusing on the term (|2xz+ 1+d2 yw+xw+yz|− |xw−yz|), we note that one of the xw, yz on the left hand term
must annihilate with one on the right hand term, and one must sum to two times the variable (the choice of which
does not matter for our case, as the overall function is symmetric in xw, yz). We choose xw to annihilate and yz
to coalesce. Then clearly, all terms whose coefficient is |<(〈b1,b2〉)| are negative, so the minimum is achieved at
|<(〈b1,b2〉)| = 1/2‖b1‖2. Now we obtain ‖v‖2 ≥ Q2(x, y, z, w)‖b1‖2 with:
Q2(x, y, z, w) , (x2 + xy +
1 + d
4
y2 + z2 + zw +
1 + d
4
w2 − 1 + d
4
xw +
(
1 + d
4
− 1
)
yz − xz − 1 + d
4
yw.
The symmetric matrix w.r.t. quadratic form Q2(x, y, z, w) and its corresponding eigenvalues are respectively:
Q2 =

1 1/2 − 12 − 1+d8
1/2 1+d4
1
2
(
1+d
4 − 1
) − 1+d8
− 12 12
(
1+d
4 − 1
)
1 1/2
− 1+d8 − 1+d8 1/2 1+d4
 ,

2D+2−
√
9D2−10D3+10−4 D3−D2+2√
D2−2D+2
−√D2−2D+2
4 ,
2D+2+
√
9D2−10D3+10−4 D3−D2+2√
D2−2D+2
−√D2−2D+2
4 ,
2D+2−
√
9D2−10D3+10+4 D3−D2+2√
D2−2D+2
+
√
D2−2D+2
4 ,
2D+2+
√
9D2−10D3+10+4 D3−D2+2√
D2−2D+2
+
√
D2−2D+2
4 ,
where D = 1+d4 . Through checking the eigenvalues, it shows that Q2 is positive definite when d = 3, 7, 11;
therefore ‖v‖2 ≥ ‖b1‖2 is reached.
To prove that ‖b2‖ = λ2, we leverage the technique in [23]. For both cases of ξ, we construct a vector p1b1+p2b2
with p1, p2 ∈ Z[ξ], p2 6= 0. When the chosen ring is in the form of ξ =
√−d, we have
‖p1b1 + p2b2‖2 = |p2|2(‖b2‖2 − ‖b1‖2) + (|p1|2 + |p2|2)‖b1‖2 + 2<(p†1p2〈b1,b2〉)
≥ |p2|2(‖b2‖2 − ‖b1‖2) +Q1(x, y, z, w)‖b1‖2
≥ (|p2|2 − 1)(‖b2‖2 − ‖b1‖2) + ‖b2‖2
≥ ‖b2‖2.
This shows b2 is the shortest lattice vector that is independent of b1. The proof for the case ξ = 1+
√−d
2 follows
the same way by replacing Q1(x, y, z, w) with Q2(x, y, z, w).
B. Numerical Examples
The above result is further explained through numerical examples. Specifically, we show how the algorithm
finds the two successive minima when the domain is Euclidean, and how the algorithm fails to work when it is
non-Euclidean.
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Example 1 (Euclidean domain). Consider the field K = Q
(√−3) and its maximal ring of integers Z[ω].
Suppose the input lattice basis is
B =
 4 + ω 1 + 4ω
−1 + 5ω 1 + 2ω
 .
The algebraic reduction on this basis will consist of a swap, a size reduction, and another swap, to yield the reduced
basis
B˜ =
 −3 + 3ω 1 + 4ω
2− 3ω 1 + 2ω
 ,
which satisfies
∥∥∥b˜1∥∥∥2 = λ21 = 16, and ∥∥∥b˜2∥∥∥2 = λ22 = 28. On the contrary, if we turn B into a real basis and
perform real LLL (whose Lovasz’s parameter is 1) on it, the square norm of the reduced vectors are respectively
16, 16, 31, and 28. In its reduced basis, the first two vectors are not independent over K, and the second shortest
vector is in the last position. In this scenario only the Minkowski reduction on the real basis can have the same
effect as our algebraic lattice reduction, whose reduced vectors respectively have square norms 16, 16, 28, and 28.
Example 2 (non-Euclidean domain). Consider the field K = Q(
√−5) and its maximal ring of integers Z[√−5].
By Proposition 1, this field is an example of a non-norm Euclidean field. We begin with the following basis:
B =
 2 + 3√−5 8 +√−5
2 +
√−5 2
 .
Performing algebraic reduction on this basis consists of a single size reduction, resulting in the basis
B˜ =
 2 + 3√−5 6− 2√−5
2 +
√−5 −√−5
 .
Such a basis is reduced in the sense of Gauss whose vectors have square lengths of 58 and 61. However,
running real LLL over the corresponding four dimensional basis returns reduced vectors with respective square
lengths 20, 30, 26, 39. As such, we conclude that the algebraic Gauss’s algorithm does not guarantee an output that
corresponds to the successive minima of the lattice if the chosen field is not Euclidean.
IV. ALGEBRAIC LLL REDUCTION IN HIGH DIMENSIONS
We now introduce the definition of algebraic LLL to address more general higher dimensional lattices.
Definition 9 (Algebraic LLL). An n × n complex matrix B ∈ Cn×n is called an ALLL-reduced basis of lattice
ΛZ[ξ] (B) if its QR-decomposition B = QR satisfies the following two conditions:
QZ[ξ]
(
Rj,k
Rj,j
)
= 0, ∀ j < k; (size reduction condition) (15)
δ|Rj−1,j−1|2 ≤ |Rj,j |2 + |Rj−1,j |2, (Lova´sz′s condition) (16)
2 ≤ i ≤ n. Rj,k refers the (j, k)th entry of R, and δ is called Lovász’s parameter.
If the lattice is a Z [i]-lattice, then (15) becomes R
(
Rj,k
Rj,j
)
≤ 12 and I
(
Rj,k
Rj,j
)
≤ 12 , which is consistent with [17]
that generalizes the definition in [13].
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We first explain how the lower bound of Lovász’s parameter δ should be chosen based on the covering radius
ρZ[ξ] of lattice ΛZ
(
ΦZ[ξ]
)
, where
ρZ[ξ] , max
x∈C
∣∣x−QZ[ξ] (x)∣∣ .
This typical lattice parameter can be analyzed through describing the relevant vectors of the Voronoi region of
ΛZ
(
ΦZ[ξ]
)
. For a real lattice ΛZ
(
BR
)
, BR ∈ Rn×n, its Voronoi region around the origin is
V ,
{
x ∈ Rn
∣∣∣ ‖x‖ ≤ ‖x− t‖ ∀t ∈ ΛZ (BR) , t 6= 0} .
The points p of the lattice for which the hyper-plane between 0 and p contains a facet of V are called the Voronoi
relevant vectors.
Lemma 2 (Covering radius). For an embedded lattice ΛZ
(
ΦZ[ξ]
)
, we have
ρZ[ξ] =

√
1+d
2 if ξ =
√−d, d > 0;
d+1
4
√
d
if ξ = 1+
√−d
2 , d > 0.
Proof: For any given real lattice ΛZ
(
BR
)
, it can be partitioned into exactly 2n cosets of the form CBR,p =
2ΛZ +BRp with p ∈ {0, 1}n. If sp is a shortest vector for CBR,p, then the set ∪p∈{0,1}n\{0} {±sp} contains all
the relevant vectors [24]. For embedded lattices of Z [ξ] in R2, their generator matrices must have the forms as
shown in Eq. (5). We discuss the two scenarios separately:
i) If ξ =
√−d and BR = ΦZ[ξ] =
 1 0
0
√
d
, we have
∪p∈{0,1}2\{0} {±sp} =
{
± [1, 0]> ,±
[
0,
√
d
]>}
.
Then the covering radius in this case is ρZ[ξ] =
√
1+d
2 .
ii) If ξ = 1+
√−d
2 and B
R = ΦZ[ξ] =
 1 12
0
√
d
2
, the three cosets with non-zero shifts are

CBR,[1,0]> = 2Λ
Z + [1, 0]> ,
CBR,[0,1]> = 2Λ
Z +
[
1
2 ,
√
d
2
]>
,
CBR,[1,1]> = 2Λ
Z +
[
3
2 ,
√
d
2
]>
.
It follows that
∪p∈{0,1}2\{0} {±sp}
=
± [1, 0]> ,±
[
1
2
,
√
d
2
]>
,±
[
1
2
,−
√
d
2
]> .
So the point in V that has the maximum distance to the origin can be obtained as the intersection between line
y = − 1√
d
x+ d+1
4
√
d
and line x = 12 . Lastly we obtain ρZ[ξ] =
d+1
4
√
d
.
Since the so-called Siegel’s condition [25] based on rephrasing (16) is(
δ −
∣∣∣∣ Rj−1,jRj−1,j−1
∣∣∣∣2
)
|Rj−1,j−1|2 ≤ |Rj,j |2, (17)
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it suffices to choose δ > ρ2Z[ξ], where the exact values of ρZ[ξ] have been shown.
Now we specify the upper bound for δ and consequently for ρ2Z[ξ] through a potential-function argument [12, P.
4790]. Define the potential function of a lattice basis as:
Pot (R) =
n∏
j=1
det
(
Λ
(
RΓi+1
))2
=
n∏
j=1
|Rj,j |2(n−j+1).
Let the lattice bases be R before the swap and R′ after the swap. If Lovász’s condition fails to hold, the ratio of
their potential functions is:
Pot (R′)
Pot (R)
=
(|Rj−1,j |2 + |Rj,j |2)n−j+2 ( |Rj,j |2|Rj−1,j−1|2|Rj−1,j |2+|Rj,j |2 )n−j+1
|Rj,j |2(n−j+1)|Rj−1,j−1|2(n−j+2)
=
|Rj−1,j |2 + |Rj,j |2
|Rj−1,j−1|2
< δ. (18)
Clearly one should ensure ρ2Z[ξ] < δ ≤ 1, otherwise the algorithm may not converge. By using Lemma 2 to evaluate
the quadratic fields that satisfy ρ2Z[ξ] < 1, we arrive at the following proposition:
Proposition 2. Only the rings from 5 complex quadratic fields can be used to define Lovász’s condition; they are
Q
(√−d) where d takes the values
1, 2, 3, 7, 11.
Such rings are all the norm-Euclidean ones in imaginary quadratic fields. As a comparison, one of the reasons
that [16] requires the rings to be norm-Euclidean is to find the nearest ring element efficiently when doing the
size reduction step. In our case, the quantization of an element in C to Z [ξ] does not impose any constraint.
Though Prop. 2 implies we still cannot get rid of Euclidean rings, implementing an ALLL algorithm that sacrifices
the constraint of ρ2Z[ξ] < δ is possible (without performance bounds). Of independent interests, we observe the
condition to check the norm-Euclideanity [16] of Z [ξ] is almost identical to ρ2Z[ξ] < 1, which is
max
a,b∈Z[ξ],b 6=0
∣∣a/b−QZ[ξ] (a/b)∣∣ < 1.
A. Performance Characterisation
In the following, we set δ = ρ2Z[ξ] +  with 0 <  ≤ 1− ρ2Z[ξ]. The overall performance of algebraic LLL can be
described as follows.
Theorem 3. Let B˜ = [b˜1, . . . , b˜n] be an ALLL-reduced basis w.r.t. an input B ∈ Cn×n. Then B˜ admits the
following properties: ∥∥∥b˜1∥∥∥ ≤ −n−14 |det (B)|1/n , (19)∥∥∥b˜1∥∥∥ ≤ −n−12 λ1,Z[ξ], (20)
ηZ[ξ](B˜) ≤ det
(
ΦZ[ξ]
)−n n∏
j=1
(
1 + ρ2Z[ξ]
(
−1 − −j
1− −1
))1/2
. (21)
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Proof: From Siegel’s condition (17),
|Rj−1,j−1|2 ≤ −1|Rj,j |2. (22)
By induction, it yields ∥∥∥b˜1∥∥∥2 = |R1,1|2 ≤ −(j−1)|Rj,j |2,
1 ≤ j ≤ n. Then (19) follows from taking the product of these inequalities. As for (20), assume that x1, . . . , xn ∈
Z [ξ] are a set of coprime numbers such that
∥∥∥∑nj=1 xjb˜j∥∥∥ = λ1,Z[ξ]. Notice that there must exist one index k
with |xk| ≥ 1, so that λ21,Z[ξ] ≥ |xk|2|Rk,k|2. Then it yields λ21,Z[ξ] ≥ |Rk,k|2 ≥ k−1
∥∥∥b˜1∥∥∥2 ≥ n−1 ∥∥∥b˜1∥∥∥2, which
proves (20) . Lastly, in the size reduction condition, we have |Rj,j′Rj,j | ≤ ρZ[ξ] ∀j < j′, and
‖R1:n,j‖2 = |Rj,j |2 +
∑
j′<j
|Rj′,j |2
≤ |Rj,j |2 +
∑
j′<j
ρ2Z[ξ]|Rj′,j′ |2
≤ |Rj,j |2
(
1 + ρ2Z[ξ]
(
−1 + −2 + · · ·+ −(j−1)
))
. (23)
By substituting the above into the definition, then
ηZ[ξ](B˜) =
∏n
j=1 ‖R1:n,j‖
det
(
ΦZ[ξ]
)n∏n
j=1 |Rj,j |
≤ det
(
ΦZ[ξ]
)−n n∏
j=1
(
1 + ρ2Z[ξ]
(
−1 − −j
1− −1
))1/2
.
In Theorem 3, both (19) and (20) are essentially the same as those of real LLL, while (21) has some factors
from ring Z [ξ] since its analysis involves volumes and covering radiuses.
Lastly, based on analyzing the decoding radius, we show how far the size reduction is from the optimal length
reduction that employs a closest vector problem (CVP) oracle [12].
Theorem 4. Given a complex basis B ∈ Cn×n, the decoding radius Rsize , 12 min1≤j≤k |Rj,j | of size reduction
in round k + 1 satisfies
Rsize ≥ 1
4
λ1,Z[ξ]V
1/2n
2n det
(
ΦZ[ξ]
)−1
(k
2−k)/4.
Proof: When LLL is running in the k+1th round, then the basis
[
b˜1, . . . , b˜k
]
is LLL-reduced. Let
[
b˜1, . . . , b˜k
]
=
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QR denote its QR-decomposition. By using Theorem 1, we have for k = 2, . . . , n,
λ21,Z[ξ] ≤ 4
(
V
−1/k
2k
)
det
(
ΦZ[ξ]
)2 ∣∣∣det(L([b˜1, . . . , b˜k]))∣∣∣2/k
= 4
(
V
−1/n
2n
)
det
(
ΦZ[ξ]
)2 k∏
j=1
|Rj,j |
2/k
≤ 4
(
V
−1/n
2n
)
det
(
ΦZ[ξ]
)2 k∏
j=1
−(k−j)/2|Rk,k|
2/k
= 4
(
V
−1/n
2n
)
det
(
ΦZ[ξ]
)2
|Rk,k|2−(k
2−k)/2.
For all quadratic number fields, their packing radiuses are still 1/2. By using the definition of the decoding radius,
we have
Rsize ,
1
2
min
1≤j≤k
|Rj,j |
≥ 1
4
λ1,Z[ξ]V
1/2n
2n det
(
ΦZ[ξ]
)−1
min
1≤j≤k
(j
2−j)/4.
B. Implementation and Complexity
Regarding the implementation of QZ[ξ] (·), for a TYPE I ring we have
QZ[ξ] (x) = bR (x)e+ i
√
d
⌊
I (x) /
√
d
⌉
,
because its lattice basis ΦZ[ξ] is orthogonal.
For a TYPE II ring, although implementing a sphere decoding algorithm on basis ΦZ[ξ] suffices, there exist
simpler methods for doing so. For any λ = a + 1+
√−d
2 b, a, b ∈ Z, if b = 2k, k ∈ Z, then λ = (a+ k) +
√−dk.
If b = 2k + 1, k ∈ Z, then λ = (a+ k) + 12 +
√−dk +
√−d
2 . Then we can see that Z [ξ] is simply the union
of a rectangular lattice Z
[√−d] and its coset Z [√−d] + d∗, d∗ , 12 + √−d2 . Two examples of such lattices are
reproduced in Fig. 2. In summary, for a TYPE II ring we have:
QZ[ξ] (x) = arg min
y
|y − x| ,
y ∈
{
QZ[√−d] (x) ,QZ[√−d] (x− d∗) + d∗
}
.
Now we present the pseudo-code of algebraic LLL in Algorithm 2. Compared with the complex LLL algorithm
in [17], the major differences are: i) The rounding function in Step 5 is generalized from over Z [i] to over Z [ξ].
ii) Formulas (7)-(15) in [17] are simplified as a rotation by quaternions, which is represented by Steps (10)-(13) of
Algorithm 2. The details are given in Appendix A.
Lastly we analyze the number of loops in the above algorithm. Denote the number of positive and negative tests
in Step 9 as K+ and K−, respectively. Based on (18), the potential function of the basis decreases in a log1/δ scale
for each negative tests. Let the ratio between the potential functions of the input basis and the minimum possible
basis be g(n), then similarly to [12] we can upper bound the total number of loops as K−+K+ ≤ 2K−+n−1 ≤
2 log1/δ g(n) + n− 1.
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Fig. 2: Representing a TYPE II ring by a rectangular ring and its coset. Dots with open circles represent the cosets.
C. Numerical Results: Real vs. Algebraic LLL
W.l.o.g., we consider lattice bases that are generated from B = D−
1
2L>, where In + Phh† = LDL† and
h ∼ CN (0, In) 2. The quality of the bases are controlled by the signal to noise ratio (SNR) parameter P . Generally,
lower SNR would result in more orthogonal lattice bases. In the comparison, lattices are defined over Euclidean
rings Z[i], Z[
√−2], and Z[ω], and non-Euclidean rings Z[√−5], Z[ 1+
√−19
2 ], and Z[
1+
√−39
2 ]. We implement both
algebraic LLL reductions and classic LLL reductions for all these lattices, with Lovász’s parameter δ = 0.99. All
results are averaged over 104 realizations.
In Fig. 3, we plot the averaged Euclidean norm of the first basis vector after Z[ξ] or Z based LLL reduction.
The error bars denote the standard deviations of the objective values, and the legend “Real bases” denotes real
lattices generated from expanding Z [ξ]-based “Complex bases”. Note that, in the subfigures, the algebraic-LLL for
non-Euclidean rings may still find short vectors when P = 10dB (Fig. 3-a and Fig. 3-c). However, the performance
of such LLL algorithms degrades significantly when P = 40dB (Fig. 3-b and Fig. 3-d), confirming our statement
in Proposition 2. Another observation is that, although the performance of Euclidean-ring based real and complex
LLL are almost identical in dimension n = 2, the Z[ω]-ALLL generates shorter vectors than its real counter-part
as dimension n increases to 8, while this is not true for other rings. Such performance difference is summarized in
Fig. 4 after further running simulations for other rings.
In Fig. 5, we plot the averaged number of swaps when implementing algebraic/real LLL reduction, because this
metric can reflect the overall complexity of the algorithms. The sub-figures show that algebraic LLL algorithms
have only about 25% complexity w.r.t. their real counter-parts. This observation is not a surprise because we are
dealing with lattices of smaller dimensions. Moreover, the complexity is roughly inverse-proportional to det
(
ΦZ[ξ]
)
,
and Z[ω]-ALLL often incurs the highest complexity among algebraic algorithms.
2Bases in this form not only fit into the C&F context in the next section, but also reflect general random bases.
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Fig. 3: The Euclidean norm of the first basis vector after different LLL reductions.
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Algorithm 2: The algebraic LLL algorithm.
Input: lattice basis B ∈ Cn×n, Lovász’s parameter δ, primitive element ξ.
Output: reduced basis B˜ ∈ Cn×n, unimodular matrix U ∈ GLn (Z [ξ]).
1 [Q,R] = qr(B); . The QR decomposition of B;
2 j = 2, U = In;
3 while j ≤ n do
4 for k = j − 1 : −1 : 1 do
5 c = QZ[ξ]
(
Rj,k
Rj,j
)
; . Ring quantization;
6 if c 6= 0 then
7 R1:n,j ← R1:n,j − cR1:n,k;
8 U1:n,j ← U1:n,j − cU1:n,k;
9 if δ|Rj−1,j−1|2 > |Rj,j |2 + |Rj−1,j |2 then
10 define Mv∗ ,
 R
†
j−1,j√
|Rj−1,j |2+|Rj,j |2
R†j,j√
|Rj−1,j |2+|Rj,j |2
−Rj,j√
|Rj−1,j |2+|Rj,j |2
Rj−1,j√
|Rj−1,j |2+|Rj,j |2
;
11 swap R1:n,j and R1:n,j−1, U1:n,j and U1:n,j−1;
12 Rj−1:j,1:n ←Mv∗Rj−1:j,1:n; . Left rotation;
13 Q1:n,j−1:j ← Q1:n,j−1:jM−1v∗ ; . Right rotation;
14 j ← max(j − 1, 2);
15 else
16 j ← j + 1;
17 B˜ = QR.
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Fig. 4: A summary on the Euclidean norm performance after different types of LLL reduction.
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Fig. 5: The number of swaps after different LLL reductions.
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D. Beyond Algebraic LLL
It is also possible to extend the algebraic LLL to algebraic KZ/Minkowski reduction [26]. Although designing
an algorithm for the shortest vector problem (SVP) over the algebraic lattices may encounter the difficulty of
enumerating points in a depth-first enumeration algorithm, we can alternatively use SVP on real lattices. Based on
the symmetricity of rings, the SVP algorithm can have a speed-up. For instance, only 1/4 of the points within a
Euclidean ball need to be enumerated in Gaussian integers as |Z [i]× | = 4 (as used in [27]), and only 1/6 of the
points need to be enumerated in Eisenstein integers as |Z [ω]× | = 6. Although KZ/Minkowski reduction algorithms
do not have the constraint due to Lovasz’s condition, their basis expansion process [26] still requires the rings to
be Euclidean.
V. APPLICATION TO C&F
In this section, we discuss the application of the proposed algebraic lattice reduction algorithm to the compute-
and-forward paradigm. We first review the paradigm over rings, and how lattice reduction comes in handy when
choosing network coding coefficients. After that, we analyze the DoF of the network coding design based on LLL.
Lastly, we show that lattice reduction is advantageous as it guarantees the network coding system matrix can have
full rank over fields.
A. C&F in Quadratic Fields
Consider a quasi-static complex-valued AWGN network with n source nodes and the same number of relays. We
assume that each source node l is operating at the same rate and define the message rate as Rmes = 1T log(|W |),
where W is the message space, e.g., W = Fkp . A message wl ∈ W is encoded, via a function E(·), into a point
xl ∈ CT , satisfying the power constraint ‖xl‖2 ≤ TP , where T is the block length and P denotes the SNR. In the
integer-based C&F scheme [1] or its variants to algebraic integers [5], [7], xl is a lattice point representative of a
coset in the quotient Λf/Λc, where Λf and Λc are called nested fine and coarse lattices. In the first scenario, the pair
of nested lattices are built from Construction A over Z, characterized by: Fkp → (Z/pZ)k → Λ, p ∈ Z. As for the
algebraic scenario, the lattices are built from algebraic Construction A characterized by: Fkp → (Z [ξ] /p′Z [ξ])k → Λ,
p′ ∈ Z [ξ].
The received signal at one relay is given by
y =
n∑
l=1
hlxl + z, (24)
where the channel coefficients {hl} remain constant over the whole time frame, and z ∼ CN (0, IT ). In algebraic
C&F, the relay is still searching for a finite field linear combination of wl’s in the layer of messages. But in the
physical layer, the interpretation becomes decoding an algebraic-integer linear combination of lattice codes. The
estimated lattice code is xˆ = [QΛf (αy)] mod Λc =
∑n
l=1 alxl, where α ∈ C is the minimum mean square error
(MMSE) constant, and al ∈ Z [ξ] is chosen from the set of algebraic integers.
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Decoding a finite field linear combination of messages is possible as long as there exists an isomorphic mapping
f such that f(Λf/Λc) ∼= W . A forwarded message can be explicitly written as
u =
n∑
l=1
f(al)wl. (25)
The decoding error event in a relay, given h ∈ Cn and a ∈ Z [ξ]n, occurs when [QΛf (αy)] mod Λc 6=
∑n
l=1 alxl
for optimized α. A rate is said to be achievable at a given relay if there exists a coding scheme such that the
probability of decoding error tends to zero as T →∞. Upon collecting at least n correct equations in the form of
(25), the destination can invert the equations to estimate the messages. In the process, the achievable computation
rate of algebraic C&F is described by the following theorem.
Theorem 5 (Computation rate in algebraic C&F [7]). At a relay with channel coefficient h ∈ Cn and combination
coefficient a ∈ Z [ξ]n, a computation rate of
Rcomp(h, a, P ) = log+
( 1
a> (In + Phh†)
−1
a
)
(26)
is achievable.
By using LDL decomposition to get In + Phh† = LDL† in (26), whose denominator represents the square
distance of a lattice vector in ΛZ[ξ]
(
D−
1
2L>
)
. To design the optimal combination coefficient requires solving
SVP. In this paper, we concentrate on using lattice reduction algorithms to reduce the basis
B = D−
1
2L>, (27)
so as to approximately solve SVP.
B. Preserving DoF
In this subsection, let a∗ be the first coefficient vector found by algebraic LLL, i.e., b˜1 = Ba∗. For a computation
rate Rcomp(h, a, P ), define its associated DoF as:
dcomp(h,a) = lim
P→∞
Rcomp(h, a, P )
log (1 + P )
. (28)
To analyze the DoF of the computation rate found by using algebraic LLL, the crux is to show the DoF associated
with mina∈Z[ξ]n Rcomp(h, a, P ), because algebraic LLL only amplifies the length metric to a −n−12 factor which
is independent of P . Specifically:
i) Based on Eqs. (9) and (20), we have
Rcomp(h, a∗, P )
≥ log+
( 1
−n+1λ21,Z[ξ]
)
≥ log+
( 1
−n+1γ2n
∣∣det (ΦZ[ξ])∣∣ (1 + P ‖h‖2)−1/n
)
=
1
n
log+
(
1 + P ‖h‖2
)
− log+
(
−n+1γ2n
∣∣∣det(ΦZ[ξ])∣∣∣ ). (29)
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Notice that 1n log
+
(
1 +P ‖h‖2
)
denotes the symmetric capacity of a multiple access channel (MAC) induced by
one relay. Substitute (29) into (28), we obtain dcomp(h,a∗) ≥ 1/n.
ii) From Proposition 3 in Appendix B and almost identical steps to the proof of [28, Lem.1], the Diophantine
approximation error for |α|2 + P ‖αh− a‖2 is lower bounded by
|α|2 + P ‖αh− a‖2 ≥ κ(h)P n−1n , (30)
where κ(h) is some parameter independent of P , and a 6= 0. Further consider the effect of lattice reduction, we
have ‖Ba∗‖2 ≥ λ21,Z[ξ], thus for an a 6= 0,
Rcomp(h, a∗, P ) ≤ log+
( 1
λ21,Z[ξ]
)
= log+
( P
|α|2 + P ‖αh− a‖2
)
≤ log+
(
κ(h)−1P 1/n
)
.
Therefore we have dcomp(h,a∗) ≤ 1/n. Together with the result in case i), we conclude that dcomp(h,a∗) = 1/n.
This not only establishes the DoF result for complex channel vectors in C&F, but also shows that LLL can preserve
the DoF.
C. Transmission Rate and Independence on Fields
In the destination, for a given H , [h1, . . . ,hn] and A , [a1, . . . ,an], the achievable transmission rate is defined
as the minimum computation rate over all relays:
Rtran(H, A, P ) , min
j
Rcomp(hj , aj , P ).
In addition, to ensure the message equations are invertible, the coefficient matrix A has to be not only full rank
over Z [ξ], but also full rank over a finite field Fp in the space of error correction codes. Define such a mapping as
a ring homomorphism f : Z [ξ]→ Fp, the actual transmission rate is given by:
Rtran(H, P ) , max
A∈Z[ξ]n×n:rank(f(A))=n
Rtran(H, A, P ).
In proving Theorem 5 [7], it is required that p → ∞, so the condition of rank (f (A)) = n is often relaxed to
rank (A) = n. In practical implementations, however, the size of p is limited, so a network coding design has to
ensure rank (f (A)) = n.
The full rank over Fp requirement can be easily met if the coefficient matrix A ∈ GLn(Z [ξ]). First, the determinant
function for measuring ranks defines a mapping GLn(Z [ξ])→ Z [ξ]× between general linear group over Z [ξ] and
the group of units Z [ξ]×. Since it respects the multiplication in both groups, the function det (·) defines a group
homomorphism. Second, the determinant function respects the morphism f : GLn(Z [ξ])→ GLn(Fp), so it yields
f (det (A)) = det (f (A)) .
The composition of morphisms can be represented by the commutative diagram shown in Fig. 6. Here we explain
more about the non-trivial bottom arrow: In a morphism, we have f(1) = 1 (otherwise we arrive at a contradiction
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from f(u× 1) = f(u)× f(1)); thus for a unit u ∈ Z [ξ]×, f(u× u−1) = f(u)× f(u−1) = 1, which means f(u)
has an inverse in Fp. This shows the bottom arrow is true, so we always have rank (f (A)) = n if A ∈ GLn(Z [ξ]).
GLn (Z [ξ]) GLn (Fp)
Z [ξ]× F×p = Fp \ 0
f
det det
f
Fig. 6: The commutative diagram of groups and units.
Lattice reduction naturally induces unimodular matrices. Through lattice reduction, one can pursue
max
A∈GLn(Z[ξ])
Rtran(H, A, P )
in the following manner. First, each relay, say hj , forwards n message equations whose rates are sorted in descending
order w.r.t. Aj ,
[
a
(j)
1 , . . . ,a
(j)
n
]
∈ GLn(Z [ξ]) to the destination. After that, the destination suffices to choose one
Aj that corresponds to the maximum transmission rate. This scheme approximates Rtran(H, P ) by
min
j
max
a
(j)
n :Aj∈GLn(Z[ξ])
Rcomp(hj , a(j)n , P ).
Now we present a transparent example to demonstrate the advantage of “unimodularity”. We consider a network
with 2 users and 2 relays, operating with power constraint P = 25dB. The optimization is performed for the
following channel coefficient vectors for each relay, respectively:
h1 = [−0.4001 + 1.0937i,−0.9278 + 1.8151i]> ,
h2 = [−0.3779 + 0.2307i,−1.5736− 0.3939i]> .
Consider an error correction code over F5, which is connected to a lattice code through the quotient of Gaussian
integers Z [i] / (2 + i)Z [i]. The sets of network coding matrices constructed through lattice reduction are then given
as:
A1 =
 2 + 2i −1
3 + 4i −2
 ,A2 =
 −1 + 1i 1
−5 3 + 3i
 .
After mapping these vectors to finite fields via the isomorphism Z [i] / (2 + i)Z [i] ∼= F5, these vectors become:
f (A1) =
 2 3
0 2
 , f (A2) =
 4 1
0 4
 .
Suppose all these coefficients are forwarded to the destination. By taking the first coefficient vectors from f (A1)
and f (A2), one can see that
rank
 2 4
0 0
 = 1,
which suggests the destination cannot invert the equation for this scenario. On the contrary, as A1 and A2 are
unimodular matrices in Z [i], both f (A1) and f (A2) have full rank over F5. Therefore, it suffices to choose either
f (A1) or f (A2) to invert the finite field equations.
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Fig. 7: The computation rates based on different algorithms, n = 8.
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Fig. 8: The running time of different algorithms, n = 8.
D. Numerical Results
Hereby we present simulation results to examine the information rate of C&F schemes based on algebraic lattice
reduction, and to show the advantage of using lattice reduction in the multi-relay setup of C&F. The first example
presents a systematic study on using lattice reduction in C&F, while the second example shows that only ensuring
the network coding matrices have full rank over rings is not sufficient.
1) Computation Rates and Running Time: With the same setting for lattice reduction algorithms as above, we
compare their averaged computation rates in C&F. An algebraic LLL algorithm for a ring Z [ξ] is noted as “Z [ξ]-
ALLL”, while its corresponding LLL algorithm for real lattices is noted as “Z [ξ]-RLLL”. The computation rates
based on using SVP oracles in Z [ξ]-lattices, denoted by “Z [ξ]-SVP” are taken as performance upper bounds of
their respective LLL algorithms. The comparison is shown in Fig. 7 with SNR P ∼ 0 − 40dB, n = 8. Several
observations can be made from the figure. First, as expected, the Z [ω]-ALLL algorithm has the best performance
among those ALLL algorithms. However, its real counter-part Z [ω]-RLLL has smaller rates, and the gap is around
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1dB in the SNR region of 10−20dB. Quite differently, Z [i]-ALLL becomes slightly worse than Z [i]-RLLL as the
SNR increases. Lastly, for the non-Euclidean ring, Z
[√−5]-ALLL fails to achieve the degree-of-freedom bound,
while Z
[√−5]-RLLL can do so.
Next, we compare the running time of the above algorithms in Fig. 8. Regarding the implementation of an SVP
oracle, the depth-first sphere decoding based algorithm with theoretical O
(
n1.5P 0.5
)
complexity is taken as the
benchmark [3]. The figure shows that sphere decoding algorithms for the expanded Z [ξ]-lattices have much higher
complexity than lattice reduction based algorithms. In addition, the Z [ω]-ALLL and Z [i]-ALLL algorithms are at
least a factor of 2 faster than their real counter-parts. Although Z
[√−5]-ALLL has the lowest complexity, it cannot
produce short vectors in general.
Two more remarks are made for the complexity comparison. First, the speed-up of sphere-decoding based on
early termination and sorting channel vectors [3] can also be used in lattice reduction. The fact that lattice reduction
is faster than sphere decoding is not a surprise as the former is often taken as a pre-processing technique for the
latter. As the lattice bases in C&F are not random as those in lattice cryptography, LLL-based approaches exhibit
close to SVP performance in most of our simulations. Second, regarding the SVP algorithms for C&F in [2], [29],
they are generally not faster than sphere decoding algorithms [3]. In fact, we find the algorithms in [29] are similar
to breadth-first sphere decoding in which all the points in a fixed bounded region have to be enumerated, while the
bounded-region is shrinking in a depth-first sphere decoding.
2) Probability of Rank Failure: Consider the ring of Gaussian integers Z[i], and a code space F5 ∼= Z[i]/ (2 + i)Z[i].
As implicitly suggested in [30, Fig. 6], a full-rank network coding matrix over rings can often be constructed in the
high SNR region even when each relay only forwards its best equation. Here we show that even if such a condition
has been satisfied, the probability that the destination cannot decode the original messages is still significant. In Fig.
9, we plot the probabilities of rank failure over both Z[i] and Z[i]/ (2 + i)Z[i]. It can be observed from Fig. 9 that,
the probability of rank failure in Z[i]/ (2 + i)Z[i] is always larger than 0.16 for n = 2 and 0.1 for n = 4, while
that of Z[i] gradually vanishes to 0. On the contrary, such probability is always 0 if we used the lattice reduction
based scheme in Section V-C.
VI. CONCLUSIONS AND FUTURE DIRECTIONS
In this work, we have revisited the properties of algebraic lattices and investigated the proper design of Gauss
and LLL reduction operating in the algebraic domain. We have shown that it is possible to successfully build a
polynomial time algorithm that returns a basis that corresponds to the successive minima for a two dimensional
basis, and only Euclidean rings can generate lattices which are feasible for defining algebraic LLL. Then, with the
reduction algorithm, we have shown how it is used to find the network coding vectors in C&F. While constructing
a network coding matrix with full rank over rings is generally not sufficient for making it injective over finite fields,
the lattice reduction based scheme can always do so. Moreover, all the forwarded data streams are shown to have a
DoF of 1/n. Numerical results have been given to compare the proposed algebraic algorithms and other alternative
strategies.
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Fig. 9: Probability of rank failure over rings and finite fields.
Although our work implies the infeasibility of addressing lattice reduction for non-Euclidean imaginary quadratic
domains directly, lattices over such domains can always be transformed to real lattices and subsequently associating
with real reduction algorithms. An interesting future direction is to study the reduction theory on more complicated
Humber-form lattices in [31], which arises from C&F over block-fading channels. Another area to explore is
reduction over “trace-Euclidean” domains, i.e. domains where, for all x ∈ K, there exists a q ∈ OK such
that |TraceK/Q((x − q)(x− q)†)| < 1 (for imaginary quadratic fields, trace-Euclideanity is equivalent to norm-
Euclideanity).
APPENDIX A
ROTATIONS AND QUATERNIONS
By introducing the concept of quaternions, representations of rotations become more compact, and unit nor-
malisation of floating point quaternions suffers from less rounding defects [32]. Now we explain why quaternions
are involved. As in [12], the pseudo-codes of an LLL algorithm consist of “swaps” and “size reductions”. After
a swap, the structure of the R matrix has been destroyed. Since implementing another factorisation costs too
much complexity, we show that the R matrix structure can be recovered by left multiplying the matrix form of a
quaternion. With a slight abuse of notation, let {1, i, j, k} be a basis for a vector space of dimension 4 over R.
These elements satisfy the rules i2 = −1, j2 = −1,k2 = −1, and k = ij = −ji. The Hamilton’s quaternions is a
set H defined by
H , {x+ yi+ zj + wk | x, y, z, w ∈ R} .
For any Hamilton’s quaternion q = x+ yi+ zj + wk, it can be written as
(x+ yi) + (zj − wji) = αq + jβq,
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αq ∈ C, βq ∈ C. Then H is also a C-vector space with basis {1, j}. Let ψ (q) = [αq, βq]>, since the multiplication
of q with v = αv + jβv can be identified as
ψ (vq) =
 αv −β†v
βv α
†
v

︸ ︷︷ ︸
,Mv
ψ (q) ,
we call Mv the matrix form of a quaternion v.
In the QR-decomposition, Q denotes a unit in the matrix ring Mn×n (C) since det (Q) ∈ {±1,±i}. Suppose
we have in the tth round and after a swap that Qt ∈ C2×2, Rt ∈ C2×2, then the rotation operation by a quaternion
v∗ is denoted by:
QtRt = QtM−1v∗︸ ︷︷ ︸
,Qt+1
Mv∗R
t︸ ︷︷ ︸
,Rt+1
.
Since Qt ∈ M2×2 (C)×, M−1v∗ ∈ M2×2 (C)×, we have Qt+1 ∈ M2×2 (C)×. Denote the first column of Rt as
[Rj−1,j , Rj,j ]
>
. The rotation is about nulling the second entry, so we can choose the quaternion as
v∗ =
R†j−1,j√|Rj−1,j |2 + |Rj,j |2 + j −Rj,j√|Rj−1,j |2 + |Rj,j |2 .
APPENDIX B
DIOPHANTINE APPROXIMATION ON COMPLEX CHANNEL VECTORS
Proposition 3. Let ψ : N→ R+. For almost every h ∈ Cn, there exists a positive constant c , c(n, h) such that
max
k∈{1,...,n}
min
ak∈Z[ξ]
|hk − ak/q| ≥ cψ(|q|2) (31)
for all q ∈ Z [ξ].
Proof: The analysis in [33] easily extends to other TYPE I rings. So we focus on a TYPE II ring hereby.
Define P as a fundamental partition of lattice Z [ξ] in the complex space C:
P , {x ∈ C | QZ[ξ] (x) = 0} .
For all hk ∈ C, we have
|hk − ak/q| =
∣∣hk −QZ[ξ] (x) + (qQZ[ξ] (x)− ak) /q∣∣ ,
so it suffices to confine our discussion to the case of h ∈ Pn.
Define a fundamental space for Diophantine approximation as:
Aq,ψ ,
{
h | h ∈ Pn, max
k∈{1,...,n}
min
ak∈Z[ξ]
|hk − ak/q| ≤ ψ(|q|2)
}
(32)
with a fixed q. Clearly, the Lebesgue measure (denoted by µ (·)) of Aq,ψ w.r.t. fixed a , {a1, . . . , an} is upper
bounded: µ (Aq,ψ | a) ≤
(
piψ(|q|2)2)n. For each k, counting the number of feasible ak/q that is inside P is
equivalent to counting lattice points within a polytope.
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Now we show that this number is |q|2. As q 6= 0 is given, ak/q = akq†/ |q|2 denotes a principle ideal q†Z [ξ]
scaled by |q|−2, which can be embedded to a 2-D real lattice. The embedded lattice of q†Z [ξ] has a basis
Φq
†Z[ξ] =
 R (q†) −I (q†)
I
(
q†
)
R
(
q†
)
 1 12
0
√
d
2
 ,
so we can obtain the volume of this lattice: Vol
(
q†Z [ξ]
)
= det
(
Φq
†Z[ξ]
)
= |q|2√d/2. Further notice that
Vol (P) = √d/2, so we have
#
{
ak ∈
(
q†Z [ξ] ∩ P)} = |q|2 .
It follows from the above that
µ (Aq,ψ) ≤
∑
a∈Pn
µ (Aq,ψ | a) ≤ |q|2npinψ(|q|2)2n (33)
Let Wψ be the set of points such that (32) holds for infinitely many q [33]:
Wψ = lim sup
|q|→∞
Aq,ψ =
∞⋂
N=1
∞⋃
k=N
⋃
q:|q|2=k
Aq,ψ, (34)
where
⋃
q:|q|2=k is due the number field. Regarding the measure µ (Wψ), it follows from the Borel–Cantelli lemma
[34] that µ (Wψ) = 0 if µ
(⋃∞
k=N
⋃
q:|q|2=kAq,ψ
)
<∞. This term can be evaluated by substituting (33) inside:
µ
 ∞⋃
k=N
⋃
q:|q|2=k
Aq,ψ
 ≤ ∞∑
k=N
∑
q:|q|2=k
|q|2npinψ(|q|2)2n
≤
∞∑
k=N
knpinψ(k)2n
∑
q:k−1<|q|2≤k
1
where
∑
q:k−1<|q|2≤k 1 denotes the number of q’s in Z [ξ] s.t. k− 1 < |q|2 ≤ k. Evaluating this term is equivalent
to solving Gauss’s circle problem, which asks for the number of lattice points within a circle of a specific radius.
Since
∑
q:|q|2≤k 1 = pik+O(
√
k), we have
∑
q:k−1<|q|2≤k 1 = O(1). Therefore, if
∑∞
k=N k
npinψ(k)2n <∞, one
has µ (Wψ) = 0, which means (32) only holds for finitely many q. Therefore, we can always choose a large enough
constant c such that (31) holds.
Let k2n+1ψ(k)2n = k−1−δ
′
, δ′ → 0, we can choose ψ(k) = k−1−1/n−δ0 with δ0 = δ′/(2n). The approximation
error can thus be bounded with ψ(|q|2) = |q|−n/(n−1)−δ0 .
As a comparison, our proof generalizes the analysis of [33] from Gaussian integers to general rings in quadratic
fields. The proof also resonates with our Diaphantine approximation analysis in [31]. The difference is that the
algebraic lattices here naturally reside in a Cn space, while [31] employs embeddings to rise the lattices to a Rn
space.
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