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A divisible design graph is a graph whose adjacency matrix is
the incidence matrix of a divisible design. Divisible design graphs
are a natural generalization of (v,k, λ)-graphs, and like (v,k, λ)-
graphs they make a link between combinatorial design theory
and algebraic graph theory. The study of divisible design graphs
beneﬁts from, and contributes to, both parts. Using information
of the eigenvalues of the adjacency matrix, we obtain necessary
conditions for existence. Old results of Bose and Connor on sym-
metric divisible designs give other conditions and information on
the structure. Many constructions are given using various combina-
torial structures, such as (v,k, λ)-graphs, distance-regular graphs,
symmetric divisible designs, Hadamard matrices, and symmetric
balanced generalized weighing matrices. Several divisible design
graphs are characterized in terms of the parameters.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Any graph Γ can be interpreted as a design (or incidence structure), by taking the vertices of Γ
as points, and the neighborhoods of the vertices as blocks. In other words, the adjacency matrix of Γ
is interpreted as the incidence matrix of a design. Let us call such a design the neighborhood design
of Γ .
Consider a k-regular graph Γ on v vertices with the property that any two distinct vertices
have exactly λ common neighbors. Rudvalis [15] has called such a graph a (v,k, λ)-graph, because
the neighborhood design of Γ is a (v,k, λ)-design (also known as a symmetric 2-(v,k, λ) design).
Conversely, a (v,k, λ)-design with a polarity with no absolute points (meaning that it has a symmet-
ric incidence matrix with zero diagonal), can be interpreted as a (v,k, λ)-graph.
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This interplay between graphs and designs turned out to be fruitful for both parts. For example,
a very easy construction of a symmetric 2-(16,6,2) design goes via the 4 × 4 grid (that is, the line
graph of the complete bipartite graph K4,4), which is a (16,6,2)-graph.
In this paper we generalize the concept of a (v,k, λ)-graph, and introduce graphs with the prop-
erty that the neighborhood design is a divisible design.
Deﬁnition 1.1. A k-regular graph is a divisible design graph (DDG for short) if the vertex set can be
partitioned into m classes of size n, such that two distinct vertices from the same class have exactly
λ1 common neighbors, and two vertices from different classes have exactly λ2 common neighbors.
For example the graph of Fig. 1 (which is the strong product of K2 and C5) is a DDG with pa-
rameters (v,k, λ1, λ2,m,n) = (10,5,4,2,5,2). Note that a DDG with m = 1, n = 1, or λ1 = λ2 is a
(v,k, λ)-graph. If this is the case, we call the DDG improper, otherwise it is called proper.
The deﬁnition of a divisible design (often also called group divisible design) varies. We take the
deﬁnition given in Bose [2].
Deﬁnition 1.2. An incidence structure with constant block size k is a (group) divisible design whenever
the point set can be partitioned into m classes of size n, such that two points from one class occur
together in λ1 blocks, and two points from different classes occur together in exactly λ2 blocks.
A divisible design D is said to be symmetric (or to have the dual property) if the dual of D (that is,
the design with the transposed incidence matrix) is again a divisible design with the same parameters
as D . From the deﬁnition of a DDG it is clear that the neighborhood design of a DDG is a symmetric
divisible design D . Conversely, a symmetric divisible design with a polarity with no absolute points is
the neighborhood design of a DDG.
A DDG is closely related to a strongly regular graph. We recall that a k-regular graph with 1 
k  v − 2 is strongly regular with parameters (v,k, λ,μ), whenever any two adjacent vertices have
exactly λ common neighbors, and any two distinct nonadjacent vertices have exactly μ neighbors in
common. Thus, a (v,k, λ)-graph is a strongly regular graph with λ = μ. It follows easily that a proper
DDG is strongly regular if and only if the graph or the complement is mKn , the disjoint union of m
complete graphs of size n.
Deza graphs (see [8]) are k-regular graphs which are not strongly regular, and where the number
of common neighbors of two distinct vertices takes just two values. So proper DDGs, which are not
isomorphic to mKn or the complement, are Deza graphs.
In this paper we obtain necessary conditions for the existence of a DDG with given parameters.
We ﬁnd regularity properties, and present many constructions. Several construction are characterized
in terms of the parameters. The more complicated constructions, in particular Construction 4.9, and
those in Section 4.6, give new Deza graphs and new divisible designs.
A complication with the neighborhood design of a graph is that isomorphisms and automorphisms
are deﬁned differently for both structures. For example, the two non-isomorphic (16,6,2)-graphs
produce isomorphic 2-(16,6,2) designs. Since in this paper we are mainly concerned with existence,
this diﬃculty will not play an important role.
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As usual, I (or just I), and J (or just J ) are the  ×  identity and all-ones matrix, respectively.
We deﬁne K = K(m,n) = Im ⊗ Jn = diag( Jn, . . . , Jn). Then we easily have that a graph Γ is a DDG with
parameters (v,k, λ1, λ2,m,n) if and only if Γ has an adjacency matrix A that satisﬁes
A2 = kIv + λ1(K(m,n) − I v) + λ2( J v − K(m,n)). (1)
Clearly v =mn, and taking row sums on both sides of Eq. (1) yields
k2 = k + λ1(n − 1) + λ2n(m − 1).
So we are left with at most four independent parameters. Some obvious conditions are 1 k v − 1,
0 λ1  k, 0 λ2  k − 1. From Eq. (1) strong information on the eigenvalues of A can be obtained.
(Throughout we write eigenvalue multiplicities as exponents.)
Lemma 2.1. The eigenvalues of the adjacency matrix of a DDG with parameters (v,k, λ1, λ2,m,n) are{
k1, (
√
k − λ1 ) f1 , (−
√
k − λ1 ) f2 ,
(√
k2 − λ2v
)g1
,
(−√k2 − λ2v )g2},
where f1 + f2 =m(n − 1), g1 + g2 =m − 1 and f1 , f2 , g1 , g2  0.
Proof. The eigenvalues of K(m,n) are {0m(n−1),nm}. Because I , J and K commute it is straightforward
to compute the eigenvalues of A2 from Eq. (1). They are{(
k2
)1
, (k − λ1)m(n−1),
(
k2 − λ2v
)m−1}
,
and must be the squares of the eigenvalues of A. 
Some of the multiplicities may be 0, and some values may coincide. In general, the multiplicities
f1, f2, g1 and g2 are not determined by the parameters, but if we know one, we know them all
because f1 + f2 =m(n − 1), g1 + g2 =m − 1, and
trace A = 0 = k + ( f1 − f2)
√
k − λ1 + (g1 − g2)
√
k2 − λ2v. (2)
This equation leads to the following result.
Theorem 2.2. Consider a proper DDG with parameters (v,k, λ1, λ2,m,n), and eigenvalue multiplicities
( f1, f2, g1, g2).
(a) k − λ1 or k2 − λ2v is a nonzero square.
(b) If k − λ1 is not a square, then f1 = f2 =m(n − 1)/2.
(c) If k2 − λ2v is not a square, then g1 = g2 = (m − 1)/2.
Proof. If one of k − λ1 and k2 − λ2v equals 0, then Eq. (2) gives that the other one is a nonzero
square. If k − λ1 and k2 − λ2v are both non-squares, it follows straightforwardly that the square-free
parts of these numbers are equal non-squares, hence Eq. (2) has no solution. The second and third
statements are obvious consequences of Eq. (2). 
If k − λ1, or k2 − λ2v is not a square, the multiplicities ( f1, f2, g1, g2) can be computed from
the parameters. The outcome must be a set of nonnegative integers. This gives a condition on the
parameters, which is often referred to as the rationality condition. Only if k−λ1 and k2 −λ2v are both
squares (that is, all eigenvalues of A are integers), the parameters do not determine the spectrum.
Then 0 g1 m − 1, so there are at most m possibilities for the set of multiplicities.
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The vertex partition from the deﬁnition of a DDG gives a partition (which will be called the canon-
ical partition) of the adjacency matrix
A =
⎡⎣ A1,1 · · · A1,m... . . . ...
Am,1 · · · Am,m
⎤⎦ .
We shall see that the canonical partition is equitable, which means that each block Ai, j has constant
row (and column) sum. For this, we introduce the v ×m matrix S , whose columns are the character-
istic vectors of the partition classes. Then S satisﬁes
S = Im ⊗ 1n, SS = nIm, S S = K(m,n),
where 1n denotes the all-ones vector with n entries. Next we deﬁne R = 1n SAS , which means that
each entry ri, j of R is the average row sum of Ai, j . We will call R the quotient matrix of A.
Theorem 3.1. The canonical partition of the adjacency matrix of a proper DDG is equitable, and the quotient
matrix R satisﬁes
R2 = RR = (k2 − λ2v)Im + λ2n Jm.
The eigenvalues of R are{
k1,
(√
k2 − λ2v
)g1
,
(−√k2 − λ2v )g2}.
Proof. Eq. (1) gives (λ1 −λ2)K(m,n) = A2 −λ2 J v − (k−λ1)I v . Clearly A commutes with the right-hand
side of this equation and therefore with K(m,n) . Thus ASS = S SA. Using this we ﬁnd
SR = 1
n
S SAS = 1
n
AS SS = AS,
which reﬂects that the partition is equitable. Similarly,
R2 = 1
n2
SASSAS = 1
n
SA2S = (k2 − λ2v)Im + λ2n Jm,
where in the last step we used k2 = k + λ1(n − 1) + λ2n(m − 1). From the formula for R2 it follows
that R has eigenvalues ±
√
k2 − λ2v , whose multiplicities add up to m− 1. If u is an eigenvector of R ,
then Su is an eigenvector of A for the same eigenvalue. Therefore the multiplicity of an eigenvalue
±
√
k2 − λ2v of R is at most equal to the multiplicity of the same eigenvalue of A. This implies that
the multiplicities are the same. 
The above lemma can easily be generalized to divisible designs with the dual property. This more
general version of the lemma is due to Bose [2] (who gave a much longer proof).
If one wants to construct a DDG with a given set of parameters, one ﬁrst tries to construct a
feasible quotient matrix. For this the following straightforward properties of R can be helpful:
Proposition 3.2. The quotient matrix R of a DDG satisﬁes∑
i
(R)i, j = k for j = 1, . . . ,m,∑
i, j
(R)2i, j = trace
(
R2
)=mk2 − (m − 1)λ2v,
0 trace(R) = k + (g1 − g2)
√
k2 − λ2v m(n − 1).
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result is essentially due to Bose [2] (though his formulation is different).
Theorem 3.3. Consider a DDG with parameters (v,k, λ1, λ2,m,n). Write k =mt +k0 for some integers t and
k0 with 0 k0 m − 1. Then the entries of R take exactly one, or two consecutive values if and only if
k20 −mk0 − k2 + km + λ1m(n − 1) = 0.
If this is the case then R = t J +N, where N is the incidencematrix of a (possibly degenerate) (m,k0, λ0)-design
with a polarity.
Proof. If each entry of R equals t or t + 1, then in each row k0 entries are equal to t + 1 and m − k0
entries are equal to t (because the row sums of R are k). Therefore,
mk0(t + 1)2 +mt2(m − k0) = trace
(
R2
)=mk2 + (m − 1)λ2v,
which leads to k20 −mk0 − k2 + km + λ1m(n − 1) = 0. Conversely, if the equation holds, then a matrix
R with k0 entries t + 1 in each row, and all other entries equal to t satisﬁes the conditions of Propo-
sition 3.2. Moreover, any other solution to these equations has the same properties. (Indeed changing
some entries to integer values different from t and t + 1, such that the sum of the entries remains
the same, increases the sum of the squares of the entries.) Suppose R = t J + N for some incidence
structure N , then N = N , and Theorem 3.1 implies that N2 ∈ 〈 J , I〉, therefore N is the incidence
matrix of an (m,k0, λ)-design. 
Note that the number of absolute points of the polarity equals traceN = trace R − mt =
k + (g1 − g2)
√
k2 − λ2v −mt , which is equal to k −mt = k0 if k2 − λ2v is not a square.
4. Constructions
In this section we present the constructions of DDGs known to us.
4.1. (v,k, λ)-Graphs and designs
We recall that the incidence graph of a design with incidence matrix N is the bipartite graph with
adjacency matrix[
O N
N O
]
.
Construction 4.1. The incidence graph of an (n,k, λ1)-design with 1 < k n is a proper DDG with λ2 = 0.
Construction 4.2. The disconnected graph for which each component is an (n,k, λ1)-graph (1 < k < n), or
the incidence graph of an (n,k, λ1)-design (1 < k n), is a proper DDG with λ2 = 0.
Proposition 4.3. For a proper DDG Γ the following are equivalent.
(a) Γ comes from Construction 4.1, or 4.2.
(b) Γ is bipartite or disconnected.
(c) λ2 = 0.
Proof. It is clear that a bipartite or disconnected DDG has λ2 = 0. Assume Γ is a DDG with λ2 = 0.
Then in every block row of the canonical partition of the adjacency matrix there is exactly one
nonzero block (otherwise the neighborhood of a vertex contains vertices in different blocks which
contradicts λ2 = 0), and each nonzero block is the incidence matrix of an (n,k, λ1)-design. If such a
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the diagonal the transposed block is on the transposed position, and together they make the bipartite
incidence graph of an (n,k, λ1)-design with 1 < k n. 
Construction 4.4. If A′ is the adjacency matrix of an (m,k′, λ′)-graph (1  k′ < m), then A′ ⊗ Jn is the
adjacency matrix of a proper DDG with k = λ1 = nk′ , λ2 = nλ′ .
Proposition 4.5. For a proper DDG Γ the following are equivalent.
(a) Γ comes from Construction 4.4.
(b) The adjacency matrix of Γ can be written as A′ ⊗ Jn for some m ×m matrix A′ .
(c) λ1 = k.
Proof. The only nontrivial claim is that (c) implies (a). Assume Γ is a DDG with k = λ1. Then any
two rows of the adjacency matrix belonging to the same class are identical. Since the blocks have
constant row and column sum this implies that all blocks have only ones, or only zeros. Therefore the
adjacency matrix has the form A′ ⊗ Jn , where A′ is a symmetric (0,1)-matrix with zero diagonal and
row sum k/n. Moreover, any two distinct rows of A′ have inner product λ2/n. Therefore A′ represents
an (m,k′, λ′)-graph. 
Construction 4.6. Let A1, . . . , Am (m  2) be the adjacency matrices of m (n,k′, λ′)-graphs with 0  k′ 
n − 2. Then A = J − K + diag(A1, . . . , Am) is the adjacency matrix of a proper DDG with k = k′ + n(m − 1),
λ1 = λ′ + n(m − 1), λ2 = 2k − v.
Proposition 4.7. For a proper DDG Γ the following are equivalent.
(a) Γ comes from Construction 4.6.
(b) The complement of Γ is disconnected.
(c) λ2 = 2k − v.
Proof. Let x and y be two vertices of Γ . Simple counting gives that the number of common neighbors
is at most 2k− v , and equality implies that x and y are adjacent. So, if λ2 = 2k− v , then two vertices
from different classes are adjacent, and hence the complement is disconnected. Conversely, suppose
Γ is a DDG with disconnected complement G (say). Let x and y be vertices in different components
of G . Then x and y have no common neighbors in G , and hence x and y are adjacent vertices in
Γ with 2k − v common neighbors. Therefore λ2 = 2k − v , and all vertices from different classes are
adjacent. Finally, equivalence of (a) and (b) is straightforward. 
Note that in the above constructions the used (v,k, λ)-graphs and designs may be degenerate. This
means that the above constructions include the k-regular complete bipartite graph (k 2), the (k+1)-
regular complete bipartite graph minus a perfect matching (k  2), the disjoint union of m complete
graphs Kn (m  2, n  3), the complete m-partite graph with parts of size n (m  2, n  2), and the
complete m-partite graphs with parts of size n extended with a perfect matching of the complement
(m 2, n 4, n even). So these DDGs exist in abundance, and we will call them trivial.
4.2. Hadamard matrices
An m ×m matrix H is a Hadamard matrix if every entry is 1 or −1, and HH =mI . A Hadamard
matrix H is called graphical if H is symmetric with constant diagonal, and regular if all row
and column sums are equal (to  say). Without loss of generality we assume that a graphical
Hadamard matrix has diagonal entries −1. Consider a regular graphical Hadamard matrix H . It is
well known (and easily proven; see [6]) that 2 =m and that 12 (H + J ) is the adjacency matrix of a
(m, (m + )/2, (m + 2)/4)-graph.
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Let n  2. Replace each entry with value −1 by Jn − In, and each +1 by In, then we obtain the adjacency
matrix of a DDG with parameters (mn,n(m − )/2+ , (n − 2)(m − )/2,n(m − 2)/4+ ,m,n).
In terms of the adjacency matrix the construction becomes
H ⊗ In + 1
2
( J − H) ⊗ Jn.
Using this, it is straightforward to check that Eq. (1) is satisﬁed. We saw that the order m of a regular
graphical Hadamard matrix is an even square. Such Hadamard matrices exist for example if m = 4t for
 = 2t and  = −2t , for all t  1. But for many more values of m and  such Hadamard matrices are
known (see [6] for a survey, and [11] for some recent developments). The smallest regular graphical
Hadamard matrices are⎡⎢⎣
−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1
⎤⎥⎦ and
⎡⎢⎣
−1 −1 −1 1
−1 −1 1 −1
−1 1 −1 −1
1 −1 −1 −1
⎤⎥⎦ .
For the ﬁrst one, the DDG is the 4 × n grid, that is, the line graph of K4,n . The second one gives
DDGs with parameters (4n,3n − 2,3n − 6,2n − 2,4,n); for n = 2 this is the complement of the cube.
The DDGs of Construction 4.8 are improper whenever λ1 = λ2, which is the case if and only if n = 4.
Construction 4.9. Consider a regular graphical Hadamard matrix H of order 2  4 with diagonal entries −1
and row sum . The graph with adjacency matrix
A =
[M N O
N O M
O M N
]
,
where
M = 1
2
[
J + H J + H
J + H J + H
]
and N = 1
2
[
J + H J − H
J − H J + H
]
,
is a DDG with parameters (62,22 + , 2 + , (2 + )/2,3,22).
For the two Hadamard matrices presented above, this leads to DDGs with parameters (24,10,6,
3,3,8) and (24,6,2,1,3,8), respectively.
4.3. Divisible designs
Here we examine which known divisible designs admit a symmetric incidence matrix with zero
diagonal, and therefore correspond to DDGs. Clearly, we can restrict ourselves to symmetric divisible
designs. Many constructions for these kind of designs come from divisible difference sets. Such a
construction uses a group G of order v =mn, together with a subset of G of order k, called the base
block. The blocks of the design are the images of the base block under the group operation. Thus we
obtain v blocks of size k (blocks may be repeated). This construction gives a divisible design if the
group G has a normal subgroup N of order n and the base block is a so-called divisible difference
set relative to N (see [1]). It follows from the construction that such a divisible design is symmetric.
Moreover, one can order the points and blocks so that the incidence matrix becomes symmetric, and
it is also easy to ﬁnd an ordering that gives a zero diagonal. The problem is to ﬁnd an ordering
that simultaneously provides a symmetric matrix and a zero diagonal. Such an ordering is not always
possible. For example, consider the group G = C4 = {1,a,a2,a3} with normal subgroup N = {1,a2}
and base block {1,a}. Then we obtain a divisible design with blocks {1,a}, {a2,a3}, {a,a2}, {a3,a}, and
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1 0 1 0
0 1 0 1
0 1 1 0
1 0 0 1
⎤⎥⎦ ,
⎡⎢⎣
0 1 1 0
1 0 0 1
1 0 1 0
0 1 0 1
⎤⎥⎦ ,
⎡⎢⎣
0 1 1 0
1 0 0 1
0 1 0 1
1 0 1 0
⎤⎥⎦ .
So symmetry as well as a zero diagonal can be achieved. However, there is no way to permute
the rows (and columns) such that the matrix becomes symmetric with zero diagonal. Indeed, it
would give a DDG with parameters (4,2,0,1,2,2) which is impossible by Theorem 2.2. For hav-
ing a symmetric incidence matrix with zero diagonal, the divisible difference set should be re-
versible (or equivalently, it must have a strong multiplier −1). Several reversible relative difference
sets are known. For example, for the group G = C5 × S2 = {1,a,a2,a3,a4} × {1,b} the base block
{(1,b), (a,1), (a,b), (a4,1), (a4,b)} is a reversible difference set relative to N = S2, and hence gives a
DDG. This DDG is the one given in Fig. 1. In fact, several of the examples constructed so far can also
be made with a reversible divisible difference set. These include all trivial examples and some of the
ones from Construction 4.8. For more examples and information on reversible difference sets we refer
to [1].
Another useful result on divisible designs is the construction and characterization of divisible de-
signs with k − λ1 = 1 given in [9]. We recall that the strong product of two graphs with adjacency
matrices A and B is the graph with adjacency matrix (A + I) ⊗ (B + I) − I .
Construction 4.10. Let Γ ′ be a strongly regular graph with parameters (m,k′, λ, λ + 1). Then the strong
product of K2 with Γ ′ is a DDG with n = 2, λ1 = k − 1= 2k′ and λ2 = 2λ + 2.
Checking the correctness of the construction is straightforward. There exist inﬁnitely many strongly
regular graphs with parameters (v,k, λ,μ) for which μ − λ = 1. For example the Paley graphs
(see [4]). It easily follows that the complement of a strongly regular graph with μ − λ = 1 has
the same property. Thus we can get two DDGs from one strongly regular graph with μ − λ = 1,
unless the strongly regular graph is isomorphic to the complement (which is the case for the Pa-
ley graphs). For example the Petersen graph and its complement lead to DDGs with parameters
(v,k, λ1, λ2,m,n) = (20,7,6,2,10,2) and (20,13,12,8,10,2), respectively. The pentagon, which is
a strongly regular graph with parameters (5,2,0,1), leads once more to the example of Fig. 1. In fact,
several graphs coming from Construction 4.10 can also be constructed by use of a reversible divisible
difference set. This includes all Paley graphs.
Theorem 4.11. If Γ is a nontrivial proper DDG, then Γ comes from Construction 4.10 if and only if k−λ1 = 1.
Proof. Assume Γ is a DDG with k − λ1 = 1. According to [9] the neighborhood design D , or its
complement has incidence matrix N = (A ⊗ Jn) + I v , where one of the following holds: (i) J − 2A
is the core of s skew-symmetric Hadamard matrix (this means that A + A = J − I , and 4AA =
(v + 1)I + (v − 3) J ). (ii) n = 2, and A is the adjacency matrix of a strongly regular graph with
μ − λ = 1, or (iii) A = O , or A = J − I . Case (iii) and its complement correspond to trivial DDGs.
Case (ii) corresponds to Construction 4.10 (note that N does not have a zero diagonal, but inter-
changing the two rows in each class gives N the required property). Also the complement of case (ii)
corresponds to Construction 4.10. Indeed, J v − N = J v − (A ⊗ J2)− I v = ( Jm − A)⊗ J2 − I v , where A,
and therefore also Jm − A − Im is the adjacency matrix of a strongly regular graph with μ − λ = 1.
Finally we will show that case (i) is not possible for a DDG. Suppose PN = P (A ⊗ J )+ P , or P ( J − N)
is symmetric with zero diagonal for some permutation matrix P . Then P is symmetric and preserves
the block structure. The quotient matrix Q of P is a symmetric permutation matrix such that Q A is
symmetric with zero diagonal. We have A + A = J − I , so J − Q = AQ + AQ = AQ + Q A, and
therefore trace( J − Q ) = 2 trace(Q A) = 0, so Q = I , a contradiction. 
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The main purpose of this section is to obtain DDGs from distance-regular graphs. We assume
that the reader is familiar with the concept of a distance-regular graph (see [5]). We start with an
observation on the diameter of a connected DDG.
Lemma 4.12. Let Γ be a connected proper DDG. Then Γ has diameter 2 or 3. If the diameter is 3, then λ1 = 0,
or λ2 = 0.
Proof. Clearly the diameter is not 1. Proposition 4.3 implies that λ2 = 0 if and only if Γ is the bipar-
tite incidence graph of a symmetric design, which has diameter 3. Suppose λ2 > 0. Then vertices from
different classes have distance at most 2. If, in addition λ1 > 0, then the diameter of Γ is 2. Suppose
λ1 = 0. If every pair of vertices from the same class is adjacent, then n = 2 and Γ has diameter 2.
Otherwise, two distinct nonadjacent vertices x and y from the same class C have no common neigh-
bor, so the distance is at least 3. Take a vertex z adjacent to x but not in C . (If x has no neighbors
outside C , then the same is true for all vertices of C , so the graph is disconnected.) Then z and y
have λ2 > 0 common neighbors, so x and y have distance 3, and Γ has diameter 3. 
Note that Construction 4.8 with n = 2 provides examples with diameter 2 for which λ1 = 0.
Distance-regular graphs of diameter 2 are precisely the connected strongly regular graphs. Improper
DDGs are (v,k, λ)-graphs, so they are strongly regular. The proper nontrivial distance-regular DDGs
have diameter 3, and therefore λ1 = 0 or λ2 = 0. The case λ2 = 0 is characterized in Proposition 4.3.
The next proposition gives DDGs with λ1 = 0. We recall that for a distance-regular graph the pa-
rameters λ and μ give the number of common neighbors of a pair of vertices at distance 1, and 2,
respectively. Moreover, a distance-regular graph of diameter d is called antipodal if being at distance
d or 0 deﬁnes an equivalence relation on the vertices.
Proposition 4.13. Suppose Γ is an antipodal distance-regular graph of diameter 3. If λ = μ, then Γ is a
proper DDG with parameters (n(μn + 2),μn + 1,0,μ,μn + 2,n). If λ = μ − 2, then the complement of Γ
is a proper DDG with parameters (μn2,μn(n − 1),μn(n − 2),μ(n − 1)2,μn,n).
Proof. The parameters (intersection array) of an antipodal distance-regular graph of diameter 3 are
given in [5, p. 431]. From this the ﬁrst statement follows straightforwardly. The second statement
follows from the simple observation that in a k-regular graph two vertices x and y with λx,y common
neighbors have v − 2k + λx,y common neighbors in the complement if x and y are adjacent, and
v − 2k + λx,y − 2 common neighbors in the complement if x and y are nonadjacent. 
There are (inﬁnitely) many distance-regular graphs having one of the properties of the above
proposition. For example the cube is antipodal with λ = μ − 2 = 0, so the complement is a DDG
with parameters (8,4,0,2,4,2) (this graph can also be constructed by Construction 4.8 or with a
divisible difference set). Another example is the point graph of the generalized quadrangle GQ(2,4)
from which a spread has been deleted. This is an antipodal distance-regular graph of diameter 3
with v = 27, k = 8, λ = μ − 2 = 1, so the complement is a DDG with parameters (27,18,9,12,9,3).
The Klein graph is an antipodal distance-regular graph with 24 vertices, degree 7, and λ = μ = 2. This
gives a DDG with parameters (24,7,0,2,8,3).
Theorem 4.14. A graph Γ is a distance-regular proper DDG if and only if Γ is one of the following.
(a) A complete multipartite graph.
(b) The incidence graph of an (n,k, λ)-design with 1 < k n.
(c) An antipodal distance-regular graph of diameter 3 with λ = μ.
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Suppose Γ is a distance-regular proper DDG, which is not complete multipartite. Then Γ has diam-
eter 3, and λ2 = 0 or λ1 = 0 (Lemma 4.12). If λ2 = 0, then Γ belongs to case (b) (Proposition 4.3).
If λ1 = 0, then Γ is a distance-regular graph with d = 3 and μ = λ2. Therefore λ = 0, or λ = μ. If
λ = 0, then being at distance 0, 1, or 3 deﬁnes an equivalence relation on the vertices. This means
that Γ is an imprimitive distance-regular graph which is bipartite nor antipodal, which is impossible
(see [5, p. 140]). Therefore λ = μ = λ2, and being at distance 0 or 3 deﬁnes an equivalence relation.
This implies that Γ is antipodal, so we are in case (c). 
4.5. Partial complements
The complement of a DDG is almost never a DDG again. If the partition classes are the same, then
only the complete multipartite graph and its complement have this property. The cube (which is a
bipartite DDG with two classes) and its complement (which is a DDG with four classes) is an example
where the canonical partitions differ. However, if we only take the complement of the off-diagonal
blocks it is more often the case that we get a DDG again. We call this the partial complement of the
DDG. We have seen one such example in Construction 4.10, where the partial complement can be
constructed in the same way, and hence produces no new examples. The following idea however can
give new examples.
Proposition 4.15. The partial complement of a proper DDG Γ is again a DDG if one of the following holds:
(a) The quotient matrix R equals t( J − I) for some t ∈ {1, . . . ,n − 1}.
(b) m = 2.
Proof. We use Eq. (1). In case (a), the partial complement has adjacency matrix A˜ = J − K − A. In
Section 3 we saw that AK = K A = ASS = SRS . Since R = t( J − I) this implies AK ∈ Span{ J , K }.
Therefore A˜2 ∈ Span{I, J , K }, and A˜ represents a DDG.
In case (b), the vertices can be ordered such that the partial complement has adjacency matrix
A˜ = J − K + DAD , where D = diag(1, . . . ,1,−1, . . . ,−1). The quotient matrix R is a symmetric 2× 2
matrix with constant row sum, hence R ∈ Span{I2, J2}, and therefore AK = SRS ∈ Span{K2,n, J v},
and also DADK = DAK ∈ Span{K2,n, J v}. Moreover, (DAD)2 = DA2D ∈ Span{I v , J v , K2,n}, and hence
A˜2 ∈ Span{I, J , K }, which proves our claim. 
For example the antipodal distance-regular DDGs (Theorem 4.14(c)) satisfy (a) of the above
proposition. In particular the partial complement of the Klein graph is a DDG with parameters
(24,14,7,8,8,3). Taking partial complements often gives improper DDGs. Conversely, the arguments
also work if Γ is an improper DDG (that is, Γ is a (v,k, λ)-graph), provided Γ admits a nontrivial
equitable partition that satisﬁes (a) or (b). An equitable partition of a (v,k, λ)-graph that satisﬁes (a)
is a so-called Hoffman coloring (see [10]). Note that the diagonal blocks are zero, so the partition
corresponds to a vertex coloring. Thus we have:
Construction 4.16. Let Γ be a (v,k, λ)-graph. If Γ has a Hoffman coloring, or an equitable partition into two
parts of equal size, then the partial complement is a DDG.
This construction can also give improper DDGs, though in many cases the DDG is proper. For
example there exists a strongly regular graph Γ with parameters (v,k, λ,μ) = (40,12,2,4) with a
so-called spread, which is a partition of the vertex set into cliques of size 4 (see [10]). The comple-
ment of Γ is a (40,27,18)-graph, and the spread of Γ is a Hoffman coloring in the complement.
The partial complement is Γ with the edges of the cliques of the spread removed. This gives a DDG
with parameters (40,9,0,2,10,4). By taking the union of ﬁve classes in this Hoffman coloring, we
obtain an equitable partition into two parts of size 20. The partial complement with respect to this
partition gives a DDG with parameters (40,17,8,6,2,20).
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In this section we introduce DDGs that can be constructed from more specialized combinatorial
objects. The main ingredients for the construction methods consist of symmetric balanced weighing
matrices with zero diagonal over a variety of cyclic groups [14], 2-designs with a symmetric circulant
incidence matrix, and block nega-circulant Bush-type Hadamard matrices [12,13]. For the positive
integer t , let Rt be the back diagonal identity matrix of order t , let Ct = circ(0,1,0, . . . ,0) be the
circulant matrix of order t with the ﬁrst row (0,1,0, . . . ,0) and let Nt = negacirc(0,1,0, . . . ,0) be
the nega-circulant matrix of order t with the ﬁrst row (0,1,0, . . . ,0). The cyclic group generated by
Ct and Nt are of order t and 2t respectively. We denote these groups by Ct and N2t .
Theorem 4.17. Let n be the number of points of an (n,k′, λ)-design with a circulant incidence matrix, and let
 be a positive integer such that q = 2n + 1 is a prime power. Assume s is a nonnegative integer, and deﬁne
m = 1+ q + q2 + · · · + q2s+1 . Then there is a DDG with parameters(
mn,q2s+1k′,q2s+1λ,2q2sk′2,m,n
)
.
Proof. Let D be the incidence matrix of the (n,k′, λ)-design, and let W = [wij] be a symmetric bal-
anced generalized weighing matrix with parameters (m,q2s+1k′,q2s(q − 1)) with zero diagonal over
the cyclic group Cn . Since q−1n = 2 is an even integer, the existence of W follows from [14, Corol-
lary 3]. The block matrix A = [wij DR] is the incidence matrix of the desired DDG. To see that A is
symmetric, note that each individual block is symmetric and wij and D are circulant and so com-
muting matrices for each i, j. There are q2s+1 blocks in each row of A and DR(DR) = DD . Thus
λ1 = q2s+1λ. Noting the parameters of W , the set {whjw−1i j : 1  j  n, whj 	= 0, wij 	= 0} contains
exactly 2q2s copies of every element of Cn . Since
∑
g∈Cn g = J , it follows that λ2 = 2q2sk′2. 
DDGs obtained from the above lemma are proper for all values of , except for  = k−1n−k′ . For
example, if we take s = 0,
D =
⎡⎢⎣
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
⎤⎥⎦ ,
and  = 1, we get a (40,27,18)-graph. However, taking s = 0,  = 1, n = 2, D = I2 and C2 for the
group in Theorem 4.17, we get a DDG with parameters (12,5,0,2,6,2), that is, the dodecahedron.
Taking s = 0,  = 1, n = 3, D = circ(0,1,1) and C3 for the group in 4.17, we get a DDG with param-
eters (24,14,7,2,8,3). Replacing the circulant matrix D = circ(0,1,1) with D = I3, will generate a
DDG with parameters (24,7,0,8,8,3), which is the distance-regular Klein graph.
Theorem 4.18. Assume 4h2 is the order of a block nega-circulant Bush-type Hadamard matrix. Let  be a
positive integer, such that q = 8h + 1 is a prime power. Let s be a nonnegative integer, and deﬁne m =
1+ q + q2 + · · · + q2s+1 . Then there is a DDG with parameters(
4h2m,
(
2h2 − h)q2s+1, (h2 − h)q2s+1,2(2h − 1)(2h2 − h)q2s,m,4h2).
Proof. Let H be a block nega-circulant Bush-type Hadamard matrix of order 4h2 and let W =
[wij] be a symmetric balanced generalized weighing matrix with parameters (1 + q + q2 + · · · +
q2m+1,q2m+1k′,q2m(q − 1)) with zero diagonal over the cyclic group G generated by N2h ⊗ I2h . Let
M = H − K(2h,2h) and deﬁne Q = [Mwij]. Let P = J4h2 − K(2h,2h) . Then we can split the matrix Q in
two disjoint parts
A+ = 1 [P |wij| + Q wij] and A− = 1 [P |wij| − Q wij],2 2
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We need now to adjust the two matrices A+ and A− to make all the blocks symmetric. We do this
by multiplying each of the block entries by the matrix L = R2h ⊗ I2h . Each of the matrices A+ and A−
is now the incidence matrix of a DDG with the above parameters. 
The pair of DDGs above is called a twin DDG. In fact, the construction satisﬁes the condition
of Proposition 4.15(a), and the twin designs are the partial complements of each other. Noting that
λ2−λ1 = (2−h+1)h, all DDGs obtained from this theorem are proper for even values of h. However,
for odd values of h, the lemma gives improper DDGs for  = h−12 and proper DDGs for all other values
of .
Corollary 4.19. If 2h is the order of a Hadamard matrix and q = 8h + 1 is a prime power, then there exists a
DDG with the parameters of Theorem 4.18.
Proof. In this case, existence of the required block nega-circulant Bush-type Hadamard matrix follows
from the construction in [13] with some obvious modiﬁcation. 
As an example, for h =  = 1, we have a DDG with parameters (40,9,0,2,10,4) from 4.18. There
are only two known block nega-circulant Bush-type Hadamard matrix of order 4h2, h odd, the trivial
one of order 4 and the nontrivial of order 36, see [12].
4.7. Sporadic constructions
In this section we construct DDGs with parameter sets (12,6,2,3,3,4) and (18,9,6,4,6,3). We
did not see how to generalize these constructions, so we call them sporadic. Verifying correctness of
the two constructions is straightforward.
Construction 4.20. The line graph of the octahedron is a DDG with parameters (12,6,2,3,3,4). Each class
consists of four edges of the octahedron forming a quadrangle.
Construction 4.21. The followingmatrix A is the adjacencymatrix of a DDGwith parameters (18,9,6,4,6,3)
A =
⎡⎢⎢⎢⎢⎢⎣
O J J I I I
J O J I P Q
J J O I Q P
I I I O J J
I Q P J O J
I P Q J J O
⎤⎥⎥⎥⎥⎥⎦ , where P = Q  =
[0 1 0
0 0 1
1 0 0
]
.
5. More conditions
5.1. Hasse–Minkowski
The Hasse–Minkowski theory provides necessary condition for divisible designs, that push the con-
dition from Theorem 2.2 a little further.
Theorem5.1. If there exists a DDGwith parameters (v,k, λ1, λ2,m,n), then each of the diophantine equations
(k − λ1)X2 + (−1)m(n−1)/2nmY 2 = Z2
and (
k2 − λ2v
)
X2 + (−1)(m−1)/2nλ2Y 2 = Z2
has an integral solution (X, Y , Z) other than (0,0,0).
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and Connor (see [3], or [5, p. 23]). Combining this with the results from Theorem 2.2 we obtain the
conditions above. 
For example, a DDG with parameters (25,8,4,2,5,5) does not exist because 14X2 + 10Y 2 = Z2
has no nonzero integral solution (consider the equation modulo 7). Note that, as soon as one of the
coeﬃcients is a square, there is a nonzero solution. So the above theorem gives no condition if all
eigenvalues are integral.
5.2. The quotient matrix
We already mentioned that sometimes one can prove nonexistence of the quotient matrix R . In
case m = 3 we can make a general statement.
Proposition 5.2. If there exists a DDG with m = 3, and if k2 − λ2v is not a square, then the following system
of equations has an integral solution
X + Y + Z = k,
X2 + Y 2 + Z2 = k2 − 2λ2v/3,
X3 + Y 3 + Z3 = 3XY Z + k(k2 − λ2v).
Proof. The quotient matrix R is a symmetric 3× 3 matrix with all row and column sums equal to k
and, since k2 − vλ2 is not a square, also trace(R) = k. This implies
R =
[ X Y Z
Y Z X
Z X Y
]
,
so trace(R2) = 3(X2 + Y 2 + Z2) = k2 + 2(k2 − λ2v). The third equation comes from det R =
−k(k2 − λ2v). 
For example a DDG with parameters (21,12,8,6,3,7) does not exist because X2 + Y 2 + Z2 =
60 has no integral solution. Note that Construction 4.9 gives inﬁnitely many DDGs that satisfy the
condition of the above proposition.
Proposition 5.3. There exists no DDG with parameters (14,10,6,7,7,2), and (20,11,2,6,10,2).
Proof. In both cases n = 2, so trace R  m. For the ﬁrst parameter set this gives a contradiction,
because trace R = k = 10 and m = 7. For the second parameter set, Theorem 3.3 implies that R = J + P
for some symmetric permutation matrix P . Therefore trace R = 10, P has zero diagonal, and the
spectrum of R is {11,14,−15}. This implies that the adjacency matrix has eigenvalues 11, 3 f1 , −3 f2 ,
14 and −15 where f1 + f2 = 10. This is impossible. 
5.3. Four eigenvalues
E.R. van Dam and E. Spence [7] studied regular graphs with four distinct eigenvalues. In particular,
for all feasible spectra up to 27 vertices they decided on existence of a graph with that spectrum. In
many cases they used a computer search to ﬁnd all graphs with the required spectrum. For several
feasible parameter sets for DDGs, nonexistence of the graph follows because it would be a graph with
four distinct eigenvalues, which does not exist according to van Dam and Spence. Of course, a graph
with the required spectrum does not have to be a DDG. For example, [7] gives ten graphs with the
spectrum {71,−17,√7 8,−√7 8}, of a DDG with parameters (24,7,0,2,8,3). But only one is a DDG,
the distance-regular Klein graph. This example shows that being a DDG cannot be deduced from the
spectrum.
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Feasible parameters for DDGs with v  27, 0 < λ2 < 2k − v , λ1 < k.
v k λ1 λ2 m n ϑ
f1
1 ϑ
f2
2 ϑ
g1
3 ϑ
g2
4 Existence Reference
8 3 0 1 4 2
√
3
2 −√3 2 – −13 no [7]
8 4 0 2 4 2 21 −23 03 – yes 4.8
10 5 4 2 5 2 – −15 √5 2 −√5 2 yes 4.10
12 5 0 2 6 2
√
5
3 −√5 3 – −15 yes 4.13, 4.17
12 5 1 2 4 3 2 −2 1 −1 yes 4.8
12 6 2 3 3 4 23 −26 02 – yes 4.20
12 7 3 4 4 3 2 −2 1 −1 yes 4.8
14 10 6 7 7 2 21 −26 √2 3 −√2 3 no 5.3
15 4 0 1 5 3 2 −2 1 −1 yes 4.13
16 4 0 1 4 4 25 −27 03 – no [7]
16 7 0 3 8 2
√
7
4 −√7 4 – −17 no [7]
16 12 8 9 4 4 23 −29 03 – no [7]
18 9 6 4 6 3
√
3
6 −√3 6 31 −34 yes 4.21
18 9 8 4 9 2 – −19 34 −34 yes 4.10
18 10 6 5 3 6 25 −210 √10 1 −√10 1 no 5.2
20 7 3 2 4 5 2 −2 3 −3 yes 4.8
20 7 6 2 10 2 – −110 35 −34 yes 4.10
20 9 0 4 10 2 3 −3 1 −1 yes 4.13
20 11 2 6 10 2 3 −3 1 −1 no 5.3
20 13 9 8 4 5 2 −2 3 −3 yes 4.8
20 13 12 8 10 2 – −110 34 −35 yes 4.10
21 12 8 6 3 7 26 −212 √18 1 −√18 1 no 5.2
24 5 0 1 6 4
√
5
9 −√5 9 – −15 no [7]
24 6 2 1 3 8 29 −212 √12 1 −√12 1 yes 4.9
24 7 0 2 8 3
√
7
8 −√7 8 – −17 yes 4.13, 4.17
24 8 4 2 4 6 2 −2 4 −4 yes 4.8
24 9 4 3 6 4
√
5
9 −√5 9 31 −34
24 9 6 3 12 2
√
3
6 −√3 6 34 −37
24 10 2 4 12 2
√
8
6 −√8 6 23 −28
24 10 3 4 8 3
√
7
8 −√7 8 21 −26
24 10 6 3 3 8 28 −213 √28 1 −√28 1 yes 4.9
24 11 0 5 12 2
√
11
6 −√11 6 – −111 no [7]
24 14 6 8 12 2
√
8
6 −√8 6 22 −29
24 14 7 8 8 3
√
7
8 −√7 8 – −27 yes 4.15, 4.17
24 14 10 7 3 8 27 −214 √28 1 −√28 1 no 5.2
24 15 10 9 6 4
√
5
9 −√5 9 – −35 no [7]
24 15 12 9 12 2
√
3
6 −√3 6 33 −38
24 16 12 10 4 6 2 −2 4 −4 yes 4.8
24 18 14 13 3 8 26 −215 √12 1 −√12 1 no 5.2
25 8 4 2 5 5 28 −212 √14 2 −√14 2 no 5.1
25 12 8 5 5 5 27 −213 √19 2 −√19 2
26 9 0 3 13 2 35 −38 √3 6 −√3 6
26 13 12 6 13 2 – −113 √13 6 −√13 6 yes 4.10
27 6 3 1 9 3
√
3
9 −√3 9 33 −35
27 8 4 2 9 3 27 −211 √10 4 −√10 4 no 5.1
27 12 6 5 9 3
√
6
9 −√6 9 32 −36 no 5.1
27 16 12 8 3 9 28 −216 √40 4 −√40 4 no 5.2
27 16 12 9 9 3 25 −213 √13 4 −√13 4
27 18 9 12 9 3 36 −312 08 – yes 4.13
27 20 16 14 3 9 27 −217 √22 4 −√22 4 no 5.2
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We have generated all putative parameters sets (v,k, λ1, λ2,m,n) for DDGs on at most 27 ver-
tices that survive the eigenvalue conditions given in Section 2. The outcome is presented in Table 1.
The parameter sets with λ2 = 0, λ1 = k and λ2 = 2k − v , which have been characterized in Sec-
tion 4.1, are omitted. For each parameter set we computed the eigenvalues different from the degree:
ϑ1 =
√
k − λ1, ϑ2 = −
√
k − λ1, ϑ3 =
√
k2 − λ2v , ϑ4 = −
√
k2 − λ2v . If possible, we also computed the
respective multiplicities f1, f2, g1, g2, and denote them in the table as exponents. If the multiplicities
are not determined we only give the eigenvalues, but be aware that in this case a multiplicity may
be equal to 0. The table gives ﬁfty parameter sets. For each set we tried to decide on existence or
nonexistence using the results from this article. Only in ten cases we do not know the answer.
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