We study the e ect of stochastic volatility on option prices. In the fast-mean reversion model for stochastic volatility of 5], we show that there is a full asymptotic expansion for the option price, centered at the Black-Scholes price. We show, however, that this price does not converge in a strong sense to Black-Scholes as the mean-reversion rate increases. We also introduce a general (possibly non-Markovian) ergodic model and prove that, assuming decaying correlation between volatility and asset price, the option price strongly converges to BlackScholes.
Introduction
Much of the current research in continuous-time nancial math traces back to the seminal work of Black and Scholes 1]. They assume the risky asset price S t to follow a log-normal SDE, dS t = S t dt + S t dB P t : (1) Department of Mathematics, University of Michigan, 525 East University, Ann Arbor, MI One of the more questionable assumptions in 1], which much empirical evidence demonstrates to be faulty, is that the asset price has constant volatility. The volatility is roughly the standard deviation of the relative change in asset price over one unit of time. Formally, it is the coe cient in (1) . To cite but a few studies challenging the notion of constant volatility, Canina and Figewlski 2] show that implied volatility is not consistent with historical volatility. Cont and Fonseca 3] study the dynamics of the implied volatility surface of option prices. They show that the surface changes over time with little relation to the underlying.
There has been some success pricing options when the volatility is an Itô process. Heston 7] was rst to use Fourier transforms to derive a semiexplicit formula for the option price. His result was improved by Du e, Pan, and Singleton 4] who considered the additional complication of Poisson jumps in both the stock price and volatility processes.
The Fouque-Papanicolaou-Sircar Model
Fouque, Papanicolaou, and Sircar 5] relax the constant volatility assumption by making volatility be a function of an Ornstein-Uhlenbeck process, = f(Y t ); where M 1 f(y) M 2 a:e: (3) for some positive bounds M 1 ; M 2 : (Since P and Q have the same sets of measure zero, will not distinguish P ?a:e: from Q?a:e:) The is a combined market price of risk. The risk-free interest rate r is assumed to be constant. Because the market is incomplete, the risk-neutral measure is not uniquely speci ed by the stock price alone. The unspeci ed functional form of re ects this ambiguity.
If we write the dynamics of Y t in the objective measure P, (5 (8) Note that (7) is simply Itô's Lemma applied to (4) . Let P (t; x; y) be the European put option price in a complete market modeled by equations (7) and (8): P (t; x; y) = e ?r(T?t) E Q h(X T ) j Y t = y; X t = x] (9) where h(x) = maxfK ? e x ; 0g is the pay-o function.
Using an asymptotic expansion in , the three authors and Solna 6] prove that there exists a correction term P 1 (t; x) such that for any p > 0, lim !0 jP (t; x; y) ? (P BS (t; x) + p P 1 (t; x))j p?1 = 0: (10)
Main results
Using Fourier transforms and perturbation techniques, we improve (10) to show the following. Theorem 1. Consider the model from Section 1.1 de ned by equations (3), (7), (8) and (9) . There exists functions P 2 (t; x; y); P 3 (t; x; y); : : : such that for any positive n 2 Z and for any p > 0 lim !0 P (t; x; y) ? P BS (t; x) ? P n j=1 j=2 P j (t; x; y)
We note that while P 1 = P 1 (t; x), the higher order correction terms depend on y: We may take the expectation of P (t; x; y); P j (t; x; y); j = 2; 3; :: with respect to the invariant measure for the volatility process (8) . Thus we are taking the expectation with respect to a measure which is almost Gaussian. This yields functions P (t; x); P j (t; x); j = 2; 3; ::. Then we have just as in Theorem 1, the limit, 
We next want to consider convergence to the Black-Scholes price when the volatility process (under the measure P) is ergodic but not necessarily mean-reverting Ornstein-Uhlenbeck, or even Markov.
For t 2 R, let t : ! be a family of P-measure-preserving transformations such that (t; !) 7 Since volatility need not be an Itô process, we can no longer express the correlation between stock price and volatility as two \coupled" SDEs as in (7) and (8) .
We include correlation between the volatility and price processes by de ning an extra (possibly discontinuous) drift term V t for the log-price process. Let H ?1 (R t ) denote the (Hilbert) space of distributions on R where the argument is thought of as time t: One way to incorporate a vanishing correlation in the drift is to de ne the extra term by
such that for any t 1 < t 2 ,
Here b 2 H ?1 is the formal time derivative of V t .
We replace the log-stock price process (7) 
The norm in Theorem 3 is with respect to the Q measure because in 5], the authors chose to average over the volatility paths with respect to Q (see (9) and (18). If we replace (18) with P (t; x; y) = E P P (t; x; ) j ( t ) = f(y)]; then our proof of Theorem 3 easily adapts to proving failure of convergence with respect to L 2 ( ; P). ( We simply set and r from (7) and (8) If we denote the solution of (22) whenĥ( ) = 1 byĜ " (t; ; y) then it is clear thatP " (t; ; y) =Ĝ " (t; ; y)ĥ( ); t < T:
We de ne a function u " (s; ; z); s 0; ; z 2 R bŷ G " (t; ; y) = v "; (0; ; z) = 0:
The solutions of (25) and (26) are related by the equations v " (s; ; z) = v ";1 (s; ; z). We write the solution of (26) in a perturbation series expansion in ,
Substituting (27) into (26) The polynomial P n;z has the properties: (a) P n;z has degree at most 2n in and 2n + 2 in p ".
(b) If n is odd the lowest power of p " which occurs in P n;z is (n + 1)=2. If n is even the lowest power of p " which occurs is n=2 + 2.
(c) There exists a constant C n depending only on n such that all the coefcients of P n;z are bounded by C n 1 + jzj n+1 kgk 2 1 h kgk 2 
Proof. We rst consider the case n = 0. In view of (29) 
Note that T 2 (s) = T 2 is independent of s and T 2 2 = 0. We de ne T 3 (s) by T 3 where (x); x 2 Z, is the Kronecker ; (0) = 1, (x) = 0; x 6 = 0.
We consider rst the situation in (40) where j k 6 = 2; 1 k n, and T(s 0 ) = A(s 0 ). In that case one has, on putting
that there is a constant C n depending only on n such that jK n (z)j C n 1 + jzj r ]k?k p?q 1 kgk 2r+q 1 :
The contribution to the polynomial P n;z ( ; p ") from (40) we see that the di erence between K n (z) and the integral in (40) is bounded by C n 1 + jzj r ] k?k p?q 1 kgk 2r+q 1 exp ?(T ? t)=2"]; for a constant C n depending only on n, when s = (T ?t)=". We have therefore proved the estimate (32) corresponding to the term (40).
We consider now the general case of (40). We may write
where j i = 2 if and only if i = n 1 + 1; :::; n k + 1, with 0 n 1 ; n k + 2 n. for some constant C n depending only on n. The contribution to the polynomial P n;z ( ; Evidently (44) implies the bound (32) corresponding to the term (40). Similarly one also obtains the bound on the coe cients corresponding to (33).
We are left then to establish the bounds (a) and (b) on the degree of the polynomial P n;z . The bound (a) follows from the fact that p + r = n + 1; q + r n + 1. To prove (b) we need an upper bound on k in (45). Since T 2 2 = 0 one sees that among T(s 0 ); T j 1 (s 1 ) : : : T jn (s n ) there can be at most (n + 1)=2 equal to T 2 or B if n is odd and n=2 if n is even. Now the lowest degree of p " in the polynomial (45) is p+2(r?k) = n+1?r+2(r?k) = n + 1 ? k + (r ? k). Since k r we obtain the estimate (n + 1)=2 for the lowest degree of p ". Similarly for n even the lowest degree of p " is n=2 + 2 since k n=2 and r ? k 1. It is clear now that the bound (54) implies that (40) is bounded by the RHS of (50). One can generalize the previous argument to deal with the situation where j k = 2 for some k. In that case we use the fact that the integral in (40) is the same as (43).
Proof of Theorem 1. For the put option h(x) = maxfK ? e x ; 0g one haŝ h( ) = K 1+i =i (1 + 
Observe thatĥ( ) is bounded as j j ! 1 and ĥ ( ) is bounded as ! 0.
We have by the Fourier inversion theorem that P " (t; x; y) ? P BS (t; x) = 1 where C is independent of z and ". The result follows now from Lemma 1.
The identity (12) is obtained by taking the average of (56) with respect to the probability density p(z) of (30) 
Another useful property which follows from the ergodicity hypothesis is that
Proof of Theorem 2. Fix any 0 < < M 1 2 (T ?t). Let 
To shorten notation, we occasionally writeP forP (t; ; !), etc. For > 0, de ne compact intervals A R such that 0 < implies A A 0 and lim !0 A = R:
Noting that jP ?P BS j 2 = jP j 2 + jP BS j 2 ? 2RefP P BS g; we see that (65) follows from the following three lemmas.
Lemma 5. 
where is some probability measure on 0; 1]. We apply (66) When taking expectations and integrating over A , it is easy to show that the third term in (69) goes to zero using the same argument which proved (68). There is an extra Refe i g factor involved; however, after we separate the two integrals into one over A and one over , the former is still O(1) while the later is Refe i g R T t g( s !)ds 2 which vanishes.
We next take the expectation and integrate the rst term of (69) Finally we wish to show that the second term of (69) We can represent the function P " (t; x; x 0 ; y) and P 0 (t; x; x 0 ) as integrals along the lines Im( ) = ?1, Im( 0 ) = 1. In that way we avoid the singularity of h( );ĥ(? 0 ) at = 0; 0 = 0. The result follows from (81) and Lemma 9. In fact we have jP " (t; x; x 0 ; y) ? P 0 (t; x; x 0 )j C p ";
for some constant C.
