We study the Jacobi-Davidson method for the solution of large generalised eigenproblems as they arise in MagnetoHydroDynamics. We have combined Jacobi-Davidson (using standard Ritz values) with a shift and invert technique. We apply a complete LU decomposition in which reordering strategies based on a combination of block cyclic reduction and domain decomposition result in a well-parallelisable algorithm. Moreover, we describe a variant of Jacobi-Davidson in which harmonic Ritz values are used. In this variant the same parallel LU decomposition is used, but this time as a preconditioner to solve the 'correction' equation. The size of the relatively small projected eigenproblems which have to be solved in the Jacobi-Davidson method is controlled by several parameters. The influence of these parameters on both the parallel performance and convergence behaviour will be studied. Numerical results of Jacobi-Davidson obtained with standard and harmonic Ritz values will be shown. Executions have been performed on a Cray T3E.
Introduction
Consider the generalised eigenvalue problem
in which A and B are complex block tridiagonal N t -by-N t matrices and B is Hermitian positive definite. The number of diagonal blocks is denoted by N and the blocks are n-by-n, so N t = N × n. In close cooperation with the FOM Institute for Plasma Physics "Rijnhuizen" in Nieuwegein, where one is interested in such generalised eigenvalue problems, we have developed a parallel code to solve (1). In particular, the physicists like to have accurate approximations of certain interior eigenvalues, called the Alfvén spectrum. A promising method for computing these eigenvalues is the Jacobi-Davidson (JD) method [3, 4] . With this method it is possible to find several interior eigenvalues in the neighbourhood of a given target σ and their associated eigenvectors.
In general, the sub-blocks of A are dense, those of B are rather sparse (≈ 20% nonzero elements) and N t can be very large (realistic values are N = 500 and n = 800), so computer storage demands are very high. Therefore, we study the feasibility of parallel computers with a large distributed memory for solving (1).
In [2] , Jacobi-Davidson has been combined with a parallel method to compute the action of the inverse of the block tridiagonal matrix A − σB. In this approach, called DDCR, a block-reordering based on a combination of Domain Decomposition and Cyclic Reduction is combined with a complete block LU decomposition of A − σB. Due to the special construction of L and U , the solution process parallelises well.
In this paper we describe two Jacobi-Davidson variants, one using standard Ritz values and one harmonic Ritz values. The first variant uses DDCR to transform the generalised eigenvalue problem into a standard eigenvalue problem. In the second one DDCR has been applied as a preconditioner to solve approximately the 'correction' equation. This approach results also into a projected standard eigenvalue problem with eigenvalues in the dominant part of the spectrum. In Section 2 both approaches are described. To avoid that the projected system becomes too large, we make use of a restarting technique. Numerical results, based on this technique, are analysed in Section 3. We end up with some conclusions and remarks in Section 4.
2 Parallel Jacobi-Davidson
Standard Ritz Values
The availability of a complete LU decomposition of the matrix A − σB gives us the opportunity to apply Jacobi-Davidson to a standard eigenvalue problem instead of a generalised eigenvalue problem. To that end, we rewrite (1) as
( 2) If we define Q := (A − σB) −1 B then (2) can be written as
The eigenvalues we are interested in form the dominant part of the spectrum of Q, which makes them relatively easy to find. The action of the operator Q consists of a matrix-vector multiplication with B, a perfectly scalable parallel operation, combined with two triangular solves with L and U . At the k-th step of Jacobi-Davidson, an eigenvector x is approximated by a linear combination of k search vectors v j , j = 1, 2, · · ·, k, where k is very small compared with N t . Consider the N t -by-k matrix V k , whose columns are given by v j . The approximation to the eigenvector can be written as V k s, for some k-vector s. The search directions v j are made orthonormal to each other, using Modified Gram-Schmidt (MGS), hence V * k V k = I.
