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Abstract: A Nielsen-Olesen vortex usually sits in an environment that expels the flux that
is confined to the vortex, so flux is not present both inside and outside. We construct vortices
for which this is not true, where the flux carried by the vortex also permeates the ‘bulk’ far
from the vortex. The idea is to mix the vortex’s internal gauge flux with an external flux
using off-diagonal kinetic mixing. Such ‘dark’ vortices could play a phenomenological role
in models with both cosmic strings and a dark gauge sector. When coupled to gravity they
also provide explicit ultra-violet completions for codimension-two brane-localized flux, which
arises in extra-dimensional models when the same flux that stabilizes extra-dimensional size
is also localized on space-filling branes situated around the extra dimensions. We derive
simple formulae for observables such as defect angle, tension, localized flux and on-vortex
curvature when coupled to gravity, and show how all of these are insensitive to much of the
microscopic details of the solutions, and are instead largely dictated by low-energy quantities.
We derive the required effective description in terms of a world-sheet brane action, and
derive the matching conditions for its couplings. We consider the case where the dimensions
transverse to the bulk compactify, and determine how the on- and off-vortex curvatures and
other bulk features depend on the vortex properties. We find that the brane-localized flux
does not gravitate, but just renormalizes the tension in a magnetic-field independent way.
The existence of an explicit UV completion puts the effective description of these models on
a more precise footing, verifying that brane-localized flux can be consistent with sensible UV
physics and resolving some apparent paradoxes that can arise with a naive (but commonly
used) delta-function treatment of the brane’s localization within the bulk.
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1. Introduction
In this paper we study the gravitational response of vortices that carry localized amounts of
external magnetic flux; called Dark Strings or Dark Vortices in the literature [1, 2]. The goal
is to understand how their back-reaction influences the transverse geometry through which
they move, and the geometry that is induced on their own world-sheet. We find the initially
surprising result that the gravitational response of such an object is locally independent of
the amount of flux it contains, and show how this can be simply understood.
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Motivation
Why study the gravitational response of Dark Vortices?
Vortices are among the simplest stable solitons and arise in many theories with sponta-
neously broken U(1) gauge symmetries [3]. They can arise cosmologically as relics of epochs
when the Universe passes through symmetry-breaking phase transitions. Such cosmic strings
are widely studied [4] because, unlike other types of cosmic defects, they need not be poi-
sonous for later cosmology since the resulting cosmic tangle tends not to come to dominate
the energy density in a problematic way.
In the simplest models a vortex defines a region outside of which the U(1) symmetry
breaks while inside it remains (relatively) unbroken, and as a result all magnetic U(1) flux
is confined to lie completely within the vortex interior. However in theories with more than
one U(1) factor more complicated patterns can also exist, for which magnetic fields outside
the vortex can also acquire a localized intra-vortex component. Such vortices naturally arise
in ‘Dark Photon’ models [5], for which the ordinary photon mixes kinetically [6] with a
second, spontaneously broken, U(1) gauge field (as have been widely studied as Dark Matter
candidates [7]). Cosmic strings of this type could carry localized ordinary magnetic flux, even
though the U(1)EM gauge group remains unbroken [1, 2].
Of most interest are parameters where the vortex’s transverse thickness is much smaller
than the sizes of interest for the geometry transverse to the source. In such situations only
a few vortex properties are important, including the tension (energy per unit length) and
the amount of flux localized on the vortex (or more generally brane-localized flux, or BLF
for short). Indeed these two quantities (call them Tb and ζb) provide the coefficients of the
leading terms in any derivative expansion of a vortex action (for which more explicit forms
are also given below),
Sb = −Tb
∫
ω + ζb
∫
?A+ · · · , (1.1)
where ω is the volume form of the codimension-two surface and ?A is the Hodge dual of the
U(1) field strength, AMN = ∂MAN − ∂NAM whose flux is carried by the vortex. These are the
leading terms inasmuch as all terms represented by the ellipses involve two or more deriva-
tives.1 In four dimensions both ω and ?A are 2-forms and so can be covariantly integrated
over the 2-dimensional world-sheet of a cosmic string, while in D = d+ 2 dimensions they are
d forms that can be integrated over the d-dimensional world volume of a codimension-2 sur-
face.2 Previous workers have studied gravitational response in the absence of brane-localized
flux [8], but our particular interest is on how ζb competes with Tb to influence the geometry.
Our analysis extends recent numerical studies [2] of how dark strings gravitate, including in
particular an effective field theory analysis of the BLF term and its gravitational properties.
Besides being of practical interest for Dark Photon models, part of our motivation for this
study also comes from brane-world models within which the familiar particles of the Standard
1A single-derivative term involving the world-sheet extrinsic curvature is also possible, but our focus here
is on straight motionless vortices.
2That is, a brane with precisely two transverse off-brane dimensions.
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model reside on a 3+1 dimensional brane or ‘vortex’ within a higher-dimensional space.3
Comparatively little is known about how higher-codimension branes situated within compact
extra dimensions back-react gravitationally to influence their surrounding geometries,4 and
codimension-2 objects provide a simple nontrivial starting point for doing so. In particular, a
key question in any such model is what stabilizes the size and shape of the transverse compact
dimensions, and this is a question whose understanding can hinge on understanding how the
geometry responds to the presence of the branes. Since long-range inter-brane forces vary only
logarithmically in two transverse dimensions, they do not fall off with distance and so brane
back-reaction and inter-brane forces are comparatively more important for codimension-2
objects than they are with more codimensions.
Furthermore, several mechanisms are known for stabilizing extra dimensions, and the
main ones involve balancing inter-brane gravitational forces against the cost of distorting
extra-dimensional cycles wrapped by branes or threaded by topological fluxes [11, 12, 13, 14,
15]. Since brane-localized flux is the leading way fluxes and uncharged branes directly couple
to one another, it is crucial for understanding how flux-carrying vortices interact with one
another and their transverse environment. Localized flux has recently also been recognized
to play a role in the stability of compact geometries [16].
Finally, the fact that cosmic strings can have flat world-sheets for any value of their string
tension [8] has been used to suggest [17, 18] they may contain the seeds of a mechanism for
understanding the cosmological constant problem [19]. But a solution to the cosmological
constant problem involves also understanding how the curvature of the world-sheet varies as
its tension and other properties vary. This requires a critical study of how codimension-2
objects back-react onto their own induced geometry, such as we give here. Although extra-
dimensional branes are not in themselves expected to be sufficient to provide a solution
(for instance, one must also deal with the higher-dimensional cosmological constant), the
techniques developed here can also be applied to their supersymmetric alternatives [20], for
which higher-derivative cosmological constants are forbidden by supersymmetry and whose
ultimate prospects remain open at this point. We make this application in a companion paper
[21].
Results
Our study leads to the following result: brane-localized flux does not gravitate. It is most
intuitively understood when it is the dual field F = ?A that is held fixed when varying the
metric, since in this case the BLF term SBLF = ζ
∫
F is metric-independent. We show how
the same result can also be seen when A is fixed; and more precisely show that the ζb (or
BLF) term of (1.1) induces a universal renormalization of the brane’s tension and the brane
gravitational response is governed only by the total tension including this renormalization.
3Our restriction to codimension-2 branes makes d = 4 and D = 6 the most interesting case of this type [9].
4By contrast, back-reaction is fairly well-explored for codimension-1 objects due to the extensive study of
Randall-Sundrum models [10].
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This renormalization is universal in the sense that it does not depend on the size of any macro-
scopic magnetic field in which the vortex may sit. (The central discussion, with equations,
can be found between eqs. (3.46) and (3.50), below.)
Of course the BLF term does contribute to the external Maxwell equations, generating
a flux localized at the vortex position with size proportional to ζb. Among other things this
ensures that a test charge that moves around the vortex acquires the Aharonov-Bohm phase
implied by the localized flux. But its gravitational influence is precisely cancelled by the
back-reaction of the Maxwell field, through the gravitational field set up by the localized flux
to which the BLF term gives rise. Since an external macroscopic observer cannot resolve
the energy of the vortex-localized BLF term from the energy of the localized magnetic field
to which it gives rise, macroscopic external gravitational measurements only see their sum,
which is zero.
The presence of the localized energy in the induced magnetic field does change the total
energy density of the vortex, however, which can be regarded as renormalizing the vortex
tension. This renormalization is independent of the strength of any outside magnetic fields.
This failure of the BLF term to gravitate has important implications for the curvature
that is induced on the vortex world-sheet. To see why, consider the trace-reversed Einstein
equations in D = d+ 2 dimensions, which state5
RMN + κ
2
(
TMN − 1
d
gMN T
P
P
)
= 0 . (1.2)
What is special about this equation is that the factor of 1/d ensures that the on-brane stress-
energy often drops out of the expression for the on-brane curvature, which is instead governed
purely by the off-brane stress energy. Consequently it is of particular interest to know when
Tmn vanishes for some reasonable choice of brane lagrangian.
Tmn would vanish in particular when the brane action is dominated by its tension
Tµν = Tb gµν
δ(y)√
g2
, (1.3)
where δ(y) is some sort of regularized delta-like function with support only at the brane
position. But the derivation of (1.3) from (1.1) is complicated by two issues: is there a
dependence on the transverse metric hidden in the regularized δ(y) (which is designed, after
all, to discriminate based on proper distance from the vortex); and (for flux-containing branes)
what of the metrics appearing in the Hodge dual, ?A, of the BLF term?
The results found here imply these two issues are not obstructions to deriving (1.3) from
(1.1). They do this in two ways. First they show how Tmn can be derived without ad-hoc
assumptions about the metric-dependence of δ(y). Second, they show that the apparent
5We use Weinberg’s curvature conventions [22], which differ from those of MTW [23] only by an overall
sign in the definition of the Riemann tensor. Coordinates xM label all D dimensions while xµ (xm) label the
d-dimensional (2-dimensional) subspaces.
– 4 –
dependence of the BLF terms on the transverse metric components, gmn, is an illusion,
because it is completely cancelled by a similar dependence in the gauge-field back-reaction.
The remainder of this paper shows how this works in detail. We use three different
techniques to do so.
• The first works within a UV completion of the dark vortex, for which we explicitly solve
all field equations for a system that allows Nielsen-Olesen type vortex solutions. In this
construction the BLF term can arise if there is a kinetic mixing, εZMNA
MN , between
the U(1) gauge field, ZM , of the Nielsen-Olesen vortex, and the external gauge field,
AM , whose flux is to be localized. In this case the mixing of the two gauge fields can
be diagonalized explicitly, leading to the advertised cancellation of the BLF coupling as
well as a renormalization of the ZM gauge coupling, e
2 → eˆ2 = e2/(1− ε2).
• Second, we compute the couplings T and ζ of the effective action for the codimension-2
vortex in the limit where the length scales of the transverse geometry are much larger
than the vortex size. This has the form of (1.1), with ζb ∝ ε/e. We verify that it
reproduces the physics of the full UV theory, including in particular the cancellation of
BLF gravitational interaction and the renormalization of the brane tension quadratically
in ζ.
• Finally we compare both of these approaches to explicit numerical calculations of the
metric-vortex profiles as functions of the various external parameters, to test the ro-
bustness of our results.
A road map
The remainder of the paper is organized as follows.
The next section, §2, describes the action and field equations for the microscopic (or UV)
system of interest. §2.1 shows this consists of a ‘bulk’ sector (the metric plus a gauge field,
AM) coupled to a ‘vortex’ sector (a charged scalar, Ψ, and a second gauge field, ZM). The
vortex sector is designed to support Nielsen-Olesen vortices and these provide the microscopic
picture of how the codimension-2 objects arise. The symmetry ansa¨tze used for these solutions
are described in §2.2 and the order-of-magnitude scales given by the parameters of the system
are summarized in §2.3.
Solutions to the field equations describing a single isolated vortex are then described in
detail in §3, including both analytic and numerical results for the field profiles. The logic of
this section, starting in §3.1, is to integrate the field equations in the radial direction, starting
from initial conditions at the centre of the vortex and working our way out. The goal is to
compute the values of the fields and their first derivatives just outside the vortex. In general
we find a three-parameter set of choices for initial conditions (modulo coordinate conditions),
that can be taken to be the flux quantum, n, for the vortex together with two integration
constants (Q and Rˇ) that describe the size of the ambient external magnetic field and the
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curvature of the on-brane directions.6 The resulting formulae for the fields and derivatives
external to the vortex provide the initial data for further integration into the bulk, and are
efficiently captured through their implications for the asymptotic near-vortex form of the bulk
solutions, described in §3.3. In §3.4 these expressions for the near-vortex fields and derivatives
are also used to match with the effective vortex description of (1.1) to infer expressions for
Tb and ζb in terms of microscopic parameters.
The point of view shifts in §4 from the perspective of a single vortex to the question of
how the bulk responds once the two vortices at each end are specified.7 This is done in two
ways. One can either continue integrating the field equations radially away from the first
source (with n, Q and Rˇ specified as initial data as before) and thereby learn the properties
of the source at the other end of the transverse space (by studying the singularities of the
geometry where it closes off and compactifies). Alternatively, one can take the properties of
the two sources as given and instead infer the values of Q and Rˇ that are consistent with the
source properties: the two flux quanta n+ and n−, and the overall quantum N for the total
magnetic flux in the transverse dimensions. After §4.1 first provides a set of exact integral
expressions for quantities like Rˇ in terms of other properties of the source and bulk solutions,
§4.2 describes the exact solutions for the bulk that are maximally symmetric in the on-brane
directions and interpolate between any pair of source vortices.
Finally, §5 summarizes our results and describes several open directions. Some useful but
subsidiary details of the calculations are given in several Appendices.
2. The system of interest
We start by outlining the action and field equations for the system of interest. Our system
consists of an Einstein-Maxwell system (the ‘bulk’) coupled to a ‘vortex’ — or ‘brane’ —
sector, consisting of a complex scalar coupled to a second U(1) gauge field. For generality
we imagine both of these systems live in D = d + 2 spacetime dimensions, though the most
interesting cases of practical interest are the cosmic string [with (D, d) = (4, 2)] and the
brane-world picture [with (D, d) = (6, 4)].
2.1 Action and field equations
The action of interest is S = SB + SV with bulk action given by
SB = −
∫
dd+2x
√−g
[
1
2κ2
gMN RMN + 1
4
AMNA
MN + Λ
]
=: −
∫
dd+2x
√−g
(
LEH + LA + Λ
)
(2.1)
6For a given vortex lagrangian the tension of the vortex is controlled in terms of n by parameters in the
lagrangian. We can also take the tension to be a separate dial – independent of n — if we imagine having
several vortex sectors with different coupling constants in each sector.
7Using electrostatics in 3 spatial dimensions as an analogy, §3 does the analog of relating the coefficient of
1/r in the electrostatic potential to the charge defined by the properties of the source. Then §4 asks what the
equilibrium configuration is for a collection of charges given the resulting electrostatic potential.
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where AMN = ∂MAN − ∂NAM is a D-dimensional gauge field strength, RMN denotes the D-
dimensional Ricci tensor and the last line defines the Li in terms of the corresponding item
in the previous line. The vortex part of the action is similarly given by
SV = −
∫
dd+2x
√−g
[
1
4
ZMNZ
MN +
ε
2
ZMNA
MN +DMΨ
∗DMΨ + λ
(
Ψ∗Ψ− v
2
2
)2]
=: −
∫
dd+2x
√−g
(
LZ + Lmix + LΨ + Vb
)
, (2.2)
where DMΨ := ∂MΨ− ieZM Ψ, and the second line again defines the various Li.
For later purposes it is useful to write
√
2 Ψ = ψ eiΩ and adopt a unitary gauge for which
the phase, Ω, is set to zero, though this gauge will prove to be singular at the origin of the
vortex solutions we examine later. In this gauge the term LΨ in SV can be written
LΨ = DMΨ
∗DMΨ =
1
2
(
∂Mψ ∂
Mψ + e2ψ2ZMZ
M
)
(2.3)
and the potential becomes
Vb =
λ
4
(
ψ2 − v2
)2
. (2.4)
It is also useful to group the terms in the brane and bulk lagrangians together according to
how many metric factors and derivatives appear, with
Lkin :=
1
2
gMN∂Mψ ∂Nψ , Lgge := LA + LZ + Lmix
Lpot := Λ + Vb and Lgm :=
1
2
e2ψ2 gMNZMZN . (2.5)
For this system the field equations for the two Maxwell fields are
1√−g ∂M
[√−g(AMN + εZMN)] = 0 , (2.6)
and
1√−g ∂M
[√−g(ZMN + εAMN)] = e2Ψ2ZN . (2.7)
The scalar field equation in unitary gauge becomes
1√−g ∂M
(√−g gMN∂Nψ) = e2ψZMZM + λψ(ψ2 − v2) , (2.8)
while the Einstein equations can be written in their trace-reversed form
RMN = −κ2XMN , (2.9)
where XMN := TMN − (1/d)T gMN and the stress-energy tensor is
TMN = ∂Mψ ∂Nψ + e
2ψ2ZMZN +AMPAN
P + ZMPZN
P (2.10)
+
ε
2
(
AMPZN
P + ZMPAN
P
)
− gMN
(
Lkin + Lgm + Lpot + Lgge
)
.
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2.2 Symmetry ansa¨tze
We seek vortex solutions for which the brane/vortex sector describes energy localized along
a time-like d-dimensional subspace, with nontrivial profiles in the two transverse dimensions.
Accordingly, our interest is in configurations that are maximally symmetric in the d dimen-
sions (spanned by xµ) and axially symmetric in the 2 ‘transverse’ dimensions (spanned by
ym).
We take the fields to depend only on the proper distance, ρ, from the points of axial
symmetry, and assume the only nonzero components of the gauge field strengths lie in the
transverse two directions: Amn and Zmn. We choose the metric to be of warped-product form
ds2 = gMN dx
MdxN = gmn dy
mdyn + gµν dx
µdxν , (2.11)
with
gmn = gmn(y) and gµν = W
2(y) gˇµν(x) , (2.12)
where gˇµν is the maximally symmetric metric on d-dimensional de Sitter, Minkowski or anti-de
Sitter space. The corresponding Ricci tensor is RMN dxMdxN = Rµν dxµdxν +Rmn dymdyn,
and is related to the Ricci curvatures, Rˇµν and Rmn, of the metrics gˇµν and gmn by
Rµν = Rˇµν + gmn
[
(d− 1)∂mW∂nW +W∇m∇nW
]
gˇµν , (2.13)
and
Rmn = Rmn + d
W
∇m∇nW , (2.14)
where ∇ is the 2D covariant derivative built from gmn. We work with axially symmetric 2D
metrics, for which we may make the coordinate choice
gmn dy
mdyn = A2(r) dr2 +B2(r) dθ2 = dρ2 +B2(ρ) dθ2 , (2.15)
where the proper radial distance satisfies dρ = A(r)dr. With these choices the field equation
simplify to the following system of coupled nonlinear ordinary differential equations.
Gauge fields
The gauge field equations become (
W dAˇ′θ
B
)′
= 0 , (2.16)
and
1− ε2
BW d
(
W dZ ′θ
B
)′
=
e2ψ2Zθ
B2
, (2.17)
where primes denote differentiation with respect to proper distance, ρ, and we define the
mixed gauge field,
AˇM := AM + εZM . (2.18)
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Notice that the off-diagonal contribution to Lgge vanishes when this is expressed in terms
of AˇM rather than AM , since
Lgge = LA + LZ + Lmix = LˇA + LˇZ , (2.19)
where
LˇA :=
1
4
AˇmnAˇ
mn and LˇZ :=
1
4
(1− ε2)ZmnZmn . (2.20)
Notice also that (2.17) has the same form as it would have had in the absence of the A− Z
mixing, (2.18), provided we make the replacement e2 → eˆ2, with
eˆ2 :=
e2
1− ε2 . (2.21)
Clearly stability requires the gauge mixing parameter must satisfy ε2 < 1 and semi-classical
methods require us to stay away from the upper limit.
Scalar field
The field equation for ψ(ρ) similarly simplifies to
1
BW d
(
BW d ψ′
)′
= e2ψ
(
Zθ
B
)2
+ λψ
(
ψ2 − v2
)
. (2.22)
Einstein equations
The nontrivial components of the matter stress-energy become
Tµν = −gµν %tot , T ρρ = Z − X and T θθ = −(Z + X ) , (2.23)
where
% := Lkin + Lgm + Lpot + Lgge , (2.24)
and
X := Lpot − Lgge and Z := Lkin − Lgm . (2.25)
In later sections it is useful to split % = %loc + %ˇB, X = Xloc + XˇB and Z = Zloc + ZB into
vortex and bulk parts, which we do as follows:
%ˇB := Λ + LˇA , %loc := Lkin + Lgm + Vb + LˇZ
XˇB := Λ− LˇA , Xloc := Vb − LˇZ (2.26)
and ZB := 0 , Zloc := Lkin − Lgm = Z .
The components of the trace-reversed Einstein equations governing the d-dimensional
on-vortex geometry therefore become
Rµν = −κ2Xµν = −2
d
κ2X gµν , (2.27)
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of which maximal symmetry implies the only nontrivial combination is the trace
R(d) := gµνRµν =
Rˇ
W 2
+
d
BW d
(
BW ′W d−1
)′
= −2κ2X , (2.28)
and we use the explicit expression forR(d) in terms of Rˇ andW . The components dictating the
2-dimensional transverse geometry similarly are Rmn = −κ2Xmn, which has two nontrivial
components. One can be taken to be its trace
R(2) := gmnRmn = R+ d
(
W ′′
W
+
B′W ′
BW
)
= −κ2Xmm = −2κ2
[
%−
(
1− 2
d
)
X
]
, (2.29)
and the other can be the difference between its two diagonal elements
Gρρ − Gθθ = Rρρ −Rθθ = −κ2
(
T ρρ − T θθ
)
. (2.30)
Writing out the curvature and stress energy shows this last equation becomes
B
W
(
W ′
B
)′
= −2
d
κ2Z . (2.31)
Other useful combinations of Einstein equations
Other linear combinations of the Einstein equations are not independent, but are sometimes
more useful. The first is the (θθ) component of the trace-reversed Einstein equation Rθθ =
−κ2Xθθ which reads
(B′W d)′
BW d
= −κ2
[
%−Z −
(
1− 2
d
)
X
]
= −2κ2
(
Lgm + Lgge +
X
d
)
. (2.32)
A second useful form is the (ρρ) Einstein equation, Gρρ = −κ2T ρρ, which is special in that
all second derivatives with respect to ρ drop out. This leaves the following ‘constraint’ on the
initial conditions for the integration in the ρ direction:
d
(
B′W ′
BW
)
+
Rˇ
2W 2
+
d(d− 1)
2
(
W ′
W
)2
= κ2
(
Z − X
)
= κ2
(
Lkin − Lgm − Lpot + Lgge
)
. (2.33)
2.3 Scales and hierarchies
Before solving these field equations, we first briefly digress to summarize the relevant scales
that appear in their solutions. The fundamental parameters of the problem are the gravita-
tional constant, κ; the gauge couplings, e (for ZM) and gA (for AM); the scalar self-coupling,
λ, and the scalar vev v. These have the following engineering dimensions in powers of mass:
[κ] = 1−D/2 , [e] = [gA] = 2−D/2 , [λ] = 4−D , and [v] = D/2− 1 . (2.34)
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To these must be added the dimensionless parameter, ε, that measures the mixing strength
for the two gauge fields.
In terms of these we shall find that the energy density of the vortex is of order e2v4 and
this is localized within a region of order
rv =
1
ev
. (2.35)
The effective energy-per-unit-area of the vortex is therefore of order e2v4r2v = v
2. These
energies give rise to D-dimensional curvatures within the vortex of order 1/L2v = κ
2e2v4 and
integrated dimensional gravitational effects (like conical defect angles) of order κ2v2. We work
in a regime where κv  1 to ensure that the gravitational response to the energy density of
the vortex is weak, and so, for example, defect angles are small and Lv  rv.
By contrast, far from the vortex the curvature scale in the bulk turns out to be of order
1/r2B where
rB =
Nκ
gA
, (2.36)
and N is a dimensionless measure of the total amount of AM flux that threads the compact
transverse dimensions. Since our interest is in the regime where the vortex is much smaller
than the transverse dimensions we throughout assume rv  rB and so
gA
eN  κv  1 . (2.37)
3. Isolated vortices
We now describe some solutions to the above field equations, starting with the local properties
of an isolated vortex within a much larger ambient bulk geometry. Our goal is to relate the
properties of the vortex to the asymptotic behaviour of the bulk fields and their derivatives
outside of (but near to) the vortex itself, with a view to using these as matching conditions
when replacing the vortex with an effective codimension-2 localized object. These matching
conditions are then used in later sections to see how a system of several vortices interact with
one another within a compact transverse geometry. To this end we regard the field equations
as to be integrated in the radial direction given a set of ‘initial conditions’ at the vortex
centre.
3.1 Vortex solutions
For vortex solutions the vortex scalar vanishes at ρ = 0, and the vortex fields approach their
vacuum values, ψ → v and8 ZM → 0, at large ρ. Because we work in the regime κv  1 these
solutions closely resemble familiar Nielsen-Olesen solutions [3] in the absence of gravitational
fields. Our analysis in this section reduces to that of [8] in the limit of no gauge mixing,
ε = 0, and a trivial bulk.
8In unitary gauge.
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The asymptotic approach to the far-field vacuum values can be understood by linearizing
the field equations about their vacuum configurations, writing ψ = v+ δψ and Zθ = 0 + δZθ.
We find in this way that both δψ and δZM describe massive particles, with respective masses
given by
m2Z = eˆ
2v2 and m2Ψ = 2λv
2 . (3.1)
From this we expect the approach to asymptopia to be exponentially fast over scales of
order rZ = m
−1
Z and rΨ = m
−1
Ψ . Indeed this expectation is borne out by explicit numerical
evaluation.
Notice the two vortex scales are identical, rv := rZ = rΨ, in the special BPS case, defined
by βˆ = 1 where
βˆ := eˆ2/2λ , (3.2)
and so the BPS case satisfies eˆ2 = 2λ. For convenience we also define β = e2/2λ = (1− ε2)βˆ.
Boundary conditions near the origin
We start with a statement of the boundary conditions to be imposed at ρ = 0, which express
that the transverse metric, gmn, is locally flat and that all vectors (and so in particular the
gradients of all scalars) must vanish there. For the metric functions we therefore impose the
conditions
W (0) = W0 , W
′(0) = 0 and B(0) = 0 and B′(0) = 1 . (3.3)
We can choose W0 = 1 by rescaling the d-dimensional coordinates, but this can only be
done once so the change, ∆W , between the inside and the outside of the vortex (or between
the centres of different vorticies) is a physical thing to be determined by the field equations.
Similarly, for the vortex scalar we demand
ψ(0) = ψ′(0) = 0 , (3.4)
or we could also trade one of these for the demand that ψ → v far from the vortex core.
Nonsingularity of the bulk gauge field-strengths implies they must take the form
Amn = fA mn , Zmn = fZ mn and so Aˇmn = fˇA mn , (3.5)
where ρθ =
√
g2 = B is the volume form for the 2D metric gmn. Since Aˇmn is nonsingular
we know fˇA is regular at ρ = 0 and so because B(ρ) ' ρ near ρ = 0 we see that Aˇρθ ∝ ρ near
the origin. Consequently, in a gauge where AˇM dx
M = Aˇθ(ρ) dθ we should expect Aˇθ = O(ρ2)
near the origin.
Naively, the same should be true for the vortex gauge fields AM and ZM , however the
gauge transformation required to remove the phase everywhere from the order parameter
Ψ = ψeiΩ (i.e. to reach unitary gauge) is singular at the origin, where Ψ vanishes and so Ω
becomes ambiguous. Consequently in this gauge Zθ (and so also AM) does not vanish near
– 12 –
the origin like ρ2. Instead because in this gauge ZM → 0 far from the vortex we see that flux
quantization demands that
−2pin
e
= ΦZ(ρ < ρv) :=
∮
ρ=ρv
Z = 2pi
∫ ρv
0
dρ ∂ρZθ = 2pi
[
Zθ(ρv)− Zθ(0)
]
= −2piZθ(0) , (3.6)
where n is an integer, and we choose ρ = ρv to be far enough from the vortex that ZM → 0
there. We therefore ask Zθ to satisfy the boundary condition:
Zθ(0) =
n
e
and so therefore Aθ(0) = −nε
e
, (3.7)
where the second equality follows from Aˇθ(0) = 0.
Vortex solutions
It is convenient to normalize the vortex fields
Zθ =
n
e
P (ρ) and ψ = v F (ρ) (3.8)
so that F = 1 corresponds to the vacuum value ψ = v, while the boundary conditions at
ρ = 0 become
F (0) = 0 , P (0) = 1 ; (3.9)
the vacuum configuration in the far-field limit is
F (∞) = 1 , P (∞) = 0 . (3.10)
In terms of P and F the ZM field equations boil down to
1
BW d
(
W d P ′
B
)′
=
eˆ2v2F 2P
B2
, (3.11)
while the ψ equation reduces to
1
BW d
(
BW d F ′
)′
=
P 2F
B2
+ λv2 F
(
F 2 − 1) . (3.12)
Although closed form solutions to these are not known, they are easily integrated numerically
for given B and W , and the results agree with standard flat-space results when B = ρ and
W = 1. See, for example, Fig. 1.
BPS special case
In the special case where W = 1 and eˆ2 = e2/(1 − ε2) = 2λ (and so βˆ = 1), eqs. (3.11) and
(3.12) are equivalent to the first-order equations,9
BF ′ = nFP and
nP ′
eˆB
=
√
λ
2
v2
(
F 2 − 1) . (3.13)
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Figure 1: A comparison of BPS and non-BPS vortex profiles on a flat background for differing values
of βˆ = eˆ2/(2λ). The (blue) profile vanishing at the origin is the scalar profile F and the (red) profile
that decreases from the origin is the vector profile P . To find the profiles in flat space we set B = ρ and
W = 1. The left plot uses βˆ = 1 and the right plot uses βˆ = 0.1, with this being the only parameter
that controls vortex profiles in flat space.
We show later that W = 1 also solves the Einstein equations when eˆ2 = 2λ and so this choice
provides a consistent solution to all the field equations in this case.
When eqs. (3.13) and W = 1 hold, they also imply
Lkin =
1
2
(∂ψ)2 =
e2
2
ψ2ZMZ
M = Lgm , (3.14)
and
LˇZ :=
1
4
(1− ε2)ZmnZmn = λ
4
(ψ2 − v2)2 = Vb , (3.15)
which further imply that the vortex contributions to Z and X cancel out,
Z = Lkin − Lgm = 0 and Xloc = Vb − LˇZ = 0 , (3.16)
leaving only the bulk contribution to X :
X = XˇB = Λ− LˇA . (3.17)
As can be seen from eq. (2.31), it is the vanishing of Z that allows W = 1 to solve the Einstein
equations. Finally, the vortex part of the action evaluates in this case to the simple result
Tv := 1√−gˇ
∫
d2y
√−g
[
LΨ + Vb + LˇZ
]
= 2pi
∫
dρB
[
LΨ + Vb + LˇZ
]
= pinv2 . (3.18)
9The simplicity of these equations is understood in supersymmetric extensions of these models, since super-
symmetry can require e2 = 2λ and the vortices in this case break only half of the theory’s supersymmetries.
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Figure 2: A comparison of the profiles F and P for the vortex in flat space (dashed curves) and the
full gravitating vortex solution (solid lines). For each case the (blue) profile that vanishes at the origin
is the scalar profile F and the (red) profile that decreases from the origin is the vector profile P . The
parameters used in the plot are d = 4, ε = 0.3, β = 3, Q = 0.01 ev2, Λ = Q2/2, κv = 0.6 and Rˇ = 0
with the same values of β and ε chosen for the non-gravitating solution.
Bulk equations
To obtain a full solution for a vortex coupled to gravity we must also solve the bulk field
equations for W , B and Aˇρθ. The simplest of these to solve is the Maxwell equation, (2.16),
whose solution is
Aˇρθ =
QB
W d
, (3.19)
where Q is an integration constant. This enters into the Einstein equations, (2.28), (2.29)
and (2.31), through the combination LˇA =
1
2(Q/W
d)2.
These can be numerically integrated out from ρ = 0, starting with the boundary condi-
tions (3.3) (for which we choose W0 = 1), (3.4) and (3.6), provided that the curvature scalar,
Rˇ, for the metric gˇµν is also specified. Once this is done all field values and their derivatives
are completely determined by the field equations for ρ > 0 and one such solution is shown in
Fig. 3. As we shall see, many useful quantities far from the vortex depend only on certain
integrals over the vortex profiles, rather than their detailed form.
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Figure 3: These plots illustrate the bulk geometry for BPS vortices (β = 1) with parameters d = 4,
ε = 0, β = βˆ = 1, Q = 0.05 ev2, Λ = Q2/2 and κv = 0.3 (which also imply Rˇ = 0). In the top left
plot, the solution for B is plotted (in blue) below the (red) metric function Bsphere of a sphere with
radius rB = (200/3)rv. The presence of a vortex does not change the size of the bulk (since the full
solution for B still vanishes at ρ = pirB) and the metric function B is still approximately spherical with
B ≈ 0.95×Bsphere for these parameters. The top right plot shows that when β = 1 and Λ = Q2/2, a
constant warp factor solves the field equations. The bottom left plot shows that the derivative of the
metric function B′ ≈ 0.95 outside of the vortex core, at ρ >∼ 4rv. The bottom right plot shows that
B′ ≈ −0.95 at the pole which lies opposite to the vortex core, indicating the presence of a conical
singularity at that pole.
3.2 Integral relations
Our main interest in later sections is in how the vortices affect the bulk within which they
reside, and this is governed by the boundary conditions they imply for the metric — i.e. on
quantities like W , W ′, B, B′ and Rˇ — as well as for other bulk fields exterior to, but nearby,
the vortex. In particular, simple integral expressions exist for derivatives of bulk fields — e.g.
W ′ and B′ — in this near-vortex limit, and we pause here to quote explicit expressions for
these.
For instance, imagine integrating the Einstein equation, (2.28), over the transverse di-
mensions out to a proper distance ρ = ρv ' O(rv) outside of (but not too far from) the vortex
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Figure 4: An illustration of the matching done at ρ = ρv. The light grey surface is a cartoon of
the bulk geometry. The bump on top of the surface represents the localized modifications to the
approximately spherical bulk geometry that arise due to the vortex. The dark ring represents the
circle at ρ = ρv that lies sufficiently far outside the vortex that its fields are exponentially suppressed,
but close enough to the vortex so that that its proper distance from the pole is still O(rv).
(see Figure 4). This gives
dBW d ∂ρ lnW
∣∣∣
ρ=ρv
=
[
B
(
W d
)′]
ρ=ρv
= − 1
2pi
〈
2κ2X +W−2Rˇ
〉
v
, (3.20)
where we introduce the notation
〈O〉v :=
1√−gˇ
∫
Xv
d2x
√−g O = 2pi
∫ ρv
0
dρBW d O , (3.21)
and use the boundary condition W ′(0) = 0 at the vortex centre. This identifies explicitly the
specific combination of vortex quantities relevant for specifying W ′ just outside the vortex.
A second integral relation of this type starts instead with the (θθ) component of the
trace-reversed Einstein equation: Rθθ = −κ2Xθθ, or (2.32), which integrates to give(
B′W d
)
ρ=ρv
= 1− κ
2
2pi
〈
%−
(
1− 2
d
)
X − Z
〉
v
, (3.22)
given the boundary condition B′W d → 1 as ρ→ 0. This can be used to infer the implications
of the vortex profiles on B′ just outside the vortex.
For many purposes our interest is in the order of magnitude of the integrals on the right-
hand sides of expressions like (3.20) or (3.22) and these sometimes contain a surprise. In
particular, naively one might think the integrals on the right-hand sides would generically
be order v2 and so would contribute at order κ2v2 to the quantities on the left-hand sides.
Although this is true for %, the surprise is that the quantities 〈X 〉v and 〈Z〉v can be much
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smaller than this, being suppressed by powers of rv/rB when the vortex is much smaller than
the transverse space, rv  rB, and this has important implications for how vortices influence
their surroundings.
One way to understand this suppression is to evaluate explicitly the suppressed quantities
in the flat-space limit, where it can be shown (for instance) that the vortex solutions described
above imply 〈X 〉vflat = 0. Appendix A proves this as a general consequence of stress-energy
conservation (or hydrostatic equilibrium) within the vortex, with the vortex dynamically
adjusting to ensure it is true. (Alternatively, the vanishing of 〈X 〉v on flat space can also be
derived as a consequence of making the vortex action stationary with respect to rescalings
of the size of the vortex.) More generally, for curved geometries we find numerically that in
the generic situation when rv ∼ rB all terms in (3.20) are similar in size and not particularly
small, but this is no longer true once a hierarchy in scales exists between the size of the vortex
and that of the transverse dimensions. In particular, as shown in Appendix A, for solutions
where Rˇ is 1/r2B suppressed the vortex dynamically adjusts also to suppress 〈X 〉v by powers
of 1/rB.
The next sections provide several other ways to understand this suppression, associated
with the constraints imposed by the Bianchi identities on the left-hand sides of near-vortex
boundary conditions.
3.3 Near-vortex asymptotics
Because the vortex fields, δψ = ψ − v and ZM , fall off exponentially they can be neglected
to exponential accuracy ‘outside’ of the vortex; i.e. at distances ρv >∼ rv ∼ 1/ev. The form
for the metric functions B and W are then governed by the Einstein equations with only
bulk-field stress-energy. This section describes the approximate form taken by these bulk
solutions outside of the vortex sources, but not far outside (in units of the bulk curvature
radius, say).
We do so in two steps. We first solve for the bulk fields external to an isolated vortex
in an infinite transverse space. We then find approximate asymptotic solutions for vortices
sitting within compact spaces, under the assumption that the compact space is much larger
than the transverse vortex size and that the region of interest for the solutions is very close
to the vortex: rv <∼ ρ rB.
Infinite transverse space
We start with solutions where the space transverse to the vortex is not compact, since these
should share many features of the bulk sufficiently close to a vortex residing within a large
but finite transverse space. Concretely, the merit of seeking non-compact solutions is that
the boundary conditions at infinity are fixed and determine many of the bulk integration
constants. As seen in §4, compact spaces are more complicated from this point of view
because these constants are instead set dynamically by the adjustment of the various vortices
to each other’s presence. But those near-vortex boundary conditions that are dictated by
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vortex properties should not care about distant details of the vortex environment, and so can
be explored most simply within an isolated-vortex framework.
To find isolated solutions we first write the Einstein equations in the exterior region
ρ > ρv where the vortex fields can be neglected:
(W dB′)′
W dB
= −κ2
[(
d− 1
d
)
Q2W−2d +
2Λ
d
]
, (3.23)
and
dB
(
W ′
B
)′
= 0 , (3.24)
and
W−2Rˇ+
((W d)′B)′
W dB
= κ2
(
Q2W−2d − 2Λ
)
. (3.25)
In this section (and only this section) we assume the transverse space does not close off, so
B(ρ) > 0 strictly for all values ρ > ρv.
Integrating (3.24) from ρv to arbitrary ρ > ρv gives
W ′
B
=
W ′v
Bv
= k , (3.26)
where k is an integration constant and a v subscript indicates that the bulk field is evaluated
at ρ = ρv. Evaluating this at infinity tells us k = 0 if we demand W
′ vanishes there. More
generally, if k 6= 0 and B monotonically increases then |W | must diverge at infinity, even if B
(and so W ′) is bounded. Since B > 0 this excludes k < 0 since this would imply W vanishes
at finite ρ > ρv. If we also exclude W → ∞ as ρ → ∞ then we must have k = 0, for which
integrating eq. (3.26) implies W = Wv is constant everywhere outside the vortex.
Using this result in eq. (3.23) gives
B′′
B
= −κ2
[(
d− 1
d
)
Q2W−2dv +
2Λ
d
]
=: Yd , (3.27)
where the constancy of the right hand side (which we call Yd) implies the transverse dimensions
have constant curvature. Solving this for B in the region ρ > ρv gives elementary solutions
whose properties depend on the sign of Yd :
• Yd = −1/`2 < 0: This implies B is a linear combination of sin(ρ/`) and cos(ρ/`) and
so eventually passes through zero to pinch off at some r? > ρv. This gives a compact
transverse space, which we discard in this section.
• Yd = +1/`2 > 0 : This implies B is a linear combination of sinh(ρ/`) and cosh(ρ/`) and
so increases exponentially for large ρ. This corresponds to a vortex sitting within an
infinite-volume transverse hyperbolic space with curvature radius `.
• Yd = 0 : This forces B′′ = 0 which gives the flat solution B = Bv +B′v(ρ− ρv).
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A flat transverse space is found by tuning the bulk cosmological constant such that
Yd = 0, and so
Λ = −1
2
(d− 1)Q2W−2dv < 0 . (3.28)
Having Λ more negative than this gives a hyperbolic transverse space and more positive
gives a compact transverse space. Evaluating (3.25) at the position ρ = ρv, using (3.28) and
constant W = Wv then gives
W−2v Rˇ = κ
2
(
Q2W dv − 2Λ
)
= dκ2Q2W−2dv = −2κ2Λ
(
d
d− 1
)
> 0 , (3.29)
which in our curvature conventions represents a strictly anti-de Sitter (AdS) geometry for the
directions parallel to the vortex whenever the transverse directions are noncompact.
As argued in more detail in §4.2, in general the 2D curvature scale, R = ±2/`2, and the
d D scale, Rˇ, are independent functions of the two dimensionful parameters: 1/r2Λ ∝ κ2Λ
and 1/r2A ∝ κ2Q2. Of special interest is the one-parameter subspace of configurations for
which either R or Rˇ vanish, and the above shows that the case Rˇ = 0 necessarily involves
finite-volume transverse dimensions while flat transverse space (R = 0) implies an AdS on-
vortex geometry, so the two subspaces intersect only as both rΛ and rA tend to infinity (ie
for Λ, Q→ 0).
It is the constancy of W = Wv in the bulk for isolated vortices that reflects something
general about vortices: that W ′ → 0 in the near-vortex limit. Indeed, although §4.2 gives
explicit compact solutions with W ′ 6= 0 in the bulk, in all cases W ′ approaches zero in the
immediate vicinity of the small source vortices. This carries implications for the integrated
vortex stress-energy, such as 〈X 〉v. Using W ′V = 0 in (3.20) allows us to write
2κ2〈X 〉v = −Rˇ 〈W−2〉v , (3.30)
which is useful because it shows that 〈X 〉v is very generally suppressed by two powers of a
curvature scale, being order ρ2v/
ˇ`2  1 if Rˇ ∼ 1/ˇ`2  1/ρ2v . We expect this result also to
hold for vortices situated within compact transverse dimensions.
Asymptotic forms
We next return to the case of real interest: small vortices situated within a much larger (but
compact) transverse space. In general, the presence of a vortex introduces apparent singu-
larities into the bulk geometry whose properties are dictated by those of the vortex. These
singularities are only apparent because they are smoothed out once the interior structure of
the vortex is included, since the geometry then responds to the stress-energy of the vortex
interior. This section characterizes these singularities more precisely with a view to relating
them to the properties of the source vortices.
One way to characterize the position of the apparent singularity is to define it to occur
at the point where the expression for Bbulk(ρ) obtained using only the bulk field equations
would vanish: Bbulk(ρ?) = 0 (see Figure 5). Here ρ? is of order the vortex size, and need not
– 20 –
occur precisely at ρ = 0 (despite the boundary condition B(0) = 0 inside the vortex) because
Bbulk is found by solving only the bulk field equations without the vortex fields.
B > ΑΡ
B > Ρ
Ρ* Ρv
Figure 5: A cartoon illustration of the definition of ρ?. The (blue) metric function B increases
linearly away from the origin with unit slope B(ρ) ≈ ρ. Outside of the vortex ρ >∼ ρv the solution is
also linear in ρ but with B(ρ) ≈ αρ. The straight (red) line extrapolates this exterior behaviour to
the point, ρ = ρ?, where the external B would have vanished if the vortex had not intervened first.
The nature of the singularity at ρ = ρ? is most simply described by expanding the bulk
field equations in powers of proper distance, ρˆ = ρ− ρ?, away from the apparent singularity,
W = W0
(
ρˆ
rB
)w
+W1
(
ρˆ
rB
)w+1
+W2
(
ρˆ
rB
)w+2
+ · · · ,
B = B0
(
ρˆ
rB
)b
+B1
(
ρˆ
rB
)b+1
+B2
(
ρˆ
rB
)b+2
+ · · · . (3.31)
where rB is again a scale of order the bulk curvature scale. It is the leading powers, b and w,
that describe potential singularity, and their form is constrained by the bulk field equations.
In particular, as shown in Appendix C.1, the leading terms in the expansion of the Einstein
equations around ρˆ = 0 imply that w and b satisfy the two Kasner conditions10 [24]:
dw + b = 1 and dw2 + b2 = 1 . (3.32)
The last of these in turn implies w and b must reside within the intervals
|w| ≤ 1√
d
and |b| ≤ 1 . (3.33)
The Kasner solutions have precisely two solutions: either w = 0 and b = 1 (as is true for
flat-space solutions) or w = 2/(1 + d) and b = (1 − d)/(1 + d). Since we know that a non-
gravitating vortex lives in a geometry with w = 0 and b = 1, this is also the root we must use
in the weak-gravity limit (κv)2  1. This describes a conical singularity if B′(ρ = ρ?) 6= 1.
10Our treatment here follows closely that of [25], which in turn is based on the classic BKL treatment of
near-singularity time-dependence [26].
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Figure 6: Log-log plots of the the near vortex geometry for parameters d = 4, β = 3, ε = 0.3,
Q = 0.01 ev2, Λ = Q2/2, κv = 0.6 and Rˇ = 0. The bulk in this case has a radius of rB = (500/3)rv.
Outside of the vortex ρ >∼ rv the geometry exhibits Kasner-like behaviour B′ ≈ α 6= 1 and W ′ ≈ 0.
The field equations also dictate all but two of the remaining coefficients, Bi and Wi, of
the series solution. For instance eq. (2.31) applied outside the vortex implies W ′ = kB for
constant k. This implies W1 = 0 and W2 =
1
2 k α r
2
B and so on, giving
W = W? +
(
kα
2
)
ρˆ2 + · · · ,
B = α ρˆ+ · · · , (3.34)
where W? = limρ→ρ?W . For any such a singular point we therefore have the boundary
conditions
lim
ρ→ρ?
W ′ = 0 and lim
ρ→ρ?
B′ =: α = const , (3.35)
as is indeed found in detailed numerical integrations (see Figure 6).
It is the slope B′? = α and W? (where we affix W (0) = 1 within the vortex and so are not
free to again choose W? = 1 elsewhere) that convey the properties of the vortex to the bulk,
and so should be governed by vortex properties, such as by boundary conditions like (3.20)
or (3.22), rather than by bulk field equations. Notice that we expect both W? − 1 and α− 1
to be of order κ2v2 (see below) and so if W2 =
1
2k α r
2
B is O(1) then we expect k ' O(1/r2B).
This, in turn, implies that W ′ ' O(rv/r2B) at any near-vortex point of order rv away from ρ?.
For rv  rB we expect W to be approximately constant in the near-vortex region exterior
to the vortex, up to O(ρ2/r2B) corrections. We also expect B′ to be similarly constant, up to
O(ρ/rB) corrections. These expectations are verified by explicit numerical integrations of the
vortex/bulk profiles, such as in Fig. 6.
The explicit relation between α and vortex properties is set by near-vortex boundary
conditions, such as (3.20) or (3.22). Using the series expansion to evaluate W and B at
ρ = ρv,
W = Wv +W
′
V (ρ− ρv) + · · · and B = Bv + α (ρ− ρv) + · · · , (3.36)
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where Wv = W?+
kα
2 (ρv−ρ?)2 + · · · , while W ′v = kBV = kα(ρv−ρ?)+ · · · and so on. Inserting
these into the left-hand side of eqs. (3.20) then gives
dBvW
d−1
v W
′
v = dkW
d−1
? α
2ρˆ2v + · · · = −
1
2pi
〈
2κ2X +W−2Rˇ
〉
v
, (3.37)
which confirms that the vortex adjusts to make the right-hand side O(r2v/r2B). Similarly (3.22)
becomes
B′vW
d
v = αW
d
? + · · · = 1−
κ2
2pi
〈
%−
(
1− 2
d
)
X − Z
〉
v
, (3.38)
and so on.
3.4 Effective description of a small vortex
If the vortex is much smaller than the transverse space then most of the details of its structure
should not be important when computing how it interacts with its environment. Its dynamics
should be well described by an effective d-dimensional action that captures its transverse
structure in a multipole expansion.
The lowest-derivative ‘brane’ action of this type that depends on the nontrivial bulk fields
outside the vortex is Sb =
∫
ddx Lb with
Lb = −
√−γ
[
T − ζ
d !
µνλρA˜µνλρ + · · ·
]
ρ=ρb
= −√−γ
[
T +
ζ
2
mnAmn + · · ·
]
ρ=ρb
, (3.39)
where γ denotes the determinant of the induced metric on the d-dimensional world-volume of
the vortex centre of mass (which in the coordinates used here is simply γµν = gµν evaluated at
the brane position). The tensor A˜µνλρ :=
1
2 µνλρmnA
mn is proportional to the D-dimensional
Hodge dual of the bulk field strength; a quantity that can be invariantly integrated over the
d-dimensional world-volume of the codimension-2 vortex. All unwritten terms covered by the
ellipses in (3.39) involve two or more derivatives.
The dimensionful effective parameters T and ζ respectively represent the vortex’s tension
and localized flux, in a way we now make precise. To fix them in terms of the properties of
the underlying vortex we perform a matching calculation; computing their effects on the bulk
fields and comparing this to the parallel calculation using the full vortex solution. To do this
we must be able to combine the d-dimensional action (3.39) with the D-dimensional action,
SB, for the bulk fields.
To make this connection we promote (3.39) to a D-dimensional action by multiplying it
by a ‘localization’ function, δ(y), writing the D-dimensional lagrangian density as
Ltot = LB(gMN , AM) + Lb(gMN , AM) δ(y) . (3.40)
Here LB is as given in (2.1) and δ(y) is a delta-function-like regularization function that
has support only in a narrow region around the vortex position ρ = ρb, normalized so that∫
V
d2y δ(y) = 1. Although we can regard δ(y) as being independent of the d-dimensional
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metric, gµν , and gauge field, AM , we cannot consider it to be independent of the transverse
metric, gmn, because δ(y) must depend on the proper distance from the vortex.
Much of the trick when matching with regularized delta-functions is to avoid questions
that involve making assumptions about the detailed gmn-dependence of the brane action. This
is most awkward when calculating the brane’s gravitational response, but we show below how
to infer this response in a model-independent way that does not make ad-hoc assumptions
about how δ(y) is regulated.
Gauge-field matching
We start with the determination of the coupling ζ from the vortex’s gauge-field response.
To determine ζ we compute the contribution of Sb to the gauge field equation, which
becomes modified to
∂m
(√−g Amn)+ δSb
δAn
= ∂m
[√−g(Amn + ζ mn δ(y)√
g2
)]
= 0 . (3.41)
This has solution
Aρθ =
QB
W d
− ζ ρθ δ(y)√
g2
=
QB
W d
− ζ δ(y) , (3.42)
where Q is an integration constant, and so — when integrated over a transverse volume, Xv,
completely containing the vortex — gives the flux
ΦA(Xv) =
∫
Xv
dA = Q
∫
Xv
d2y
(
B
W d
)
− ζ . (3.43)
Comparing this to the vortex result in the full UV theory
ΦA(Xv) = ΦˇA(V )− εΦZ(V ) = Q
∫
Xv
d2y
(
B
W d
)
+
2pinε
e
, (3.44)
shows that ζ is given at the classical level by
ζ = −2pinε
e
. (3.45)
Notice that this argument does not make use of any detailed properties of δ(y) beyond its
normalization and independence of Am.
Gauge-field back-reaction
Before repeating this argument to match the tension, T , and determine the gravitational
response, we first pause to draw attention to an important subtlety. The subtlety arises
because the presence of localized flux causes the gauge field to back-react in a way that
contributes to the localized energy density, in a manner similar to the way the classical
Coulomb field back-reacts to renormalize the mass of a point charged particle.
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To set up this discussion, notice that the effective lagrangian, (3.39), can be regarded as
the macroscopic contribution of the vortex part of the lagrangian regarded as a function of
applied fields Am and gµν . Consequently we expect the transverse average of (3.40) to give
the same answer as the transverse average of the full lagrangian of the UV theory. Comparing
the Am-dependent and -independent terms of this average then suggests the identifications
T W db =
〈
Lkin + Vb + Lgm + LZ
〉
v
and
ζ
2
W db 
mnAmn =
〈
Lmix
〉
v
=
ε
2
〈
ZmnAmn
〉
v
, (3.46)
where Wb = W (ρb) is the warp factor evaluated at the brane position, and the factors W
d
b
come from the ratio of
√−γ/√−gˇ.
Now comes the main point. The existence of the localized piece in the solution, (3.42),
for Am has two related consequences in such a transverse average.
• First, evaluating the localized-flux term at the solution to the Amn field equation, (3.42),
shows that the localized component of Am renormalizes the tension,
W db
(
T +
ζ
2
mnAmn
)
ρ=ρb
= W db
[
T +
ζ Q
W db
− ζ2
(
δ(y)
B
)
ρ=ρb
]
, (3.47)
where this follows from taking δ(y) to be sufficiently peaked so that its integral can be
treated like that of a Dirac delta-function. Notice that the last term in the last equality
is singular as the vortex size goes to zero, requiring a regularization in order to be un-
ambiguous. Such divergences are common for back-reacting objects with codimension-2
or higher, and are ultimately dealt with by renormalizing the action (3.39) even at the
classical level [27].
The ζ-dependent part of this is to be compared with〈
Lmix
〉
v
= −2piεQn
e
− 2ε2
〈
LZ
〉
v
, (3.48)
which uses (2.18) and (3.19) to evaluate the integration over Lmix, and shows that the
result agrees with (3.47), both on the value of the term linear in Q (once the matching
value, (3.45), for ζ is used) and by providing an explicit regularization of the singular
O(ε2) term.
• The second way the localized term in (3.42) contributes is by introducing a localized
contribution to the Maxwell action, LA, which was naively not part of the vortex〈
LA
〉
v
=
Q2
2
∫
Xv
d2y
(
B
W d
)
−W db
[
ζ Q
W db
− ζ
2
2
(
δ(y)
B
)
ρ=ρb
]
=
〈
LˇA
〉
v
−W db
[
ζ Q
W db
− ζ
2
2
(
δ(y)
B
)
ρ=ρb
]
. (3.49)
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This exactly cancels the linear dependence on Q in (3.47), and partially cancels the
localized renormalization of the tension.
We see from this that the localized part of the gauge response to the brane action con-
tributes a localized contribution to the bulk action (and energy density) that combines with
the direct brane action in precisely the same way as happens microscopically from the mixing
from Am to Aˇm (see, for example, (2.19)). This suggests another useful notion of brane la-
grangian, defined as the total localized contribution when Q is fixed (rather than Am), leading
to
Lˇb := Tˇ W
d
b :=
〈
Lkin + Vb + Lgm + LˇZ
〉
v
= W db
[
T − ζ
2
2
(
δ(y)
B
)
ρ=ρb
]
. (3.50)
We see that the tension renormalizations described above — associated with the [δ(y)/B]ρb
terms — are the macroscopic analogs of the renormalization e2 → eˆ2 = e2/(1−ε2) that occurs
with the transition from LZ to LˇZ in the microscopic vortex picture.
Whether Lb or Lˇb is of interest depends on the physical question being asked. Lb arises
in deriving the brane contribution to the Am field equations, as above. But because it is Lˇb
that contains all of the brane-localized contributions to the energy, it plays a more important
role in the brane’s gravitational response (as we now explore in more detail).
On-brane stress energy
With the above definitions of Lb and Lˇb in hand we now turn to the determination of the
brane’s local gravitational response. To determine the tension, T (or Tˇ ), we compute the
(µν) component of the Einstein equations (which we can do unambiguously because we know
δ(y) does not depend on gµν). We can do so using either Lb or Lˇb to define the brane action.
Using Lb leads to the following stress energy
Tµν(b) =
2√−g
(
δSb
δgµν
)
= −W db
(
T +
ζ
2
mnAmn
)
δ(y)√
g2
gµν , (3.51)
and so % becomes % = Λ + LA + %b with
%b = W
d
b
(
T +
ζ
2
mnAmn
)
δ(y)√
g2
. (3.52)
Alternatively, using Lˇb leads to the stress energy
Tˇµν(b) =
2√−g
(
δSˇb
δgµν
)
= −Tˇ W db
δ(y)√
g2
gµν , (3.53)
and so % becomes % = Λ + LˇA + %ˇb with
%ˇb = Tˇ W
d
b
δ(y)√
g2
= W db
[
T − ζ
2
2
(
δ(y)
B
)
ρ=ρb
]
δ(y)√
g2
. (3.54)
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In either case the total energy density is the same,
〈%〉v =
〈
Λ + LA
〉
V
+W db
(
T +
ζ
2
mnAmn
)
ρ=ρb
=
〈
Λ + LˇA
〉
v
+W db Tˇ , (3.55)
which is the analog of the microscopic statement (2.26)〈
%
〉
v =
〈
Λ+LA+Lkin +Lgm +Vb+LZ +Lmix
〉
v
=
〈
Λ+ LˇA+Lkin +Lgm +Vb+ LˇZ
〉
v
. (3.56)
The advantage of using (3.54) rather than (3.52) is that %ˇb contains all of the brane-localized
stress energy, unlike %b which misses the localized energy hidden in LA.
IR metric boundary conditions
A second important step in understanding the effective theory is to learn how the effective
action modifies the field equations. So we restate here the general way of relating brane
properties to near-brane derivatives of bulk fields [28]. The idea is to integrate the bulk field
equations (including the brane sources) over a small region not much larger than (but totally
including) the brane. For instance for a bulk scalar field, Φ, coupled to a brane one might
have the field equation
Φ + JB + jb δ(y) = 0 , (3.57)
where JB is the contribution of bulk fields that remains smooth near the brane position and
jb is the localized brane source. Integrating this over a tiny volume surrounding the brane
and taking its size to zero — i.e. ρv/rB → 0 — then gives
lim
ρv→0
〈
Φ
〉
v
= 2pi lim
ρv→0
BvW
d
v Φ
′
v = − lim
ρv→0
〈
JB + jb δ(y)
〉
v
= −jb(ρ = ρb) , (3.58)
where the assumed smoothness of JB at the brane position ensures 〈JB〉v → 0 in the limit
ρv → 0. The equality of the second and last terms of this expression gives the desired relation
between the near-brane derivative of Φ and the properties jb of the brane action.
Applying this logic to the Einstein equations, integrating over a tiny volume, Xv, com-
pletely enclosing a vortex gives
0 =
〈
gMP√−g
δS
δgNP
〉
v
=
〈
gMP√−g
δSEH
δgNP
〉
v
+
〈
gMP√−g
δSM
δgNP
〉
v
(3.59)
where we have split the action into an Einstein-Hilbert part SEH and a matter part SM . This
matter part can be further divided into a piece that is smooth at the brane position
SˇB = −
∫
dDx
√−g (LˇA + Λ) , (3.60)
and one that contains all of the localized sources of stress energy,
Sˇb = −
∫
dDx
√−g
(
δ(y)√
g2
)
Tˇ = −
∫
ddx
√−γ Tˇ . (3.61)
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As above, for a sufficiently small volume, Xv, we need keep only the highest-derivative
part of the Einstein-Hilbert term11, since the remainder vanishes on integration in the limit
ρv → 0. The SBM term also vanishes in this limit, by construction, so the result becomes
0 =
1
2κ2
∫
dθ
[√−g(Kij −K δij)]ρv
0
+
√
−gˇ
〈
gik√−g
δSˇb
δgjk
〉
v
as ρv → 0 , (3.62)
where i and j run over all coordinates except the radial direction, ρ, and Kij is the extrinsic
curvature tensor for the surfaces of constant ρ. To proceed, we assume that the derivative
of the brane action is also localized such that its integral can be replaced with a quantity
evaluated at the brane position〈
gNP√−g
δSˇb
δgMP
〉
v
=
∫
Xv
d2y
(
gNP√−gˇ
δSˇb
δgMP
)
=
(
gNP√−gˇ
δSˇb
δgMPb
)
ρ=ρb
. (3.63)
The b subscript in the functional derivative of the last term denotes that it is taken at the
fixed point where δ(y) is localized, and so it contains no dependence on the bulk coordinates,
and in particular no factors of δ(y). For example its µν components read
δSˇb
δgµνb
= − 1
2
√−γ Tˇ gµν
∣∣∣∣
ρ=ρb
. (3.64)
However, at this point we remain agnostic about how to calculate the off-brane component
δSˇb/δgθθ. Returning to the matching condition (3.62) we have the final result
lim
ρv→0
∫
dθ
[√−g(Kij −K δij)]ρv
0
= −2κ2
(
gik
δSˇb
δgjkb
)
ρ=ρb
, (3.65)
which can be explicitly evaluated for the geometries of interest.
Brane stress-energies
We now turn to the determination of the off-brane components of the brane stress-energy.
We can learn these directly by computing the left hand side of (3.65) in the UV theory, before
taking the limit ρv → 0. We will first do this very explicitly for the (µν) components of
the brane stress-energy, and then proceed to deduce the off-brane components of the brane
stress-energy.
The (µν) stress-energy
For the metric ansatz ds2 = W 2(ρ) gˇµν dx
µdxν + dρ2 + B2(ρ) dθ2, the extrinsic curvature
evaluates to Kij =
1
2 g
′
ij . This gives
Kµν =
W ′
W
gµν and Kθθ =
B′
B
gθθ . (3.66)
11Being careful to include the Gibbons-Hawking-York action [29] on the boundary.
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Figure 7: A plot of defect angle matching in the region exterior but near to the vortex core. The
solid (blue) lines represent the metric function W 4B′ and the dotted (red) lines represent 1− κ2Tˇ /2pi
computed independently for different values of ε = {−0.2, 0.2, 0.4, 0.6} with the other parameters
fixed at d = 4, β = 3, Q = 1.25 × 10−4 ev2, Λ = Q2/2, κv = 0.5 and Rˇ = 0. This size of the defect
angle B′V ≈ α matches very well with 1 − κ2Tˇ /2pi at ρ = ρv ≈ 4rv. The solutions for W 4B′ overlap
perfectly when ε = ±0.2, as indicated by the dashes in the line. This illustrates that the defect angle
is controlled by Tˇ , and the linear dependence of the the defect angle on ε is cancelled.
The trace of the (µν) components of the condition (3.65) therefore evaluates to
lim
ρv→0
{
W dv Bv
[
(1− d)
(
W ′v
Wv
)
− B
′
v
Bv
]
+ 1
}
= −κ
2/pid√−gˇ
(
gµν
δSˇb
δgµνb
)
ρ=ρb
=
κ2W db Tˇ
2pi
, (3.67)
for which the limit on the left-hand side can be evaluated using the limit Bv → 0 as ρv → 0.
The result shows that it is the renormalized tension, Tˇ , that determines the defect angle just
outside the vortex,
1− α = κ
2W db Tˇ
2pi
. (3.68)
This is the macroscopic analog of (3.22).
The (θθ) stress-energy
The (θθ) component of the metric matching condition, (3.65), evaluates to
lim
ρv→0
W dv Bv
(
W ′v
Wv
)
=
κ2/pid√−gˇ
(
gθθ
δSˇb
δgθθb
)
ρ=ρb
. (3.69)
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but at first sight this is less useful because the unknown gmn dependence of δ(y) precludes
evaluating its right-hand side. This problem can be side-stepped by using the constraint,
eq. (2.33), evaluated at ρ = ρv (just outside the brane or vortex) to evaluate W
′
v/Wv =
O(ρv/r2B) (and so also the left-hand side of (3.69)) in terms of the quantities B′v/Bv = 1/ρv +
· · · , Rˇ/W 2v and XB. Once this is done we instead use the (θθ) matching condition to infer
the (θθ) component of the vortex stress energy.
Solving the constraint, (2.33), for W ′/W at ρv (just outside the vortex, where Z = 0 and
X = XB = XˇB) gives
(d− 1)
(
W ′v
Wv
)
= −B
′
v
Bv
+
√(
B′v
Bv
)2
−
(
1− 1
d
)(
2κ2XB(ρv) + Rˇ
W 2v
)
' −1
2
(
1− 1
d
)
ρv
(
2κ2XB(ρv) + Rˇ
W 2v
)
+ · · · , (3.70)
where the root is chosen such that W ′v/Wv vanishes if both Rˇ and XB(ρv) vanish. With this
expression we see that BvW
d
v (W
′
v/Wv)→ 0 as ρv → 0, and so (3.69) then shows that(
gθθ
δSˇb
δgθθb
)
ρ=ρb
= 0 , (3.71)
for any value of T (or Tˇ ) and ζ.
Notice that eq. (3.71) is precisely what is needed to ensure W ′b → 0 at the brane, as
required by the Kasner equations (3.32) that govern the near-vortex limit of the bulk. Also
notice that (3.71) would be counter-intuitive if instead one were to evaluate directly δSb/δgθθ
by assuming δ(y) was metric independent and using the explicit metrics that appear within
mnAmn. What is missed by this type of naive calculation is the existence of the localized
energy coming from the Maxwell action, LA, and its cancellation of the terms linear in ζ when
converting Sb to Sˇb.
The (ρρ) stress-energy
Although the (ρρ) component of the extrinsic curvature tensor is not strictly well-defined, we
can still consider the (ρρ) components of the boundary condition in the following form
0 = lim
ρv→0
〈
gρρ√−g
δSEH
δgρρ
〉
v
+
(
gρρ√−gˇ
δSˇb
δgρρb
)
ρ=ρb
. (3.72)
By definition, we have
gρρ√−g
δSEH
δgρρ
= − 1
2κ2
Gρρ . (3.73)
As noted in (2.33), this component of the Einstein tensor is contains only first derivatives of
the metric field. It follows that
lim
ρv→0
〈
gρρ√−g
δSEH
δgρρ
〉
v
= − 1
2κ2
〈Gρρ〉v = 0 (3.74)
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since metric functions and their first derivatives are assumed to be smooth. In this simple
way, we once again use the Hamiltonian constraint to conclude that the off-brane component
of the brane stress energy is vanishing(
gρρ√−gˇ
δSˇb
δgρρb
)
ρ=ρb
= 0 . (3.75)
So both off-brane components of brane stress-energy vanish in the limit ρv → 0, and from
this we also infer that their sums and differences also vanish:
Xb = Zb = 0 . (3.76)
These results are the analog for the effective theory of the KK-suppression of 〈X 〉v in the UV
theory once rv  rB. As a consequence in the effective theory
Z = 0 and X = XˇB = Λ− LˇA . (3.77)
4. Compactification and interacting vortices
We next turn to how several small vortices interact with one another and with their environ-
ment. In particular, if the flux in the transverse dimensions does not fall off quickly enough its
gravitational field eventually dominates and drives B(ρ) to zero for positive ρ, thereby pinch-
ing off and compactifying the two transverse dimensions. We explore in detail the situation
of two small vortices situated at opposite sides of such a compact space.
For this part of the discussion it is more convenient to use the effective description of
the vortices as codimension-2 branes than to delve into their detailed vortex substructure,
though we do this as well to see how the effective description captures the full theory’s low-
energy behaviour. As we saw above, in the effective limit the vortex properties are encoded
in the near-brane derivatives of the bulk fields (through the defect angle and localized flux).
So to discuss brane interactions it is useful to start with the general solution to the bulk
field equations outside the vortices, since it is the trading of the integration constants of
this solution for the near-brane boundary conditions that expresses how brane properties
back-react onto their environs.
4.1 Integral relations
Before delving into explicit solutions to the bulk field equations, it is worth first recording
some exact results that can be obtained by applying the integrated forms of the field equations
to the entire transverse space, and not just to a small region encompassing each vortex. In
the UV theory these integrals simplify because all fields are everywhere smooth and so the
integral over a total derivative vanishes. The same need not be true for the effective theory
with point brane sources, since in principle fields can diverge at the brane locations. However
we can then ask how the UV integral relations arise in the effective theory.
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For instance if eq. (3.20) is integrated over the entire compact transverse space then its
left-hand side integrates to zero, leaving the following exact relation for Rˇ:
0 =
〈
2κ2X
〉
tot
+
〈
W−2
〉
tot
Rˇ = 2κ2
(
〈X 〉tot + Rˇ
2κ2d
)
. (4.1)
Here the last equality uses the relation between κ2 and its d-dimensional counterpart. This
shows that it is 〈X 〉tot that ultimately determines the value of the on-brane curvature.
Eq. (4.1) is particularly powerful in the effective theory, for which we have seen that the
branes satisfy Xˇb = 0 and so X = XˇB = Λ − LˇA. In this case (4.1) shows us that it is really
only through
〈LˇA〉tot = 2piQ2
∫
tot
dρ
(
B
W d
)
(4.2)
that the brane properties determine the on-brane curvature, as they modify the functional
form of B and W d through boundary conditions, and Q through flux quantization.
A second exact integral relation comes from integrating the (θθ) component of the trace-
reversed Einstein equation, eq. (2.32), over the transverse dimensions. Again the left-hand
side integrates to zero leaving the constraint〈
%−Z −
(
1− 2
d
)
X
〉
tot
= 0 . (4.3)
Combining this with (4.1) then implies
Rˇ = −
(
2d
d− 2
)
κ2d
〈
%−Z
〉
tot
. (4.4)
Notice that in d dimensions Einstein’s equations with a cosmological constant, Veff , have
the form
Rˇµν − 1
2
Rˇ gˇµν = κ
2
d Veff gˇµν , (4.5)
and so the scalar curvature satisfies
Rˇ = −
(
2d
d− 2
)
κ2dVeff . (4.6)
Comparing this with eq. (4.4) then gives a general expression for the effective d-dimensional
cosmological constant
Veff =
〈
%−Z
〉
tot
. (4.7)
4.2 General static bulk solutions
This section presents the general bulk solutions for two branes. We start with the simple
rugby-ball geometries that interpolate between two branes sourcing identical defect angles
and then continue to the general case of two different branes. The solutions we find are
all static – actually maximally symmetric in the d Lorentzian on-brane directions – and
symmetric under axial rotations about the two brane sources.
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Rather than rewriting all of the field equations for the bulk region away from the branes,
we note that these are easily obtained from the field equations of previous sections in the
special case that ZM = 0 and ψ = v. Notice that ZM = 0 and ψ = v already solve the ZM
and ψ field equations, so it is only the others that need solutions, which must be the case
since we have replaced the vortex degrees of freedom with an effective brane description.
These choices imply
Lkin = LΨ = Vb = Lgm = LZ = Lmix = 0 and so Lgge = LˇA = LA =
1
2
(
Q
W d
)2
. (4.8)
As a consequence of these we know
Z = 0 , X = XˇB = Λ− LˇA and % = %ˇB = Λ + LˇA . (4.9)
Rugby-ball geometries
Because Z = 0 the solutions to the field equations can be (but need not be) locally maximally
symmetric in the transverse 2 dimensions, rather than just axially symmetric there. For such
solutions W ′ must vanish and so the geometry is completely described by the constant scalar
curvatures, Rˇ and R. The transverse dimensions are locally spherical, but with a defect angle
at both poles corresponding to the removal of a wedge of the sphere.
Explicitly, we have B = α` sin(ρ/`), and the polar defect angle has size δ = 2pi(1 − α).
The sphere’s curvature and volume are
R =
2B′′
B
= − 2
`2
and V2 := 2pi
∫ pi`
0
dρ B = 4piα `2 , (4.10)
where ` is the ‘radius’ of the sphere. The relevant bulk field equations are the two Einstein
equations
Rˇ = −2κ2
[
Λ− 1
2
(
Q
W d
)2]
, (4.11)
and
−R = 2
`2
= 2κ2
[
2Λ
d
+
(
1− 1
d
)(
Q
W d
)2]
, (4.12)
with Q fixed by flux quantization to be
Q
W d
=
N
2gAα `2
where N := N − ntotε
(gA
e
)
, (4.13)
where ntot = n+ + n− is the sum of the flux quantum for each vortex.12
As shown in Appendix C.2, the stable solution to these equations has compact transverse
dimensions with radius
1
`2
=
1
r2A
(
1 +
√
1− r
2
A
r2Λ
)
, (4.14)
12We take for simplicity the gauge coupling of the two vortices to be equal. See Appendix B for a discussion
of flux quantization for the ZM and AM fields.
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where the two intrinsic length-scales of the problem are defined by
r2Λ :=
d
4κ2Λ
and r2A(α) :=
1
2
(
1− 1
d
)(Nκ
gAα
)2
. (4.15)
Clearly ` ' rA/
√
2 when rΛ  rA and increases to ` = rA when rΛ = rA. It is here that
we first see why it is the combination Nκ/gA that sets the size of the extra dimensions. No
solutions of the type we seek exist at all unless rΛ ≥ rA, which requires
Λ ≤ d− 1
2
(α gA
Nκ2
)2
. (4.16)
Finally, the on-brane curvature is
Rˇ = − d
2 r2Λ
+
d
2(d− 1)
(
r2A
`4
)
= − d
2
2(d− 1)r2Λ
+
(
d
d− 1
)
1
r2A
(
1 +
√
1− r
2
A
r2Λ
)
=
d
d− 1
(
− d
2r2Λ
+
1
`2
)
, (4.17)
which shows
Rˇ '
(
2d
d− 1
)
1
r2A
has AdS sign when rΛ  rA , (4.18)
but changes to dS sign
Rˇ→ −
(
d− 2
d− 1
)
2
r2A
when rΛ → rA . (4.19)
The on-brane curvature passes through zero when Λ is adjusted to satisfy r2A/r
2
Λ = 4(d− 1)/d2
(which is ≤ 1 for d ≥ 2), and `2 = r20 := (2/d)r2Λ.
Geometries for general brane pairs
Explicit closed-form solutions are also known where the branes at either end of the space have
different properties. The difference between the two branes induces nontrivial warping and
thereby breaks the maximal 2D symmetry of the transverse dimensions down to simple axial
rotations.
The resulting solutions can be found by double Wick-rotating a charged black hole solu-
tion in D dimensions [30, 31], leading to the metric
ds20 = W
2(ϑ) gˇµν dx
µdxν + r20
(
dϑ2
K(ϑ)
+ α20K(ϑ) sin
2 ϑ dθ2
)
= W 2(ϑ) gˇµν dx
µdxν + r2(ϑ)
(
dϑ2 + α2(ϑ) sin2 ϑ dθ2
)
, (4.20)
where
W (ϑ) := W0
(
1 + η cosϑ
)
, r(ϑ) :=
r0√
K(ϑ)
and α(ϑ) := α0K(ϑ) , (4.21)
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where η is an integration constant and r−20 := 2κ
2Λ = (d/2) r−2Λ . Notice that r
2(ϑ)α(ϑ) =
r20 α0 for all ϑ, and the vanishing of gθθ implies the ‘radial’ coordinate lies within the range
ϑ+ := 0 < ϑ < ϑ− := pi. The geometry at the endpoints has a defect angle given by
α± = α(ϑ±) and the derivative of the warp factor vanishes at both ends: dW/dϑ → 0 as
ϑ→ ϑ± (as required by the general Kasner arguments of earlier sections). In these coordinates
the Maxwell field solves
√−g Aˇϑθ = Q, which implies
Aˇϑθ =
Qr20 α0 sinϑ
W d(ϑ)
. (4.22)
Other properties of this metric — including the explicit form for the function K(ϑ) — are
given in Appendix C.2.
All told, the solution is characterized by three independent integration constants, in terms
of which all other quantities (such as Rˇ) can be computed. These constant can be taken to
be Q as well as an independent defect angle, α+ and α−, at each of the two poles. These
three constants are themselves determined in terms of the source brane properties through
the near-brane boundary conditions and the flux-quantization condition
N
gAα0 r20
= Q
∫ pi
0
dϑ
sinϑ
W d(ϑ)
, (4.23)
where, as before, N = N−ntotεgA/e represents the vortex-modified flux-quantization integer.
Near rugby-ball limit
Although the general expressions are more cumbersome, it is possible to give simple formulae
for physical quantities in terms of Q and α± in the special case where the geometry is not
too different than a rugby ball. Because nonzero η quantifies the deviation from a rugby-ball
solution, in this regime we may expand in powers of η. In this section we quote explicit
expressions that hold at low order in this expansion.
In the rugby-ball limit the functions r(ϑ), α(ϑ) and W (ϑ) degenerate to constants, with
W (ϑ) = W0 and r(ϑ) = ` given explicitly in terms of r
2
0 = (2/d)r
2
Λ and Rˇ by eq. (4.17). Since
r(ϑ)2 α(ϑ) = r20 α0 this implies α0 is related to the limiting rugby-ball defect angle, α, by
α = α0
[
1 +
(
d− 1
d
)
Rˇ r20
]
. (4.24)
It happens that to linear order in η the geometry near each pole takes the form
ds2± 'W 20 (1± 2 η)ds24 + `2±
[
dϑ2 + α2±(ϑ− ϑ±)2 dθ2
]
(4.25)
where
∆W := W+ −W− ' 2W0 η +O(η2)
`2± ' `2
(
1± CHη
)
+O [η(ϑ− ϑ±)2, η2] , (4.26)
α± ' α
(
1∓ CHη
)
+O [η(ϑ− ϑ±)2, η2] . (4.27)
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with
CH :=
d− 23 + (d− 1)Rˇ r20
1− (d− 1)Rˇ r20/d
. (4.28)
This shows that the apparent rugby-ball radius and defect angle seen by a near-brane observer
at each pole begins to differ for each brane at linear order in η.
To use these expressions to determine quantities in terms only of Q and α± requires
knowledge of Rˇ, and the field equations imply this is given for small η by
Rˇ = − 1
r20
[
1 +
(
2d− 3
3
)
η2
]
+ κ2Q2
[
1 + (d− 1)η2
]
+O(η4) . (4.29)
To complete the story we solve for η in terms of α± using
α− − α+
α
= 2 CHη , (4.30)
with α ' 12(α+ + α−), and use this to evaluate all other quantities.
For small η the flux-quantization condition also simplifies, becoming
N
2gAα0 r20
=
N
2gAα `2
=
Q
2
∫ pi
0
dϑ
sinϑ
W d(ϑ)
' Q
[
1 +
d(d+ 1)
6
η2 +O(η4)
]
. (4.31)
4.3 Relating bulk to vortex properties
We see that the bulk solutions are determined by three parameters, α± and Q. Earlier sections
also show how these are related to the physical properties of the two source branes, since the
near-brane defects are related to the renormalized brane tensions by
1− α± = κ
2W d±Tˇ±
2pi
, (4.32)
and Q is determined in terms of brane properties by flux quantization, (4.23) (or, for small
η, (4.31)).
Parameter counting
An important question is to count parameters to see if there are enough integration constants
in the bulk solutions to interpolate between arbitrary choices for the two vortex sources.
In total the source branes are characterized by a total of four physical choices: their
tensions (i.e. defect angles) and localized flux quanta, n±, to which we must add the overall
flux quantum choice, N , for the bulk. But varying these only sweeps out a three-parameter
set of bulk configurations because the flux choices (n± and N) only appear in the bulk
geometry through flux quantization, and so only through the one combination, N = N −
ε(n+ + n−)(gA/e), that fixes Q. (Although they do not affect the geometry independent of
N , the n± do govern the Bohm-Aharonov phase acquired by test particles that move about
the source vortices.)
Consequently the three free constants — Q and α± — are sufficient to describe the static
gravitational field set up by any pair of vortices, and once the brane properties (and N)
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are specified then all geometrical properties are completely fixed. The rugby ball geometries
correspond to the special cases where Tˇ+ = Tˇ−.
This point of view, where the bulk dynamically relaxes in response to the presence of
two brane sources, is complimentary to our earlier perspective which regarded integrating the
field equations as an ‘evolution’ in the radial direction (and so for which initial conditions at
one brane completely specify the whole geometry — and by so doing also fix the properties
of the antipodal brane). They are equivalent because in the evolutionary point of view two of
the integration constants to be chosen were Q and Rˇ, which are completely arbitrary from the
perspective of any one brane. Their choices dictate the form of the interpolating geometry
and correspond to the two-parameter family of branes (labeled by N and α) that could have
been chosen to sit at the antipodal position.
On-brane curvature response
Of particular interest is how the on-brane curvature, Rˇ, responds to different choices for brane
properties. In general this is given by (4.4), in which we use the brane-vortex matching results
— (3.55) and (3.76) — appropriate when the vortex size is negligibly small compared with
the transverse KK scale, Zb = Xb = 0 and %b = W db Tˇbδ(y)/
√
g2, ensuring that
〈Z〉tot ' 0 , 〈X 〉tot ' 〈Λ− LˇA〉tot and 〈%〉tot =
∑
b
W db Tˇb + 〈Λ + LˇA〉tot . (4.33)
With these results (4.4) shows Rˇ takes the value that would be expected in d dimensions in
the presence of a cosmological constant of size Veff = 〈%〉tot = (1− 2/d) 〈X 〉tot, and so
Veff =
∑
b
W db Tˇb + 〈Λ + LˇA〉tot =
(
1− 2
d
)
〈Λ− LˇA〉tot , (4.34)
In general Rˇ is not small. Since all quantities in % are positive (except perhaps for Λ), the
resulting geometry is de Sitter-like unless cancelled by sufficiently negative Λ. Notice also
that the second equality implies∑
b
W db Tˇb = −
2
d
〈Λ〉tot − 2
(
1− 1
d
)
〈LˇA〉tot , (4.35)
is always true. This states that for codimension-2 systems like this the ‘probe’ approximation
is never a good one: that is, it is never a good approximation to neglect the bulk response
(the right-hand side) relative to the source tensions (the left-hand side) themselves.
Near-flat response
Of particular interest are near-flat solutions for which Λ is initially adjusted to cancel the
rest of 〈%〉tot, after which brane properties are varied (without again readjusting Λ). One
can ask how Rˇ responds to this variation. To determine this response explicitly we use the
near-rugby solution considered above, in the case where the unperturbed flat geometry is a
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rugby ball and for which the brane parameters are independently tweaked. To this end we
take the initial unperturbed configuration to satisfy W0 = 1 and
Λ = Λ0 :=
Q20
2
and η0 = 0 =⇒ Rˇ0 = 0 (4.36)
and then introduce small perturbations through δα and δN . From eq. (4.29), we see imme-
diately that
δRˇ =
2
r20
δQ
Q0
+O(η2) (4.37)
and — from the flux quantization condition in eq. (4.31) — we see that the leading pertur-
bations are
δQ
Q0
=
δN
N0 −
δα0
α0
+O(η2) . (4.38)
Lastly, since it is α = 12(α+ + α−) (and not α0) that is determined by Tˇ±, we must use the
relation — eq. (4.24) — to write
δα0
α0
=
δα
α
− r20
(
1− 1
d
)
δRˇ+O(η2) . (4.39)
Combining these formulae gives(
d− 2
d
)
δRˇ ' 2
r20
(
δα
α
− δNN
)
, (4.40)
to leading order, and so given perturbations of the form
δα± = −κ
2δTˇ±
2pi
, δN = − gA
2pi
∑
b∈±
δξb , (4.41)
the corresponding change in Rˇ has the form(
d− 2
d
)
δRˇ ' − 1
r20
∑
b=±
(
κ2δTˇb
2piα
− gA
piN δξb
)
. (4.42)
Comparing with (4.6) — and using κ−2d = 4piαr
2
0/κ
2 and κ2Q20r
2
0 = 1 for the unperturbed flat
rugby-ball geometry — then shows that this curvature is what would have arisen from the
d-dimensional vacuum energy
Veff = −1
2
(
1− 2
d
)
δRˇ
κ2d
'
∑
b=±
(
δTˇb −Q0 δξb
)
. (4.43)
We see from this that when δN = 0 the curvature obtained is precisely what would be
expected in d dimensions given the energy change
∑
b Tˇb.
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5. Discussion
In this paper we investigated the gravitational properties of branes that carry localized flux
of a bulk field, or BLF branes. As noted in the introduction, the treatment of a gravitating
BLF branes is not straightforward because the delta-like function used to represent their
localization must depend on the proper distance away from the brane. Because of their
particularly simple structure, this is not a problem for branes described only by their tension
∝ T . However, the presence of metric factors in the BLF term ∝ mnAmn complicates any
calculation of transverse components of the brane’s stress energy.
We resolved this ambiguity by constructing an explicit UV completion of BLF branes
using Nielsen-Oleson vortices whose gauge sector mixes kinetically with a bulk gauge field.
The gauge kinetic mixing, which is controlled by a dimensionless parameter ε, endows the
bulk field with a non-zero flux in the localized region, even in the limit that this region is taken
to be vanishingly small. This allows the UV theory to capture the effects of brane-localized
flux.
The main result is that, in the UV picture, the gauge kinetic mixing can be diagonalized
resulting in variables that clearly separate the localized sources from the bulk sources. In
the diagonal basis, the energy associated with localized flux is always cancelled, and the
canonical vortex gauge coupling is renormalized: eˆ2 = e2/(1− ε2). This allows us to identify
the renormalized vortex tension as the quantity that controls the size of the defect angle in
the geometry exterior to the vortex. We also find that the vortex relaxes to ensure that the
average of the localized contributions to the transverse stress energy are controlled by the
ratio between the size of the vortex and the characteristic bulk length scale rv/rB.
This informs our treatment of the IR theory with branes. We find that the delta-function
treatment of the brane is particularly useful for calculating the flux of the bulk field, includ-
ing its localized contributions, and a delta-function shift in the bulk gauge field strength can
diagonalize the brane-localized flux term. This change of variables endows the action with a
divergent term that we can interpret as a renormalization of the brane tension, in analogy
with the e→ eˆ renormalization of the gauge coupling. We also show that the transverse com-
ponents of the brane stress energy must vanish without explicitly calculating them. Rather,
we use the Hamiltonian constraint and energy conservation to relate these stress energies to
quantities which vanish as rv/rB → 0, thereby circumventing any ambiguity in the metric
dependence of the corresponding brane interactions.
The techniques we employ here should be relevant to other brane couplings that contain
metric factors. For example, there is a codimension-k analogue of the BLF term that involves
the Hodge dual of an k-form. Of particular interest is the case k = 1 where the brane can
couple to the derivative of a bulk scalar field φ as follows Sb ∝
∫
? dφ, or a bulk gauge field A
as follows Sb ∝
∫
?A. We have also provided an explicit regularization of a δ(0) divergence.
These are commonplace in treatments of brane physics, and usually deemed problematic.
However, there is likely a similar renormalization story in these other cases.
Lastly, we plan [21] to also apply these techniques to a supersymmetric brane-world
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models that aim to tackle the cosmological constant problem [20]. The back-reaction of branes
is a crucial ingredient of such models, and understanding the system in greater detail with
an explicit UV completion will put these models on firmer ground and hopefully shed light
on new angles from which to attack the CC problem.
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A. Stress-energy conservation
The matter field equations always guarantee the matter stress energy is covariantly conserved,
∇MTMN = 0. For the geometries of interest this has one nontrivial component, ∇MTMρ = 0,
which implies (
BW d T ρρ
)′
= BW d
(
B′
B
T θθ +
W ′
W
Tµµ
)
. (A.1)
A useful way to rewrite this multiplies by B and adds BB′W dT ρρ to both sides, so(
B2W d T ρρ
)′
= BW d
[
B′ (T θθ + T ρρ) +
BW ′
W
Tµµ
]
, (A.2)
or [√−g B(Z − X )]′ = −√−g [2B′X + dBW ′
W
%
]
. (A.3)
When applied to a vortex on flat space — for which W = B′ = 1 and the constraint (2.33)
implies Z −X = 0 outside the vortex — integrating eq. (A.3) over the vortex reduces to the
simple statement 〈X 〉v∣∣flat = 〈Lpot − Lgge〉v∣∣flat = 0 , (A.4)
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a result that may also be derived as the vortex equation of motion corresponding to extrem-
izing the flat-space action against rigid rescalings.
B. Flux quantization
For compact transverse dimensions the underlying transverse geometry of interest has the
topology of a sphere, leading to two flux-quantization conditions; one for each of the U(1)
gauge fields.
Our interest is in vortices that are much smaller than the size of the transverse space.
In this case we take the complex vortex field and the gauge field ZM at the equator to be
gauge-equivalent to their vacuum values, Ψ = veieu and ZM = ∂Mu. Here single-valuedness
of Ψ± on both patches, P±, implies
u±(θ + 2pi) = u±(θ) +
2pin±
e
, (B.1)
for some integers n±. The choices for n± can be chosen differently because they differ by a
gauge transformation, g = eieω, whose single-valuedness implies ω(θ + 2pi) = ω(θ) + 2piNZ ,
provided NZ = n+ + n− =: ntot.
The total Z-flux through each hemisphere is related to the integral of Zθ around the
equator by
ΦZ± =
∫
P±
dZ =
∮
∂P±
Z =
2pin±
e
, (B.2)
and so the total Z-flux through the sphere is
ΦZ =
2pintot
e
. (B.3)
For the AM gauge field we imagine test charges situated far from the vortices that couple
to AM and carry charge gA. The action for such a charge probe is
Sprobe = gA
∫
A , (B.4)
where the integration is along the world-line of the charge. Moving such a charge around the
equator far from the vortex contributes an amount
exp
[
igA
∮
eq
A
]
= exp
[
igA
∫
P+
dA
]
= exp
[
−igA
∫
P−
dA
]
, (B.5)
to the path integral, where the two equalities rewrite the integral using Stoke’s theorem and
the observation that the equator can be considered to be the boundary of either hemisphere
(with the sign keeping track of the orientation of the boundary). In order for this phase to
be single-valued in the path integral we must therefore demand the fluxes, ΦA± =
∫
P± dA,
satisfy
ΦA := ΦA+ + ΦA− =
2piN
gA
, (B.6)
for some integer N .
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Bulk vs localized flux
Suppose now we take a test charge that starts life coupled only to AM and move it around the
vortex, keeping always far enough from the vortex that the ZM magnetic field is negligible.
Then we define the flux seen by this charge by
ΦA(Xv) :=
∮
∂Xv
A =
∫
Xv
dA =
∫
Xv
(
dAˇ− εdZ
)
= 2pi
[∫ ρv
0
dρ
(
QB
W d
)
+
n ε
e
]
' 2pin
e
, (B.7)
where the second-last equality uses flux quantization (for integer n) for the vortex solution
for Z localized well within region V :
ΦZ(Xv) :=
∫
Xv
dZ = −2pin
e
, (B.8)
and the sign on the far right-hand side is chosen for later convenience. The approximate
equality in (B.7) drops the order (ρV /`)
2 contribution of the Aˇ flux over the vortex volume
relative to the localized Z flux.
What is important about (B.7) is that the gauge-field mixing implies that the test charge
now sees a vortex-localized component due to the appearance of the Z term. It is in this
sense that our system provides a UV completion for branes carrying nonzero brane-localized
flux.
On general grounds the flux of A is also quantized, and this fixes the value of Q. That
is, if the integration is performed over the entire transverse dimensions it must satisfy
ΦA(tot) =
2piN
gA
, (B.9)
where N is an integer and gA is the gauge coupling of the field AM to its test charge. Con-
sequently, the presence of the brane-localized flux modifies what flux quantization demands
for Q:
Q
∫ `?
0
dρ
(
B
W d
)
=
N
gA
− ntot ε
e
. (B.10)
where ρ = `? denotes the proper distance between the branes (defined by the two places
where B vanishes: B(0) = B(`?) = 0), and ntot = n+ + n− is the sum of the flux quanta for
the vortices localized at each of these positions.
C. Solutions
This appendix describes more details about the approximate and exact solutions described
in the main text.
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C.1 Approximate near-vortex solutions
For the purposes of matching the bulk integration constants to the vortex properties we are
most interested in the form of the solutions very near to, but outside of, the vortex sources.
We start by recapping the form of the bulk solutions very close, but outside of, a small vortex.
Asymptotic forms
Near the branes it is possible to expand the solutions in powers of ρ/rB, where ρ denotes
proper distance in the bulk geometry from the vortex. Writing, as before, the metric in the
form
ds2 = W 2(ρ) gˇµν dx
µdxν + dρ2 +B2(ρ) dθ2 , (C.1)
we seek near-vortex solutions to the Einstein equations of the form
W = W0
(
ρ
rB
)w
+W1
(
ρ
rB
)w+1
+W2
(
ρ
rB
)w+2
+ · · · ,
B = B0
(
ρ
rB
)b
+B1
(
ρ
rB
)b+1
+B2
(
ρ
rB
)b+2
+ · · · , (C.2)
and so on. The special case of flat space in polar coordinates corresponds to w = 0 and b = 1,
without the need for higher powers of ρ/rB.
The leading powers, w and b, are constrained by the leading terms in the expansion of
the field equations around the vortex position, ρ = 0. The source terms on the RHS of the
Einstein equations in the bulk involve Λ and LˇA =
1
2(Q/W
d)2, which vary respectively like ρ0
and (ρ/rB)
−2dw as ρ→ 0. By comparison, as ρ→ 0 the curvature on the LHS of the Einstein
equation are
R(d) −
Rˇ
W 2
= d
[
(d− 1)
(
W ′
W
)2
+
(
W ′′
W
+
B′W ′
BW
)]
= d
{
(d− 1)
(
w
ρ
)2
+
[
w(w − 1)
ρ2
+
bw
ρ2
]}[
1 +O
(
ρ
rB
)]
= dw
(
dw + b− 1
ρ2
)[
1 +O
(
ρ
rB
)]
. (C.3)
Assuming w < 1 — so that Rˇ/W 2 ∝ (ρ/rB)−2w is subdominant to the 1/ρ2 term explicitly
displayed (a result justified below) — we see that the (µν) Einstein equation implies w(dw+
b− 1) = 0. Similarly,
Rθθ = B
′′
B
+ d
(
B′W ′
BW
)
=
b(dw + b− 1)
ρ2
[
1 +O
(
ρ
rB
)]
, (C.4)
implies b(dw + b− 1) = 0, and
Rρρ = B
′′
B
+ d
(
W ′′
W
)
=
b(b− 1) + dw(w − 1)
ρ2
[
1 +O
(
ρ
rB
)]
, (C.5)
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Besides the trivial special case (w = b = 0) we see that the vanishing of the 1/ρ2 terms
in the field equations implies the following two Kasner conditions:
dw + b = 1 , (C.6)
and
dw2 + b2 = 1 . (C.7)
The last of these in turn implies w and b must reside within the intervals
|w| ≤ 1√
d
and |b| ≤ 1 , (C.8)
which shows in particular why 1/W 2 ∝ (ρ/rB)−2w is less singular than 1/ρ2, as assumed
above. The Kasner conditions, eqs. (C.6) and (C.7) have precisely two solutions: either
w = 0 and b = 1 (as is true for the rugby-ball solutions described above) or dw = 1 and b = 0.
C.2 Exact Solutions
This section explores some properties of the solutions to the vortex-bulk field equations.
Rugby-ball geometries
We next describe some details associated with the rugby-ball geometries, for which solutions
to the field equations with ψ = v and ZM = 0 are sought of the form B = α` sin(ρ/`), with
W constant. The transverse curvature and volume are
R =
2B′′
B
= − 2
`2
and V2 := 2pi
∫ pi`
0
dρ B = 4piα `2 , (C.9)
where ` is the ‘radius’ of the sphere. The relevant bulk field equations are the two Einstein
equations
Rˇ = −2κ2
[
Λ− 1
2
(
Q
W d
)2]
, (C.10)
and
−R = 2
`2
= 2κ2
[
2Λ
d
+
(
1− 1
d
)(
Q
W d
)2]
, (C.11)
with Q fixed by flux quantization to be
Q
W d
=
N
2gAα `2
where N := N − ntotε
(gA
e
)
. (C.12)
Using (C.12) in (4.12) allows `2 to be solved as a function of brane properties (which
enter through the defect-angle parameter α). Defining
r2Λ :=
d
4κ2Λ
and r2A(α) :=
1
2
(
1− 1
d
)(Nκ
gAα
)2
, (C.13)
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we find
r2A
`4
− 2
`2
+
1
r2Λ
= 0 or, equivalently `4 − 2r2Λ`2 + r2Λr2A = 0 , (C.14)
which has solutions
1
`2±
=
1
r2A
(
1±
√
1− r
2
A
r2Λ
)
or, equivalently `2± = r
2
Λ
(
1∓
√
1− r
2
A
r2Λ
)
. (C.15)
Clearly `− '
√
2 rΛ and `+ ' rA/
√
2 when rΛ  rA. As rΛ decreases from infinity `− also
decreases and `+ increases until they meet at `+ = `− = rA = rΛ when rΛ = rA. No solutions
of the type we seek exist if rΛ < rA, and so the existence of solutions requires we choose
Λ ≤ d− 1
2
(α gA
Nκ2
)2
. (C.16)
Finally, the corresponding on-brane curvature becomes
Rˇ± = − d
2 r2Λ
+
d
2(d− 1)
(
r2A
`4±
)
= − d
2
2(d− 1)r2Λ
+
(
d
d− 1
)
1
r2A
(
1±
√
1− r
2
A
r2Λ
)
, (C.17)
which shows
Rˇ− ' −
[
d(2d− 1)
2(d− 1)
]
1
r2Λ
, and Rˇ+ '
(
2d
d− 1
)
1
r2A
if rΛ  rA . (C.18)
These two roots converge towards one another as rΛ → rA, eventually converging at
Rˇ = −
(
d− 2
d− 1
)
2
r2A
when rΛ = rA . (C.19)
Although Rˇ− remains negative (de Sitter space) between these two limits, Rˇ+ changes sign.
It passes through zero when
r2A
r2Λ
=
4(d− 1)
d2
(which is ≤ 1 for d ≥ 2) . (C.20)
The origin of the two roots can be understood by thinking of the lagrangian as a function
of ` in order to understand the potential that ` is minimizing. Since Ltot = LEH + LˇA + Λ,
and since R(2) = R = −2/`2 and LˇA ∝ r2A/`4, and since
√
g2 ∝ `2, we can see that in the 4D
Einstein frame we have a potential for ` that involves three terms:
Veff(`) =
a
r2Λ`
2
− b
`4
+
c r2A
`6
, (C.21)
where a, b and c are positive dimensionless constants (where positive a assumes positive Λ)
and an overall factor of 1/`2 comes from the transition to 4D Einstein frame. This implies the
potential climbs to positive values as ` comes in from infinity, eventually reaching a maximum
and then falling to a minimum before climbing again to infinity as `→ 0.
– 45 –
We can see that the solution `− and Rˇ− describe the maximum of this potential in the low-
energy theory, and this is why it always occurs at positive values of Veff . It should therefore
be unstable. It is the solution 1/`+ and Rˇ+ that describes the minimum, and whether this
occurs for positive or negative values of Veff depends on the detailed size of the parameters.
The condition (4.16) is the condition for the existence of both a local maximum and minimum,
and when it is not satisfied the potential simply rises monotonically as ` falls. (We also see
that a minimum exists, but always with negative potential, even if Λ→ 0 provided rA 6= 0.)
Beyond Rugby Balls
We here record the properties of the more general bulk solutions appropriate when the source
branes are not identical. Although the solutions are described constructively here, they may
also be found by double Wick-rotating the higher-dimensional black-hole solution [30].
We start with our standard ansatz, with radial coordinate chosen so that B ∝ 1/A =
F (y); that is,
ds2 = W 2(y) gˇµν dx
µdxν +
dy2
F (y)
+ F (y) c20 dθ
2 . (C.22)
In these coordinates the (yy) – (θθ) Einstein equation, together with Z = 0 in the bulk,
becomes
1
B
(
dW
dρ
)
=
1
AB
(
dW
dy
)
= k , (C.23)
for constant k, and so because AB is y-independent we must have W (y) ∝ y. This leaves
ds2 =
(
y
y0
)2
gˇµν dx
µdxν +
dy2
F (y)
+ F (y) c20 dθ
2 , (C.24)
where y0 — or, equivalently, k — can be absorbed into a rescaling of the coordinate y.
The Maxwell field is also given in terms of these metric functions because the Maxwell
equation is solved by
√−g Aˇyθ = Q, which implies
Aˇyθ = Qc0
(
y0
y
)d
. (C.25)
For definiteness we take the maximally symmetric d-dimensional subspace to be de Sitter (or
flat) space with Hubble scale H, so Rˇµν = −(d− 1)H2 gˇµν and
R(d) = −
d(d− 1)H2
(y/y0)2
+ d (d− 1) F (y)
y2
+
d
y
∂yF . (C.26)
This is to be used in the Einstein equation R(d) = −2κ2X , with
X = Λ− 1
2
(
Q
W d
)2
= Λ− Q
2
2
(
y0
y
)2d
, (C.27)
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which implies F (y) must take the form
F (y)
y20
= H2 −A
(
y
y0
)2
+
(
y0
y
)d−1
B −
(
y0
y
)2(d−1)
C (C.28)
where
A :=
2κ2Λ
d(d+ 1)
, C :=
κ2Q2
d(d− 1) , (C.29)
and B is an integration constant.
The constants B and H can be traded for two other parameters, y+ and y−, that define
the zeroes of F : i.e. F (y±) = 0. Extracting two factors that enforce this vanishing, allows
one to define
F (y) = A(y+ − y)(y − y−)G(y) where G(y) = 1 +
2(d−1)∑
n=1
Gn
yn
(C.30)
with
Gn =

y¯n , n = 1
y¯n − H2A y20 y¯n−2 , n = 2, . . . , d
y¯n − H2A y20 y¯n−2 − BA yd+10 y¯n−d−1 , n = d+ 1, . . . , 2(d− 1)
(C.31)
given
y¯n :=
n∑
i=0
yi+y
n−i
− . (C.32)
H and B are given explicitly in terms of y± by
H2 =
[
(y+/y0)
d+1 − (y−/y0)d+1
(y+/y0)
d−1 − (y−/y0)d−1
]
A−
(
y+
y0
)1−d(y−
y0
)1−d
C (C.33)
and B =
[
(y+/y0)
2 − (y−/y0)2
(y+/y0)
1−d − (y−/y0)1−d
]
A+
[(
y+
y0
)1−d
+
(
y−
y0
)1−d]
C . (C.34)
Since H2 ≥ 0, the above imply
B ≥
[
(y+/y0)
2d − (y−/y0)2d
(y+/y0)
d−1 − (y−/y0)d−1
]
C > 0 ∀ y+ > y− (whenever d > 1) . (C.35)
As a check, consider the limiting case where y±, y0 → 1 and H → 0. Then, since y¯n → n+ 1
in that limit, we find
C =
(
d+ 1
d− 1
)
A , B =
(
2d
d− 1
)
A , Gn =

2 , n = 1
(n+ 1) , n = 2, . . . , d
(n+ 1)− BA (n− d) , n = d+ 1, . . . , 2(d− 1)
(C.36)
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and so
G(y)→ d(d+ 1)− (d− 1)2H
2
A
. (C.37)
Therefore — in this limit — the metric becomes that of a rugby ball with radius, r, and
defect parameter, α, given by
r2 =
r20
1− [(d− 1)Hr0]2 , α = α0
(
1− [(d− 1)Hr0]2
)
, (C.38)
where r−20 := d(d+ 1)A = 2κ
2Λ, which is independent of d.
From here, we wish to change variables from y to ϑ such that y = y± is identified with
cosϑ = ±1; we find that the transformation
y
y0
= W (ϑ) , W (ϑ) := 1 + η cosϑ (C.39)
where
y0 =
y+ + y−
2
and η =
y+ − y−
y+ + y−
(C.40)
fills the bill. Under this coordinate change, we see that
dy2 = (y+ − y)(y − y−) dϑ2 =
(
y+ − y−
2
)2
sin2 ϑ dϑ2 (C.41)
and so the metric becomes
ds20 = W
2(ϑ) gˇµν dx
µdxν + r20
(
dϑ2
K(ϑ)
+K(ϑ)α20 sin
2 ϑ dθ2
)
(C.42)
= W 2(ϑ) gˇµν dx
µdxν + r2(ϑ)
(
dϑ2 +K2(ϑ)α20 sin
2 ϑ dθ2
)
(C.43)
where we identify r−20 := d(d+ 1)A = 2κ
2Λ and r(ϑ) = r0/K
1/2(ϑ), and where K := Gd(d+1) .
Furthermore, since the expressions for H2, B, and y¯n differ from their unwarped values only
quadratically in η, i.e.
H2 =
(
d+ 1
d− 1
)(
1 +
(2d− 3)
3
η2
)
A− [1 + (d− 1)η2]C +O(η4) (C.44)
B =
2
(1− d)
(
1− d(d+ 1)
6
η2
)
A+
[
2 + d(d− 1)η2]C +O(η4) (C.45)
y¯n = (n+ 1)
(
1 +
n(n− 1)
6
η2 +O(η4)
)
, (C.46)
the leading-order corrections to K(ϑ) arise from the η-dependence of the warp factors:
K(ϑ) ' 1− [(d− 1)Hr0]2 − 1
d(d+ 1)
( 2(d−1)∑
n=1
nGn0
)
η cosϑ+O(η2) (C.47)
' 1− [(d− 1)Hr0]2 −
(
d− 2
3
− d[(d− 1)Hr0]2
)
η cosϑ+O(η2) . (C.48)
– 48 –
This means that — if η  1 — then K± := K(ϑ±) is well-approximated by
K± ' 1∓
(
d− 2
3
)
η − [(d− 1)Hr0]2(1∓ d η) +O(η2) (C.49)
=
(
1− [(d− 1)Hr0]2
)[
1∓
(
d− 2
3
)(1− dd−2/3 [(d− 1)Hr0]2
1− [(d− 1)Hr0]2
)
η︸ ︷︷ ︸
:=ηH
]
+O(ε2) . (C.50)
Then, since the metric takes the form
ds2± ' (1± 2 η)ds24 + r2±
(
dϑ2 + α2±(ϑ− ϑ±)2 dθ2
)
(C.51)
near each pole (to linear order in ε), we find
r± =
r0
K
1/2
±
' r
[
1±
(
d
2
− 1
3
)
ηH
]
+O[η(ϑ− ϑ±)2, η2] , (C.52)
α± = α0K± ' α
[
1∓
(
d− 2
3
)
ηH
]
+O[η(ϑ− ϑ±)2, η2] . (C.53)
Rearranging the expression for α± and identifying κ2L±/(2pi) = 1− α±, we see that
α ' α+ + α−
2
= 1− κ
2
4pi
(L+ +L−) +O[(κ2L±)2] , ηH ' κ
2/4pi
(d− 2/3)(L+−L−) +O[(κ
2L±)2] .
(C.54)
Furthermore, we see that the warp factor changes by an amount
∆W := W (pi)−W (0) = 2ε = κ
2/2pi
(d− 2/3)(T+ − T−)
(
1− [(d− 1)Hr0]2
1− dd−2/3 [(d− 1)Hr0]2
)
(C.55)
across the bulk, for H < Hcrit where
[(d− 1)Hcritr0]2 = 1− 2
3d
↔ Rˇcrit = −
(
d− 2/3
d− 1
)
2κ2Λ . (C.56)
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