Let u ∈ BV(Ω) solve the total variation denoising problem with L 2 -squared fidelity and data f . Caselles et al. [Multiscale Model. Simul. 6 (2008), 879-894] have shown the containment H m−1 (Ju \ J f ) = 0 of the jump set Ju of u in that of f . Their proof unfortunately depends heavily on the co-area formula, as do many results in this area, and as such is not directly extensible to higher-order, curvature-based, and other advanced geometric regularisers, such as total generalised variation (TGV) and Euler's elastica. These have received increased attention in recent times due to their better practical regularisation properties compared to conventional total variation or wavelets. We prove analogous jump set containment properties for a general class of regularisers. We do this with novel Lipschitz transformation techniques, and do not require the co-area formula. In the present Part 1 we demonstrate the general technique on first-order regularisers, while in Part 2 we will extend it to higher-order regularisers. In particular, we concentrate in this part on TV and, as a novelty, Huber-regularised TV. We also demonstrate that the technique would apply to non-convex TV models as well as the Perona-Malik anisotropic diffusion, if these approaches were well-posed to begin with.
Introduction
We study the structure of the approximate jump set J u of solutions u ∈ BV(Ω) to regularisation problems min u∈L 1 (Ω) Ω
φ(|f (x) − u(x)|) dx + R(u).
(P)
We recall that J u is the H m−1 -rectifiable set on which u has two distinct one-sided Lebesgue limits. We consider domains Ω ⊂ R m for m ≥ 2, and assume that φ : [0, ∞) → [0, ∞] is a convex, lower semi-continuous, p-increasing fidelity function, and R a regularisation functional, which generalises total variation (TV) in a suitable sense. The technical conditions that we set on R are to ensure that solutions satisfy u ∈ BV(Ω) and that R behaves almost like TV under small Lipschitz transformations. We state these conditions in detail in Section 3. Briefly, we require the BV-coercivity condition Here γ and γ are Lipschitz transformations on an open set U . The suitably defined distance T γ,γ between the transformations turns out to be O(ρ 2 ) for specially constructed shift transformations, dependent on a parameter ρ. As we will see in Section 4, this class of regularisation functionals includes, in particular, total variation (TV) and Huber-regularised total variation. In Part 2 [41] of this pair of papers, we will look at the extension of this condition and technique to cover higher-order regularisers, in particular total generalised variation (TGV) [7] , and infimal convolution TV (ICTV) [12] . The analysis of these functionals, in particular that of TGV, is significantly more involved than that of first-order regularisers, and enough to fill an additional manuscript or three.
Assuming further that both the solution u and the given data f are in BV(Ω) ∩ L ∞ loc (Ω), we show for pincreasing φ for 1 < p < ∞, including L p fidelities φ(t) = |t| p , that the jump set J u of u is contained, modulo a H m−1 null set, in the jump set J f of f . That is, H m−1 (J u \ J f ) = 0. The boundedness condition of course holds for TV and Huber-TV by standard barrier arguments, but has to be shown or imposed separately in the general case. For φ(x) = x, i.e., the L 1 fidelity, the same conclusion does not necessarily hold, as is known in the case of total variation regularisation [19] . Under assumptions of approximate piecewise constancy, we however show that J u \ J f has a C 2,γ structure with curvature 1/α, for α the (asymptotic) regularisation parameter. We state all of these results in detail in Section 3. The proofs are split between multiple sections. We construct the specific Lipschitz transformations in Section 5. The main part of the general proof, studying the effect of the transformations on the fidelity, can be found in Section 6 for p > 1, and in Section 7 for p = 1.
The class of problems (P) is of importance, in particular, for image denoising. From application point of view, it is desirable to know the structure of J u in order to show that the regularisation method is reliable -that it does not introduce undesirable artefacts, new edges, and correctly restores edges where they are present in the original data f . Higher-order geometric regularisation functionals, such a total generalised variation (TGV) [7] and infimal convolution TV [12] , are as a matter of fact motivated by other artefacts introduced by TV regularisation: the stair-casing effect. Total variation exhibits flat areas with sharp transitions, which higherorder regularisation tends to avoid. We also note that while the L 2 fidelity φ(t) = t 2 , is often easier from the computational point of view, the L 1 fidelity can better deal with outliers. The L 2 fidelity models Gaussian noise, while the L 1 fidelity closer models impulse noise, and should therefore be preferred from the point of view of robust statistics. The study of the structure of solutions to the general class of problems (P), with varying fidelity φ and regulariser R, is therefore of interest, as the analytical knowledge of properties of the solutions can provide vital insight and help in choosing the most suitable regularisation model for a given problem.
Starting with [29] , and besides TGV and ICTV, various other higher-order regularisation schemes have been proposed in the recent years [9, 34, 13, 17, 18] . Curvature based regularisers such as Euler's elastica [15, 39] and [6] have also recently received attention for the better modelling of curvature in images. Further, nonconvex total variation schemes are being studied for their better modelling of real image gradient distributions [27, 25, 26, 32, 23] . In the other direction, "lower-order schemes" such as Meyer's G-norm [30, 43] and TV with Kantorovich-Rubinstein discrepancy [28] have recently been proposed for the improved modelling of texture in images. Very little is known analytically about the solution of most of these models. We concentrate here on TV and, as a novelty, Huber-regularised and other TV variants with convex energies. We introduce these rigorously in Section 4. We also demonstrate that our technique would apply to non-convex TV schemes, as well as the Perona-Malik anisotropic diffusion [35, 44] , if these were well-posed to begin with [23, 22] . In Part 2 we will discuss ICTV and TGV 2 . We moreover hope that our techniques will be useful and provide an impetus for the analytical study of other advanced regularisers as well.
In case of TGV 2 regularisation, we know a little about solutions to (P) on one-dimensional domains Ω = (a, b) [8, 33] . In particular, we showed in [8] the jump set containment for φ(t) = t, the proof easily extensible to φ(t) = t 2 . For first-order total variation regularisation, i.e. R(u) = αTV(u) = α Du M(Ω;R m ) , the literature is more plentiful on analytical results. With the squared L 2 fidelity, the problem (P) is also known as the Rudin-Osher-Fatemi [38] problem (ROF), and written
The first structural results can be found in [37] , where the stair-casing property is studied. Regarding the jump set, it is shown in [10] that H m−1 (J u \ J f ) = 0. The proofs of this and many other properties of total variation regularisation heavily depend on the co-area formula for functions of bounded variation, namely
where Per(E; Ω) := Dχ E 2,M(Ω;R m ) denotes the perimeter of the set E within Ω. Thanks to the co-area formula, the problem (1.2) can be shown to be equivalent to the family of minimal surface problems
The level sets of u can be found as solutions of (1.4) for varying t. This formulation and the regularity of the level sets is studied in [2, 11, 1].
For TV regularisation with the L 1 fidelity φ(x) = x, i.e., the problem min
various basic properties were first studied by [14] . These include thresholds for the regularisation parameter α > 0, under which the optimal solution u equals f . Similar thresholds were also derived in [8] for TGV 2 regularisation in the case m = 1. Some of these results readily generalise to m > 1. In this context of parameter thresholds, we also mention [31] . In [1] it is shown that the level sets E c = {u ≥ c} of solutions u to (1.5), are solutions to the minimal surface problems
(1.6) Some further properties of the level sets are studied in [19] . We know from there that the essential inclusion H m−1 (J u \ J f ) = 0 does not generally hold, but the remainder has curvature α −1 for α the regularisation parameter. In a similar fashion, the capability of (1.5) to separate geometric objects according to their scales is studied in [45] . Finally, an interesting direction is taken in [5] by studying singular vectors and ground states of regularisation functionals, eventually hoping to obtain something resembling an eigendecomposition for solutions to (P). The singular vectors aside, all of these techniques heavily depend on the co-area formula.
As mentioned, in this paper, we introduce a novel technique for the study of the jump set J u for rather general regularisers R, which is not based on the co-area formula. It is, instead, based on Lipschitz pushforwards. We push forward a purported solution by two different Lipschitz transformations and show that this provides a contradiction to u solving (P) if
. Before starting to develop this technique in detail in Section 3, we now introduce some general notation, concepts and tools in the following Section 2.
Notation and useful facts
We begin by introducing the tools necessary for our work. First we introduce basic notation for sets, mappings, and measures. We then move on to Lipschitz mappings and graphs. Our notation and definition of the latter will be used extensively throughout the paper, as we perform operations on the jump set J u , which is H m−1 -rectifiable. Having defined our notation for Lipschitz graphs, we introduce functions of bounded variation.
Basic notations
We denote by {e 1 , . . . , e m } the standard basis of R m . The boundary of a set A we denote by ∂A, and the closure by cl A. The {0, 1}-valued indicator function we write as χ A . We denote the open ball of radius ρ centred at x ∈ R m by B(x, ρ). We denote by ω m the volume of the unit ball B(0, 1) in R m .
For z ∈ R m , we denote by z ⊥ := {x ∈ R m | z, x = 0} the hyperplane orthogonal to ν , whereas P z denotes the projection operator onto the subspace spanned by z, and P ⊥ z the projection onto z ⊥ . If A ⊂ z ⊥ , we denote by ri A the relative interior of A in z ⊥ as a subset of R m .
Let Ω ⊂ R m be an open set. We then denote the space of (signed) Radon measures on Ω by M(Ω). If V is a vector space, then the space of Radon measures on Ω with values in V is denoted M(Ω; V ). The k-dimensional Hausdorff measure, on any given ambient space
For vector-valued measures µ ∈ M(Ω; R k ), we use the notation µ q,M(R m ) to indicate that the finitedimensional base norm is the q-norm. We use the same notation for vector fields
For a measurable set A, we denote by µ A the restricted measure defined by (µ A)(B) := µ(A ∩ B). The notation µ ≪ ν means that µ is absolutely continuous with respect to the measure ν, and µ ⊥ ν that µ and ν are mutually singular. The singular and absolutely continuous (with respect to the Lebesgue measure) part of µ are denoted µ a and µ s , respectively.
We denote the k-dimensional upper resp. lower density of µ by
The common value, if it exists, we denote by Θ k (µ; x).
Finally, we often denote by C, C ′ , C ′′′ arbitrary positive constants, and use the plus-minus notation a ± = b ± in to mean that both a
Mappings from a subspace
We denote by L(V ; W ) the space of linear maps between the vector spaces V and
denotes the adjoint, and the n-dimensional Jacobian is defined as [3] 
With the gradient of a Lipschitz function f : V → R k defined in "components as columns order", ∇f (x) ∈ L(R k ; V ), we extend this notation for brevity as
If Ω ⊂ V is a Borel set, and g ∈ L 1 (Ω), the area formula may then be stated
That this indeed holds in our sitting of finite-dimensional Hilbert spaces V ∼ R n follows by a simple argument from the area formula for f : R n → R k , stated in, e.g, [3] . We only use the cases
We also denote by
the class of functions that are twice differentiable (as defined above for tensor fields) with a Hölder continuous second differential for all exponents λ ∈ (0, 1).
The Lipschitz factor of a Lipschitz mapping f we denote by lip f . We also recall that a Lipschitz transformation
If γ : Ω → Ω is a 1-to-1 Lipschitz transformation, and u : Ω → Ω a Borel function, we define the pushforward u γ := γ # u := u • γ −1 . Finally, we denote the identity transformation by ι(x) = x.
Lipschitz graphs
We denote the open domains "above" and "beneath" Γ, respectively, by
We recall that by Kirszbraun's theorem, we may extend the domain of f Γ and g Γ from V Γ to the whole space z ⊥ Γ without altering the Lipschitz constant. Then Γ splits Ω into the two open halves Γ + ∩ Ω and Γ − ∩ Ω. We often use this fact.
Functions of bounded variation
We say that a function u : Ω → R on a bounded open set Ω ⊂ R m is of bounded variation (see, e.g., [3] for a more thorough introduction), denoted u ∈ BV(Ω), if u ∈ L 1 (Ω), and the distributional gradient Du is a Radon measure. Given a sequence We denote by S u the approximate discontinuity set, i.e., the complement of the set where the Lebesgue limit u exists. The latter is defined by
The distributional gradient can be decomposed as
where the density ∇u of the absolutely continuous part of Du equals (a.e.) the approximate differential of u. We also define the singular part as
where x is in the jump set J u ⊂ S u of u if for some ν := ν Ju (x) there exist two distinct one-sided traces u + (x) and u − (x), defined as satisfying
where
It turns out that J u is countably H m−1 -rectifiable and ν is (a.e.) the normal to J u . This former means that there exist Lipschitz (m − 1)-graphs Then the following decomposition holds.
Problem statement
We now have most of the tools needed to state our main results, particularly the containment of J u in J f modulo a H m−1 -null set for convex p-increasing (p > 1) φ. We just have to rigorously state our assumptions on the regularisation functional R and the fidelity φ. These ensure firstly the existence of a solution u ∈ BV(Ω) to (P). Secondly we want to ensure that R behaves almost like TV under averaged Lipschitz transformations, and φ comparably slower.
Admissible regularisation functionals and fidelities
We begin by stating our assumptions on R. Definition 3.1. We call R an admissible regularisation functional on L 1 (Ω), where the domain Ω ⊂ R m , if it is convex, lower semi-continuous with respect to weak* convergence in BV(Ω), and there exists C > 0 such that
Definition 3.2. We denote by F (Ω) the set of one-to-one Lipschitz transformations γ : Ω → Ω with γ −1 also Lipschitz and both satisfying the Lusin N -property. With U ⊂ Ω an open set, we further denote
With γ, γ ∈ F(Ω), we then define the basic double-Lipschitz comparison constants
Here the norm is the operator norm, I the identity mapping on R m , and
We also define the distance-to-identity
and finally combine all of these into the overall double-Lipschitz comparison constant
Remark 3.1. With the help of J γ,γ , we could generally replace G γ,γ by
It however turns out that for our transformations of interest, A γ is easier work with than ∇γ
Definition 3.3. We say that R is double-Lipschitz comparable if there exists a constant R a = R a (Ω) such that for every u ∈ BV(Ω), every open set U ⊂ Ω, and every γ, γ ∈ F(Ω, U ) with T γ,γ < 1 we have
We also say that R is separably double-Lipschitz comparable if there exist constants R a = R a (Ω) and R s = R s (Ω) such that for every u ∈ BV(Ω), every open set U ⊂ Ω, and every γ, γ ∈ F(Ω, U ) with T γ,γ < 1 we have
Remark 3.2. Strictly speaking, we only need a local H m−1 -a.e. version of double-Lipschitz comparability, but the regularisation functionals in this Part 1 satisfy the stronger and simpler definition above. Therefore we use it. In Part 2, we will need to consider much more detailed variants. Also the bound T γ,γ < 1 is arbitrary; we only need some bound for Huber-regularised TV.
In order to show the existence of solutions to (P), we require the following property from φ. 
Throughout this paper, we extend the domain of φ to R by defining
This is in order to simplify the notation φ(|u(x)|) to φ(u(x)).
For the study of the jump set J u of solutions to (P), we require additionally the following increase criterion to be satisfied by φ. Definition 3.5. We say that φ is p-increasing for p ≥ 1, if there exists a constant C φ > 0 for which
The following, standard, result states that the problem (P) is well-posed under the above assumptions. We may therefore proceed with the analysis of the structure of the solutions u ∈ BV(Ω).
, and φ an admissible fidelity function for Ω. Then there exists a solution u ∈ L 1 (Ω) to (P), and any solution satisfies u ∈ BV(Ω).
Proof. Clearly the minimum in (P) is finite. Let
be a minimising sequence for (P). Minding that (3.1),
in BV(Ω), and that R is lower semi-continuous with respect to weak* convergence in BV(Ω), and φ is lower semi-continuous, the claim follows by the standard method of calculus of variations, see, e.g., [20] .
The main results
Our main task in the rest of this paper is to prove the following result.
Theorem 3.2. Let the domain Ω ⊂ R m be bounded with Lipschitz boundary. Suppose R is an admissible doubleLipschitz comparable regularisation functional on
L 1 (Ω), and φ : [0, ∞) → [0, ∞) an admissible p-increasing fidelity function for some 1 < p < ∞. Let f ∈ BV(Ω) ∩ L ∞ loc (Ω), and suppose u ∈ BV(Ω) ∩ L ∞ loc (Ω) solves (P). Then H m−1 (J u \ J f ) = 0.
Remark 3.4.
Observe that we require u to be locally bounded. This does not necessarily hold, and needs to be proved separately. It is well-known that it holds for TV if f ∈ L ∞ (Ω), and is easy to show for Huber-TV using the same barrier technique.
We also show the following. We note that we only get strong regularity if the solution is approximately piecewise constant. 
This technical definition will be provided later in Definition 7.1.
Remark 3.5. It is not very difficult to improve Theorem 3.3 a little bit. Namely, we can replace the assumption Θ m (|Du| Ω \ Λ i ; x) = 0 by that of ∇u having one-sided Lebesgue limits at x, with corresponding normal ν = ν Ju (x). We will in another context in Part 2 study techniques that would allow us to do this. We do not however pursue this route of improving Theorem 3.3, as the small improvement would still not be entirely satisfactoryat least not without corresponding results to prove that the limits actually do exist. This fascinating question is outside the scope of the present manuscript.
First-order regularisation functionals
Before embarking on the proofs of the main results, we introduce a class of admissible first-order regularisation functionals: the conventional total variation, as well as a class with an additional convex energy, including Huber-regularised TV. We finish by discussing the Perona-Malik and non-convex TV models in a few remarks. In Part 2 [41] we will concentrate on higher-order regularisation functionals: second-order total generalised variation (TGV 2 ), and infimal convolution TV (ICTV), whose analysis is more involved. We however remark that both Theorem 3.2 and Theorem 3.3 can easily be derived for ICTV from the corresponding result for TV. For TGV 2 this is not the case.
Total variation
As we well recall, (isotropic) total variation is defined as
We now show that it satisfies the conditions of Theorem 3.2.
We use the following simple lemma for the proof.
Proof. We observe first of all that the inverse function theorem trivially holds almost everywhere for γ ∈ F(Ω). Indeed, using Rademacher's theorem and the Lusin N -property, we see that
Repeating the same argument on the formulation ι(
By the Calderón-Zygmund theorem, D a v = ∇vL m , where ∇v is the approximate differential of v ∈ BV(Ω). This is defined at almost every x ∈ Ω as ∇v(x) = L, where L satisfies
Let x ∈ Ω be a point such that u(y) and ∇u(y) exist for y = γ −1 (x). Since γ has the Lusin N -property, L m -a.e. x ∈ Ω satisfies this. Clearly, by a simple application of the area formula,
, it is easily seen that ∇(γ # u)(x) = L exists, and has the required form.
Proof of Proposition 4.1. The requirements of admissibility in Definition 3.1 are trivial in this case. Also
is well-known for solutions u to (P). We therefore only have to prove (separable) doubleLipschitz comparability. We may without loss of generality take α = 1. We let γ ∈ F(Ω; U ) for some open set U ⊂ Ω, and pick u ∈ BV(Ω). By Lemma 4.1, we have
Since γ(x) = x for x ∈ Ω \ U , we may calculate using the area formula
Thus, with γ, γ ∈ F(Ω, U ), referring to the definition of G γ,γ , we obtain
Recalling (4.1), and minding that
we deduce
This almost proves (separable) double-Lipschitz comparability, we just have to modify the singular part appropriately.
To see (non-separable) double-Lipschitz comparability, we take a sequence
Since the strict convergence of
to u bounds the right hand side, we deduce sup
We may therefore extract a subsequence, unrelabelled, such that both
are convergent weakly* to some u ∈ BV(Ω) and u ∈ BV(Ω), respectively. Moreover, by lower semicontinuity of the total variation, and strict convergence of the approximating sequence
By taking the intersection over all admissible U ′ ⊃ U , we deduce
This is almost the double-Lipschitz comparability. We just have to show that u = γ # u and u = γ # u. Indeed
m < ∞, and the integrals on the right hand side tend to zero by the strict convergence of u i to u and the weak* convergence of γ # u i to u. It follows that u = γ # u. Analogously we show that u = γ # u. Double-Lipschitz comparability is now immediate from (4.3).
Finally, to see separable double-Lipschitz comparability, we proceed analogously as above, but approximate u on both sides of Γ. More specifically, referring to Kirzbraun's theorem, we may assume that V Γ = z ⊥ . Thus Ω splits into two domains Ω ± := Ω ∩ Γ ± . We approximate u separately on both Ω + and Ω − by strictly converging sequences of
. By the continuity of the trace operator with respect to strict convergence in BV(Ω) (see, e.g., [3, Theorem 3 .88]), also
Since the traces of u i on Γ converge in L 1 (Γ) to the trace of u on Γ, we deduce the separable double-Lipschitz property by analogous arguments as the (non-separable) double-Lipschitz property above. 
This can in specific cases can improve upon standard estimates [3] on the total variation under Lipschitz transformations.
Huber-regularised TV
For a parameter η > 0, Huber-regularised total variation may be defined as
If u is smooth, this corresponds to replacing the pointwise 2-norm by
Huber-regularisation of TV is sometimes helpful numerically, especially in the context of second-order optimisation methods [24] , as well as primal-dual methods for non-convex problems [42] . It also helps to avoid the stair-casing effect to some extent. As with higher-order regularisers, there is no apparent useful coarea formula for Huber-TV, that would allow us to show regularity properties through level sets. However, TV η satisfies our assumptions, as stated in the following. In fact, since our proof is based on rather general properties, we consider a slightly larger class of functionals, based on a class of convex limited co-coercive energies. 
Secondly, ψ is limited co-coercive in the sense that there exist constants K ψ , C ψ > 0 with
For a justification of the term "co-coercive", we refer to [4, Theorem 18.15] . In essence, the "limited" cocoercivity contained in the threshold K ψ says that TV ψ , defined after the next lemma, behaves linearly like TV for large gradients. This of course holds for Huber-TV.
Lemma 4.2. We have
Proof. Only the limited co-coercivity demands proof. We set ψ(t) := |t| η . Clearly, if s, t ≥ 1/η, we have
so the property holds. If s, t < 1/η, we have
so we have co-coercivity in this range. In the case s < 1/η < t, we also have
Limited co-coercivity follows with K ψ = 1/η and C ψ = η.
Definition 4.2.
Let ψ ∈ Ψ. Then we set
Remark 4.2. It can be shown that
We 
For the proof, we require the estimate from the following lemma. 
Proof. Let us first of all observe directly from the definition of the subdifferential, and ψ being increasing that
From convexity also
Letting λ ց 0, and recalling ψ(0) = 0, we deduce
We want to bound L. Using the definition of the subdifferential, we have
This is what we need. If Av , Bv ≤ v , we deduce
Again the claim holds. It remains to consider the case Av ≥ v > Bv , the case with A and B exchanged being analogous. We now use the co-coercivity of ψ as follows. We pick z B ∈ ∂ψ( Bv ) and z A ∈ ∂ψ( Av ), and define
In the final step we have used the limited co-coercivity, Av − v ≥ 0, and the fact that z B − z A ≤ 0 which follows from the monotonicity of ∂ψ. Thus, continuing from (4.8), we calculate
Finally, we observe that 
Proof of Proposition 4.2. Weak* lower semicontinuity is immediate from the formulation (4.5). To see (3.1), we first of all observe for some constant c > 0 that
Indeed, for large t, s > 0, limited co-coercivity implies ∂ψ(s) = ∂ψ(t) = k for some constant k > 0. Therefore the definition of ψ * gives the claimed bound.
Let us then pick
It follows
This shows that the assumptions of Definition 3.1 hold.
The proof of the assumptions of Definition 3.3 is analogous to Proposition 4.1. Let γ ∈ F(Ω, U ) for some open U ⊂ Ω. The singular part |D s γ # u|(Ω) is unaltered in (4.1). In place of the absolutely continuous part
Using the area formula, we calculate
Let now γ, γ ∈ F(Ω, U ) with T γ,γ < 1. Summing the previous equation for γ = γ, γ, subtracting 2 Ω ψ( ∇u(x) ) dx and using Lemma 4.3 with
With this estimate at hand, the rest follows exactly as in Proposition 4.1.
for solutions u to (P), we follow the corresponding proof for TV. Namely, if we set L := f L ∞ (Ω) , and replace u bȳ 
From this it is immediate that
This provides a contradiction. Thus we must have
Remarks on ill-posed non-convex regularisers
We now provide a few remarks on using the technique on popular models involving non-convex energies ψ. These however do not immediately form well-posed problems (P) due to lack of weak* lower semicontinuity in BV(Ω). 
Remark 4.4 (Non-convex total variation). Regularisation functionals TV
The assumption c + d = 2 is also not difficult to remove with the help of J c,d , and is satisfied by the Lipschitz transformation we construct in Section 5.
Unfortunately, the TV ψ regularisation functional constructed with concave ψ is not admissible. It lacks weak* lower semicontinuity. Using area strict convergence [36] and additional multiscale regularisation, first introduced in [40] for discontinuous optical flow, problems involving such regularisation can however be made well-posed [23] . It is outside the scope of the present paper to prove that the multiscale regularisation is separably doubleLipschitz comparable. Nevertheless, assuming we have a solution u ∈ BV(Ω) to the basic model, which is not guaranteed, then our technique shows
Remark 4.5 (Perona-Malik). The Perona-Malik anisotropic diffusion [35] may also be written in the variational form (P) with φ(t) = t 2 and R(u) = TV ψ (u) for ψ(t) = log(1 + t 2 ). Observe that this ψ is not even concave, unlike the models of the previous remark. The model suffers from exactly the same ill-posedness problems; for a review on approaches to make the problem well-posed, we refer to [22] . Nevertheless, our approach can be adapted to study it, assuming we have a solution u ∈ BV(Ω) to the problem. The existence is however generally not guaranteed.a Indeed, with the notation of Lemma 4.3, by properties of the logarithm, we have
By the concavity of the logarithm, we have
If c + d = 2, summing with the corresponding estimate for B and d, we have
With c + d = 2, we also have −c log c − d log d ≤ 0.
Therefore, using 1 + v 2 ≥ v and referring back to (4.9), we obtain
This is not exactly the estimate of Lemma 4.3, but in Section 5, we will in fact estimate G cA,dB through G 
Lipschitz shift transformations
We now introduce the "shift" class of Lipschitz transformations that we will use to push forward a purported solution u to (P) that does not satisfy H m−1 (J u \ J f ) = 0. The idea is to take a Lipschitz graph Γ on J u containing a violating point x 0 , and then to move the jump forward or backward by an amount ρ, in order to construct a better candidate solution. It is interesting to relate the specific constructions here to the general framework for designing transformations satisfying a PDE on the Jacobian determinant in [16] . Before the construction, we provide a simple general lemma stating one of the most crucial parts of our technique.
A crucial estimate
We will use the following simple lemma to simplify the estimation of the double-Lipschitz comparison factor G γ,γ .
Lemma 5.1. We have
Proof. By the concavity of the square root, for any 0 = v ∈ R m , we have
The case v = 0 being trivial, this concludes the proof.
The construction
For brevity, we now define v x := P 
Then γ h is 1-to-1 and Lipschitz and
There also exists a constant C = C(h, f Γ ) > 0 such that for ρ ∈ (−1, 1), we have
Remark 5.1. It does not hold that γ −1 h = γ −h , although it would be possible to construct such a transformation satisfying the same essential properties. We could then simply plug it into our proofs instead of the above one. We do not however do this, since the bounds (5.2) are in that case a bit more work to prove, and having such a transformation would only help very little with Lemma 7.2.
Proof. After rotation and translation, if necessary, we may assume w.log that z Γ = (0, . . . , 0, 1), so that
To calculate the Lipschitz factor and the determinant, we study the eigenvalues λ 1 , . . . , λ m of
Easily we see that λ 3 = · · · = λ m = 1, with the corresponding eigenvector orthogonal to c h . For the two remaining, important, eigenvalues, setting y = (c h , α) for the unknown eigenvector, we obtain the system of equations
Solving this system of equations, we obtain the solutions
We have
Therefore, as claimed
It remains to consider the bounds (5.2). Letting γ := γ ρh and γ := γ −ρh , and recalling that
by Lemma 5.1 we have
We want to estimate this further. As in the proof of Lemma 4.1, we have ∇γ
. ). With
it can easily be verified that
It follows that
We observe that c ±ρh = ±ρc h , and (5.4)
h , and we deduce
Moreover, (5.5) also yields
In order to estimate
we calculate using (5.3) that
By the bounds on r, f Γ and h, we have |d ρh | ≥ 2/3. Therefore, it follows from (5.4), (5.5) that
This proves all the bounds in (5.2) involving both γ ρh and γ ρh . The bounds involving ι and γ 
We skip the elementary details.
We will also require an estimate of the following type.
Lemma 5.3. Let the Lipschitz transformation γ h : Ω → Ω have the form (5.1), and be identity outside
Proof. Let us again, without loss of generality after rotation and translation, if necessary, that z Γ = (0, . . . , 0, 1),
and the slice
Here we use the convention
Using Fubini's theorem and basic properties of one-dimensional slices in BV [3] , we may thus estimate
Clearly this gives
In the following lemma, based on the construction of Lemma 5.2, we now construct our family of shift transformations parametrised by the size r > 0 of the neighbourhood of x 0 where the transformation is performed, and the magnitude ρ > 0 of the transformation.
Then there exists r 0 > 0 such that each of the maps
Moreover, there exists a constant C > 0 such that the transformations γ ρ,r , (0 < r < r 0 , −1 < ρ < 1), satisfy
Remark 5.2. We can, for example, seth(v) := max{0, 1 − v }.
Proof. We choose r 0 > 0 small enough that U r ⊂ Ω. Clearly γ ρ,r and γ
ρ,r satisfy the Lusin N -property, and are Lipschitz mappings. Since 0 ≤h ≤ 1, evidently also M γ ≤ |ρ|r, and γ reduces to the identity outside U r . The remaining claims follow by applying Lemma 5.2 on
with h = h r and s = 3r.
Proof of the main result for p > 1
We now begin the proof of Theorem 3.2. Most of the proof consists of producing for the fidelity term a counterpart of the double-Lipschitz comparability condition of the regulariser. We do this in Section 6.2 after a technical lemma in Section 6.1. The fidelity estimates are based on the specific Lipschitz transformations constructed in the previous section. Averaging over two different Lipschitz transformations γ = γ ρ,r and γ = γ −ρ,r will provide an O(ρ) decrease estimate for the fidelity. Importantly, in order to take advantage of the strict convexity of φ, we actually need as our improvement candidates convex combinations θu + (1 − θ)γ # u. After dealing with the fidelity function, we apply in Section 6.3 the double-Lipschitz comparability to get an O(ρ 2 ) increase estimate on the regulariser -averaged over the two transformations. After these estimates, the proof of Theorem 3.2 will be immediate.
A technical lemma
We can only perform fidelity estimation at a base point x 0 outside the set Z u we construct next. For this, given u ∈ BV(Ω), we now fix a countably family of Lipschitz (m − 1)-graphs
Such a family exists by the rectifiability of J u . For H m−1 -a.e. x 0 ∈ J u , we may then find a Lipschitz graph Γ = Γ x0 with x 0 ∈ Γ x0 ⋐ Γ i for some i = i(x 0 ), satisfying the following two properties. Firstly V Γ x 0 ⊃ B(P ⊥ z Γ x 0 , r(x 0 )) for some r(x 0 ) > 0. This can clearly be satisfied since we can by Kirzbraun's theorem assume V Γ = z ⊥ Γ . Secondly we can take the traces of u from both sides of Γ to exist at x 0 and agree with u ± (x 0 ). This can be seen from, e.g., the BV trace theorem [3, Theorem 3.77]. 
Proof. We define A i as the set of points x ∈ Γ i such that
As a consequence of the BV extension theorem [3, Proposition 3.21], there exist extensions v
From this fact, (6.2), and Proposition 2.1, we deduce
Next, we define B i as the set of points x ∈ Γ i such that x is a Lebesgue point of the traces u
If we now set
we deduce that H m−1 (Z u ) = 0.
The effect of the shift transformation on the fidelity
We now fix x 0 ∈ J u \ (J f ∪ Z u ), and let Γ = Γ x0 , recalling from the construction above that the traces of u from both sides of Γ exist at x 0 and agree with u ± (x 0 ). We also recall the construction of Lemma 5.4. We are given a base Lipschitz functionh ∈ W 
These transformations are the identity outside
which we split into the halves U
Here we choose r > 0 small enough that U r ⊂ Ω. We observe and put in our mind for later that
We pick arbitrary θ ∈ [0, 1] as well as r ∈ (0, r 0 ) and ρ ∈ (0, 1). With these we definē
as well as the piecewise constant functions
, and
We aim to prove that for suitable (θ, ρ, r), eitherū ρ,r orū −ρ,r is better than u. We do this by averaging estimates over the two piecewise constant functions. The interpolation parameter θ will in particular be necessary to take advantage of the p-increase (or strict convexity) of φ for p > 1.
First, we have to estimate the discrepancy between the piecewise constant functions and the original ones. Without assuming u bounded, we could get an O(ǫr m ) estimate. We are not able to deal with this in the general analysis. We therefore have to assume u (locally) bounded, in order to improve this to O(ǫρr m ). 
Lemma 6.2. Suppose φ is p-increasing with
Proof. We may without loss of generality assume ρ > 0, since the case ρ = 0 is trivial, and the case ρ < 0 can be handled by negatingh. We begin the proof by choosing r > 0 small enough that U r ⊂ Ω. Further, if p > 1, we pick r > 0 small enough that u and f are essentially bounded within U r . Since γ ρ,r is the identity outside U r , it suffices to perform estimation with U r . We do this with distinct arguments within the O(ρr m ) sets W 
We estimate using Definition 3.5 for
In the final inequality we use the boundedness of u, or alternatively p = 1. We now employ Lemma 5.3 to estimate
We have M γ
We may estimate the final term in W
Moreover,
By Lemma A.1 in the appendix
In order to reach our conclusion, it therefore remains to show that
We calculate 12) and
Therefore
We concentrate on the case b If (6.14) holds strictly, we have ζ + > ζ − for θ ∈ (0, 1) large enough. This shows (6.11) and is the only place where we need the assumption p > 1. If (6.14) does not hold strictly, i.e., a = (b + +b − )/2, we may have ζ + = ζ − , but observe that K + = 0 and (6.12) holds strictly for large θ. Indeed, this is the case whenever b + < a, b − , because some interpolation (1 − θ)b − + θb + is always closer to a than b + is. We have thus proved (6.11) , and may conclude the proof of the lemma. Lemma 6.5. Suppose φ is p-increasing with 1 < p < ∞, and
Then there exist θ ∈ (0, 1), r 0 > 0, independent of ρ, and a constant C = C(φ, u ± (x 0 ), f (x 0 )) > 0, such that whenever 0 < r < r 0 and 0 < ρ < 1, it holds
Proof. Combine Lemma 6.2 and Lemma 6.4, choosing ǫ > 0 small enough in the former.
The effect of the shift transformation on the regulariser
We now summarise the estimates we get for the regulariser R using double-Lipschitz comparability and the Lipschitz transformations of Section 5.
Lemma 6.6. Suppose R is a double-Lipschitz comparable and x 0 ∈ J u \ Z u . Then there exists a constant C = C(u, x 0 ) and r 0 > 0 such that for 0 < r < r 0 and 0 < ρ < 1 holds
Proof. We know from Lemma 5.2 the existence of a constant C > 0 such that
By convexity
By the double-Lipschitz comparability of R, we thus find that
Since x 0 ∈ J u \ Z u , whenever r > 0 is small enough, we have for a constant C ′ > 0 that
The claim follows by combining the above estimates.
Patching it all together
We may finally prove our main result for p > 1 by combining the above lemmas as follows.
Proof of Theorem 3.2. Suppose, to reach a contradiction, that H
We then apply Lemma 6.5 for the fidelity estimate 16) where 0 < r < r 1 and 0 < ρ < 1. Lemma 6.6 gives for the regulariser and 0 < r < r 2 the estimate
All the constants C 1 , C 2 , r 1 , r 2 > 0 are independent of ρ ∈ (0, 1). Picking 0 < r < min{r 1 , r 2 }, and summing these estimates, we obtain
If ρ > 0 is small enough, this is negative. Thus either
This contradicts the optimality of u. Therefore
As in the proof of Lemma 6.4, we concentrate on the case b 
Further, choosing θ < 1 large enough while maintaining ζ ± = 1, we can ascertain
Remark 7.1. Looking at the proof of Lemma 6.4 with a little bit more care in the approximation of K − above, we could in fact get the stronger double-sided estimate (6.15) if u "jumps through f ", in other words, if
Estimates for the regulariser
We now start work on the counterpart of Lemma 5.4 The proof will use a different method, and only one-sided Lipschitz estimates. We begin with the missing technical curvature definition required for Theorem 3.3.
Definition 7.1. Let R be an admissible regularisation functional on BV(Ω). We define the transformation differential of R at u as 1) ), we then define the pointwise R-curvature at x 0 along the Lipschitz graph Γ, if the limit exists, as
Since our results do not depend on the choice ofh, we simply write C Remark 7.2. In many ways, it would make more sense to define the pointwise curvature by (B(x 0 , r) ) .
At a point x 0 ∈ J u this would give the normalised curvature C R,Γ,h u (x 0 )/λ u (x 0 ); see Proposition 7.1. For practical reasons, in order to be able to work easily at points x 0 ∈ Γ \ J u , we use the earlier definition, however. 
Proof. We observe that γ ρ,r = ργ 1,r + (1 − ρ)ι, so that
Suppose case (ii) does not hold at x 0 ∈ Γ. Fix κ ∈ (0, 1). Then there exists r 0 > 0 such that for every 0 < r < r 0 , there exists ρ r > 0 such that for every 0 < ρ < ρ r we have bounds
If we define the upper and lower transformation differentials
then dividing (7.4) by ρ and letting ρ ց 0, it follows that
Dividing by I r and letting r ց 0, we find
Since κ ∈ (0, 1) was arbitrary, we deduce
In particular, C R,Γ,h u (x 0 ) exists and case (i) holds.
Regularity
We now study the regularity of J f \J u at points where Proposition 7.1(i) holds. We assume that Du is "essentially piecewise constant" around such points, as mainly employed in the density assumption of the next lemma. In order to derive the corresponding lower bound, we set γ := γ ρ,r and v := γ # u. Then
Using Lemma 5.4 to estimate T γ −1 ,ι , and proceeding as above, we deduce (7.5). We further calculate using convexity of the norm, and concavity of the square root that 6) for H m−1 -a.e. v ∈ V . Then (7.6) holds for every v ∈ V , and f ∈ C 2,∩ (V ).
Proof. Since (7.6) holds almost everywhere, also
After showing C 2 regularity of f , (7.6) then holds for all v ∈ V . To show this, let us start by defining
and consider the problem min{J (q) | q ∈ Q}, (7.8) where the domain Q := {q ∈ W 1,∞ (V ) | q|∂V = f |∂V }.
Since t → √ 1 + t 2 is strictly convex, and the weak solution h ∈ W (V ), we find that J is strictly convex on Q. It therefore has a unique minimiser. But (7.7) is exactly the necessary and sufficient optimality condition for f to be a minimiser of J . This can be deduced from the following paragraphs studying a slightly modified functional J . At this moment it is important to notice that f must then be the unique minimiser of J .
We intend to use the regularity results on quasilinear elliptic partial differential equations to show that f satisfies the claimed regularity properties. To do this, we however need to force some coercivity/ellipticity properties. We therefore define , and yet undetermined C 0 > 0. Observe that ψ ∈ C 3 (R). Now J ≤ J and J (f ) = J (f ), so that J also has the unique minimiser f within U .
We now write the optimality conditions for potential minimisers q ∈ Q of J . As differentials of the mappings ρ → J (q + ρh), (h ∈ W We want to show that (7.9) has a solution q ∈ C 2,λ (V ) for any λ ∈ (0, 1). But J had the unique minimiser f . Therefore f = q ∈ C 2,λ (V ) for any λ ∈ (0, 1). From (7.9) and the definition of ψ we have moreover that (7.6) holds.
To show the existence of a solution q ∈ C 2,λ (V ) , we employ [21, Theorem 15.19] . To do so, we need to show that A i ∈ C 1,λ (R m ), (i = 1, . . . , m), (7.10) that for some τ > −1 and C 1 , C 2 ∈ R both
and ∇A(p) ≤ C 2 (1 + p ) τ . (7.12) It is to force these conditions, why we introduced the ψ-penalty in g. Minding that ψ ∈ C 3 (R), we have A ∈ C 2 (R m ; R m ), whence condition (7.10) readily follows. Moreover, we have for some C 0 , C 1 ≥ 0 that
