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1. Background, notations and preliminaries
By w, we denote the space of all complex sequences. If x ∈ w, then we simply write x = (xk) instead of x = (xk)∞k=0.
Also, we write φ for the set of all finite sequences that terminate in zeros. Further, we shall use the conventions that
e = (1, 1, 1, . . .) and e(k) is the sequence whose only non-zero term is 1 in the kth place for each k ∈ N, where
N = {0, 1, 2, . . .}.
Any vector subspace of w is called a sequence space. We shall write ℓ∞, c and c0 for the sequence spaces of all bounded,
convergent and null sequences, respectively. Further, by ℓp(1 ≤ p <∞), we denote the sequence space of all p-absolutely
convergent series, that is ℓp = {x = (xk) ∈ w : ∑∞k=0 |xk|p < ∞}. Furthermore, we write bs, cs and cs0 for the sequence
spaces of all bounded, convergent and null series, respectively. Moreover, we denote by bv the space of all sequences of
bounded variation, that is bv = {x = (xk) ∈ w : ∑∞k=0 |xk − xk−1| <∞}, where x−1 = 0.
A sequence space X is called an FK space if it is a complete linear metric space with continuous coordinates pn : X →
C (n ∈ N), where C denotes the complex field and pn(x) = xn for all x = (xk) ∈ X and every n ∈ N. A normed FK space is
called a BK space [15, p.334], that is, a BK space is a Banach sequence space with continuous coordinates [9, p.61].
The classical sequence spaces are BK spaces with their natural norms [5, Example 7.3.2]. More precisely, the spaces ℓ∞,
c and c0 are BK spaces with the usual sup-norm given by ‖x‖ℓ∞ = supk |xk|, where the supremum is taken over all k ∈ N.
Also, the space ℓp(1 ≤ p <∞) is a BK space with the usual ℓp-norm defined by ‖x‖ℓp = (
∑∞
k=0 |xk|p)1/p. Further, the spaces
bs, cs and cs0 are BK spaces with the same norm given by ‖x‖bs = supn |
∑n
k=0 xk|. Moreover, the space bv is a BK space with‖x‖bv =∑∞k=0 |xk − xk−1|.
A sequence (bk)∞k=0 in a linear metric space (X, d) is called a Schauder basis (or briefly basis) for X if for every x ∈ X there
is a unique sequence of scalars (αk)∞k=0 such that x =
∑∞
k=0 αkbk, that is d(x,
∑n
k=0 αkbk) → 0(n → ∞). In this case, the
series
∑∞
k=0 αkbk which has the sum x is called the expansion of x, and (αk) is called the sequence of coefficients of x with
respect to the basis (bk).
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An FK space X ⊃ φ is said to have AK if every x = (xk) ∈ X has a unique representation x = ∑∞k=0 xke(k), that is
limn→∞(
∑n
k=0 xke(k)) = x.
Although the BK space ℓ∞ has no Schauder basis, the BK spaces c0, c and ℓp all have Schauder bases. Further, the spaces
c0 and ℓp have AK , where 1 ≤ p <∞ [12, Theorem 1.10].
If X ⊃ φ is a BK space and a = (ak) ∈ w, then we write
‖a‖∗X = sup
 ∞−
k=0
akxk
 : ‖x‖ = 1

provided the expression on the right hand side exists and is finite which is the case whenever a ∈ Xβ [14, p.35], where Xβ
denotes the β-dual of X which is defined for an arbitrary subset X ofw as follows
Xβ = a = (ak) ∈ w : ax = (akxk) ∈ cs for all x = (xk) ∈ X.
Moreover, we have the following result:
Lemma 1.1 ([12, Theorem 1.29]). Let 1 < p < ∞ and q = p/(p − 1).Then, we have ℓβ∞ = cβ = cβ0 = ℓ1, ℓβ1 = ℓ∞ and
ℓ
β
p = ℓq. Furthermore, let X denote any of the spaces c0, c, ℓ∞, ℓ1 or ℓp. Then, we have ‖ a ‖∗X =‖ a ‖Xβ for all a ∈ Xβ , where
‖ · ‖Xβ is the usual norm on the dual space Xβ .
In this paper, the matrices are infinite matrices of complex numbers. If A is an infinite matrix with complex entries
ank(n, k ∈ N), then we write A = (ank) instead of A = (ank)∞n,k=0. Also, we write An for the sequence in the nth row of
A, i.e., An = (ank)∞k=0 for every n ∈ N. In addition, if x = (xk) ∈ w then we define the A-transform of x as the sequence
Ax = (An(x))∞n=0, where
An(x) =
∞−
k=0
ankxk; (n ∈ N)
provided the series on the right converges for each n ∈ N.
Let X and Y be subsets ofw. Then, by (X, Y )we denote the class of all infinitematrices that map X into Y . Thus A ∈ (X, Y )
if and only if An ∈ Xβ for all n ∈ N and Ax ∈ Y for all x ∈ X .
For an arbitrary subset X ofw, thematrix domain of an infinite matrix A in X is defined by
XA =

x ∈ w : Ax ∈ X
which is a sequence space whenever X is a sequence space.
An infinite matrix T = (tnk) is called a triangle if tnn ≠ 0 and tnk = 0 for all k > n(n ∈ N). The study of matrix domains
of triangles in sequence spaces has a special importance due to the various properties which they have (see [7,13]). For
example, if X ⊂ w is a linear metric space, then XT is also a linear metric space and XT has a Schauder basis if and only if X
has a Schauder basis [13, Proposition 2.1; Remark 2.2]. Furthermore, we have the following result:
Lemma 1.2 ([9, Theorem 2.12]). Let X and Y be arbitrary subsets of w and T a triangle. Then, we have A ∈ (X, YT ) if and only if
B = TA ∈ (X, Y ).
For any sequences s, t ∈ w, the convolution s ∗ t is a sequence defined by
(s ∗ t)n =
n−
k=0
sn−ktk; (n ∈ N).
Throughout this paper, letU andUo be the sets of all sequences with non-zero terms and non-zero first terms, respectively,
that is
U = u = (uk) ∈ w : uk ≠ 0 for all k and Uo = u = (uk) ∈ w : u0 ≠ 0.
Finally, the approach of constructing a new sequence space by means of the matrix domain of a particular limitation
method has recently been employed by several authors in many research papers (see for instance [1–4,8,10,11,14,15,17–
20,22,25]). In the present paper, we introduce the notion of generalized means and define some related sequence spaces
which include themost known sequence spaces as special cases. Further, we study some topological properties of the spaces
of generalized means and construct their bases. Finally, we determine the β-duals of these spaces and characterize some
related matrix classes.
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2. Notion of generalized means
Throughout this paper, let r, t ∈ U and s ∈ Uo. For any sequence x = (xn) ∈ w, we define the sequence x¯ = (x¯n) of
generalized means of x by
x¯n = 1rn
n−
k=0
sn−ktkxk; (n ∈ N), (2.1)
that is x¯n = (s ∗ tx)n/rn for all n ∈ N. Further, we define the infinite matrix A¯(r, s, t) of generalized means by
(A¯(r, s, t))nk =

sn−ktk/rn ; (0 ≤ k ≤ n),
0 ; (k > n) (2.2)
for all n, k ∈ N. Then, it follows by (2.1) that x¯ is the A¯(r, s, t)-transform of x, that is x¯ = (A¯(r, s, t))x for all x ∈ w.
It is obvious by (2.2) that A¯(r, s, t) is a triangle. Moreover, it can easily be seen that A¯(r, s, t) is regular if and only if
sn−i = o(rn) for each i ∈ N,∑nk=0 |sn−ktk| = O(|rn|) and (s ∗ t)n/rn → 1(n →∞).
Example 2.1. The above definition of thematrix A¯(r, s, t) of generalizedmeans given by (2.2) includes the following special
cases:
(1) If rn = (s ∗ t)n ≠ 0 for all n, then A¯(r, s, t) reduces to the matrix (N, s, t) of generalized Nörlund means [21,23]. In
particular, if t = e then A¯(r, s, t) reduces to the familiar matrix (N, s) of Nörlund means [16,25].
(2) If α > 0,
rk = Γ (α + k+ 1)k!Γ (α + 1) , sk =
Γ (α + k)
k!Γ (α) and tk = 1
for all k, then A¯(r, s, t) reduces to thematrix (C, α) of Cesàromeans of order α [5,6]. In particular, if α = 1 then A¯(r, s, t)
reduces to the famous matrix (C, 1) of arithmetic means [20,22].
(3) If 0 < α < 1, rk = 1/k!, sk = (1 − α)k/k! and tk = αk/k! for all k, then A¯(r, s, t) reduces to the matrix (E, α) of Euler
means1 of order α [1,17].
(4) If s = e, then A¯(r, s, t) reduces to the matrix (N¯, 1/r, t) of generalized weighted means [11,15], where 1/r = (1/rk). In
particular, if tn > 0 and rn =∑nk=0 tk for all n, then A¯(r, s, t) reduces to the matrix (N¯, t) of weighted means [8,12].
(5) If 0 < α < 1, rk = k+ 1, sk = 1 and tk = 1+ αk for all k, then A¯(r, s, t) reduces to the matrix Aα studied by Aydın and
Başar [2,4].
(6) If s = e(0) and t = e, then A¯(r, s, t) reduces to the diagonal matrix D1/r studied by de Malafosse [10].
(7) If r = t = e and s = e(0) − e(1) = (1,−1, 0, 0, . . .), then A¯(r, s, t) reduces to the band matrix∆ defining the difference
operator [3,8,14]. On the other hand, if r = s = t = e then A¯(r, s, t) reduces to the matrix Σ defining the partial
sum [11,14]
Now, since A¯(r, s, t) is a triangle, it has a unique inverse which is also a triangle [9, Proposition 2.1]. More precisely, by
making a slight generalization of a work done in [16], we put D(s)0 = 1/s0 and
D(s)n =
1
sn+10

s1 s0 0 0 · · · 0
s2 s1 s0 0 · · · 0
s3 s2 s1 s0 · · · 0
...
...
...
...
...
sn−1 sn−2 sn−3 sn−4 · · · s0
sn sn−1 sn−2 sn−3 · · · s1

; (n = 1, 2, 3, . . .).
Then, the inverse of A¯(r, s, t) is the triangle B¯ = (b¯nk)∞n,k=0 defined by
b¯nk =

(−1)n−kD(s)n−krk/tn ; (0 ≤ k ≤ n),
0 ; (k > n) (2.3)
for all n, k ∈ N. Therefore, we have by (2.1) that
xn = 1tn
n−
k=0
(−1)n−kD(s)n−krkx¯k; (n ∈ N). (2.4)
Finally, we end this section with the following remark:
Remark 2.2. We may note by (2.2) and (2.3) that the inverse of the matrix A¯(r, s, t) of generalized means is also a matrix
of generalized means, that is (A¯(r, s, t))−1 = A¯(t, s′, r), where s′ = (s′n) and s′n = (−1)nD(s)n for all n. On the other hand, we
have A¯(e, e(0), e) = I , where I denotes the identity matrix.
1 We can also put rk = (1+ α)k/k!, sk = αk/k! and tk = 1/k! for all k, where α > 0 [9, p.60].
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3. The sequence spaces of generalized means
In the present section, we introduce the sequence spaces of generalized means which include the most known sequence
spaces as special cases. Further, we study some topological properties of these spaces and construct their bases.
For an arbitrary subset X ofw, we define the set X(r, s, t) as the matrix domain of the triangle A¯(r, s, t) in X , that is
X(r, s, t) =

x = (xk) ∈ w : x¯ =

1
rn
n−
k=0
sn−ktkxk
∞
n=0
∈ X

. (3.1)
It is obvious by (3.1) that X(r, s, t) is a sequence space whenever X is a sequence space, and we call it the sequence space
of generalized means. In particular, if rn = (s ∗ t)n ≠ 0 for all n, then we write X(s, t) instead of X(r, s, t) and we call it the
sequence space of generalized Nörlund means. On the other hand, it is worth mentioning that X(r, s, t) reduces to X in the
special case r = t = e and s = e(0), that is X(e, e(0), e) = X .
Now, since the matrix A¯(r, s, t) is a triangle, we have the following results which are fundamental for our investigation.
Theorem 3.1. Let X ⊂ w and X¯ = X(r, s, t). Then, we have
(a) If (X, d) is a linear metric space, then X¯ is also a linear metric space with the metric
d¯(x, y) = d(x¯, y¯); (x, y ∈ X¯). (3.2)
Furthermore, if X is an FK space then X¯ is an FK space too.
(b) If X is a normed space, then so is X¯ with the norm
‖x‖X¯ = ‖x¯‖X ; (x ∈ X¯). (3.3)
(c) If X is a BK space, then X¯ is a BK space with the norm given by (3.3). Moreover, if Y is a closed subspace of X, then
Y¯ = Y (r, s, t) is a closed subspace of X¯ .
Proof. Part (a) is immediate by [5, Theorem 8.1.4], part (b) follows from [12, Lemma 3.2] and part (c) is a consequence of
[9, Theorem 2.2]. 
As an immediate consequence of Theorem 3.1 (c), we have the following corollary:
Corollary 3.2. Let c¯0 = c0(r, s, t), c¯ = c(r, s, t), ℓ¯∞ = ℓ∞(r, s, t) and ℓ¯p = ℓp(r, s, t) for 1 ≤ p <∞. Then, we have
(a) The spaces c¯0, c¯ and ℓ¯∞ are BK spaces with the same norm given by
‖x‖ℓ¯∞ = ‖x¯‖ℓ∞ = sup
n
 1rn
n−
k=0
sn−ktkxk
 .
Furthermore, the spaces c¯0 and c¯ are closed subspaces of ℓ¯∞.
(b) The space ℓ¯p(1 ≤ p <∞) is a BK space with the norm
‖x‖ℓ¯p = ‖x¯‖ℓp =
 ∞−
n=0
 1rn
n−
k=0
sn−ktkxk

p1/p
.
Theorem 3.3. Let X ⊂ w. Then, we have
(a) If X is a linear space, then X(r, s, t) is linearly isomorphic to X.
(b) If X is a linear metric space, then X(r, s, t) is isometrically isomorphic to X.
(c) If X is a normed space, then X(r, s, t) is norm isomorphic to X.
Proof. Let X ⊂ w be a linear space and define the linear operator L : X(r, s, t) → X by L(x) = x¯, i.e., L(x) = (A¯(r, s, t))x
for all x ∈ X(r, s, t). Then, it is obvious by (2.1), (2.4) and (3.1) that L is bijective. This proves (a). Further, if (X, d) is a linear
metric space then it follows by (3.2) that d¯(x, y) = d(L(x), L(y)) for all x, y ∈ X(r, s, t), i.e., L is isometry and hence (b)
follows. Moreover, if X is a normed space then L is norm preserving by (3.3). This yields (c) and completes the proof. 
Theorem 3.4. Let X ⊂ w be a linear metric space with Schauder basis (a(k))∞k=0 and define the sequence b(k) = (b(k)n )∞n=0 ∈
X(r, s, t) for every fixed k ∈ N by
b(k)n =
1
tn
n−
j=0
(−1)n−jD(s)n−jrja(k)j ; (n ∈ N)
Then, the sequence (b(k))∞k=0 is a Schauder basis for X(r, s, t) and every x ∈ X(r, s, t) has a unique representation x =∑∞
k=0 αk(x¯) b(k), where (αk(x¯))
∞
k=0 is the sequence of coefficients of x¯ = (A¯(r, s, t))x with respect to the basis (a(k))∞k=0.
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Proof. Since the operator L : X(r, s, t)→ X defined in the proof of Theorem 3.3 (b) is an isometric isomorphism, the inverse
image of the Schauder basis of X is the Schauder basis for X(r, s, t). Also, we have by (2.3) that L(b(k)) = (A¯(r, s, t))b(k) = a(k)
for all k. Therefore, the sequence (b(k))∞k=0 is a Schauder basis forX(r, s, t) (see [13, Proposition 2.1]). Further, let x ∈ X(r, s, t)
be given. Then x¯ = L(x) ∈ X , where x¯ = (A¯(r, s, t))x. Thus, if (αk(x¯))∞k=0 is the sequence of coefficients of x¯ with respect to
the basis (a(k))∞k=0, then we have d(x¯, x¯(m))→ 0 (m →∞), where d denotes the metric on X and x¯(m) =
∑m
k=0 αk(x¯) a(k) for
allm ∈ N.
Now, let x(m) = ∑mk=0 αk(x¯) b(k) for all m ∈ N. Then, we have for every m ∈ N that L(x(m)) = ∑mk=0 αk(x¯) a(k) = x¯(m).
Therefore, we obtain by (3.2) that
d¯(x, x(m)) = d(L(x), L(x(m))) = d(x¯, x¯(m))→ 0 (m →∞).
Hence, the sequence x is uniquely represented by x =∑∞k=0 αk(x¯) b(k). This concludes the proof. 
Corollary 3.5. Let X be an FK space with AK and b(k) = (b(k)n )∞n=0 ∈ X(r, s, t) be defined for every fixed k ∈ N by
b(k)n =

0 ; (n < k),
(n ∈ N)
(−1)n−kD(s)n−krk/tn ; (n ≥ k).
(3.4)
Then, we have
(a) The sequence (b(k))∞k=0 is a Schauder basis for X(r, s, t) and every x ∈ X(r, s, t) has a unique representation x =
∑∞
k=0 x¯kb(k),
where x¯ = (A¯(r, s, t))x.
(b) Let Y = X ⊕ e and define the sequence b = (bn)∞n=0 ∈ Y (r, s, t) by
bn = 1tn
n−
j=0
(−1)n−jD(s)n−jrj; (n ∈ N).
Then, the sequence (b, b(0), b(1), b(2), . . .) is a Schauder basis for Y (r, s, t) and every y ∈ Y (r, s, t) has a unique
representation y = lb + ∑∞k=0(y¯k − l)b(k), where y¯ = (A¯(r, s, t))y and l is the uniquely determined complex number
such that y¯− le ∈ X.
Proof. It is clear that (A¯(r, s, t))b(k) = e(k) for all k and (A¯(r, s, t))b = e. Thus, part (a) follows from Theorem 3.4 and part
(b) is immediate by part (a). 
Remark 3.6. We may note that part (a) of Corollary 3.5 includes the finding of Schauder basis for the spaces c0(r, s, t) and
ℓp(r, s, t), where 1 ≤ p < ∞. Also, if we put X = c0 in part (b) of Corollary 3.5, then Y = c and so we get the basis
for c(r, s, t) and the unique representation x = lb +∑∞k=0(x¯k − l)b(k) of any x ∈ c(r, s, t), where x¯ = (A¯(r, s, t))x and
l = limk→∞ x¯k.
Finally, we conclude this section by the following corollary which is immediate by Theorem 3.1(b) and 3.4.
Corollary 3.7. If X is a normed sequence space with a Schauder basis, then the space X(r, s, t) is separable.
Remark 3.8. It is obvious by Example 2.1 that all of the known sequence spaces studied in [1–4,8,10,14,15,17–20,22,25] are
special cases of the space X(r, s, t) of generalized means for some particular sequences r , s and t . On the other hand, we
have c0(e, e, e) = cs0, c(e, e, e) = cs, ℓ∞(e, e, e) = bs and ℓ1(e, e(0) − e(1), e) = bv
4. The β-dual of the space X(r, s, t)
In this section, we determine the β-dual of the space X(r, s, t) of generalized means and wemay begin with quoting the
following lemmas which are needed in our study.
Lemma 4.1 ([13, Theorem 3.2; Remark 3.3 (a)]). Let X be an FK space with AK or X = ℓ∞, T a triangle and S be the inverse of
T . We write R = St for the transpose of S. Then, we have a ∈ (XT )β if and only if Ra ∈ Xβ and W ∈ (X, c0), where the matrix W
is defined by
wmk =

∞−
j=m
sjkaj ; (0 ≤ k ≤ m),
0 ; (k > m)
(4.1)
for all m, k ∈ N. Moreover, if a ∈ (XT )β then we have
∞−
k=0
akxk =
∞−
k=0
Rk(a)Tk(x) for all x = (xk) ∈ XT . (4.2)
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Lemma 4.2 ([7, Lemma 2.3]). Let T , S and R be as in Lemma 4.1. Then, we have a ∈ (cT )β if and only if Ra ∈ ℓ1 and W ∈ (c, c),
where W is the triangle defined by (4.1). Moreover, if a ∈ (cT )β then we have
∞−
k=0
akxk =
∞−
k=0
Rk(a)Tk(x)− η γ for all x = (xk) ∈ cT , (4.3)
where η = limk→∞ Tk(x) and γ = limm→∞(∑mk=0wmk).
Lemma 4.3 ([24, p. 4]).We have A ∈ (c, c) if and only if
sup
n
 ∞−
k=0
|ank|

<∞, (4.4)
lim
n→∞ ank exist for all k ∈ N,
lim
n→∞
 ∞−
k=0
ank

exists.
Lemma 4.4 ([24, pp.2–5]). Let 1 < p <∞ and q = p/(p− 1). Then, we have
(a) A ∈ (ℓp, c0) if and only if
lim
n→∞ ank = 0 for all k ∈ N, (4.5)
sup
n
 ∞−
k=0
|ank|q

<∞.
(b) A ∈ (ℓ1, c0) if and only if (4.5) holds and
sup
n,k
|ank| <∞.
(c) A ∈ (ℓ∞, c0) if and only if
lim
n→∞
 ∞−
k=0
|ank|

= 0.
(d) A ∈ (c0, c0) if and only if (4.4) and (4.5) hold.
Now, let us recall that the inverse of our triangle A¯(r, s, t) is the triangle defined by (2.3). Then, for any given a = (ak)∞k=0 ∈
w, we define the sequence a˜ = (a˜k)∞k=0 and the triangle A′ = (a′mk)∞m,k=0, which will frequently be used, as follows:
a˜k =
∞−
j=k
(−1)j−kD(s)j−krkaj/tj; (k ∈ N) (4.6)
and
a′mk =
∞−
j=m
(−1)j−kD(s)j−krkaj/tj; (0 ≤ k ≤ m, m ∈ N) (4.7)
provided the series on the right hand sides converge for all k,m ∈ N.
With the notations of (4.6) and (4.7), we have the following results:
Theorem 4.5. Let X be an FK space with AK or X = ℓ∞. Then, we have a ∈ (X(r, s, t))β if and only if
∞−
j=k
(−1)j−kD(s)j−kaj/tj converge for all k ∈ N, (4.8)
a˜ = (a˜k) ∈ Xβ , (4.9)
A′ ∈ (X, c0). (4.10)
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Furthermore, if a ∈ (X(r, s, t))β then we have
∞−
k=0
akxk =
∞−
k=0
a˜kx¯k (4.11)
for all x = (xk) ∈ X(r, s, t) with x¯ = (A¯(r, s, t))x.
Proof. Suppose that a ∈ (X(r, s, t))β . Then ax ∈ cs for all x ∈ X(r, s, t). Thus, we have for every fixed k ∈ N that ab(k) ∈ cs,
where b(k) ∈ X(r, s, t) is the sequence defined by (3.4) for each k ∈ N. This shows that (4.8) holds. Therefore, it follows by
(4.6) and (4.7) that the sequence a˜ = (a˜k) and the triangle A′ = (a′mk) are well-defined. This leads us with Lemma 4.1 to the
consequence that (4.9) and (4.10) hold.
Conversely, if the conditions (4.8)–(4.10) hold, then we deduce by Lemma 4.1 that a ∈ (X(r, s, t))β .
Finally, if a ∈ (X(r, s, t))β then we get (4.11) from (4.2). This completes the proof. 
Theorem 4.6. We have a ∈ (c(r, s, t))β if and only if (4.8) holds and
a˜ = (a˜k) ∈ ℓ1, (4.12)
sup
m

m−
k=0
|a′mk|

<∞, (4.13)
lim
m→∞

m−
k=0
a′mk

= α. (4.14)
Furthermore, if a ∈ (c(r, s, t))β then we have
∞−
k=0
akxk =
∞−
k=0
a˜kx¯k − lα (4.15)
for all x = (xk) ∈ c(r, s, t) with x¯ = (A¯(r, s, t))x and l = limk→∞ x¯k.
Proof. By following the same technique used in the proof of Theorem 4.5 with Lemma 4.2 instead of Lemma 4.1, we obtain
that a ∈ (c(r, s, t))β if and only if (4.8) and (4.12) hold and A′ ∈ (c, c), where A′ = (a′mk) is the triangle defined by (4.7).
Further, it follows by Lemma 4.3 that A′ ∈ (c, c) if and only if (4.13) and (4.14) hold and
lim
m→∞ a
′
mk exist for all k ∈ N. (4.16)
On the other hand, let k ∈ N be given. For everym > k, we derive from (4.6) and (4.7) that
a˜k −
m−1−
j=k
(−1)j−kD(s)j−krkaj/tj = a′mk. (4.17)
Also, it is obvious by (4.8) that
lim
m→∞

m−1−
j=k
(−1)j−kD(s)j−krkaj/tj

= a˜k; (k ∈ N).
Therefore, we obtain by (4.17) that
lim
m→∞ a
′
mk = 0; (k ∈ N). (4.18)
This just shows that (4.16) is redundant which concludes the proof, since (4.15) is immediate by (4.3). 
Finally, by taking into account that (4.8) implies (4.18), we end this section with the following corollaries:
Corollary 4.7. Let 1 < p <∞ and q = p/(p− 1). Then, we have
(a) a ∈ (ℓp(r, s, t))β if and only if (4.8) holds and
a˜ = (a˜k) ∈ ℓq,
sup
m

m−
k=0
|a′mk|q

<∞.
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(b) a ∈ (ℓ1(r, s, t))β if and only if (4.8) holds and
a˜ = (a˜k) ∈ ℓ∞,
sup
m

max
0≤k≤m
|a′mk|

<∞.
(c) a ∈ (ℓ∞(r, s, t))β if and only if (4.8) and (4.12) hold and
lim
m→∞

m−
k=0
|a′mk|

= 0.
(d) a ∈ (c0(r, s, t))β if and only if (4.8), (4.12) and (4.13) hold.
Proof. This follows from Theorem 4.5 by using Lemma 4.4. 
Corollary 4.8. Let X be a BK space with AK . Then, we have a ∈ (X(r, s, t))β if and only if (4.8) and (4.9) hold and
sup
m
‖A′m‖∗X <∞,
where A′m = (a′m0, a′m1, . . . , a′mm, 0, 0, . . .) for every m ∈ N.
Proof. This is immediate by Theorem 4.5 and [14, Proposition 3.2]. 
5. Matrix mappings on the spaces of generalized means
In this final section, we characterize some matrix classes concerning the spaces of generalized means.
For an infinite matrix A = (ank)∞n,k=0, we assume that
∞−
j=k
(−1)j−kD(s)j−kanj/tj converge for all n, k ∈ N. (5.1)
Then, we define the associated matrix A˜ = (a˜nk)∞n,k=0 by
a˜nk =
∞−
j=k
(−1)j−kD(s)j−krkanj/tj; (n, k ∈ N). (5.2)
Also, for each n ∈ N, we define the triangle A(n) = (a(n)mk)∞m,k=0 by
a(n)mk =
∞−
j=m
(−1)j−kD(s)j−krkanj/tj; (0 ≤ k ≤ m, m ∈ N). (5.3)
With the above notations, we have the following results on matrix transformations (see [13, Theorem 3.4; Remark 3.5]).
Theorem 5.1. Let X be an FK space with AK or X = ℓ∞, X¯ = X(r, s, t) and Y a sequence space. Then, we have A ∈ (X¯, Y ) if
and only if (5.1) holds, A˜ ∈ (X, Y ) and A(n) ∈ (X, c0) for all n ∈ N. Moreover, if A ∈ (X¯, Y ) then we have
∞−
k=0
ankxk =
∞−
k=0
a˜nkx¯k; (n ∈ N) (5.4)
for all x = (xk) ∈ X¯ with x¯ = (A¯(r, s, t))x.
Proof. Suppose that A ∈ (X¯, Y ). Then An ∈ X¯β for all n ∈ N. Thus, it follows by Theorem 4.5 that (5.1) holds, A˜n ∈ Xβ and
A(n) ∈ (X, c0) for all n ∈ N. Further, since An ∈ X¯β for all n ∈ N, we have by (4.11) that the equality (5.4) holds for every
x ∈ X¯ with x¯ = (A¯(r, s, t))x.
Now, let x¯ = (x¯k) ∈ X be given and let us define the sequence x = (xk) by (2.4). Then x¯ = (A¯(r, s, t))x and so x ∈ X¯ .
Therefore, we obtain by (5.4) that Ax = A˜x¯. This leads us with the assumption to the consequence that A˜x¯ ∈ Y for all x¯ ∈ X
and hence A˜ ∈ (X, Y ), since A˜n ∈ Xβ for all n ∈ N (as we have already shown).
Conversely, suppose that (5.1) holds, A˜ ∈ (X, Y ) and A(n) ∈ (X, c0) for all n ∈ N. Since A˜ ∈ (X, Y ) implies A˜n ∈ Xβ(n ∈ N),
we deduce from Theorem 4.5 that An ∈ X¯β for all n ∈ N and so the equality (5.4) holds for all sequences x ∈ X¯ and x¯ ∈ X
which are connected by the relation x¯ = (A¯(r, s, t))x. Further, since A˜x¯ ∈ Y for all x¯ ∈ X , we obtain by (5.4) that Ax ∈ Y for
all x ∈ X¯ . Hence A ∈ (X¯, Y ) and this completes the proof. 
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Theorem 5.2. Let Y be a sequence space and c¯ = c(r, s, t). Then, we have A ∈ (c¯, Y ) if and only if (5.1) holds, A˜ ∈ (c0, Y ) and
sup
m

m−
k=0
a(n)mk

<∞ for every n ∈ N, (5.5)
lim
m→∞

m−
k=0
a(n)mk

= αn for all n ∈ N, (5.6) ∞−
k=0
a˜nk − αn
∞
n=0
∈ Y . (5.7)
Moreover, if A ∈ (c¯, Y ) then we have
∞−
k=0
ankxk =
∞−
k=0
a˜nkx¯k − lαn; (n ∈ N) (5.8)
for all x = (xk) ∈ c¯ with x¯ = (A¯(r, s, t))x and l = limk→∞ x¯k.
Proof. Assume that A ∈ (c¯, Y ). Then, we have A ∈ (c¯0, Y ), where c¯0 = c0(r, s, t), and hence (5.1) holds and A˜ ∈ (c0, Y )
by Theorem 5.1. Further, we have by the assumption that An ∈ (c¯)β for all n ∈ N. Thus, we deduce by Theorem 4.6 that
(5.5) and (5.6) hold and the equality (5.8) holds for every x ∈ c¯ with x¯ ∈ c such that x¯ = (A¯(r, s, t))x and l = limk→∞ x¯k.
Furthermore, let us rewrite (5.8) as follows
∞−
k=0
ankxk =
∞−
k=0
a˜nk(x¯k − l)+ l
 ∞−
k=0
a˜nk − αn

; (n ∈ N). (5.9)
Then, it is immediate by (5.9) that (5.7) holds, since A ∈ (c¯, Y ) and A˜ ∈ (c0, Y ).
Conversely, suppose that (5.1) and (5.5)–(5.7) hold and A˜ ∈ (c0, Y ). Since A˜ ∈ (c0, Y ) implies A˜n ∈ ℓ1 = cβ0 (n ∈ N),
we deduce from (5.1), (5.5) and (5.6) and Theorem 4.6 that An ∈ (c¯)β(n ∈ N) and so the equality (5.8) holds which can be
written as in (5.9) for all x ∈ c¯ with x¯ ∈ c such that x¯ = (A¯(r, s, t))x and l = limk→∞ x¯k. Therefore, by combining (5.7) and
A˜ ∈ (c0, Y ), we obtain by (5.9) that Ax ∈ Y for all x ∈ c¯ and hence A ∈ (c¯, Y ). This concludes the proof. 
Now, to prove our next results, we need the following lemma which is immediate by Propositions 3.2, and 3.3 of [14].
Lemma 5.3. Let X be a BK space with AK . Then, we have
(a) A ∈ (X, ℓ∞) if and only if
sup
n
‖An‖∗X <∞. (5.10)
(b) A ∈ (X, c) if and only if (5.10) holds and
lim
n→∞ ank exist for all k ∈ N.
(c) A ∈ (X, c0) if and only if (5.10) holds and
lim
n→∞ ank = 0 for all k ∈ N.
(d) A ∈ (X, ℓ1) if and only if
sup
N∈F
−
n∈N
An

∗
X
<∞,
where F denotes the collection of all nonempty and finite subsets of N.
Now, suppose that (5.1) holds and let n, k ∈ N be given. For everym > k, we derive from (5.2) and (5.3) that
a˜nk −
m−1−
j=k
(−1)j−kD(s)j−krkanj/tj = a(n)mk
and since
lim
m→∞

m−1−
j=k
(−1)j−kD(s)j−krkanj/tj

= a˜nk; (n, k ∈ N)
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by (5.1), we deduce from the above equality that
lim
m→∞ a
(n)
mk = 0; (n, k ∈ N). (5.11)
Therefore, by using the fact that (5.1) implies (5.11), we have the following results:
Corollary 5.4. Let X be a BK space with AK and X¯ = X(r, s, t). Then, we have
(a) A ∈ (X¯, ℓ∞) if and only if (5.1) holds and
sup
n
‖A˜n‖∗X <∞, (5.12)
sup
m
A(n)m ∗X <∞ for every n ∈ N, (5.13)
where A(n)m = (a(n)m0, a(n)m1, . . . , a(n)mm, 0, 0, . . .) for all m, n ∈ N.
(b) A ∈ (X¯, c) if and only if (5.1), (5.12) and (5.13) hold and
lim
n→∞ a˜nk = α˜k for all k ∈ N. (5.14)
Furthermore, if A ∈ (X¯, c) then we have
lim
n→∞ An(x) =
∞−
k=0
α˜kx¯k (5.15)
for all x ∈ X¯ with x¯ = (A¯(r, s, t))x.
(c) A ∈ (X¯, c0) if and only if (5.1), (5.12) and (5.13) hold and
lim
n→∞ a˜nk = 0 for all k ∈ N. (5.16)
(d) A ∈ (X¯, ℓ1) if and only if (5.1) and (5.13) hold and
sup
N∈F
−
n∈N
A˜n

∗
X
<∞.
Proof. This result is immediate by Theorem 5.1 and Lemma 5.3. 
Remark 5.5. In the special case of Corollary 5.4 when X is any of the spaces c0 or ℓp(1 ≤ p < ∞), we may use Lemma 1.1
for the formula ‖ · ‖∗X . For example, if X = ℓ1 then condition (5.13) reduces to
sup
m

max
0≤k≤m
a(n)mk <∞ for every n ∈ N.
Remark 5.6. The characterizations of matrix mappings between the classical sequence spaces will be used in proving our
next results. But for brevity, we shall not mention these characterizations which can be found in [24, pp.2–9]
Now, by combining Theorems 5.1 and 5.2 with the results of [24], we deduce the following corollaries which can be
proved similarly.
Corollary 5.7. Let ℓ¯∞ = ℓ∞(r, s, t). Then, we have
(a) A ∈ (ℓ¯∞, ℓ∞) if and only if (5.1) holds and
sup
n
 ∞−
k=0
|a˜nk|

<∞, (5.17)
lim
m→∞

m−
k=0
a(n)mk

= 0 for all n ∈ N. (5.18)
(b) A ∈ (ℓ¯∞, c) if and only if (5.1), (5.14), (5.17) and (5.18) hold and
lim
n→∞
 ∞−
k=0
|a˜nk − α˜k|

= 0.
Furthermore, if A ∈ (ℓ¯∞, c) then (5.15) holds for every x ∈ ℓ¯∞ with x¯ = (A¯(r, s, t))x.
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(c) A ∈ (ℓ¯∞, c0) if and only if (5.1) and (5.18) hold and
lim
n→∞
 ∞−
k=0
|a˜nk|

= 0.
(d) Let 1 ≤ p <∞. Then A ∈ (ℓ¯∞, ℓp) if and only if (5.1) and (5.18) hold and
sup
K∈F
 ∞−
n=0
−
k∈K
a˜nk

p
<∞. (5.19)
Corollary 5.8. Let c¯ = c(r, s, t). Then, we have
(a) A ∈ (c¯, ℓ∞) if and only if (5.1), (5.5), (5.6) and (5.17) hold and
sup
n
 ∞−
k=0
a˜nk − αn
 <∞.
(b) A ∈ (c¯, c) if and only if (5.1), (5.5), (5.6), (5.14) and (5.17) hold and
lim
n→∞
 ∞−
k=0
a˜nk − αn

= a.
Furthermore, if A ∈ (c¯, c) then we have
lim
n→∞ An(x) =
∞−
k=0
α˜k(x¯k − l)+ la
for all x ∈ c¯ with x¯ = (A¯(r, s, t))x and l = limk→∞ x¯k.
(c) A ∈ (c¯, c0) if and only if (5.1), (5.5), (5.6), (5.16) and (5.17) hold and
lim
n→∞
 ∞−
k=0
a˜nk − αn

= 0.
(d) Let 1 ≤ p <∞. Then, we have A ∈ (c¯, ℓp) if and only if (5.1), (5.5), (5.6) and (5.19) hold and
∞−
n=0
 ∞−
k=0
a˜nk − αn

p
<∞.
Corollary 5.9. Let 1 ≤ p <∞ and c¯0 = c0(r, s, t). Then, we have A ∈ (c¯0, ℓp) if and only if (5.1), (5.5) and (5.19) hold.
Corollary 5.10. Let 1 ≤ p <∞ and ℓ¯1 = ℓ1(r, s, t). Then, we have A ∈ (ℓ¯1, ℓp) if and only if (5.1) holds and
sup
k
 ∞−
n=0
|a˜nk|p

<∞,
sup
m

max
0≤k≤m
a(n)mk <∞ for every n ∈ N.
Remark 5.11. It is worth mentioning that the special case p = 1 of Corollaries 5.9 and 5.10 can equivalently be obtained
from Corollary 5.4 (d).
Now, let 1 < p < ∞ and X, Y ∈ {c0, c, ℓ∞, ℓ1, ℓp} except the case X = Y = ℓp. Also, let X¯ = X(r, s, t) and
Y¯ = Y (λ, µ, ν), where r, t, λ, ν ∈ U and s, µ ∈ Uo. Then, we have the following result which is immediate by Lemma 1.2.
Corollary 5.12. Let A = (ank) be an infinite matrix and define the matrix B = (bnk) by
bnk = 1
λn
n−
j=0
µn−jνjajk; (n, k ∈ N).
Then, the necessary and sufficient conditions in order that A ∈ (X¯, Y¯ ) are obtained from the respective one in Corollaries 5.4 and
5.7–5.10 by replacing the entries of the matrix A by those of the matrix B.
Finally, we conclude our work by expressing from now on that the next paper is to study the difference space X¯(∆) and
is to characterize some classes of compact operators on the spaces X¯ and X¯(∆), where X¯ = X(r, s, t).
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