Abstract-The problem of designing a class of linear antenna arrays with broad nulls against interfering sign& Of variable direction of qrival is considered. The problem is formulated in an appropriate signal space selected for an efficient representation of array signals of specified angular occupancy. The array-weight vector is then chosen to be orthogonal to this space. The approach is seen to yield a min-max array in a sense to be defiied in this paper. The application of such arrays to maintain the beamshape of an adaptive antenna array is also illustrated.
This need often arises when there is an interfering signal whose direction of arrival varies slightly with time and where a comparatively sharp null would require continuous "steering" for obtaining a reasonable value for the signal-to-interference ratio. Finally, this concept of "arrays with broad nulls" can also be used effectively in adaptive null steering. For this the array gain to the signal of interest is made insensitive to wavefront fluctuations and random-array errors. This paper considers a general approach and its theory for the placement of broad nulls with linear arrays.
A CLASS OF ARRAY SIGNAL SEQUENCES FROM A
FINITE ANGULAR SECTOR Consider a linear array with spacing d. It is convenient to consider the variable u = sin 0 instead of 0 for bearing. The variable u will be interpreted as a normalized (with respect to the sampling interval D = 2d/X) spatial-frequency variable in the following treatment. A signal vector a = (a l , a 2 , e--, Q,) incident on the elements of the array at any instant may be said to provide spatial samples of the environment. Without loss of generality the signal sequence "a" is assumed to be real and caused by a continuum of independent sources distributed around the array. In analogy with the rms bandwidth of time domain signals we define the rms angular spread (AS), in terms of the variable u, of the array-signal sequence Q = (al, a 2 , -. , a n )by The author is with the Department of Electrical Engineering, Indian Institute of Technology, New Delhi-110029, India.
Using the analogy between time-domain and spatial domain signals the voltages induced across the array aperture by an arbitrary wavefront are analogous to an arbitrary sampled waveform a(t). Gabor has defined the bandwidth of a(t) as and (1) is simply a discrete version of this. The frequency of a timedomain signal is sgous to the "spatial frequency" or bearing. Thus the analog of bandwidth is the angular spread of the incident wavefront. where R n is the Euclidean n-space. This can also be written in the form 
We now summarize some known facts about the efficient representation of the above class via an appropriate signal space, which will be utilized in the subsequent sections. Since a E R n , it is obvious that the space spanned by any set of n orthogonal vectors { & , i = 1, n} inRn will represect the class B completley. Consider, however, the problem of efficiently representing the entire class 8 of array sequences by an rndimensional subspace $ m of R n , m < n, such that for a given value of rn, a m contains the largest possible fraction of signals of class 8 over all m-dimensional subspaces. It is possible to obtain such an efficient representation by making use of the properties of the signals belonging to class 8 [51.
Let us define The problem Of finding a good Set Of m basis signals (sequences) can now be stated as that of finding the subspace Qrn which has the minimum deviation (as defined in (4) (6) with eigenvalues (6a) arranged in an ascending order. The extremal subspace for the class 8 is the space spanned by the first m eignevectors of G, i.e., those corresponding to the m smallest eigenvalues. Also, 
It may be noted that for 4n 2 B 2 < h l the class B is empty.
111. DESIGN OF A LINEAR ARRAY WITH BROADSIDE NULL Now consider the problem of placing a null on the broadside of a linear array of n elements so as to reject all signal sequences of class 8 by choosing an appropriate set of array weights {x1, x2,
--e, X,}, keeping the area under the power pattern of the array constant. If the desired signal comes from a direction, which is distributed uniformly over [ -1 < u < 1], the requirement of constant area reduces to a norm constraint on the array-weighting vector x = {x l ,x 2 , -,x n }:
The output of the array is given by the dot product (9) where Q = (a l , a 2 , -. , Q,} is the signal-sequence incident on the array. It is clear that if we choose the weight vector x such that it is orthogonal to the space of sequences of class B, then all such input sequences will yield an identically zero output. To do this, however, it is necessary to select a subspace a m of R n , which contains the largest fraction of the signals belonging to the. class 8 for a given value of m < n, and then to choose a filter-weight vector x which is orthogonal to a m . The choice of the value of m will be taken up later in this section.
A precise statement of the problem of the optimum (worst case) array design for rejection of signals of class B can, there-2 = max oGB aCR n (10) as the output corresponding to the worst case signal Q E 8, which is not completely contained in a m for a given choice of x and am . The problem now is that of selecting the parameters {a r n, x, x 1 a m } such that z is minimized subject to the constraint (8).
Stated in this form the problem can easily be solved by noting that Z, as defined in (lo), can be identified as the Kolmogorov deviation of the signals of class g and the subspace a m . The solution therefore lies, as observed in the previous section, in choosing a m = ^m, where \k m is the space spanned by the m eigenvectors corresponding to the m smallest eigenvalues h l < h 2 < -X m < 4N2B 2 of the operator G defining the class g of essentially "angular band limited" signals, where G is given in (2a). Also, it follows that the optimum-weighting vector x Opt is X opt = $m+1 9
where $ m+ l is the (m f 1)th eigenvector of G which is normalized to satisfy (8).
Furthermore, the squared distance of the worst case signal of class B from ty m as given by (7) may, by virtue of (3), also be interpreted as the power appearing at the output of the filter (11) corresponding to the worst case signal at the input. This enables us to write an expression for the "worst case" average signal-to-interference ratio for a given value of m as = -10logd m 2 (B),
where d m 2 (8) is given by (7), and where the above mentioned averaging is with respect to the signal direction (-1 <u < 1).
We now summarize some of the interesting features of this class of optimum arrays. 1) First, it is easy to verify that the matrix G defining the class of "angular" bandlimited signals as in (2) is nonnegative definite with rank (n -1). The smallest eigenvalue is therefore zero, and the corresponding eigenvector has the form {x, x, -, x}, thus representing a sequence arriving from broadside. This satisfies the requirement that the use of any eigenvector I) m of G, m > 2, will yield an array having a null in the broadside direction. Also, the worst case signal-to-interference ratio is modified to
2) Coming next to the selection of a suitable value for m, it is obvious from (12) that for any given value of B the optimum worst case performance (when the spatial distribution of interfering sources around broadside is unknown) in the global sense will be achieved with m = n -1 and thus *opt (13) Table I summarizes some properties of signal sequences of class 8 for n = 3, 4, and 6 in terms of the eigenvalues and eigenvectors of the matrix G. The quantities B i in the table are given by B i = X iG /27r, where the A i are the eigenvalues of G. First, it is seen that for all values of n the smallest eigenvalue of G is zero and the corresponding eigenvector is the identity sequence (1, 1, -, 1) with an appropriate scaling factor, a consequence of the fact that the rank of G is (n -1). Next, as an illustration of the discussion regarding the efficient representation of sequences of class 8 consider the values shown in Table I for n = 4. It can be stated that all sequences of length 4, with rms angular bandwidth (in the variable "U") less than or equal to 0.122, may be represented quite well in terms of the eigenvectors ^j 1 and G 2 . Although a small fraction of such sequences will not be completely contained in the space spanned by (I) l , \jj 2 ) this choice of basis vectors minimizes the maximum deviation of any sequences of rms angular bandwidth d 0.122 over all two-dimensional spaces.
N. EXAMPLES AND NUMERICAL RESULTS

A. Sequences of Class 8
In general, the B i indicate the nns angular bandwidths of sequences of a given length, which can be represented adequately by the space spanned by ($1, $ z , -, Qi) in the sense described above. Finally, it is seen that X,,, approaches the value 4.0 as n + w. Since A max can also be interpreted as the maximum value of the quadratic forms ratio a T Ga/a T a it follows that all discrete spatial sequences sampled by linear array at the Nyquist rate or above have an rms angular spread less than or equal to aa,/2n = l/n (of the spatial-sampling frequency) in the sense of this paper.
B. Linear-Array Radiation Patterns with Broadside Nulls
Continuing now with our discussion of linear arrays, Fig. 1 shows the radiation pattern for n = 10 with uniform spacing (=h/2) between elements and with two different eigenvectors of G as the weights of the array. The pattern of a ten-element array with the weight vector ^I would be that of a conventional cophasal array used to receive signals from the broadside. It is seen that the choice of $4 for the weights yields a radiation pattern with a broadside null Tith the reosponse being well below 20 dB over the sector -8 < 8 < 8 (Fig. l(a) ). The pattern corresponding to G8 shown in Fig. l(b) has a much wider null and will reject most signals coming from a sector -15O <8< 15O.
It is interesting to note here that a wider choice for the values of Bi in the range 0 < B i < l /a, and hence for the null sectors of linear arrays, is achieved for higher values of n. This is obviously due to the larger number of degrees of freedom available for the design. Some of the radiation patterns have a large number of sharp nulls which may be undesirable in some applications. A nonuniform linear array may be employed under these conditions.
The above discussion may be summed up in the form of a possible design procedure as follows: once a value of n has been selected from practical and system considerations a reasonable choice of the array weights is given by x O pt = $, + l such that B, <B <B m+l , where B is the specified maximum null sector around the broadside. The corresponding worst case signal-to-interference ratio is given by (13). If this value does not meet the specifications or if the corresponding radiation pattern has objectionable nulls elsewhere, an eigenvector $i,j> m + 1, may be appropriately chosen.
C. Application to Adaptive Arrays
Over recent years the constrained least-mean-square approach to adaptive arrays (Frost [71) has received wide attention. In this approach the weights of the array are adjusted so as to minimize its total output power while maintaining a constant unity gain in a specified look direction. The mathematical statement of the problem is minimize X * RX (total output power) subject to
where x is the array-weight vector, R is the covariance matrix of the signals appearing at the array elements, and C is the steering vector defining the look direction. The solution of this problem, viz., is, however, very sensitive to deviations of the actual signal direction from that specified by C and to various random errors in the array parameters [81.
It is therefore desirable to constrain the main-beam response of an adaptive array so as to avoid steering nulls to signals in the main beam (or a part thereof) while still maintaining a constant gain in the desired (or expected) look direction.
An interesting method of applying such constraints to an adaptive array using a "preprocessor" has been proposed recently by Applebaum [91 and is schematically shown in Fig.  2 . In this configuration two beams are formed following the beam-steering phase shifters (or delay lines). One has fixed weights chosen to form the desired quiescent pattern, e.g., a uniformly weighted cophasal pattern as shown in the figure, working on input signals that are obtained by fixed elementto-element subtraction.
A more general form of this method has also been proposed by Griffiths. In this the element-toelement subtraction in the second beam is replaced by a more general preprocessor specified by a matrix X, to obtain a new signal vector a' given by
As in Applebaum's method the purpose of the preprocessor is to block th'e desired signal from appearing in the second beam. This is achieved if
where x pi T is the ith row of the matrix X p T . The signal vector a' is now processed by an adaptive hear combiner with weight vector x A whose output is subtracted from the conventional beam output.
The greater flexibility of this approach arises from the fact that additional constraints can be built into the matrix X p T (via an appropriate choice of its rows) if desired. The steadystate solution for the composite weight applied to the input vector Q now satisfies the relation [91
where g is the gain factor. For large g (21) can be seen to approach [91 asin(18) . Now consider the question of choosing a spatial filtering matrix X, which maintains the beam shape of the adaptive array to reduce its sensitivity to the specification of the exact look direction and/or weight errors. The method proposed here selects the rows x pi T of the matrix X p T such that the auxiliary or adaptive channel presents sufficiently broad nulls around the look direction in addition to satisfying (20) . In terms of the theory of broad null formation considered earlier in this paper, for a given order k of the matrix nX k,k groups of N(=n -k) adjacent elements of the array are to be combined together to implement the auxiliary processor yielding the k-dimensional signal vector a'. It is convenient to select x pi T as the right-shifted versions of a basic weight vector $, as given in Table I , augmented by an appropriate number of zeros. For example, for N = 3, the two possible choices for X p T for an eight-element array are corresponding to the choice of $ 2 and $ 3 , respectively, from Table I (N = 3). The choice of .X p3 , however, is expected to be more effective in view of the broader null ( Fig. l(b) ) due to the weight vector $3. Some results of using this technique in adaptive arrays are shown in Fig. 3 , which gives the adapted radiation pattern (i.e., steady-state patterns obtained after 50 iterations of a stochastic gradient algorithm) of an eight-element linear array with h/2 spacing. In each case the environment consists of a @dB signal in the main beam which is offset from the broadside by 5O and a 20-dB interference at -30' from the broadside. The three figures illustrate three cases with N = 2, 3, and 4 for the corresponding choice of the weight vectors as G 2 ( N = 2), $ 3 (N = 3), and $ 4 (N = 4), respectively, in the spatial filtering matrix X p T . The tendency of steering a null within the main beam is seen to be prevented in each case, particularly for cases with N = 3 and 4.
It should be noted that such preadaption spatial filtering does not impose any dynamic range problems on the adaptive system. Also the constraints are applied at the "front end." However, it requires the implementation of multiple beams, which may be costly. Furthermore, the larger the value of N (chosen possibly for more effective main-beam shape control), the smaller will be the degrees of freedom available for steering nulls towards the interferences. Finally, null steering in all these directions where the spatial filtering matrix itself has nulls can be effected by an appropriate choice of the fixedchannel weights to have low response in these directions.
V. CONCLUSION
The problem of designing a linear array with broad nulls has been formulated as that of selecting an array-weight vector which is orthogonal to an appropriately constructed space of signal sequences with specified angular occupancy. Although broadside nulls have been considered these can be steered in any direction via an appropriate set of steering-delay lines. Application of the theory to maintain the main beam shape of an adaptive antenna array has been illustrated experimentally. 
