We study continuous-state continuous-time optimal control problems where the trajectories of the system are constrained on a network. We introduce a notion of weak solution for the corresponding Hamilton-Jacobi-Bellman equation and we prove that the value function is the unique solution.
INTRODUCTION
Systems taking the form of networks abound in the world. Examples include information networks (internet, www, social networks, email exchange), economical networks (business relation between companies, postal delivery and traffic routes), biological networks (neural networks, food web, blood vessel, transmission of sexual diseases), etc. In the recent years an increasing literature has been devoted to model a network as a suitable directed graph, where each edge is characterized by a suitable differential-type equation describing the instantaneous uploaded/downloaded/relayed traffic flows, and each queueequipped node introduces a boundary condition (i.e., a constraint) reflecting the locally acquired context and content information. From a mathematical point of view the previous approach requires to impose at each node boundary/compatibility conditions, which are boundary data for the corresponding ODE/PDE along the associated edge (see Pokornyi and Borovskikh (2004) ). In this paper we consider optimal control problems on networks, i.e. problems where the trajectories of the controlled system are constrained to remain on a network. A typical example is the minimum time problem, i.e. the problem to finding the shortest path between a given initial position and a target (problem of this type are studied in graph theory, but giving a fixed value to each edge). We introduce a controlled differential system on each edge of the network and we define a cost functional on the trajectories of the system. By the Dynamic Programming method the corresponding value functions solves a PDE of Hamilton-Jacobi-Bellman (HJB) type on each edge. Whereas at boundary nodes, i.e. the nodes connected to a single edge, we impose a boundary condition (Dirichlet, Neumann, etc.) , at the interior nodes, i.e. the nodes connected to more than one edges, no particular condition is imposed except that the value function be a solution of an HJB equation. In this respect, our approach is rather different from the traffic flow models where a condition independent of the equation is imposed at each node. An important point is to suitably define weak solutions of the first order PDEs on this network. It is well known that for HJB equations in an open set the correct concept of solution is the viscosity solution one (see Bardi and Capuzzo-Dolcetta (1997) ). The difficulties in order to introduce a definition of viscosity solutions are of two types: the definition of solution at the interior nodes and the dependence of the control set on the state variable. For the former, we use a class of test functions which are regular inside an edge and satisfy an appropriate Dini differentiability property in the direction of the edges entering a node. For the latter, taking into account that the map associating to each point of the network the corresponding admissible control set is discontinuous, we introduce a controllability assumption which guarantees the upper semi-continuity of the Hamiltonian. The main results of the paper are the continuity of the value function of the optimal control problem and a comparison theorem characterizing the value function as the unique solution of the network of HJB equations with state constraints boundary data. We conclude observing that to our knowledge there is no paper considering optimal control problem and HJB equations on a network. The results of Frankowska and Plaskacz (2000) do apply to some closed sets with empty interior, but not to networks with cross-points (except in very particular cases).
DEFINITIONS AND BASIC ASSUMPTIONS
We consider a planar network with a finite number of edges and vertices. A network in R 2 is a pair (V, E) where i) V is a finite subset of R 2 whose elements are said vertices ii) E is a finite set of regular arcs of R 2 crossing transversally, said edges, whose extrema are elements of V.
We say that a vertex belongs to ∂V (resp., int(V)) if there is only one (resp., more than one) edge connected to it. We denote by G the union of all the edges in E and all the vertices in V. We denote by G the set G\∂V.
Except when explicitly mentioned, we focus for simplicity on the model case of a star-shaped network with N straight edges, N > 1, i.e.
where (e j ) j=1,...,N is a set of unit vectors in R 2 s.t. e j = e k if j = k. Note that e j = −e k is possible. Then, ∂V = {e j , j = 1, . . . , N } and int(V) = {O}. We will use the notation ∂G ≡ ∂V.
For any x ∈ G, we denote by T x (G) ⊂ R 2 the set of the tangent directions to the network, i.e.
The optimal control problem
We introduce the optimal control problem on G. We start by making some assumptions on the structure of the problem. Call B the closed unit ball of R 2 centered at O. Take for A a compact set of R 2 and continuous functions f :
(2) The previous assumptions implies that there exists M > 0 such that
For x ∈ G, we consider the dynamical system ẏ(t; x, α) = f (y(t; x, α), α(t)), t > 0,
Denoting by A the class of the control laws, i.e. the set of measurable functions from [0, +∞) to A, we introduce the subset A x ⊂ A of the admissible control laws, i.e. the control laws for which the dynamics (4) is constrained on the network G: A x = {α ∈ A : y(t; x, α) ∈ G, ∀t > 0}. and we assume that A x is not empty for any x ∈ G.
(5) For λ > 0, we consider the cost functional
The value function of the constrained control problem on the network is
Assumption (5) and the assumptions on f , are enough for the dynamic programming principle:
v(x) = inf α∈Ax t 0 (y(s; x, α))e −λs ds + e −λt v(y(t; x, α)) .
The proof is standard along the arguments in Propositions III.2.5 or IV.5.5 in Bardi and Capuzzo-Dolcetta (1997) .
Continuity of the value function
We introduce some assumptions in order to guarantee the continuity of the value function. We define for x ∈ G,
We assume that there exist non empty closed subsets A j of A, j = 1, . . . , N , such that
Moreover we assume that For all x ∈ G\{O}, there exists τ > 0 such that
for some constants ζ j > 0 and ζ j > 0, j = 1, . . . , N where co(F ) stands for the closed convex hull of F . Remark 2.1. Assumption (7) says that the set of admissible control laws contains locally constant function (for t small). The assumption in (8) at the vertices in ∂V tells us that there exist controls which make the trajectory enter G; this assumption is classical in the context of state constrained problems. Assumption (10) says that for small durations, an admissible control law at x cannot take values outside A x (except maybe on a negligeable set of times). Assumption (11) implies controllability near O. Example 2.1. Take for A the unit ball of R 2 and f (x, a) = g(x)a where g : B → R is a Lipschitz continuous positive function: we can see that all the assumptions above are satisfied. In particular, let us show that Assumption (10) holds in the present case: take x ∈ G\{O}, for example x ∈ J 1 and α ∈ A x . With M as in (3), take τ x = |x|/(2M ). It is easy to see that
Take for A the unit ball of R 2 ; let ζ : R → R + be a 2πperiodic and continuous function such that ζ(θ j ) = ζ j and ζ(−θ j ) = ζ j , j = 1, . . . , N ; Choose f (x, a) = g(x)ζ(θ)a where a = |a|(cos θ, sin θ) and g : B → R is a Lipschitz continuous positive function. We can see that all the assumptions above are satisfied. Example 2.3. Choose N unit vectors (e j ) j=1,...,N and 2N positive numbers ζ j , ζ j as in Example 2.2.
where g : B → R is a Lipschitz continuous positive function. We can see that all the assumptions above are satisfied. Proposition 2.1. Under the assumptions above, the value function is continuous on G.
Proof. For the continuity at x ∈ ∂V, we refer to Bardi and Capuzzo-Dolcetta (1997) , proof of Theorem 5.2, page 274.
We are going to study the continuity of the value function at x ∈ G. From the controllability assumption (11) and from (1), there exists a positive number r 0 and a constant C such that for all
For all ε > 0 small enough, we define
we can assume that x ∈ J 1 and that |x| > r 0 /2. Then for z close enough to x, z belongs to J 1 . We take z ∈ J 1 such that |x − z| ≤ ρ ε . Therefore, the control α is also admissible for z at least for a finite duration, (the first time T when y(t; x, α) or y(t; z, α) hits O or e 1 , if it exists). For brevity, we will only discuss the case when y(T ; x, α) = O or y(T ; z, α) = O, if T exists. The other cases y(T ; x, α) = e 1 or y(T ; z, α) = e 1 can be dealt with in a similar way by using the controllability assumption (8), see Bardi and Capuzzo-Dolcetta (1997) for example. b1) If T > T ε or T does not exist, then both y(t; z, α) and y(t; x, α) remain in
if t > T + τ y(T ;z,α),O . Note that this is possible since |x − z| ≤ ρ ε which implies |y(T ; z, α)| ≤ e LTε |x − z| ≤ r 0 /4. Here again, we get that v(z) ≤ J(z,α) ≤ v(x) +C ε |x − z| + ε, for another constantC ε . b3) If y(T ; z, α) = O, then we construct the controlα ∈ A z as followsα
Note that this is possible since |x − z| ≤ ρ ε which implies |y(T ; x, α)| ≤ e LTε |x − z| ≤ r 0 /4. Here again, we get that v(z) ≤ J(z,α) ≤ v(x) +C ε |x − z| + ε. Example 2.4. We now give an example in which the value function is discontinuous: let (e 1 , e 2 ) be an orthogonal basis of R 2 , G = (0, 1)e 1 ∪ {O} ∪ (0, 1)e 2 , A = {0, e 1 , e 2 }, f (x, a) = a(1 − 2|x|). Take (x, a) = 1 if x 2 = 0 and (x, a) = 1 − |x| if x 1 = 0. Assumption (11) is not satisfied. It is easy to compute the value function v. We
Hence the value function is discontinuous at O.
VISCOSITY SOLUTION: PRELIMINARY DEFINITIONS AND PROPERTIES
For brevity, we assume hereafter that the running cost is independent of the control variable a, i.e. = (x). The case when the running cost also depends on a is studied in Achdou et al. (2010) .
Test functions
We introduce the class of the admissible test functions for the differential equation on the network Definition 3.1. We say that a function ϕ : G → R is an admissible test function and we write ϕ ∈ R(G) if ϕ is continuous in G and C 1 in G \ {O} and for any j, j = 1, . . . , N , ϕ| Jj ∈ C 1 (J j ).
Remark 3.1. If ϕ ∈ R(G), for any ζ ∈ R 2 such that there exists a continuous function z : [0, 1] → G and a sequence (t n ) n∈N , 0 < t n ≤ 1 with t n → 0 and lim n→∞ z(tn) tn = ζ, the limit
exists and does not depend on z and (t n ) n∈N . If x ∈ G\{O} and ζ ∈ T x (G), we agree to write Dϕ(x, ζ) = Dϕ(x) · ζ. Proposition 3.1. We have (3) If ϕ is continuous and ϕ|Ḡ ∩Rej is C 1 for j = 1, . . . , N , then ϕ ∈ R(G) (but the converse may not be true).
The relaxed Hamiltonian
Definition 3.2. For x ∈ G, we introduce the set
lim n→∞ 1 t n tn 0 f (y(t; x, α n ), α n (t))dt = η .
Note that the assumptions (7)-(9) and the continuity of f imply that co f (O, a) : a ∈ A j ⊂ Re j .
for j = 1, . . . , N .
Proof. Take first x ∈ G\{O}. We can assume that x ∈ J 1 . The inclusion F (x) ⊂ f (x) is obtained as follows: take ζ = J j=1 µ j f (x, a j ) with a j ∈ A x and j µ j = 1, 0 ≤ µ j . For t n small enough, it is possible to construct a control α n ∈ A x such that α n (t) = a j for ( k<j µ k )t n < t ≤ ( k≤j µ k )t n : we have 1 a) , a ∈ A x , and we conclude by a diagonal process. For the opposite inclusion, since x ∈ G\{O}, we know from Assumption 10 that there exists τ > 0, such that for all α ∈ A x , α(t) ∈ A x for 0 ≤ t < τ . Therefore, 1 s s 0 f (x, α(t))dt ∈ F (x) for s small enough. This and the Lipschitz continuity of f w.r.t. its first argument imply thatf (x) ⊂ F (x). We have proved (13). We now consider x = O. We first discuss the inclusion F (O) ⊂f (O): we take ζ = J j=1 µ j f (O, a j ) with a j ∈ A 1 and we assume that ζ ∈ R + e 1 . Up to a permutation of the indices, it is possible to assume that there exists J , 1 < J ≤ J such that f (O, a j ) ∈ R + e 1 for j ≤ J and that f (O, a j ) ∈ R − e 1 for j > J . Then by a similar argument as above, ζ ∈f (O). By a diagonal process, this implies that co f (O, a) : a ∈ A 1 ∩ R + e 1 ⊂f (O).
Similarly co f (O, a) : a ∈ A j ∩ R + e j ⊂f (O), so we have proved that F (O) ⊂f (O). For the opposite inclusion, consider sequences α n ∈ A O and t n > 0 such that t n → 0 + and lim n→∞ 1 t n tn 0 f (y(t; O, α n ), α n (t))dt exists. We have two cases, a) if lim n→∞ 1 tn tn 0 f (y(t; O, α n ), α n (t))dt = 0 then it belongs to F (O). b) lim n→∞ 1 tn tn 0 f (y(t; O, α n ), α n (t))dt = η = 0. Since α n ∈ A O , we know that 0 = η ∈ ∪ N j=1 R + e j . Assume for example that 0 = η ∈ R + e 1 . This implies that there exists s n , 0 ≤ s n < t n such that y(s n ; O, α n ) = O and y(t; O, α n ) ∈ J 1 for all t, s n < t ≤ t n . From Assumption 10, this implies that α n (t) ∈ A 1 for all t, s n < t < t n . Hence, 1 t n − s n tn sn f (O, α n (t))dt ∈ co f (O, a) : a ∈ A 1 ∩ R + e 1 .
Therefore, since 0 ∈ co f (O, a) : a ∈ A 1 from Assumption 11, we get that
This implies that 1 t n tn sn f (y(t; O, α n ), α n (t))dt + o(1) ∈
Since
and by passing to the limit η ∈ co f (O, a) : a ∈ A 1 ∩ R + e 1 . The proof of (15) is similar. 2
The definition of viscosity solution
We now introduce the definition of viscosity solution for the equation
with state constraint boundary conditions. Remark 3.2. We consider state-constraints boundary condition at the nodes in ∂V, but other boundary conditions such as Dirichlet or Neumann boundary condition can be also imposed. • A continuous function u : G → R is a viscosity solution of (16) with state constraint boundary condition if it is a viscosity subsolution of (16) in G and supersolution of (16) in G. Proof. We recall that v satisfies the dynamic programming principle (6). We only prove that the value function v is a supersolution. The proof that it is a subsolution follows a similar argument. Let ϕ ∈ R(G) be such that v − ϕ has a minimum point at from the the continuity of and the uniform bound on f . For t sufficiently small, we get
There exist sequences t n → 0 and α n ∈ A O and a ζ such that ζ = lim n→∞ y(tn,O,αn) tn
But lim n→∞ ϕ(O)−ϕ(y(tn;O,αn)) tn = −Dϕ(0, ζ). Therefore, 2 Let us compare Definition 3.3 with the classical notion of constrained viscosity solution (Ishii and Koike (1996) , Soner (1986) ) in the particular network G = J 1 ∪ {0} ∪ J 2 = (−1, 1) ⊂ R where J 1 = (−1, 0) and J 2 = (0, 1). Note that (7)-(9) imply that for x ∈ G, A x = A and that f (0) = co(f (0, a), a ∈ A). Proposition 3.3. (see Achdou et al. (2010) for the proof) A continuous function u is a constrained viscosity solution of (16) in the sense of Definition 3.3 if and only if it is a standard constrained viscosity solution of
A COMPARISON FOR CONTROL-INDEPENDENT RUNNING COST
Let the function d: G × G → R + be defined by 
then u ≤ v in G.
Proof. Note that u − v is bounded and upper semicontinuous on G. We assume by contradiction that there exist x 0 ∈ G, χ > 0 such that
and we consider Φ ε (x, y) = u(x) − v(y) − d 2 (x, y) 2ε , x, y ∈ G.
Let (x ε , y ε ) be a maximum point of Φ ε ; we have χ = Φ ε (x 0 , x 0 ) ≤ Φ ε (x ε , y ε ).
From Φ ε (x ε , x ε ) ≤ Φ ε (x ε , y ε ), we get d 2 (xε,yε) 2ε
≤ v(x ε ) − v(y ε ) and since v is bounded, d(x ε , y ε ) ≤ C √ ε. Hence x ε , y ε converge for ε → 0 to a point x and, by (17), x ∈ G. Therefore we can assume that for ε sufficiently small, x ε , y ε ∈ G and, by standard arguments, we can prove that lim ε→0 d 2 (x ε , y ε ) 2ε = 0.
Moreover, x → u(x) − (v(y ε ) + d 2 (x,yε) 2ε ) has a maximum point at x ε and by Lemma 4.1, (19) If x ε = y ε , subtracting (19) from (18) we get λ(u(x ε ) − v(x ε )) ≤ 0, and letting ε → 0, we obtain the contradiction χ ≤ 0. Hence we can assume x ε = y ε . 1 st case: x ε = O, y ε = O: From (18) and (19), taking into account Remark 3.3, we get f (y ε , a) ) .
(20)
• If x ε , y ε are on the same edge, for example, x ε ∈J 1 and y ε ∈J 1 , we make two subcases: if x ε · e 1 > y ε · e 1 then d 2 (x ε , y ε ) = |x ε − y ε | 2 /ζ 1 2 , hence by (20), (7), (9) and (2),
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