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Figure 1: Restoration results with increasing number of modalities used in the proposed video so decoding CNN.
ABSTRACT
We propose a novel deep multi-modality neural network for restor-
ing very low bit rate videos of talking heads. Such video contents
are very common in social media, teleconferencing, distance edu-
cation, tele-medicine, etc., and oen need to be transmied with
limited bandwidth. e proposed CNN method exploits the correla-
tions among three modalities, video, audio and emotion state of the
speaker, to remove the video compression artifacts caused by spa-
tial down sampling and quantization. e deep learning approach
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turns out to be ideally suited for the video restoration task, as the
complex non-linear cross-modality correlations are very dicult
to model analytically and explicitly. e new method is a video
post processor that can signicantly boost the perceptual quality
of aggressively compressed talking head videos, while being fully
compatible with all existing video compression standards.
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1 INTRODUCTION
Stream videos constitute by far the largest volume of internet traf-
c, and the video data volume is still rapidly growing with a wide
range of multimedia applications, including video-on-demand ser-
vices, social media, teleconferencing, tele-education, tele-medicine,
tele-cooperations, etc. Although the bandwidth and storage cost
per megabyte is steadily decreasing, the rapid growth of the video
data more than oset the cost reduction of mass data storage and
communication bandwidth. Cost aside, the bandwidth in wireless
video communications among a large number of users can be easily
overwhelmed. Video compression is an indispensable internet and
media technology to break the above bolenecks. In the history of
internet and digital media industry, a number of video compression
standards (e.g., MPEG-4 [23], H.264 [31], and HEVC [24]) were
developed to achieve progressively improved bandwidth economy
of video transmissions. Under severe bandwidth constraints, such
as in the events of network congestions and only partially available
network services, video streaming has to be carried out at very low
bit rate. Video compression standards achieve very low bit rates
by more aggressive quantization and spatial down sampling of the
frames. ese rate reduction operations inevitably cause compres-
sion artifacts, such as ringing, blurring, jaggies and blocking. In this
paper, we propose a novel deep learning multi-modality method
to remove the compression artifacts and thus improve the visual
quality of low bit rate videos. e proposed video restoration CNN
is designed to post-processes the decoded videos of a given video
compression standard, and for this reason it is called CNN so
decoding. In the system aspect, being a postprocess, the proposed
so decoding method is innately compatible to all existing video
compression standards.
e main innovation of this research is a multi-modality ap-
proach to the problem of removing video compression artifacts, as
illustrated in Fig. 1(d). As a showcase for the new approach, we fo-
cus on so decoding of very low bit rate face videos in lively speech
or conversation. Arguably, the most common and interesting ob-
ject in social media and internet streaming videos is the face of a
person speaking. Talking heads are the focal point in video calls,
teleconferences, Internet talk shows (TED and the alike), movies,
television, self media, etc. In these applications, viewer satisfactions
are largely dependent on the clarity and expressiveness of faces in
decompressed videos. In our multi-modality video restoration ap-
proach, we exploit the correlations of the face video signal with the
facial expressions and with the audio signal. e facial expression
or the emotion of a speaker is a very strong prior for the restoration
of low bit rate face videos, because it puts structural constraints on
the shapes and relative positioning of eyes, eye brows, lips, nose
and chin. In contrast, existing CNN methods for video restoration
are all of the single modality, such as those for compression ar-
tifacts removal [15, 34, 35] and those for video super-resolution
[4, 8, 12, 29].
In practice, the video encoder can use existing emotion detection
algorithms [2, 14] to generate and transmit the side information
on facial expressions. is side information is very compact and
is almost free in bandwidth, merely being a ag of 15 dierent
expressions (in our experiment seing), but it can yield great gain
in perceptual quality at the decoder side. To the success of the CNN
so decoding, knowing the facial expressions of the faces is critical
and particularly so when network congestions and sporadicity drop
the bit rate to so low a level that the decompressed face features
become hardly legible. In this case, the facial expression prior can
be incorporated into and used by a generative adversary network
(GAN) to hallucinate the face with the targeted expression.
In support of the expression generation GAN, the CNN so video
decoding is tuned for faithful semantic reconstruction instead of
pure signal level delity. e audio signal is the second modality
that can provide information to rene the reconstruction of low
bit rate face videos. e strong correlation between a speaker’s
audio and face video is self-evident. Physiologically, facial muscles,
particularly those in the lips, shape the sound and air stream into
speech. It is therefore natural to consider the joint audio-visual
statistics when solving the inverse problem of restoring compressed
face videos. As the underlying inverse problem is so ill posed due
to the very low bit rate, one needs to use all available priors to
restrict the solution space as much as possible. Deep convolutional
neural networks oer an ideal machinery to exploit both facial
expression and audio priors in the so decoding task. In what
follows, we devise such a CNN called multi-modality so decoding
network (MMSD-Net) for joint compression artifacts removal and
super-resolution of downsampled face videos.
is paper is organized as follows. In section 2, we make a
brief review of recent related works. e proposed MMSD-Net
video restoration method is presented in section 3. In section 4, we
report the setup and results of our experiments, together with a
comparison study with competing methods. Section 5 concludes.
2 RELATEDWORK
Deep video restoration. e simplest video restoration approach
is to restore degraded frames one by one. In disregard of the ef-
fectiveness, all existing image restoration methods can be used
as single-frame solutions to the problem. Liao et al. seemed to
be among the rst to work on multi-frame video super-resolution
by factoring in motions with a conventional optical ow analysis
[13]. Tao et al. improved the performance of video superresolution
by using sub-pixel motion estimation and compensation [26]. Jo
et al. proposed an end-to-end deep neural network that predicts
dynamic upsampling lters and a residual image, exploiting joint
spatio-temporal correlations [8]. Wang et al. proposed a generic
video restoration framework using a pyramid, cascading and de-
formable alignment module and a temporal-spatial aention fusion
module, and they achieved the state-of-art performance in video
restoration[29]. He et al. developed a video decompression tech-
nique making use of the coding block information of the encoder
structures [5]. Lu et al. built a recursive ltering scheme based on
the Kalman model and restored decoded frames through a deep
Kalman ltering network [15]. Lately, Yang et al. published a SVM
based detector to locate peak quality frames in compressed video
that are fed into a multi-frame convolutional neural network to
restore compressed videos [36]. Xu et al. proposed a non-local
ConvLSTM method to exploit consecutive frames in video compres-
sion artifact reduction and claimed the state-of-the-art performance
[33].
Multi-modality fusion with deep neural networks. Cross
modality fusion is a dicult and interesting problem. Ngiam et al.
presented a simple bimodal autoencoder to learn a shared represen-
tation between modalities [17]. Andrew et al. adapted canonical
correlation analysis to deep neural networks, maximizing the cor-
relation between representations [1]. Kim et al. brought up a
hierarchical 3-level CNN architecture to combine multi-modality
sources [10]. Zhang et al. proposed a multimodal deep convolution
neural network for emotion recognition via fusing audio, visual and
text modalities[37]. Joze et al. proposed a multi-modality transfer
module using squeeze and excitation operations and applied it to
hand gesture recognition, speech enhancement, and action recog-
nition [9]. Pe´rez-Ru´a et al. tackled multi-modality fusion problem
of searching good architectures of neural network by an ecient
sequential model-based exploration approach [20].
Deep joint audio-aided video synthesis. Some interesting pa-
pers were published on the video synthesis of talking heads to
match an audio track. Wiles et al. introduced a face generation
CNN that can puppeteer a source face given a driving vector such
as audio data or pose code vector [32]. Jamaludin et al. generated
synthetic talking face video frames using a joint embedding of the
face and audio [7]. Suwajanakorn et al. proposed a recurrent neural
network to automatically map raw audio features to mouth shapes
of a given speaker video and produce photorealistic lip synchro-
nization [25]. All these works are about audio-assisted face video
synthesis, while in this work we focus on the removal of compres-
sion artifacts in talking head videos using not only audio but also
prior information on the speaker’s emotion.
3 METHODOLOGY
3.1 Framework
Formally, let {Iˇt |t = 0, 1, 2 . . . } represent an aggressively com-
pressed video sequence which is rst spatially down sampled and
then coded by a video compression standard (e.g. H.264/H.265).
When playing the video, the compressed video will be decom-
pressed and resized to a desired resolution Iˆt . e goal of video
so decoding is to restore the hard decoded video Iˆt to the state of
the original high quality video It the best way possible in a chosen
quality metric.
In our proposed MMSD CNN, given 2N + 1 consecutive low-
quality frames Iˇ[t−N :t+N ], the network is to produce the rened
high-quality central frame Iˆt by maximally removing artifacts. For
the video contents of talking heads, the audio signal A[t−N :t+N ]
and the emotion state st are used to assist the video restoration.
Specically, the video reconstruction problem can be stated as
following:
Iˆt = G
(
Iˇ[t−N :t+N ],A[t−N :t+N ], st
)
(1)
where G(·) represents the proposed MMSD neural network to be
optimized.
e architecture of the proposed MMSD-Net for low bit rate
video restoration is illustrated in Fig.2. It consists of three modality
branches for video, audio and emotion, respectively. In the visual
modality branch, we use a CNN subnet to extract inter-frame fea-
tures. is subnet can be conceptually understood as a module to
align features of neighboring frames.
In the audio modality branch, we apply a bi-directional LSTM
to analyze the temporal audio signal and extract features. In order
to fuse the audio and video features, we convert temporal audio
features into 2D maps using upsampling subnet.
In the emotion modality branch, we adopt the well-known fa-
cial action coding system (FACS) that anatomically characterizes
facial expressions [18]. FACS decomposes facial expressions into
so-called action units (AU). We insert it into MMSD-Net a face AU
generation subset to predict the AUs of face video frames from com-
bined audio-video features and the side information on the known
facial expression of the current frame provided by the encoder. e
extracted features of all three modalities are fused and fed into a
reconstruction subnet consisting of a cascade of 10 residual con-
volution blocks and upsampling layers to estimate the latent high
quality video. In the multi-modality fusion, we apply the aention
technique to judiciously associate the audio and emotion features
with the relevant parts of the face.
Next, we introduce the details of individual elaborate modules
of our proposed MMSD-Net.
3.2 Multi-modality features extraction
As video so decoding relies on correlations of consecutive frames,
MMSD-Net needs to extract and process inter-frame features for
the restoration task. It takes 2N + 1 consecutive frames as the input
and restores the middle frame Iˇt . In order to account for motions
between adjacent frames in feature extraction, MMSD-Net convo-
lutes feature maps of consecutive time instances using deformable
kernels [3] to generate inter-frame features. is deformable con-
volution approach proved to be eective in video restoration tasks
[27, 29]. e authors argued that it has the function of frame align-
ment. e resulted aligned frame features are passed through four
residual blocks to generate 64 video feature maps fV , each of which
is of dimension 120 × 72, the same as the input frames. ese video
feature maps will be fused with the features of other modalities.
Before being processed by MMSD-Net the audio signal is con-
verted to standard representation of mel-frequency cepstral coe-
cients (MFCC) [21, 22]. To restore frame t the network takes the
2N + 1 consecutive audio frames A[t−N :t+N ] as input. Consider-
ing the temporal nature of audio, a 3 layers bi-directional LSTM
subset processes A[t−N :t+N ] to extract a 1-D audio feature vector
from the MFCC coecients. For easy operations in the subsequent
audio-video fusion stage, we need to transfer the 1D audio feature
sequence to a stack of 2D 120×72 feature maps fA. is is achieved
by one fully connected layer of dimension 15 × 9 × 15 and three
upsampling blocks, as shown in Fig. 3.
To extract emotion features for restoring frame t , we include in
MMSD-Net a subnet that predicts the AUs of the face in this frame
from the video features and the known emotion one-hot vector
provided by the encoder, as shown in Fig.5. e prediction is made
by three fully connection layers using ReLU activation function
and dropout layers, labeled as Linear Block in the gure.
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Figure 2: e framework of the proposed Multi-modality So Decoding Neural Network (MMSD-Net).
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3.3 Video-audio fusion
In order to control the complexity of MMSD-Net, we fuse the three
modalities, video, audio and emotion, in two cascaded stages. First,
the audio and video features are fused, and the resulting joint audio-
video features is further fused with emotion features.
e simplest way of fusing audio and video features is to concate-
nate them directly. However, as the audio signal mostly correlates
to the mouth region of the image (lips, chin, teeth), the multi-
modality restoration should exploit the audio-video correlations
in the relevant spatial parts rather than in the entire image. In
very low bit rate video of talking heads, it is dicult to reliably
identify the mouth region. erefore, we adopt the CNN aention
technique [28, 30] and introduce in MMSD-Net an aention fusion
subnet, as illustrated in Fig.4. Aer 120 × 72 video feature maps fV
and 120 × 72 audio feature maps fA are extracted as explained in
the preceding subsection, the aention fusion subnet generates a
120 × 72 aention weighting map ω such that for spatial location
(x ,y)
ω(x ,y) = Sigmoid(θ (fV (x ,y)) · ϕ(fA(x ,y))) (2)
where · is the inner product operator for the video and audio feature
vectors, θ (·) andϕ(·) are embedding operators that are implemented
by convolutions. e weight ω(x ,y) is dened by the inner product
of the video and audio feature vectors θ (fV (x ,y)) and ϕ(fA(x ,y)),
because it is a measure of the video-audio correlation at location
(x ,y). Note that the inner product is computed in the transform
spaces of θ (·) and ϕ(·) that are optimized in the training stage of
MMSD-Net. In Eq(2), the sigmoid function is used to map the
resulting weight value into interval (0, 1).
Next, the audio feature map fA are spatially weighted by ω(x ,y)
and then fused with the video feature map fV via a convolution
block. e resulting fused audio-video feature maps are
fV ,A = Conv ([fV ,ω  fA]) (3)
where [·, ·] is the concatenation operator,  stands for the pixel-
wise multiplication, and Conv is the fusion convolution with 1 × 1
kernels. en, as illustrated in Fig. 2, the joint audio-video feature
maps fV ,A is to be further fused with the emotion features.
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Figure 5: e subnetwork for fusing the three modalities:
video, audio, emotion.
3.4 Fusion of three modalities
In our design, the emotion is classied into eight types and two lev-
els of intensity (strong and normal) as shown in Fig.2. All together
there are 15 emotion states (the ”neutral” emotion has no intensity
level). As the encoder has the high quality video of the talking head,
it can accurately perform emotion recognition and transmit to the
decoder the labels for emotion states. e 15 emotion states are
encoded by a 15-dimensional one-hot vector.
Having the emotion state label and video feature maps fV , the
next task is to predict the face AU values that are emotion features.
is is done by a subnet called face AU generator, which is illus-
trated in Fig.5. e AU generator takes the emotion vector s and
video features fV as input. It predicts face AU values by supervised
learning in which the ground truth AU values fE are obtained by
facial expression analysis tool OpenFace [2, 14]. e AU prediction
subnet is trained to minimize the `2 loss
LE =
 fˆE − fE22 . (4)
Considering that video and audio signals vary their paerns in
dierent emotion states, we pass the predicted emotion features fˆE
through three full connected layers to produce a 64-dimensional
channel aention vector ωVA. Aer being weighted by ωVA, the
joint video-audio features fV ,A are fused with the emotion state s ,
as shown in Fig. 5. is nal fusion step combines the features of
all three modalities can formulated as following:
fV ,A,E = Conv
( [
ωVA ⊗ fV ,A, s
] )
(5)
where ⊗ stands for the channel-wise multiplication, and Conv is
the fusion convolution using 1 × 1 kernels. e nal combined
features fV ,A,E are fed to the reconstruction module that restores
the high quality frame Iˆ .
3.5 Emotion-guided conditional GAN
One more way of beneting from the emotion side information
in low bit rate video restoration is to add a discrimination loss of
adversary neural network (GAN) [6]. ere are two justications
for using GAN here. First, emotions shape facial expressions and
thus the face image; second, perceptual quality of talking head video
largely depends on accurate depiction of facial expressions. We
adopt the conditional GAN (cGAN) technique [16, 19] to incorporate
the prior knowledge of emotion state s into statistical inference.
Specically in our implementation, the added cGAN subnet
forces the restored image Iˆ of MMSD-Net to pass the test of being
the original face image It in the given emotion state s without com-
pression or down sampling. e test is done by examining whether
Iˆ and I obey the same conditional probability distribution of face
images in the given emotion state s .
e discriminator D, with the same architecture as [19], takes
the restored image Iˆ and given emotion state s as input and outputs
a single scalar D(Iˆ , s) representing the probability that Iˆ came from
real images with given emotion state s . e MMSD-Net is trained
to maximize D(Iˆ , s) and discriminator is trained to minimize D(Iˆ , s),
simultaneously. e adversarial loss function is dened as:
Ladv = −Ex
[
loд
(
D(G(Iˇ , s), s)) ] (6)
where G represents the proposed MMSD neural network and D is
the discriminator.
Combining all the loss terms introduced above, the overall ob-
jective function for optimizing the MMSD-Net is
L = ‖Iˆ − I ‖1 + λ1Ladv + λ2LE (7)
where λ1 and λ2 are hyper-parameters. Recall from the discussions
around Eq(5) that the restored frame Iˆ is an inference based on the
three-modality features fV ,A,E .
4 EXPERIMENTS
We have conducted extensive experiments to evaluate the perfor-
mance of the proposed MMSD-Net in comparison with existing
methods. e setup and results of the experiments are reported in
this section.
4.1 Data preparation and training details
e video data for our experiments are from the RAVDESS dataset
[14]. It includes 3628 talking head videos, each of which is about 3
seconds long. In the video, the person speaks or sings with a specic
emotion. is dataset is split into two parts: 2540 videos for training
the MMSD-Net and 1088 videos for validation. To generate paired
training video data, we rst down sample the original video by a
factor of 4 to 120 × 72 resolution and compress the down-sampled
videos using FFmpeg with x264 video codec of which the coding
parameters are: CRF=15, CRF=32, and CRF=40. e emotion states
of the talking head videos are provided by the RAVDESS dataset.
In our implementation, all modules of the MMSD-Net are trained
end-to-end. In the training process we set the mini-batch size to 8,
λ1 = 0.01, λ2 = 0.001. To make training more stable and converge
faster, we optimize the MMSD-Net model without adversarial loss
Ladv in the rst two epochs, and then include the term Ladv in the
total loss for subsequent epochs.
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Figure 6: Restored results of dierent methods on a highly compressed video (50Kb/s, CRF=32, downsampling factor=4) of
one speaker in dierent emotions.
We choose Adam optimizer [11] to train the MMSD-Net by set-
ting β1 = 0.5 and β2 = 0.9 with initializing learning rate 10−4.
4.2 Results and comparison study
We compare the results of the MMSD-Net with two state-of-the-art
video restoration methods: DBPN [4] and EDVR [29]. EDVR is
claimed to be a unied framework to suit various video restora-
tion tasks. eir pre-trained models are based on a video super-
resolution dataset, our model trained with our dataset performs
much beer than the pre-trained DBPN and EDVR models. For fair
comparison, we use our dataset to retrain the DBPN model and the
EDVR model with their default training parameters.
We implement and test the proposed MMSD-Net with and with-
out adversarial loss. Table 1 reports the PSNR and SSIM results
of competing video restoration methods for dierent compression
quality factor CRF, in which the MMSD-Net is optimized without
the adversarial loss of cGAN. e numbers in the table are averages
over 1088 videos of talking heads in the test set. In the computa-
tions of PSNR and SSIM we include only the face regions of the
restored videos to factor out the background inuences.
As shown in Table 1, the MMSD-Net restoration method outper-
forms others by about 0.5dB on average. is is quite remarkable as
the MMSD-Net does not require any extra bit budget. e superior
performance of the proposed method is because hidden correlations
between the three modalities video, audio and emotion are fully
exploited. ey provide new information and enable the CNN so
decoding process to solve the underlying inverse problem beer.
For most applications in the Internet and multimedia, the users
are more interested in the perceptual quality of reconstructed videos.
e results of dierent competing methods can be visually com-
pared in Figs.6 and 7. Fig.6 presents restored face video frames of the
same person in dierent emotion states, whereas Fig.7 shows more
results of dierent persons in various emotion states. Note that in
these gures the MMSD-Net optimized with the cGAN adversary
loss term achieves the best perceptual quality in the comparison
group.
4.3 Results with person identication prior
e priors on videos of talking heads can be further strengthened
if the specic speaker in the video is also known. is is the case in
many practical scenarios of internet multimedia communications.
For example, in face to face conversions among friends and rela-
tives using smart phones the person in the video is known at each
receiver side. e MMSD-Net can be trained for a given person or
a small group of persons so that the CNN model for video restora-
tion can be tailored to unique features of faces and voices of these
individuals, and it can therefore perform even beer than if the
(a) Input (b) Bicubic (c) DBPN (d) EDVR (e) MMSD (f) MMSD (cGAN) (g) Ground Truth
Figure 7: More results of dierent methods on highly compressed talking head videos (50Kb/s, CRF=32, downsampling fac-
tor=4) of dierent persons in varied emotions.
Methods CRF=15 (4x) CRF=32 (4x) CRF=40 (4x)PSNR SSIM PSNR SSIM PSNR SSIM
Bicubic 27.73 0.834 23.30 0.689 21.55 0.622
DBPN[4] 29.62 0.876 27.02 0.835 24.73 0.784
EDVR[29] 29.45 0.872 27.25 0.837 24.81 0.783
MMSD(Ours) 30.12 0.888 27.64 0.841 25.38 0.803
Table 1: antitative results (PSNR(dB)/SSIM) for compres-
sion quality parameter CRF=15, CRF=32 and CRF=40. And
the downsampling factor is 4.
model is trained for general public. We have done some preliminary
experiments along this line and results are presented in Fig. 8.
5 CONCLUSION
Videos of talking heads, an important class of video contents, can be
compressed to very low bit rates and still recoverable at satisfactory
perceptual quality, if the correlations between video, audio and
facial expression of the speaker can be fully exploited. As such
cross-modality correlations are highly non-linear, complex and
dicult to model analytically and explicitly, the modern CNN deep
Figure 8: Results of with/without person ID prior. Le: re-
sults of the MMSD-Net optimized for a large training set.
Right: results of the MMSD-Net optimized for a given per-
son. Input compressed video is of 50Kb/s, CRF=32, down-
sampling factor=4.
learning approach seems to be the most suitable for the video
restoration task.
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