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ПРОЦЕДУРНЫЕ И СТРУКТУРНЫЕ МЕТОДЫ 
МОДЕЛИРОВАНИЯ ВЫЧИСЛИТЕЛЕЙ СПЕКТРАХААРА 
Вiдзначасrъся акrуальнiсть задачi синтезу nристро'iв спектрального аналiзу з використавням 
таких базисних функцiй, що дозволяють мiнiмiзувати як кiлькiсть обчислювальних операцiй, так 
i обсяr anaparypи. Показано, що аналiз i синтез сиrналiв у базисi узагальнених функцiй Хаара 
можна проводити з мiнiмапьннми обчислювальними витратами, але класичнi струкrури таких 
перетворень ( дуже надлишковими. Проведено декомпозицiю цих структур t запропонована 
безнадлишкова структура обчислювачiв спектра Хаара. 
Актуальность проблемы. Методы и устройства цифровой обработки 
сигналов (данных различной физической природы) становятся или уже стали 
постоянной составляющей современных информационных и комп'ютерных 
технологий, а анализ спектра, наряду с линейной фильтрацией, является 
пожалуй, одной из основных операций обработки сигналов. [1, 2, 3, 4]. 
При этом специальное устройство или вычислительная программа, 
применяемые для анализа спектра сигнала в обобщенном базисе, выполняют 
операции в соответствии с формулой_ (5J:. 
1 N-1 
S(p) = -LS(x)17(p,x), гдер=о, I, ... ,N-1. (1) 
N х=О ·· 
Из этой формулы следует, что независимо от конкретной реализации 
обобщенный анализатор может быть представлен в виде N-канального 
коррелятора входного сигнала S(x) с фУнкциями 17(р,х). Схема такого 
устройства приведена на рис. 1. 










Рис. 1. Представление анализатора спектра в виде коррелятора 
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На выходе каждого р-го канала такого коррелятора к моменту окончания 
вычислений будет выдаваться число, равное отсчету спектра S(p). 
Реаnизация анализатора в таком виде при большом N вызывает серьезные 
трудности. Это связано прежДе всего с громоздкостью такого анализатора, 
выполненного как специализированное устройство, или с очень большим 
объемом вычислений, если анализатор реализуется в виде вычислительной 
про граммы. 
Поэrому очень актуальной является задача синтеза устройств 
спектрального анализа с использованием таких базисных функций 7J{p,x), 
которые позволяют минимизировать как количество вычислительных 
операций, так и объем аппаратуры. 
В [6] показано, что анализ и синтез сигналов в базисе обобщенных 
функций Хаара можно проводить с минимальными вычислительными 
затратами. Так, например, из анализа любого алгоритма быстрого 
преобразования Фурье следует, что для вьхчисления спектра по дискретному 
N 
массиву из N чисел необходимо осуществить -log 2 N операций 
2 
комплексного сложения и умножения. Быстрое преобразование Уолша­
Адамара с упорядочением по Уолшу осуществляется за Nlog2N операций 
сложения и вычитания, что существенно больше 2(N-l) операций, которое 
дает быстрое преобразование Хаара. 
Постановка заДачи и ее решение. При проектировании специализированных 
вычислительных · устройетtt, реализующих алгоритмы бЬ1стрых обобщенных 
иреобразований Фурье, первым делом встает вопрос о выборе структурьi -
однопроцессорной или многопроцессорной [7~ 8]. 
В общем случае моделируемая система (МС) (рис.~) (илИ моделируемый 
nроцесс) состоит из некоторого числа "n" параллельн6 функционирующих 
систем (ПСк1 , к=l, 2, ... , n), каждая из которых функционирует во времени, и 
в процессе функционирования обменивается информацией с другими 
подсистемами через канал связи KCi. Таким образом, МС представляется 
множеством параллельна функционирующих подсистем и множеством 
каналов связи между ними. 
Если вычислительная система имеет классическую архитектуру, т.е. 
содержит один процессор, сосредоточенную nамять, один канал связи между 
ними и устройство управления, то отображение в неё МС, имеющую 
сложную структуру (рис. 2), потребует преобразования пространственпо­
распределенных процессов, протекающих параллельна в подсистемах пек 
МС, в последовательную процедуру переработки информации в 
вычислительной системе. Естественно, что процессы функционирования МС 
и соответствующей ей модели, реализованной в ЭВМ или устройстве с 
классической архитектурой, будут существенно отличаться. В результате МС 
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и её модель будут изоморфны только по входной и результирующей 
информации в целом, но не будут изоморфны. по nространственным, 
структурным и временным параметрам. Такой метод моделирования 
(процедурный) обладает существенными недостатками, главный из которых­
это резкое снижение скорости работы модели из-за последовательной 
процедуры выполнения большого числа вычислительных операций. 
Рис. 2. Общая схема моделируемой системы. 
Более естественным является структурный метод моделирования, 
который позволяет отобразить в модели не только операторы переработки 
информации, но и структуру МС, включая каналы связи между 
подсистемами. Для этого необходимо, чтобы вычислительная система была 
. многопроцессорной, что позволяет моделировать пространствеино­
временную структуру объекта. Такой подход обеспечивает высокую скорость 
работы, как благодаря естестВенному распараллсливанию nроцесса 
переработки информации в многопроцессорной вычислительной системе, так 
и за счет структурной, а не процелурной реализации крупных операций в 
процессорах. Следовательно, легко обеспечивается работа nодобной 
многопроцессорной системы в реальном масштабе времени. 
Если на вход анализатора спектра Хаара подается N отсчетов Х; 
дискретного сигнала, то локальный процесс обработки включает в себя 
получение обобщенных промежуточных суммХаара в виде [6]: 
2i 
Х;(п) = L Xin-1) ' (2) 
k=2i- J 
где n=l, 2, ... , (log2N-l), i=l , 2, 
N 
... ' ' а 2n 
XkO) ЯВЛЯЮТСЯ ИСХОДНЫМИ 
отсчетами входного сигнала. 




С . = _ 2-2- [x(log2 N-1)-m _ X(log2 N-l}-m] (З) 
. mJ N k k+l ' . 
где m=l, 2, .:., log2N;j=l, 2, ... , 2m-t, а для выражения, стоящегО в квадратных 
скобках т=т-1 и k=2j-1. 
Коэффициент Хаара с минимальным индексом (свободный член) будет 
определяться как 
(4) 
Если N=8, то процесс отображения исходных отсчетов сигнала в 
пространство коэффициентов Хаара по выражениям (2-4) можно представить 
в виде следующей последовательности операций. 
Первый шаг. Определяем по (2) промежуточные суммы Хаара. 
N 
п= 1 , i= 1 , 2, ... -
1 
= 1, 2, ... , 4 и 
2 
х1 Х0 Х0 Х1 Х0 Х0 Х1 Х0 Х0 Х 1 Х0 Х0 1= 1+ 2; 2= з+ 4; з= s+ 6; 4= 1+s 
Второй шаг. п=2, i=l, 2. 
Х12 = xf + х~; Xi = х; + х~ 
Третий шаг. m=l,j=l. 
С11 =[Х12 -Х~]=(Х11 +Х~)-(Х~ +Х~)=(Х1° +Х~ +Х~ +Х~)-
<2> 
-(Х~ +Х~ +Х~ +Х~)=С2 
m=2,j=l, 2. 
С21 = [Х: - Xi] = [(Х1° + Х~)- (Х~ + Х~)] = С3 · 
(3} 
С22 = [Х~- Х~] =.(Х~ + Х~1 ) -(Х~ + Х~) = С4 
m=З,j=l, 2, 3. 
с 31 = [ х ~ - х ~] = с s ; с~з2 = [ х ~ - х ~] = с 6 ; 
с 33 = [ х ~ - х ~] = с 7 ; с 34 = [ х ~ - х ~] = с 8 
Таким образом, базовыми операциями архитектуры вычислителей 
спектра Хаара являются элементарные операции сложения и вычитания, а 
граф-схема получения коэффициентов отобразиться в виде рис. 3. 
Нетрудно заметить, что многопроцессорная вычислительная структура, 
реализующая граф-схему на рис. 3 является избыточной, т.к. процессары 
образующих ярусов, а их здесь три, работают только на своем шаге 
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вычислений. Т.е. на втором шаге линейка процессоров первого яруса 
простаивает, а на третьем шаге простаивают уже процессоры первого и 
второго ярусов, что позволяет говорить об аппаратной избыточности таких 
структур быстрых иреобразований Хаара. · 
Рис. 3. Граф-схема получения коэффициентов Хаара при N=8. 
При большом N структуры имеют достаточно высокую сложность, 
поэтому необходимо произвести их декомпозицию - выделить элементарные 
блоки, определить способы их соединения и логику параллельна­
последовательной работы. На рис. 4 приводится базовая параллельно­
последовательная. схема, которая позволяет строить безизбыточные 
структуры быстрых преобразований Хаара при любом значении N 
размерности отсчетов входных сигналов простым наращиванием ее и 
соединением. 
Рис. 4. Базовая схема безизбыточных структур Хаара 
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В таблице nриведены коэффициенты Хаара дш1 различных •русов обр~б-о·r~·;.~·.\ ~ii 
параллельных структурах. 
· Таблица 
- Ярусы (такты) 
~ N 1 2 3 4 Q> 
§ 4 3,4 1' 2 = 8 5, 6, 7, 8 3, 4 1' 2 -& 
~ 
16 
9, 10, 11, 12, 
5, 6, 7,8 3, 4 l, 2 о 
~ 13, 14, 15, 16 
Основными характеристиками таких структур являются объем 
оборудовании и время получения слектральиых коэффициентов Хаара. Так, 
время получения коэффициентов в параллельном (Т 1), nоследовательном (Т2) 
и параллельио-nоследовательном (безизбыточном) (Т3) npoueccopax будет • • • • соответственноравно: T1=t log2N; T2=(N-l)t; T3= t logN, где t - время 
выполнения базовой операции типа сложенiUI-вычитания . Затраты на 
оборудование оnредетnотся соответственно в виде: QI=2(N-1 )r; Q2==4r; 
Q3=N'i., где индекс L означает схему элементарного сумматора. 
На рис. 5 приводятся графики зависимостей апnаратурных и временных 
фф а-- Q\ ( ) затрат, а таюке коэ ициентов выигрыш в аппаратуре и 
Q2 
]r2 . . 
1 = -(выигрыш по времени) от длинны обрабатываемой реализации для 
т.. 
соответствующих структур вычислителей спектра Хаара, где 
at = ~; а2 = ~; Гр.l = Q, ; Гр.2 = Q3 
~ ~ l~N l~N 
Анализ приведеиных графиков показывает, что выигрыш в апnаратуре 
безизбыточных структур ( а. 1 ) стремится к значению числа два, сохраняя nри 
этом скорость вычислений лараллельных структур (Т 3) . Графики зтих 
nараметров ( сх2 и Л) для параллельных и nоследовательных структур имеют 
явно выраженный нелинейный характер. Причем рост аппаратных затрат 
пара.ллельной структуры (а2) существенно начинает оnережать выигрыш по 
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Рис . 5. l 'рафиюt "J<)ИИбвюстей аппаратных и вре!'.1енн ых затрат в структурах Хаара. 
Выводы и перспективы дальнейших исследований. Таким образом. 
nолученные результаты и nредложенный подход структурного 
~юделирования выч11слителей спектра Хаара позволяют строить 
высокотехнологичные зффективные устройства, -<:осто.ящие из небольшоrо 
ч&tсла однотипных nроцессеров с минимумом соединений между ними. Так 
как ортогонаJьное nреобразование Хаара является обратимым, то 
nр11веденные выше рассуждения остаются в силе и при выборе схем , 
реанизуюших ал горитмы быстрых обратных преобразований. 
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