We develop a direction of arrival (DoA) and channel estimation algorithm for the one-bit quantized millimeterwave (mmWave) massive multiple-input multiple-output (MIMO) system. By formulating the estimation problem as a noisy one-bit compressed sensing problem, we propose a computationally efficient gridless solution based on the expectationmaximization generalized approximate message passing (EM-GAMP) approach. The proposed algorithm does not need the prior knowledge about the number of DoAs and outperforms the existing methods in distinguishing extremely close DoAs for the case of one-bit quantization. Both the DoAs and the channel coefficients are estimated for the case of one-bit quantization. The simulation results show that the proposed algorithm has effective estimation performances when the DoAs are very close to each other.
I. INTRODUCTION
Massive multi-input multi-output (MIMO), a promising technology for 5G mobile communication systems, deploys hundreds of antennas at base stations (BSs) and has intrinsic capabilities to estimate as well as leverage direction of arrival (DoA) [1] . On the other side, in the millimeter-wave (mmWave) frequency band, it is possible to pack a large number of antennas in a small area, which makes massive MIMO attractive. However, the hardware cost and power consumption will increase significantly as the dimensionality of massive MIMO systems grows, especially the power consumption of analog-to-digital converters (ADCs). This issue motivates the studies for 1-bit quantized mmWave massive MIMO systems.
Compressed sensing (CS) based methods for DoA estimation with 1-bit quantization have been investigated in [2] - [4] . In [2] , the binary iterative hard thresholding (BIHT) algorithm from [5] was extended and applied to 1-bit DoA estimation. However, the approach in [2] is on-grid based and would suffer from the grid-mismatch problem. The authors of [3] proposed an off-grid solution by using Taylor-expansion to refine the grid. The work [4] provided a gridless estimation method based on the atomic norm and the Vandermonde decomposition. In [6] , 1-bit RELAX algorithm which extended the maximum likelihood (ML) estimator was utilized. However, this method needs iterative 2-dimensional coarse searches, which is computationally prohibitive and impractical.
In addition, the above studies need to know the number of DoAs prior to the estimation.
When the DoAs are very close, the DoA estimation would be a challenging task for both 1-bit and ∞-bits quantization. All the 1-bit DoA estimation methods proposed in [2] , [3] , [6] have problems distinguishing extremely close DoAs. Even for the ideal case of ∞-bits quantization, the DoA estimation algorithm in [7] and the spatial basis expansion method in [8] would suffer severe performance degradation in distinguishing very close DoAs. Hence, this issue need to be addressed.
In this paper, we investigate DoA estimation and channel estimation of massive MIMO system with 1-bit quantization. By exploiting the sparsity in the angular domain and formulating the estimation problem as a noisy 1-bit compressed sensing problem, we design a computationally efficient gridless estimation method based on the expectation-maximization generalized approximate message passing (EM-GAMP) approach [9] . By decoupling all the DoAs and estimating them separately, our method surpasses the existing algorithms when distinguishing extremely close DoAs.
II. SYSTEM MODEL
Consider an uplink mmWave massive MIMO system where N t single antenna users are served by a BS with uniform linear array (ULA) of M antennas and 1-bit quantization, as demonstrated in Fig. 1 . Let the inter-element space of the ULA be half the wavelength. At time instant t, the received signal vector r (t) ∈ C M × 1 at the BS is given by
where L k is the number of paths between the kth user and the BS, α l,k and θ l,k represent the channel complex gain and the DoA for the lth path of the kth user respectively, a r (θ l,k ) = 1, e −π sin(θ l,k ) , · · · , e −(M−1)π sin(θ l,k ) T denotes the steering vector in direction θ l,k at the BS,  = √ −1, s k (t) is the symbol transmitted by the kth user, and n ∼ CN n; 0, σ 2 I is the additive white Gaussian noise vector.
Rewriting (1) into matrix form yields 
RF Chain
The discrete Fourier transform (DFT) of the effective channel is
where F is the M × M normalized DFT matrix with F H F = I M . For mmWave massive MIMO, it has been previously discussed in [7] , [8] that each column of X (θ) is sparse due to the special Vandermonde structure of V (θ), e.g., a large portion of the elements of each column are very close to zero. The sparsity of X (θ) will be exploited in the proposed channel estimation method. After 1-bit quantization, the received signal should be rewritten as
where Q (·) is the 1-bit quantizer, sign (·) is the signum function, and both Q (·) and sign (·) are applied componentwise and separately to the real and imaginary parts of matrices. Hence, the received 1-bit quantized baseband signals at BS can be expressed as
III. DOA ESTIMATION AND CHANNEL ESTIMATION
During pilot sequences transmission, each user transmits N p pilot symbols simultaneously. Combining N p quantized vector of (5) into a matrix yields
, and N is the matrix form of n.
By vectorizing Y Q , we obtain
where ⊗ denotes the Kronecker product. Defining A S T ⊗ F H , x (θ) vec (X (θ)), and n vec (N), we rewrite y as y = Q (Ax (θ) + n) .
Therefore, the channel estimation problem is converted to obtaining the sparse vector x (θ) from the noisy 1-bit quantized received signal y ∈ C MNp×1 under the known linear transform A.
Since the dimension of X (θ) is M × Nt k=1 L k , N t and L k need to be obtained prior to the estimation, which is impractical. To circumvent this issue, we will estimate an M × N redundant matrix X instead of X (θ) with N > Nt k=1 L k . The estimator X for the redundant matrix X would be composed of X (θ) and some vectors whose elements are very close to zero. Hence, by setting a threshold on the norm of each column of X, we could get rid of those redundant columns and obtain X (θ) from X. Therefore, (8) can be modified into
where x vec (X), and we define z Ax. Hence, the channel estimation problem is to recover the sparse vector x ∈ C MN ×1 for given y ∈ C MNp×1 and A ∈ C MNp×MN . For ease of use, we define M y M N p and N x M N . The CS literature offers a number of highperformance algorithms to recover x from y. We would adopt the EM-GAMP algorithm [9] to recover x, which extends the GAMP algorithm [10] , for its outstanding performance and computational efficiency.
A. EM-GAMP Algorithm
The EM-GAMP-based algorithm to recover x from y is presented in Algorithm 1, which follows the same structure as EM-GAMP in [9] except for the nonlinear steps, e.g., lines 6, 7, 12 and 13 of Algorithm 1. Then, we would focus on describing these nonlinear steps in details for our 1-bit quantization scenario.
First, we compute the posterior variance and mean of x m in lines 12-13 of Algorithm 1. We will suppress the iteration number t for brevity. Following the assumptions in [9] , the coefficients x n in x are assumed to be i.i.d. with Bernoulli Gaussian-mixture (GM) distribution, which yields
where δ(·) denotes the Dirac delta function, L is the number of GM components, λ is sparse rate, ω ℓ , µ ℓ and ψ ℓ are the weight, mean, and variance for the ℓth GM component respectively. The prior parameters q [λ, ω 1 , · · · , ω L , µ 1 , · · · , µ L , ψ 1 , · · · , ψ L ] are unknown but will be learned and updated by EM algorithm at each iteration. Moreover, L are treated as fixed and known. Under these assumptions, the conditional PDF p X|Y in (12), the posterior variance and mean of x m in lines 12-13 are given 1 in [9] .
Next, we derive the expressions of the conditional PDF p Z|Y , the posterior variance and mean of z m in lines 6-7 of Algorithm 1. Since the 1-bit quantizers are applied
11:
∀n : r n (t) = x n (t) + ν r n (t)
My m=1 A * mn s m (t) 12: ∀n : ν x n (t + 1) = var X|Y {x n |y; r n (t), ν r n (t), q} 13: ∀n : x n (t + 1) = E X|Y {x n |y; r n (t), ν r n (t), q} 14: update q by using EM algorithm, 15: end for Output: x separately to the real and imaginary parts of the complex inputs, the derivation should be done for real and imaginary parts respectively. Due to the noise in (9) is circular symmetric Gaussian, we only need to derive the expressions of the real parts, while the expressions for the imaginary parts can be obtained analogously. For ease of notation, we will abuse y, z and p to denote ℜ{y}, ℜ{z} and ℜ{ p} and suppress the iteration number t in the following derivations.
Note that in (9), n follows CN n; 0, σ 2 I and Q(·) denotes 1-bit quantizer, which yields
where Φ (·) denotes the CDF of the standard normal distribution. Plugging (13) into (11) and plugging (11) into line 7 of Algorithm 1 yields 2
are applied in the derivations.
where φ (·) denotes the PDF of the standard normal distribution and η m = sign(y m ) p m
Similarly, substituting (13) into (11) and plugging (11) into line 6 of Algorithm 1 yields 3
Note that the above derivations could be extended to the case of few-bits quantization. Further details about few-bits quantization can be found in [11] .
B. Gridless DoA Estimation
Applying Algorithm 1 and setting thresholds, we then obtain X (θ) which denotes the estimator of X (θ). According to (3), the IDFT of X (θ) is the estimator of the Vandermonde matrix V (θ) D of which each column corresponds to one DoA. We need to estimate all the corresponding DoA from F H X (θ). We use v k to present the kth column of F H X (θ), and the
Given the measurement v k , the likelihood function of θ k and α k is
The ML estimators for α k and θ k can then be obtained from
We find, after some algebra, that (19) is equivalent to
where † denotes the pseudo inverse of a matrix. Therefore, all the estimates θ of the DoAs can be obtained by solving (20) for all k. Note that the ML estimation for θ k in (19) needs to be achieved by 1-D exhaustive search, which is undesirable in some applications. Thus, we here provide an alternative method. Since there is only one snapshot v k and only one DoA θ k needs to estimate, we could apply the search-free root-MUSIC algorithm or ESPRIT algorithm or the computationally efficient Newton's method in [12] to v k .
Algorithm 2
The Framework of The Proposed Algorithm Input: y, A 1: Apply EM-GAMP algorithm in Algorithm 1 to obtain x. 2: Estimate the norm of the unquantized signal, normalize x according to (26) and set thresholds to obtain X(θ). 3: Estimate all the decoupled DoAs separately from X(θ) by using ML estimator or root-MUSIC or ESPRIT. 4: Estimate the channel coefficients and gains from X(θ) according to (22) and (23). Output: θ, H and D
C. Channel Estimation
In the above section, we obtain the X (θ) and θ which denote the estimates of X (θ) and θ respectively. Recalling from (3) that H = F H X (θ) and X (θ) = FV (θ) D, we see that the estimator H of the effective channel H is
where X (θ) is from Section III-A Algorithm 1. The estimate D of the channel complex gain matrix D can be obtained by using LS method, which yields
D. Discussions
Since the 1-bit quantizers keep only the sign of the real and imaginary parts of the inputs, the information of the amplitude of the inputs is lost after quantization especially in the high SNR regime. Therefore, the effective channel H and channel complex gain matrix D can only be reconstructed up to a real scaling factor, as also discussed in [2] , [13] . In order to reconstruct H and D, the norm estimation of the received unquantized signal should be considered. Recalling from (9) that the unquantized signal is Ax + n, we follow the assumption in [13] that the total received power of Ax + n can be measured before quantization. Then we get
where · F denotes the Frobenius norm. The variance σ 2
x then can written as
From the law of large numbers, we know that x ≈ σ x √ M N . After obtaining x from Algorithm 1, we scale x as
Hence, summing all the above discussions up, the framework of the proposed algorithm is presented in Algorithm 2.
IV. SIMULATION RESULTS
The performances of the proposed EM-GAMP-based algorithm on 1-bit DoA estimation and channel estimation are evaluated in this section. The pilot length is chosen as N p = 16. The pilot sequence is chosen as a length-N p Zadoff-Chu (ZC) sequence, and each row of the pilot matrix S is a circularly shifted version of the ZC sequence. This assumption would assure that the pilot sequences corresponding to different DoAs are orthogonal and would address the rank deficiency issue when DoAs are extremely close. The angular domain channel parameters are generated randomly once and fixed at all times with The SNR is defined as
The noise variance is assumed to be σ 2 = 1. The performance metric of DoA estimation is the root mean square error (RMSE), and the performance of channel gains estimator is measured in terms of the normalized mean square error (NMSE), which are defined as
In the following simulation, we would compare our EM-GAMP-based method 4 with the BIHT algorithm proposed in [5] , the LASSO problem and the BPDN problem, where the LASSO and BPDN problems are solved by using the software in [14] . Fig. 2 shows the RMSE of DoA estimation versus SNR for M = 90 antennas. For the case of 1-bit quantization, the proposed method outperforms all other algorithms in distinguishing very close DoAs because all the DoAs are decoupled and estimated separately. Additionally, a nonzero estimation error floor arises due to 1-bit quantization and cannot be eliminated by increasing SNR, as also discussed in [15] . The CRBs of θ are provided as benchmarks, which are derived in [6] . Fig. 3 shows the RMSE of DoA estimation versus M for for SNR = 15 dB. The proposed method surpasses all other algorithms for 1-bit quantization. In Fig.  4 , the NMSE of channel gains estimation is plotted over M for SNR = 15 dB. The proposed method surpasses all other algorithms for the case of 1-bit quantization, which shows the advance and robustness of the proposed method. 
V. CONCLUSION
In this paper, based on EM-GAMP algorithm, we proposed a gridless DoA estimation and channel estimation methodology for 1-bit quantized mmWave massive MIMO system. The prior knowledge about the number of DoAs is unnecessary for the proposed method. In addition, the proposed algorithm outperforms all other algorithms in distinguishing very close DoAs since all the DoAs are decoupled and estimated separately. The discussions support the feasibility of applying the proposed algorithm in practical one-bit quantized mmWave massive MIMO systems.
