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Regularity at the free boundary for
Dirac-harmonic maps from surfaces
Ben Sharp∗and Miaomiao Zhu†
December 9, 2015
Abstract
We establish the regularity theory for certain critical elliptic systems with an anti-symmetric
structure under inhomogeneous Neumann and Dirichlet boundary constraints. As applications,
we prove full regularity and smooth estimates at the free boundary for weakly Dirac-harmonic
maps from spin Riemann surfaces. Our methods also lead to the full interior ϵ-regularity and
smooth estimates for weakly Dirac-harmonic maps in all dimensions.
1 Introduction
Motivated by the supersymmetric nonlinear sigma model from quantum field theory [8, 17], a
variational problem that couples a map between two Riemannian manifolds with a spinor field
along this map is introduced in [4]. More precisely, let (M, gM ) be a spin Riemannian manifold of
dimension m ≥ 2, ΣM the spinor bundle over M and (N, g) a compact Riemannian manifold of
dimension d. Let ϕ be a map from M to N and ψ a section of the twisted bundle ΣM ⊗ ϕ−1TN .
Using the connection ∇˜ which is induced from the spin connection on ΣM and the pull back Levi-
Civita connection on ϕ−1TN , one defines the Dirac operatorD/ along the map ϕ byD/ψ := γα·∇˜γαψ,
where γα is a local orthonormal frame on M and “ · ” is the Clifford multiplication. Consider the
functional
L(ϕ, ψ) =
ˆ
M
(
|dϕ|2 + ⟨ψ,D/ψ⟩
)
dVgM . (1.1)
Critical points (ϕ, ψ) of (1.1) are called Dirac-harmonic maps from M to N . Mathematically,
Dirac-harmonic maps generalise the notions of harmonic maps and harmonic spinors, both of which
have been extensively studied from various geometric and analytic points of view. Analytically,
the Euler-Lagrange system of (1.1) couples a second order critical elliptic equation with a first
order Dirac-type equation. In dimension m = 2, the functional (1.1) is conformally invariant in
the domain as is the case for harmonic maps, which places the study of Dirac-harmonic maps
in the framework of two dimensional conformally invariant variational problems, where a lot of
powerful geometric analysis techniques have been developed, allowing for a deep investigation of
the regularity theory for weak solutions.
Exploring the geometric and analytic aspects of this variational problem, Chen-Jost-Wang-Zhu [6]
introduced an appropriate boundary value problem for Dirac-harmonic maps from a spin Riemann
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surface M with non-empty boundary ∂M into a compact Riemannian manifold N , providing a
mathematical interpretation of the supersymmetric nonlinear sigma model with boundaries [3] and
the D-branes in superstring theory [22]. More precisely, let S be a closed s-dimensional submanifold
of N , then the map ϕ is supposed to satisfy the classical free boundary condition: ϕ(∂M) ⊂ S,
while the spinor field ψ ∈ Γ(ΣM ⊗ ϕ−1TN) is required to satisfy a chirality type (local elliptic)
boundary condition that is compatible with ϕ as well as the supporting submanifold S:
B±ϕψ|∂M = 0, (1.2)
generalising the usual chirality (local elliptic) boundary condition B±ψ˜|∂M = 0 introduced by
Gibbons-Hawking-Horowitz-Perry [11] (we refer to [16] for the mathematical setting) for usual
spinors ψ˜ ∈ Γ(ΣM).
Embed N isometrically into some Euclidean space Rn and consider admissible fields for (1.1) in
the following space
X 1,2
1, 4
3
(M,N ;S) :=
{
(ϕ, ψ) ∈ H1(M,N)×W 1,
4
3 (ΣM ⊗ ϕ−1TN) :
ϕ(x) ∈ S and B±ϕ ψ(x) = 0 for a.e. x ∈ ∂M
}
.
One can easily verify that the functional (1.1) extends to X 1,2
1, 4
3
(M,N ;S). Critical points (ϕ, ψ) ∈
X 1,2
1, 4
3
(M,N ;S) of (1.1) are called weakly Dirac-harmonic maps from M to N with free boundary
ϕ(∂M) on S.
To study the regularity at the free boundary for weakly Dirac-harmonic maps from spin Riemann
surfaces, by conformal invariance in dimension m = 2, one can locate the problem in a small
neighbourhood of a boundary point and consider the model case that the domain is the upper half
unit disc
B+1 :=
{
(x1, x2) ∈ R
2|x21 + x
2
2 < 1, x2 ≥ 0
}
equipped with the Euclidean metric and the free boundary portion is I :=
{
(x1, 0) ∈ R
2| − 1 < x1 < 1
}
.
Denote by −→n the outward unit normal vector field on the boundary portion I.
As in [6], applying a reflection procedure for ϕ analogous to that used in the free boundary problem
for harmonic maps [13, 26] and introducing a reflection for ψ that is compatible with the boundary
condition (1.2), one can extend the two fields across I to the whole ball B1 such that the extended
fields (ϕ, ψ) weakly solve a critical elliptic system with an anti-symmetric structure similar to that
introduced by Rivie`re [23] and Rivie`re-Struwe [24] up to an additional frame transformation which
can be analytically well controlled. By adapting the regularity theory of Rivie`re-Struwe, they
proved the following regularity results:
Theorem 1.1 ([6], Theorem 1.1-1.2). Let M be a compact spin Riemann surface with boundary
∂M , N a compact Riemannian manifold with S ⊂ N a closed totally geodesic submanifold of N .
Let (ϕ, ψ) be a weakly Dirac-harmonic map from M to N with free boundary ϕ(∂M) on S. Then
there exists some β ∈ (0, 1) such that ϕ ∈ C1,β(M,N) and ψ ∈ C1,β(ΣM ⊗ ϕ−1TN).
In the present paper, we prove the full regularity at the free boundary - without assuming that
S ⊂ N is totally geodesic - by establishing the regularity theory for critical elliptic systems with
an anti-symmetric structure under inhomogeneous Neumann and Dirichlet boundary constraints,
extending the classical boundary regularity theory for sub-critical elliptic PDE studied by Agmon-
Douglis-Nirenberg [2]. It provides the boundary regularity results related to the recent interior
regularity theory for critical elliptic systems with an anti-symmetric structure developed by Rivie`re
[23], Rivie`re-Struwe [24], Sharp-Topping [31], Sharp [30, 29] and Zhu [36].
To state our main PDE result, let 1 ≤ k ∈ N, 1 ≤ p ∈ R and U ⊂ Rm, m ≥ 2 be some open set
with T ⊂ ∂U a smooth boundary portion, define the space (see e.g. [34])
W k,p∂ (T ) := {g ∈ L
1(T ) : g = G|T for some G ∈W
k,p(U)}
2
with norm ∥g∥Wk,p∂ (T )
= infG∈Wk,p(U),G|T=g ∥G∥Wk,p(U). Then we have
Theorem 1.2. Let d ≥ 2, 0 ≤ s ≤ d, 0 < Λ < ∞ and 1 < p < 2. For any A ∈ L∞ ∩
W 1,2(B+1 , GL(d)), Ω ∈ L
2(B+1 , so(d)⊗∧
1
R
m), f ∈ Lp(B+1 ,R
d), (g, k) ∈ (W 1,p∂ (I,R
s),W 2,p∂ (I,R
d−s))
and for any u ∈W 1,2(B+1 ,R
d) weakly solving
d∗(Adu) = ⟨Ω, Adu⟩+ f in B+1 , (1.3)
∂ui
∂−→n
= gi on I 1 ≤ i ≤ s, (1.4)
uj = kj on I s+ 1 ≤ j ≤ d, (1.5)
with
Λ−1|ξ| ≤ |A(x)ξ| ≤ Λ|ξ| for a.e. x ∈ B+1 , for all ξ ∈ R
d
and satisfying the compatibility condition that A(x) commutes with R for a.e. x ∈ B+1 where
R = (Rij) :=
(
Ids 0
0 −Idd−s
)
. (1.6)
Then u ∈ W 2,ploc (B
+
1 ∪ I) and there exist ϵ = ϵ(d,Λ, p) > 0 and C = C(d,Λ, p) > 0 such that
whenever ∥Ω∥L2(B+
1
) + ∥∇A∥L2(B+
1
) ≤ ϵ then
∥∇2u∥Lp(B+
1
2
) + ∥∇u∥
L
2p
2−p (B+
1
2
)
≤ C(∥u∥L1(B+
1
) + ∥f∥Lp(B+
1
) + ∥g∥W 1,p∂ (I)
+ ∥k∥W 2,p∂ (I)
).
Remark 1.3. Our proof of Theorem 1.2 does not follow from the ‘perturbed Coulomb frame’
approach of Rivie`re [23] (see also [31]) but first requires the methods of Rivie`re-Struwe [24] in
obtaining an interior Ho¨lder estimate (see [36] or Theorem 2.4). Then one uses the work of Sharp
[30] in order to bootstrap this into integrability of the gradient above L2 (see Theorem 2.1). The
advantage of this approach is that it works in all dimensionsm ≥ 2 in obtaining higher integrability
on the interior. In two dimensions this essentially follows from the stability of the local Hardy space
h1 under multiplication by Ho¨lder continuous functions, coupled with the embedding h1 →֒ H−1.
To obtain sub-critical integrability in higher dimensions (i.e. in order to prove Theorem 2.1 for
m > 2) one needs to extend this embedding and show h1∩M1,m−2 →֒ H−1 - see [30] for details. The
fundamental idea behind obtaining the regularity for such critical equations with anti-symmetric
structures began with the work of Rivie`re [23] and later Rivie`re-Struwe [24], which involved re-
writing the equation with respect to a Coulomb-type frame, generalising the work of He´lein [14],
thus uncovering Jacobian determinant structures which allows one to use Hardy space methods
via the pioneering work of Coiffman, Lions, Mayer and Semmes [7].
Remark 1.4. Theorem 1.2 says that for the boundary conditions above, under the appropriate
assumptions on A and Ω, the solution u behaves like that of the following classical boundary value
problem (for a scalar-valued u)
−∆u = f in B+1
∂u
∂−→n
= g on I or u = k on I
studied by Agmon-Douglis-Nirenberg [2], where f ∈ Lp(B+1 ), g ∈W
1,p
∂ (I), k ∈W
2,p
∂ (I) and p > 1.
Remark 1.5. When the boundary conditions are homogeneous, i.e., g ≡ 0 and k ≡ 0, we have an
extension of Theorem 1.2 to the case of higher dimensional domains B+1 ⊂ R
m for m ≥ 2 with Ω,
∇A and ∇u in the Morrey space M2,m−2 and f ∈ Lp with m2 < p < m (see Section 2, Theorem
2.7).
Now, going back to the free boundary problem for Dirac-harmonic maps, it is possible to use the
known interior regularity [6, 33] to prove that we can localise our problem also in the target -
3
see Lemma 4.3. This allows us to use the so called Fermi coordinates about some point q ∈ S
at which point we use elementary geometric arguments to show that our map ϕ weakly solves an
elliptic system of the form (1.3) with boundary conditions (1.4) and (1.5) but only for p = 1. More
precisely we have
|Ω(x)|+ |∇A(x)| ≤ C|∇ϕ(x)|, and |f(x)| ≤ C|ψ(x)|2|∇ϕ(x)| for a.e. x ∈ B+1 .
Moreover the tangent components of the map ϕ satisfy an inhomogeneous Neumann condition:(
∂ϕi
∂−→n
)
= Re(PiS(
−→n · ψ⊥;ψ⊤)) on I for 1 ≤ i ≤ s
and the normal components satisfy a homogeneous Dirichlet condition
ϕi|I = 0 for s+ 1 ≤ i ≤ d.
Here PS(·; ·) is a spinorial extension of the shape operator PS(·; ·) of S in N , see section 3.2.
A-priori ψ ∈W 1,
4
3 →֒ L4 and ϕ ∈W 1,2 hence we have
f ∈ L1(B+1 ) and Re(P
i
S(
−→n · ψ⊥;ψ⊤)) ∈W 1,1∂ (I).
In order to be able to apply the regularity result in Theorem 1.2, we need to improve the regularity
up to the boundary for the spinor field ψ so that
f ∈ Lp(B+1 ) and Re(P
i
S(
−→n · ψ⊥;ψ⊤)) ∈W 1,p∂ (I), for some p > 1. (1.7)
Fortunately, this can be achieved by investigating the Dirac equation for ψ as well as observing
that the chirality boundary condition (1.2) on the spinor is morally a Riemann-Hilbert boundary
condition for the Cauchy-Riemann operator (see Theorems 3.4 and 4.4) and hence Theorem 3.5
allows us to consider our map ϕ as above but this time (1.7) is satisfied for some 1 < p < 2 and
Theorem 1.2 yields, in particular, that ∇ϕ ∈ Lr up to the boundary for some r > 2.
We note that if we are only able to prove Ho¨lder regularity of ϕ then the argument does not work
- thus Theorem 1.2 is integral in obtaining the full regularity. The Ho¨lder regularity is enough
if one assumes the submanifold S is totally geodesic, since the tangent components of the map
ϕ then satisfy a homogeneous Neumann condition and the usual reflection principle applies as in
the case for Harmonic maps - see [26]. At this point we are considering a sub-critical and classical
boundary value problem and a simple bootstrapping argument concludes:
Theorem 1.6. Let N be a compact Riemannian manifold, S ⊂ N a closed submanifold with (ϕ, ψ)
a weakly Dirac-harmonic map from B+1 to N with free boundary ϕ(I) on S. Then for any k ∈ N
there exist ϵ = ϵ(N,S) > 0 and C = C(k,N,S) > 0 such that if ∥∇ϕ∥L2(B+
1
)+∥ψ∥L4(B+
1
) ≤ ϵ, then
∥∇kϕ∥L∞(B+
1
2
) + ∥∇
kψ∥L∞(B+
1
2
) ≤ C∥∇ϕ∥L2(B+
1
)(1 + ∥ψ∥L4(B+
1
)).
By the conformal invariance of the problem and re-scaling in the domain coupled with the known
interior regularity [6, 33], we trivially establish the full regularity at the free boundary:
Theorem 1.7. Let M be a compact spin Riemann surface with boundary ∂M , N a compact
Riemannian manifold, and S ⊂ N a closed submanifold. Let (ϕ, ψ) be a weakly Dirac-harmonic
map from M to N with free boundary ϕ(∂M) on S. Then (ϕ, ψ) is smooth up to the boundary.
Remark 1.8. We point out that we expect to be able to extend this result to a partial regularity
result for weakly stationary Dirac-harmonic maps with a free boundary constraint in any dimension
m ≥ 3. This however will require an extra assumption on the domain M in order to make sense
of the Chirality-type boundary condition. Moreover one would need a version of Theorem 1.2 for
higher dimensions involving new techniques which are not necessary in this paper. The authors
will deal with these issues in a subsequent work.
4
Remark 1.9. Any weakly harmonic map or weakly minimal surface u : B+1 → N with a free
boundary u(I) ⊂ S is also a weakly Dirac-harmonic map when coupled with the zero spinor field.
Therefore we can apply Theorems 1.6 and 1.7 to obtain the regularity at the boundary in this case.
The free boundary value problem is simpler for harmonic maps and minimal surfaces since one
has zero Neumann conditions for the tangential components as well as zero Dirichlet conditions
for the normal components - geometrically this is known as the transversality property at the free
boundary (see e.g. [15, 13]): ∂u
∂−→n
⊥TuS, a.e. on I.
Using the PDE results from this paper we also obtain the following local smooth interior estimates
for weakly Dirac-harmonic maps in all dimensions m ≥ 2. Denote by B1 ⊂ R
m the unit ball.
Theorem 1.10. For m = 2. Let N be a compact Riemannian manifold and (ϕ, ψ) a weakly Dirac-
harmonic map from the unit disc B1 ⊂ R
2 into N . For any k ∈ N there exist ϵ = ϵ(N) > 0 and
C = C(k,N) > 0 such that if ∥∇ϕ∥L2(B1) ≤ ϵ, then
∥∇kϕ∥L∞(B 1
2
) + ∥∇
kψ∥L∞(B 1
2
) ≤ C∥∇ϕ∥L2(B1)(1 + ∥ψ∥L4(B1)). (1.8)
Remark 1.11. In dimension m = 2, the local smooth interior estimates as in (1.8) were ob-
tained in [5] using classical methods but for smooth Dirac-harmonic maps and assuming also that
∥ψ∥L4(B1) ≤ ϵ.
Theorem 1.12. Let m ≥ 3 and N be a compact Riemannian manifold. For any k ∈ N, there exist
ϵ = ϵ(m,N) > 0 and C = C(m,N, k) > 0 such that if (ϕ, ψ) is a weakly Dirac-harmonic map from
the unit ball B1 ⊂ R
m into N (see Section 3 for a definition) satisfying
∥∇ϕ∥M2,m−2(B1) + ∥ψ∥M4,m−2(B1) ≤ ϵ (1.9)
then
∥∇kϕ∥L∞(B 1
2
) + ∥∇
kψ∥L∞(B 1
2
) ≤ C(∥∇ϕ∥M2,m−2(B1) + ∥ψ∥M4,m−2(B1)),
where the Morrey norms appearing here are defined in appendix A.
Remark 1.13. We can conclude the same results as in Theorem 1.12 for weakly Dirac-harmonic
maps from (B1, g1) equipped with a spin structure into N , where g1 is some smooth Riemannian
metric. This is because the crucial improvement to the regularity comes from Theorem 2.1, thus
taking into account remark 2.5 and equation (3.8) we can essentially apply the same proof. We also
mention that this recovers the ϵ-regularity estimates for weakly harmonic maps (setting ψ ≡ 0).
Remark 1.14. Under the smallness assumption (1.9), the regularity for weakly Dirac-harmonic
maps was proved by Wang-Xu [33] using a different method. More precisely, they first derive the
Ho¨lder continuity for ϕ by combining He´lein’s technique of moving frames [14] for harmonic maps
and Rivie`re-Struwe’s Coulomb gauge theorem in the Morrey space setting [24], and then obtain the
C1,α-regularity for (ϕ, ψ) by adapting the hole-filling-type argument by Giaquinta-Hildebrandt [12]
for harmonic maps. Finally, the higher order regularity follows from the standard bootstrapping
argument.
Remark 1.15. We also point out here that it is possible to prove these estimates without the
smallness assumption on ∥ψ∥M4,m−2 , however since it requires more involved techniques and the
result does not directly benefit us in this paper, we postpone the details to a later work.
Layout of the paper In section 2 we improve the regularity for suitably generalised elliptic
systems appearing in [36] - Theorem 2.1 - following the ideas developed in [30, 29]. We also state
consequences of this theorem for homogeneous Dirichlet and Neumann boundary value problems for
the same system - Theorem 2.7, in order to prove Theorem 1.2. In section 3 we recall the set-up for
Dirac-harmonic maps and the related free boundary problem developed in [6]. Section 4 contains
the proofs of all of the Theorems concerning Dirac-harmonic maps mentioned in the introduction.
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In the same section we consider interior and boundary regularity for systems of spinors solving
a Dirac equation, where the boundary value problem is of chirality-type - Theorems 3.4 and 3.5.
In the appendix we give a brief overview of the classical function spaces we require, along with
results on Hodge decompositions, the Coulomb gauge construction of Rivie`re-Struwe [24] and some
classical boundary value problem estimates for the Laplace and Cauchy-Riemann operator.
Acknowledgments. This work was started whilst both authors were supported by The Lever-
hulme Trust at the University of Warwick. The second author has received funding from the Euro-
pean Research Council under the European Union – Seventh Framework Programme (FP7/2007-
2013) / ERC grant agreement no. 267087. The first author has also received funding from the
European Research Council STG agreement number P34897. The first author would like to thank
Ju¨rgen Jost and the Max Plank Institute for Mathematics in the Sciences for their hospitality
during the completion of this work.
2 Supporting PDE results
The first main PDE theorem in this section - Theorem 2.1, is an improved interior regularity result
for a system of critical PDE. Systems of this form were introduced and first studied by Rivie`re-
Struwe [24], however in the present form the improved regularity results, and generalisations thereof
stem from works of the authors [36] and [30]. The proof of Theorem 2.1 follows precisely the lines
set out in [24] and [36] in obtaining Ho¨lder regularity and we follow [30] in proving the higher
integrability. We provide a sketch of the proof of this theorem for the sake of clarity, referring to
[30] and [29] for the fine detail.
Theorem 2.1. Letm, d ≥ 2, 0 < Λ <∞ and m2 < p < m. For any F,G ∈ L
∞∩M2,m−21 (B1, gl(d)),
A ∈ L∞ ∩M2,m−21 (B1, GL(d)), Ω ∈ M
2,m−2(B1, so(d)⊗ ∧
1
R
m), ζ ∈ M2,m−21 (B1, gl(d)⊗ ∧
2
R
m),
f ∈ Lp(B1,R
d) and u ∈M2,m−21 (B1,R
d) weakly solve
d∗(Adu) = ⟨Ω, Adu⟩+ ⟨Fd∗ζ,Gdu⟩+ f
with
Λ−1|ξ| ≤ |A(x)ξ| ≤ Λ|ξ| for a.e. x ∈ B1, for all ξ ∈ R
d
and ∥F∥L∞(B1) + ∥G∥L∞(B1) + ∥∇F∥M2,m−2(B1) + ∥∇G∥M2,m−2(B1) ≤ Λ. Then there exist ϵ =
ϵ(m, d,Λ, p) > 0 and C = C(m, d,Λ, p) > 0 such that whenever ∥Ω∥M2,m−2(B1)+∥∇ζ∥M2,m−2(B1)+
∥∇A∥M2,m−2(B1) ≤ ϵ then
∥∇2u∥
M
2p
m
,m−2(B 1
2
)
+ ∥∇u∥
M
2p
m−p
,m−2
(B 1
2
)
≤ C(∥u∥L1(B1) + ∥f∥Lp(B1)).
Remark 2.2. Under the conditions of Theorem 2.1, if ζ ≡ 0 and f ∈ Lr for all r < m, then we
have that for all 2 < q < ∞ there exist ϵ = ϵ(m, d,Λ, q) > 0 and C = C(m, d,Λ, q) > 0 such that
whenever ∥Ω∥M2,m−2(B1) + ∥∇A∥M2,m−2(B1) ≤ ϵ then
∥∇2u∥
M
2q
q+2
,m−2
(B 1
2
)
+ ∥∇u∥Mq,m−2(B 1
2
) ≤ C(∥u∥L1(B1) + ∥f∥L
mq
m+q (B1)
).
To see this notice that p := mq2+q ∈
(
m
2 ,m
)
and apply the theorem for p = p(q) where q = 2pm−p .
Remark 2.3. Note that we could have written the PDE as
d∗(Adu) = ⟨Ω˜, Adu⟩+ f
where Ω˜ = Ω+Fd∗ζGA−1 is not antisymmetric. Thus it is clear that in order to have the improved
regularity “it is only necessary for the part of Ω that has divergence to be anti-symmetric” as has
been noted previously: [36] and [27]. We also point out that there have been further generalisations
of this type of theorem in different directions - the interested reader should consult the works of
Roger Moser [20] and Armin Schikorra [28].
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In order to prove Theorem 2.1 we first require a small generalisation of a result of Rivie`re-Struwe
[24] concerning the Ho¨lder regularity of such weak solutions:
Theorem 2.4 ([24, 25, 36, 27]). Let the set-up be as in Theorem 2.1 then there exist ϵ =
ϵ(m,n,Λ, p) > 0 and C = C(m,n,Λ, p) > 0 such that whenever ∥Ω∥M2,m−2(B1)+∥∇ζ∥M2,m−2(B1)+
∥∇A∥M2,m−2(B1) ≤ ϵ then u ∈ C
0,γ
loc , for γ = 2−
m
p with
[u]C0,γ(B 1
2
) ≤ C(∥∇u∥M2,m−2(B1) + ∥f∥Lp(B1)).
Remark 2.5. Following the proof of the above one can check that even if f = d∗H for H ∈
Lq(B1,
∧1
R
d) and q > m we get that u ∈ C0,γloc , for γ = 1−
m
q with
[u]C0,γ(B 1
2
) ≤ C(∥∇u∥M2,m−2(B1) + ∥H∥Lq(B1))
as has been pointed out elsewhere [18].
We point out here that both Theorem 2.1 and Theorem 2.4 remain true if we consider the domain
to be equipped with a Lipschitz Riemannian metric (B1, g1) where g1 is arbitrary. Of course in this
case d∗g1 would depend on g1 as would the inner product ⟨, ⟩g1 . We will not give a proof of this fact
here as the proof follows the same lines as the Euclidean setting with some added technicalities.
Remark 2.6. The conclusion of Theorem 2.1 is stronger than that of Theorem 2.4 since we have
(see [9, Chapter III, Theorem 1.2]), [u]C0,γ ≤ C∥∇u∥
M
2p
m−p
,m−2 .
Our second main PDE result in this section is to present estimates up to the boundary when we
have zero Dirichlet and/or Neumann conditions. Denote by B+1 := B1 ∩ {xm ≥ 0} the upper half
unit ball and set I := {(x1, ..., xm−1, 0) ∈ R
m| − 1 < x1, ..., xm−1 < 1}.
Theorem 2.7. Let m, d ≥ 2, 0 ≤ s ≤ d, 0 < Λ < ∞ and m2 < p < m. For any A ∈
L∞ ∩M2,m−21 (B
+
1 , GL(d)), Ω ∈ M
2,m−2(B+1 , so(d) ⊗ ∧
1
R
m), f ∈ Lp(B+1 ,R
d) and for any u ∈
M2,m−21 (B
+
1 ,R
d) weakly solving
d∗(Adu) = ⟨Ω, Adu⟩+ f in B+1 ,
∂ui
∂−→n
= 0 on I 1 ≤ i ≤ s, (2.1)
uj = 0 on I s+ 1 ≤ j ≤ d, (2.2)
with
Λ−1|ξ| ≤ |A(x)ξ| ≤ Λ|ξ| for a.e. x ∈ B+1 , for all ξ ∈ R
d
and satisfying the compatibility condition that A(x) commutes with R for almost every x ∈ B+1
where R is as in (1.6), there exist ϵ = ϵ(m, d,Λ, p) > 0 and C = C(m, d,Λ, p) > 0 such that
whenever ∥Ω∥M2,m−2(B+
1
) + ∥∇A∥M2,m−2(B+
1
) ≤ ϵ then
∥∇2u∥
M
2p
m
,m−2(B+
1
2
)
+ ∥∇u∥
M
2p
m−p
,m−2
(B+
1
2
)
≤ C(∥u∥L1(B+
1
) + ∥f∥Lp(B+
1
)).
Remark 2.8. There are versions of this theorem with inhomogeneous boundary conditions in
all dimensions, i.e. analogues of Theorem 1.2 when m ≥ 3, however we will leave the precise
formulations to a later work as they require more involved techniques and do not benefit us here.
Remark 2.9. As above we can make sense of this theorem when B+1 is equipped with a Riemannian
metric g+1 , but we require that it is in block form: g
+
1 =
(
{(g1)
+
ij}1≤i,j≤m−1 0
0 (g1)
+
mm
)
. The
reader should think of this condition as taking local Fermi coordinates with respect to ∂M ⊂ M
about some boundary point p which we can always do, i.e., about p ∈ ∂M we can find a chart
ϕ : U ⊂M → B+1 such that ϕ(U ∩ ∂M) = I and the metric is in the form above.
In dimension m = 2, we are able to deal with the case of inhomogeneous Neumann and Dirichlet
boundary constraints - our main PDE result in the paper Theorem 1.2.
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2.1 Proof of Theorems 2.7 and 1.2
Proof of Theorem 2.7: First we define reflections in the domain and target: In the domain we
denote ρ : Rm → Rm to be ρ(x) := (x1, . . . , xm−1,−xm) and in the target, σ : R
d → Rd defined by
σ(y) = (y1, . . . , ys,−ys+1, . . . ,−yd) - note that R is the matrix describing both σ and Dσ. Now
we extend the objects appearing in the Theorem as follows:
uE(x) :=

u(x) if x ∈ B+1
Ru(ρ(x)) if x ∈ B−1
∈W 1,2(B1,R
d),
AE(x) :=

A(x) if x ∈ B+1
A(ρ(x)) if x ∈ B−1
∈W 1,2(B1, GL(d)),
ΩE(x) :=

Ω(x) if x ∈ B+1
R(ρ∗Ω)(x)R if x ∈ B−1
∈ L2(B1, so(d)⊗ ∧
1
R
m),
fE(x) :=

f(x) if x ∈ B+1
Rf(ρ(x)) if x ∈ B−1
∈ Lp(B1,R
d).
Now, for any η ∈ C∞c (B1,R
d) we decompose it as follows
η(x) = η1(x) + η2(x) =
1
2
(η(x) +Rη(ρ(x))) +
1
2
(η(x)−Rη(ρ(x)))
where we have Rη1(ρ(x)) = η1(x) and Rη2(ρ(x)) = −η2(x). As a preliminary calculation we check
thatˆ
B+
1
(⟨Ω(x), A(x)du(x)⟩+ f(x), η1(x)) =
ˆ
B−
1
(⟨ρ∗Ω(x), A(ρ(x))d(u ◦ ρ)(x)⟩+ f(ρ(x)), η1(ρ(x)))
=
ˆ
B−
1
(⟨ρ∗Ω(x), A(ρ(x))d(u ◦ ρ)(x)⟩+ f(ρ(x)), Rη1(x))
=
ˆ
B−
1
(⟨ΩE(x), AE(x)duE(x)⟩+ fE(x), η1(x)).
Therefore by (2.1) and the fact that ηj1 = 0 on I for s+ 1 ≤ j ≤ d we haveˆ
B1
(AEduE , dη1) =
ˆ
B+
1
(Adu, dη1) +
ˆ
B−
1
(A(ρ(x))Rd(u ◦ ρ)(x), dη1(x))
=
ˆ
B+
1
(⟨Ω, Adu⟩+ f, η1) +
ˆ
B−
1
(A(ρ(x))Rd(u ◦ ρ)(x), Rd(η1 ◦ ρ)(x))
=
ˆ
B+
1
(⟨Ω, Adu⟩+ f, η1) +
ˆ
B+
1
(A(x)du(x), dη1(x))
= 2
ˆ
B+
1
(⟨Ω, Adu⟩+ f, η1)
=
ˆ
B1
(⟨ΩE(x), AE(x)duE(x)⟩+ fE(x), η1(x)).
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We also check thatˆ
B1
(AEduE , dη2) =
ˆ
B+
1
(Adu, dη2) +
ˆ
B−
1
(A(ρ(x))Rd(u ◦ ρ)(x), dη2(x))
=
ˆ
B+
1
(Adu, dη2)−
ˆ
B−
1
(A(ρ(x))Rd(u ◦ ρ)(x), Rd(η2 ◦ ρ)(x))
=
ˆ
B+
1
(Adu, dη2)−
ˆ
B+
1
(A(x)du(x), dη2(x))
= 0.
On the other hand, a simple calculation gives
ˆ
B+
1
(⟨Ω(x), A(x)du(x)⟩+ f(x), η2(x)) =
ˆ
B−
1
(⟨ρ∗Ω(x), A(ρ(x))d(u ◦ ρ)(x)⟩+ f(ρ(x)), η2(ρ(x)))
= −
ˆ
B−
1
(⟨ρ∗Ω(x), A(ρ(x))d(u ◦ ρ)(x)⟩+ f(ρ(x)), Rη2(x))
= −
ˆ
B−
1
(⟨ΩE(x), AE(x)duE(x)⟩+ fE(x), η2(x)).
It follows that ˆ
B1
(⟨ΩE(x), AE(x)duE(x)⟩+ fE(x), η2(x)) = 0.
Therefore we have proved that for all such η we have
ˆ
B1
(AEduE , dη) =
ˆ
B1
(⟨ΩE(x), AE(x)duE(x)⟩+ fE(x), η(x)).
By applying Theorem 2.1 we are done. □
Before we begin the proof of Theorem 1.2 we first recall a fundamental result of Agmon-Douglis-
Nirenberg [2], the proof of which we leave to the reader - see [34, Theorem 3.4]. We point out here
that the below result holds in all dimensions but we only require the result on B+1 ⊂ R
2.
Theorem 2.10. Let G ∈ W 1,p(B+1 ) for 1 < p < ∞. Then there exist C = C(p) > 0 and
uˆG ∈W
2,p(B+1 ) such that
∂uˆG
∂−→n
= G|I and ∥uˆG∥W 2,p ≤ C∥G∥W 1,p .
Proof of Theorem 1.2: By the definition of the spaces W k,p∂ and the above theorem we can find
uˆ ∈W 2,p(B+1 ) such that
∂uˆi
∂−→n
= gi on I 1 ≤ i ≤ s
uˆj = kj on I s+ 1 ≤ j ≤ d,
and C = C(p) > 0 with ∥uˆ∥W 2,p ≤ C(∥g∥W 1,p∂
+ ∥k∥W 2,p∂
). Defining v := u − uˆ and F := f −
d∗(Aduˆ) + ⟨Ω, Aduˆ⟩ the reader can check that we have
d∗(Adv) = ⟨Ω, Adv⟩+ F on B+1
with v satisfying the boundary conditions (2.1) and
∥F∥Lp(B+
1
) ≤ C(∥f∥Lp(B+
1
) + ∥g∥W 1,p∂
+ ∥k∥W 2,p∂
).
Now we apply Theorem 2.7 to v for m = 2 which eventually gives the desired estimate for u. □
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2.2 Proof of Theorems 2.4 and 2.1
Proof of Theorem 2.4: The proof is an easy application of the ideas set out in [24, 25], see also
[27, 36]. Setting T := P−1A where P is given by the Morrey version of the Coulomb gauge [24,
Lemma 3.1] we end up with the system
d∗(Tdu) = ⟨d∗η, Tdu⟩+ ⟨P−1Fd∗ζ,GAdu⟩+ P−1f
and
d(Tdu) = dT ∧ du.
We have ∥T∥L∞ ≤ Λ,
1
Λ |du| ≤ |Tdu| ≤ Λ|du| and ∥∇T∥M2,m−2(B1) ≤ Cϵ. Also η = ∗ξ where ξ is
as in Lemma 3.1 of [24]. Hence η ∈ W 1,20 (B1, so(n) ⊗ ∧
2
R
m) and dη = 0. Moreover there exists
C = C(m,n) > 0 such that ∥∇η∥M2,m−2(B1) ≤ Cϵ. The proof now follows the steps precisely as
they are laid out in the proof of Theorem 1.1 from [24], see also Proposition 2.1 in [25], or Theorem
1.2 in [36].
□
Proof of Theorem 2.1: We first assume the following:
Proposition 2.11. Let the setup be as in Theorem 2.1. Then there exits ϵ = ϵ(d,m, p,Λ) > 0 such
that whenever ∥Ω∥M2,m−2(B1)+∥∇ζ∥M2,m−2(B1)+∥∇A∥M2,m−2(B1) ≤ ϵ then ∇u ∈M
2,m−2+2γ
loc (B1,R
d).
We now follow precisely the bootstrapping argument of [30] (see also [29, Chapter 6]) therefore
we do the first few lines and then refer the reader there for the full proof. Setting Θ := A−1dA+
A−1ΩA+A−1Fd∗ζG ∈M2,m−2(B1, gl(d)⊗∧
1
R
m) we have that ∥Θ∥M2,m−2(B1) ≤ C(Λ)ϵ and u is
a solution to:
−∆u = ⟨Θ, du⟩+ f.
Using the fact that now we know ∇u has better than L2 integrability we can simply bootstrap this
information back into our PDE. This completes the proof of Theorem 2.1. □
Proof of Proposition 2.11: We can of course apply Theorem 2.4 to our situation in Theorem
2.1. Now we assume the following:
Proposition 2.12. With the set-up as in Theorem 2.1; let δ > 0, then there exist ϵ = ϵ(d,m, p,Λ) >
0 small enough and C = C(δ,m, d, p,Λ) > 0 such that when ∥Ω∥M2,m−2(B1) + ∥∇ζ∥M2,m−2(B1) +
∥∇A∥M2,m−2(B1) ≤ ϵ we have the following estimate (γ = 2−
m
p )
∥A∇u∥2L2(Br) ≤ C(δ)(ϵ
2[u]2C0,γ(B1) + ∥f∥
2
Lp(B1)
) + rm(1 + δ)∥A∇u∥2L2(B1).
Assuming Proposition 2.12 we follow the argument for the proof of [31, Lemma 7.3], again the full
details are given in [30] or [29, Chapter 6], however one should follow the argument by replacing
∇u with A∇u. This finishes the proof of Proposition 2.11. □
Proof of Proposition 2.12: This section of the proof also follows exactly the ideas set out in [30]
and [29, Chapter 6] but we include some of the details since there are a couple of added technicalities
here: We will use the Coulomb gauge [24, Lemma 3.1] in order to re-write our equation; so setting
ϵ small enough we have
d∗(P−1Adu) = ⟨d∗η, P−1Adu⟩+ ⟨P−1Fd∗ζ,Gdu⟩+ P−1f
and
d(P−1Adu) = (d(P−1A) ∧ du).
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Letting S = P−1A we have
d∗(Sdu) = ⟨d∗η, Sdu⟩+ ⟨P−1Fd∗ζ,Gdu⟩+ P−1f
and
d(Sdu) = (dS ∧ du)
where 1Λ |ξ| ≤ |S(x)ξ| ≤ Λ|ξ| for all ξ ∈ R
n and almost every x ∈ B1. We also have ∥∇S∥M2,m−2(B1) ≤
ϵ(Λ+1). As before; η ∈W 1,20 (B1, so(n)⊗∧
2
R
m) and dη = 0.Moreover there exists C = C(m,n) > 0
such that ∥∇η∥M2,m−2(B1) ≤ Cϵ.
We can also set ϵ small enough in order to apply Theorem 2.4 so that u ∈ C0,γ where γ = 2− mp ∈
(0, 1). Now we wish to extend the quantities arising above in the appropriate way: First of all
we may extend η by zero. We also extend S − S1,0 to S˜ ∈ W
1,2 ∩ L∞(Rm) and finally u to
u˜ ∈ C0,γ(Rm) where each has compact support in B2 (we may assume u ∈ C
0,γ(B1)).
Note that we have ∥∇S˜∥L2 ≤ C∥∇S∥L2(B1) ≤ Cϵ(Λ + 1) by Poincare´’s inequality and ∇S˜ = ∇S
in B1. We also have u˜ ∈ C
0,γ(Rm) with ∥u˜∥C0,γ ≤ C∥u∥C0,γ and (since we may assume
´
u = 0)
we have ∥u˜∥C0,γ ≤ C[u]C0,γ , moreover u˜ = u in B1. All the constants here come from standard
extension operators and are independent of the function, see for instance [10]. We also extend
ζ − ζ1,0 to ζ˜ ∈ M
2,m−2
1 (R
m) with ∇ζ˜ = ∇ζ in B1 and ∥∇ζ˜∥M2,m−2 ≤ C∥∇ζ∥M2,m−2(B1) ≤ Cϵ.
(see appendix A). We also extend P, F,G using appendix A.
Now we use the L2 Hodge decomposition in order to write Sdu = da + d∗b + h with a ∈
W 1,20 (B1,R
n), b ∈ W 1,2N (B1 ∧
2
R
m ⊗ Rn) (the normal part of b vanishes at the boundary) has
db = 0 and h is a harmonic one form with
∥da∥2L2(B1) + ∥d
∗b∥2L2(B1) + ∥h∥
2
L2(B1)
= ∥Sdu∥2L2(B1).
Notice that we have
∆a = ⟨d∗η, Sdu⟩+ ⟨P−1Fd∗ζ,Gdu⟩+ P−1f
and ∆b = dS ∧ du weakly. We proceed to estimate S∇u ∈ L2 by estimating ∥da∥L2 , ∥d
∗b∥L2 and
using standard properties of harmonic functions in order to deal with ∥h∥L2 . The next part of the
proof follows from [30] or [29, Chapter 6] with a few extra terms involving our extensions above,
however we still obtain:
∥∇a∥L2(B1) ≤ C(ϵ[u]C0,γ(B1) + ∥f∥Lp(B1)). (2.3)
and
∥d∗b∥L2(B1) ≤ Cϵ[u]C0,γ(B1). (2.4)
We now use the fact that h is harmonic giving that the quantity r−m∥h∥2L2(Br) is increasing to
give
∥h∥2L2(Br) ≤ r
m∥h∥2L2(B1) ≤ r
m∥Sdu∥2L2(B1) = r
m∥Adu∥2L2(B1)
where the last equality follows because P is orthogonal.
Going back to our original Hodge decomposition we see that (using Young’s inequality, the orthog-
onality of P , (2.3) and (2.4))
∥Adu∥2L2(Br) = ∥Sdu∥
2
L2(Br)
≤ (∥h∥L2(Br) + ∥da∥L2(Br) + ∥d
∗b∥L2(Br))
2
≤ (1 + δ)∥h∥2L2(Br) + C(δ)(∥da∥L2(Br) + ∥d
∗b∥L2(Br))
2
≤ (1 + δ)rm∥Adu∥2L2(B1) + C(δ)(ϵ
2[u]2C0,γ(B1) + ∥f∥
2
Lp(B1)
).
This completes the proof. □
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3 Dirac-harmonic maps and the free boundary value prob-
lem
3.1 Dirac-harmonic maps
In this subsection, we shall first recall the geometric set up of Dirac-harmonic maps [4, 5, 35, 6, 33]
in general dimensions m ≥ 2 and then derive the Dirac-harmonic map system in some appropriate
forms so that the PDE results in Section 2 can be applied.
Let (M, gM ) be a Riemannian manifold of dimension m ≥ 2 and with a fixed spin structure. Let
ΣM be the spinor bundle overM with a hermitian metric ⟨·, ·⟩ΣM and a compatible spin connection
∇. For X ∈ Γ(TM) and ψ ∈ Γ(ΣM), denote by X · ψ the Clifford multiplication, satisfying:
⟨X · ψ, φ⟩ = −⟨ψ,X · φ⟩, X · Y · ψ + Y ·X · ψ = −2gM (X,Y )ψ, (3.1)
for any X,Y ∈ Γ(TM) and any ψ, φ ∈ Γ(ΣM). The usual Dirac operator ∂/ is defined by ∂/
ψ := γα · ∇γαψ for a local orthonormal frame {γα}
m
α=1 on M and a usual spinor ψ ∈ Γ(ΣM). The
summation convention will be used throughout the paper. We refer to [19] for more spin geometric
materials.
Let (N, g) be a compact Riemannian manifold of dimension d ≥ 2 and let its metric in local
coordinates {yi}di=1 be given by gij , with Christoffel symbols Γ
i
jk and Riemannian curvature tensor
Rmlij . Let ϕ be a smooth map from M to N and ϕ
−1TN the pull-back bundle of TN under ϕ.
Consider the twisted bundle ΣM⊗ϕ−1TN with the induced metric ⟨·, ·⟩ΣM⊗ϕ−1TN and the induced
connection ∇˜ := ∇ ⊗ 1 + 1 ⊗ ∇ϕ
−1TN . In local coordinates, the section ψ of ΣM ⊗ ϕ−1TN can
be expressed by ψ(x) =
∑d
j=1 ψ
j(x)⊗ ∂j(ϕ(x)), where ψ
j is a usual spinor and {∂j = ∂y
j} is the
natural local basis on N . ∇˜ can be expressed by
∇˜ψ =
d∑
i=1
∇ψi(x)⊗ ∂i(ϕ(x)) +
d∑
i,j,k=1
Γijk(ϕ(x))ϕ
j
∗(γα)γα · ψ
k(x)⊗ ∂i(ϕ(x)).
The Dirac operator along the map ϕ is defined by
D/ψ := γα · ∇˜γαψ =
∑
i
∂/ψi(x)⊗ ∂i(ϕ(x)) +
d∑
i,j,k=1
Γijk(ϕ(x))ϕ
j
∗(γα)γα · ψ
k(x)⊗ ∂i(ϕ(x)).
Set
X (M,N) :=
{
(ϕ, ψ) |ϕ ∈ C∞(M,N) and ψ ∈ C∞(ΣM ⊗ ϕ−1TN)
}
.
Consider the following functional on X (M,N):
L(ϕ, ψ) :=
ˆ
M
(
|dϕ|2 + ⟨ψ,D/ψ⟩
)
dVgM .
In terms of local coordinates, the corresponding Euler-Lagrange equations are:
−∆gMϕ
i + Γijk(ϕ)⟨dϕ
j , dϕk⟩gM −
1
2
Rilkj(ϕ)⟨ψ
k,∇ϕl · ψj⟩ = 0, i = 1, 2, . . . , d, (3.2)
∂/ψi + Γijk(ϕ)∇ϕ
j · ψk = 0, i = 1, 2, . . . , d. (3.3)
Here ∆gM is the Laplace-Beltrami operator with respect to gM , ∇ϕ
l := ∇gMϕl = ϕl∗(γα)γα = ϕ
l
αγα
and “ · ” denotes the Clifford multiplication. Solutions (ϕ, ψ) ∈ X (M,N) to (3.2), (3.3) are called
Dirac-harmonic maps from M to N .
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We embed N isometrically into some Euclidean space Rn via the Nash embedding theorem. Let
A(·, ·) be the second fundamental form of N in Rn, and P the shape operator of N in Rn. Set
A(dϕ(γα), γα · ψ) = ϕ
i
αγα · ψ
j ⊗A(∂yi , ∂yj ),
P(A(dϕ(γα), γα · ψ);ψ) = P (A(∂yl , ∂yj ); ∂yi)⟨ψ
i, γα · ψ
j⟩ϕlα.
By the Gauss equation, the equations (3.2) and (3.3) can be written as (see [35, 6])
−∆gMϕ = A(ϕα, ϕα) + Re P(A(dϕ(γα), γα · ψ);ψ), (3.4)
∂/ψ = A(dϕ(γα), γα · ψ). (3.5)
Denote
H1(M,N) :=
{
ϕ ∈ H1(M,RK) | ϕ(x) ∈ N a.e. x ∈M
}
,
W
1, 4
3 (ΣM ⊗ ϕ−1TN) :=
{
ψ ∈ Γ(ΣM ⊗ ϕ−1TN) |
ˆ
M
|∇ψ|
4
3 < +∞,
ˆ
M
|ψ|4 < +∞
}
.
Here, ψ ∈ Γ(ΣM ⊗ϕ−1TN), the spinor field along the map ϕ, should be understood as an n-tuple
of spinors (ψ1, ψ2, ..., ψn) satisfying
∑
i ν
iψi = 0, for any normal vector ν =
∑
i ν
i∂zi at ϕ(x),
where {zi, i = 1, 2, ..., n} are the canonical coordinates of Rn. In the case that dimM = 2 we
have W 1,
4
3 = W 1,
4
3 by Sobolev embedding. It is easy to verify that L(ϕ, ψ) is well defined for
(ϕ, ψ) ∈ H1(M,N)×W 1,
4
3 (ΣM ⊗ ϕ−1TN) (see [33, Remark 1.3]). Denote
X 1,2
1, 4
3
(M,N) :=
{
(ϕ, ψ) ∈ H1(M,N)×W 1,
4
3 (ΣM ⊗ ϕ−1TN)
}
and extend the functional L(·, ·) to the space X 1,2
1, 4
3
(M,N). Critical points (ϕ, ψ) ∈ X 1,2
1, 4
3
(M,N) of
L(·, ·) are called weakly Dirac-harmonic maps from M to N (see [5, 33]).
It is worth remarking that the equation (3.4) can be written as an elliptic system with an L2-
antisymmetric structure and hence the Coulomb gauge construction in [24] can be applied to
prove the interior continuity of ϕ for any weakly Dirac-harmonic map (ϕ, ψ) from a spin Riemann
surface M into a compact Riemannian manifold N (see Theorem 2.1 in [6] and Theorem 1.5 in
[33]), extending the case of N = Sd in [5] and the case that N is a compact hypersurface in Rd+1
in [35].
To see this, we consider the case of a domain (B1 ⊂ R
m, g1) and apply a similar procedure as in
the case of a Euclidean disc done in [35, 6]. Take a local orthonormal basis {γα, α = 1, ...,m},
its dual basis {θα, α = 1, ...,m} and the canonical coordinates (z1, z2, ..., zn) of Rn. Let νL,
L = d+1, ..., n be an orthonormal frame field for the normal bundle T⊥N to N . Denote by νL the
corresponding unit normal vector field along the map ϕ. Write ϕ = ϕi∂zi, ψ = ψj⊗∂zj and denote
ϕα = ϕ∗(γα) = ϕxα , α = 1, , ...,m. Then, similarly to the case of a Euclidean disc considered in
[35, 6], the equations (3.4) and (3.5) can be written in the following extrinsic form in terms of the
orthonormal frame field νL, l = d+ 1, ..., n, for T
⊥N
∆g1ϕ
i =
∑
k,j,L,α
(
ϕjα
∂νkL
∂zj
νiL − ϕ
j
α
∂νiL
∂zj
νkL
)
ϕkα
+
∑
k,j,l,L,α
⟨ψl, γα · ψ
j⟩
(
(
∂νL
∂zj
)⊤,k(
∂νL
∂zl
)⊤,i − (
∂νL
∂zl
)⊤,k(
∂νL
∂zj
)⊤,i
)
ϕkα, (3.6)
∂/ψi =
∑
k,j,L,α
∂νkL
∂zj
νiLϕ
k
αγα · ψ
j . (3.7)
Here ⊤ denotes the orthogonal projection : Rn → TzN and (·)
i denotes the i-the component of
a vector of Rn. Of course, in general we cannot assume that the normal bundle of N is trivial,
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however a simple argument using a partition of unity allows us to consider this case without loss
of generality. In particular let {χt} be a partition of unity such that the normal bundle of N is
trivial over the support of each χt - let νl,t denote a corresponding smooth frame. Now, since the
expressions above are independent of the orthonormal normal frame, we are free to cut off any
such frame using χt and summing up we are done - the details are left to the reader or see [20,
p.5] for the details in the case of harmonic maps.
Set
(Ωik)αθ
α :=
∑
j,L
(
ϕjα
∂νkL
∂zj
νiL − ϕ
j
α
∂νiL
∂zj
νkL
) θα
+
∑
l,j,L
⟨ψl, γα · ψ
j⟩
(
(
∂νL
∂zj
)⊤,k(
∂νL
∂zl
)⊤,i − (
∂νL
∂zl
)⊤,k(
∂νL
∂zj
)⊤,i
) θα
= (ωik)αθ
α + (F ij )αθ
α.
Then we can write equation (3.6) in the following two equivalent forms:
∆g1ϕ
i = ⟨Ωik, dϕ
k⟩g1 (3.8)
∆g1ϕ
i = ⟨ωik, dϕ
k⟩g1 + f
i (3.9)
with Ω = ((Ωik)α)
1≤α≤m
1≤i,k≤n ∈ L
2(B1, so(n) ⊗ ∧
1T∗Rm), ω = ((ωik)α)
1≤α≤m
1≤i,k≤n ∈ L
2(B1, so(n) ⊗
∧1T∗Rm) and f i := ⟨F ij , ϕ
j⟩g1 satisfying
|Ω(x)| ≤ C(|∇ϕ(x)|+ |ψ(x)|2), for a.e. x ∈ B+1 .
|ω(x)| ≤ C|∇ϕ(x)|, for a.e. x ∈ B+1 .
|f(x)| ≤ C|ψ(x)|2|∇ϕ(x)|, for a.e. x ∈ B+1 .
3.2 Free boundary value problem for Dirac-harmonic maps from sur-
faces
In this subsection, we shall first recall the free boundary value problem for Dirac-harmonic maps
from surfaces introduced in [6] and then derive the appropriate setting so that our main PDE
result Theorem 1.2 can be applied.
Let M be a compact spin Riemann surface with boundary ∂M ̸= ∅ and let S be a closed s-
dimensional submanifold of N . Following the notations in Section 3 of [6], we denote by σ the
geodesic reflection about S on a tubular neighbourhood Uδ :=
{
y ∈ N |distN (y,S) < δ
}
of S in
N and define a natural (1, 1) tensor R = Dσ on S that is compatible. In terms of the Fermi
coordinates (or geodesic parallel coordinates) {yi}di=1 for the submanifold S, namely, {y
a}sa=1 are
coordinates in S and {yλ}dλ=s+1 are the directions normal to S, the tensor R and the metric g on
N take the following forms
R =
(
δab 0
0 −δλµ
)
, g =
(
gab 0
0 gλµ
)
. (3.10)
Here and in the sequel, we use the following index ranges: 1 ≤ a, b, · · · ≤ s, s + 1 ≤ λ, µ, · · · ≤
d, 1 ≤ i, j, k, · · · ≤ d.
Let ϕ ∈ C∞(M,N) be a map from M to N and ψ ∈ C∞(ΣM ⊗ ϕ−1TN) a spinor field along
ϕ. For the map ϕ, one can impose the free boundary condition for a map in the classical sense,
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namely, ϕ(∂M) ⊂ S. Recall that a spinor field ψ ∈ C∞(ΣM ⊗ ϕ−1TN) along a map ϕ satisfies
the chirality boundary conditions B±ϕ if
B±ϕ ψ|∂M = 0. (3.11)
To reformulate the boundary condition (3.11) in terms of local coordinates, we consider the case
of a domain M = R2+ equipped with the Euclidian metric dx
2
1 + dx
2
2. Let γα = ∂xα, α = 1, 2 be
the standard orthonormal frame. A spinor field on R2+ is simply a section ω ∈ Γ(ΣR
2
+ = R
2
+×C
2)
given by ω =
(
ω1
ω2
)
: R2+ → C
2 and the Clifford multiplication of γα, α = 1, 2 acting on spinors
can be seen as matrix multiplication with the following identification:
γ1 →
(
0 i
i 0
)
, γ2 →
(
0 1
−1 0
)
. (3.12)
Here, without loss of generality, we keep the representations of γ1 and γ2 consistent with those in
[6]. If exchanging γ1 and γ2, then their representations are consistent with those in [4] and this
case can be handled analogously. The usual Dirac operator ∂/ is therefore given by
∂/ω = γα · ∇γαω =
(
0 i
i 0
)∂ω1∂x1
∂ω2
∂x1
+ ( 0 1
−1 0
)∂ω1∂x2
∂ω2
∂x2
 = 2i
∂ω2∂z
∂ω1
∂z
 . (3.13)
For a spinor field (along a map ϕ) ψ = ψi ⊗ ∂i, we write ψ
i =
(
ψi+
ψi−
)
. Then the chirality
boundary condition (3.11) becomes:
ψi+ = ∓ R
i
j ψ
j
−, i = 1, 2, · · · , d, on ∂M (3.14)
where R = (Rij) is as in (3.10).
Set
X (M,N ;S) :=
{
(ϕ, ψ)|ϕ ∈ C∞(M,N), ϕ(∂M) ⊂ S;ψ ∈ C∞(ΣM ⊗ ϕ−1TN),B±ϕ ψ|∂M = 0
}
.
A critical point (ϕ, ψ) of L(·, ·) in X (M,N ;S) is called a Dirac-harmonic map from M to N with
free boundary ϕ(∂M) on S.
Let (ϕ, ψ) be a Dirac-harmonic map from M to N with free boundary ϕ(∂M) on S ⊂ N . As is
done in [6, p.1011-1012], using local coordinates {yi}di=1, we can take the following two types of
admissible variations (ϕt, ψt) ∈ X (M,N ;S):
i) ϕt ≡ ϕ and
dψt
dt |t=0 = ξ is arbitrary;
ii) dϕtdt |t=0 = η is arbitrary and ψt = ψ
i
t ⊗ ∂i(ϕt) with ψ
i
t ≡ ψ
i
and applying direct calculations from calculus of variations to obtain the following boundary con-
straint: (
2ϕj−→n − g
jn⟨−→n · ψl, ψi⟩Γkingkl
)
∂j ⊥ TϕS, on ∂M. (3.15)
where ∂j :=
∂
∂yj .
Furthermore, in terms of the Fermi coordinates {yi}di=1 about S, we are able to reformulate (3.15)
into a simpler form. We shall proceed as in [6, p.1012]. By the chirality boundary condition (3.11)
(see also (3.14)) for ψ, there hold:
⟨−→n · ψa, ψb⟩ = 0, ⟨−→n · ψλ, ψµ⟩ = 0, on ∂M (3.16)
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for a, b = 1, 2, . . . , s and λ, µ = s+ 1, . . . , d. Since gaλ = 0 (see (3.10)), one can verify that
gabΓ
a
λn = −gλµΓ
µ
bn. (3.17)
By (3.1), (3.16) and (3.17), we have
gjngklΓ
k
in⟨
−→n · ψl, ψi⟩ = gjngλlΓ
λ
in⟨
−→n · ψl, ψi⟩+ gjngalΓ
a
in⟨
−→n · ψl, ψi⟩
= gjngλµΓ
λ
in⟨
−→n · ψµ, ψi⟩+ gjngabΓ
a
in⟨
−→n · ψb, ψi⟩
= gjngλµΓ
λ
an⟨
−→n · ψµ, ψa⟩+ gjngabΓ
a
λn⟨
−→n · ψb, ψλ⟩
= gjngλµΓ
λ
an⟨
−→n · ψµ, ψa⟩+ gjngλµΓ
µ
bn⟨ψ
b,−→n · ψλ⟩,
= gjngλµΓ
λ
an⟨
−→n · ψµ, ψa⟩+ gjngλµΓ
λ
an⟨ψ
a,−→n · ψµ⟩,
= gjngλµΓ
λ
an⟨
−→n · ψµ, ψa⟩+ gjngλµΓ
λ
an⟨
−→n · ψµ, ψa⟩,
= 2gjngλµΓ
λ
anRe(⟨
−→n · ψµ, ψa⟩) on ∂M .
Therefore, (3.15) is equivalent to
(
∂ϕ
∂−→n
)⊤ = gcdΓλadgλµRe(⟨
−→n · ψµ, ψa⟩)∂c on ∂M . (3.18)
Let PS(·; ·) be the shape operator of S in N and define PS(ψ
µ⊗∂µ;ψ
a⊗∂a) := PS(∂µ; ∂a)⟨ψ
µ, ψa⟩.
Then (3.18) is equivalent to(
∂ϕ
∂−→n
)⊤
= Re(PS(
−→n · ψ⊥;ψ⊤)), on ∂M . (3.19)
Here ψ⊥ denotes the normal part of ψ and ψ⊤ denotes the tangent part of ψ.
To summarise, we have the following equivalent definition:
Definition 3.1 ([6], Definition 3.2). (ϕ, ψ) ∈ X (M,N ;S) is called a Dirac-harmonic map from M
to N with free boundary ϕ(∂M) on S ⊂ N if (ϕ, ψ) is Dirac-harmonic in M - namely they solve
(3.2), (3.3) in M - and they satisfy the boundary conditions (3.11), (3.19).
Following [6, p.1013-1014], we can use the isometric embedding N ⊂ Rn to define the free boundary
conditions for weakly Dirac-harmonic maps from surfaces. Set
X 1,2
1, 4
3
(M,N ;S) :=
{
(ϕ, ψ) ∈ H1(M,N)×W 1,
4
3 (ΣM ⊗ ϕ−1TN) :
ϕ(x) ∈ S and B±ϕ ψ(x) = 0 for a.e. x ∈ ∂M
}
A critical point (ϕ, ψ) of L(·, ·) in X 1,2
1, 4
3
(M,N ;S) is called a weakly Dirac-harmonic map with free
boundary ϕ(∂M) on S.
Proposition 3.2. Let (ϕ, ψ) ∈ X 1,2
1, 4
3
(M,N ;S) be a weakly Dirac-harmonic map with free boundary
ϕ(∂M) on S. Suppose that ϕ maps M into a single coordinate neighbourhood {yi}di=1 of N and
hence our spinor can be expressed as ψ =
∑d
i=1 ψ
i ⊗ ∂i(ϕ). Thenˆ
M
⟨dϕ,∇ϕV ⟩+
ˆ
M
⟨ψk, γα · ψ
l⟩⟨Rhjklϕ
j
∗(γα)∂h, V ⟩ =
ˆ
∂M
1
2
⟨−→n · ψl, ψi⟩⟨gjnΓkingkl∂j , V ⟩ (3.20)
ˆ
M
⟨ψ,D/ξ⟩ = 0,
for all V ∈ H1 ∩ L∞(M,ϕ−1TN) such that V (x) ∈ Tϕ(x)S for a.e. x ∈ ∂M and for all ξ ∈
W 1,
4
3 ∩ L∞(ΣM ⊗ ϕ−1TN) such that B±ϕ ξ|∂M = 0.
In particular, in terms of Fermi coordinates {yi}di=1 about S, (3.20) becomesˆ
M
⟨dϕ,∇ϕV ⟩+
ˆ
M
⟨ψk, γα · ψ
l⟩⟨Rhjklϕ
j
∗(γα)∂h, V ⟩ =
ˆ
∂M
(Re⟨−→n · ψµ, ψa⟩)⟨gcdΓλadgλµ∂c, V ⟩.
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Proof: Since we can use local coordinates {yi}di=1 on the target, similarly to the smooth case
(see [6, p.1011-1012]), we can take two types of admissible variations (ϕt, ψt) ∈ X
1,2
1, 4
3
(M,N ;S) and
apply direct calculations to complete the proof. □
Remark 3.3. The condition that ϕ maps into a single coordinate neighbourhood of N seems rash
until one considers Lemma 4.3. Notice that since ψ ∈ W 1,
4
3 we have that ψ ∈ L2(∂M) in a trace
sense, moreover since V ∈ W 1,2 ∩ L∞ when we take a trace in the W 1,2 sense (not necessarily
bounded) we actually must have that the trace is bounded. Moreover the operator ∇ϕ is of course
the pull back Levi-Civita connection on ϕ−1TN .
3.3 Interior and boundary regularity for spinors
We now state an ϵ-regularity theorem for solutions to a linear Dirac system of spinors in two
dimensions:
Theorem 3.4. Let B1 ⊂ R
2 and ψ ∈ L4(B1,C
2 ⊗ Rd), Γ ∈ L2(B1, gl(d)⊗ ∧
1
R
2) solve
∂/ψ = Γαγα · ψ on B1.
Then for any 2 ≤ q < ∞, ψ ∈ W
1, 2q
2+q
loc and there exist ϵ = ϵ(q) > 0 and C = C(q) > 0 such that
whenever ∥Γ∥L2(B1) ≤ ϵ then
∥ψ∥Lq(B 1
2
) + ∥∇ψ∥
L
2q
2+q (B 1
2
)
≤ C∥ψ∥L4(B1).
The above theorem has a counterpart when the spinor has a Chirality-type boundary condition;
Theorem 3.5. Let B+1 ⊂ R
2 and suppose ψ =
(
ψ+
ψ−
)
∈W 1,1(B+1 ,C
2⊗Rd) solves the following
boundary value problem:
∂/ψ = Γαγα · ψ in B
+
1
and
B±Rψ = 0 on I ⇐⇒ ψ+ = ∓Rψ− on I
for Γ ∈ L2(B+1 , gl(d)⊗∧
1
R
2) and R is as in (1.6). Then for any 2 ≤ q <∞, ψ ∈W
1, 2q
2+q
loc (B
+
1 ∪ I)
and there exist ϵ = ϵ(q) > 0 and C = C(q) > 0 such that if ∥Γ∥L2(B+
1
) ≤ ϵ then
∥∇ψ∥
L
2q
2+q (B+
1
2
)
+ ∥ψ∥Lq(B+
1
2
) ≤ C∥ψ∥L4(B+
1
).
Proof of Theorem 3.4: The proof of such a theorem is now standard and is essentially contained
in [32] so we only provide a sketch: apply the Dirac operator to both sides of our PDE to give that
ψ weakly solves
∆ψ = ∂/2(ψ) = ∂/(Γαγα · ψ)
by Lichnerowitz’s formula [19]. Now, by extending ψ and Γ by zero and setting V := N [∂/(Γαγα ·ψ)]
where N is the Newtonian potential, we have that
|V | ≤ I1[|Γαγα · ψ|]
where I1 is the Riesz potential of order one - see [32, p.3755-3756]. By standard estimates (see e.g.
[10]), we have
∥V ∥L4 ≤ C∥Γ∥L2∥ψ∥L4 .
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Now, setting k := V − ψ we have that ∆k = 0 in B1 and k ∈ L
4 yielding (see [14, Lemma 3.3.12])
∥k∥L4(Br) ≤ r
1
2 ∥k∥L4(B1) ≤ r
1
2 (C∥Γ∥L2∥ψ∥L4 + ∥ψ∥L4(B1)).
Therefore
∥ψ∥4L4(Br) ≤ (∥V ∥L4(B1) + ∥k∥L4(Br))
4
≤ (C∥Γ∥L2∥ψ∥L4(B1) + r
1
2 ∥ψ∥L4(B1))
4
≤ (1 + δ)r2∥ψ∥4L4(B1) + Cδϵ
4∥ψ∥4L4(B1)
by Young’s inequality. Let 0 < ν < 2 and first set δ > 0 and then ϵ > 0 small enough so that
θ :=
1 + δ + 4Cδϵ
4
4
=
(
1
2
)ν
.
Now by a re-scaling argument we have
∥ψ∥4L4(BR
2
) ≤ θ∥ψ∥
4
L4(BR)
.
Given r < 1 we can find k such that
2−(k+1) ≤ r ≤ 2−k
and we have
∥ψ∥4L4(Br) ≤ ∥ψ∥
4
L4(B
2−k
) ≤ θ
k∥ψ∥4L4(B1).
From here using standard techniques we can conclude that for all 2 > ν > 0 there exists ϵ > 0
such that
∥ψ∥M4,2−ν(B 1
2
) ≤ C∥ψ∥L4(B1).
Now this gives Γψ ∈M
4
3
, 2−ν
3
loc . Setting ν :=
16
3q−4 , and using the Riesz potential estimates of Adams
[1] gives V ∈M
q, 2q−8
3q−4
loc yielding the appropriate estimate and eventually giving the proof. □
Proof of Theorem 3.5: First of all note that using (3.12) and (3.13), for x ∈ B+1 we have
∂/ψ(x) = 2i
(
∂ψ−
∂z (x)
∂ψ+
∂z (x)
)
=
[
Γ1(x)
(
0 i
i 0
)
+ Γ2(x)
(
0 1
−1 0
)](
ψ+(x)
ψ−(x)
)
=
(
(iΓ1(x) + Γ2(x))ψ−(x)
(iΓ1(x)− Γ2(x))ψ+(x)
)
.
Extend the quantities arising in the theorem as follows:
ψE(x) :=

(
ψ+(x)
ψ−(x)
)
if x ∈ B+1
∓
(
Rψ−(ρ(x))
Rψ+(ρ(x))
)
if x ∈ B−1 ,
ΓE(x) :=

Γ(x) if x ∈ B+1
Rρ∗Γ(x)R if x ∈ B−1 .
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We leave it to the reader to check that ψE ∈ W
1,1(B1) so we only have to check that ψE solves
the correct PDE on the lower half ball. Take x ∈ B−1 and check using (3.12) and (3.13) that
∂/ψE(x) = ∓2i
(
R ∂ψ+∂z (ρ(x))
R ∂ψ−∂z (ρ(x))
)
= ∓
(
R[iΓ1(ρ(x))− Γ2(ρ(x))]ψ+(ρ(x))
R[iΓ1(ρ(x)) + Γ2(ρ(x))]ψ−(ρ(x))
)
=
[
RΓ1(ρ(x))R
(
0 i
i 0
)
−RΓ2(ρ(x))R
(
0 1
−1 0
)](
∓Rψ−(ρ(x))
∓Rψ+(ρ(x))
)
= ΓE(x)αγα · ψE(x)
where we have used that Γ = Γ1dx1 + Γ2dx2 so that
Rρ∗Γ(x)R = RΓ1(ρ(x))Rdx1 −RΓ2(ρ(x))Rdx2.
Therefore we have
∂/ψE = (ΓE)αγα · ψE in B1
at which point Theorem 3.4 finishes the proof. □
4 Regularity and smooth estimates
In this section, we first show the interior smooth estimates in all dimensions m ≥ 2, Theorem 1.10
and Theorem 1.12. Then, we prove the full regularity and smooth estimates at the free boundary
for weakly Dirac-harmonic maps in dimension m = 2, Theorems 1.6 and Theorem 1.7.
4.1 Interior estimates in all dimensions, the proof of Theorems 1.10 and
1.12
We begin by proving the two dimensional result Theorem 1.10 by first showing that the equation
solved by the spinor, (3.7) is sub-critical. Then a simple application of [31, Theorem 1.1] - or
Theorem 2.1 for A − Id ≡ ζ ≡ 0 and m = 2 - puts us in the position of being able to apply a
simple bootstrapping argument.
Proof of Theorem 1.10: Looking back at (3.7) and setting Γij,α =
∑
k,L
∂νkL
∂zj ν
i
Lϕ
k
α we have
|Γ(x)| ≤ C|∇ϕ(x)| and therefore, we fix q > 4 and conclude that if ∥∇ϕ∥L2 is sufficiently small
then ψ ∈ Lqloc(B1) with the appropriate estimate from Theorem 3.4. Next consider equation (3.9)
with (g1)ij = δij ; we have f ∈ L
p for some 1 < p < 2 and
∥f∥Lp(B 3
4
) ≤ C∥∇ϕ∥L2(B1)(1 + ∥ψ∥L4(B1)).
Now, applying [31, Theorem 1.1], or indeed Theorem 2.1 (for m = 2, Ω = ω, A ≡ Id, ζ ≡ 0) and
noting that |ω(x)| ≤ C|∇ϕ(x)| tells us that when ∥∇ϕ∥L2(B1) is sufficiently small then we have
(see remark 2.2)
∥ϕ∥W 2,p(B 1
2
) ≤ C∥∇ϕ∥L2(B1)(1 + ∥ψ∥L4(B1)).
We leave the rest of the proof to the reader since it is a simple bootstrapping argument using (3.6)
and (3.7). □
Proof of Theorem 1.12: Consider now equation (3.8) for (g1)ij = δij and notice that we have
|Ω(x)| ≤ C(|∇ϕ(x)|+ |ψ(x)|2). Thus we can apply [30, Corollary 1.3], also in [29, Corollary 6.2.2]
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or equivalently Theorem 2.1 for A − Id ≡ ζ ≡ f ≡ 0 giving that (fixing q > 4) there exists
an ϵ > 0 such that if ∥∇ϕ∥M2,m−2(B1) + ∥ψ∥M4,m−2(B1) ≤ ϵ then ∇ϕ ∈ M
q,m−2
loc (B1) with the
appropriate estimate - see remark 2.2 for some details if necessary. We give a brief outline of the
rest of the proof since it is essentially a standard boot-strapping argument but with some perhaps
non-standard spaces.
Since ∇ϕ ∈ Mq,m−2loc (B1), checking (3.7), coupled with the fact that ψ ∈ M
4,m−2 gives ∂/ψ ∈
Ms,m−2loc for
1
s =
1
4 +
1
q and s > 2 since q > 4. Thus we have ∇ψ ∈ M
s,m−2
loc since Morrey
spaces are preserved under singular integral transformations - see [21]. Now, one can easily use
the Poincare´ inequality and some standard facts about Morrey-Campanato spaces (see [9] or [29,
p.33-34]) to conclude ψ ∈ C
0, s−2s
loc with an estimate. Looking back at (3.6) we see that the worst
term on the right hand side is quadratic in ∇ϕ, which we can control in M
q
2
,m−2
loc (B1), therefore
we have ∇2ϕ ∈M
q
2
,m−2
loc (B1). Since q > 4 and using a similar argument as above we can conclude
∇ϕ ∈ C
0, q−4q
loc (B1). We now leave the rest of the details to the reader since they follow from a
straightforward bootstrapping argument using (3.6) and (3.7). □
When m = 2, since the problem is conformally invariant we can use Theorem 1.10 to conclude the
following:
Corollary 4.1. Let (M2, g) be a closed spin Riemann surface and (Nd, h) a closed Riemannian
manifold with d ≥ 2. Let (ϕ, ψ) be a weakly Dirac-harmonic map from (M, g) to (N,h), then it is
smooth. Moreover for any k ∈ N, there exist ϵ = ϵ(M,N) > 0 and C = C(M,N, k) > 0 such that
whenever ˆ
BMr (x0)
|∇ϕ|2dVg ≤ ϵ
2
for some x0 ∈M and 0 < r ≤
iM
2 , then
∥∇kϕ∥L∞(B r
2
(x0)) + r
1
2 ∥∇kψ∥L∞(B r
2
(x0)) ≤ Cr
−k∥∇ϕ∥L2(Br(x0))(1 + ∥ψ∥L4(Br(x0))).
Here we have denoted intrinsic geodesic balls by BM .
We can couple Theorem 1.12 with Remark 1.13 and recover the following result (see [33, Theorem
1.4]):
Corollary 4.2. Let (Mm, g) be a closed spin Riemannian manifold and (Nd, h) a closed Rieman-
nian manifold with m, d ≥ 2. For any k ∈ N, there exist ϵ = ϵ(M,N) > 0 and C = C(M,N, k) > 0
such that if (ϕ, ψ) is a weakly Dirac-harmonic map from (M, g) to (N, h) and for some x0 ∈ M
and 0 < r0 ≤
iM
2 there holds
sup
x∈BMr0
(x0), 0<r≤r0
{
1
rm−2
ˆ
BMr (x)
(|∇ϕ|2 + |ψ|4)dVg
}
≤ ϵ2
then (ϕ, ψ) is smooth in BMr0 (x0) and the following estimates hold:
∥∇kϕ∥L∞(B r
2
(x0)) + r
1
2 ∥∇kψ∥L∞(B r
2
(x0)) ≤ Cr
−k(∥∇ϕ∥M2,m−2(Br(x0)) + ∥ψ∥M4,m−2(Br(x0))).
4.2 Localisation at the free boundary in the domain and target
Let M be a compact spin Riemann surface and let (ϕ, ψ) ∈ X 1,2
1, 4
3
(M,N ;S) be a weakly Dirac-
harmonic map with free boundary ϕ(∂M) on S. By conformal invariance in dimension m = 2, for
simplicity, we shall locate our problem in a small neighbourhood of a boundary point and consider
20
the case that the domain is B+1 :=
{
(x1, x2) ∈ R
2|x21 + x
2
2 < 1, x2 ≥ 0
}
and the free boundary
portion is I :=
{
(x1, 0) ∈ R
2| − 1 < x1 < 1
}
. Moreover, we take γα = ∂xα, α = 1, 2.
It turns out that one can also localise the problem in the target. To see this, we give the following
lemma, which is an improved version of Lemma 3.1 in [6], showing that the image of ϕ is contained
in a small neighbourhood of some point q ∈ S under a smallness condition.
Lemma 4.3. Let N be a compact Riemannian manifold, isometrically embedded in Rn and S ⊂ N
a closed submanifold. Then there is an ϵ0 = ϵ0(N) > 0 such that if (ϕ, ψ) ∈ X
1,2
1, 4
3
(B+1 , N ;S) is a
weakly Dirac-harmonic map with free boundary ϕ(I) on S satisfying
∥∇ϕ∥L2(B+
1
) ≤ ϵ0
then
dist(ϕ(x),S) ≤ Cϵ0(1 + ∥ψ∥L4(B+
1
)) for all x ∈ B
+
1/4
with a constant C = C(N) > 0. Moreover if we assume furthermore that ∥ψ∥L4(B+
1
) ≤ ϵ0, there is
a q ∈ S such that ϕ(x) ∈ BC˜ϵ0(q) for all x ∈ B
+
1/8 with C˜ := C˜(N).
Proof of Lemma 4.3: The first statement follows by the proof of Lemma 3.1 in [6] (see also [26,
Lemma 3.1]). As such, it is sufficient to prove that given any x0 ∈ B
+
1
4
\I and R := 13dist(x0, I)
then there exists a C = C(N) > 0 with
|∇ϕ(x)| ≤
C(1 + ∥ψ∥L4(B+
1
))ϵ0
R
for all x ∈ B2R(x0). This follows simply by applying the interior estimate from Corollary 4.1 which
gives that there exists a C = C(N) > 0 with
|∇ϕ(x)| ≤
C∥∇ϕ∥L2(B3R(x0)(1 + ∥ψ∥L4(B3R(x0)))
R
for all such x.
We now prove the second statement:
Apply the ϵ-regularity Theorem 3.5 to the spinor equation (3.7) with boundary condition (3.11),
we know that ∥ψ∥W 1,q(B+
1/2
) ≤ ∥ψ∥L4(B+
1
) for any 1 < q < 2 and hence by the boundary condition
for the map (3.19), we have ( ∂ϕ
∂−→n
)⊤ = Re(PS(
−→n · ψ⊥;ψ⊤)) ∈ W 1,pδ (I1/2,R
n) for any 1 < p < 2,
where I1/2 = I ∩B1/2. By Theorem 2.10, there is a G ∈W
2,p(B+1/2,R
n) satisfying
∥G∥W 2,p(B+
1/2
) ≤ C(∥∇ϕ∥L2(B+
1
) + ∥ψ∥L4(B+
1
))
such that ∂G
∂−→n
= ( ∂ϕ
∂−→n
)⊤ on I1/2 with
−→n = −γ2, where ⊤ and ⊥ are with respect to S. Then by
definition of weakly Dirac-harmonic map with free boundary ϕ(I) on S and Green’s identity, we
have ˆ
B+
1/4
dϕ · ∇V +
ˆ
B+
1/4
⟨
ψi, γα · ψ
j
⟩
⟨Vi, R(ϕ) (V, ϕ∗(γα))Vj⟩
=
ˆ
I1/4
(u(−γ2))
⊤ · V,
=
ˆ
B+
1/4
dG · ∇R
n
V +
ˆ
B+
1/4
∆G · V,
=
ˆ
B+
1/4
dG · ∇V +
ˆ
B+
1/4
dG ·A(∇ϕ, V ) +
ˆ
B+
1/4
∆G · V (4.1)
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for all compactly supported V ∈ H1∩L∞(B+1/4, ϕ
−1TN) such that V (x) ∈ Tϕ(x)S for a.e.x ∈ I1/4.
As in [6], we use the geodesic reflection σ to extend the two fields (ϕ, ψ) to the whole B1/4.
By Theorem 2.10 again, there is a G˜ ∈ W 2,p(B−1/4,R
n) such that dG˜(γ2) = (Dσdϕ(γ2))
⊤ =
(dϕ(−γ2))
⊤ = Re(PS(
−→n · ψ⊥;ψ⊤)) on I1/4. Apply similar arguments as in the proof of Theorem
3.1 in [6] and apply Green’s identity, we have
ˆ
B1/4
dϕ ·h ∇
hV +
ˆ
B1/4
⟨
ψi, γα · ψ
j
⟩ ⟨
Vi, R
h(ϕ) (V, ϕ∗(∂xα))Vj
⟩
h
=
ˆ
I1/4
(dϕ(−γ2))
⊤ · V +
ˆ
I1/4
((Dσdϕ)(γ2))
⊤ ·DσV,
=
ˆ
B+
1/4
dG · ∇R
n
V +
ˆ
B+
1/4
∆G · V +
ˆ
B−
1/4
dG˜ · ∇R
n
(DσV ) +
ˆ
B−
1/4
∆G˜ · (DσV ),
=
ˆ
B+
1/4
dG · ∇V +
ˆ
B+
1/4
dG ·A(∇ϕ, V ) +
ˆ
B+
1/4
(∆G) · V,
+
ˆ
B−
1/4
dG˜ · ∇(DσV ) +
ˆ
B−
1/4
dG˜ ·A(∇ϕ,DσV ) +
ˆ
B−
1/4
(∆G˜) · (DσV ),
=
ˆ
B1/4
H ·h ∇
hV +
ˆ
B1/4
F ·h V, (4.2)
for all compactly supported V ∈ H1 ∩ L∞(B1/4, ϕ
−1TN). Here
H(x) =
{
(dG)⊤, x ∈ B+1/4
Dσ(dG˜)⊤, x ∈ B−1/4
(4.3)
and
F (x) =
{
(∆G)⊤ + (dG ·A(∇ϕ, ·))⊤, x ∈ B+1/4
Dσ(∆G˜)⊤ +Dσ(dG˜ ·A(∇ϕ, ·))⊤, x ∈ B−1/4
(4.4)
Here in (4.3) and (4.4), ⊤ and ⊥ are with respect to N ⊂ Rn. It is easy to check that H ∈ Lq for
q > 2 and F ∈ Lp for 1 < p < 2.
As in [6], let ei(x) ∈ TϕN be the H
1-tangent frame that is orthonormal with respect to the metric
h, for any φ ∈ C∞0 (B1/4), taking V = φei in (4.2), we derive the following equation:
d∗(dϕ ·h ei) =
(
(∇hei ·h ej) +Rij
)
(dϕ ·h ej) + d
∗(H1) + F1. (4.5)
with Rij defined as in [6] (section 3), H1 ∈ L
q for q > 2 and F1 ∈ L
p for 1 < p < 2 . Then by
slightly modifying the argument in the proof of Lemma 3.5 in [6], which is similar to [24, 33], we
have (see Remark 2.5)
[ϕ]C0,α(B+
1/8
) ≤ C(∥ ∇ϕ ∥L2(B+
1
) +||ψ||L4(B+
1
)).
The second statement follows immediately. □
4.3 Regularity and smooth estimates at the free boundary for weakly
Dirac-harmonic maps from surfaces
By conformal invariance in dimension m = 2 and setting ϵ0 in Lemma 4.3 sufficiently small, we
can without loss of generality assume that ϕ(B+1 ) ⊂ U, where U is a ball in N centred at a point
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q ∈ S and with Fermi coordinates {yi}di=1 about S, therefore from now on we think of U ⊂ R
d as
being some bounded domain. Note that we are now in the set-up of Proposition 3.2.
We shall use an orthonormal frame to express the terms appearing there: Recall that the ma-
trix (gij) = (⟨∂i, ∂j⟩g) has block form (see (3.10)) g =
(
gab 0
0 gλµ
)
. Applying Gram-Schmidt
orthonormalisation to the two frames {∂j}
s
j=1 and {∂µ}
d
µ=s+1, we obtain two smooth orthonor-
mal frames êa = Â
b
a∂b and êλ = Â
µ
λ∂µ, respectively. Here (Â
b
a) ∈ C
∞(U, GL(s)) and (Âµλ) ∈
C∞(U, GL(d− s)). Clearly we have that (êa, êλ)1≤a≤s,s+1≤λ≤d form a smooth orthonormal frame
with respect to g. Let now
Ω̂ij := (êi,∇
N êj)
be the connection form for the Levi Civita connection on TN over U with respect to the frame
{eˆi}, noting that it is antisymmetric.
Denote Â :=
(
Âab 0
0 Âλµ
)
and set A(x) = (Â(ϕ(x)))−1, then A ∈ W 1,2 ∩ L∞(B+1 , GL(d)) and
A−1 ∈ W 1,2 ∩ L∞(B+1 , GL(d)). It is easy to see that A commutes with R and there exist Λ =
Λ(N,S) > 0 and C = C(N,S) > 0 such that
Λ−1|ξ| ≤ |A(x)ξ| ≤ Λ|ξ|, |∇A(x)| ≤ C|∇ϕ(x)|
for almost every x ∈ B+1 and for all ξ ∈ R
d.
Set ei(x) = êi(ϕ(x)), i = 1, 2, ..., d and Ω
i
j := ϕ
∗Ω̂ij ∈ L
2(B+1 , so(d)⊗∧
1
R
2) then {ei}
d
i=1 ⊂W
1,2 ∩
L∞(B+1 ,R
d) is an orthonormal frame with respective connection forms Ω for ϕ−1TN = B+1 ×R
d,
and there exists C = C(N,S) > 0 such that
|Ω(x)| ≤ C|∇ϕ(x)|, for a.e. x ∈ B+1
Consider η ∈ C∞c (B
+
1 ∪ I,R
d) satisfying
ηi = 0 on I, when s+ 1 ≤ i ≤ d
and set V := ηiei: notice that V is tangent to S along I and is as in Proposition 3.2. We can now
write
∇ϕV = dηiei + η
jΩijei.
Moreover we can write
∂yi(ϕ(x)) = Aji (x)ej(x)
and therefore we set
fn := −Anhg
hiRijklϕ
j
∗(γα)⟨ψ
k, γα · ψ
l⟩, gn := Anc g
cdΓλadgλµRe(⟨
−→n · ψµ, ψa⟩)
and noting that dϕ = Akl dϕ
lek, we have
ˆ
M
⟨Akl dϕ
lek, dη
iei + η
jΩijei⟩ −
ˆ
M
⟨fnen, η
iei⟩ =
ˆ
∂M
⟨gnen, η
iei⟩
and since ΩT = −Ω and ei is an orthonormal frame we can writeˆ
M
(Adϕ, dη) =
ˆ
M
(⟨Ω, Adϕ⟩+ f, η) +
ˆ
∂M
(G, η)
which holds for any such η. Notice that gn = 0 for s+1 ≤ n ≤ d by definition and the properties of
A - and we have once again denoted G := (g1, . . . gs, 0, . . . 0). Moreover by our choice of coordinates
we have
ϕi = 0 on I, when s+ 1 ≤ i ≤ d.
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Clearly now we would like to apply Theorem 1.2, however we have f ∈ L1 and G ∈W 1,1∂ (I) so we
first improve the regularity of our spinor.
Note that ψ solves
∂/ψi = −Γijk(ϕ)∂αϕ
jγα · ψ
k, i = 1, 2, · · · , d, (4.6)
B±ϕ ψ = 0 on I. (4.7)
Therefore setting (Γij)α = −Γ
i
jk(ϕ)ϕ
k
α we can apply Theorem 3.5 to conclude that for any
4
3 < r < 2
we have ψ ∈ W 1,rloc (B
+
1 ∪ I) and there exists an ϵ = ϵ(r) > 0 such that whenever ∥∇ϕ∥L2(B+
1
) ≤ ϵ
then
∥∇ψ∥Lr(B+
7
8
) ≤ C∥ψ∥L4(B+
1
).
By shrinking the domain slightly and for 1 < p < 2, we simultaneously have f ∈ Lp(B+1 ) and
G ∈ W 1,p∂ (I). Thus, applying Theorem 1.2 we can conclude that ϕ ∈ W
2,p
loc (B
+
1 ∪ I) with an
appropriate estimate.
Now, the coupled system we are looking at is (4.6) with boundary conditions (4.7) and
−∆ϕk = Γkij(ϕ)ϕ
i
αϕ
j
α −
1
2R
k
lij(ϕ)⟨ψ
i,∇ϕl · ψj⟩, k = 1, 2, · · · , d,
ϕk = 0 on I, for s+ 1 ≤ k ≤ d
∂ϕk
∂−→n
= Akcg
cdΓλadgλµRe(⟨
−→n · ψµ, ψa⟩) on I, for 1 ≤ k ≤ s
We now assume the following:
Theorem 4.4. Let k ∈ N0, 1 < p < ∞, U ⊂ R
2 any open set with T ⊂ ∂U a smooth boundary
portion. Suppose ψ =
(
ψ+
ψ−
)
∈W 1,p(U,C2 ⊗ Rd) solves the following boundary value problem:
∂/ψ = F ∈W k,p(U,C2 ⊗ Rd) in U
and
B±Rψ = 0 on T ⊂ ∂U ⇐⇒ ψ+ = ∓Rψ− on T ⊂ ∂U,
where R is as in (1.6). Then for any V ⊂⊂ U ∪ T , ψ ∈ W k+1,p(V ) and there exists some
C = C(p, V, T ) > 0 such that
∥ψ∥Wk+1,p(V ) ≤ C(∥F∥Wk,p(U) + ∥ψ∥Lp(U)).
For us we have that U = B+1 , T = I and given the discussion in section 3.2 - see (3.14) - our spinor ψ
satisfies the conditions of the theorem. A bootstrapping argument by repeatedly applying Theorem
4.4 with the results from appendix B finishes the proof of Theorem 1.6. □
Remark 4.5. We point out here that the chirality boundary condition for ∂/ is (morally speaking)
a traditional boundary condition for the Cauchy-Riemann operator ∂. It is easy to check (and we
will do so) that we can frame this system as a coupled system of ∂ equations with a vanishing
imaginary (or real) part on the boundary. Thus Theorem 4.4 can be thought of as classical.
Proof of Theorem 4.4: We can de-couple the PDE, letting F =
(
F+
F−
)
we have that (see
(3.13))
∂/
(
ψ+
ψ−
)
= 2i
(
∂ψ−
∂ψ+
)
.
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Therefore
∂(ψ+) = −
i
2
F− and ∂(ψ−) =
i
2
F+, in U
with
ψ+ ±Rψ− = 0 on ∂U.
Letting h1 := ψ+ ±Rψ− and h2 := ψ+ ∓Rψ−, we have that hj solve
∂(h1) = −
i
2
(F− ∓RF+) in U, Re(h1) = 0 on T ⊂ ∂U
and
∂(h2) = −
i
2
(F− ±RF+) in U, Im(h2) = 0 on T ⊂ ∂U.
Now applying Theorem B.3 and noting that ψ = 12
(
h1 + h2
±R(h1 − h2)
)
we have completed the proof
of Theorem 4.4. □
A Morrey Spaces
We introduce the Morrey spaces Mp,β(E) for 1 ≤ p < ∞ and 0 ≤ β ≤ m (E ⊂ Rm). We say
that g ∈Mp,β(E) if Mβ [g
p](x) := supr>0 r
−β
´
Br(x)∩E
|g|p ∈ L∞ with norm (which makes Mp,β a
Banach space) ∥g∥p
Mp,β(E)
= ∥Mβ [g
p]∥L∞(E).
We note the following extension theorem for Sobolev-Morrey spaces:
Theorem A.1. The unit ball B1 ⊂ R
m is an extension domain for Mp,β1 . Given v ∈ M
p,β
1 (B1)
there exists v˜ ∈Mp,β1 (R
m) such that
∥v˜∥Mp,β + ∥∇v˜∥Mp,β ≤ C(∥v∥Mp,β(B1) + ∥∇v∥Mp,β(B1))
and v = v˜ almost everywhere.
We could not find a proof of this theorem, however it follows easily by standard techniques for
extension theorems. In general it should remain true for any domain U with ∂U as above but ϕ
must be Lipschitz.
We also note that if
´
B1
v = 0 then
∥∇v˜∥Mp,β ≤ C([v]Cp,β(B1) + ∥∇v∥Mp,β(B1)) ≤ C∥∇v∥Mp,β(B1)
where Cp,β is the Campanato space - see [9].
B Classical boundary value estimates
Here we recall results about the classical boundary value problems for the Laplacian and the
Cauchy-Riemann operator, we refer the reader to [34, 2] for background material. For all of the
theorems below U ⊂ Rm is any open domain and T ⊂ ∂U is a smooth boundary portion.
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Theorem B.1. Let k ∈ N0 and 1 < p <∞. Suppose that u ∈W
1,p weakly solves
−∆u = f ∈W k,p(U), (B.1)
u = 0 on T (B.2)
then for any V ⊂⊂ U ∪ T , u ∈W k+2,p(V ) and there exists some C = C(p, k, V, T ) > 0 such that
∥u∥Wk+2,p(V ) ≤ C(∥f∥Wk,p(U) + ∥u∥Lp(U)).
Theorem B.2. Let k ∈ N0 and 1 < p <∞. Suppose that u ∈W
1,p weakly solves
−∆u = f ∈W k,p(U), (B.3)
∂u
∂−→n
= g ∈W k+1,p∂ (T ) (B.4)
then for any V ⊂⊂ U ∪ T , u ∈W k+2,p(V ) and there exists some C = C(p, k, V, T ) > 0 such that
∥u∥Wk+2,p(V ) ≤ C(∥f∥Wk,p(U) + ∥g∥Wk+1,p∂ (T )
+ ∥u∥Lp(U)).
We also recall the analogue for the Cauchy-Riemann operator in C.
Theorem B.3. Let U ⊂ C be any domain and T ⊂ ∂U a smooth boundary portion, k ∈ N0 and
1 < p <∞. Suppose that h ∈W 1,p solves
∂h = f ∈W k,p(U), (B.5)
Re(h) = 0 or Im(h) = 0 on T (B.6)
then for any V ⊂⊂ U ∪ T , h ∈W k+1,p(V ) and there exists some C = C(p, k, V, T ) > 0 such that
∥h∥Wk+1,p(V ) ≤ C(∥f∥Wk,p(U) + ∥h∥Lp(U)).
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