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Abstract. We consider an extension of term rewriting rules with con-
text constraints restricting the application of rewriting to positions whose
prefix (i.e. the sequence of symbols from the rewrite position up to the
root) belongs to a given regular language. This approach, well studied in
string rewriting, is similar to node selection mechanisms in XML trans-
formation languages, and also generalizes the context-sensitive rewriting.
The systems defined this way are called prefix constrained TRS (pCTRS),
and we study the decidability of reachability of regular tree model check-
ing and the preservation of regularity for some subclasses. The two latter
properties hold for linear and right-shallow standard TRS but not any-
more when adding context constraints. We show that these properties
can be restored by restricting derivations to bottom-up ones, and more-
over that it implies that left-linear and right-ground pCTRS preserve
regularity and have a decidable regular model checking problem.
1 Introduction
Term rewriting systems (TRS) are a rule-based computation model for the defi-
nition of ranked trees (terms) transformations. In the context of formal verifica-
tion, they can be used to model the dynamics of a system whose configurations
are represented by terms. The rewrite relation represents the transitions between
configurations. For instance, functional programs manipulating structured data
values with pattern matching can be described by rewrite rules [15,17] such that
the rewriting relation represents the program evaluation. This approach can also
be applied to communication protocols, distributed algorithms [16], or imper-
ative programs [2,13] modifying some parts of tree shaped data structures in
place, while leaving the rest unchanged.
Regular model checking (RMC)[1] is a useful approach for the automatic
reachability and flow analysis of programs or systems modeled by TRS. This
technique works by constructing an automaton-based finite representation of
the set of reachable configurations of the system analyzed, and uses this repre-
sentation to detect possible erroneous reachable configurations. Tree automata
(TA [3]) appear to be appropriate for this purpose. A sufficient condition for the
decision of RMC is the effective preservation of regularity : given a TRS R satis-
fying some restrictions, and a TA recognizing a set of terms Lin which represents
initial configurations, can we compute a TA recognizing the rewrite closure of
Lin by R, i.e. the set of reachable configurations? Static type checking of XML
transformations can sometimes be solved with similar techniques (see e.g. [21]).
Standard TRSs are a Turing-complete low-level formalism with a simple def-
inition by pattern matching and subterm replacement: one rewrite rule can be
applied at any position in a term, provided that the left-hand-side of the rule
matches the subterm at this position in the term. For instance, a rule with
left-hand-side a(x) can be applied at positions labelled by a.
For some applications, one may need to add context conditions for the ap-
plication of rewriting, for instance: rename the label a into b at some position
π in a term with the rewrite rule a(x) → b(x), provided that there exist more
than one occurrence of b above π. This is analogous to XML node selection in
e.g. XQuery update3 expressed by languages such as XPath. Of course, context
conditions can be encoded with additional rewrite rules but this way, small pro-
grams or systems will have complex TRS representations, making the modeling
process tedious and error prone, and the verification with RMC complicated.
The goal of this paper is to study an expressive extension of TRS with context
conditions, which eases modeling, while preserving decidability of RMC under
restrictions. More precisely, we study a class called pCTRS (prefix controlled
TRS) where term rewriting rules are extended with conditions restricting the
application of rewriting to positions π whose path (i.e. sequence of symbols
and directions from the root down to rewrite position π) belongs to a given
regular language. Such context constraints have been studied intensively for
string rewriting [26,4] but very few results are known in the case of terms.
First, we show that regularity preservation does not hold with prefix con-
straints, already for rewrite systems with strong restrictions such as linearity
and flatness of left or right hand sides of rules (Section 3.1) which are known to
ensure the preservation of regularity in the case of unconstrained TRS [25]. More-
over, for linear TRS whose rule have the form of production rules of context-free
tree grammars [3], reachability becomes undecidable when adding prefix con-
straints (Section 3.2), whereas it is polynomially decidable in the unconstrained
case.
We consider next a natural restriction ensuring effective regularity preserva-
tion by bottom-up derivations [6] for linear and right-shallow pCTRS (Section 4).
Considering bottom-up strategy is quite natural in the context of the applica-
tions mentioned above. Left-linear and right-ground pCTRS enforce bottom-up
derivations (Section 5), and hence effectively preserve regularity.
2 Preliminaries
Terms. We use the standard notations for terms and positions, see [20]. A
signature Σ is a finite set of function symbols with fixed arity. We denote the
3 http://www.w3.org/TR/xquery-update-10/
arity of f ∈ Σ as ar(f) and the maximal arity of a symbol of Σ as max (Σ).
Given an infinite set X of variables, the set of terms built over Σ and X is
denoted T (Σ,X ), and the subset T (Σ, ∅) of ground terms is denoted T (Σ). The
set of variables occurring in a term t ∈ T (Σ,X ) is denoted var(t). A signature
is called unary (resp. strictly unary) if all its symbols have arity at most 1 (resp.
arity exactly 1). In the following, given a strictly unary signature Σ, a string
a1 a2 . . . an ∈ Σ∗ is represented by the term a1(a2(. . . an(x))), where x ∈ X .
A term t ∈ T (Σ,X ) can be seen as a function from its set of positions Pos(t)
into Σ ∪ X . Positions in terms are denoted by sequences of natural numbers, ε
is the empty sequence (root position), and π · π′ denotes the concatenation of
positions π and π′. The concatenation is naturally extended to sets of positions.
The subterm of t at position π is denoted t|π defined by t|ε = t and f(t1, . . . ,
tm)|i·π = ti|π. The size ‖t‖ of a term t is the cardinality of Pos(t). We write
|s| for the length of a finite sequence s. The depth of a symbol that occurs in
a term at a position π is |π|. Note that for a string s and its associated term
representation t (over a strictly unary signature), |s| = ‖t‖−1. A term t is linear
if no variable occurs more than once in t, flat if its depth is at most one and
shallow if every variable of var(t) occurs at depth at most one in t.
A substitution is a mapping from variables of X into terms of T (Σ,X ). It
is called grounding for V ⊆ X if the codomain of the restriction σ|V is a set of
ground terms. The application of a substitution σ to a term t is denoted as tσ.
A context is a term C ∈ T (Σ,X ) with one distinguished variable xC occurs
exactly once in C. Given a context C and one terms t ∈ T (Σ,X ), we write
C[t]π to denote Cσ, where σ is the substitution associating t to xC . and π is
the (unique) position of xC in C. The notation s = C[t]π may also be used to
emphasize that s|π is t.
Controlled Term Rewriting Systems. We propose a formalism that strictly
extends standard term rewriting systems by forcing, for every rewrite position
π in a term t, the path in t from the root into π to belong to a given regular
language. For this purpose we use a notion of path carrying both the labels (in
Σ) and directions (in 1..max(Σ)). More precisely, let Dir(Σ) = {〈g, i〉 | g ∈
Σ, 0 < i ≤ ar(g)}; we associate with a ground term t = g(t1, . . . , tar(g)) ∈ T (Σ)
and a position π ∈ Pos(t), a path in Dir(Σ) defined recursively by
path(g(t1, . . . , tar(g)), ε) = ε,
path(g(t1, . . . , tar(g)), i · π) = 〈g, i〉 · path(ti, π) (with 1 ≤ i ≤ ar(g)).
In the case of unary signatures, we may omit the direction (which is always 1)
from the path notation, i.e. we write g instead of 〈g, 1〉.
A prefix controlled term rewriting system (pCTRS) over a signature Σ is
a finite set R of prefix controlled rewrite rules of the form L : ` → r, where
L ⊆ Dir(Σ)∗ is a regular language over Dir(Σ), ` ∈ T (Σ,X ) \X (the left-hand
side, or lhs), and r ∈ T (Σ, var(`)) (the right-hand side, or rhs). We use a finite
automaton AL or a regular expression to present the regular language L.
A term t is rewritten to t′ in one step by a pCTRS R, denoted by t −−→R t
′,
if there exist a controlled rewrite rule L : `→ r ∈ R, a position π ∈ Pos(t) such
that path(t, π) ∈ L, and a substitution σ such that t|π = `σ and t′ = t[rσ]π. The
reflexive and transitive closure of −−→R is denoted by t1 −−→
∗
R tn, which we call a
derivation by R. The size of a pCTRS rule L : ` → r is the sum of the sizes
of the given automaton AL defining the control language L, the lhs ` and the
rhs r. The size ‖R‖ of a pCTRS R is the sum of the sizes of its rules.
A controlled rewrite rule L : ` → r is ground, flat, linear, shallow if ` and r
are so. It is right-flat, etc (resp. left-flat) if r (resp. `) is. It is collapsing if r ∈ X ,
and otherwise non-collapsing. A pCTRS is flat, etc if all its rules are so.
Example 1. Let us consider the pCTRS
R =
{
〈h, 1〉+ : a→ c, 〈g, 2〉+ : b→ d,
(
〈h, 1〉 | 〈h, 2〉
)∗
: h(x, y)→ g(x, y)
}
.
The rewriting h(a, b)→ h(c, b) is possible with the first rule of R, and h(a, b)→
g(a, b) → g(a, d) with the third and then the second rule of R, but g(a, b) →
g(c, b) is not possible with the first rule of R, because of its control language. 
Related Work: TRS with Context Constraints. Standard (uncontrolled)
TRSs [20] are particular cases of pCTRSs with rules of the form Dir(Σ)∗ : `→ r.
Rewrite systems with context constraints expressed with regular languages have
been studied in the case of string rewriting, see [26], and also [4] for the case of
conditional context-free (string) grammars.
In [12], we studied a class called CntTRS more general than pCTRS. The
context constraints in pCTRS are specified, for each rewrite rule, by a selection
automaton which defines a set of positions in a term based on tree automata
computations. Reachability is undecidable for ground CntTRS, whereas we show
here that it is decidable for left-linear and right-ground pCTRS (Section 5).
Under the context-sensitive rewriting [11] the rewrite positions are selected
according to priorities on the evaluation of arguments of function symbols. More
precisely, let us call CS TRS over Σ a pair 〈R, µ〉 made of an uncontrolled TRS
R over Σ and a mapping µ associating to every symbol of Σ the subset of
the indexes of its argument that can be rewritten. It means that the positions
selected for rewriting in a term f(t1, . . . , tn) are defined recursively as the root
position and all the positions selected in every ti such that i ∈ µ(f). In the
above definition, a path in Dir(Σ) contains information both of the symbols and
directions. It follows that CS TRSs are particular case of pCTRSs.
Proposition 1. For all CS TRS 〈R, µ〉 over Σ, there exists a pCTRS R′ over
Σ such that the rewrite relations defined by 〈R, µ〉 and R′ coincide.
Consequently, the results below for pCTRSs (Corollary 10) extend to CS TRS.
Automata. A finite (string) automaton (FSA) B over an alphabet Γ with
state set P is presented as a tuple 〈P, p0, G,Θ〉 where p0 ∈ P is the initial
state (denoted init(B)) and G ⊆ P (denoted final(B)) and the set of transitions
Θ ⊆ P × Γ × P . A transition 〈p, a, p′〉 ∈ Θ is denoted p −→a p′. The size of B is
‖B‖ = 3 ∗ |Θ|.
A tree automaton (TA) A over a signature Σ is a tuple 〈Q,F,∆〉 where Q
is a finite set of nullary state symbols, disjoint from Σ, F ⊆ Q is the subset of
final states and ∆ is a set of transition rules of the form: g(q1, . . . , qar(g))→ q, or
q1 → q (ε-transition) where q1, . . . , qar(g), q ∈ Q. Sometimes, the components of
a TA A are written with A as subscript, like in QA to indicate that Q is the state
set of A. The size of the transition g(q1, . . . , qar(g)) → q (resp. ε-transition) is
ar(g)+2 (resp. 2), and the size ‖A‖ of A is the sum of the sizes of its transitions.
The transition set of a TA A over Σ is an (uncontrolled) ground TRS, hence
we can define a TA transition from s ∈ T (Σ ∪ QA) into t ∈ T (Σ ∪ QA) as a
rewrite step, denoted s −→A t. The language L(A, q) of A in the state q ∈ QA
is the set of terms t ∈ T (Σ) such that t −−→∗A q. A TA A is called clean if for
all q ∈ QA, L(A, q) 6= ∅. The language of A is L(A) =
⋃
q∈FA L(A, q). A set of
terms L ⊆ T (Σ) is called regular if it is the language of a TA.
Regular (tree) languages are effectively closed by intersection, union and
complement. The problems of emptiness (given a TA A, does it hold that L(A) =
∅?) and membership (given a TA A and a ground term t, does it hold that
t ∈ L(A)?) are decidable in deterministic time respectively linear and quadratic.
Rewrite Closure and Decision Problems. The rewrite closure of a set of
ground terms L by a pCTRS R is R∗(L) = {t | ∃s ∈ L, s −−→∗R t}. Reachability is
the problem to decide, given two terms s, t ∈ T (Σ,X ) and a pCTRS R whether
s −−→∗R t. Regular model checking (RMC) is the problem to decide, given two
regular tree languages Lin and Lerr and a pCTRS R whether R∗(Lin)∩Lerr = ∅.
Note that non-reachability corresponds to the particular case where Lin = {s}
and Lerr = {t}. The name RMC is coined after state exploration techniques
for checking safety properties. In this setting, Lin and Lerr represent (possibly
infinite) sets of initial, respectively error, states. This problem is also related to
the problem of typechecking tree transformations, see e.g. [21].
3 Regularity Preservation for pCTRSs
A pCTRSR is said to preserve regularity if for every regular language L ⊆ T (Σ),
the closure R∗(L) is regular. The preservation is effective if moreover a TA
recognizing R∗(L) can be constructed. Thanks to the closure and decidability
properties of TAs, the effective preservation is a sufficient condition for RMC.
There have been many studies of regularity preservation for various classes
of standard TRS see e.g. [8] for a sum-up. Some works have also considered this
problem, or the decidability of RMC, for (unconstrained) term rewriting under
some strategies, see Section 4.1 for references.
3.1 Linear and flat pCTRSs
Every linear and right-flat (uncontrolled) TRS effectively preserves regular-
ity [22]. This property does not hold when adding prefix control.
Proposition 2. Linear and flat pCTRSs do not preserve regularity.
Proof. Let us consider the unary signature Σ = {a, a′, b, b′, c, d,⊥} where ⊥ has
arity 0 and all other symbols have arity 1, and the linear and flat pCTRS R over
Σ containing the 4 following rules
c∗ : c(x)→ a′(x), c∗a′a∗b∗ : d(x)→ b′(x),
c∗ : a′(x)→ a(x), c∗a∗b∗ : b′(x)→ b(x).
For the sake of readability, given a string w ∈ (Σ \{⊥})∗, we simply write below
w for the term wσ0 where σ0 is the substitution associating ⊥ to the (single)
variable of the term representing w. The intersection of the regular term set a∗b∗
and the rewrite closure of c∗d∗ by R is {anbm | n ≥ m}, which is context free
(CF) and not regular. Indeed, the control language c∗a′a∗b∗ imposes a pairing
between rewritings of d into b and rewritings of c into a: for each rewriting of d
into b′, there must have been one (and only one) earlier rewriting of c into a′,
as illustrated by the following rewrite sequence ccdd −−→R ca
′dd −−→R ca
′b′d −−→R
cab′d −−→R cabd −−→R a
′abd −−→R a
′abb′ −−→R aabb
′ −−→R aabb. ut
We can generalize the principle of the construction of Proposition 2, in or-
der to build a linear and flat pCTRS producing a rewrite closure of the form
{anbmcp | n ≥ m ≥ p} (after intersection with the regular language a∗b∗c∗),
starting from a regular set of the form d∗e∗f∗ and using a flat pCTRS. Since the
produced language is context-sensitive (CS), it follows that there is no hope for
a polynomial time decision procedure (congruence closure like) for the decision
of reachability for linear and flat pCTRS.
3.2 Left-(linear and flat) pCTRSs
Let us consider the situation where the linearity and flatness restrictions apply
only to left-hand-side of rewrite rules. In the literature, (uncontrolled) TRSs
with such syntactical restrictions are called inverse-monadic. They also have the
same expressiveness as production rules of CF Tree Grammars.
When restricting to strictly unary signatures, these TRSs correspond to
string rewriting rules with lhs of length exactly one. It is folklore knowledge
that this kind of string rewriting systems transform CF languages into CF lan-
guages. This result generalizes to trees (see e.g. [12]). It follows that reachability
and RMC are decidable for left-(linear and flat) TRSs. This does not hold when
extending the expressiveness with prefix control, even in the case of strings. This
is a direct consequence of the following lemma, based on a transformation of CS
grammars into Pentonnen normal form [23].
Lemma 3. For every CS (resp. recursively enumerable (RE)) language L over
a strictly unary signature Σ, there exists a linear, left-flat and non-collapsing
(resp. linear and left-flat) pCTRS R over an extended strictly unary signature
Σ′ ⊃ Σ such that L = R∗({s}) ∩ T (Σ) for some term s ∈ T (Σ′,X ).
Proof. Assume that L ⊆ Σ∗ is a CS language, and let G = 〈N , Σ, S, P 〉 be a CS
grammar generating L, with non-terminal set N , set of terminals Σ, S ∈ N , and
let Σ′ = Σ ∪ N (where the symbols of N are unary). We can assume that the
production rules of G are in Pentonnen normal form [23]: AB → AC, A→ BC,
A → a where A,B,C ∈ N and a ∈ Σ. Transforming any CS grammar into a
grammar of this form can be done in PTIME. It follows that L is the intersection
between T (Σ) and the rewrite closure of {S(x)} by the linear, left-flat and
non-collapsing pCTRS R simulating the production rules of G, as described in
Figure 1. Note that the size of R is linear in the size of G.
G R
A → BC (N ∪Σ)∗ : A(x) → B(C(x))
AB → AC (N ∪Σ)∗A : B(x) → C(x)
A → a (N ∪Σ)∗ : A(x) → a(x)
A → ε (N ∪Σ)∗ : A(x) → x
Fig. 1. Construction of a linear CF pCTRS for the proof of Proposition 4.
Every RE language can be generated by a CS grammar as above, completed
with some deleting rules of the form A → ε. It corresponds to the collapsing
rewrite rule A(x)→ x (last line of Figure 1). ut
Proposition 4. Over strictly unary signatures, (i) reachability is undecidable
for linear and left-flat pCTRSs, and (ii) reachability is PSPACE-complete and
regular model checking is undecidable for linear, left-flat, non-collapsing pCTRSs.
Proof. The undecidability of the reachability problem for linear and left-flat
pCTRSs (Claim (i)) follows from Lemma 3, and undecidability of the member-
ship problem of RE languages.
For Claim (ii), the PSPACE-hardness of the reachability problem and un-
decidability of RMC for linear, left-flat, non-collapsing pCTRSs follow from
Lemma 3 and, respectively, the PSPACE-completeness of the membership prob-
lem and undecidability of emptiness problem for CS languages.
The PSPACE upper bound for reachability follows immediately from the fact
that for a left-flat and non-collapsing pCTRS R over a strictly unary signature,
the size of every rhs of rule of R is larger or equal to the size of the corresponding
lhs. Hence, s −−→∗R t can be checked by a backward exploration of the ancestors
of t wrt R, and they are all smaller than or equal to t. ut
To sum up, (unconstrained) TRSs with syntactic restrictions of flatness and
linearity benefit good results of regularity preservation and decision, but these
results are lost when adding prefix constraints. The reason is that these con-
straints permit to test the context of rewrite positions and therefore simulate
computations of Turing Machines (Proposition 4(i)) or Linear Bounded Au-
tomata (Proposition 4(ii) and remark after Proposition 2). We can observe that
in the simulations, it is important to rewrite alternatively in two directions,
top-down and bottom-up (see for instance the rewrite sequence presented in the
proof of Proposition 2). A key property of regularity preservation results such
as [18] is that in every step C[t] −−→R D[t], either all redexes in t are preserved
or all are inactivated. For an ordinary step of a left-linear right-shallow pCTRS,
such a property does not hold in general, because a reduction in context C may
activate a redex in t. However, if we restrict to bottom-up rewriting, the above
properties are recovered for linear and right-shallow pCTRSs. We show this in
the next sections, and show consequently regularity preservation and decision
results for right-ground pCTRSs (Section 5) pCTRSs.
4 Bottom-Up Rewrite Strategy
We show in this section that when we restrict to bottom-up derivations [6], the
preservation of regularity holds for linear and right-shallow pCTRSs.
4.1 Definition
We define a bottom-up derivation on terms by introducing a bottom-up marked
rewriting on marked terms, where the latter is called weakly bottom-up in [6].
Following the definition of [6], we use a marked copy of the signature Σ = {ḡ |
g ∈ Σ}. A marked term is a term in T (Σ ∪Σ,X ). Given a term of t ∈ T (Σ,X ),
we use the notation t to represent a marked term in T (Σ∪Σ,X ) associated with
t in a way that t is obtained from t by replacing each symbol ḡ by g. Moreover,
t̃ denotes the unique marked term associated with t which belongs to T (Σ ∪X ).
This notation is extended to contexts and substitutions as expected.




for a context C if L : `→ r ∈ R, path(C, π) ∈ L and the root symbol of ` is in Σ
(the other symbols may be marked or not). We say that the derivation s −−→∗R t on
terms is bottom-up if there exist a marking t and a bottom-up marked rewriting
sequence s −→∗ t. In this case, we write s ⇒buR t. Note that the derivation ⇒buR
on terms is not transitive.
Example 2. Let R contain the two following prefix controlled rules ε : h(x) →
g(x) and 〈h, 1〉 : a→ b. For the controlled rewrite derivation h(a) −−→∗R g(b), there





the former sequence is bottom-up, i.e. h(a)⇒buR g(b). 
Example 3. Let R = {ε : h(x) → g(x), 〈g, 1〉 : a → b}. The controlled rewrite
derivation h(a) −−→∗R g(b) is not bottom-up. Indeed, following the above definition
of the bottom-up marked rewriting, we have h(a) −−→R
bu
g(ā) but we do not have
g(ā) −−→R
bu
g(b̄) because ā is not in Σ. 
Related Rewrite Strategies. The notion of bottom-up derivations was firstly
introduced as the basic narrowing [20]. The bottom-up marked rewriting BU
of [6] (that we shall call BU[6] to avoid confusions) is defined with integer mark-
ing. It is more general than the above bottom-up marked rewriting, the latter
being roughly the restriction of BU[6] using 1 marker.
In [6], a result of regularity preservation is proved for the subclass of linear
TRSs such that every rewrite derivation can be simulated by a BU[6] rewrite
derivation (such TRSs are called BU). It is shown in [6] that linear and right-flat
TRSs are BU. We have seen (Proposition 2) that with prefix control, regularity
is not preserved by linear and right-flat pCTRSs. However, we will prove in the
next section that regularity is preserved by linear and right-flat pCTRSs when
restricting to bottom-up derivations.
There have been studies on regularity preservation, or the decidability of
RMC, for (unconstrained) term rewriting under other strategies. It is show in [18]
that regularity is preserved by rewriting with linear and right-shallow TRS under
the context-sensitive strategy. The innermost rewriting −−→R
in
[20] corresponds to
the call by value computation for programming languages, where arguments are
fully evaluated before the function application. More precisely, a rewrite rule
can be applied to a subterm at position π if all the proper subterms at children
positions of π are normal forms. It is easily shown that −−−→R
in,∗ ⊆ ⇒buR , where the
relation is proper for most of TRSs. Regularity preservation have been shown for
innermost rewriting with linear right-shallow term rewriting systems [18], and
with constructor based systems with additional restrictions [24].
The one-pass leaf-started derivation ⇒1plsR [10] is defined using an auxiliary sym-
bol which acts as a token passed from leaves to root. It is shown in [10] that
RMC is decidable for left-linear TRS with one-pass leaf-started rewriting (but
regularity is not necessarily preserved). It is shown in [5] that regularity is pre-
served for one IO rewrite pass [7] (denoted ⇒IOR for its reflexive extension) by
linear TRS R. It can be observed that⇒1plsR ⊆ ⇒IOR ⊆ ⇒buR , where the relations
are proper for most of TRSs.
To our knowledge, our approach of studying closure under bottom-up deriva-
tions for rewrite rules with context constraints is original.
4.2 Tree Automata Completion
We show now that linear and right-shallow pCTRSs effectively preserve regular-
ity when used with bottom-up rewriting. For this purpose we use a procedure
completing a given TA A with respect to a given pCTRS R. Assuming wlog
that the initial TA A is clean and is given without ε-transitions, we complete it
first into a TA A′, with one new state v for every ground subterm v of a rhs of
R and with appropriate transitions such that L(A′, v) = {v}. Note that A′ can
also be assumed to be clean and without ε-transitions.
For each rule L : `→ r in R, we assume given an FSA CL over Dir(Σ) rec-
ognizing L. The respective state sets of all these FSAs are assumed disjoint. We
define an automaton C0 = 〈2P ,Dir(Σ), S, 2G, Θ〉 that simulates all the control
automata CL as follows: P (resp. G) is the union of all the state sets (resp. final
state sets) of the CL’s, S is the set of all the initial states of CL’s, and Θ contains
all the transitions of the form s −−−→〈g,i〉 s′ where s′ = {p′ ∈ P | ∃p ∈ s ∃L : ` →
r ∈ R s.t. p −−−→〈g,i〉 p′ is a transition of CL}. Note that C0 is deterministic.
Let A0 = 〈Q,F,∆0〉 where Q = QA′ × 2P , F = {〈q, S〉 | q ∈ FA′}, and ∆0 is
the set of transitions of the form:
g(〈q1, s1〉, . . . , 〈qm, sm〉)→ 〈q0, s0〉
with g ∈ Σ and such that g(q1, . . . , qm)→ q0 is a transition of A′, and s0 −−−→〈g,i〉
si ∈ Θ for all i with 1 ≤ i ≤ m. Intuitively, a term C[`σ] ∈ A and the displayed
redex `σ is reducible by a rule L : `→ r, if and only if there exists a transition
C[`σ] −−→∗A0 C[〈q0, s0〉] −−→
∗
A0 〈q, s〉 ∈ F such that s0 ∩ final(CL) 6= ∅.
We show now how to complete an automaton Ak = 〈Q,F,∆k〉, for k ≥ 0,
into Ak+1 = 〈Q,F,∆k+1〉, in order to simulate one bottom-up rewrite step with
R. At each construction step k ≥ 0, we construct ∆k+1 by adding rules.
(Rules 1) For all L : `→ g(r1, . . . , rm) in R, with m ≥ 0, for all substitutions θ
from X into Q grounding for var(`), such that `θ −−→∗Ak 〈q0, s0〉, the last step of
this derivation is not an ε-transition, and s0 ∩ final(CL) 6= ∅, we add to ∆k all
the following rules:
g (〈q1, s1〉, . . . , 〈qm, sm〉)→ 〈q0, s0〉
such that for all 1 ≤ j ≤ m, if rj is a variable then 〈qj , sj〉 = rjθ, otherwise,
qj = rj , and s0 −−−−→〈g,j〉 sj ∈ Θ.
(Rules 2) For all L : `→ x in R with x ∈ var(`), for all substitutions θ from X
into Q grounding for var(`) such that `θ −−→∗Ak 〈q0, s0〉, and s0 ∩ final(CL) 6= ∅,
we add to ∆k the following rule:
xθ → 〈q0, s0〉
The completion terminates with a fixpoint ∆k, and the TA A∗ = 〈Q,F,∆k〉
recognizes the bottom-up rewrite closure of L(A) by R.
Example 4. Let us consider the pCTRS of Example 2, and two FSA describing
the control languages of its two rules: the first FSA has one state v0, both initial
and final, and no transitions, and the second FSA has two states v1 (initial)
and v2 (final) and one transition v1 −−−−→〈h,1〉 v2. Let the initial A recognize the
singleton language {h(a)}, with the two transitions a→ qa and h(qa)→ q (q is
the only final state). The automaton A0 contains the following transitions:










→ 〈q, s〉 for all s ⊆ {v0, v2}.
The completion process adds the following transitions toA∗, by the case (Rules 1):










→ 〈q, s〉 for all s with {v0} ⊆ s ⊆ {v0, v2}.
The only final state of A∗ is 〈q, {v0, v1}〉. Then g(a) and g(b) which are both in









−−→A∗ 〈q, {v0, v1}〉. 
Example 5. With the pCTRS of Example 3, we have a first FSA for control
identical to the one-state FSA of Example 4 and a second one with two states
v1 (initial) and v2 (final) and one transition v1 −−−−→〈g,1〉 v2. Let us consider the
same initial automaton A as in Example 4. The automaton A0 contains now the




→ 〈q, s〉 for all s ⊆ {v0, v1, v2} (q is final).
We obtain the following additional transitions in A∗ by the case (Rules 1):





→ 〈q, s〉 for all s with {v0} ⊆ s ⊆ {v0, v1, v2}.
The term g(a) is in the bottom-up rewrite closure of h(a) by R. It is recognized




−−→A∗ 〈q, {v0, v1}〉.
The term h(b) is not in the bottom-up rewrite closure of h(a) by R; it holds that
h(b) −−→A∗ h(〈qa, s〉) if v2 ∈ s, but A
∗ cannot compute from such configurations.
The situation is similar for g(b), which is neither in the bottom-up rewrite closure
of h(a) by R (see Example 3). 
Note that the number of states of the automaton A∗ is exponential in the
number of states of the control automata used in the definition of R, and poly-
nomial in |QA|. When we do not account the size of control automata in the
evaluation of the size of R, then the size of A∗ is polynomial and the above
construction is PTIME (as well as the decidability results in the next corollary).
Theorem 5. Given a TA A and a linear and right-shallow pCTRS R over Σ,
one can construct in EXPTIME a TA over Σ recognizing the bottom-up rewrite
closure of L(A) by R, and whose size is exponential in the size of A and R.
In the rest of the section we prove the theorem, by establishing the correctness
and completeness of the construction of A∗. For this purpose, we use a relation
defined as t −−−→πR,s t
′, with π ∈ Pos(t) and s ⊆ P , iff there exist L : ` → r ∈ R
and a substitution σ such that t|π = `σ, t′ = t[rσ]π, s −−−−−−→Θ
path(t,π)
s′ and s′
contains a final state of CL. The suffix π in −−−→πR,s might be dropped. We associate
to this relation its bottom-up marked counterpart −−−→buR,s as above. Note that
−−→R = −−−→R,S and −−→R
bu
= −−−→buR,S . The next lemma follows immediately from the
definition of the relation −−−→R,s .
Lemma 6. For all u, t ∈ T (Σ), i · π ∈ Pos(u), and s ⊆ P , u −−−→i·πR,s t iff there
exist si ⊆ P and g ∈ Σ ∪ Σ such that u = g(u1, . . . , um), t = g(t1, . . . , tm),
ui −−−→πR,si ti, and s −−−→Θ
〈g,i〉
si.
The next lemma follows from the construction of A0, as A0 embeds both A′
and the control automata CL in the first, resp. second, components of its states.
Lemma 7. For all t ∈ T (Σ),
i. if t −−→∗A′ q, then for all s ⊆ P there exists t such that t −−→
∗
A0 〈q, s〉.
ii. if t −−→∗A0 〈q, s〉, then t −−→
∗
A′ q.
The correctness of the construction, i.e. the inclusion of L(A∗) in the bottom-up
closure of L(A) by R, results from the following lemma.
Lemma 8. For all t ∈ T (Σ) and all state 〈q, s〉 ∈ Q such that t −−→∗A∗ 〈q, s〉,
there exist u and t such that (i) u −−→∗A0 〈q, s〉 and (ii) u −−−→R,s
bu,∗
t̄.
Moreover, if the last step in t −−→∗A∗ 〈q, s〉 is not an ε-transition, then the top
symbol of t is in Σ.
Proof. Let the index of a transition rule γ of A∗ be 0 if γ is a transition of A0
and otherwise, the minimal k > 0 such that γ is a transition of Ak and not a
transition of Ak−1. We do a proof by induction on the multiset of the indexes of
transition rules of A∗ used in the derivation t −−→∗A∗ 〈q, s〉, which we call ρ.
We illustrate only an interesting case where the rule γ used in its last step
is not an ε-transition and is nor in ∆0, i.e. we assume that the derivation ρ has
the following form for k > 0:
ρ : t = g(t1, . . . , tm) −−→∗A∗ g
(
〈q1, s1〉, . . . , 〈qm, sm〉
)
−−→Ak 〈q, s〉 (ρ1)
This means that tj −−→∗A∗ 〈qj , sj〉 for all j with 1 ≤ j ≤ m, and then by in-
duction hypothesis, there exist uj and tj such that (i0) uj −−→∗A0 〈qj , sj〉, and
(ii0) uj −−−−→bu,∗R,sj tj .
In this case γ has been added by the case (Rules 1) of the construction,
because there exist a rewrite rule L : `→ r ∈ R, a substitution θ from X into Q,
grounding for var(`), such that `θ −−−−→∗Ak−1 〈q, s〉, the last step of this derivation is
not an ε-transition, and s∩final(CL) 6= ∅. Moreover, letting r = g(r1, . . . , rm), it
holds that for all 1 ≤ j ≤ m, if rj is a variable then 〈qj , sj〉 = rjθ, and otherwise,
qj = rj and s−−−−→〈g,j〉 sj ∈ Θ.
Without loss of generality, let us assume that for some i, r1, . . . , ri are ground
terms and ri+1, . . . , rm are distinct variables (remember that R is linear and
right-shallow). Let us now construct a substitution σ from X into T (Σ,X ),
grounding for var(`). For each x ∈ var(`) ∩ var(r), there exists i + 1 ≤ j ≤ m
such that x = rj , and we let xσ = tj . For each x ∈ var(`) \ var(r), we let xσ be
an arbitrary ground term in L(A0, xθ) (such a term exists by assumption that
A0 is clean). One can check, using (ρ1), the construction of γ, and the linearity
of the rewrite rules of R, that `σ −−→∗A∗ `θ −−−−→
∗
Ak−1 〈q, s〉, where the last step is
not an ε-transition. This derivation is strictly smaller that ρ wrt the induction
ordering. Thus, by induction hypothesis, there exist u and `σ such that (i1)
u −−→∗A0 〈q, s〉 and (ii1) u −−−→R,s
bu,∗
`σ, and moreover, the top symbol of `σ is in Σ.
By construction of γ, s∩final(CL) 6= ∅, hence, using the rule L : `→ r ∈ R, it
holds that: `σ −−−→buR,s g(r1, . . . , ri, t̃i+1, . . . , t̃m). Moreover, for all j with 1 ≤ j ≤ i,
it holds by construction of γ that qj = rj , hence (i0) and Lemma 7(ii) imply
that uj = rj , hence rj −−−−→bu,∗R,sj tj by (ii0). Using Lemma 6, it follows that
u −−−→R,s
bu,∗
`σ −−−→buR,s g(r1, . . . , ri, t̃i+1, . . . , t̃m) −−−→R,s
bu,∗
g(t1, . . . , ti, t̃i+1, . . . , t̃m).
Letting t = g(t1, . . . , ti, t̃i+1, . . . , t̃m), we can conclude for (ii) in this case. Note
that the top symbol of t is in Σ. The proof of the other cases can be found in
Appendix A. ut
The following lemma implies the completeness of the construction of A∗.
Lemma 9. For all u ∈ T (Σ), t ∈ T (Σ ∪Σ), state 〈q, s〉 ∈ Q, if u −−−→R,s
bu,∗
t, and
u −−→∗A0 〈q, s〉, then t −−→
∗
A∗ 〈q, s〉. Moreover, if the top symbol of t is in Σ, then
the last step in t −−→∗A∗ 〈q, s〉 is not an ε-transition.
Proof. We do a proof by induction on the lexical combination of the length of
the derivation u −−−→R,s
bu,∗
t and the structure of u.
We illustrate only an interesting case that some rewrite steps are performed
at the root position, and the last rewrite step performed at the root position
involves a non-collapsing rule.
Since u −−−→R,s
bu,∗
t is a bottom-up marked rewriting, no earlier derivation is
performed at the root position with a collapsing rule (because the root symbol
of every redex in a bottom-up marked derivation must be in Σ), and the top
symbol of t is in Σ. We can write the rewrite sequence as follows:
u −−−→R,s
bu,∗
`σ −−−→buR,s g(r1, . . . , rm) σ̃ −−−→R,s
bu,∗
t
where L : ` → g(r1, . . . , rm) ∈ R and ε ∈ L. Without loss of generality, we
assume that r1, . . . , ri are ground terms and ri+1, . . . , rm are variables for some
i ≤ m. By induction hypothesis, it holds that `σ −−→∗A∗ 〈q, s〉 and the last step of
this derivation is not an ε-transition. This rewrite sequence can be decomposed
into `σ −−→∗A∗ `θ −−→
∗
A∗ 〈q, s〉 where θ is a substitution from X into Q, grounding
for var(`). Note that we use the assumption that R is linear in order to construct
this θ. Moreover, s ∩ final(CL) 6= ∅. Then from the construction case (Rules 1),
A∗ contains the transition rule g(〈q1, s1〉, . . . , 〈qm, sm〉)→ 〈q, s〉 where
– for all j with 1 ≤ j ≤ i, qj = rj ,
– for all j with i < j ≤ m, 〈qj , sj〉 = rjθ,




For all j with 1 ≤ j ≤ i, rj −−→∗A0 〈qj , sj〉 by the construction of qj = rj and
Lemma 7(i), and for all j with i ≤ j ≤ m, rjσ −−→∗A∗ rjθ. Therefore
t = g(r1, . . . , ri, ri+1σ . . . , rmσ) −−→∗A0 g(〈q1, s1〉, . . . , 〈qi, si〉, ri+1σ . . . , rmσ)
−−→∗A∗ g(〈q1, s1〉, . . . , 〈qi, si〉, 〈qi+1, si+1〉, . . . , 〈qm, sm〉) −−→
∗
A0 〈q, s〉.
Hence t = xσ −−→∗A∗ xθ −−→A∗ 〈q, s〉. The proof of the other cases can be found in
Appendix B. ut
Corollary 10. Reachability and RMC wrt. bottom-up rewriting are decidable in
EXPTIME for linear and right-shallow pCTRSs.
Proof. Given a linear and right-shallow pCTRS R, the reachability problem
s −−−→R
bu,∗
t wrt bottom-up rewriting is equivalent to t ∈ L(A∗) where A∗ is the
TA constructed from a TA recognizing {s} as in Theorem 5. The RMC problem
R∗(Lin) ∩ Lerr = ∅, wrt bottom-up rewriting, is equivalent to L(A∗in) ∩ Lerr = ∅,
where A∗in is the TA constructed from a TA recognizing Lin as in Theorem 5.
Both problems can be decided in PTIME in the size of A∗ and t on one hand
and A∗in and a TA recognizing Lerr on the other hand. ut
5 Left-Linear and Right-Ground pCTRSs
It can be observed that every rewrite sequence with a right-ground pCTRS is
bottom-up. Hence the following corollary immediately follows.
Corollary 11. Given a TA A and a left-linear and right-ground pCTRS R over
Σ, one can construct in EXPTIME a TA over Σ recognizing the rewrite closure
of L(A) by R, and whose size is exponential in the size of A and R. Reachability
and RMC are decidable for left-linear and right-ground pCTRSs.
The following proposition establishes a lower bound for the construction.
Proposition 12. Reachability is PSPACE-hard for ground pCTRSs.
Proof. We make a reduction of the intersection emptiness problem for regular
string languages. Let L1, . . . , Ln(n ≥ 2) be regular languages, and let
R = {Σ∗ : ]1 → a(]1) | a ∈ Σ} ∪ {Li : ]i → ]i+1 | 1 ≤ i ≤ n− 1}
∪ {Ln : ]n → [} ∪ {Σ∗ : a([)→ [ | a ∈ Σ}
It can be easily checked that ]1
∗−→
R [ iff L1 ∩ · · · ∩ Ln 6= ∅. ut
Given a linear and right-shallow (uncontrolled) TRS R, for every rewrite
sequence s −−→∗R t there exists a bottom-up rewrite sequence s −−→
∗
R t [6]. This is
however not the case in presence of prefix control, since linear and right-shallow
pCTRSs do not preserve regularity (Proposition 2).
6 Conclusion
This work could be extended in several directions. A question is whether the
results of Section 4 still hold when weakening the linearity restriction into right-
linearity. Note that regularity preservation has been established for right-linear
and right-shallow (unconstrained) TRSs in [22]. An alternative approach might
be to construct automata recognizing regular over-approximating of the closures,
for larger classes of pCTRS, like in [8]. The completion algorithms of this paper
terminate because the shallowness of the rhs ensure that no new state needs
to be added to the automata; other automata completion methods [8] accept
non-shallow rhs and thus need to normalize the new transitions by adding new
states, they ensure their termination by merging states, at the cost of precision.
Finally, a difficult problem is the generalization of the problems presented in
this paper to unranked tree rewriting [14], where variables are instantiated by
forests (i.e. finite sequences of trees) instead of terms.
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A Complete Proof of Lemma 8
We present in this appendix the rest of the case analysis for the proof by induc-
tion of Lemma 8.
Lemma 8. For all t ∈ T (Σ) and all state 〈q, s〉 ∈ Q such that t −−→∗A∗ 〈q, s〉,
there exist u and t such that (i) u −−→∗A0 〈q, s〉 and (ii) u −−−→R,s
bu,∗
t̄.
Moreover, if the last step in t −−→∗A∗ 〈q, s〉 is not an ε-transition, then the top
symbol of t is in Σ.
Proof. Let the index of a transition rule γ of A∗ be 0 if γ is a transition of A0
and otherwise, the minimal k > 0 such that γ is a transition of Ak and not a
transition of Ak−1. We do a proof by induction on the multiset of the indexes of
transition rules of A∗ used in the reduction t −−→∗A∗ 〈q, s〉, which we call ρ.
Case 1. Assume first that the rule γ used in its last step is not an ε-transition,
i.e. assume that the reduction ρ has the following form:
ρ : t = g(t1, . . . , tm) −−→∗A∗ g
(
〈q1, s1〉, . . . , 〈qm, sm〉
)
−−→A∗ 〈q, s〉 (ρ1)
This means that tj −−→∗A∗ 〈qj , sj〉 for all j with 1 ≤ j ≤ m, and then by in-
duction hypothesis, there exists uj and tj such that (i0) uj −−→∗A0 〈qj , sj〉, and
(ii0) uj −−−→∗buR,sj tj .
Case 1.0. Assume that the rule γ is in ∆0. Let u = g(u1, . . . , um) and t =
g(t1, . . . , tm). Obviously, u −−→∗A0 g(〈q1, s1〉, . . . , 〈qm, sm〉) −→γ 〈q, s〉 from (i0),
hence (i) holds, and u = g(u1, . . . , um) −−−→∗buR,s g(t1, . . . , tm) = t, by (ii0) and
Lemma 6, since s −−−−→
Θ
〈g,j〉
sj for all j with 1 ≤ j ≤ m, by construction of A0.
Hence (ii) also holds.
Case 1.1. Assume now that γ is not in ∆0 but in ∆k for some k > 0, and
has been added by the case (Rules 1) of the construction, because there exists a
rewrite rule L : `→ r ∈ R, a substitution θ from X into Q, grounding for var(`),
such that `θ −−−−→∗Ak−1 〈q, s〉, the last step of this reduction is not an ε-transition,
and s ∩ final(CL) 6= ∅. Moreover, letting r = g(r1, . . . , rm), it holds that for all
1 ≤ j ≤ m, if rj is a variable then 〈qj , sj〉 = rjθ, and otherwise, qj = qrj and
s−−−−→〈g,j〉 sj ∈ Θ.
Without loss of generality, let us assume that for some i, r1, . . . , ri are ground
terms and ri+1, . . . , rm are distinct variables (remember that R is linear and
right-shallow). Let us now construct a substitution σ from X into T (Σ,X ),
grounding for var(`). For each x ∈ var(`) ∩ var(r), there exists i + 1 ≤ j ≤ m
such that x = rj , and we let xσ = tj . For each x ∈ var(`) \ var(r), we let xσ be
an arbitrary ground term in L(A0, xθ) (such a term exists by assumption that
A0 is clean). One can check, using (ρ1), the construction of γ, and the linearity
of the rewrite rules of R, that




where the last step is not an ε-transition. This reduction is strictly smaller that ρ
wrt the induction ordering. Thus, by induction hypothesis, there exists u and `σ
such that (i1) u −−→∗A0 〈q, s〉 and (ii1) u −−−→
∗bu
R,s `σ, and moreover, the top symbol
of `σ is in Σ.
By construction of γ, s ∩ final(CL) 6= ∅, hence, using the rule L : `→ r ∈ R,
it holds that:
`σ −−−→buR,s g(r1, . . . , ri, t̃i+1, . . . , t̃m).
Moreover, for all j with 1 ≤ j ≤ i, it holds by construction of γ that qj = qrj ,
hence (i0) and Lemma 7(ii) imply that uj = rj , hence rj −−−→∗buR,sj tj by (ii0).
Using Lemma 6, it follows that
u −−−→∗buR,s `σ −−−→
bu
R,s g(r1, . . . , ri, t̃i+1, . . . , t̃m) −−−→
∗bu
R,s g(t1, . . . , ti, t̃i+1, . . . , t̃m).
Letting t = g(t1, . . . , ti, t̃i+1, . . . , t̃m), we can conclude for (ii) in this case. Note
that the top symbol of t is in Σ.
Case 2. Finally, assume that the rule γ used in the last step of ρ is an ε-transition,
i.e. that ρ has the following form:
ρ : t = g(t1, . . . , tm) −−→∗A∗ 〈q
′, s′〉 −−→A∗ 〈q, s〉. (ρ2)
Since by assumption, A0 does not contain ε-transitions, it follows that γ is in ∆k
for some k > 0, and has been added by the case (Rules 2) of the construction,
because there exists a rewrite rule L : `→ x ∈ R with x ∈ var(`), a substitution
θ from X intoQ grounding for var(`), such that `θ −−−−→∗Ak−1 〈q, s〉, s∩final(CL) 6= ∅,
and 〈q′, s′〉 = xθ.
We construct a substitution σ grounding for var(`) like in Case 1.1: xσ = t,
and for each y ∈ var(`)\{x}, yσ is an arbitrary ground term in L(A0, xθ). Again,
we can apply the induction hypothesis to `σ −−→∗A∗ `θ −−−−→
∗
Ak−1 〈q, s〉 and find u
and `σ such that (i2) u −−→∗A0 〈q, s〉 and (ii2) u −−−→
∗bu
R,s `σ. Since s∩final(CL) 6= ∅,
it holds that `σ −−−→buR,s t̃, and we can conclude with t = t̃. ut
B Proof of Lemma 9
We present the rest of the case analysis for the proof by induction of Lemma 9.
Lemma 9. For all u ∈ T (Σ), t ∈ T (Σ ∪Σ), state 〈q, s〉 ∈ Q, if u −−−→R,s
bu,∗
t, and
u −−→∗A0 〈q, s〉, then t −−→
∗
A∗ 〈q, s〉. Moreover, if the top symbol of t is in Σ, then
the last step in t −−→∗A∗ 〈q, s〉 is not an ε-transition.
Proof. We do a proof by induction on the lexical combination of the length of
the reduction u −−−→∗buR,s t and the structure of u.
Case 0. If there is no reduction at the root position, then we can write u =
g(u1, . . . , un) and t = g(t1, . . . , tn) and we can assume wlog that the rewrite
reduction has the form
u = g(u1, . . . , un) −−−→∗buR,s g(t1, u2, . . . , un) −−−→
∗bu
R,s · · ·
−−−→∗buR,s g(t1, . . . , tn) = t.
Let us decompose the reduction u −−→∗A0 〈q, s〉 into
u = g(u1, . . . , un) −−→∗A0 g
(
〈q1, s1〉, . . . , 〈qn, sn〉
)
−−→A0 〈q, s〉.
For all i, 1 ≤ i ≤ n, it holds that s −−−→
Θ
〈g,i〉
si by construction of A0, and
ui −−−→∗buR,si ti by Lemma 6. Hence by induction hypothesis ti −−→
∗
A∗ 〈qi, si〉. It
follows that t = g(t1, . . . , tn) −−→∗A∗ g
(
〈q1, s1〉, . . . , 〈qn, sn〉
)
−−→A0 〈q, s〉.
Case 1. If some rewrite steps are performed at the root position, then we have
two cases.
Case 1.1. First, we consider that the last rewrite step performed at the root
position involves a non-collapsing rule.
Since u −−−→∗buR,s t is a bottom-up rewrite sequence, no earlier reduction is
performed at the root position with a collapsing rule (because the root symbol
of every redex in a bottom-up reduction must be in Σ), and the top symbol of
t is in Σ. We can write the reduction sequence as follows:
u −−−→∗buR,s `σ −−−→
bu
R,s g(r1, . . . , rm) σ̃ −−−→
∗bu
R,s t
where L : ` → g(r1, . . . , rm) ∈ R and ε ∈ L. Without loss of generality, we
assume that r1, . . . , ri are ground terms and ri+1, . . . , rm are variables for some
i ≤ m. By induction hypothesis, it holds that `σ −−→∗A∗ 〈q, s〉 and the last step of
this reduction is not an ε-transition. This reduction sequence can be decomposed
into `σ −−→∗A∗ `θ −−→
∗
A∗ 〈q, s〉 where θ is a substitution from X into Q, grounding
for var(`). Note that we use the assumption that R is linear in order to construct
this θ. Moreover, s ∩ final(CL) 6= ∅. Then from the construction case (Rules 1),
A∗ contains the transition rule g(〈q1, s1〉, . . . , 〈qm, sm〉)→ 〈q, s〉 where
– for all j with 1 ≤ j ≤ i, qj = qrj ,
– for all j with i < j ≤ m, 〈qj , sj〉 = rjθ,




For all j with 1 ≤ j ≤ i, rj −−→∗A0 〈qj , sj〉 by the construction of qrj = qj and
Lemma 7(i), and for all j with i ≤ j ≤ m, rjσ −−→∗A∗ rjθ. Therefore
t = g(r1, . . . , ri, ri+1σ . . . , rmσ)
−−→∗A0 g(〈q1, s1〉, . . . , 〈qi, si〉, ri+1σ . . . , rmσ)
−−→∗A∗ g(〈q1, s1〉, . . . , 〈qi, si〉, 〈qi+1, si+1〉, . . . , 〈qm, sm〉)
−−→∗A0 〈q, s〉.
Case 1.2. Now, we consider the case where the last rewrite step performed at the




`σ −−−→buR,s xσ̃ = t
where L : ` → x ∈ R and ε ∈ L. Similarly to the Case 1.1, by induction
hypothesis, it holds that `σ −−→∗
A∗
〈q, s〉 and the last step of this reduction is not
an ε-transition. This reduction sequence can be decomposed into `σ −−→∗A∗ `θ −−→
∗
A∗
〈q, s〉 where θ is a substitution from X into Q grounding for var(`). It means
that xσ −−→∗A∗ xθ. From the completion step (Rules 2), since s∩final(CL) 6= ∅, A
∗
contains the ε-transition rule xθ → 〈q, s〉. Hence t = xσ −−→∗A∗ xθ −−→A∗ 〈q, s〉. ut
