Abstract. We consider a simple stationary bilinear model Xt = cX t?1 Z t?1 + Zt; t = 0; 1; 2; : : : generated by heavy tailed noise variables fZtg. A complete analysis of weak limit behavior is given by means of a point process analysis. A striking feature of this analysis is that the sample correlation converges in distribution to a non-degenerate limit. A warning is sounded about trying to detect non-linearities in heavy tailed models by means of the sample correlation function.
Introduction.
Current e orts in time series analysis attempt to deal with data which exhibit features such as long range dependence, non-linearity and heavy tails. There are numerous data sets from the elds of telecommunications, nance and economics which appear to be compatible with the assumption of heavy-tailed marginal distributions. Examples include le lengths, cpu time to complete a job, call holding times, inter-arrival times between packets in a network and lengths of on/o cycles (Du y, et al 1993 (Du y, et al , 1994 Meier{Hellstern et al, 1991; Willinger, Taqqu, Sherman and Wilson, 1995) .
A key question of course is how to t models to data which require heavy tailed marginal distributions. In the traditional setting of a stationary time series with nite variance, every purely non-deterministic process can be expressed as a linear process driven by an uncorrelated input sequence. For such time series, the autocorrelation function can be well approximated by that of an nite order ARMA(p; q) model. In particular, one can choose an autoregressive model of order p (AR(p)) such that the ACF of the two models agree for lags 1 =; : : : ; p (see Brockwell and Davis (1991), p. 240) . So from a second order point of view, linear models are su cient for data analysis. In the in nite variance case, we have no such con dence that linear models are su ciently exible and rich enough for modelling purposes.
For a stationary time series fX t g with in nite variance, there is no analogue of a linear process representation or approximation to it. If fX t g is the linear process, where fZ t g is an iid sequence of random variables with in nite variance, then one can still de ne an analogue of the ACF in terms of the coe cients f j g of the linear lter. Namely, (h) = P 1 j=0 j j+h = P j=0 2 j . Somewhat surprisingly, the sample ACF de ned for heavy tailed data aŝ H (h) = P n?h t=1 X t X t+h P n t=1 X 2 t ; h = 1; 2; : : : ; has a number of desirable properties such as consistency (^ H (h) P ! (h)) and a reasonably fast rate of convergence (see Davis and Resnick (1985b, 1986) ). On the other hand, if the model is non-linear, then it is not clear what, if anything,^ (h) converges to. One of the principal objectives in this paper is to show that for a class of bilinear models,^ H (h) converges in distribution to a non-degenerate random variable depending on h. This means that other model tting and diagnostic tools which rest on the sample ACF, such as the AIC for identifying the order of an AR model and the Yule-Walker estimates for tting an AR model will not converge to constants either, but will converge in distribution to non-degenerate random variables.
Failure to account for non-linearities can have dramatic consequences in the analysis and be quite misleading. A full discussion is contained in the forthcoming paper by Feigin and Resnick (1996) . Here we brie y illustrate the e ect of non-linearities on estimation procedures for autoregressive processes. We simulated three independent samples (test i ; i = 1; 2; 3) of size 5000 from the bilinear process (1.1) X t = :1Z t?1 X t?1 + Z t ; t = 0; 1; 2; : : :;
where fZ t g are iid Pareto random variables, P Z 1 > x] = 1=x; x > 1: A stationary solution for (4.1) is of the form
The erratic nature of the behavior of^ H is illustrated in Figure 1 .1 which graphs the heavy tail ACF for test i ; i = 1; 2; 3: The graphs look rather di erent re ecting the fact that we are basically sampling independently three times from the non-degenerate limit distribution of the heavy tailed ACF. If one were not aware of the non-linearity in the data, one would be tempted to model with a low order moving average based for example on the left hand plot. Furthermore, partial autocorrelation plots and plots of the AIC statistic as a function of the order of the model all show similar erratic behavior as one moves from independent sample to independent sample. So failure to account for non-linearity means there is great potential to be misled in the sorts of models one tries to t. In contrast, we present in Figure 1 .2 comparable heavy tailed ACF plots for three independent samples of size 1500 of AR(2) data. The AR(2) is X t = 1:3X t?1 ? 0:7X t?2 + Z t ; t = 0; 1; 2; : : : and the innovations have a Pareto distribution as for the bilinear example. Here, the pictures look identical re ecting the fact that we are sampling from degenerate distributions. Resnick (1995) where 3802 interrarrival times of ISDN D-channel packets are analyzed. From the point of view of the AIC criterion, the best tting autoregression model is found and the autoregressive coe cients are estimated by the LP estimators of . The residuals of the autoregressive model are analyzed and pass a test for independence (Feigin, Resnick and Starica (1995) . However, when the residuals are split into three subsamples and the sample ACF is computed for each of the subsamples, we obtain three di erent looking functions (see Figure 1. 3). One explanation could be the presence of non-linearity in the data. Figure 1.3. ACF of partitioned data. Section 2 of this paper deals with some mathematical preliminaries about tail properties of variables of the type appearing as the summands in (1.2). Section 3 provides a detailed point process analysis of asymptotic properties of a simple bilinear process. In Section 4 we consider some corollaries of the limit results of Section 3 with emphasis on the limiting behavior of the extremes, partial sums and sample auotocorrelations from observations on a bilinear model. Unlike the linear process case, the sample autocorrelations of the bilinear process have non-degenerate limit laws.
The principle thrust of this paper is to point out that second order methods depending on the sample autocorrelation function for identi cation and estimation of models involving non-linearities can misguide the analyst and result in an inappropriate model being selected. In future work, we hope to discuss the weak limit behavior of higher order non-linear processes, develop an estimation theory for a broad class of non-linear models and to develop methods for the detection of non-linearities in heavy tailed phenomena.
Analytic results on tail weights.
We assume throughout that fZ n ; ?1 < n < 1g are iid non-negative random variables with common distribution F whose tail satis es
where L is slowly varying at in nity. Let c > 0 be a positive constant satisfying
Then it is easy to see, for instance using Holder's inequality, that
t?j ; t = 0; 1; 2; : : : is a well de ned stationary process since the in nite series converges. Furthermore, fX t g satis es the bilinear recursion (2.4) X t = cZ t?1 X t?1 + Z t : t = 0; 1; 2; : : :
We use the convention that Q 0 i=1 = 1: The condition (2.2) is stronger than Liu's (1989) condition for convergence of the in nite series in (2.3), but is required for the regular variation analysis of the tail of the distribution of X t . We now begin with a series of lemmas designed to understand the tail behavior of Y (j) t as well as sums of these variables. The case for general k follows by induction. We now verify (2.6) and (2.7) for the variables de ned in (2.5).
Lemma 2.2. For the variables fY (j) t ; j 1g we have, as x ! 1, for all k > j 1
Proof. A result of Breiman (1965) (see also Resnick, 1986 ) says that if is a non negative random variable satisfying (2.1) and if another non-negative random variable independent of satisfying E < 1 for some > then
Since Y (j) t satis es (2.5) and EZ 1 < 1 for =2 < < , this Breiman result applies to give for j 1
The result (1) now easily follows.
For (2), observe that Letting k ! 1 yields a lower bound for (2.9).
The upper bound which allows Breiman's (1965) result to work also allows us to pass a limit inside an in nite summation which results in
(1 ? c =2 EZ =2 ) :
To get the upper bound for (2.9) we proceed as on p. 229 of Resnick (1987) . Assuming for convenience that 0 < < 1 (with a similar Holder argument when this assumption is not true) we must show lim sup (Bingham et al, 1987; Resnick, 1987; Geluk and de Haan, 1987) 3. Point process convergence.
In this section, we investigate the limit behavior of a sequence of point processes associated with a bilinear time series model. Let fX t g be the simple rst order bilinear time series de ned as a stationary solution to the equations The object of interest in this section is the sequence of point processes based on the points fb ?2 n X t ; t = 1; : : : ; ng, where b n is the 1 ? n ?1 quantile of jZ 1 j, i.e.
(3.6) b n = inffx : P jZ 1 j > x] < n ?1 g:
Before discussing the relevant limit theory, we quickly review the salient facts of point process theory. We begin with the following point process convergence result which underpins the main results of this section. This result is a slight generalization of Proposition 3.2 in Feigin, Kratz and Resnick (1994) t is as de ned in (3.5). We rst establish the joint convergence of (I Resnick (1986) Davis and Resnick (1985) and hence is omitted.
Theorem 3.4. Suppose fX t g is the bilinear process (3.1) where the marginal distribution F of the iid noise fZ t g satis es (3.2){(3.3), the constant c satis es (3.4) and b n is given by (3.6). If P 1 s=1 js is PRM( ) with given in Proposition 3.1 and fU s;k ; s 1; k 1g are iid with distribution F, then The remainder of the proof of (3.11) is now identical to the argument given for (2.11) in Davis and Resnick (1985) with this last result substituting for Lemma 2.3 of the Davis and Resnick paper.
(ii) We shall only sketch out the proof in the case h = 1, the general case being a straightforward adaptation of this argument. First observe that Y Remark 3.1. While it was not required in the proofs of the results in this section, it can be shown that X t has regularly varying tail probabilities with index =2. This assertion extends Lemma 2.2 to non-positive Z t and/or negative coe cient c. A direct proof of this property can be fashioned after the argument used in Lemma 2.2 as in Cline (1983) for linear processes.
Applications.
By applying continuous functionals to the basic convergence result of Theorem 3.4, the limiting behavior for a number of statistics can be easily derived. We now explore some of these applications.
(A) Extremes. The point process convergence in (i) of Theorem 3.4 allows one to compute the joint limiting distribution of any collection of upper and lower extreme order statistics. To illustrate these computations in a simple case, let M n = maxfX 1 ; : : : ; X n g and note that fb ?2 n M n xg = fN n (x; 1] = 0g where, N n is the point process N n = P n t=1 b ?2 n Xt . It follows that In Davis and Resnick (1985, 1986) we showed that for a heavy tailed MA(1) process, the sample ACF was a consistent estimate of the model ACF expressed in terms of the coe cients of the linear lter. This is of course also the case in the classical setting where the innovation variables have nite second moment (see Brockwell and Davis, 1991) . In contrast to this phenomena of constant limits, we nd for the non-linear process that sample correlations converge in distribution to non-degenerate limit random variables depending on the lag. . In order to simplify the exposition, we focus on convergence of a single component in (4.5) but at the end of the discussion it should be obvious that joint convergence ensues.
For convenience we focus on the rst component convergence in (4.5):
in R. To prove this we check (Billingsley, 1968, Theorem 4.2) (4.7)
1; (1) ) 1;0 (1); # 0; and (4.8) lim #0 lim sup n!1 P j n; (1) ? n;0 (1)j > ] = 0:
To verify (4.7), it will be su cient to check that the series (4.9) The last inequality follows from (3.4). The independence of the B s together with (4.10) implies that P s=1 j 4 s jBsj is PRM with intensity measure x; 1) = (EjB 1 j =4 )x ? =4 and hence has absolutely summable points a.s. (see Resnick (1986) and Davis and Resnick (1985), p. 192) . It remains to check (4.8). This is a standard argument mimicking the one given in Davis and Resnick (1985) , p. 193. The probability in (4. We have now checked n;0 (1) ) 1;0 (1) and in fact, examining the proof of this fact shows that (4.11) ( n;0 (0); n;0 (1)) ) ( 1;0 (0); 1;0 (1)) where n;0 (0) = P n t=2 X t X t?1 =b 2 n . Dividing the rst component into the second in (4.11) yields the rst component convergence given in the statement of the Theorem. This nishes our discussion of the proof.
