We prove Beurling's theorem and L p − L q Morgan's theorem for step two nilpotent Lie groups.
Introduction
Roughly speaking the Uncertainty Principle says that "A nonzero function f and its Fourier transform f cannot be sharply localized simultaneously". There are several ways of measuring localization of a function and depending on it one can formulate different versions of uncertainty principle. The most remarkable result in recent time is due to Hörmander [10] where decay has been measured in terms of integral estimates of f and f . Then f = 0 almost everywhere.
Hörmander attributes this theorem to A. Beurling. The above theorem of Hörmander was further generalized by Bonami et al [5] which takes the following form: Theorem 1.2. Let f ∈ L 2 (R n ) be such that R n R n |f (x)|| f (y)|e |x||y| (1 + |x| + |y|) N dx dy < ∞ for some N ≥ 0. Then f = 0 whenever N ≤ n. If N > n, then f (x) = P (x)e −a|x| 2 where P is a polynomial with deg P < (N −n) 2 and a > 0.
Following Hörmander we will refer the theorem above simply as Beurling's theorem. This theorem is described as master theorem by some authors as theorems of Hardy, Cowling-Price and some versions of Morgan's as well as L p − L q Morgan's follow from it. (See Theorem 2.1 for precise statements of these theorems.)
However there is some misunderstanding regarding the implication of Beurling's theorem. Actually there is no clear indication that Beurling's theorem implies the Morgan's theorem in its sharpest form.
→
Hardy's Morgan's ←
The aim of this paper is to prove analogues of Theorem 1.2 and Theorem 2.1 (case iv) for the step two nilpotent Lie groups. For the convenience of the presentation and easy readability we will first deal with the special case of the Heisenberg groups and then extend the argument for general step two nilpotent Lie groups. The organization of the paper is as follows. In section 2 we prove a modified version of Theorem 1.2 which is an important step towards proving Beurling's theorem for the class of groups mentioned above. In section 3 we establish the preliminaries of the Heisenberg group and prove the theorems. In section 4 we put the required preliminaries for general step two nilpotent Lie groups. Finally in section 5 we prove the analogues of Beurling's and L p − L q -Morgan's theorems for step two nilpotent groups.
Recently Farah and Mokni [8] proved an L p − L q version of Morgan's theorem [12] for the Euclidean spaces and Heisenberg groups. For various formulation of Hardy's theorem, Cowling Price theorem on nilpotent Lie groups we refer to Ray [13] , Kaniuth and Kumar [11] , Astengo et al and [1] Baklouti et al [3, 4] .
Euclidean Sapces
We can state a group of uncertainty principles in a compact form as follows:
Theorem 2.1. Consider a measurable function f on R such that for some a, b > 0, p, q ∈ [1, ∞], α ≥ 2 and β with 1/α + 1/β = 1 it satisfies e a|x| α f ∈ L p (R) and e b|y| β f ∈ L q (R) then for (2.1) (aα) 1/α (bβ) 1/β > (sin π 2 (β − 1)) 1/β we have f = 0.
The case (i) α = β = 2, p = q = ∞ corresponds to Hardy's theorem.
(ii) α = β = 2, corresponds to Cowling-Price theorem.
(iii) α > 2, p = q = ∞ corresponds to Morgan's theorem.
(iv) α > 2, p, q ∈ [1, ∞] corresponds to L p − L q version of Morgan's theorem.
This theorem has ready generalization for R n where by |x| we mean the Euclidean norm of x. Note that the cases (i) and (ii) are equivalent, as shown in [2] . Similarly, one can show that the cases (iii) and (iv) are also equivalent on R n .
We will consider only cases (i) and (iv) to discuss the optimal situation, which occurs when the condition ( 2.1 ) becomes an equality. Precisely when (aα) 1/α (bβ) 1/β = (sin π 2 (β − 1)) 1/β then in case (i) above f is a constant multiple of the Gaussian. In great contrast as observed by Morgan ([12] ) there are uncountably many functions which satisfy the estimates in case (iii) with (aα) 1/α (bβ) 1/β = (sin π 2 (β − 1)) 1/β .
2.1.
Modified version of the Beurling's theorem. We will state and prove a modified version of the Theorem 1.2 on R and it will be used to get the corresponding theorem on R n .
Proof. The condition ( 2.1 ) of the theorem is equivalent to
for sufficiently large |λ ′ | > 1 for which |Q(λ)| > 1 holds for all |λ| > |λ ′ |. Hence it is easy to see that
This shows that h ∈ L 1 (R) and h is analytic in the open strip |ℑλ| < λ 0 . Using this fact together with ( 2.2 ) and ( 2.3 ), we have
Applying Theorem 1.2 for n = 1 we get h(t) = P (t)e −at 2 for some a > 0 and a polynomial P of
For a suitable function g on R n the Radon transform Rg is a function on R × S n−1 , defined by
where dσ denotes the (n − 1)-dimensional Lebesgue measure on the hyperplane {x : x · ω = r}. It is known that
To extend the Theorem 2.2 in the context of R n we need Radon transform. Now we are ready to state and prove the modified Beurling's theorem for R n .
where Q is a polynomial of degree m. Then f (x) = P (x)e −a|x| 2 for some a > 0 and polynomial P with
Proof. In Theorem 2.2 we have seen that the theorem is true for n = 1. Let us assume n > 1. Since A = {y : f (y) = 0 and Q(y) = 0} is a set of measure of zero there exists y ′ ∈ R n such that
This shows that f is in L 1 (R n ) and f can be extended as a holomorphic function in a strip of C n . In particular f is real analytic on R n . In ( 2.7 ) we use polar coordinates for y, to see that there exists a subset S of S n−1 with full surface measure such that for every ω 2 ∈ S,
In view of ( 2.6 ) this is the same as for every ω 2 ∈ S,
Step 1: In this step we will show that for any ω 1 ∈ S n−1 and ω 2 ∈ S,
We will break the above integral into the following three parts and show that each part is finite. That is we will show:
for M = 2(L + 1) and L as in (i).
for M, L used in (i) and (ii).
Proof of (i): It is given that L + L 2 > d. We will show that for any s such that |s| ≥ L,
Let F (z) = e αz (1+α+z) d for α > 0 and α+ α 2 > d. Then F ′ (z) > 0 for any z ≥ 0. Therefore, if z 1 ≥ z 2 ≥ 0, then
Note that |x| ≥ | x, ω 1 | for all x ∈ R n and ω 1 ∈ S n−1 . Now take z 1 = |x| and z 2 = | x, ω 1 |. Then z 1 ≥ z 2 ≥ 0. We take α = |s| ≥ L to get ( 2.11 ).
We start now from ( 2.9 ) and break it up as:
where dσ 1 denotes the Lebesgue measure on the hyper plane {x : x · ω 1 = r}. We use the inequality ( 2.11 ) to obtain:
Now we put x, ω 1 = r in the above integral and use the definition of Radon transform to obtain,
This proves (i).
Proof of (ii): Let
It is clear that,
We will show that I 3 is finite for M = 2(L + 1).
We have already observed that f is real analytic on R n and hence f (y) = 0 for almost every y ∈ R n . Therefore, from ( 2.9 ) we can get a s 0 ∈ R with |s 0 | > 2L such that:
That is,
Notice that |s 0 | + |s 0 | 2 > d, since |s 0 | > 2L and L + L 2 > d. Now applying the argument of case (i) (see ( 2.12 ) ) to |s 0 | we get:
Applying the argument of case (i) again (see ( 2.12 ) ) this time with α = |r| > M and z 1 = |s 0 |, z 2 = 2L we get,
From this it is easy to see that
This completes the proof of (ii).
Proof of (iii): As the domain
Thus from (i), (ii) and (iii) we obtain ( 2.10 ). This completes step 1.
Step 2: From ( 2.10 ) we see that for almost every ω ∈ S n−1 ,
Since |R ω f (r)| ≤ R ω |f |(r) we have,
Using the result for n = 1 we conclude that R ω f (r) = A ω (r)e −αr 2 , for some polynomial A ω which depends on ω, deg A ω < d−mδ−n 2 and α is a positive constant. A priori, α also should depend on ω.
But we will see below that α is actually independent of ω. It is clear that
From the above argument it follows that
Without loss of generality suppose α 1 < α 2 , otherwise we will change the role of ω 1 and ω 2 . Substituting them back in (5.1) we see that
Recall that R ω f (s) = f (sω) is a holomorphic function in a neighbourhood around 0. We can write
. Then for j = 0, 1, . . . , k
The left hand side is the restriction of a homogenous polynomial of degree j to S n−1 . Therefore F (sω)
2.2.
Modified version of the L p − L q Morgan's theorem. We will state and prove a modified version of L p − L q Morgan's theorem on R and it will be used to get corresponding theorem on R n . 
Then for (aα) 1/α (bβ) 1/β > (sin( π 2 (β − 1))) 1/β we have f = 0.
Proof. From the hypothesis (i) it is clear that f ∈ L 1 (R) and hence f is continuous. Therefore we can choose sufficiently large δ > 0 such that | f (y)Q(y)| ≤ C for |y| ≤ δ and |Q(y)| > 1 for all |y| > δ. Using this fact together with the hypothesis (ii) we have
Therefore, f satisfies all the hypothesis of Theorem 2.1 case (iv) and hence the theorem is proved. Now we will use the Radon transform and Theorem 2.4 to get the proposed theorem on R n .
Theorem 2.5. Let f be a measurable function on R n and for some a, b > 0, p, q ∈ [1, ∞], α > 2 and β with 1/α + 1/β = 1 it satisfies the following conditions:
Then
Proof. We know from the Theorem 2.4 that the theorem is true for n = 1. So we assume that n ≥ 2.
Let us consider the case p = q = 1 for the shake of simplicity. Now for each ω ∈ s n−1
Here dσ denotes the measure on the hyperplane {x : x · ω = r}. Using the polar coordinates we get
Hence almost every ω ∈ S n−1
Now applying Theorem 2.4 to the function R ω f we get almost every ω ∈ S n−1 , R ω f (r) = f (rω) = 0
using Hölder inequality together with the given hypothesis we get
Hence the theorem follows.
Heisenberg groups
Our main result in this section is an analogue of Theorem 1.2 for the Heisenberg groups. Let us first recall some basic facts of the Heisenberg groups. The n-dimensional Heisenberg group H n is C n × R equipped with the following group law
These are all the infinite dimensional irreducible unitary representations of H n up to unitary equivalence. For f ∈ L 1 (H n ), its group Fourier transform f (λ) is defined by
We define π λ (z) = π λ (z, 0) so that π λ (z, t) = e iλt π λ (z, 0). For f ∈ L 1 (C n ), we define the bounded operator W λ (f ) on L 2 (R n ) by
It is clear that W λ (f ) ≤ f 1 and for f ∈ L 1 (C n ) L 2 (C n ), it can be shown that W λ (f ) is a Hilbert-Schmidt operator and we have the Plancherel theorem
Thus W λ is an isometric isomorphism between L 2 (C n ) and S 2 , the Hilbert space of all Hilbert-Schmidt 
For µ = (µ 1 , · · · , µ n ) ∈ N n , the normalized Hermite function Φ µ (x) on R n is defined by
Hermite functions are eigenfunctions of the Hermite operator H = −△ + |x| 2 and they form an orthonormal basis for L 2 (R n ). Here △ is the Laplacian on R n . For µ, ν ∈ N n , the special Hermite function
These functions form an orthonormal basis for L 2 (C n ) and they are expressible in terms of Laguerre functions. For a detailed account of Hermite and special Hermite functions we refer to [14] .
With this preparation we are ready to prove a version of Theorem 1.2 for H n .
Proof. For each pair (φ, ψ), where φ, ψ ∈ L 2 (R n ) we consider the function
Then it follows that
Therefore, from the hypothesis we have
Now applying Theorem (2.2) to the function F (φ,ψ) with δ = n/2 we have F (φ,ψ) (t) = P (φ,ψ) (t)e −a(φ,ψ)t 2 , where P (φ,ψ) is a polynomial with deg < N −n/2−1
2
. Keeping ψ fixed, it can be shown that a(φ, ψ) = a(ψ)
is independent of φ. Similarly keeping φ fixed, we can show that a(φ, ψ) = a(ψ) = a is independent of (φ, ψ). We recall that {Φ α,β : α, β ∈ N n } forms an orthonormal basis for L 2 (C n ). Now we take φ = Φ α and ψ = Φ β . Let F α,β = F (Φα,Φ β ) and P α,β = P (Φα,Φ β ) . Since for each t ∈ R, (1+|·|) −M f (·, t) ∈ L 2 (C n ), the sequence {P α,β (t)} ∈ l 2 for all t. We write P α,β (t) = m j=0 a j (α, β)t j , m < N −n/2−1
. Choose t i ∈ R such that t i = t j , for all 0 ≤ i, j ≤ m. We consider a system of linear equations given by:
Since t i = t j for all i = j, the determinant of the (m + 1) × (m + 1) Vandermonde matrix is nonzero. Therefore, {a j (α, β)} will be a linear combination of members from {{P α,β (t j )} : 0 ≤ j ≤ m} and hence {a j (α, β)} ∈ l 2 for each 0 ≤ j ≤ m. With this observation we can write
Applying the above theorem, we get a complete analogue of theorems of Hardy and Cowling-Price for H n and we record it in the following corollaries:
Corollary 3.2. Let f be a measurable function on H n such that it satisfies
Then f = 0 for ab > 1/4
We omit the proof being very straight forward.
(ii) R e qbλ 2 f (λ) q HS |λ| n dλ < ∞. Then for ab ≥ 1/4, and min{p, q} < ∞, f = 0.
Proof. Using Hölder's inequality we can find M, N > 0 such that
These two conditions together with ab ≥ 1/4 give us
Therefore, using Theorem 3.1 we get for some m > 0,
where ψ j ∈ L 2 (C n ). Since min{p, q} < ∞ the conditions (i) and (ii) will force f to be zero almost everywhere.
We will conclude this section by proving the L p − L q Morgan's theorem for H n . Proof. We can choose a ′ < a, b ′ < b such that (a ′ α) 1/α (b ′ β) 1/β > (sin( π 2 (β − 1))) 1/β and use Hölder's inequality to show
For each (µ, ν) ∈ N n × N n , we define the auxiliary function
On the other hand using (ii) ′ and the Plancheral formula for the Weyl transform we have
Applying Theorem 2.1 (case (iv)) to the function F µ,ν we conclude that F µ,ν = 0 for every (µ, ν) ∈ N n × N n . Since {Φ µ,ν : (µ, ν) ∈ N n × N n } form an orthonormal basis for L 2 (C n ) we conclude that f = 0 almost everywhere.
We prove the sharpness of the condition (aα) 1/α (bβ) 1/β > sin( π 2 (β − 1)) 1/β in the Theorem 3.4 to the following proposition:
, a, b > 0 and α, β are positive real numbers satisfying α > 2 and 1/α + 1/β = 1. If (aα) 1/α (bβ) 1/β = (sin( π 2 (β − 1))) then there are infinitely many functions on H n satisfying
Proof. First we consider the case p = q = ∞. We know from the work of Morgan [12] where m ′ ∈ R and m = 2m ′ −β+2 2(β−1) . Let us define a function f on H n as follows: f (z, t) = g(z)h(t), where g is a smooth function on C n with compact support and h is as above. Now it is easy to see from the Plancheral formula for the Weyl transform that
We choose m ′ < − n 2 so that m = 2m ′ −β+2 2(β−1) < 0. Then f satisfies the required estimates in the case p = q = ∞. For p = ∞ and q = ∞ we choose m ′ < − n 2 so that m < − (2n+1) p . If we choose
With this choice of m ′ it is easy to see that f satisfies the required estimates with q = ∞ and p ∈ [1, ∞].
Step two Nilpotent Lie Groups
Let G be a step two connected simply connected nilpotent Lie group so that its Lie algebra g has the decomposition g = v ⊕ z, where z is the centre of g and v is any subspace of g complementary to z. We choose an inner product on g such that v and z are orthogonal. Fix an orthonormal basis B = {e 1 , e 2 · · · , e m , T 1 , · · · , T k } so that v = span R {e 1 , e 2 · · · , e m } and z = span R {T 1 , · · · , T k }. Since g is nilpotent the exponential map is an analytic diffeomorphism. We can identify G with v ⊕ z and write (X + T ) for exp(X + T ) and denote it by (X, T ) where X ∈ v and T ∈ z. The product law on G is given by the Baker-Campbell-Hausdorff formula :
for all X, X ′ ∈ v and T, T ′ ∈ z.
4.1.
Representations of step two nilpotent Lie groups. A complete account of representation theory for general connected simply connected nilpotent Lie groups can be found in [6] . Representations of step two connected simply connected nilpotent groups are easy to describe. Ray [13] has described their representations and proved the Plancherel theorem following the orbit method of Kirillov. Let g * , z * be the real dual of g and z respectively. For each ν ∈ z * consider the bilinear form B ′ ν on v defined by
The radical r ν of the bilinear form B ′ ν is given by
Let B ν be the restriction of B ′ ν on v and
Let X i = e i for all 1 ≤ i ≤ m and X m+i = T i for all 1 ≤ i ≤ k. Then B = {X 1 , · · · , X m , X m+1 , · · · , X m+k }.
Let B * = {X * 1 , · · · , X * m , X * m+1 , · · · , X * m+k } be the dual basis of B. We consider the matrix (B ν (i, j)) given by the bilinear form B ν that is (i, j) th entry of the matrix is B ν (X i , X j ). Let B i ν denotes the submatrix of (B ν (i, j)) consisting of first i rows. If rank B i ν is strictly greater than rank B (i−1) ν then i is called a jump index for ν. Since B ν is an alternating bilinear form, ν has an even number of jump indices. The set of jump indices is denoted by S = {j 1 , j 2 · · · , j 2n }. These indices depend on ν as well as on the order of the basis. But they are all same if we choose ν ∈ U = {ν : rank B i ν is maximal for all i}, a Zariski open subset of z * . Let T = {n 1 , n 2 , · · · , n r , m + 1, · · · , m + k} be the complement of S in {1, 2, · · · , m, m + 1, · · · , m + k}. Let
The irreducible unitary representations relevant to Plancherel measure of G are parametrized by the set Λ = V * T × U. If there exist ν ∈ z * such that B ν is nondegenerate then the Lie algebra is called an MW algebra after Moore and Wolf and the corresponding group is called an MW group. In this case T = {m+1, · · · , m+k} and U = {ν ∈ z * : B ν is nondegeneate}. The irreducible unitary representations relevant to Plancherel measure of G will be parametrized by Λ = {ν ∈ z * : B ν is nondegenerate}.
we define its norm by
The map
takes Lebesgue measure dx 1 · · · dx m dt 1 · · · dt k of R m+k to Haar measure on G. Any measurable function f on G will be identified with a function on R m+k . We identify g * with R m+k with respect to the basis B * and introduce the Euclidean norm relative to this basis.
4.1.1.
Step two MW groups. In this case r ν = {0} for each ν ∈ U. Let m ν be the orthogonal complement of r ν in v. Then B ν | mν is nondegenerate and hence dim m ν is 2n. From the properties of an alternating bilinear form there exists an orthonormal basis {X 1 (ν), Y 1 (ν), · · · , X n (ν), Y n (ν), Z 1 (ν), · · · , Z r (ν)} of v and positive numbers d i (ν) > 0 such that
This means that the subalgebra h ν is maximal with respect to the property ν([h ν , h ν ]) = 0. We call the basis {X 1 (ν), · · · , X n (ν), Y 1 (ν), · · · , Y n (ν), Z 1 (ν), · · · , Z r (ν), T 1 , · · · , T k } almost symplectic basis. Let ξ ν = span R {X 1 (ν) · · · , X n (ν)} and η ν = span R {Y 1 (ν), · · · , Y n (ν)}. Then we have the decomposition g = ξ ν ⊕ η ν ⊕ r ν ⊕ z. We denote the element exp( t j T j and denote it by (x, y, z, t) suppressing the dependence of ν which will be understood from the context. If we take λ ∈ Λ then it can be written as λ = (µ, ν), where µ ∈ V * T = span R {X * ni : 1 ≤ i ≤ r} and ν) ) and consider the map
given by A ν (µ 1 , · · · , µ r ) = ( µ 1 , · · · , µ r ). Then it has been shown in [13] that |detJ Aν | = Pf(ν) d1(ν)···dn(ν) , where J Aν is the Jacobian matrix of A ν and Pf(ν) = det(B ν (j i , j s )) is the Pfaffian of ν. Consider the map
then it has been shown |det(J Dν )| = |det(J Aν )| −1 in [13] .
We take λ = (µ, ν) ∈ Λ. Since λ| [hν ,hν ] = 0 we define character σ µ,ν of H ν = exp (h ν ) by As any element of G can be written uniquely as h(0, Y, 0, 0) for some h ∈ H ν , we can identify H λ with L 2 (η ν ). We define an irreducible unitary representation π µ,ν of G on H λ by [π µ,ν (g)f ](g ′ ) = f (g ′ g) (4.4) for all f ∈ H λ and g, g ′ ∈ G. Since we can write the following product uniquely as
using ( 4.4 ) and the identification of H λ with L 2 (η ν ) we get an irreducible unitary representations π µ,ν of G realized on L 2 (η ν ). It is the representation induced by σ µ,ν and can be described as follows :
for all φ ∈ L 2 (η ν ). Using the almost symplectic basis we have the following description :
for all φ ∈ L 2 (η ν ).
We The Plancherel formula takes the following form:
|f (x, y, t)| 2 dx dy dt. (4.10)
Uncertainty Principles for step two Nilpotent Lie groups
An analogue of Hardy's theorem for all simply connected nilpotent Lie groups was proved by Kaniuth and Kumar [11] . Then Cowling-Price theorem has been considered by Ray [13] for step two nilpotent Lie groups. An analogue of Cowling-Price theorem and Morgan's theorem for all simply connected nilpotent Lie groups have been treated by Baklouti et al [3, 4] . It is to be noted that all the results are proved under some restrictions. Our main concern in this section to provide a Master theorem like Theorem 1.2 for step two nilpotent Lie groups. It will turn out that the theorems of Hardy, Cowling-Price and a weak version of Morgan's theorem will follow from this Master theorem in this context also.
In what follows we will use the coordinates given by the basis {X j1 , · · · , X jn , X jn+1 , · · · , X j2n , X n1 , · · · , X nr , X m+1 , · · · , X m+k }. 
Precisely
where Ψ γ,δ ∈ L 2 (V S ) and l is an nonnegative integer.
Proof. For each Schwartz function Φ on V S let us consider the function F Φ defined by 
It follows that
Using Cauchy-Schwarz inequality, we get
Writing down the above integral with respect to almost symplectic basis we have Therefore,
Since U is a set of full measure on z * , and Pf(ν), We omit the proof which is a straight forward application of the above Theorem. Therefore using Theorem 5.1 we can conclude that f = 0 when ab ≥ 1/4 and min{p, q} < ∞.
Remark 5.4. In [13] the Cowling-Price theorem is proved for step two nilpotent Lie groups which are not MW with the assumption 1 ≤ p ≤ ∞, q ≥ 2 and ab > 1/4. This result is generalized in [3] for any nilpotent Lie group with the restriction 2 ≤ p, q ≤ ∞ and ab > 1/4. As shown above we can have . Then f = 0 whenever (aα) 1/α (bβ) 1/β > (sin( π 2 (β − 1))) 1/β .
Proof. First we note that it is sufficient to consider the case p = q = 1 as in the case of Heisenberg groups. Since Now we can apply Theorem 2.5 to the function f µ (x, y, t) = e VT f (x, y, z, t) dz to conclude that for almost every (x, y) ∈ V S , f (x, y, z, t) = 0 whenever (aα) 1/α (b ′ β) 1/β > sin( π 2 (β − 1)). Since given a, b > 0 with (aα) 1/α (bβ) 1/β > sin( π 2 (β − 1)), it is always possible to choose b ′ < b satisfying (aα) 1/α (b ′ β) 1/β > sin( π 2 (β − 1)). The theorem follows.
Remark 5.6. All the theorems proved above for step two groups without MW condition can be formulated and proved for step two MW groups with obvious modifications.
