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On Matrix-Valued Stieltjes Functions
with an Emphasis on Particular
Subclasses
Bernd Fritzsche Bernd Kirstein Conrad Mädler
Dedicated to our friend and colleague Albrecht Böttcher on the
occasion of his 60th birthday
The paper deals with particular classes of q × q matrix-valued functions
which are holomorphic in C \ [α,+∞), where α is an arbitrary real number.
These classes are generalizations of classes of holomorphic complex-valued
functions studied by Kats and Krein [17] and by Krein and Nudelman [19].
The functions are closely related to truncated matricial Stieltjes problems on
the interval [α,+∞). Characterizations of these classes via integral represen-
tations are presented. Particular emphasis is placed on the discussion of the
Moore-Penrose inverse of these matrix-valued functions.
1. Introduction
In their papers [11,13,14], the authors developed a simultaneous approach to the even and
odd truncated matricial Hamburger moment problems. This approach was based on three
cornerstones. One of them, namely the paper [11] is devoted to several functiontheoreti-
cal aspects concerning special subclasses of matrix-valued Herglotz-Nevanlinna functions.
Now we are going to work out a similar simultaneous approach to the even and odd trun-
cated matricial Stieltjes moment problems. Our approach is again subdivided into three
steps. This paper is concerned with the first step which is aimed at a closer analysis of
several classes of holomorphic matrix-valued functions in the complex plane which turn
out to be closely related to Stieltjes type matrix moment problems. In the scalar case, the
corresponding classes were carefully studied by Kats/Krein [17] and Krein/Nudelman [19,
Appendix]. What concerns the treatment of several matricial and operatorial generaliza-
tions, we refer the reader to the monograph Arlinskii/Belyi/Tsekanovskii [1] and the
references therein.
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1. Introduction
In order to give a precise formulation of the matricial moment problem standing in the
background of our investigations, we introduce some notation. Throughout this paper, let
p and q be positive integers. Let C and R be the set of all complex numbers and the set of
all real numbers, respectively. Furthermore, let N0 and N be the set of all non-negative
integers and the set of all positive integers, respectively. Further, for every choice of
α, β ∈ R∪ {−∞,+∞}, let Zα,β be the set of all integers k for which α ≤ k ≤ β holds. If
X is a non-empty set, then let X p×q be the set of all p× q matrices each entry of which
belongs to X , and X p is short for X p×1. The notations Cq×qH , C
q×q
≥ , and C
q×q
> stand for
the subsets of Cq×q which are formed by the sets of Hermitian, non-negative Hermitian,
and positive Hermitian matrices, respectively. If (Ω,A) is a measurable space, then each
countably additive mapping whose domain is A and whose values belong to Cq×q≥ is called
a non-negative Hermitian q × q measure on (Ω,A). LetBR (resp.BC) be the σ-algebra of
all Borel subsets of R (resp. C). For each Ω ∈ BR\{∅}, let BΩ := BR∩Ω, and letM
q
≥(Ω)
be the set of all non-negative Hermitian q × q measures on (Ω,BΩ). Furthermore, for
each Ω ∈ BR \ {∅} and every κ ∈ N0 ∪ {+∞}, let M
q
≥,κ(Ω) be the set of all σ ∈ M
q
≥(Ω)
such that the integral s(σ)j :=
∫
Ω t
jσ(dt) exists for all j ∈ Z0,κ. In this paper, for an
arbitrarily fixed α ∈ R, we study classes of q × q matrix-valued functions which are
holomorphic in C \ [α,+∞). These classes turn out to be closely related via Stieltjes
transform with the following truncated matricial Stieltjes type moment problem:
M[[α,+∞); (sj)
m
j=0,=] Let α ∈ R, let m ∈ N0, and let (sj)
m
j=0 be a sequence of complex
q × q matrices. Describe the setMq≥[[α,+∞); (sj)
m
j=0,=] of all σ ∈ M
q
≥,m([α,+∞))
for which s(σ)j = sj is fulfilled for each j ∈ Z0,m.
In a forthcoming paper, we will indicate how classes of holomorphic functions studied in
this paper can be used to parametrize the set Mq≥[[α,+∞); (sj)
m
j=0,=].
This paper is organized as follows. In Section 2, we introduce several classes of holo-
morphic q × q matrix-valued functions. A particular important role will be played by
the class Sq;[α,+∞) of [α,+∞)-Stieltjes functions of order q, which was considered in the
special case q = 1 and α = 0 by I. S. Kats and M. G. Krein in [17] (see Def. 2.1). In Sec-
tion 3, we derive several integral representations for functions belonging to Sq;[α,+∞) (see
Theorems 3.1 and 3.6). Furthermore we analyse the structure of ranges and null spaces
of the values of functions belonging to Sq;[α,+∞) (see Prop. 3.15). In Section 4, we state
characterizations of the membership of a function to the class Sq;[α,+∞). In Section 5, we
investigate the subclass S0,q;[α,+∞) (see Notation 2.7 below) of Sq;[α,+∞). It is shown in
Thm. 5.1 that this class is formed exactly by those q × q matrix-valued functions defined
in C \ [α,+∞) which can be written as Stieltjes transform of a non-negative Hermitian
q × q measure defined on the Borelian σ-algebra of the interval [α,+∞). In Section 6,
we investigate the Moore-Penrose inverses of the functions belonging to Sq;[α,+∞). In
particular, we show that the Moore-Penrose inverse F † of a function F ∈ Sq;[α,+∞) is
holomorphic in C \ [α,+∞) and that the function G : C \ [α,+∞) → Cq×q defined by
G(z) := −(z − α)−1[F (z)]† belongs to Sq;[α,+∞) as well (see Thm. 6.3). The second
main theme of Section 6 is concerned with the investigation of the class S [−1]
q;[α,+∞) (see
Notation 6.5), which was considered in the special case q = 1 and α = 0 by I. S. Kats
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and M. G. Krein in [17]. The main result on the class S [−1]
q;[α,+∞) is Thm. 6.10 which
contains an integral representation which is even new for the case q = 1 and α = 0.
The application of Thm. 6.10 enables us to obtain much information about ranges, null
spaces and Moore-Penrose inverses of the functions belonging to the class S [−1]
q;[α,+∞) (see
Prop. 6.14 and Thm. 6.18). In the remaining sections of this paper, we carry out cor-
responding investigations for dual classes of q × q matrix-valued functions which are
related to an interval (−∞, β]. These classes occur in the treatment of a matrix moment
problem M[(−∞, β]; (sj)mj=0,=], which is analogous to Problem M[[α,+∞); (sj)
m
j=0,=]
formulated above. In Appendix A, we summarize some facts from the integration theory
with respect to non-negative Hermitian q × q measures.
2. On several classes of holomorphic matrix-valued functions
In this section, we introduce those classes of holomorphic q × q matrix-valued functions
which form the central objects of this paper. For each A ∈ Cq×q, let ReA := 12(A+A
∗)
and ImA := 12i(A−A
∗) be the real part of A and the imaginary part of A, respectively.
Let Π+ := {z ∈ C : Im z > 0} and Π− := {z ∈ C : Im z < 0} be the open upper
half plane and open lower half plane of C, respectively. The first two dual classes of
holomorphic matrix-valued functions, which are particularly important for this paper,
are the following.
Definition 2.1. Let α ∈ R and let F : C \ [α,+∞) → Cq×q. Then F is called a
[α,+∞)-Stieltjes function of order q if F satisfies the following three conditions:
(I) F is holomorphic in C \ [α,+∞).
(II) For all w ∈ Π+, the matrix Im[F (w)] is non-negative Hermitian.
(III) For all w ∈ (−∞, α), the matrix F (w) is non-negative Hermitian.
We denote by Sq;[α,+∞) the set of all [α,+∞)-Stieltjes functions of order q.
Example 2.2. Let α ∈ R and let A,B ∈ Cq×q≥ . Let F : C \ [α,+∞) → C
q×q be defined
by F (z) := A+ 1
α−zB. Since ImF (z) =
Im z
|α−z|2
B holds true for each z ∈ C \ [α,+∞), we
have F ∈ Sq;[α,+∞).
Definition 2.3. Let β ∈ R and let G : C \ (−∞, β] → Cq×q. Then G is called a
(−∞, β]-Stieltjes function of order q if G fulfills the following three conditions:
(I) G is holomorphic in C \ (−∞, β].
(II) For all w ∈ Π+, the matrix Im[G(w)] is non-negative Hermitian.
(III) For all w ∈ (β,+∞), the matrix −G(w) is non-negative Hermitian.
We denote by Sq;(−∞,β] the set of all (−∞, β]-Stieltjes functions of order q.
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Example 2.4. Let β ∈ R and let A,B ∈ Cq×q≥ . Let G : C \ (−∞, β]→ C
q×q be defined by
G(z) := −A+ 1
β−zB. Since ImG(z) =
Im z
|β−z|2
B holds true for each z ∈ C \ (−∞, β], we
have G ∈ Sq;(−∞,β].
The particular functions belonging to the class Sq;[α,+∞) resp. Sq;(−∞,β], which were
introduced in Example 2.2 (resp. Example 2.4), were called by V. E. Katsnelson [18]
special functions belonging to Sq;[α,+∞) (resp. Sq;(−∞,β]), whereas all remaining func-
tions contained in Sq;[α,+∞) (resp. Sq;(−∞,β]) were called generic functions belonging to
Sq;[α,+∞) (resp. Sq;(−∞,β]). In the case q = 1 and α = 0 the general theory of mul-
tiplicative representations of functions belonging to S1;[0,+∞) was treated in detail by
Aronszajn/Donoghue [2].
It should be mentioned that Yu. M. Dyukarev and V. E. Katsnelson studied in [6–8]
an interpolation problem for functions belonging to the class Sq;(−∞,0]. Their approach
was based on V. P. Potapov’s method of fundamental matrix inequalities. V. E. Katsnel-
son [18] used the class S1;(−∞,0] to construct Hurwitz stable entire functions.
First more or less obvious interrelations between the above introduced classes of func-
tions can be described by the following result. For each α ∈ R, let the mapping
Tα : R → R be defined by Tα(x) := x + α. If X , Y, and Z are non-empty sets with
Z ⊆ X and if f : X → Y is a mapping, then we will use RstrZ f to denote the restriction
of f onto Z.
Remark 2.5. (a) If α ∈ R and if F : C \ [α,+∞) → Cq×q, then F belongs to Sq;[α,+∞)
if and only if the function F ◦ RstrC\[0,+∞) Tα belongs to the class Sq;[0,+∞).
(b) If α ∈ R and if F : C \ [0,+∞) → Cq×q, then F ∈ Sq;[0,+∞) if and only if F ◦
RstrC\[α,+∞) T−α ∈ Sq;[α,+∞).
Remark 2.6. (a) If β ∈ R and if G : C \ (−∞, β] → Cq×q, then G belongs to Sq;(−∞,β]
if and only if the function G ◦RstrC\(−∞,0] Tβ belongs to the class Sq;(−∞,0].
(b) If β ∈ R and if G : C \ (−∞, 0] → Cq×q, then F ∈ Sq;(−∞,0] if and only if F ◦
RstrC\(−∞,β] T−β ∈ Sq;(−∞,β].
Now we introduce particular subclasses of Sq;[α,+∞) and Sq;(−∞,β], which will turn
out to be important in studying matricial versions of the Stieltjes moment problem. If
A ∈ Cp×q, then we denote by ‖A‖E :=
√
tr(A∗A) the Euclidean norm of A. Special
attention will be put in the sequel also to the following subclasses of the classes of
holomorphic matrix-valued functions introduced in Definitions 2.1 and 2.3.
Notation 2.7. Let α ∈ R. Then let S0,q;[α,+∞) be the class of all S which belong to
Sq;[α,+∞) and which satisfy
sup
y∈[1,+∞)
y‖S(iy)‖E < +∞. (2.1)
Furthermore, let S0,q;(−∞,α] be the class of all S ∈ Sq;(−∞,α] which satisfy (2.1).
Remark 2.8. Let α ∈ R. If S ∈ S0,q;[α,+∞) or if S ∈ S0,q;(−∞,α], then limy→+∞ S(iy) =
Oq×q.
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Rem. 2.8 leads us to the following classes, which will play an important role in the
framework of a truncated matricial Stieltjes moment problems.
Notation 2.9. Let α ∈ R. Then by S⋄
q;[α,+∞) (resp. S
⋄
q;(−∞,α]) we denote the set of all
F ∈ Sq;[α,+∞) (resp. S⋄q;(−∞,α]) which satisfy limy→+∞ F (iy) = Oq×q.
Remark 2.10. If α ∈ R, then Rem. 2.8 shows that S0,q;[α,+∞) ⊆ S⋄q;[α,+∞) and
S0,q;(−∞,α] ⊆ S
⋄
q;(−∞,α].
Remark 2.11. Let α ∈ R and let
S ∈ {Sq;[α,+∞),S0,q;[α,+∞),S
⋄
q;[α,+∞),Sq;(−∞,α],S0,q;(−∞,α],S
⋄
q;(−∞,α]}.
Then F ∈ S if and only if FT ∈ S.
Remark 2.12. (a) Let α ∈ R and let F : C \ [α,+∞) → Cq×q be a matrix-valued
function. Then it is readily checked that F belongs to one of the classes Sq;[α,+∞),
S0,q;[α,+∞), and S⋄q;[α,+∞) if and only if for each u ∈ C
q the function u∗Fu belongs
to the corresponding classes S1;[α,+∞), S0,1;[α,+∞), and S⋄1;[α,+∞), respectively.
(b) Let β ∈ R and let G : C \ (−∞, β] → Cq×q be a matrix-valued function. Then
it is readily checked that G belongs to one of the classes Sq;(−∞,β], S0,q;(−∞,β],
and S⋄
q;(−∞,β] if and only if for each u ∈ C
q the function u∗Gu belongs to the
corresponding classes S1;(−∞,β], S0,1;(−∞,β], and S⋄1;(−∞,β], respectively.
In order to get integral representations and other useful information about the one-
sided Stieltjes functions of order q, we exploit the fact that these classes of functions
can be embedded via restriction to the upper half plane Π+ to the well-studied Herglotz-
Nevanlinna class Rq(Π+) of all Herglotz-Nevanlinna functions in Π+. A matrix-valued
function F : Π+ → Cq×q is called a q × q Herglotz-Nevanlinna function in Π+ if F is
holomorphic in Π+ and satisfies the condition Im[F (w)] ∈ C
q×q
≥ for all w ∈ Π+. For
a comprehensive study on the class Rq(Π+), we refer the reader to the paper [16] by
F. Gesztesy and E. R. Tsekanovskii and to the paper [11]. In particular, in [11] one
can find a detailed discussion of the holomorphicity properties of the Moore-Penrose
pseudoinverse of matrix-valued Herglotz-Nevanlinna functions. Before we recall the well-
known characterization of the class Rq(Π+) via Nevanlinna parametrization, we observe
that, for each ν ∈ Mq≥(R) and each z ∈ C \ R, the function hz : R → C defined by
hz(t) := (1 + tz)/(t− z) belongs to L1(R,BR, ν;C).
Theorem 2.13. (a) Let F ∈ Rq(Π+). Then there are unique matrices A ∈ C
q×q
H and
B ∈ Cq×q≥ and a unique non-negative Hermitian measure ν ∈ M
q
≥(R) such that
F (z) = A+ zB +
∫
R
1 + tz
t− z
ν(dt) for each z ∈ Π+. (2.2)
(b) If A ∈ Cq×qH , if B ∈ C
q×q
≥ , and if ν ∈ M
q
≥(R), then F : Π+ → C
q×q defined by
(2.2) belongs to the class Rq(Π+).
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For each F ∈ Rq(Π+), the unique triple (A,B, ν) ∈ C
q×q
H × C
q×q
≥ ×M
q
≥(R) for which
the representation (2.2) holds true is called the Nevanlinna parametrization of F and we
will also write (AF , BF , νF ) for (A,B, ν).
Remark 2.14. Let F ∈ Rq(Π+) with Nevanlinna parametrization (AF , BF , νF ). Then it is
immediately seen that FT belongs to Rq(Π+) and that (AFT , BFT , νFT) = (A
T
F , B
T
F , ν
T
F ).
Remark 2.15. Let F ∈ Rq(Π+) with Nevanlinna parametrization (A,B, ν). In view of
Thm. 2.13, we have then −z ∈ Π+ and
−[F (−z)]∗ = −A+ zB +
∫
R
1− tz
−t− z
ν(dt) = −A+ zB +
∫
R
1 + tz
t− z
θ(dt)
for all z ∈ Π+, where θ is the image measure of ν under the reflection t 7→ −t on R.
Because of −A ∈ Cq×qH and B ∈ C
q×q
≥ , Thm. 2.13 yields then that G : Π+ → C
q×q defined
by G(z) := −[F (−z)]∗ belongs to Rq(Π+) and that the Nevanlinna parametrization of
G is given by (−A,B, θ).
From Definitions 2.1 and 2.3 we see immediately that {RstrΠ+ F : F ∈ Sq;[α,+∞)} ⊆
Rq(Π+) and {RstrΠ+ G : G ∈ Sq;(−∞,β]} ⊆ Rq(Π+). Now we analyse the Nevanlinna
parametrizations of the restrictions on Π+ of the members of these classes of functions.
Proposition 2.16. Let α ∈ R and let F ∈ Sq;[α,+∞). Then the Nevanlinna parametriza-
tion (A,B, ν) of RstrΠ+ F fulfills
ν((−∞, α)) = Oq×q, B = Oq×q, and ν ∈ M
q
≥,1(R). (2.3)
In particular, for each z ∈ C \ [α,+∞), then
F (z) = A+
∫
[α,+∞)
1 + tz
t− z
ν(dt). (2.4)
Proof. From [4, Prop. 8.3] and its proof we obtain ν((−∞, α)) = Oq×q and
F (z) = A+ zB +
∫
[α,+∞)
1 + tz
t− z
ν(dt) (2.5)
for all z ∈ C \ [α,+∞). Let u ∈ Cq. Then u∗νu ∈ M1≥(R) and (2.5) yields
u∗F (x)u = u∗Au+ xu∗Bu+
∫
[α,+∞)
1 + tx
t− x
(u∗νu)(dt) (2.6)
for all x ∈ (−∞, α). Let α1 := min{α − 1,−1} and α2 := max{α + 1, 1}. Since F (x) ∈
C
q×q
≥ for all x ∈ (−∞, α1), and furthermore (1 + tx)/(t − x) < 0 for all x ∈ (−∞, α1)
and all t ∈ (α2,+∞), we conclude from (2.6) then
−xu∗Bu ≤ u∗Au+
∫
[α,α2]
1 + tx
t− x
(u∗νu)(dt)
6
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for all x ∈ (−∞, α1). One can easily check that there exists a constant Lα ∈ R depending
only on α such that |(1 + tx)/(t − x)| ≤ Lα for all x ∈ (−∞, α1) and all t ∈ [α,α2]. For
all x ∈ (−∞, α1), hence∣∣∣∣∣
∫
[α,α2]
1 + tx
t− x
(u∗νu)(dt)
∣∣∣∣∣ ≤ Lα · (u∗νu)([α,α2]) < +∞. (2.7)
Setting K := u∗Au+ Lα · (u∗νu)([α,α2]), we get then −xu∗Bu ≤ K < +∞. In view of
B ∈ Cq×q≥ , we have u
∗Bu ≥ 0, where u∗Bu > 0 is impossible, since −xu∗Bu would then
tend to +∞ as x tends to −∞. Thus, u∗Bu = 0. Since u ∈ Cq was arbitrarily chosen, we
get B = Oq×q and, in view of (2.5), thus (2.4) holds true for all z ∈ C \ [α,+∞). Taking
additionally into account F (x) ∈ Cq×q≥ for all x ∈ (−∞, α1), we conclude from (2.6) and
(2.7) furthermore
∫
[α2,+∞)
[−(1+ tx)/(t−x)](u∗νu)(dt) ≤ K < +∞ for all x ∈ (−∞, α1).
Now we consider an arbitrary sequence (xn)∞n=1 from (−∞, α1) with limn→∞ xn = −∞.
Then −(1 + txn)/(t − xn) > 0 for all n ∈ N and all t ∈ [α2,+∞) and, furthermore,
|t| = lim infn→∞[−(1 + txn)/(t − xn)] for all t ∈ [α2,+∞). The application of Fatou’s
lemma then yields∫
[α2,+∞)
|t|(u∗νu)(dt) ≤ lim inf
n→∞
∫
[α2,+∞)
(
−
1 + tx
t− x
)
(u∗νu)(dt) ≤ K < +∞.
Since (u∗νu)((−∞, α)) = 0 and since
∫
[α,α2]
|t|(u∗νu)(dt) is finite, we conclude then∫
R
|t|(u∗νu)(dt) < +∞. Because u ∈ Cq was arbitrarily chosen, we get ν ∈ Mq≥,1(R).
3. Integral representations for the class Sq;[α,+∞)
The main goal of this section is to derive some integral representations for
[α,+∞)-Stieltjes functions of order q.
Theorem 3.1. Let α ∈ R and let F : C \ [α,+∞)→ Cq×q. Then:
(a) Suppose F ∈ Sq;[α,+∞). Denote by (A,B, ν) the Nevanlinna parametrization of
RstrΠ+ F . Then ν˜ := RstrB[α,+∞) ν belongs to M
q
≥,1([α,+∞)) and there is a unique
pair (C, η) belonging to Cq×q≥ ×M
q
≥,1([α,+∞)) such that
F (z) = C +
∫
[α,+∞)
1 + t2
t− z
η(dt) (3.1)
for all z ∈ C \ [α,+∞), namely C = A−
∫
[α,+∞) tν˜(dt) and η = ν˜. Furthermore,
C = limr→+∞ F (α + re
iφ) for all φ ∈ (pi/2, 3pi/2).
(b) Let C ∈ Cq×q≥ and let η ∈ M
q
≥,1([α,+∞)) be such that (3.1) holds true for all
z ∈ C \ [α,+∞). Then F belongs to Sq;[α,+∞).
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Proof. (a) From Prop. 2.16 we conclude ν˜ ∈ Mq≥,1([α,+∞)). Let u ∈ C
q. Then∫
[α,+∞) t(u
∗ν˜u)(dt) is finite. Obviously, for all z ∈ C and all t ∈ R with t 6= z, we
get
1 + tz
t− z
+ t =
1 + t2
t− z
. (3.2)
Thus, in view of Prop. 2.16, we obtain∫
[α,+∞)
1 + t2
t− z
(u∗ν˜u)(dt) < +∞ (3.3)
and
u∗F (z)u = u∗Au+
∫
[α,+∞)
1 + t2
t− z
(u∗ν˜u)(dt)−
∫
[α,+∞)
t(u∗ν˜u)(dt) (3.4)
for all z ∈ C \ [α,+∞). Since u ∈ Cq was arbitrarily chosen, it follows (3.1) for all
z ∈ C \ [α,+∞) with C := A −
∫
[α,+∞) tν˜(dt) and η := ν˜. Let φ ∈ (pi/2, 3pi/2). Then
cosφ < 0. To show C = limr→+∞ F (α + reiφ), we consider an arbitrary sequence
(rn)
∞
n=1 from R with rn ≥ 1/|cosφ| for all n ∈ N and limn→∞ rn = +∞. We have then
limn→∞(1+ t
2)/(t−α− rne
iφ) = 0 for all t ∈ [α,+∞). For all n ∈ N and all t ∈ [α,+∞),
we get furthermore
|t− α− rne
iφ| ≥ t− α− rn cosφ = t− α+ rn|cosφ| ≥ t− α+ 1 ≥ 1
and hence |(1+t2)/(t−α−rneiφ)| ≤ (1+t2)/(t−α+1). Since, because of (3.3), the integral∫
[α,+∞)(1 + t
2)/(t − α + 1)(u∗ν˜u)(dt) is finite, the application of Lebesgue’s dominated
convergence theorem yields limn→∞
∫
[α,+∞)(1+ t
2)/(t−α− rne
iφ)(u∗ν˜u)(dt) = 0. From
(3.4) we conclude then u∗Cu = limn→∞ u∗F (α + rneiφ)u. Since u ∈ Cq was arbitrarily
chosen, we obtain C = limn→∞ F (α + rneiφ). Taking into account F (x) ∈ C
q×q
≥ for all
x ∈ (−∞, α), we get with φ = pi in particular C ∈ Cq×q≥ .
Now let C ∈ Cq×q≥ and η ∈ M
q
≥,1([α,+∞)) be such that (3.1) holds true for all
z ∈ C \ [α,+∞). Then χ : BR → C
q×q
≥ defined by χ(M) := η(M ∩ [α,+∞)) belongs to
Mq≥,1(R) and the matrix C +
∫
R
tχ(dt) is Hermitian. Using (3.2), we infer from (3.1)
that the integral
∫
R
(1 + tz)/(t− z)χ(dt) exists and that
F (z) = C +
∫
R
tχ(dt) + z · Oq×q +
∫
R
1 + tz
t− z
χ(dt)
is fulfilled for all z ∈ Π+. Thm. 2.13(a) yields then C +
∫
R
tχ(dt) = A and χ = ν. Hence
η = ν˜ and C = A−
∫
[α,+∞) tν˜(dt).
(b) Let C ∈ Cq×q≥ and η ∈ M
q
≥,1([α,+∞)) be such that (3.1) holds true for all z ∈
C \ [α,+∞). Using a result on holomorphic dependence of an integral on a complex
parameter (see, e. g. [9, Ch. IV, §5, Satz 5.8]), we conclude then that F is a matrix-
valued function which is holomorphic in C \ [α,+∞). Furthermore,
ImF (z) =
∫
[α,+∞)
Im
(
1 + t2
t− z
)
η(dt) =
∫
[α,+∞)
(1 + t2) Im z
|t− z|2
η(dt) ∈ Cq×q≥
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for all z ∈ Π+ and
F (x) = C +
∫
[α,+∞)
1 + t2
t− x
η(dt) ∈ Cq×q≥
for all x ∈ (−∞, α). Thus, F belongs to Sq;[α,+∞).
In the following, if α ∈ R and F ∈ Sq;[α,+∞) are given, then we will write (CF , ηF )
for the unique pair (C, η) belonging to Cq×q≥ ×M
q
≥,1([α,+∞)) which fulfills (3.1) for all
z ∈ C \ [α,+∞). Furthermore, if A and B are complex q × q matrices, then we write
A ≤ B or B ≥ A to indicate that the matrices A and B are Hermitian and that B −A
is non-negative Hermitian.
Remark 3.2. Let α ∈ R and let F ∈ Sq;[α,+∞). For all x1, x2 ∈ (−∞, α) with x1 ≤ x2,
then Oq×q ≤ F (x1) ≤ F (x2), by virtue of Thm. 3.1(a).
Remark 3.3. Let α ∈ R and let z ∈ C \ [α,+∞). Then, for each µ ∈ Mq≥([α,+∞)), in
view of the equation (1 + t− α)/(t − z) = 1 + (1 + z − α)/(t − z), which holds for each
t ∈ [α,+∞), and Lem. A.8(a), one can easily see that the function hα,z : [α,+∞) → C
defined by hα,z(t) := (1 + t− α)/(t − z) belongs to L1([α,+∞),B[α,+∞), µ;C).
Lemma 3.4. Let α ∈ R and let F : C \ [α,+∞) → Cq×q be a continuous matrix-
valued function such that (ImF )(Π+) ⊆ C
q×q
≥ and (− ImF )(Π−) ⊆ C
q×q
≥ . Then F (x) =
ReF (x) and ImF (x) = Oq×q for each x ∈ (−∞, α).
Proof. Let x ∈ (−∞, α). Then (ImF (x + i/n))∞n=1 and (− ImF (x − i/n))
∞
n=1 are se-
quences of non-negative Hermitian complex q × q matrices which converge to the non-
negative Hermitian complex matrices ImF (x) and− ImF (x), respectively. Consequently,
ImF (x) = Oq×q, which implies F (x) = ReF (x).
Lemma 3.5. Let α ∈ R, let γ ∈ Cq×q≥ , and let µ ∈ M
q
≥([α,+∞)). Let F : C\[α,+∞)→
C
q×q be defined by
F (z) = γ +
∫
[α,+∞)
1 + t− α
t− z
µ(dt). (3.5)
Then
ReF (z) = γ +
∫
[α,+∞)
1 + t− α
|t− z|2
(t− Re z)µ(dt) (3.6)
and
ImF (z) = (Im z)
∫
[α,+∞)
1 + t− α
|t− z|2
µ(dt) (3.7)
hold true for each z ∈ C \ [α,+∞). In particular,
(ReF )(Cα,−) ⊆ C
q×q
≥ , (ImF )(Π+) ⊆ C
q×q
≥ , and (− ImF )(Π−) ⊆ C
q×q
≥ .
Furthermore, F (x) = ReF (x) and F (x) ∈ Cq×q≥ for each x ∈ (−∞, α).
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Proof. For each z ∈ C \ [α,+∞) and each t ∈ [α,+∞), we have
Re
(
1 + t− α
t− z
)
=
1 + t− α
|t− z|2
(t− Re z) (3.8)
and Im[(1+t−α)/(t−z)] = (Im z)(1+t−α)/|t−z|2. Taking into account γ ∈ Cq×q≥ , thus
(3.6) and (3.7) follow for each z ∈ C \ [α,+∞). For each z ∈ Cα,− and each t ∈ [α,+∞),
the right-hand side of (3.8) belongs to [0,+∞). Thus, γ ∈ Cq×q≥ and (3.6) show that
ReF (z) belongs to Cq×q≥ for each z ∈ Cα,−. Since (1+ t−α)/|t− z|
2 ∈ [0,+∞) for every
choice of z ∈ C \ [α,+∞) and t ∈ [α,+∞), from (3.7) we see that ImF (w) ∈ Cq×q≥ for
each w ∈ Π+ and − ImF (v) ∈ C
q×q
≥ for each v ∈ Π− are fulfilled. Applying Lem. 3.4
completes the proof.
Now we give a further integral representation of the matrix-valued functions which
belong to the class Sq;[α,+∞). In the special case that q = 1 and α = 0 hold, one can find
this result in [19, Appendix].
Theorem 3.6. Let α ∈ R and let F : C \ [α,+∞)→ Cq×q. Then:
(a) If F ∈ Sq;[α,+∞), then there are a unique matrix γ ∈ C
q×q
≥ and a unique non-
negative Hermitian measure µ ∈ Mq≥([α,+∞)) such that (3.5) holds true for each
z ∈ C \ [α,+∞). Furthermore, γ = CF .
(b) If there are a matrix γ ∈ Cq×q≥ and a non-negative Hermitian measure µ ∈
Mq≥([α,+∞)) such that F can be represented via (3.5) for each z ∈ C \ [α,+∞),
then F belongs to the class Sq;[α,+∞).
Proof. Denote f := F ◦ RstrC\[0,+∞) Tα.
(a) Let F ∈ Sq;[α,+∞). According to Rem. 2.5, the function f belongs to Sq;[0,+∞). In
view of Prop. 2.16, then RstrΠ+ f belongs to Rq(Π+), the Nevanlinna parametrization
(A,B, ν) of RstrΠ+ f fulfills (2.3), and, for each w ∈ C \ [0,+∞), we have f(w) =
A +
∫
[0,+∞)(1 + xw)/(x − w)ν(dx). Because of (2.3), the integral
∫
[0,+∞) xν(dx) exists
and the mapping µˆ : B[0,+∞) → C
q×q
≥ given by µˆ(B) :=
∫
B
(1 + x2)/(1 + x)ν(dx) is
well defined and belongs to Mq≥([0,+∞)). Setting γ := A −
∫
[0,+∞) xν(dx), for each
w ∈ C \ [0,+∞), we get
f(w) = A+
∫
[0,+∞)
(
1 + x2
x− w
− x
)
ν(dx)
= A−
∫
[0,+∞)
xν(dx) +
∫
[0,+∞)
(
1 + x
x− w
·
1 + x2
1 + x
)
ν(dx)
= γ +
∫
[0,+∞)
1 + x
x− w
µˆ(dx).
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Obviously, µ := (Rstr[0,+∞) Tα)(µˆ) belongs to M
q
≥([α,+∞)). For each z ∈ C \ [α,+∞),
Prop. A.5 yields
F (z) = f(z − α) = γ +
∫
[0,+∞)
1 + x+ α− α
x+ α− z
µˆ(dx)
= γ +
∫
[0,+∞)
(hα,z ◦ Tα)(x)µˆ(dx) = γ +
∫
Tα([0,+∞))
hα,zdµ
and, hence, (3.5) holds for each z ∈ C \ [α,+∞).
Now we assume that γ is an arbitrary complex q × q matrix and that µ is an arbitrary
non-negative Hermitian measure belonging to Mq≥([α,+∞)) such that (3.5) holds for
each z ∈ C \ [α,+∞). Observe that limn→+∞ hα,α−1−n(t) = 0 is valid for each t ∈
[α,+∞). Moreover, for every choice of n ∈ N0 and t ∈ [α,+∞), one can easily check
that the estimation |hα,α−1−n(t)| ≤ 1 holds. Consequently, a matrix generalization of
Lebesgue’s dominated convergence theorem (see Prop. A.6) yields
lim
n→+∞
∫
[α,+∞)
1 + t− α
t− (α− 1− n)
µ(dt) = 0.
From (3.5) we obtain then
γ = γ + lim
n→+∞
∫
[α,+∞)
1 + t− α
t− (α− 1− n)
µ(dt) = lim
n→+∞
F (α− 1− n).
From Thm. 3.1(a) we conclude then γ = CF and thus γ ∈ C
q×q
≥ follows. The
mapping T˜−α : [α,+∞) → [0,+∞) defined by T˜−α(t) := t − α is obviously bijec-
tive and B[α,+∞)-B[0,+∞)-measurable. Further, the mapping ρ : BR → C
q×q
≥ given by
ρ(B) :=
∫
B∩[0,+∞)(1 + x)/(1 + x
2)[T˜−α(µ)](dx) is well defined, belongs to M
q
≥(R), and
satisfies ρ((−∞, 0)) = Oq×q. Furthermore, the integral
∫
[0,+∞) xρ(dx) exists. For each
w ∈ C\[0,+∞), using (3.5), the relation T˜−α([α,+∞)) = [0,+∞) and Prop. A.5 provide
us
f(w) = F (w + α) = γ +
∫
[α,+∞)
1 + t− α
t− (w + α)
µ(dt)
= γ +
∫
[α,+∞)
1 + T˜−α(t)
T˜−α(t)− w
µ(dt) = γ +
∫
[0,+∞)
1 + x
x− w
[
T˜−α(µ)
]
(dx)
= γ +
∫
[0,+∞)
(
1 + x2
x− w
·
1 + x
1 + x2
)[
T˜−α(µ)
]
(dx)
= γ +
∫
[0,+∞)
1 + x2
x− w
ρ(dx) = γ +
∫
[0,+∞)
(
x+
1 + xw
x−w
)
ρ(dx)
= γ +
∫
[0,+∞)
xρ(dx) +
∫
[0,+∞)
1 + xw
x− w
ρ(dx)
(3.9)
and, consequently,
RstrΠ+ f(w) = γ +
∫
[0,+∞)
xρ(dx) + w ·Oq×q +
∫
R
1 + xw
x− w
ρ(dx)
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for each w ∈ Π+. Since γ is non-negative Hermitian we see that A⋄ := γ+
∫
[0,+∞) xρ(dx)
belongs to Cq×q≥ . Thus, (A
⋄, Oq×q, ρ) coincides with the Nevanlinna parametrization
(A,B, ν) of the Herglotz-Nevanlinna function RstrΠ+ f . In particular, ρ is exactly the
(unique) Nevanlinna measure ν of RstrΠ+ f . For each B ∈ B[α,+∞), we have T˜−α(B) ∈
B[0,+∞) and hence
µ(B) =
[
T˜−α(µ)
](
T˜−α(B)
)
=
∫
T˜−α(B)
(
1 + x2
1 + x
·
1 + x
1 + x2
)[
T˜−α(µ)
]
(dx)
=
∫
T˜−α(B)
1 + x2
1 + x
ρ(dx) =
∫
T˜−α(B)
1 + x2
1 + x
ν(dx).
In particular, µ is uniquely determined.
(b) Let γ ∈ Cq×q≥ and µ ∈ M
q
≥([α,+∞)) be such that F can be represented via
(3.5) for each z ∈ C \ [α,+∞). Then the mapping ρˆ : B[0,+∞) → C
q×q
≥ given by ρˆ(B) :=∫
B
(1+x)/(1+x2)[T˜−α(µ)](dx) is well defined and belongs toM
q
≥([0,+∞)). Furthermore,
f satisfies (3.9) with ρˆ instead of ρ for each w ∈ C \ [0,+∞). Hence, using a result on
holomorphic dependence of an integral on a complex parameter (see, e. g. [9, Ch. IV,
§5, Satz 5.8]), we conclude that f is a matrix-valued function which is holomorphic in
C\ [0,+∞). Because of F (z) = f(z−α) for each z ∈ C\ [α,+∞), we obtain then that F
is holomorphic in C \ [α,+∞). From Lem. 3.5 we get ImF (w) ∈ Cq×q≥ for each w ∈ Π+
and F (x) ∈ Cq×q≥ for each x ∈ (−∞, α). Thus, F belongs to Sq;[α,+∞).
Remark 3.7. In the following, if F ∈ Sq;[α,+∞) is given, then we will write (γF , µF ) for
the unique pair (γ, µ) ∈ Cq×q≥ ×M
q
≥([α,+∞)) which realizes the integral representation
(3.5) for each z ∈ C \ [α,+∞).
Example 3.8. Let α ∈ R and let A,B ∈ Cq×q≥ . Let F ∈ C \ [α,+∞) → C
q×q be the
function from Sq;[α,+∞) which is defined in Example 2.2. Then γF = A and µF = δαB
where δα denotes the Dirac measure on ([α,+∞),B[α,+∞)) with unit mass at α.
Example 3.9. Let α ∈ R, let γ ∈ Cq×q≥ , and let F : C \ [α,+∞) → C
q×q be defined for
each z ∈ C \ [α,+∞) by F (z) := γ. In view of Thm. 3.6, then F ∈ Sq;[α,+∞), γF = γ,
and µF is the zero measure belonging to M
q
≥([α,+∞)).
Now we state some observations on the arithmetic of the class Sq;[α,+∞).
Remark 3.10. If F ∈ Sq;[α,+∞) then FT ∈ Sq;[α,+∞) and (γFT , µFT) = (γTF , µ
T
F ).
Remark 3.11. Let α ∈ R, let n ∈ N, and let (qk)nk=1 be a sequence of positive in-
tegers. For each k ∈ Z1,n, let Fk ∈ Sqk;[α,+∞). Then F := diag[Fk]
n
k=1 belongs to
S∑n
k=1 qk;[α,+∞)
and (γF , µF ) = (diag[γFk ]
n
k=1,diag[µFk ]
n
k=1). Moreover, if Ak ∈ C
qk×q
for each k ∈ Z1,n, then G :=
∑n
k=1A
∗
kFkAk belongs to Sq;[α,+∞) and (γG, µG) =
(
∑n
k=1A
∗
kγFkAk,
∑n
k=1A
∗
kµFkAk).
Remark 3.12. Let α ∈ R and let F ∈ Sq;[α,+∞). For each matrix A ∈ Cq×q for which
the matrix γF +A is non-negative Hermitian, from Thm. 3.6 one can easily see that the
function G := F +A belongs to Sq;[α,+∞) and that (γG, µG) = (γF +A,µF ).
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Proposition 3.13. Let α ∈ R and let F ∈ Sq;[α,+∞). Then limy→+∞ F (iy) = γF .
Proof. Let (yn)∞n=1 be a sequence from [1,+∞) such that limn→+∞ yn = +∞. Obviously,
in view of Rem. 3.3, we have limn→+∞ hα,iyn(t) = 0 for each t ∈ [α,+∞). Furthermore,
for each t ∈ [α,+∞), we get |hα,iyn(t)| ≤ 3+ |α|. By virtue of Prop. A.6, we obtain then
limn→+∞
∫
[α,+∞) hα,iyndµF = Oq×q. Application of the integral representation stated in
Thm. 3.6(a) completes the proof.
Corollary 3.14. Let α ∈ R. Then S⋄
q;[α,+∞) = {F ∈ Sq;[α,+∞) : γF = Oq×q}.
Proof. Combine Prop. 3.13 and Rem. 3.7.
If X is a non-empty subset of Cq, then we will use X⊥ to denote the orthogonal space
of X . For each A ∈ Cp×q, let N (A) be the null space of A and let R(A) be the column
space of A.
Recall that a complex q × q matrix A is called an EP matrix if R(A∗) = R(A). The
class Cq×qEP of these complex q × q matrices was introduced by Schwerdtfeger [20]. For
a comprehensive treatment of the class Cq×qEP against to the background of this paper,
we refer the reader to [10, Appendix A]. If G ∈ Rq(Π+) then it was proved in [10,
Lem. 9.1] that, for each w ∈ Π+, the matrix G(w) belongs to C
q×q
EP . Part (b) of the
following proposition shows that an analogous result is true for functions belonging to
the class Sq;[α,+∞). Furthermore, the following proposition contains also extensions to
the class Sq;[α,+∞) of former results (see [10, Thm. 9.4], [11, Prop. 3.7]) concerning the
class Rq(Π+).
Proposition 3.15. Let α ∈ R and let F ∈ Sq;[α,+∞). Then:
(a) Let z ∈ C \ [α,+∞). Then z ∈ C \ [α,+∞) and F ∗(z) = F (z).
(b) For each z ∈ C \ [α,+∞), the equations
N (F (z)) = N (γF ) ∩ N (µF ([α,+∞))) (3.10)
and
R(F (z)) = R(γF ) +R(µF ([α,+∞))) (3.11)
are valid. In particular, N (F (z)) = N (F ∗(z)) = [R(F (z))]⊥ and R(F (z)) =
R(F ∗(z)) = [N (F (z))]⊥ for each z ∈ C \ [α,+∞).
(c) Let r ∈ N0. Then the following statements are equivalent:
(i) For each z ∈ C \ [α,+∞), the equation rankF (z) = r holds.
(ii) There is some z0 ∈ C \ [α,+∞) such that rankF (z0) = r.
(iii) dim[R(γF ) +R(µF ([α,+∞))] = r.
(d) If det γF 6= 0 or det[µF ([α,+∞))] 6= 0 then det[F (w)] 6= 0 for all w ∈ C\ [α,+∞).
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Proof. In view of Rem. 3.7, we have
γF ∈ C
q×q
≥ and µF ∈ M
q
≥([α,+∞)). (3.12)
Taking into account Rem. 3.3, for all z ∈ C \ [α,+∞), we get then that hα,z belongs to
L1([α,+∞),B[α,+∞), µF ;C).
(a) Let z ∈ C \ [α,+∞). From Rem. 3.7 and (3.12) we obtain
F ∗(z) = γ∗F +
[∫
[α,+∞)
1 + t− α
t− z
µF (dt)
]∗
= γF +
∫
[α,+∞)
1 + t− α
t− z
µF (dt) = F (z).
(b) Let z ∈ C \ [α,+∞). For each t ∈ [α,+∞), we get then
Rehα,z(t) =
(t− Re z)(1 + t− α)
|t− z|2
(3.13)
and
Imhα,z(t) =
(Im z)(1 + t− α)
|t− z|2
. (3.14)
Since hα,z belongs to L1([α,+∞),B[α,+∞), µF ;C), from Lem. A.4(a) we see that
N (µF ([α,+∞))) ⊆ N
(∫
[α,+∞)
hα,zdµF
)
(3.15)
holds true. Now we consider an arbitrary u ∈ N (F (z)). In view of the definition of the
pair (γF , µF ) (see Rem. 3.7), we have
u∗γFu+
∫
[α,+∞)
hα,zd(u
∗µFu). = u
∗F (z)u = 0. (3.16)
Consequently, because of (3.16), (3.12), and (3.14), then
0 = u∗γFu+
∫
[α,+∞)
Rehα,zd(u
∗µFu) ≥
∫
[α,+∞)
Rehα,zd(u
∗µFu) (3.17)
and
0 = Im
[∫
[α,+∞)
hα,zd(u
∗µFu)
]
=
∫
[α,+∞)
(Im z)(1 + t− α)
|t− z|2
(u∗µFu)(dt) (3.18)
follow. In the case Im z 6= 0, from (3.18) and (3.12) we get (u∗µFu)([α,+∞)) = 0. If
z ∈ (−∞, α), then from (3.13) we see that Rehα,z(t) ∈ (0,+∞) holds for each t ∈
[α,+∞), and, by virtue of (3.17) and (3.12), we obtain (u∗µFu)([α,+∞)) = 0. Thus
(u∗µFu)([α,+∞)) = 0 is proved in each case, which, in view of (3.12), implies u ∈
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N (µF ([α,+∞))). Taking into account a standard argument of the integration theory of
non-negative Hermitian measures and (3.15), we conclude that
∫
[α,+∞)
hα,zd(u
∗µFu) = u
∗
(∫
[α,+∞)
hα,zdµF
)
u = u∗ ·Oq×1 = 0.
Consequently, from (3.16) we infer u∗γFu = 0. Thus, (3.12) shows that u belongs to
N (γF ). Hence,
N (F (z)) ⊆ N (γF ) ∩ N (µF ([α,+∞))) (3.19)
is valid. Now we are going to check that
N (γF ) ∩ N (µF ([α,+∞))) ⊆ N (F (z)) (3.20)
holds. For this reason, we consider an arbitrary u ∈ N (γF ) ∩ N (µF ([α,+∞))). From
(3.15) we get then F (z)u = γFu+(
∫
[α,+∞) hα,zdµF )u = Oq×1 and therefore u ∈ N (F (z)).
Hence (3.20) is verified. From (3.19) and (3.20) then (3.10) follows. Keeping in mind (a),
(3.10) for z instead of z, and (3.12), standard arguments of functional analysis yield then
R(F (z)) = [N (F (z)∗)]⊥ = [N (F (z))]⊥
= [N (γF ) ∩ N (µF ([α,+∞)))]
⊥ =
[
R(γF )
⊥ ∩R(µF ([α,+∞)))
⊥
]⊥
=
(
[span(R(γF ) ∪R(µF ([α,+∞))))]
⊥
)⊥
= R(γF ) +R(µF ([α,+∞))).
Thus, (3.11) is proved. Using (3.10) for z and for z instead of z, from (a) we obtain
N (F (z)) = N (F ∗(z)) = [R(F (z))]⊥. Similarly, R(F (z)) = R(F ∗(z)) = [N (F (z))]⊥
follows from (3.11) and (a).
(c)–(d) These are immediate consequences of (b).
Prop. 3.15 yields a generalization of a result due to Kats and Krein [17, Cor. 5.1]:
Corollary 3.16. Let α ∈ R, let F ∈ Sq;[α,+∞), and let z0 ∈ C \ [α,+∞). Then
F (z0) = Oq×q if and only if F (z) = Oq×q for all z ∈ C \ [α,+∞).
Proof. This is an immediate consequence of Prop. 3.15(c).
Corollary 3.17. Let α ∈ R, let F ∈ Sq;[α,+∞), and let λ ∈ R be such that the matrix
γF − λIq is non-negative Hermitian. Then
R(F (z) − λIq) = R(F (w)− λIq) and N (F (z)− λIq) = N (F (w)− λIq) (3.21)
for all z, w ∈ C \ [α,+∞). In particular, if λ ≤ 0, then λ is an eigenvalue of the matrix
F (z0) for some z0 ∈ C \ [α,+∞) if and only if λ is an eigenvalue of the matrix F (z)
for all z ∈ C \ [α,+∞). In this case, the eigenspaces N (F (z)− λIq) are independent of
z ∈ C \ [α,+∞).
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Proof. In view of Rem. 3.7 and Thm. 3.6, we conclude that the function G : C\[α,+∞)→
C
q×q defined by G(z) := F (z)−λIq belongs to Sq;[α,+∞). The application of Prop. 3.15(b)
to the function G yields then (3.21). Since the matrix γF is non-negative Hermitian, we
have γF − λIq ∈ C
q×q
≥ if λ ≤ 0. Thus, the remaining assertions are an immediate
consequence of (3.21).
At the end of this section we add a useful technical result.
Lemma 3.18. Let α ∈ R, let A ∈ Cp×q, and let F ∈ Sq;[α,+∞). Then the following
statements are equivalent:
(i) N (A) ⊆ N (F (z)) for all z ∈ C \ [α,+∞).
(ii) There is a z0 ∈ C \ [α,+∞) such that N (A) ⊆ N (F (z0)).
(iii) N (A) ⊆ N (γF ) ∩ N (µF ([α,+∞))).
(iv) FA†A = F .
(v) [N (A)]⊥ ⊇ R(F (z)) for all z ∈ C \ [α,+∞).
(vi) There is a z0 ∈ C \ [α,+∞) such that [N (A)]
⊥ ⊇ R(F (z0)).
(vii) [N (A)]⊥ ⊇ R(γF ) +R(µF ([α,+∞))).
(viii) A†AF = F .
Proof. “(i)⇒(ii)” and “(v)⇒(vi)”: These implications hold true obviously.
“(i)⇔(iii)” and “(ii)⇒(iii)”: Use equation (3.10) in Prop. 3.15(b).
“(i)⇔(iv)”: This equivalence follows from a well-known result for the Moore-Penrose
inverse of complex matrices.
“(i)⇔(v)”: Because of Prop. 3.15(b), we have N (F (z)) = R(F (z))⊥ for all z ∈ C \
[α,+∞). Hence, (i) and (v) are equivalent.
“(v)⇔(vii)” and “(vi)⇒(vii)”: Use equation (3.11) in Prop. 3.15(b).
“(v)⇔(viii)”: Use N (A)⊥ = R(A∗) and A†AR(A∗) = R(A∗).
Now we apply the preceding results to the subclass S⋄
q;[α,+∞) of Sq;[α,+∞) (see Nota-
tion 2.9).
Example 3.19. Let α ∈ R and let F : C \ [α,+∞) → Cq×q be defined by F (z) := Oq×q.
In view of Example 3.9 and Cor. 3.14, one can easily see then that F belongs to S⋄
q;[α,+∞)
and that µF is the zero measure belonging to M
q
≥([α,+∞)).
Remark 3.20. Let α ∈ R, let n ∈ N, and let (qk)nk=1 be a sequence of positive integers.
For each k ∈ Z1,n, let Fk ∈ S⋄qk;[α,+∞) and let Ak ∈ C
qk×q. In view of Cor. 3.14 and
Rem. 3.11, then:
(a) The function G :=
∑n
k=1A
∗
kFkAk belongs to S
⋄
q;[α,+∞) and µG =
∑n
k=1A
∗
kµFkAk.
(b) The function F := diag[Fk]
n
k=1 belongs to S
⋄∑n
k=1 qk;[α,+∞)
and µF = diag[µFk ]
n
k=1.
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Remark 3.21. Let α ∈ R and let F ∈ S⋄
q;[α,+∞). In view of Cor. 3.14 and Prop. 3.15(b),
then N (F (z)) = N (µF ([α,+∞))) and R(F (z)) = R(µF ([α,+∞))) for all z ∈ C \
[α,+∞).
4. Characterizations of the class Sq;[α,+∞)
In this section, we give several characterizations of the class Sq;[α,+∞).
Lemma 4.1. Let α ∈ R, let F : C \ [α,+∞) → Cq×q be holomorphic, and let F : C \
[α,+∞)→ Cq×q be defined by
F(z) := (z − α)F (z). (4.1)
Suppose that RstrΠ+ F and RstrΠ+ F
 both belong to Rq(Π+). Then (ReF )((−∞, α)) ⊆
C
q×q
≥ .
Proof. We consider an arbitrary x ∈ (−∞, α). For each n ∈ N, we have then
ReF
(
x+
i
n
)
= n ImF
(
x+
i
n
)
+ n(α− x) ImF
(
x+
i
n
)
. (4.2)
For each n ∈ N, RstrΠ+ F
 ∈ Rq(Π+) implies n ImF(x + i/n) ∈ C
q×q
≥ , whereas
RstrΠ+ F ∈ Rq(Π+) yields n(α − x) ImF (x + i/n) ∈ C
q×q
≥ . Thus, (4.2) provides
us ReF (x + i/n) ∈ Cq×q≥ for each n ∈ N. Since F is continuous, we get then
ReF (x) = limn→∞ReF (x + i/n). In particular, the matrix ReF (x) is non-negative
Hermitian.
In order to give further characterizations of the class Sq;[α,+∞), we state the following
technical result. The proof of which uses an idea which is originated in [19, Thm. A.5].
Lemma 4.2. Let α ∈ R and let F ∈ Sq;[α,+∞). Then F
 : C \ [α,+∞)→ Cq×q defined
by (4.1) is holomorphic and fulfills
ImF(z) = (Im z)
[
γF +
∫
[α,+∞)
(1 + t− α)(t − α)
|t− z|2
µF (dt)
]
(4.3)
for each z ∈ C \ [α,+∞). Furthermore, 1Im z ImF
(z) ∈ Cq×q≥ for each z ∈ C \ R and
F(x) ∈ Cq×qH for each x ∈ (−∞, α).
Proof. Since F is holomorphic, the matrix-valued function F is holomorphic as well.
In view of Rem. 3.7, using a well-known result on integrals with respect to non-negative
Hermitian measures, we have
[F (z)]∗ = γF +
∫
[α,+∞)
1 + t− α
t− z
µF (dt) (4.4)
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for each z ∈ C \ [α,+∞). Thus, from Rem. 3.7 and (4.4) we get
2i ImF(z) = (z − α)F (z) − (z − α)[F (z)]∗
= (z − z)γF +
∫
[α,+∞)
(1 + t− α)
(
z − α
t− z
−
z − α
t− z
)
µF (dt)
(4.5)
for each z ∈ C\ [α,+∞). Since (z−α)/(t− z)− (z−α)/(t− z) = 2i(Im z)(t−α)/|t− z|2
holds for every choice of z ∈ C \ [α,+∞) and t ∈ [α,+∞), from (4.5) it follows (4.3) for
each z ∈ C \ [α,+∞). Since (1 + t−α)(t−α)/|t− z|2 ∈ [0,+∞) holds true for each z ∈
C\[α,+∞) and each t ∈ [α,+∞), from γF ∈ C
q×q
≥ and (4.3) we get
1
Im z ImF
(z) ∈ Cq×q≥
for each z ∈ C\R. In view of Lem. 3.4, then F(x) = ReF(x) and hence F(x) ∈ Cq×qH
for each x ∈ (−∞, α).
Proposition 4.3. Let α ∈ R, let F : C \ [α,+∞) → Cq×q be a matrix-valued function,
and let F : C \ [α,+∞)→ Cq×q be defined by (4.1). Then F belongs to Sq;[α,+∞) if and
only if the following two conditions hold true:
(I) F is holomorphic in C \ [α,+∞).
(II) The matrix-valued functions RstrΠ+ F and RstrΠ+ F
 both belong to Rq(Π+).
Proof. First suppose that F belongs to Sq;[α,+∞). Then (I) and RstrΠ+ F ∈ Rq(Π+)
follow from the definition of the class Sq;[α,+∞). Furthermore, Lem. 4.2 provides us
RstrΠ+ F
 ∈ Rq(Π+).
Conversely, now suppose that (I) and (II) hold true. Because of the definition of the
classes Rq(Π+) and Sq;[α,+∞), it then remains to prove that F ((−∞, α)) ⊆ C
q×q
≥ . We
consider an arbitrary x ∈ (−∞, α). First we show that ImF (x) = Oq×q. Because of (II),
for each n ∈ N, the matrices ImF (x+i/n) and ImF(x+i/n) are non-negative Hermitian.
Thus, the matrices ImF (x) and ImF(x) are (as limits of the sequences (ImF (x +
i/n))∞n=1 and (ImF
(x + i/n))∞n=1, respectively) non-negative Hermitian as well. Since
(4.1) implies ImF(x) = (x−α) ImF (x), we get then − ImF (x) = 1
α−x ImF
(x) ∈ Cq×q≥ ,
which together with ImF (x) ∈ Cq×q≥ yields ImF (x) = Oq×q. Hence, ReF (x) = F (x).
Because of (I), (II), and Lem. 4.1, we have ReF (x) ∈ Cq×q≥ . Thus, F ((−∞, α)) ⊆
C
q×q
≥ .
Let Cα,− := {z ∈ C : Re z ∈ (−∞, α)}.
Proposition 4.4. Let α ∈ R and let F : C\[α,+∞)→ Cq×q be a matrix-valued function.
Then F belongs to Sq;[α,+∞) if and only if the following four conditions are fulfilled:
(I) F is holomorphic in C \ [α,+∞).
(II) For each z ∈ Π+, the matrix ImF (z) is non-negative Hermitian.
(III) For each z ∈ Π−, the matrix − ImF (z) is non-negative Hermitian.
(IV) For each z ∈ Cα,−, the matrix ReF (z) is non-negative Hermitian.
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Proof. First suppose that F ∈ Sq;[α,+∞). By definition of the class Sq;[α,+∞), condi-
tions (I) and (II) are fulfilled. From Thm. 3.6 and Lem. 3.5 we obtain (III) and (IV).
Conversely, (I)–(III) and Lem. 3.4 imply ImF (x) = Oq×q for all x ∈ (−∞, α). In
view of (IV), we have then F ((−∞, α)) ⊆ Cq×q≥ . Together with (I) and (II), this yields
F ∈ Sq;[α,+∞).
5. The class S0,q;[α,+∞)
In this section, we prove an important integral representation for functions which belong
to the class S0,q;[α,+∞). It can be considered as modified integral representation of the
functions belonging to the class R0,q(Π+) := {F ∈ Rq(Π+) : supy∈[1,+∞) y‖F (iy)‖ <
+∞} (see [4, Thm. 8.7]). Observe that if α ∈ R and if z ∈ C \ [α,+∞), then in view of
Lem. A.8(a), for each σ ∈ Mq≥([α,+∞)), the integral
∫
[α,+∞) 1/(t− z)σ(dt) exists.
Theorem 5.1. Let α ∈ R and let F : C \ [α,+∞)→ Cq×q. Then:
(a) If F ∈ S0,q;[α,+∞), then there is a unique non-negative Hermitian measure σ ∈
Mq≥([α,+∞)) such that
F (z) =
∫
[α,+∞)
1
t− z
σ(dt) (5.1)
for each z ∈ C \ [α,+∞).
(b) If there is a non-negative Hermitian measure σ ∈ Mq≥([α,+∞)) such that F can
be represented via (5.1) for each z ∈ C \ [α,+∞), then F belongs to the class
S0,q;[α,+∞).
Proof. We modify ideas of proofs of integral representations of similar classes of holomor-
phic functions (see [19, Appendix]).
(a) First suppose F ∈ S0,q;[α,+∞). Then F ∈ Sq;[α,+∞) and the function F := RstrΠ+ F
belongs to the class R0,q(Π+). From a matricial version of a well-known integral repre-
sentation of functions belonging to R0,1(Π+) (see, e. g. [4, Thm. 8.7]) we know that there
is a unique µ ∈ Mq≥(R) such that
F (w) =
∫
R
1
t− w
µ(dt) (5.2)
for all w ∈ Π+, namely the so-called spectral measure of F , i. e., for each B ∈ BR, we
have µ(B) =
∫
B
(1 + t2)ν(dt), where ν denotes the Nevanlinna measure of F . Prop. 4.4
shows that F is holomorphic in C \ [α,+∞) and that ImF (z) ∈ Cq×q≥ for all z ∈ Π+ and
− ImF (z) ∈ Cq×q≥ for all z ∈ Π−. Hence, for each t ∈ (−∞, α), we have F
∗(t) = F (t).
Applying the Stieltjes-Perron inversion formula (see, e. g. [4, Thm. 8.2]), one can verify
that ν((−∞, α)) = Oq×q. Hence µ((−∞, α)) = Oq×q. Consequently, formula (5.2) shows
that (5.1) holds for each z ∈ Π+, where σ := RstrB[α,+∞) µ. Since [α,+∞) is a closed
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interval the function G : C \ [α,+∞) → Cq×q defined by G(z) :=
∫
[α,+∞) 1/(t − z)σ(dt)
is holomorphic (see, e. g. [9, Ch. IV, §5, Satz 5.8]). Because of F (w) = G(w) for each
w ∈ Π+, we have F = G. If σ is an arbitrary measure belonging to M
q
≥([α,+∞)) such
that (5.1) holds for each z ∈ C \ [α,+∞), then using standard arguments of measure
theory and the uniqueness of the non-negative Hermitian q × q measure ν in the integral
representation (2.2), one gets necessary σ = RstrB[α,+∞) µ.
(b) Let σ ∈ Mq≥([α,+∞)) such that (5.1) holds for each z ∈ C \ [α,+∞). Then F is
holomorphic (see, e. g. [9, Ch. IV, §5, Satz 5.8]) and, for each z ∈ C \R, we have
1
Im z
ImF (z) =
∫
[α,+∞)
1
Im z
Im
1
t− z
σ(dt) =
∫
[α,+∞)
1
|t− z|2
σ(dt) ∈ Cq×q≥ .
and, for each z belonging to Cα,−, moreover
ReF (z) =
∫
[α,+∞)
Re
1
t− z
σ(dt) =
∫
[α,+∞)
t− Re z
|t− z|2
σ(dt) ∈ Cq×q≥ .
Thus, F ∈ Sq;[α,+∞). From the definition of F and [4, Thm. 8.7(b)] we see that
RstrΠ+ F ∈ R0,q(Π+), where R0,q(Π+) is the class of all H ∈ Rq(Π+) satisfying
supy∈[1,+∞) y‖H(iy)‖E < +∞. Thus, (2.1) is satisfied. Hence, F ∈ S0,q;[α,+∞) holds.
If σ is a measure belonging to Mq≥([α,+∞)), then we will call the matrix-valued
function F : C \ [α,+∞) → Cq×q which is, for each z ∈ C \ [α,+∞), given by (5.1) the
[α,+∞)-Stieltjes transform of σ. If F ∈ S0,q;[α,+∞), then the unique measure σ which
belongs to Mq≥([α,+∞)) and which fulfills (5.1) for each z ∈ C \ [α,+∞) is said to be
the [α,+∞)-Stieltjes measure of F and will be denoted by σF .
Note that, in view of Thm. 5.1, the matricial Stieltjes moment prob-
lem M[[α,+∞); (sj)mj=0,=] can be obviously reformulated in the language of
[α,+∞)-Stieltjes transforms of non-negative Hermitian measures. We omit the details.
Remark 5.2. Let α ∈ R, let n ∈ N, and let (qk)nk=1 be a sequence of positive inte-
gers. For each k ∈ Z1,n, let Fk ∈ S0,qk;[α,+∞), and let σFk be the [α,+∞)-Stieltjes
measure of Fk. Then F := diag[Fk]
n
k=1 belongs to S0,
∑n
k=1 qk;[α,+∞)
and diag[σFk ]
n
k=1 is
the [α,+∞)-Stieltjes measure of F . Moreover, if Ak ∈ Cqk×q for each k ∈ Z1,n, then
G :=
∑n
k=1A
∗
kFkAk belongs to S0,q;[α,+∞) and
∑n
k=1A
∗
kσFkAk is the [α,+∞)-Stieltjes
measure of G.
Proposition 5.3. Let α ∈ R, let F ∈ S0,q;[α,+∞), and let σF be the [α,+∞)-Stieltjes
measure of F . For each z ∈ C \ [α,+∞), then
N (F (z)) = N (σF ([α,+∞))) and R(F (z)) = R(σF ([α,+∞))). (5.3)
Furthermore,
σF ([α,+∞)) = −i lim
y→+∞
yF (iy). (5.4)
In particular, rankF (z) = rankσF ([α,+∞)) holds true for each z ∈ C \ [α,+∞).
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Proof. Let z ∈ C \ [α,+∞). From Thm. 5.1(a) and Lem. A.8(b) we obtain the second
equation in (5.3). The first one is an immediate consequence of the second one and
the equation F (z) = F ∗(z), which can be seen from (5.1). Because of Thm. 5.1(a) and
Lem. A.8(c), the equation (5.4) holds true.
6. Moore-Penrose inverses of functions belonging to the
class Sq;[α,+∞)
We start with some further notation. If Z is a non-empty subset of C and if a matrix-
valued function F : Z → Cp×q is given, then let F † : Z → Cq×p be defined by F †(z) :=
[F (z)]†, where [F (z)]† stands for the Moore-Penrose inverse of the matrix F (z). In [11]
(see also [10]), we investigated the Moore-Penrose inverse of an arbitrary function F
belonging to the class Rq(Π+). In particular, it turned out that −F † belongs to Rq(Π+)
(see [10, Thm. 9.4]). The close relation between Sq;[α,+∞) and Rq(Π+) suggests now to
study the Moore-Penrose inverse of a function F ∈ Sq;[α,+∞).
Lemma 6.1. Let α ∈ R and F ∈ Sq;[α,+∞). Then F
† is holomorphic in C \ [α,+∞).
Proof. In view of formulas (3.10) and (3.11), we obtain for all z ∈ C \ [α,+∞) the
identities N (F (z)) = N (F (i)) and R(F (z)) = R(F (i)). Thus, the application of [15,
Prop. 8.4] completes the proof.
Let α ∈ R and F ∈ Sq;[α,+∞). Then Lem. 6.1 suggests to look if there are functions
closely related to F † which belong again to Sq;[α,+∞). Against to this background, we
are led to the function G : C \ [α,+∞)→ Cq×q defined by G(z) := −(z − α)−1[F (z)]†.
Remark 6.2. If A ∈ Cq×qEP , i. e., if A ∈ C
q×q fulfills R(A∗) = R(A), then Im(A†) =
−A†(ImA)(A†)∗ (see also [10, Propositions A.5 and A.6]).
Theorem 6.3. Let α ∈ R and let F ∈ Sq;[α,+∞). Then G : C \ [α,+∞)→ C
q×q defined
by G(z) := −(z − α)−1[F (z)]† belongs to the class Sq;[α,+∞) as well.
Proof. Lem. 6.1 yields that the function F † is holomorphic in C\ [α,+∞). Consequently,
the function G is holomorphic in C\ [α,+∞). Let z ∈ Π+. Using Prop. 3.15(b), we have
R(F ∗(z)) = R(F (z)). Hence, because of Rem. 6.2, the equations
ImG(z) = G(z)(Im[(z − α)F (z)])G∗(z) (6.1)
and
Im[(z − α)G(z)] = Im
[
−F †(z)
]
= F †(z)[ImF (z)]
[
F †(z)
]∗
(6.2)
hold. Taking into account F ∈ Sq;[α,+∞), the application of Prop. 4.3 yields
ImF (z) ∈ Cq×q≥ and Im[(z − α)F (z)] ∈ C
q×q
≥ . (6.3)
Thus, combining (6.1) (resp. (6.2)) and (6.3), we get ImG(z) ∈ Cq×q≥ and Im[(z −
α)G(z)] ∈ Cq×q≥ . Now, the application of Prop. 4.3 yields G ∈ Sq;[α,+∞).
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Now we specify the result of Thm. 6.3 for functions belonging to S0,q;[α,+∞).
Proposition 6.4. Let α ∈ R, let F ∈ S0,q;[α,+∞), and let σF be the [α,+∞)-Stieltjes
measure of F . Then G : C \ [α,+∞) → Cq×q defined by G(z) := −(z − α)−1[F (z)]†
belongs to Sq;[α,+∞) and
γG = [σF ([α,+∞))]
†. (6.4)
In particular, if F is not the constant function with value Oq×q, then G ∈ Sq;[α,+∞) \
S0,q;[α,+∞).
Proof. In view of Thm. 6.3, we have G ∈ Sq;[α,+∞). From Prop. 3.13 we obtain
γG = lim
y→+∞
G(iy). (6.5)
Since F belongs to S0,q;[α,+∞), we have limy→+∞ F (iy) = Oq×q. Prop. 5.3 yields (5.4).
Consequently, limy→+∞(α − iy)F (iy) = σF ([α,+∞)). In view of Prop. 5.3, we have
R(F (iy)) = R(σF ([α,+∞))) and, in particular, rank[(α− iy)F (iy)] = rankσF ([α,+∞))
for each y ∈ (0,+∞). Hence, taking into account [3, Thm. 10.4.1], we obtain
lim
y→+∞
(
[(α− iy)F (iy)]†
)
= [σF ([α,+∞))]
†. (6.6)
Since G(iy) = −(iy − α)−1F †(iy) = [(α − iy)F (iy)]† holds true for each y ∈ (0,+∞),
from (6.5) and (6.6) we get then (6.4). Now assume that G belongs to S0,q;[α,+∞). From
the definition of the class S0,q;[α,+∞) we obtain then limy→+∞G(iy) = Oq×q, which,
in view of (6.5) and (6.4), implies σF ([α,+∞)) = O
†
q×q = Oq×q. Prop. 5.3 yields then
N (F (z)) = Cq and hence F (z) = Oq×q for all z ∈ C\[α,+∞). This proves G /∈ S0,q;[α,+∞)
if F is not the constant function with value Oq×q.
For the special choice q = 1 and α = 0, the following class was introduced by
Kats/Krein [17, Def. D1.5.2].
Notation 6.5. Let α ∈ R. Then let S [−1]
q;[α,+∞) be the class of all matrix-valued functions
F : C \ [α,+∞)→ Cq×q which fulfill the following two conditions:
(I) F is holomorphic in C \ [α,+∞) with RstrΠ+ F ∈ Rq(Π+).
(II) For all x ∈ (−∞, α), the matrix −F (x) is non-negative Hermitian.
Remark 6.6. Let α ∈ R, then F ∈ C \ [α,+∞) → Cq×q belongs to S [−1]
q;[α,+∞) if and only
if u∗Fu ∈ S [−1]
1;[α,+∞)
for all u ∈ Cq.
Example 6.7. Let α ∈ R and let D,E ∈ Cq×q≥ . Then F : C \ [α,+∞)→ C
q×q defined by
F (z) := −D + (z − α)E belongs to S [−1]
q;[α,+∞).
22
6. Moore-Penrose inverses of functions belonging to the class Sq;[α,+∞)
Lemma 6.8. Let α ∈ R and let f : C \ [α,+∞)→ C be such that there are real numbers
d and e and a finite signed measure ρ on ((α,+∞),B(α,+∞)) such that f(z) = −d +
(z − α)[e +
∫
(α,+∞)(1 + t − α)/(t − z)ρ(dt)] holds true for all z ∈ C \ [α,+∞). Then
d = − limx→+0 f(α− x) and e = − limx→+∞[f(α− x) + d]/x. Furthermore, d, e, and ρ
are uniquely determined.
Proof. With zx := α − x we have (1 + t − α)/(t − zx) = (1 + t − α)/(t − α + x) ≥ 0
for all t ∈ (α,+∞) and all x ∈ (0,+∞), which decreases to 0 as x increases to infinity.
Since the signed measure ρ is finite, its Jordan decomposition ρ = ρ+ − ρ− consists of
two finite measures. Hence,
∫
(α,+∞)(1+ t−α)/(t− z1)ρ±(dt) = ρ±((α,+∞)) <∞ holds
true. Thus, Lebesgue’s monotone convergence theorem yields limx→+∞
∫
(α,+∞)(1 + t −
α)/(t− zx)ρ±(dt) = 0, which implies limx→+∞[f(zx)+d]/(zx−α) = e. Furthermore, we
have −(zx − α)(1 + t− α)/(t− zx) = (1 + t− α)/[1 + (t− α)/x] ≥ 0 for all t ∈ (α,+∞)
and all x ∈ (0,+∞), which decreases to 0 as x decreases to 0. Since
∫
(α,+∞)[−(z1 −
α)(1 + t − α)/(t − z1)]ρ±(dt) = ρ±((α,+∞)) < ∞ holds true, Lebesgue’s monotone
convergence theorem yields limx→+0
∫
(α,+∞)[−(zx − α)(1 + t − α)/(t − zx)]ρ±(dt) = 0
showing − limx→+0 f(zx) = d. In particular, d and e are uniquely determined. Now
let σ be an arbitrary finite signed measure on ((α,+∞),B(α,+∞)) such that f(z) =
−d+(z−α)[e+
∫
(α,+∞)(1+ t−α)/(t− z)σ(dt)] holds true for all z ∈ C \ [α,+∞). Then∫
(α,+∞)(1 + t−α)/(t− z)σ(dt) =
∫
(α,+∞)(1 + t−α)/(t− z)ρ(dt) for all z ∈ C \ [α,+∞).
Since the signed measure σ is finite, its Jordan decomposition σ = σ+ − σ− consists
of two finite measures. Hence, we obtain
∫
(α,+∞)(1 + t − α)/(t − z)(σ+ + ρ−)(dt) =∫
(α,+∞)(1 + t − α)/(t − z)(ρ+ + σ−)(dt) for all z ∈ C \ [α,+∞) with finite measures
σ+ + ρ− and ρ+ + σ−. Using Thm. 3.6, it is readily checked then that σ+ + ρ− and
ρ+ + σ− coincide. Consequently, σ = ρ follows.
Lemma 6.9. Let α ∈ R and let f ∈ S
[−1]
1;[α,+∞). Then there are unique non-negative real
numbers d and e and a unique measure ρ ∈ M1≥((α,+∞)) such that f(z) = −d+ (z −
α)[e+
∫
(α,+∞)(1 + t− α)/(t − z)ρ(dt)] holds true for all z ∈ C \ [α,+∞).
Proof. Obviously, the function g : C\[0,+∞)→ C defined by g(w) := f(w+α) belongs to
S
[−1]
1;[0,+∞). Hence, by virtue of [17, Thm. S1.5.2], there exist unique numbers a ∈ (−∞, 0]
and b ∈ [0,+∞) and a unique measure τ on ((0,+∞),B(0,+∞)) with
∫
(0,+∞) 1/(x +
x2)τ(dx) < ∞ such that g(w) = a + bw +
∫
(0,+∞)[1/(x − w) − 1/x]τ(dx) for all w ∈
C \ [0,+∞). Then χ defined on B(0,+∞) by χ(B) :=
∫
B
1/(x + x2)τ(dx) is a finite
measure on ((0,+∞),B(0,+∞)) and the integral
∫
(0,+∞)(x + x
2)[1/(x− w)− 1/x]χ(dx)
exists for all w ∈ C \ [0,+∞) and equals to
∫
(0,+∞)[1/(x − w) − 1/x]τ(dx). We have
(x+x2)[1/(x−w)−1/x] = w(1+x)/(x−w) for all w ∈ C\ [0,+∞) and all x ∈ (0,+∞).
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In view of z − α ∈ C \ [0,+∞) for all z ∈ C \ [α,+∞), we obtain thus
f(z) = g(z − α) = a+ b(z − α) +
∫
(0,+∞)
[
1
x− (z − α)
−
1
x
]
τ(dx)
= a+ (z − α)
[
b+
∫
(0,+∞)
1 + x
x− (z − α)
χ(dx)
]
= −d+ (z − α)
[
e+
∫
(α,+∞)
1 + t− α
t− z
ρ(dt)
]
for all z ∈ C\ [α,+∞), where d := −a, e := b, and ρ is the image measure of χ under the
translation T : (0,+∞)→ (α,+∞) defined by T (x) := x+α. In particular d, e ∈ [0,+∞)
and ρ ∈ M1≥((α,+∞)). Hence, the triple (d, e, ρ) is unique by virtue of Lem. 6.8.
Theorem 6.10. Let α ∈ R and let F : C \ [α,+∞)→ Cq×q. Then:
(a) If F ∈ S
[−1]
q;[α,+∞), then there are unique non-negative Hermitian complex q × q ma-
trices D and E and a unique non-negative Hermitian measure ρ ∈ Mq≥((α,+∞))
such that
F (z) = −D + (z − α)
[
E +
∫
(α,+∞)
1 + t− α
t− z
ρ(dt)
]
(6.7)
for all z ∈ C \ [α,+∞). Furthermore, the function P : C \ [α,+∞) → Cq×q
defined by P (z) := (z − α)−1F (z) belongs to Sq;[α,+∞) with D = µP ({α}) and
(E, ρ) = (γP ,RstrB(α,+∞) µP ).
(b) If D ∈ Cq×q≥ , E ∈ C
q×q
≥ , and ρ ∈ M
q
≥((α,+∞)) are such that F can be represented
via (6.7) for all z ∈ C \ [α,+∞), then F belongs to S [−1]
q;[α,+∞).
Proof. (a) We consider an arbitrary vector u ∈ Cq. According to Rem. 6.6, then
fu := u
∗Fu belongs to S [−1]1;[α,+∞). Hence, Lem. 6.9 yields the existence of a unique
triple (du, eu, ρu) ∈ [0,+∞) × [0,+∞)×M1≥((α,+∞)) such that
fu(z) = −du + (z − α)
[
eu +
∫
(α,+∞)
1 + t− α
t− z
ρu(dt)
]
(6.8)
holds true for all z ∈ C \ [α,+∞). With the standard basis (e1, e2, . . . , eq) of Cq, let
djk :=
1
4
∑3
ℓ=0(−i)
ℓd
ej+iℓek
, ejk := 14
∑3
ℓ=0(−i)
ℓe
ej+iℓek
and ρjk := 14
∑3
ℓ=0(−i)
ℓρ
ej+iℓek
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for all j, k ∈ Z1,q. We have then
e
∗
j [F (z)]ek =
1
4
3∑
ℓ=0
(−i)ℓf
ej+iℓek
(z)
=
1
4
3∑
ℓ=0
(−i)ℓ
(
−d
ej+iℓek
+ (z − α)
[
e
ej+iℓek
+
∫
(α,+∞)
1 + t− α
t− z
ρ
ej+iℓek
(dt)
])
= −djk + (z − α)
[
ejk +
∫
(α,+∞)
1 + t− α
t− z
ρjk(dt)
]
for all j, k ∈ Z1,q and all z ∈ C\[α,+∞). Hence, (6.7) follows for all z ∈ C\[α,+∞) with
D := [djk]
q
j,k=1, E := [ejk]
q
j,k=1, and ρ := [ρjk]
q
j,k=1. For all ζ ∈ C with |ζ| = 1, we have
fζu = fu and thus dζu = du, eζu = eu, and ρζu = ρu by virtue of the uniqueness of the
triple (du, eu, ρu). A straightforward calculation yields for all j, k ∈ Z1,q then dkj = djk,
ekj = ejk, and ρkj(B) = ρjk(B) for all B ∈ B(α,+∞). Thus, the matrices D and E are
Hermitian and ρ is an σ-additive mapping defined on B(α,+∞) with values in C
q×q
H . From
(6.7) we obtain fu(z) = −u∗Du+(z−α)(u∗Eu+
∫
(α,+∞)[(1+t−α)/(t−z)](u
∗ρu)(dt)) for
all z ∈ C\[α,+∞), where u∗Du and u∗Eu belong to R and u∗ρu is a finite signed measure
on ((α,+∞),B(α,+∞)). In view of (6.8), Lem. 6.8 yields u∗Du = du, u∗Eu = eu, and
u∗ρu = ρu. In particular, u∗Du and u∗Eu belong to [0,+∞) and u∗ρu ∈ M1≥((α,+∞)).
Since u ∈ Cq was arbitrarily chosen, hence D,E ∈ Cq×q≥ , and ρ ∈ M
q
≥((α,+∞)) follow.
Now let D,E ∈ Cq×q≥ , and ρ ∈ M
q
≥((α,+∞)) be such that (6.7) holds true for all
z ∈ C \ [α,+∞). Denote by δα the Dirac measure on ([α,+∞),B[α,+∞)) with unit mass
at α. Then P admits the representation P (z) = E+
∫
[α,+∞)(1+ t−α)/(t−z)θ(dt) for all
z ∈ C\[α,+∞), where θ : B[α,+∞) → C
q×q
≥ defined by θ(B) := ρ(B∩(α,+∞))+[δα(B)]D
belongs to Mq≥([α,+∞)). Hence, Thm. 3.6(b) and Rem. 3.7 yield P ∈ Sq;[α,+∞) with
γP = E and µP = θ. In particular, µP ({α}) = D and RstrB(α,+∞) µP = ρ. Hence, the
triple (D,E, ρ) is unique.
(b) Let D,E ∈ Cq×q≥ and ρ ∈ M
q
≥((α,+∞)) be such that (6.7) holds true for all z ∈
C \ [α,+∞). As explained above, then P belongs to Sq;[α,+∞). Since F (z) = (z−α)P (z)
for all z ∈ C\[α,+∞), we hence conclude with Prop. 4.3 that F belongs to S [−1]
q;[α,+∞)
.
In the following, if α ∈ R and F ∈ S [−1]
q;[α,+∞) are given, then we will write (DF , EF , ρF )
for the unique triple (D,E, ρ) from Cq×q≥ ×C
q×q
≥ ×M
q
≥((α,+∞)) which fulfills (6.7) for
all z ∈ C \ [α,+∞).
Corollary 6.11. Let α ∈ R. Then F : C \ [α,+∞) → Cq×q belongs to S
[−1]
q;[α,+∞) if and
only if P : C \ [α,+∞)→ Cq×q defined by P (z) = (z − α)−1F (z) belongs to Sq;[α,+∞).
Proof. If F ∈ S [−1]
q;[α,+∞), then P ∈ Sq;[α,+∞), by virtue of Thm. 6.10(a).
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Conversely, now suppose P ∈ Sq;[α,+∞). According to Thm. 3.6 and Rem. 3.7, then
F (z) = (z − α)P (z) = (z − α)
[
γP +
∫
[α,+∞)
1 + t− α
t− z
µP (dt)
]
= −D + (z − α)
[
E +
∫
(α,+∞)
1 + t− α
t− z
ρ(dt)
]
for all z ∈ C \ [α,+∞), where the matrices D := µP ({α}) and E := γP are non-negative
Hermitian and ρ := RstrB(α,+∞) µP belongs to M
q
≥((α,+∞)). Hence, Thm. 6.10(b)
yields F ∈ S [−1]
q;[α,+∞).
Corollary 6.12. Let α ∈ R and let F ∈ S
[−1]
q;[α,+∞). For all x1, x2 ∈ (−∞, α) with
x1 ≤ x2, then F (x1) ≤ F (x2) ≤ Oq×q.
Proof. Using Thm. 6.10, we obtain
F (x2)− F (x1) = (x2 − x1)
[
EF +
∫
[α,+∞)
(1 + t− α)(t− α)
(t− x2)(t− x1)
ρF (dt)
]
for all x1, x2 ∈ (−∞, α) with x1 ≤ x2, by direct calculation. Since EF ∈ C
q×q
≥ and
−F (x) ∈ Cq×q≥ for all x ∈ (−∞, α), thus the proof is complete.
Now we consider again the situation of Example 6.7.
Example 6.13. Let α ∈ R and let D,E ∈ Cq×q≥ . Then F : C \ [α,+∞) → C
q×q defined
by F (z) := −D+ (z −α)E belongs to S [−1]
q;[α,+∞), where DF = D, EF = E, and ρF is the
constant measure with value Oq×q.
Proposition 6.14. Let α ∈ R and let F ∈ S
[−1]
q;[α,+∞). Then:
(a) If z ∈ C \ [α,+∞), then z ∈ C \ [α,+∞) and [F (z)]∗ = F (z).
(b) For all z ∈ C \ [α,+∞),
N (F (z)) = N (DF ) ∩ N (EF ) ∩ N (ρF ((α,+∞))), (6.9)
R(F (z)) = R(DF ) +R(EF ) +R(ρF ((α,+∞))), (6.10)
and, in particular, N ([F (z)]∗) = N (F (z)) and R([F (z)]∗) = R(F (z)).
(c) Let r ∈ N0. Then the following statements are equivalent:
(i) rankF (z) = r for all z ∈ C \ [α,+∞).
(ii) There is some z0 ∈ C \ [α,+∞) such that rankF (z0) = r.
(iii) dim[R(DF ) +R(EF ) +R(ρF ((α,+∞)))] = r.
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Proof. (a) This can be seen from Thm. 6.10(a).
(b) According to Thm. 6.10(a), the function P : C \ [α,+∞) → Cq×q defined by
P (z) := (z − α)−1F (z) belongs to Sq;[α,+∞) with DF = µP ({α}) and (EF , ρF ) =
(γP ,RstrB(α,+∞) µP ). In particular, µP ([α,+∞)) = DF + ρF ((α,+∞)). Since the two
matrices on the right-hand side of the last equation are both non-negative Hermitian,
we get N (µP ([α,+∞))) = N (DF ) ∩ N (ρF ((α,+∞))). Now let z ∈ C \ [α,+∞). Ap-
plying Prop. 3.15(b) to P , we get N (P (z)) = N (γP ) ∩ N (µP ([α,+∞))). In view of
N (F (z)) = N (P (z)), then (6.9) follows. Thus, (6.9) is proved for all z ∈ C \ [α,+∞).
From (a) and (6.9) we get N ([F (z)]∗) = N (F (z)) for all z ∈ C \ [α,+∞). Taking ad-
ditionally into account that the matrices DF , EF , and ρF ((α,+∞)) are non-negative
Hermitian, we obtain (6.10) from (6.9) in the same way as in the proof of Prop. 3.15(b).
Using (a) and (6.10), we get R([F (z)]∗) = R(F (z)) for all z ∈ C \ [α,+∞).
(c) This is a consequence of (6.10).
Corollary 6.15. Let α ∈ R, let F ∈ S
[−1]
q;[α,+∞), and let z0 ∈ C \ [α,+∞). Then
F (z0) = Oq×q if and only if F (z) = Oq×q for all z ∈ C \ [α,+∞).
Proof. This is an immediate consequence of Prop. 6.14(c).
Corollary 6.16. Let α ∈ R, let F ∈ S
[−1]
q;[α,+∞), and let λ ∈ R be such that the matrix
DF + λIq is non-negative Hermitian. Then
R(F (z) − λIq) = R(F (w)− λIq) and N (F (z)− λIq) = N (F (w)− λIq) (6.11)
for every choice of z and w in C \ [α,+∞). In particular, if λ ≥ 0, then λ is an
eigenvalue of the matrix F (z0) for some z0 ∈ C\[α,+∞) if and only if λ is an eigenvalue
of the matrix F (z) for all z ∈ C \ [α,+∞). In this case, the eigenspaces N (F (z)− λIq)
are independent of z ∈ C \ [α,+∞).
Proof. In view of Thm. 6.10, we conclude that the function G : C \ [α,+∞) → Cq×q
defined by G(z) := F (z) − λIq belongs to S
[−1]
q;[α,+∞). The application of Prop. 6.14(b)
to the function G yields then (6.11). Since the matrix DF is non-negative Hermitian,
we have DF + λIq ∈ C
q×q
≥ if λ ≥ 0. Thus, the remaining assertions are an immediate
consequence of (6.11).
Lemma 6.17. Let α ∈ R and F ∈ S
[−1]
q;[α,+∞). Then F
† is holomorphic in C \ [α,+∞).
Proof. In view of (6.9) and (6.10), we obtain for all z ∈ C \ [α,+∞) the identities
N (F (z)) = N (F (i)) and R(F (z)) = R(F (i)). Thus, the application of [15, Prop. 8.4]
completes the proof.
The following proposition is a generalization of a result due to Kats and Krein [17,
Lem. D1.5.2], who considered the case q = 1 and α = 0.
Theorem 6.18. Let α ∈ R and let F : C \ [α,+∞)→ Cq×q be a matrix-valued function.
Then F belongs to S
[−1]
q;[α,+∞) if and only if G := −F
† belongs to Sq;[α,+∞).
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Proof. First suppose F ∈ S [−1]
q;[α,+∞). Then G is holomorphic in C \ [α,+∞) by virtue
of Lem. 6.17. In view of RstrΠ+ F ∈ Rq(Π+), we conclude from [11, Prop. 3.8] that
RstrΠ+ G belongs to Rq(Π+) as well. In particular, ImG(w) ∈ C
q×q
≥ for all w ∈ Π+.
Because of −F (x) ∈ Cq×q≥ for each x ∈ (−∞, α), we have G(x) = [−F (x)]
† ∈ Cq×q≥ for
all x ∈ (−∞, α) (see, e. g. [5, Lem. 1.1.5]). Hence, G belongs to Sq;[α,+∞).
Now suppose G ∈ Sq;[α,+∞). Then F = −G†. Hence, F is holomorphic in C \ [α,+∞)
by virtue of Lem. 6.1. Since Prop. 4.3 yields RstrΠ+ G ∈ Rq(Π+), we conclude from [11,
Prop. 3.8] that RstrΠ+ F belongs to Rq(Π+) as well. Because of G(x) ∈ C
q×q
≥ for all
x ∈ (−∞, α), we have −F (x) = [G(x)]† ∈ Cq×q≥ for all x ∈ (−∞, α) (see, e. g. [5,
Lem. 1.1.5]). Hence, F ∈ S [−1]
q;[α,+∞).
7. Integral representations for the class Sq;(−∞,β]
The main goal of this section is to derive some integral representations for
(−∞, β]-Stieltjes functions of order q. Our strategy is based on using the correspond-
ing results for the class Sq;[−β,+∞). The following observation provides the key to realize
our aims.
Remark 7.1. Let α, β ∈ R and let T : C → C be defined by T (z) := α + β − z. Then
T (C\[α,+∞)) = C\(−∞, β], T (C\(−∞, β]) = C\[α,+∞), T (Π+) = Π+, T ((−∞, α)) =
(β,+∞) and T ((β,+∞)) = (−∞, α). Consequently, in view of Prop. 4.4, one can easily
check that, for each F ∈ Sq;[α,+∞), the function G : C \ (−∞, β] → Cq×q defined by
G(z) := −[F (α + β − z)]∗ belongs to Sq;(−∞,β] and that, conversely, for any function
G ∈ Sq;(−∞,β], the function F : C \ [α,+∞)→ Cq×q defined by F (z) := −[G(α+β− z)]
∗
belongs to Sq;[α,+∞).
Proposition 7.2. Let β ∈ R and let G ∈ Sq;(−∞,β]. Then the Nevanlinna parametriza-
tion (A,B, ν) of RstrΠ+ G fulfills ν((β,+∞)) = Oq×q, B = Oq×q, and ν ∈ M
q
≥,1(R).
In particular, for each z ∈ C \ (−∞, β], then G(z) = A+
∫
(−∞,β](1 + tz)/(t− z)ν(dt).
Proof. According to Rem. 7.1, the function F : C\ [−β,+∞)→ Cq×q defined by F (z) :=
−[G(−z)]∗ belongs to Sq;[−β,+∞). From Rem. 2.15 we obtain then that the Nevanlinna
parametrization of RstrΠ+ F is given by (−A,B, θ), where θ is the image measure of ν
under the reflection t 7→ −t on R. Now Prop. 2.16 yields θ((−∞,−β)) = Oq×q, B = Oq×q,
θ ∈ Mq≥,1(R), and F (z) = −A+
∫
[−β,+∞)(1 + tz)/(t − z)θ(dt) for all z ∈ C \ [−β,+∞).
Hence, ν((β,+∞)) = Oq×q, ν ∈ M
q
≥,1(R), and
G(z) = −[F (−z)]∗ = A+
∫
[−β,+∞)
1− tz
−t− z
θ(dt) = A+
∫
(−∞,β]
1 + tz
t− z
ν(dt)
for all z ∈ C \ (−∞, β].
Theorem 7.3. Let β ∈ R and let G : C \ (−∞, β]→ Cq×q. Then:
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(a) Suppose G ∈ Sq;(−∞,β]. Denote by (A,B, ν) the Nevanlinna parametrization of
RstrΠ+ G and let ν˜ := RstrB(−∞,β] ν. Then ν˜ ∈ M
q
≥,1((−∞, β]) and there is a
unique pair (C, η) from Cq×q≥ ×M
q
≥,1((−∞, β]) such that
G(z) = −C +
∫
(−∞,β]
1 + t2
t− z
η(dt) (7.1)
for all z ∈ C \ (−∞, β], namely C =
∫
(−∞,β] tν˜(dt)− A and η = ν˜. Furthermore,
C = − limr→+∞G(β + re
iφ) for all φ ∈ (−pi/2, pi/2).
(b) Let C ∈ Cq×q≥ and let η ∈ M
q
≥,1((−∞, β]) be such that (7.1) holds true for all
z ∈ C \ (−∞, β]. Then G belongs to Sq;(−∞,β].
Proof. (a) According to Rem. 7.1, the function F : C \ [−β,+∞) → Cq×q defined by
F (z) := −[G(−z)]∗ belongs to Sq;[−β,+∞). From Rem. 2.15 we obtain then that the
Nevanlinna parametrization of RstrΠ+ F is given by (−A,B, θ), where θ is the image
measure of ν under the reflection t 7→ −t on R. Now Thm. 3.1(a) yields that θ˜ :=
RstrB[−β,+∞) θ belongs to M
q
≥,1([−β,+∞)) and that there is a unique pair (D, τ) ∈
C
q×q
≥ × M
q
≥,1([−β,+∞)) such that F (z) = D +
∫
[−β,+∞)(1 + t
2)/(t − z)τ(dt) for all
z ∈ C \ [−β,+∞), namely D = −A −
∫
[−β,+∞) tθ˜(dt) and τ = θ˜. Since θ˜ is the image
measure of ν˜ under the transformation T : (−∞, β] → [−β,+∞) defined by T (t) := −t,
we can conclude ν˜ ∈ Mq≥,1((−∞, β]) and
G(z) = −[F (−z)]∗ = −D∗ −
[∫
[−β,+∞)
1 + t2
t+ z
τ(dt)
]∗
= −D −
∫
[−β,+∞)
1 + t2
t+ z
τ(dt)
= −
[∫
[−β,+∞)
(−t)θ˜(dt)−A
]
+
∫
[−β,+∞)
1 + t2
−t− z
θ˜(dt) = −C +
∫
(−∞,β]
1 + t2
t− z
η(dt)
for all z ∈ C \ (−∞, β], where C :=
∫
(−∞,β] tν˜(dt) − A and η := ν˜. From the above
computation we see C = D and hence C ∈ Cq×q≥ follows. Taking additionally into
account Thm. 3.1(a), for all φ ∈ (−pi/2, pi/2), we get
C = D∗ =
[
lim
r→+∞
F (−β + rei(π−φ))
]∗
= lim
r→+∞
[
F (−β − re−iφ)
]∗
= − lim
r→+∞
G(β+reiφ).
Now let C ∈ Cq×q≥ and η ∈ M
q
≥,1((−∞, β]) be such that (7.1) holds true for all
z ∈ C \ (−∞, β]. Then χ : BR → C
q×q
≥ defined by χ(M) := η(M ∩ (−∞, β]) belongs
to Mq≥,1(R) and the matrix −C +
∫
R
tχ(dt) is Hermitian. Using (3.2), we conclude
from (7.1) then that the integral
∫
R
(1 + tz)/(t − z)χ(dt) exists and that G(z) = −C +∫
R
tχ(dt) + z · Oq×q +
∫
R
(1 + tz)/(t − z)χ(dt) for all z ∈ Π+. Thm. 2.13(a) yields then
−C +
∫
R
tχ(dt) = A and χ = ν. Hence η = ν˜ and C =
∫
(−∞,β] tν˜(dt)−A.
(b) Let C ∈ Cq×q≥ and η ∈ M
q
≥,1((−∞, β]) be such that (7.1) holds true for all z ∈
C \ (−∞, β]. Using a result on holomorphic dependence of an integral on a complex
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parameter (see, e. g. [9, Ch. IV, §5, Satz 5.8]), we conclude then that G is a matrix-
valued function which is holomorphic in C \ (−∞, β]. Furthermore,
ImG(z) =
∫
(−∞,β]
Im
(
1 + t2
t− z
)
η(dt) =
∫
(−∞,β]
(1 + t2) Im z
|t− z|2
η(dt) ∈ Cq×q≥
for all z ∈ Π+ and
−G(x) = C +
∫
(−∞,β]
1 + t2
x− t
η(dt) ∈ Cq×q≥
for all x ∈ (β,+∞). Thus, G belongs to Sq;(−∞,β].
In the following, if β ∈ R and G ∈ Sq;(−∞,β] are given, then we will write (CG, ηG)
for the unique pair (C, η) from Cq×q≥ × M
q
≥,1((−∞, β]) which fulfills (7.1) for all z ∈
C \ (−∞, β].
Remark 7.4. Let β ∈ R and let G ∈ Sq;(−∞,β]. For all x1, x2 ∈ (β,+∞) with x1 ≤ x2,
then G(x1) ≤ G(x2) ≤ Oq×q, by virtue of Thm. 7.3(a).
Remark 7.5. (a) Let α ∈ R and let F ∈ Sq;[α,+∞). In view of Thm. 3.1, we have then
−[F (−z)]∗ = −CF +
∫
[α,+∞)
1 + t2
−t− z
ηF (dt) = −CF +
∫
(−∞,−α]
1 + t2
t− z
θˆ(dt)
for all z ∈ C\ (−∞,−α], where θˆ is the image measure of ηF under the transforma-
tion R : [α,+∞) → (−∞,−α] defined by R(t) := −t. Because of CF ∈ C
q×q
≥ and
θˆ ∈ Mq≥,1((−∞,−α]), Thm. 7.3 yields then that G : C \ (−∞,−α]→ C
q×q defined
by G(z) := −[F (−z)]∗ belongs to Sq;(−∞,−α] and that (CG, ηG) = (CF , θˆ).
(b) Let β ∈ R and let G ∈ Sq;(−∞,β]. In view of Thm. 7.3 and Prop. A.5, we have then
−[G(−z)]∗ = CG +
∫
(−∞,β]
1 + t2
−t− z
ηG(dt) = CG +
∫
[−β,+∞)
1 + t2
t− z
θ˜(dt)
for all z ∈ C\ [−β,+∞), where θ˜ is the image measure of ηG under the transforma-
tion T : (−∞, β] → [−β,+∞) defined by T (t) := −t. Because of CG ∈ C
q×q
≥ and
θ˜ ∈ Mq≥,1([−β,+∞)), Thm. 3.1 yields then that F : C \ [−β,+∞)→ C
q×q defined
by F (z) := −[G(−z)]∗ belongs to Sq;[−β,+∞) and that (CF , ηF ) = (CG, θ˜).
Now we get an integral representation for functions which belong to the class Sq;(−∞,β].
Theorem 7.6. Let β ∈ R and let G : C \ (−∞, β]→ Cq×q. Then:
(a) If G ∈ Sq;(−∞,β], then there are a unique matrix γ ∈ C
q×q
≥ and a unique non-
negative Hermitian measure µ ∈ Mq≥((−∞, β]) such that
G(z) = −γ +
∫
(−∞,β]
1 + β − t
t− z
µ(dt). (7.2)
holds for each z ∈ C \ (−∞, β]. Furthermore, γ = CG and γ = − limy→+∞G(iy).
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(b) If there are a matrix γ ∈ Cq×q≥ and a non-negative Hermitian measure µ ∈
Mq≥([α,+∞)) such that G can be represented via (7.2) for each z ∈ C \ (−∞, β],
then G belongs to the class Sq;(−∞,β].
Proof. (a) According to Rem. 7.5(b), the function F : C \ [−β,+∞) → Cq×q defined by
F (z) := −[G(−z)]∗ belongs to Sq;[−β,+∞) and CF = CG. Thm. 3.6(a) yields then that
there is a unique pair (δ, ρ) from Cq×q≥ ×M
q
≥([−β,+∞)) such that
F (z) = δ +
∫
[−β,+∞)
1 + t+ β
t− z
ρ(dt) (7.3)
for all z ∈ C \ [−β,+∞) and that δ = CF . Applying Prop. A.5, we now infer
G(z) = −[F (−z)]∗ = −CF −
∫
[−β,+∞)
1 + t+ β
t+ z
ρ(dt)
= −CG +
∫
[−β,+∞)
1 + β − (−t)
−t− z
ρ(dt) = −γ +
∫
(−∞,β]
1 + β − t
t− z
µ(dt)
for all z ∈ C \ (−∞, β], where γ := CG and µ is the image measure of ρ under the
transformation R : [−β,+∞)→ (−∞, β] defined by R(t) := −t. Since Prop. 3.13 yields
limy→+∞ F (iy) = δ, we conclude furthermore
γ = CG = CF = δ = δ
∗ =
[
lim
y→+∞
F (iy)
]∗
= − lim
y→+∞
G(iy).
Now let γ ∈ Cq×q≥ and µ ∈ M
q
≥((−∞, β]) be arbitrary such that (7.2) holds true for
all z ∈ C \ (−∞, β]. Then using Prop. A.5 we get
F (z) = −[G(−z)]∗ = γ −
∫
(−∞,β]
1 + β − t
t+ z
µ(dt)
= γ +
∫
(−∞,β]
1− t+ β
−t− z
µ(dt) = γ +
∫
[−β,+∞)
1 + t+ β
t− z
θ˜(dt)
(7.4)
for all z ∈ C \ [−β,+∞), where θ˜ is the image measure of µ under the transformation
T : (−∞, β] → [−β,+∞) defined by T (t) := −t. Since we know from Thm. 3.6(a) that
the pair (δ, ρ) ∈ Cq×q≥ ×M
q
≥([−β,+∞)) with (7.3) for all z ∈ C \ [−β,+∞) is unique,
comparing with (7.4), we conclude γ = δ and θ˜ = ρ. Hence, γ = CF = CG and µ is the
image measure of ρ under the transformation R.
(b) Let γ ∈ Cq×q≥ and µ ∈ M
q
≥((−∞, β]) be such that (7.2) holds true for all z ∈
C \ (−∞, β]. Then F : C \ [−β,+∞)→ Cq×q defined by F (z) := −[G(−z)]∗ fulfills (7.4)
for all z ∈ C \ [−β,+∞), where θ˜ is the image measure of µ under the transformation
T . Thm. 3.6(b) yields then F ∈ Sq;[−β,+∞). In view of G(z) = −[F (−z)]
∗ for all
z ∈ C \ (−∞, β], hence G belongs to Sq;(−∞,β] by virtue of Rem. 7.1.
In the following, if β ∈ R and G ∈ Sq;(−∞,β] are given, then we will write (γG, µG) for
the unique pair (γ, µ) from Cq×q≥ ×M
q
≥((−∞, β]) which fulfills (7.2) for all z ∈ C\(−∞, β].
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Remark 7.7. (a) Let α ∈ R and let F ∈ Sq;[α,+∞). In view of Thm. 3.6 and Prop. A.5,
we have then
−[F (−z)]∗ = −γF +
∫
[α,+∞)
1− (−t)− α
−t− z
µF (dt) = −γF +
∫
(−∞,−α]
1− α− t
t− z
θˆ(dt)
for all z ∈ C \ (−∞,−α], where θˆ is the image measure of µF under the transfor-
mation R : [α,+∞) → (−∞,−α] defined by R(t) := −t. Because of γF ∈ C
q×q
≥ ,
Thm. 7.6 yields then that G : C \ (−∞,−α]→ Cq×q defined by G(z) := −[F (−z)]∗
belongs to Sq;(−∞,−α] and that (γG, µG) = (γF , θˆ).
(b) Let β ∈ R and let G ∈ Sq;(−∞,β]. In view of Thm. 7.6, we have then
−[G(−z)]∗ = γG +
∫
(−∞,β]
1 + β − t
−t− z
µG(dt) = γG +
∫
[−β,+∞)
1 + t+ β
t− z
θ˜(dt)
for all z ∈ C \ [−β,+∞), where θ˜ is the image measure of µG under the transfor-
mation T : (−∞, β] → [−β,+∞) defined by T (t) := −t. Because of γG ∈ C
q×q
≥ ,
Thm. 3.6 yields then that F : C \ [−β,+∞)→ Cq×q defined by F (z) := −[G(−z)]∗
belongs to Sq;[−β,+∞) and that (γF , µF ) = (γG, θ˜).
Proposition 7.8. Let β ∈ R and let G ∈ Sq;(−∞,β]. Then:
(a) Let z ∈ C \ (−∞, β]. Then z ∈ C \ (−∞, β] and [G(z)]∗ = G(z).
(b) For all z ∈ C \ (−∞, β],
R(G(z)) = R(γG) +R(µG((−∞, β])), N (G(z)) = N (γG) ∩N (µG((−∞, β])),
(7.5)
and, in particular, R([G(z)]∗) = R(G(z)) and N ([G(z)]∗) = N (G(z)).
(c) Let r ∈ N0. Then the following statements are equivalent:
(i) rankG(z) = r for all z ∈ C \ (−∞, β].
(ii) There is some z0 ∈ C \ (−∞, β] such that rankG(z0) = r.
(iii) dim[R(γG) +R(µG((−∞, β])] = r.
Proof. (a) This can be concluded from the representation (7.2) in Thm. 7.6(a).
(b) According to Rem. 7.7(b), the function F : C \ [−β,+∞) → Cq×q defined by
F (z) := −[G(−z)]∗ belongs to Sq;[−β,+∞) and (γF , µF ) = (γG, θ˜), where θ˜ is the
image measure of µG under the transformation T : (−∞, β] → [−β,+∞) defined by
T (t) := −t. In particular, µF ([−β,+∞)) = µG((−∞, β]). Prop. 3.15(b) yields
R([F (w)]∗) = R(F (w)) = R(γF ) + R(µF ([−β,+∞))) and N ([F (w)]
∗) = N (F (w)) =
N (γF ) ∩N (µF ([−β,+∞))) for all w ∈ C \ [−β,+∞). We now infer
R(G(z)) = R([F (−z)]∗) = R(γF ) +R(µF ([−β,+∞))) = R(γG) +R(µG((−∞, β]))
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and
N (G(z)) = N ([F (−z)]∗) = N (γF ) ∩ N (µF ([−β,+∞))) = N (γG) ∩ N (µG((−∞, β]))
for all z ∈ C \ (−∞, β]. From (a) and (7.5) we get R([G(z)]∗) = R(G(z)) and
N ([G(z)]∗) = N (G(z)).
(c) This is an immediate consequence of (b).
Corollary 7.9. Let β ∈ R, let G ∈ Sq;(−∞,β], and let z0 ∈ C \ (−∞, β]. Then G(z0) =
Oq×q if and only if G is identically Oq×q.
Proof. This is an immediate consequence of Prop. 7.8(c).
Corollary 7.10. Let β ∈ R, let G ∈ Sq;(−∞,β], and let λ ∈ R be such that the matrix
γG + λIq is non-negative Hermitian. Then
R(G(z) − λIq) = R(G(w) − λIq) and N (G(z) − λIq) = N (G(w) − λIq) (7.6)
for all z, w ∈ C \ [α,+∞). In particular, if λ ≥ 0, then λ is an eigenvalue of the matrix
G(z0) for some z0 ∈ C \ [α,+∞) if and only if λ is an eigenvalue of the matrix G(z)
for all z ∈ C \ [α,+∞). In this case, the eigenspaces N (G(z)− λIq) are independent of
z ∈ C \ [α,+∞).
Proof. In view of Thm. 7.6, we conclude that the function F : C \ [α,+∞) → Cq×q
defined by F (z) := G(z) − λIq belongs to Sq;(−∞,β]. The application of Prop. 7.8(b) to
the function F yields then (7.6). Since the matrix γG is non-negative Hermitian, we have
γG+ λIq ∈ C
q×q
≥ if λ ≥ 0. Thus, the remaining assertions are an immediate consequence
of (7.6).
Now we apply the preceding results to the subclass S⋄
q;(−∞,β] of Sq;(−∞,β].
Remark 7.11. Let β ∈ R. From Thm. 7.6(a) we see that the class S⋄
q;(−∞,β] consists of
all G ∈ Sq;(−∞,β] with γG = Oq×q.
Remark 7.12. Let β ∈ R and let G ∈ S⋄
q;(−∞,β]. In view of Rem. 7.11 and Prop. 7.8(b),
then N (G(z)) = N (µG((−∞, β])) and R(G(z)) = R(µG((−∞, β])) for all z ∈ C \
(−∞, β].
8. Characterizations of the class Sq;(−∞,β]
While we have discussed the class Sq;[α,+∞) in Section 4, we give here now the corre-
sponding results for the class Sq;(−∞,β].
Proposition 8.1. Let β ∈ R, let G : C \ (−∞, β] → Cq×q be a matrix-valued function,
and let G : C \ (−∞, β] → Cq×q be defined by G(z) := (β − z)G(z). Then G belongs
to Sq;(−∞,β] if and only if the following two conditions hold true:
(I) G is holomorphic in C \ (−∞, β].
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(II) The matrix-valued functions RstrΠ+ G and RstrΠ+ G
 both belong to Rq(Π+).
Proof. According to Rem. 7.1, the function G belongs to Sq;(−∞,β] if and only if the
function F : C \ [−β,+∞)→ Cq×q defined by F (z) := −[G(−z)]∗ belongs to Sq;[−β,+∞).
Furthermore, G is holomorphic in C \ (−∞, β] if and only if F is holomorphic in C \
[−β,+∞). By virtue of Rem. 2.15, the function RstrΠ+ G belongs to Rq(Π+) if and
only if RstrΠ+ F belongs to Rq(Π+). Let F
 : C \ [−β,+∞) → Cq×q be defined by
F(z) := (z + β)F (z). Then
−
[
G(−z)
]∗
= −[(β + z)G(−z)]∗ = (z + β)(−[G(−z)]∗) = F(z)
for all z ∈ C \ [−β,+∞). According to Rem. 2.15, hence RstrΠ+ G
 belong to Rq(Π+)
if and only if RstrΠ+ F
 belong to Rq(Π+). The application of Prop. 4.3 completes the
proof.
For each β ∈ R, let Cβ,+ := {z ∈ C : Re z > β}.
Proposition 8.2. Let β ∈ R and let G : C\(−∞, β]→ Cq×q be a matrix-valued function.
Then G belongs to Sq;(−∞,β] if and only if the following four conditions are fulfilled:
(I) G is holomorphic in C \ (−∞, β].
(II) ImG(z) is non-negative Hermitian for all z ∈ Π+.
(III) − ImG(z) is non-negative Hermitian for all z ∈ Π−.
(IV) −ReG(z) is non-negative Hermitian for all z ∈ Cβ,+.
Proof. According to Rem. 7.1, the function G belongs to Sq;(−∞,β] if and only if the
function F : C \ [−β,+∞)→ Cq×q defined by F (z) := −[G(−z)]∗ belongs to Sq;[−β,+∞).
Furthermore, G is holomorphic in C \ (−∞, β] if and only if F is holomorphic in C \
[−β,+∞). For all z ∈ C \ [−β,+∞), we have ReF (z) = −ReG(−z) and ImF (z) =
ImG(−z). Hence,
ImF (Π+) = ImG(Π+), ImF (Π−) = ImG(Π−) and ReF (C−β,−) = −ReG(Cβ,+).
The application of Prop. 4.4 completes the proof.
9. The class S0,q;(−∞,β]
In Section 5, we have studied the class S0,q;[α,+∞). The aim of this section is to derive
corresponding results for the dual class S0,q;(−∞,β]. The following observation establishes
the bridge to Section 5.
Remark 9.1. (a) Let α ∈ R, let F ∈ S0,q;[α,+∞), and let G : C \ (−∞,−α] → Cq×q
be defined by G(z) := −[F (−z)]∗. We have then ‖G(iy)‖E = ‖F (iy)‖E for all
y ∈ [1,+∞). Taking additionally into account Rem. 7.1, one can see that G
belongs to S0,q;(−∞,−α].
34
9. The class S0,q;(−∞,β]
(b) Let β ∈ R, let G ∈ S0,q;(−∞,β], and let F : C \ [−β,+∞) → Cq×q be defined by
F (z) := −[G(−z)]∗. We have then ‖F (iy)‖E = ‖G(iy)‖E for all y ∈ [1,+∞). Tak-
ing additionally into account Rem. 7.1, one can see that F belongs to S0,q;[−β,+∞).
Theorem 9.2. Let β ∈ R and let G : C \ (−∞, β]→ Cq×q. Then:
(a) If G ∈ S0,q;(−∞,β], then there is a unique measure σ ∈ M
q
≥((−∞, β]) such that
G(z) =
∫
(−∞,β]
1
t− z
σ(dt) (9.1)
for each z ∈ C \ (−∞, β]. Furthermore, σ((−∞, β]) = −i limy→+∞ yG(iy).
(b) If there is a measure σ ∈ Mq≥((−∞, β]) such that G can be represented via (9.1)
for each z ∈ C \ (−∞, β], then G belongs to the class S0,q;(−∞,β].
Proof. (a) According to Rem. 9.1(b), the function F : C \ [−β,+∞) → Cq×q defined by
F (z) := −[G(−z)]∗ belongs to S0,q;[−β,+∞). Thm. 5.1(a) yields then the existence of a
unique non-negative Hermitian measure τ ∈ Mq≥([−β,+∞)) such that
F (z) =
∫
[−β,+∞)
1
t− z
τ(dt) (9.2)
for all z ∈ C \ [−β,+∞). Using Prop. A.5, we now infer
G(z) = −[F (−z)]∗ =
∫
[−β,+∞)
1
−t− z
τ(dt) =
∫
(−∞,β]
1
t− z
σ(dt)
for all z ∈ C \ (−∞, β], where σ is the image measure of τ under the transformation
R : [−β,+∞) → (−∞, β] defined by R(t) := −t. Since Prop. 5.3 yields τ([−β,+∞)) =
−i limy→+∞ yF (iy), we conclude furthermore
σ((−∞, β]) = [σ((−∞, β])]∗ = [τ([−β,+∞))]∗ = i lim
y→+∞
y[F (iy)]∗ = −i lim
y→+∞
yG(iy).
Now let σ ∈ Mq≥((−∞, β]) be such that (9.1) holds true for all z ∈ C\ (−∞, β]. Using
Prop. A.5, we get then
F (z) = −[G(−z)]∗ =
∫
(−∞,β]
1
−t− z
σ(dt) =
∫
[−β,+∞)
1
t− z
θ˜(dt) (9.3)
for all z ∈ C \ [−β,+∞), where θ˜ is the image measure of σ under the transformation
T : (−∞, β] → [−β,+∞) defined by T (t) := −t. Since we know from Thm. 5.1(a) that
the measure τ ∈Mq≥([−β,+∞)) with (9.2) for all z ∈ C\ [−β,+∞) is unique, we obtain
θ˜ = τ . Hence, σ is the image measure of τ under the transformation R.
(b) Let σ ∈ Mq≥((−∞, β]) be such that (9.1) holds true for all z ∈ C \ (−∞, β].
Thus, in view of Prop. A.5, the function F : C \ [−β,+∞) → Cq×q defined by F (z) :=
−[G(−z)]∗ fulfills (9.3) for all z ∈ C \ [−β,+∞), where θ˜ is the image measure of σ
under the transformation T . Thm. 5.1(b) yields then F ∈ S0,q;[−β,+∞). Because of
G(z) = −[F (−z)]∗ for all z ∈ C\(−∞, β], the function G belongs to S0,q;(−∞,β] by virtue
of Rem. 9.1(a).
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If β ∈ R and σ is a measure belonging to Mq≥((−∞, β]), then we will call the matrix-
valued function G : C \ [α,+∞) → Cq×q which is, for each z ∈ C \ (−∞, β], given by
(9.1) the (−∞, β]-Stieltjes transform of σ. If G ∈ S0,q;(−∞,β], then the unique mea-
sure σ ∈ Mq≥((−∞, β]) which fulfills (9.1) for each z ∈ C \ (−∞, β] is said to be the
(−∞, β]-Stieltjes measure of G and will be denoted by σG.
Remark 9.3. (a) Let α ∈ R and let F ∈ S0,q;[α,+∞). In view of Thm. 5.1 and Prop. A.5,
we have then
−[F (−z)]∗ =
∫
[α,+∞)
1
−t− z
σF (dt) =
∫
(−∞,−α]
1
t− z
θˆ(dt)
for all z ∈ C \ (−∞,−α], where θˆ is the image measure of σF under the transfor-
mation R : [α,+∞)→ (−∞,−α] defined by R(t) := −t. Thm. 9.2 yields then that
G : C \ (−∞,−α] → Cq×q defined by G(z) := −[F (−z)]∗ belongs to S0,q;(−∞,−α]
and that σG = θˆ.
(b) Let β ∈ R and let G ∈ S0,q;(−∞,β]. In view of Thm. 9.2 and Prop. A.5, we have
then
−[G(−z)]∗ =
∫
(−∞,β]
1
−t− z
σG(dt) =
∫
[−β,+∞)
1
t− z
θ˜(dt)
for all z ∈ C \ [−β,+∞), where θ˜ is the image measure of σG under the transfor-
mation T : (−∞, β]→ [−β,+∞) defined by T (t) := −t. Thm. 5.1 yields then that
F : C \ [−β,+∞) → Cq×q defined by F (z) := −[G(−z)]∗ belongs to S0,q;[−β,+∞)
and that σF = θ˜.
Proposition 9.4. Let β ∈ R and let G ∈ S0,q;(−∞,β]. Then R(G(z)) = R(σG((−∞, β]))
and N (G(z)) = N (σG((−∞, β])) for all z ∈ C \ (−∞, β].
Proof. According to Rem. 9.3(b), the function F : C \ [−β,+∞) → Cq×q defined by
F (z) := −[G(−z)]∗ belongs to S0,q;[−β,+∞) and σF is the image measure of σG un-
der the transformation T : (−∞, β] → [−β,+∞) defined by T (t) := −t. In particular,
σF ([−β,+∞)) = σG((−∞, β]). Prop. 5.3 yields R(F (w)) = R(σF ([−β,+∞))) and
N (F (w)) = N (σF ([−β,+∞))) for all w ∈ C \ [−β,+∞). Furthermore, R([F (w)]
∗) =
R(F (w)) and N ([F (w)]∗) = N (F (w)) follow for all w ∈ C\[−β,+∞) from Prop. 3.15(b).
Finally for all z ∈ C \ (−∞, β], we infer
R(G(z)) = R([F (−z)]∗) = R(F (−z)) = R(σF ([−β,+∞))) = R(σG((−∞, β]))
and
N (G(z)) = N ([F (−z)]∗) = N (F (−z)) = N (σF ([−β,+∞))) = N (σG((−∞, β])).
10. Moore-Penrose inverses of functions belonging to the
class Sq;(−∞,β]
This section is the dual counterpart to Section 6.
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Proposition 10.1. Let β ∈ R and let G ∈ Sq;(−∞,β]. Then G
† is holomorphic in
C \ (−∞, β].
Proof. In view of Prop. 7.8(b), we obtain the identities N (G(z)) = N (G(i)) and
R(G(z)) = R(G(i)) for all z ∈ C \ (−∞, β]. Thus, the application of [15, Prop. 8.4]
completes the proof.
Let β ∈ R and G ∈ Sq;(−∞,β]. Then Lem. 10.1 suggests to look if there are functions
closely related to G† which belong again to Sq;(−∞,β]. Against to this background, we
are led to the function F : C \ (−∞, β]→ Cq×q defined by F (z) := −(β − z)−1[G(z)]†.
Theorem 10.2. Let β ∈ R and let G ∈ Sq;(−∞,β]. Then F : C\ (−∞, β]→ C
q×q defined
by F (z) := −(β − z)−1[G(z)]† belongs to Sq;(−∞,β].
Proof. According to Rem. 7.1, the function P : C \ [−β,+∞) → Cq×q defined by
P (z) := −[G(−z)]∗ belongs to Sq;[−β,+∞). Thm. 6.3 yields then that the function
Q : C \ [−β,+∞)→ Cq×q defined by Q(z) := −(z+β)−1[P (z)]† belongs to Sq;[−β,+∞) as
well. We now infer
− [Q(−z)]∗ = −(−z + β)−1
(
−[P (−z)]†
)∗
= −(β − z)−1(−[P (−z)]∗)
†
= F (z) (10.1)
for all z ∈ C \ (−∞, β]. Hence, F ∈ Sq;(−∞,β] by virtue of Rem. 7.1.
Now we specify the result of Thm. 10.2 for functions belonging to S0,q;(−∞,β].
Proposition 10.3. Let β ∈ R and let G ∈ S0,q;(−∞,β]. Then F : C \ (−∞, β] → C
q×q
defined by F (z) := −(β − z)−1[G(z)]† belongs to Sq;(−∞,β] and γF = [σG((−∞, β])]
†. If
G is not the constant function with value Oq×q, then F ∈ Sq;(−∞,β] \ S0,q;(−∞,β].
Proof. According to Rem. 9.3(b), the function P : C \ [−β,+∞) → Cq×q defined by
P (z) := −[G(−z)]∗ belongs to S0,q;[−β,+∞) and σP is the image measure of σG un-
der the transformation T : (−∞, β] → [−β,+∞) defined by T (t) := −t. In par-
ticular, σP ([−β,+∞)) = σG((−∞, β]). Prop. 6.4 yields that the function Q : C \
[−β,+∞) → Cq×q defined by Q(z) := −(z + β)−1[P (z)]† belongs to Sq;[−β,+∞), that
γQ = [σP ([−β,+∞))]
†, and that Q /∈ S0,q;[−β,+∞) if P is not the constant function with
value Oq×q. Furthermore, we have (10.1) for all z ∈ C \ (−∞, β]. Hence, F ∈ Sq;(−∞,β]
and γF = γQ by virtue of Rem. 7.7(a). We now infer γF = [σG((−∞, β])]
†. From (10.1)
we conclude Q(z) = −[F (−z)]∗ for all z ∈ C \ [−β,+∞). Since G 6≡ Oq×q implies
P 6≡ Oq×q, the proof is complete in view of Rem. 9.1(b).
Now we introduce the dual counterpart of the class introduced in Notation 6.5.
Notation 10.4. Let β ∈ R. Then let S [−1]
q;(−∞,β] be the class of all matrix-valued functions
G : C \ (−∞, β]→ Cq×q which fulfill the following two conditions:
(I) G is holomorphic in C \ (−∞, β] with RstrΠ+ G ∈ Rq(Π+).
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(II) For all x ∈ (β,+∞), the matrix G(x) is non-negative Hermitian.
For the special case q = 1 and β = 0 the class introduced in Notation 10.4 was studied
by Katsnelson [18].
Example 10.5. Let β ∈ R and let D,E ∈ Cq×q≥ . Then G : C \ (−∞, β]→ C
q×q defined by
G(z) := D − (β − z)E belongs to S [−1]
q;(−∞,β].
Remark 10.6. Let α, β ∈ R. Then:
(a) If F ∈ S [−1]
q;[α,+∞), then G : C\ (−∞, β]→ C
q×q defined by G(z) := −[F (α+β− z)]∗
belongs to S [−1]
q;(−∞,β].
(b) If G ∈ S [−1]
q;(−∞,β], then F : C\ [α,+∞)→ C
q×q defined by F (z) := −[G(α+β− z)]∗
belongs to S [−1]
q;[α,+∞).
Theorem 10.7. Let β ∈ R and let G : C \ (−∞, β]→ Cq×q. Then:
(a) If G ∈ S
[−1]
q;(−∞,β], then there are unique non-negative Hermitian complex q × q ma-
trices D and E and a unique non-negative Hermitian measure ρ ∈ Mq≥((−∞, β))
such that
G(z) = D + (β − z)
[
−E +
∫
(−∞,β)
1 + β − t
t− z
ρ(dt)
]
(10.2)
for all z ∈ C \ (−∞, β]. Furthermore, the function Q : C \ (−∞, β]→ Cq×q defined
by Q(z) := (β − z)−1G(z) belongs to Sq;(−∞,β] with D = µQ({β}) and (E, ρ) =
(γQ,RstrB(−∞,β) µQ).
(b) If D ∈ Cq×q≥ , E ∈ C
q×q
≥ and ρ ∈ M
q
≥((−∞, β)) are such that G can be represented
via (10.2) for all z ∈ C \ (−∞, β], then G belongs to S [−1]
q;(−∞,β].
Proof. (a) Let G ∈ S [−1]
q;(−∞,β]. According to Rem. 10.6(b), the function F : C \
[−β,+∞) → Cq×q defined by F (z) := −[G(−z)]∗ belongs to S [−1]
q;[−β,+∞). Thm. 6.10(a)
yields then that there is a unique triple (M,N,ω) from Cq×q≥ × C
q×q
≥ ×M
q
≥((−β,+∞))
such that F (z) = −M+(z+β)[N+
∫
(−β,+∞)(1+t+β)/(t−z)ω(dt)] for all z ∈ C\[−β,+∞)
and that the function P : C \ [−β,+∞) → Cq×q defined by P (z) := (z + β)−1F (z) be-
longs to Sq;[−β,+∞) with M = µP ({−β}) and (N,ω) = (γP ,RstrB(−β,+∞) µP ). Applying
Prop. A.5, we now infer
G(z) = −[F (−z)]∗ = M − (−z + β)
[
N +
∫
(−β,+∞)
1 + t+ β
t+ z
ω(dt)
]
= M + (β − z)
[
−N +
∫
(−β,+∞)
1 + β − (−t)
−t− z
ω(dt)
]
= D + (β − z)
[
−E +
∫
(−∞,β)
1 + β − t
t− z
ρ(dt)
]
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for all z ∈ C\(−∞, β], where D := M , where E := N , and where ρ is the image measure
of ω under the transformation R0 : (−β,+∞) → (−∞, β) defined by R0(t) := −t. The
function Q fulfills Q(z) = −[P (−z)]∗ for all z ∈ C\(−∞, β]. Rem. 7.7(a) yields then Q ∈
Sq;(−∞,β] with γQ = γP and µQ being the image measure of µP under the transformation
R : [−β,+∞) → (−∞, β] defined by R(t) := −t. Hence, D = M = µP ({−β}) =
µQ({β}) and E = N = γP = γQ follow. Furthermore, RstrB(−∞,β) µQ is the image
measure of RstrB(−β,+∞) µP under the transformation R0, implying ρ = RstrB(−∞,β) µQ.
In particular, the triple (D,E, ρ) is unique.
(b) Let D,E ∈ Cq×q≥ and let ρ ∈ M
q
≥((−∞, β)) be such that (10.2) holds true for all
z ∈ C \ (−∞, β]. Let F : C \ [−β,+∞)→ Cq×q be defined by F (z) := −[G(−z)]∗. Then,
using Prop. A.5, we get
F (z) = −[G(−z)]∗ = −D − (β + z)
[
−E +
∫
(−∞,β)
1 + β − t
t+ z
ρ(dt)
]
= −D + (z + β)
[
E +
∫
(−∞,β)
1− t+ β
−t− z
ρ(dt)
]
= −D + (z + β)
[
E +
∫
(−β,∞)
1 + t+ β
t− z
θ˜(dt)
]
for all z ∈ C \ [−β,+∞), where θ˜ is the image measure of ρ under the transforma-
tion T0 : (−∞, β) → (−β,+∞) defined by T0(t) := −t. Thm. 6.10(b) yields then
F ∈ S
[−1]
q;[−β,+∞). In view of G(z) = −[F (−z)]
∗ for all z ∈ C \ (−∞, β], hence G be-
longs to S [−1]
q;(−∞,β] by virtue of Rem. 10.6(a).
In the following, if β ∈ R and G ∈ S [−1]
q;(−∞,β] are given, then we will write (DG, EG, ρG)
for the unique triple (D,E, ρ) ∈ Cq×q≥ ×C
q×q
≥ ×M
q
≥((−∞, β)) which fulfills (10.2) for all
z ∈ C \ (−∞, β].
Remark 10.8. (a) Let α ∈ R and let F ∈ S [−1]
q;[α,+∞). In view of Thm. 6.10(a) and
Prop. A.5, we have then
−[F (−z)]∗ = DF − (−z − α)
[
EF +
∫
(α,+∞)
1 + t− α
t+ z
ρF (dt)
]
= DF + (−α− z)
[
−EF +
∫
(α,+∞)
1− α− (−t)
−t− z
ρF (dt)
]
= DF + (−α− z)
[
−EF +
∫
(−∞,−α)
1− α− t
t− z
θˆ(dt)
]
for all z ∈ C \ (−∞,−α], where θˆ is the image measure of ρF under the transfor-
mation R0 : (α,+∞) → (−∞,−α) defined by R0(t) := −t. Because of DF ∈ C
q×q
≥
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and EF ∈ C
q×q
≥ , Thm. 10.7 yields then that G : C \ (−∞,−α] → C
q×q defined by
G(z) := −[F (−z)]∗ belongs to S [−1]
q;(−∞,−α] and that (DG, EG, ρG) = (DF , EF , θˆ).
(b) Let β ∈ R and let G ∈ S [−1]
q;(−∞,β]. In view of Thm. 10.7(a) and Prop. A.5, we have
then
−[G(−z)]∗ = −DG − (β + z)
[
−EG +
∫
(−∞,β)
1 + β − t
t+ z
ρG(dt)
]
= −DG + (z + β)
[
EG +
∫
(−∞,β)
1− t+ β
−t− z
ρG(dt)
]
= −DG + (z + β)
[
EG +
∫
(−β,+∞)
1 + t+ β
t− z
θ˜(dt)
]
for all z ∈ C \ [−β,+∞), where θ˜ is the image measure of ρG under the transfor-
mation T0 : (−∞, β) → (−β,+∞) defined by T0(t) := −t. Because of DG ∈ C
q×q
≥
and EG ∈ C
q×q
≥ , Thm. 6.10 yields then that F : C \ [−β,+∞) → C
q×q defined by
F (z) := −[G(−z)]∗ belongs to S [−1]
q;[−β,+∞) and that (DF , EF , ρF ) = (DG, EG, θ˜).
Corollary 10.9. Let β ∈ R. Then G : C \ (−∞, β] → Cq×q belongs to S
[−1]
q;(−∞,β] if and
only if Q : C \ (−∞, β]→ Cq×q defined by Q(z) = (β − z)−1G(z) belongs to Sq;(−∞,β].
Proof. From Rem. 10.8 we conclude that G belongs to S [−1]
q;(−∞,β] if and only if F : C \
[−β,+∞) → Cq×q defined by F (z) := −[G(−z)]∗ belongs to S [−1]
q;[−β,+∞). Cor. 6.11
yields that F belongs to S [−1]
q;[−β,+∞) if and only if P : C \ [−β,+∞) → C
q×q defined by
P (z) = (z + β)−1F (z) belongs to Sq;[−β,+∞). Since Q(z) = −[P (−z)]
∗ holds true for all
z ∈ C \ (−∞, β], we see by virtue of Rem. 7.7 that P belongs to Sq;[−β,+∞) if and only
if Q belongs to Sq;(−∞,β], which completes the proof.
Corollary 10.10. Let β ∈ R and let G ∈ S
[−1]
q;(−∞,β]. For all x1, x2 ∈ (β,+∞) with
x1 ≤ x2, then Oq×q ≤ G(x1) ≤ G(x2).
Proof. Using Thm. 10.7, we obtain G(x2)−G(x1) = (x2−x1)(EG+
∫
(−∞,β][(1+β−t)(β−
t)]/[(t− x2)(t− x1)]ρG(dt)) for all x1, x2 ∈ (β,+∞) with x1 ≤ x2, by direct calculation.
Since EG ∈ C
q×q
≥ and G(x) ∈ C
q×q
≥ for all x ∈ (β,+∞), thus the proof is complete.
Proposition 10.11. Let β ∈ R and let G ∈ S
[−1]
q;(−∞,β]. Then:
(a) If z ∈ C \ (−∞, β], then [G(z)]∗ = G(z).
(b) For all z ∈ C \ (−∞, β],
R(G(z)) = R(DG) +R(EG) +R(ρG((−∞, β))), (10.3)
N (G(z)) = N (DG) ∩N (EG) ∩ N (ρG((−∞, β))), (10.4)
40
10. Moore-Penrose inverses of functions belonging to the class Sq;(−∞,β]
and, in particular, R([G(z)]∗) = R(G(z)) and N ([G(z)]∗) = N (G(z)).
(c) Let r ∈ N0. Then the following statements are equivalent:
(i) rankG(z) = r for all z ∈ C \ (−∞, β].
(ii) There is some z0 ∈ C \ (−∞, β] such that rankG(z0) = r.
(iii) dim[R(DG) +R(EG) +R(ρG((−∞, β)))] = r.
Proof. (a) This can be concluded from the representation (10.2) in Thm. 10.7(a).
(b) According to Rem. 10.8(b), the function F : C \ [−β,+∞) → Cq×q defined by
F (z) := −[G(−z)]∗ belongs to S [−1]
q;[−β,+∞) and (DF , EF , ρF ) = (DG, EG, θ˜), where θ˜ is
the image measure of ρG under the transformation T0 : (−∞, β) → (−β,+∞) defined
by T0(t) := −t. In particular, ρF ((−β,+∞)) = ρG((−∞, β)). Prop. 6.14(b) yields
R([F (w)]∗) = R(F (w)) = R(DF ) + R(EF ) + R(ρF ((−β,+∞))) and N ([F (w)]
∗) =
N (F (w)) = N (DF ) ∩ N (EF ) ∩N (ρF ((−β,+∞))) for all w ∈ C \ [−β,+∞). We infer
R(G(z)) = R([F (−z)]∗) = R(DF ) +R(EF ) +R(ρF ((−β,+∞)))
= R(DG) +R(EG) +R(ρG((−∞, β)))
and, analogously, N (G(z)) = N (DG)∩N (EG)∩N (ρG((−∞, β))) for all z ∈ C\(−∞, β].
In view of (a), part (b) is proved.
(c) This is an immediate consequence of (b).
Corollary 10.12. Let β ∈ R, let G ∈ S
[−1]
q;(−∞,β], and let z0 ∈ C \ (−∞, β]. Then
G(z0) = Oq×q if and only if G(z) = Oq×q for all z ∈ C \ (−∞, β].
Proof. This is an immediate consequence of Prop. 10.11(c).
Corollary 10.13. Let β ∈ R, let G ∈ S
[−1]
q;(−∞,β], and let λ ∈ R be such that the matrix
DG − λIq is non-negative Hermitian. Then
R(G(z) − λIq) = R(G(w) − λIq) and N (G(z) − λIq) = N (G(w) − λIq) (10.5)
for every choice of z and w in C \ (−∞, β]. In particular, if λ ≤ 0, then λ is an
eigenvalue of the matrix G(z0) for some z0 ∈ C\(−∞, β] if and only if λ is an eigenvalue
of the matrix G(z) for all z ∈ C \ (−∞, β]. In this case, the eigenspaces N (G(z) − λIq)
are independent of z ∈ C \ (−∞, β].
Proof. In view of Thm. 10.7, we conclude that the function F : C \ (−∞, β] → Cq×q
defined by F (z) := G(z) − λIq belongs to S
[−1]
q;(−∞,β]. The application of Prop. 10.11(b)
to the function F yields then (10.5). Since the matrix DG is non-negative Hermitian,
we have DG − λIq ∈ C
q×q
≥ if λ ≤ 0. Thus, the remaining assertions are an immediate
consequence of (10.5).
Lemma 10.14. Let β ∈ R and G ∈ S
[−1]
q;(−∞,β]. Then G
† is holomorphic in C \ (−∞, β].
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Proof. In view of formulas (10.3) and (10.4), we obtain N (G(z)) = N (G(i)) and
R(G(z)) = R(G(i)) for all z ∈ C \ (−∞, β]. Thus, the application of [15, Prop. 8.4]
completes the proof.
The following result is an analogue of Thm. 6.18.
Theorem 10.15. Let β ∈ R and G : C \ (−∞, β] → Cq×q be a matrix-valued function.
Then G belongs to S
[−1]
q;(−∞,β] if and only if F := −G
† belongs to Sq;(−∞,β].
Proof. From Rem. 10.8 we get that G belongs to S [−1]
q;(−∞,β] if and only if Q : C \
[−β,+∞) → Cq×q defined by Q(z) := −[G(−z)]∗ belongs to S [−1]
q;[−β,+∞). Thm. 6.18
yields that Q belongs to S [−1]
q;[−β,+∞) if and only if P := −Q
† belongs to Sq;[−β,+∞). Since
F (z) = −[P (−z)]∗ is true for all z ∈ C \ (−∞, β], we see from Rem. 7.7 that P belongs
to Sq;[−β,+∞) if and only if F belongs to Sq;(−∞,β], which completes the proof.
A. Some considerations on non-negative Hermitian
measures
In this appendix, we summarize some facts on integration with respect to non-negative
Hermitian measures. For each non-negative Hermitian q × q measure µ = (µjk)
q
j,k=1 on
a measurable space (Ω,A), we denote by L1(Ω,A, µ;C) the set of all A-BC-measurable
functions f : Ω → C such that the integral
∫
Ω fdµ exists, i. e. that
∫
Ω|f |dµ˜jk < ∞ for
every choice of j, k ∈ Z1,q, where µ˜jk is the variation of the complex measure µjk.
For each A ∈ Cq×q, let trA be the trace of A.
Remark A.1. Let µ be a non-negative Hermitian measure on a measurable space (Ω,A),
let τ := trµ be the trace measure of µ, and let f : Ω → C be an A-BC-measurable
function. Then f belongs to L1(Ω,A, µ;C) if and only if f belongs to L1(Ω,A, τ ;C).
Remark A.2. Let µ be a non-negative Hermitian q × q measure on a measurable space
(Ω,A) and let u ∈ Cq. Then ν := u∗µu is a finite measure on (Ω,A) which is absolutely
continuous with respect to the trace measure of µ. If f belongs to L1(Ω,A, µ;C), then∫
Ω|f |dν <∞ and
∫
Ω fdν = u
∗(
∫
Ω fdµ)u.
Remark A.3. Let µ be a non-negative Hermitian q × q measure on a measurable space
(Ω,A). An A-BC-measurable function f : Ω→ C belongs to L1(Ω,A, µ;C) if and only if∫
Ω|f |d(u
∗µu) <∞ for all u ∈ Cq.
Lemma A.4 (cf. [11, Lem. B.2]). Let (Ω,A) be a measurable space, let σ be a non-
negative Hermitian q × q measure on (Ω,A), and let τ be the trace measure of σ. Then:
(a) If f ∈ L1(Ω,A, σ;C), then R(
∫
Ω fdσ) ⊆ R(σ(Ω)) and N (σ(Ω)) ⊆ N (
∫
Ω fdσ).
(b) If f ∈ L1(Ω,A, σ;C) fulfills τ({f /∈ (0,+∞)}) = 0, then R(
∫
Ω fdσ) = R(σ(Ω))
and N (σ(Ω)) = N (
∫
Ω fdσ).
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Proposition A.5 ( [12, Prop. B.1]). Let (Ω,A) and (Ω˜, A˜) be measurable spaces and let
µ be a non-negative Hermitian q × q measure on (Ω,A). Further, let T : Ω → Ω˜ be an
A-A˜-measurable mapping. Then T (µ) : A˜ → Cq×q defined by [T (µ)](A˜) := µ(T−1(A˜))
is a non-negative Hermitian q × q measure on (Ω˜, A˜). Furthermore, if f˜ : Ω˜ → C
is an A˜-BC-measurable mapping, then f˜ ∈ L
1(Ω˜, A˜, T (µ);C) if and only if f˜ ◦ T ∈
L1(Ω,A, µ;C). If f˜ belongs to L1(Ω˜, A˜, T (µ);C), then
∫
A˜
f˜d[T (µ)] =
∫
T−1(A˜)(f˜ ◦ T )dµ
for all A˜ ∈ A˜.
Proposition A.6 (Lebesgue’s dominated convergence for non-negative Hermitian mea-
sures). Let µ be a non-negative Hermitian q × q measure on a measurable space (Ω,A)
with trace measure τ . For all n ∈ N, let fn : Ω → C be an A-BC-measurable func-
tion. Let f : Ω→ C be an A-BC-measurable function and let g ∈ L
1(Ω,A, µ;C) be such
that limn→+∞ fn(ω) = f(ω) for τ -a. a. ω ∈ Ω and that |fn(ω)| ≤ |g(ω)| for all n ∈ N
and τ -a. a. ω ∈ Ω. Then f ∈ L1(Ω,A, µ;C), fn ∈ L
1(Ω,A, µ;C) for all n ∈ N, and
limn→+∞
∫
Ω fndµ =
∫
Ω fdµ.
Proof. Let u ∈ Cq and let ν := u∗µu. According to Rem. A.2, then ν is a finite measure on
(Ω,A) which is absolutely continuous with respect to τ and
∫
Ω|g|dν <∞. In particular,
limn→+∞ fn(ω) = f(ω) for ν-a. a. ω ∈ Ω and |fn(ω)| ≤ |g(ω)| for all n ∈ N and ν-a. a.
ω ∈ Ω. Thus, Lebesgue’s dominated convergence theorem provides us
∫
Ω|f |dν < ∞,∫
Ω|fn|dν < ∞ for all n ∈ N, and limn→+∞
∫
Ω fndν =
∫
Ω fdν. Since u ∈ C
q was
arbitrarily chosen, f ∈ L1(Ω,A, µ;C) and fn ∈ L1(Ω,A, µ;C) for all n ∈ N follow by
virtue of Rem. A.3. Thus, using Rem. A.2, we get limn→+∞ u∗(
∫
Ω fndµ)u = u
∗(
∫
Ω fdµ)u
for all u ∈ Cq. Hence, limn→+∞
∫
Ω fndµ =
∫
Ω fdµ holds true.
Remark A.7. If A ∈ Cq×q is such that ImA ∈ Cq×q≥ , then N (A) ⊆ N (ImA) (see,
e. g. [10, Lem. A.10]).
Lemma A.8. Let Ω be a non-empty closed subset of R, let σ ∈ Mq≥(Ω), and let τ be
the trace measure of σ. Then:
(a) For each w ∈ C \Ω, the function gw : Ω→ C defined by gw(t) := 1/(t−w) belongs
to L1(Ω,BΩ, σ;C).
(b) The matrix-valued function S : C \ Ω → Cq×q given by S(w) :=
∫
Ω gwdσ satisfies
R(S(z)) = R(σ(Ω)) and, in particular, rankS(z) = rankσ(Ω) for each z ∈ C \
[inf Ω, supΩ].
(c) −i limy→+∞ yS(iy) = σ(Ω).
Proof. Part (a) is readily checked. In particular, the function S is well defined. Let
z ∈ C \ [inf Ω, supΩ]. From Lem. A.4(a) we get then
R(S(z)) = R
(∫
Ω
gzdσ
)
⊆ R(σ(Ω)).
Thus, in order to prove part (b), it remains to verify that R(σ(Ω)) ⊆ R(S(z)), i. e., that
N (S∗(z)) ⊆ N (σ(Ω)) (A.1)
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is true. Part (a) implies
Im gz ∈ L
1(Ω,BΩ, σ;C). (A.2)
For each t ∈ Ω, one can easily check the equations
gz(t) =
t− z
|t− z|2
, gz(t) =
t− z
|t− z|2
, and Im gz(t) =
Im z
|t− z|2
. (A.3)
First we consider the case that z belongs to Π+. In view of Im(−S∗(z)) = ImS(z) =∫
Ω Im gzdσ and (A.3), we see that the matrix Im(−S
∗(z)) is non-negative Hermitian.
Rem. A.7 and (A.3) yield then
N (S∗(z)) = N (−S∗(z)) ⊆ N (Im(−S∗(z))) = N
(∫
Ω
Im gzdσ
)
. (A.4)
From (A.3) we know that τ({Im gz ∈ (−∞, 0]}) = τ(∅) = 0. Taking into account (A.2)
and Lem. A.4(b), then
N
(∫
Ω
Im gzdσ
)
= N (σ(Ω)) (A.5)
follows. Combining (A.4) and (A.5) we obtain (A.1).
Now we study the case that z belongs to Π−. By virtue of
ImS∗(z) = − ImS(z) =
∫
Ω
(− Im gz)dσ (A.6)
and (A.3), the matrix ImS∗(z) belongs to Cq×q≥ . Hence, Rem. A.7 and (A.6) yield
N (S∗(z)) ⊆ N (ImS∗(z)) = N
(∫
Ω
(− Im gz)dσ
)
. (A.7)
Because of (A.3), we have τ({− Im gz ∈ (−∞, 0]}) = τ(∅) = 0. Thus, using (A.2) and
Lem. A.4(b), we have N (
∫
Ω(− Im gz)dσ) = N (σ(Ω)). Taking into account (A.7), this
implies (A.1).
Now we discuss the case that inf Ω > −∞ and that z ∈ (−∞, inf Ω). In view of t ∈ Ω
and (A.3), we have then τ({gz ∈ (−∞, 0]}) = τ(∅) = 0. Since one can see from part (a)
that gz belongs to L1(Ω,BΩ, σ;C), application of Lem. A.4(b) provides us then
N (S∗(z)) = N
(∫
Ω
gzdσ
)
= N (σ(Ω)).
Hence, (A.1) is valid. Similarly, in the case that supΩ < +∞ and z ∈ (supΩ,+∞) hold,
we get that (A.1) is fulfilled. Thus (A.1) is verified for each z ∈ C \ [inf Ω, supΩ].
(c) For each y ∈ (0,+∞) and each t ∈ Ω, we have Re((−iy)/(t − iy)) = y2/(t2 + y2),
Im((−iy)/(t− iy)) = −yt/(t2 + y2), and |(−iy)/(t− iy)| ≤ 1. From Prop. A.6 we obtain
then
σ(Ω) =
∫
Ω
1dσ = lim
y→+∞
∫
Ω
−iy
t− iy
σ(dt) = −i lim
y→+∞
yS(iy).
44
References
References
[1] Y. Arlinskii, S. Belyi, and E. Tsekanovskii. Conservative realizations of Herglotz-
Nevanlinna functions, volume 217 of Operator Theory: Advances and Applications.
Birkhäuser/Springer Basel AG, Basel, 2011.
[2] N. Aronszajn and W. F. Donoghue. A supplement to the paper on exponential
representations of analytic functions in the upper half-plane with positive imaginary
part. J. Analyse Math., 12:113–127, 1964.
[3] S. L. Campbell and C. D. Meyer, Jr. Generalized inverses of linear transformations.
Dover Publications Inc., New York, 1991. Corrected reprint of the 1979 original.
[4] A. E. Choque Rivero, Yu. M. Dyukarev, B. Fritzsche, and B. Kirstein. A trun-
cated matricial moment problem on a finite interval. In Interpolation, Schur func-
tions and moment problems, volume 165 of Oper. Theory Adv. Appl., pages 121–173.
Birkhäuser, Basel, 2006.
[5] V. K. Dubovoj, B. Fritzsche, and B. Kirstein. Matricial version of the classical Schur
problem, volume 129 of Teubner-Texte zur Mathematik [Teubner Texts in Mathemat-
ics]. B. G. Teubner Verlagsgesellschaft mbH, Stuttgart, 1992. With German, French
and Russian summaries.
[6] Yu. M. Dyukarev. Multiplicative and additive Stieltjes classes of analytic matrix-
valued functions and interpolation problems connected with them. II. Teor. Funktsi˘ı
Funktsional. Anal. i Prilozhen., (38):40–48, 127, 1982.
[7] Yu. M. Dyukarev and V. È. Katsnel′son. Multiplicative and additive Stieltjes classes
of analytic matrix-valued functions and interpolation problems connected with them.
I. Teor. Funktsi˘ı Funktsional. Anal. i Prilozhen., (36):13–27, 126, 1981.
[8] Yu. M. Dyukarev and V. È. Katsnel′son. Multiplicative and additive Stieltjes
classes of analytic matrix-valued functions, and interpolation problems connected
with them. III. Teor. Funktsi˘ı Funktsional. Anal. i Prilozhen., (41):64–70, 1984.
[9] J. Elstrodt. Maß- und Integrationstheorie. Springer-Lehrbuch. [Springer Textbook].
Springer-Verlag, Berlin, fourth edition, 2005. Grundwissen Mathematik. [Basic
Knowledge in Mathematics].
[10] B. Fritzsche, B. Kirstein, A. Lasarow, and A. Rahn. On reciprocal sequences of
matricial Carathéodory sequences and associated matrix functions. In Interpolation,
Schur functions and moment problems. II, volume 226 of Oper. Theory Adv. Appl.,
pages 57–115. Birkhäuser/Springer Basel AG, Basel, 2012.
[11] B. Fritzsche, B. Kirstein, and C. Mädler. On matrix-valued Herglotz-Nevanlinna
functions with an emphasis on particular subclasses. Math. Nachr., 285(14-15):1770–
1790, 2012.
45
References
[12] B. Fritzsche, B. Kirstein, and C. Mädler. Transformations of matricial α-Stieltjes
non-negative definite sequences. Linear Algebra Appl., 439(12):3893–3933, 2013.
[13] B. Fritzsche, B. Kirstein, and C. Mädler. On a simultaneous approach to the even
and odd truncated matricial Hamburger moment problems. In Recent Advances in
Inverse Scattering, Schur Analysis and Stochastic Processes, volume 244 of Oper.
Theory Adv. Appl., pages 181–285. Birkhäuser/Springer Basel AG, Basel, 2015.
[14] B. Fritzsche, B. Kirstein, C. Mädler, and T. Schwarz. On a Schur-type algorithm
for sequences of complex p × q-matrices and its interrelations with the canonical
Hankel parametrization. In Interpolation, Schur functions and moment problems.
II, volume 226 of Oper. Theory Adv. Appl., pages 117–192. Birkhäuser/Springer
Basel AG, Basel, 2012.
[15] B. Fritzsche, B. Kirstein, C. Mädler, and T. Schwarz. On the concept of invertibility
for sequences of complex p × q-matrices and its application to holomorphic p × q-
matrix-valued functions. In Interpolation, Schur functions and moment problems.
II, volume 226 of Oper. Theory Adv. Appl., pages 9–56. Birkhäuser/Springer Basel
AG, Basel, 2012.
[16] F. Gesztesy and E. Tsekanovskii. On matrix-valued Herglotz functions. Math.
Nachr., 218:61–138, 2000.
[17] I. S. Kats and M. G. Kre˘ın. R-functions—analytic functions mapping the upper
halfplane into itself (Russian). Appendix I in F. V. Atkinson. Diskretnye i nepre-
ryvnye granichnye zadachi.Translated from the English by I. S. Iohvidov and G. A.
Karal′nik. Edited and supplemented by I. S. Kats and M. G. Kre˘ın. Izdat. “Mir”,
Moscow, 1968. English translation in American Mathematical Society Translations,
Series 2. Vol. 103: Nine papers in analysis.American Mathematical Society, Provi-
dence, R.I., 1974, pages 1–18.
[18] V. Katsnelson. Stieltjes functions and Hurwitz stable entire functions. Complex
Anal. Oper. Theory, 5(2):611–630, 2011.
[19] M. G. Kre˘ın and A. A. Nudel′man. The Markov moment problem and extremal prob-
lems. American Mathematical Society, Providence, R.I., 1977. Ideas and problems
of P. L. Čebyšev and A. A. Markov and their further development, Translated from
the Russian by D. Louvish, Translations of Mathematical Monographs, Vol. 50.
[20] H. Schwerdtfeger. Introduction to Linear Algebra and the Theory of Matrices. P.
Noordhoff, Groningen, 1950.
Universität Leipzig
Fakultät für Mathematik und Informatik
PF 10 09 20
D-04009 Leipzig
fritzsche@math.uni-leipzig.de
kirstein@math.uni-leipzig.de
maedler@math.uni-leipzig.de
46
