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ANA´LISIS DE CONGLOMERADOS EN ESTACIONES PLUVIOME´TRICAS
MEDIANTE EL EXPONENTE DE HURST Y VARIOGRAMAS EN LA CUENCA RI´O
SAN JUAN
por Francisco Gerardo Benavides Bravo
Un tema importante en el estudio del comportamiento de las series temporales y, en
particular, series de tiempo meteorolo´gicas, es la dependencia a largo plazo. En esta tesis se
analiza el comportamiento de las variaciones de precipitacio´n en diferentes perı´odos, utili-
zando el ana´lisis de las correlaciones de largo alcance. Variogramas y exponente de Hurst se
aplicaron a los datos histo´ricos de diferentes estaciones pluviome´tricas de la cuenca del rı´o
San Juan, en la regio´n hidrogra´ﬁca RH-24 Me´xico. La base de datos fue proporcionada por
la Comisio´n Nacional del Agua (CONAGUA). A los variogramas, se les obtuvo el exponente
de Hurst y se utilizo´ como una entrada para llevar a cabo un ana´lisis de agrupamiento de
estaciones de lluvia. Grupos de muestras homoge´neas que pueden ser u´tiles en un ana´lisis
de frecuencia regional se obtuvieron a trave´s del proceso.
Palabras clave: Series de Tiempo, correlaciones de Largo-alcance, lluvia, semivariogramas,
exponente de Hurst, ana´lisis de clu´sters.
Software: Matlab, GNU-R
An important topic in the study of the time series behavior and, in particular, me-
teorological time series, is the long-range dependence. This thesis explores the behavior of
rainfall variations in different periods, using long-range correlations analysis. Variograms
and Hurst exponent were applied to historical data in different pluviometric stations of
the rı´o San Juan watershead, at the hydrographic RH-24 Mexico region. The database was
provided by the Water National Commission (CONAGUA). Using the semivariograms, the
Hurst exponent was obtained and used as an input to perform a cluster analysis of rain-
fall stations. Groups of homogeneous samples that might be useful in a regional frequency
analysis were obtained through the process.
Keywords: Time series, Long-range correlations, rainfall, semivariogram, Hurst exponent,
cluster analysis
Software: Matlab, GNU-R
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Introduccio´n
5Introduccio´n
El comportamiento de las diversas variables climatolo´gicas, en el tiempo y en el espa-
cio, han llamado la atencio´n del ser humano desde la antigu¨edad, ya que estas condicionan
parte del medio ambiente en el cual este desarrolla sus actividades.
El presente trabajo tiene la ﬁnalidad de analizar el comportamiento de 33 estaciones
pluviome´tricas instaladas en la regio´n hidrolo´gica rı´o Bravo-San Juan (RH-24) o cuenca del
rı´o San Juan, y efectuar una clasiﬁcacio´n de acuerdo a sus caracterı´sticas de comportamien-
to de estas.
La particio´n espacial de un conjunto de estaciones en grupos sustancialmente ho-
moge´neos con respecto a para´metros similares, facilita estudios posteriores de variabilida-
des en el tiempo o correlaciones con otras variables externas. Particularmente, la clasiﬁca-
cio´n de estas, segu´n su ciclo anual, conduce a la obtencio´n de una regionalizacio´n segu´n
el re´gimen de lluvias. Esta regionalizacio´n puede ser u´til en la bu´squeda de relaciones con
agentes fı´sicos externos a la hora de ajustar prono´sticos, y quiza´ en mu´ltiples aplicaciones
hidrolo´gicas.
La mayor parte de los me´todos de regionalizacio´n desarrollados se efectu´a mediante
el ana´lisis estadı´stico de frecuencias de ma´ximos de una variable hidrolo´gica. La estima-
cio´n de para´metros, a partir de una muestra pequen˜a, presenta diﬁcultades debido a la
incertidumbre existente respecto a su representatividad. Es incierto efectuar ana´lisis de
dispersiones o de coeﬁcientes de variacio´n debido a que las bases de datos son irregulares,
y establecer relaciones entre estaciones es casi fortuito. Lo anterior conduce a me´todos que
asumen una regio´n homoge´nea respecto a ciertas caracterı´sticas estadı´sticas, lo que permi-
te aprovechar el conjunto de informacio´n disponible en la regio´n. La fase ma´s importante
en la utilizacio´n de informacio´n regional, es la de deﬁnir las estaciones de precipitacio´n
que se consideran similares entre sı´, y que puedan ser agrupadas segu´n el grado de he-
terogeneidad que se quiera asumir para tener un beneﬁcio en el tratamiento conjunto de
la informacio´n. Aunque no existe un procedimiento que asegure correctamente la deﬁni-
cio´n de una regio´n para el ana´lisis de precipitacio´n, Lettenmaier y Potter (1985), reportan
las ventajas de agrupar los datos de precipitacio´n ma´xima de distintas estaciones con coe-
ﬁcientes de variacio´n (Cv = σ/x¯, σ = desviacio´n tı´pica, x¯ = media) bajos y homoge´neos
haciendo referencia a la relacio´n entre el taman˜o de la media y la variabilidad de la varia-
ble. En los ana´lisis de precipitacio´n ma´xima, la mayorı´a de los me´todos toma como base la
regionalizacio´n.
Una parte de la teorı´a de eventos extremos se basa en el supuesto de que dichos valo-
res se extraen de poblaciones ide´nticas, independientes e igualmente distribuidas (iid) ya
que esto simpliﬁca las operaciones de muchos me´todos estadı´sticos. Estas condiciones no
se cumplen en las series de tiempo meteorolo´gicas porque comu´nmente muestran estacio-
nalidades y dependencias.
En el caso de una serie estacionaria, se remedia el problema de la dependencia ana-
lizando la serie en bloques. Esto se justiﬁca con el hecho que los valores extremos de cada
6bloque tienden a volverse independientes entre sı´ conforme aumenta el taman˜o de los blo-
ques.
Por ejemplo, una serie de temperaturas horarias muestra la correlacio´n fuerte del
ciclo diurno. Si se toman bloques de un dı´a, los valores extremos diarios muestran una
correlacio´n menor pero apreciable, durante tı´picamente varios dı´as. Si los bloques son de
un mes, la correlacio´n entre los eventos extremos se pierde y se puede suponer que se
cumple la condicio´n de independencia, Javier Soley, Noviembre, 2010[1].
En el ana´lisis de excedencias, las dependencias entre las poblaciones pueden producir
que las excedencias de eventos extremos ocurran en grupos o cu´mulos y no aleatoriamente.
En este caso, se debe buscar una manera de identiﬁcar los grupos o cu´mulos dejando, para
el ana´lisis, u´nicamente el valor ma´ximo de cada grupo o cu´mulo.
Una serie temporal, que no es otra cosa ma´s que una sucesio´n de valores de una
variable observada en intervalos de tiempo igualmente espaciados y que generalmente es
aleatoria, puede verse inﬂuenciada por como fueron almacenados sus registros histo´ricos;
mensual, bimestral, trimestral, semestral, dı´as, horas, etc. A este tipo de series le llamare-
mos “estacionales” ya que esa manera de registrarlos las afecta.
Se dice que estas poseen tendencia, cuando observamos cierto comportamiento en
ellas o cuando sus valores oscilan alrededor de curvas que podemos modelar mediante una
ecuacio´n y la cual nos permite establecer criterios como, el de estacionalidad, creciente o´
decreciente, tendencia, ciclicidad o aleatoriedad.
En nuestro trabajo, las series de tiempo son registros histo´ricos que fueron analizadas
con el intere´s de particionar la regio´n en conglomerados, esto es, regiones que poseen un
comportamiento similar, ajustando una funcio´n de probabilidad que permita caracterizar-
los.
El caso de las series estacionales no es tan simple, ya que no existe una metodo-
logı´a general. Un me´todo para analizar una serie estacional es asignarle una dependencia
en tiempo a los para´metros de la distribucio´n de probabilidad con la que se modelan los
datos. Por ejemplo, una serie de varianza constante y con un valor medio que varı´a en
tiempo, podrı´a modelarse con una distribucio´n normal N (a0 + a1t + a2t
2;σ2 ) y calcular los
coeﬁcientes ai , usando te´cnicas de ma´xima verosimilitud.
En otros casos es posible analizar la serie, dividie´ndola en segmentos o estacionesma´s
pequen˜as, ya que la funcio´n de ma´xima verosimilitud puede subdividirse para tomarlas en
cuenta. Por ejemplo, una serie que muestra variaciones fuertes durante el an˜o podrı´a sub-
dividirse en los 12 meses del an˜o y plantear la funcio´n de verosimilitud como un producto
de doce funciones (una para cada mes).
La complejidad de los modelos medioambientales es que virtualmente cualquier pro-
ceso fı´sico lleva consigo una variabilidad en el espacio y tiempo, ya que la interaccio´n su-
pone que los casos cercanos esta´n en el espacio. Se disponen de datos que se revisaron
buscando cierto patro´n espacial mediante observaciones gra´ﬁcas.
7Esto puede permitir apreciar cierto comportamiento y analizar ma´s a fondo perı´odos
particulares en donde se pueda hacer un mejor ana´lisis, o bien, una clasiﬁcacio´n de zo-
nas homoge´neas, que formen conglomerados o clu´steres espaciales, adema´s, si observamos
los acumulados de algunos meses, nos permite decir que si, en algu´n perı´odo particular,
despue´s de ciertos acumulados mensuales, se le agrega la presencia de un evento extremo,
puede ocurrir una avenida de agua como las ocurridas con los huracanes, Beulah, Gilberto
y Alex.
En particular, nuestro trabajo se centrara´ en efectuar conglomerados de las estacio-
nes pluviome´tricas con similares comportamientos, utilizando para ello el exponente de
Hurst, aplica´ndolo a los datos de manera directa ası´ como a su variograma, caracterizare-
mos distribuciones de probabilidad a cada una de las estaciones pluviome´tricas llevando
a cabo conglomerados, efectuaremos simulaciones que analizaremos con me´todos como
el modelo autorregresivo de promedio mo´vil o ARMA (acro´nimo del ingle´s autoregressive
moving average), y compararemos estos nuevos conglomerados de la simulacio´n con los
conglomerados originales mediante el coeﬁciente de Jaccard para analizar semejanza entre
los conglomerados simulados y originales, tanto de manera directa a los datos ası´ como a
los variogramas mediante el exponente de Hurst, se efectuaran particiones que llamaremos
naturales, esto es, ordenamientos de menor a mayor y tambie´n utilizaremos el me´todo de
k-medias para investigar cual es el ma´s eﬁciente.
El variograma, utilizado en la Geoestadı´stica impulsada por George Matheron[2]
(1930-2000), es una te´cnica que se aplico´ a nuestros datos la cual permitio´ observar un
suavizamiento en las series de tiempo, se opto´ por medir esa variabilidad aplicando un
ana´lisis de fractalidad o´ ana´lisis de Reescalado, encontrando ası´ el denominado exponen-
te de Hurst[3], que permite medir dicha variabilidad y capturar su magnitud, con la cual
generaremos intervalos de valores nume´ricos y por ana´lisis de jerarquizacio´n de k-medias,
conjeturando que, aquellos que este´n en ciertos intervalos, poseen caracterı´sticas semejan-
tes, y con ello poder clasiﬁcar en conglomerados las estaciones que fueron analizadas.
La Comisio´n Nacional del Agua (CONAGUA), organismo administrativo desconcen-
tralizado de la Secretarı´a de Medio Ambiente y Recursos Naturales, creado en 1989 con
la responsabilidad de administrar, regular, controlar y proteger las aguas nacionales en
el paı´s, proporciono´ las bases de datos de 41 estaciones pluviome´tricas distribuidas en la
cuenca del rı´o San Juan que fue la zona de estudio elegida para el presente trabajo. Las
estaciones constan de datos desde 1980 hasta el 2012, distribuidos en meses.
Aquı´ se propone establecer una metodologı´a para identiﬁcar comportamiento simi-
lar en estaciones pluviome´tricas, analizando los datos de los registros histo´ricos de estas,
aplicando ı´ndices de fractalidad, el exponente de Hurst, tanto a los datos directos como a
los variogramas de estos y que nos permitira´ llevar a cabo una conglomeracio´n de estacio-
nes. Una vez hecho esto, se estimara´ los para´metros de comportamiento como: promedio,
desviacio´n, curtosis y asimetrı´a, mediante L-Momentos, para proponer una funcio´n de pro-
babilidad que los caracterice.
8Organizaco´n de la tesis
A lo largo de los pro´ximos capı´tulos se emplea una terminologı´a que es importante
aclarar para una correcta comprensio´n de los mismos. El elemento fundamental de ana´lisis
considerado en esta investigacio´n son las series temporales representadas por un conjunto
de datos con estructura compleja y cuando se habla de estos se hace referencia al conjunto
de todos aquellos atributos propios de cada una de las 33 estaciones que se analizo´. La or-
ganizacio´n de esta tesis comprendera´ lo siguiente:
Capı´tulo 1 Introduccio´n, antecedentes, descripcio´n del problema, justiﬁcacio´n.
Capı´tulo 2Metodologı´a aplicada en el desarrollo de la Tesis.
Capı´tulo 3 Presentacio´n de Resultados. Aquı´ se discuten las contribuciones del presente
trabajo.
Capı´tulo 4 Conclusiones.
Anexos
∗ Se presenta una explicacio´n breve de la revisio´n de los datos y su ﬁltracio´n para llevar a
cabo el ana´lisis. ∗ Introduccio´n a las series de tiempo.
∗ Explicacio´n de Fractales.
∗ Explicacio´n de variogramas, te´cnica aplicada a la presente investigacio´n.
∗ Rango reescalado, te´cnica aplicada posteriormente a los variogramas para la obtencio´n
del exponente de fractalidad.
∗ Se esboza el porque establecer una clasiﬁcacio´n de regiones homoge´neas utilizando el
exponente de Hurst[3].
∗Aplicacio´n de L-momentos, utilizados para calcular, ubicacio´n, asimetrı´a y curtosis, para´me-
tros necesarios para el ajuste de una funcio´n de probabilidad.
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1.1. Antecedentes y descripcio´n del problema.
En Me´xico existen 722 cuencas de aguas superﬁciales y 653 acuı´feros agrupadas en
37 regiones hidrolo´gicas y 13 gerencias regionales administrativas de la CONAGUA con
numerosas estaciones pluviome´tricas como se muestra en la Fig.1.1.
Figura 1.1: Estaciones pluviome´tricas de Me´xico. Imagen obtenida de:“Google
Earth”
La cuenca del rı´o San Juan integra diversos centros urbanos, entre los cuales se en-
cuentra la Ciudad deMonterrey, con su a´rea metropolitana, y Saltillo (capital de Coahuila),
que en conjunto a las zonas citrı´colas y agrı´colas conforman un sistema econo´mico que es
crı´tico tanto para la regio´n como para el paı´s. En el Anexo 6.1 damos una descripcio´n de la
ubicacio´n de la cuenca del rı´o San Juan.
Eventos atı´picos han mostrado lo susceptible de la regio´n ante feno´menos extremos
como el caso de los huracanes, Beulah en 1967, Gilberto en 1988, Emily en 2005 y el ocu-
rrido ma´s recientemente, Alex, en el 2010.
Este tipo de riesgos hidrolo´gicos ocasionales de grandes avenidas, junto a otro ries-
go de grandes sequı´as, conforman parte de los comportamientos extremos de la zona de
ana´lisis.
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Si se desea lograr una mejor planiﬁcacio´n urbana, elaboracio´n de planes de contin-
gencia y paliacio´n de riesgos, se requiere contar con controles regionales del perﬁl de riesgo
de estos comportamientos extremos.
Entre las estrategias de ana´lisis de riesgo se encuentra la modelacio´n espacial de
niveles de precipitacio´n para diferentes perı´odos en las zonas bajo estudio.
En esta investigacio´n, se realizo´ una revisio´n de la informacio´n histo´rica proveniente
de 41 bases de datos que dan seguimiento a las estaciones meteorolo´gicas de la cuenca del
rı´o San Juan. Cada estacio´n esta caracterizada por su ciclo anual en un perı´odo de 1984-
2011. De estas 41 estaciones se seleccionaron 33 debido a que algunas poseen menos de
esta informacio´n y otras que dentro de ese perı´odo carecen de algunos an˜os de registro. Los
datos fueron recopilados por la CONAGUA. Se observo´ el comportamiento de las diferentes
estaciones y se efectuo´ un ana´lisis de fractalidad y se agrupo´ en conglomerados mediante el
exponente de Hurst, tambie´n se calculo´ los variograma de estas y se agruparon mediante el
exponente de Hurst. El ajuste demodelos probabilı´sticos nos permite efectuar simulaciones
y validar si es recomendable esta metodologı´a para prono´sticos de precipitacio´n de lluvias
para distintos perı´odos de intere´s.
Los feno´menos extremos causados por precipitaciones en la regio´n generalmente ocu-
rren en verano y oton˜o.
Estas lluvias esta´n asociadas a la inﬂuencia de sistemas atmosfe´ricos de gran escala,
como la zona de convergencia intertropical y los vientos alisios, ası´ como a sistemas tran-
sitorios y ciclones tropicales. La zona intertropical de convergencia es una regio´n de bajas
presiones alrededor del globo y cercan al Ecuador, donde tiene lugar el encuentro de los
vientos del este (alisios) provenientes de cada hemisferio, eso da lugar a movimiento de
ascenso de las masa de aire y a una abundante precipitacio´n.
El decir feno´meno extremo, es como sino´nimo de acontecimiento poco comu´n bajo la
perspectiva humana. Sin embargo, la formacio´n de una gota de lluvia es un feno´meno na-
tural de la misma manera que un huraca´n, esta expresio´n tambie´n se reﬁere, en general, a
los peligrosos feno´menos naturales tambie´n llamados “desastres naturales”, la lluvia, por
ejemplo, no es en sı´ un “desastre”, pero, “puede serlo”, dependiendo de la perspectiva hu-
mana, si ciertas condiciones se reu´nen. La mala planiﬁcacio´n urbana, con la construccio´n
de estructuras en lugares vulnerables e inundaciones, puede causar efectos desastrosos pa-
ra los seres humanos. Los huracanes, como un factor importante de las lluvias de verano en
Me´xico, se les asocia con este tipo de situaciones de desastre y pe´rdida de vidas humanas,
constituyen los principales sistemas productores de lluvia en verano para regiones como
el noreste del paı´s. Un caso de este tipo ocurre cuando el ﬂujo que acompan˜a a un ciclo´n
tropical choca con una cadena de montan˜as, lo que produce un ascenso de la masa de ai-
re cargada de humedad, causando una magniﬁcacio´n del proceso convectivo. Ejemplos de
esta situacio´n se presentaron en Nuevo Leo´n y Tamaulipas durante el huraca´n Gilberto en
septiembre de 1988, el huraca´n Paulina (afectando a Guerrero y Oaxaca) en 1997 y Alex en
2010. Las inundaciones extraordinarias, ası´ como la persistencia de la sequı´a en grandes
extensiones de la repu´blica, es lo que motiva a efectuar algunos planteamientos que pue-
den servir para entender mejor estos feno´menos y, con esa base, disminuir los dan˜os que se
derivan de los escurrimientos extremos.
Capı´tulo 1. Introduccio´n 11
En el estudio de los escurrimientos ma´ximos por precipitaciones extremas, las inun-
daciones constituyen la principal preocupacio´n. Dependiendo de su duracio´n, la magnitud
de las a´reas afectadas y el tipo de afectacio´n, las inundaciones provocadas por lluvias inten-
sas en cuencas con respuesta ra´pida provocan los denominados “flash floods”(inundaciones
repentinas), los cuales se acompan˜an casi siempre de una gran cantidad de lodo. Algunas
de estas se han presentado en el Valle de Me´xico, en el arroyo Topo Chico y Santa Catarina
en Monterrey y en las serranı´as de Puebla y Veracruz.
Inundaciones de larga duracio´n, por la lentitud con que se producen, causan lamen-
tablemente pe´rdidas humanas e importantes pe´rdidas econo´micas tanto en zonas urbanas
como en zonas rurales. Encharcamientos se presentan casi siempre en sectores urbanos,
cuya principal consecuencia es el retraso en el desarrollo de las actividades productivas de
la poblacio´n.
Dada la diversidad de caracterı´sticas de aquellas avenidas que pueden producir inun-
daciones de distinto tipo, el problema de la estimacio´n del riesgo es complejo y es necesario
caracterizarlo ya que esto permitirı´a disen˜ar una polı´tica de contingencia o mitigacio´n de
los dan˜os con medidas preventivas o resolutivas.
Debido a los riesgos presentados anteriormente es necesario realizar estudios regio-
nales de lluvias extremas. Al llevar a cabo el estudio regional, es necesario identiﬁcar los
sitios similares y agruparlos en conglomerados y, de acuerdo con el tipo de afectacio´n,
analizar con probabilidades los registros histo´ricos con objeto de deﬁnir, en cada caso, la
probabilidad de que en un an˜o cualquiera se presente una inundacio´n asociada a una lluvia
extrema o cua´l sera´ el nivel de retorno correspondiente.
Para la modelacio´n de estos feno´menos se puede utilizar la metodologı´a de ana´lisis
regional de frecuencias, modelos jera´rquicos basados en estadı´stica bayesiana y procesos
max-estables. En el Anexo 6.2 damos una breve explicacio´n del porque es requerido di-
ferentes ana´lisis al respecto. El primero de ellos ha sido aplicado en estudios en EE.UU,
el Noroeste de Me´xico, Chile, Turquı´a y algunas regiones de Europa. Este ana´lisis permi-
te realizar predicciones decrecientes, es decir, estimaciones asociadas a una determinada
probabilidad de excedencia, con base en todos los datos observados en varias estaciones
hidrome´tricas de una regio´n.
La condicio´n implı´cita en este planteamiento es que las estaciones utilizadas sean
homoge´neas en algu´n sentido estadı´stico-hidrolo´gico. Las pruebas de homogeneidad re-
gional han evolucionado bastante desde el enfoque de Dalrymple[4], hasta las pruebas que
emplean caracterı´sticas clima´ticas y/o ﬁsiogra´ﬁcas de las cuenca. Esta metodologı´a se fun-
damenta en el supuesto de que los datos provienen de sitios en una regio´n homoge´nea, en
la cual se asume una distribucio´n de frecuencias ide´ntica, excepto por un factor de escala
especı´ﬁco del sitio, en la cual, adema´s, se agregan para la mejora de la estimacio´n de la
relacio´n en todos los sitios, Hoskin and Wallis[5].
Para la aplicacio´n de esta metodologı´a se siguen cinco etapas: (1) revisio´n y prepara-
cio´n de los datos, (2) identiﬁcacio´n de regiones homoge´neas, (3) seleccio´n de la distribucio´n
de frecuencia, (4) ca´lculo de para´metros y estimacio´n de la funcio´n de cuantiles, y (5) ma-
peo del periodo de retorno.
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Algunas de las distribuciones que ma´s se utilizan para el ajuste de dicha informacio´n
hidrolo´gica son: distribuciones de: Gumbel, Pearson, Log Pearson, Gamma, Normal, Log
Normal, General de Valores Extremos, entre otras.
La base de esta investigacio´n fueron datos provenientes de 41 estaciones pluviome´-
trı´cas, a las que se les realizo´ un ana´lisis estadı´stico de reescalado o indice fractal de
Hurst[3] y variogramas, clasiﬁcando en conglomerados, considerando un comportamien-
to similar en un intervalo, se tomo la mejor distribucio´n de probabilidad, estimando los
para´metros: media, desviacio´n, asimetrı´a y curtosis mediante L-momentos.
Figura 1.2: Ubicacio´n de las estaciones pluviome´tricas de estudio:“Google
Earth”
Cuando se dispone de observaciones limitadas de eventos hidrolo´gicos, se ve com-
prometida la capacidad de proveer una adecuada caracterizacio´n, ana´lisis y predicciones
de un feno´meno. Sin embargo, el ana´lisis puede mejorarse mediante la identiﬁcacio´n de
muestras homoge´neas que pueden usarse en combinacio´n para hacer mejores estimaciones
de un modelo de probabilidad.
Esta es una de las principales preocupaciones dentro de la pra´ctica del ana´lisis re-
gional de frecuencia (ARF), donde el resultado ﬁnal es obtener una estimacio´n de eventos
extremos dentro de una zona geogra´ﬁca, la cual se puede utilizar como entrada en un
ana´lisis de riesgos, administracio´n del agua, zoniﬁcacio´n y aplicacio´n del agua a usos de la
tierra, Hosking y Wallis[5].
Sin embargo, la estimacio´n de eventos extremos se considera un problema comple-
jo, sobre todo porque la informacio´n es generalmente limitada, existe correlacio´n serial,
muchos puntos de cambio que pudieran estar presentes y observaciones a seguir sobre ten-
dencias y patrones estacionales.
Para enfrentar estos problemas, muchos estudios de series de tiempo hidrolo´gicas
han sido aplicado con e´xito en el pasadoMachiwal y JAI[24], sin embargo otros esfuerzos de
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investigacio´n habı´an centrado su atencio´n en pruebas de deteccio´n de tendencia, dejando
a un lado otras propiedades importantes tales como de estacionalidad, la homogeneidad,
la periodicidad y la persistencia. Al abordar estas propiedades, serı´a posible una mejor
seleccio´n de muestras homoge´neas, y como consecuencia, los profesionales podrı´an lograr
mejores predicciones.
Trabajos previos sobre el ana´lisis de series de tiempo en climatologı´a con aplica-
ciones en la precipitacio´n se remontan a Bhuiya[25], con el desarrollo de una prueba de
estacionariedad despue´s que componentes perio´dicos y de tendencia se restaron de la serie
hidrolo´gica.
Otras pruebas de tendencia de Buishand[26] las utilizo´ para evaluar la diferencia de
precipitacio´n entre zonas rurales y urbanas de Amsterdam y Rotterdam. Buishand[27,28]
construyo´ varias pruebas de homogeneidad y la media de la serie usando las sumas acu-
mulativas, pruebas probabilı´sticas e inferencia bayesiana. Kothyari[29], et al. evaluo´ tres
estaciones en la India, Agra, Dehradun y Delhi para probar cambios en la precipitacio´n y
temperatura, proporcionando la evidencia de un cambio en el nu´mero de dı´as de lluvia
durante la temporada de monzones y un incremento en la temperatura.
Giakoumakis y Baloutsos[30] realizaron un ana´lisis de tendencia en la serie histo´rica
de precipitaciones anuales de la cuenca del Eveno Riven en Grecia. Aplicando diferen-
tes pruebas de aleatoriedad, disminuyendo las tendencias encontradas en los registros de
precipitacio´n. Otros autores relacionados con ana´lisis de tendencias, puntos de cambio en-
contradas en la literatura y homogeneidad son A´ngel y Huff [31], Mirza[32], et al., Tarhule
y Woo[33], De Lue´s[34] et al., Kripalani, Adamowski y Kulkarni[35], Bougadis [36], Yu[37]
et al., Kumar[38], et al.
Una revisio´n exhaustiva de estos trabajos puede encontrarse en Machiwal y JAI[24],
con descripciones de acontecimientos relacionados con en ana´lisis de series de tiempo hi-
drolo´gicas.
Desarrollos recientes en el ana´lisis hidrolo´gico se incluyen en las obras de Golian[39],
et al., con una clasiﬁcacio´n y clusterizacio´n, llevando a cabo un enfoque de los datos de la
precipitacio´n, utilizando este como un me´todo de clasiﬁcacio´n natural y el algoritmo de
(FCM) f uzzy c−means. Shi[40], et al., analizaron las variaciones en las tendencias de datos
de precipitacio´n utilizando un me´todo de regresio´n lineal, la prueba de Mann-Kendall y el
exponente de Hurst.
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1.2. Justificacio´n del problema.
Las mediciones hidrolo´gicas se hacen con el ﬁn de obtener informacio´n de los pro-
cesos hidrolo´gicos. Esta informacio´n se utiliza para poder entender mejor estos procesos
y para el disen˜o, ana´lisis y toma de decisiones. Sin embargo en nuestro paı´s gran parte
del territorio no cuenta con equipo de medicio´n o en ocasiones e´ste no opera de manera
adecuada, lo que repercute directamente en la calidad o conﬁabilidad de la informacio´n.
La regionalizacio´n hidrolo´gica, transﬁere informacio´n a puntos sin medicio´n y para
eso requiere que tengan un comportamiento hidrolo´gico semejante.
La importancia de establecer una metodologı´a que permita tener una informacio´n
ma´s conﬁable, es necesaria para resolver esta problema´tica.
El objetivo de este trabajo es identiﬁcar regiones hidrolo´gicamente homoge´neas y es-
tablecer una metodologı´a que permita resolver dicha tarea.
1.3. Planteamiento del problema.
El estudio de una regionalizacio´n parte del principio que se requiere subdividir o
fraccionar cierta zona en un conjunto y sistema de regiones menores dentro de los lı´mites
de manera que facilite el ejercicio del control, ya sea administrativo, asignacio´n de los re-
cursos, polı´ticas de direccio´n. Regionalizacio´n es un procedimiento para modiﬁcar el orden
territorial en unidades ma´s pequen˜as con caracterı´sticas comunes y representa una herra-
mienta metodolo´gica ba´sica en la planeacio´n ambiental, pues permite un manejo adecuado
donde se puede analizar la dependencia entre objetos de ana´lisis. Con el objetivo de la iden-
tiﬁcacio´n de regiones homoge´neas, es necesario encontrar correlaciones entre las diferentes
bases de datos y es necesario recortar, en algunos casos, informacio´n para encontrarlas.
El presente trabajo pretende responder y aportar informacio´n en relacio´n a las siguien-
te preguntas: ¿ Existe la posibilidad de capturar la magnitud en la variacio´n de los datos
mediante el ana´lisis fractal ?, ¿ Es el exponente de Hurst otra herramienta estadı´stica para
hacer esto ?, ¿ Podra´ servirnos como relacio´n ?, y de ser ası´, ¿ Puede esta medida, permitir-
nos efectuar cu´mulos que tengan caracterı´sticas similares ?.
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1.4. Hipo´tesis.
Procedimientos como el ana´lisis regional de frecuencias son utilizados para ajustar
una muestra de datos a un tipo de distribucio´n, asociando la forma de la distribucio´n a
un nu´mero ﬁnito de para´metros. La asimetrı´a y la curtosis se utilizan comu´nmente para
establecer la proximidad de los valores observados (muestra) a diferentes tipos de distri-
buciones. Sin embargo, el ca´lculo de estos estadı´grafos es sensible al taman˜o de la muestra.
¿Puede el exponente de Hurst, formar parte de una estrategia para identiﬁcar regiones con
comportamiento similar?
1.5. Objetivo General.
Establecer una modiﬁcacio´n a la metodologı´a para la identiﬁcacio´n de Regiones Ho-
moge´neas dentro del ana´lisis regional de frecuencias utilizando ahora el exponente de frac-
talidad de Hurst.
1.6. Objetivo Especı´fico.
Proponer una regionalizacio´n de las estaciones de la regio´n RH-24, mediante el ana´li-
sis de comportamiento fractal, y ası´ identiﬁcar comportamientos similares en las diferentes
bases de datos de nuestras estaciones pluviome´tricas para nuestro caso de estudio. Poste-
riormente aplicar el me´todo de L-Momentos y estimar para´metros para el ajuste de las
funciones de probabilidad que se utilizan tradicionalmente, adecua´ndose a la informacio´n
hidrolo´gica (Generalizada de valor extremo, lognormal, Pearson tipo III, Gamma o Gum-
bel).
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2.1. Marco metodolo´gico
El presente trabajo integra un procedimiento estadı´stico en el marco de la teorı´a de
los procesos estoca´sticos, donde las unidades de ana´lisis son series de registros de preci-
pitaciones histo´ricas de lluvia en la cuenca del rı´o San Juan. La variable de estudio es la
cantidad acumulada mensual de lluvia registrada en milı´metros.
Aunque en la cuenca del rı´o San Juan hay muchas estaciones meteorolo´gicas, gestio-
nadas por diferentes instituciones pu´blicas y privadas, un buen nu´mero de estas se encuen-
tran inactivas, otras han empezado a operar en las u´ltimas de´cadas o tienen series de menos
de 10 an˜os continuos.
Despue´s de un ana´lisis en funcio´n de su altitud, longitud y latitud se complemen-
taron las series de datos. De las 41 bases de datos de las estaciones gestionadas se selec-
cionaron 33 y estas se detallan en el capı´tulo 3. Se analizaron las series de tiempo y se les
aplico´ un me´todo orientado a corregir los valores ano´malos, correcciones de datos, rellena-
do de celdas, ana´lisis de posibles(outliers), para tener las bases homoge´neas agrupadas por
meses, con datos comprendidos desde 1984-2011.
El procedimiento estadı´stico que se utilizara´ es el de ana´lisis de rangos reescalados o´
R/S que sera´ aplicado a los datos directos ası´ como tambie´n a los variogramas, el cual se uti-
liza para cuantiﬁcar las correlaciones de largo alcance de datos de las diferentes estaciones
pluviome´tricas con registros mensuales.
Teniendo en cuenta el ana´lisis de la muestra de la serie histo´rica, se realizo´ un ana´lisis
de rango reescalado R/S para obtener una medida particular del exponente de Hurst[3]. El
proceso se repite para cada estacio´n pluviome´trica en la regio´n bajo ana´lisis.
Este exponente de Hurst se utilizo´ como referencia para identiﬁcar si los datos pre-
sentan un comportamiento aleatorio puro, o si tiene tendencias subyacentes. Una vez ob-
tenido este coeﬁciente, se aplico´ un ana´lisis de conglomerados (clusters), analizando fre-
cuencias para clasiﬁcar las estaciones homoge´neas.
Una ventaja del exponente de Hurst es la simplicidad de su algoritmo que puede
ser utilizado para medir la condicio´n de persistencia o antipersistencia de un proceso y
proporciona una me´trica que puede utilizarse para clasiﬁcar series de tiempo diferentes.
Capı´tulo 2. Metodologı´a 18
2.2. Depuracio´n de datos
La depuracio´n fue una actividad inevitable dentro del ana´lisis de datos estadı´sti-
cos. Esta primera actividad, nos permitio´ detectar algunos errores en la codiﬁcacio´n de las
variables cuantitativas como: digitacio´n, datos inconsistentes, valores ausentes, fuera del
rango, duplicados de las variables cuantitativas que nos interesa analizar, co´digos nume´ri-
cos que sirven para almacenar informacio´n con ﬁnes de procesamiento y no nume´ricos
(datos en formato de texto). Los diferentes tipos de error que se presentaron en los datos,
se analizaron con te´cnicas desarrolladas por diferentes investigadores para detectarlos y
corregirlos.
Dado que existe una multiplicidad de te´cnicas para la depuracio´n de los datos, resul-
ta que no es trivial decidir cua´l o cua´les deben ser utilizadas en nuestro caso particular. En
el Anexo 6.3, se presentan algunos pasos como guı´a metodolo´gica que puede apoyar para
el ana´lisis de datos de acuerdo con la naturaleza y la distribucio´n de los mismos.
2.3. Descripcio´n de series de tiempo
Una serie temporal cronolo´gica es un conjunto de observaciones ordenadas en el
tiempo, que pueden representar la evolucio´n de una variable a lo largo de e´l. Tambie´n
podemos considerarla como la realizacio´n de un proceso estoca´stico en tiempo discreto,
donde los elementos esta´n ordenados y corresponden a instantes equidistantes del tiempo.
El conjunto de observaciones se simboliza: {X(ti), i = 1,2, ...,n} donde ti es independiente
e indica sucesivos instantes o tiempos determinados (quinquenios, an˜os, trimestres, me-
ses,. . . , etc).
“X” es la variable cuyo comportamiento a trave´s del tiempo se desea estudiar o sea
que la serie de tiempo es una serie estadı´stica (informacio´n cuantitativa) cuyos valores han
sido observados en el tiempo.
La serie puede simbolizarse como {Xn,n = 1,2, · · · ,n}, la cual representara el paso del
tiempo, conﬁgurando un proceso estoca´stico que tendra´ su propia funcio´n de distribucio´n
con sus respectivos momentos. Normalmente, para reconocer y caracterizar las distribu-
ciones resulta complejo, basta con especiﬁcar la media y la varianza para cada X(t), y la
covarianza para variables referidas a distintos valores de t:
µt = E[X(t)] (2.1)
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σ2t = Var(X(t)) = E[X(t)−µt]2 (2.2)
γt1,t2 = Cov(X(t1),X(t2)) = E[(X(t1)−µt1)(X(t2)−µt2)] (2.3)
donde E[X(t)] es el valor esperado de X(t), µt es la media, σ
2
t es la varianza y γt1,t2 la cova-
rianza. X(t) puede ser:
Fuertemente estacionaria si todas las funciones de distribucio´n conjuntas son cons-
tantes, o dicho con ma´s propiedad, son “invariantes con respecto a un desplazamiento
en el tiempo ” (variacio´n de t). Es decir, considerando que t, t+1, t+2,..., t+k reﬂejan
perı´odos sucesivos: F(Xi ,Xi+1, ...,Xi+k) = F(Xi+m,Xi+1+m, ...,Xi+k+m) para todo t, k y m.
De´bilmente estacionario si:
• Las esperanzas matema´ticas de las variables aleatorias no dependen del tiempo,
son constantes: E[Xi] = E[Xi+m] para todo m.
• Las varianzas no dependen del tiempo (y son ﬁnitas): Var[Xi] = Var[Xi+m] ,∞
• Las covarianzas entre dos variables aleatorias del proceso correspondientes a
perı´odos distintos de tiempo (distintos valores de t) so´lo dependen del lapso de
tiempo transcurrido entre ellas: Cov(Xt1 ,Xt2) = Cov(Xt1+m,Xt2+m)
De esta u´ltima condicio´n se desprende que, si un feno´meno es estacionario, sus va-
riables pueden estar relacionadas linealmente entre sı´, pero de forma que la relacio´n entre
dos variables so´lo depende de la distancia temporal k transcurrida entre ellas.
Sea ρ la Funcio´n de Autocorrelacio´n (FAC) deX(t). Si la serie de tiempo es de´bilmente
estacionaria, FAC estarı´a dada por:
ρX(t1, t2) =
E [{X(t1)−µX(t1)}{X(t2)−µX(t2)}]√
Var(X(t1))Var(X(t2))
(2.4)
La serie de tiempo, X(t), tiene la propiedad de Dependencia de Largo Alcance (DLA)
si
k=∞∑
k=−∞
ρ(k) diverge, esta puede determinarse de dos maneras:
En el dominio del tiempo, donde se maniﬁesta con un alto grado de correlacio´n entre
sitios separados a cierta distancia.
En el dominio de la frecuencia, donde se maniﬁesta como un nivel signiﬁcativo de las
frecuencias pro´ximas a cero.
Existen diferentes te´cnicas para su estimacio´n. Por ejemplo: el rango reescalado R/S,
el me´todo de momentos absolutos, el me´todo modiﬁcado R/S o me´todo de Lo[12], perio-
dograma, Wavelets, entre otros. En esta investigacio´n empleamos el me´todo R/S , el cual
es uno de los ma´s aplicados, debido a la efectividad y sencillez de su algoritmo. E´ste fue
propuesto por Hurst(1951), aﬁnado, posteriormente por Mandelbrot y Wallis[13](1969) y
Mandelbrot[14] (1972). En el Anexo 6.4 se muestran las series de tiempo de las 33 estacio-
nes pluviometricas.
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2.4. Estimacio´n de la dimensio´n fractal en la pra´ctica
Algunos feno´menos u objetos de la vida real pueden mostrar propiedades fractales,
como lo mencionamos en el Anexo 6.5, y podemos calcular su dimension fractal. Es aquı´
donde puede ser u´til obtener la dimensio´n fractal de un conjunto de datos de una muestra.
Este ca´lculo no se puede obtener de forma exacta sino que debe estimarse.
Esto se usa en una variedad de a´reas de investigacio´n tales como la fı´sica, ana´lisis de
imagen, acu´stica, ceros de la funcio´n zeta de Riemann e incluso procesos electroquı´micos.
Tales relaciones de escala familiares pueden deﬁnirse matema´ticamente por la regla
de escala general, donde la variable N es el nu´mero de particiones, ǫ es el factor de escala,
y D es la dimensio´n fractal:
N ∝ ǫ−D (2.5)
Para nuestro caso de estudio, al revisar las series de tiempo de las precipitaciones
feno´meno clima´tico, con amplia variabilidad y comportamiento aleatorio, de diferentes
estaciones pluviome´tricas, mostraron ser irregulares, y nos llevo´ a enfrentamos a una pre-
gunta, ¿Que´ tan irregulares son?. Lo que podı´amos decir, depende de su resolucio´n. Si
utilizamos te´cnicas para el ana´lisis de series de tiempo, las conclusiones pueden ser dife-
rentes dependiendo del tipo de herramienta. De hecho, cada vez que utilicemos una nueva
te´cnica obtenemos un resultado con ma´s y ma´s detalle. Pero entonces, ¿cua´l sera´ la mejor
manera de efectuar un ana´lisis fractal de series espacio temporales?.
La pregunta ası´ formulada es incorrecta, pues como se ha dicho, depende de la reso-
lucio´n de medida.
Al aplicar el Ana´lisis Reescalado (R/S) se pudo capturar su dimensio´n fractal, me-
diante el exponente de Hurst, mostrando persistencia signiﬁcativa a largo plazo, el cual
es uno de los factores ma´s importantes que caracterizan a las precipitaciones, debido a los
errores aleatorios sistema´ticos en ellas (Mandelbrot y Wallis, 1969; McGregor y Nieuwolt,
1998) donde se puede considerar la propiedad de memoria a largo plazo donde la depen-
dencia temporal persiste, au´n entre observaciones, mostrando que pueden ser caracteriza-
das a trave´s de la dimensio´n fractal. De esto, los valores obtnenidos pueden ser utilizadas
como instrumento de clasiﬁcacio´n o agrupacio´n.
En un determinado rango, se obtiene una lı´nea recta como funcio´n al representar en
una gra´ﬁca log-log. La pendiente de esa recta es el exponente de Hurst, que puede caracte-
rizar las diferentes cambios variacionales, y la distingue de otras.
Chang[42] extendio´ la aplicacio´n del exponente de Hurst mediante el desarrollo de
un enfoque de ca´lculo estima´ndolo sobre series de tiempo comparadas con un movimiento
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browniano fraccional de tiempo discreto o ruido fraccional Gaussiano. Yu[43], et al., tam-
bie´n estudio´ correlaciones a largo plazo usando al exponente de Hurst y realizo´ un ana´lisis
fractal mu´ltiple o multifractal de las series de precipitacio´n (ve´ase Kantelhardt[44]) ba-
sado en un modelo de cascada multiplicativa y un ana´lisis multifractal de ﬂuctuacio´n de
poblamientos.
Otros trabajos recientes sobre ana´lisis de series temporales pueden encontrarse en
Carbone[45], et al., con la construccio´n de un modelo de simulacio´n de tormentas con
una distribucio´n exponencial doble. Chou[46] investigo´ la complejidad a diferentes esca-
las temporales, precipitacio´n y escorrentı´a de series de tiempo utilizando el me´todo de
muestreo-entropı´a, y ﬁnalmente, Garcı´a Mare´n[47], et al., realiza un ana´lisis de frecuen-
cia regionales sobre datos de precipitacio´n en Ma´laga, Espan˜a, donde la agrupacio´n de las
estaciones en las regiones homoge´neas se ha hecho siguiendo un ana´lisis de clu´ster, con
mu´ltiples valores fractales de las diferentes series.
2.5. Medicio´n del exponente de Hurst (H).
El famoso hidro´logo brita´nico Harold Edwin Hurst (1880-1978), trabajo´ las ﬂuctua-
ciones de los niveles del Rı´o Nilo, durante largos perı´odos de tiempo, su intere´s era pro-
yectar las capacidades de las reservas y tomar medidas de precaucio´n en e´pocas de sequı´a.
Para esto, ideo´ una nueva metodologı´a estadı´stica, la cual consiste en saber si las tendencias
de la serie de tiempo tienen persistencia o no, luego de medir la duracio´n de ciclos de las
series de tiempo y posteriormente determinar si la serie de tiempo es fractal, o´ comprobar
si esta posee memoria. Esto, con el ﬁn poder proyectar los resultados a futuro.
El me´todo contiene una serie de pasos ba´sicos, que son necesarios para calcular un
valor H denominado exponente de Hurst, indispensable para determinacio´n de la persis-
tencia o antipersistencia de una serie de tiempo, adema´s proporciona informacio´n sobre
la dimensio´n fractal, dato importante para el desarrollo de nuestra tesis, ya que con el
conﬁguraremos regiones con un mismo comportamiento.
El procedimiento para estimar el exponente de Hurst, a partir de una serie temporal
de longitud N son, particionar la serie en un conjunto de d-subseries de tiempo ma´s cortas,
cada una de longitud m, efectuando lo siguiente pasos para cada subserie desde n=1,. . . , d:
A cada particio´n de taman˜o m se le calcula la media En, y la desviacio´n esta´ndar Sn;
Normalizar los datos (Xin), sustrayendo a cada uno, la media de la subserie;
Zin = Xin −E, i = 1,2, · · · ,m; (2.6)
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Obtener las sumas parciales para cada serie de tiempo.
Yin =
i∑
j=1
Zin, i = 1,2, · · · ,m; (2.7)
Calcular el rango de cada subserie;
Rn = ma´x
i=1:m
(Yin)− mı´n
i=1:m
(Yin) (2.8)
Se reescala o normaliza el rango calculando;
Rn
Sn
(2.9)
Una vez calculados los reescalados para cada subserie de longitud m se promedian:
〈
R
S
〉
m
=
1
d
d∑
n=1
Rn
Sn
(2.10)
Hurst[12] encuentra que la relacio´n del estadı´stico (R/S) esta´ dado por la siguiente
ley de potencia: 〈
R
S
〉
m
≈ c ∗mH (2.11)
donde H, es el exponente de Hurst y c es una constante positiva.
Dos factores que intervienen en la determinacio´n del coeﬁciente de Hurst son: la for-
ma en que la serie temporal es dividida en un conjunto de subseries, donde el rango de los
valores de t sobre el cual la pendiente de log(〈R/S〉t) y log(t) es calculado y el segundo fac-
tor que interviene en la determinacio´n de H, es el resultado del comportamiento asinto´tico
del rango reescalado, es decir, cuando el valor de t tiende a inﬁnito.
El ana´lisis reescalado 〈R/S〉t sobre varios valores de t, es estimado aplicando log / log
a la expresio´n dada, esto es:
log
(〈
R
S
〉
m
)
= log(c) +H ∗ log(m) (2.12)
Para obtener el coeﬁciente H, se lleva a cabo un ajuste lineal de los puntos de la
relacio´n 〈R/S〉t vs. log(t) por el me´todo de mı´nimos cuadrados.
La pendiente de dicha lı´nea es entonces el coeficiente de Hurst, H.
Este exponente es un ı´ndice fractal que proporciona informacio´n sobre una medida
de memoria a las correlaciones a largo plazo que se presentan en las series de tiempo.
Capı´tulo 2. Metodologı´a 23
En la pra´ctica los valores del exponente de Hurst se encuentran entre 0 y 1. Apoyado
en dicho valor, ver Mendelbort y Wallis[13], se pueden catalogar las series de tiempo y se
puede establecer que las series son:
Anti-persistentes, lo que signiﬁca que para un incremento es ma´s probable que sea
seguido por un decremento, y viceversa.
Aleatoria, corresponde a falta de correlacio´n en la serie (denominado, ruido blanco
Gausiano).
Persistente, es decir, a un incremento es muy probable que le siga un incremento, y a
un decremento es muy probable un decremento
Aunque el para´metro de Hurst esta bien deﬁnido matema´ticamente, medirlo es pro-
blema´tico. Los datos se medira´n a frecuencias de intervalos, grandes/pequen˜os, donde
esta´n contenidas las lecturas menores o mayores (no lluvia o´ huracanes, tormentas), los
cuales afectan el ca´lculo de H .
Otros estimadores son parciales y convergen lentamente de acuerdo a la cantidad de
datos disponibles, adema´s son vulnerables a las tendencias y periodicidad en los datos, y
quiza´, a otras fuentes de ruido. Muchos estimadores asumen formas funcionales especı´ﬁcas
con modelos subyacentes y se aplican erro´neamente al querer simpliﬁcar un trabajo.
Este me´todo, en esta investigacio´n, se eligio´ porque el ana´lisis R/S es una te´cnica bien
conocida, que se ha utilizado durante algu´n tiempo al efectuar mediciones del para´metro
de Hurst.
Otras obras incluyen el exponente de Hurst como los desarrollos de Golder[41], et
al., donde utiliza el exponente de Hurst para explorar las correlaciones a largo plazo,
y observaciones de precipitacio´n acumulada las modelan usando la ley de probabilidad
alpha− estable para hacer frente a distribuciones de colas pesadas.
Estimar el valor deH , puede ser un paso importante en el ana´lisis de series de tiempo
real. Nos permite clasiﬁcar (por lo menos aproximadamente) la serie segu´n su correlacio´n
a largo plazo dependiendo de el nu´mero de particiones en la serie,
Mendelbrot[14] da una justiﬁcacio´n formal para el uso de esta prueba.
La estimacio´n del exponente de Hurst, puede obtenerse como se muestra en la si-
guiente subseccio´n.
2.5.1. Mediciones del exponente de Hurst
Hurst simple (Hs): Una serie de tiempo de longitud completa N no se divide en un nu´me-
ro de series ma´s cortas, aquı´ n = N . Solo calculamos el rango redimensionado medio. Esto
es, tomamos la serie completa y calculamos el coeﬁciente como una sola particio´n.
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Hurst simple corregido (Hsc):Este se calcula efectuando el ana´lisis anterior restandole el
valor esperado del mismo, (R/S)Hs −E[R/S].
Hurst empı´rico(He):Este es el algoritmo de rango reescalado que se explico´ al inicio de
esta seccio´n 2.5.
Hurst ANNIS-LLOYD(Hal):Este ca´lculo se denomina ası´ ya que es adjudicado a A.A. AN-
NIS y E.H. LLOYD. Dado que el ana´lisis anterior produce estimaciones sesgadas del expo-
nente que rige esa ley de potencia y que para pequen˜as particiones existe una desviacio´n
signiﬁcativa, encuentran una mejor estimacio´n para calcular esa ley de potencias y es efec-
tuando el ca´lculo siguiente: ERSal =
√
0,5 ∗π ∗n
E[R/S] =

Γ( n−12 )√
πΓ( n2 )
n−1∑
i=1
√
n−i
i , para n ≤ 340
1√
nπ2
n−1∑
i=1
√
n−i
i , para n > 340
(2.13)
do´nde Γ es la funcio´n gamma de Euler. El coeﬁciente se obtiene ajustando estos ca´lculos a
una recta de mı´nimos cuadrados de (logn, log(R/S −E[R/S]−ERSal))
Hurst teo´rico(Ht): Este valor es la pendiente de la recta de mı´nimos cuadrados obtenida
del los ca´lculos log/log de los rangos reescalados corregidos y las particiones realizadas.
Calculados estos cinco coeﬁcientes se utilizo´ el promedio de ellos para efectuar las
clasiﬁcaciones de los grupos.
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2.6. Variograma
El variograma, γ(h), es un ajuste omodelado espacial considerado como un estimador
de la varianza poblacional y de ana´lisis estructural, donde la poblacio´n debe tener una
tendencia de estacionalidad, se utiliza para describir la relacio´n de observaciones pareadas
separadas por una “lag” (retardo o distancia) h y en otros casos con una direccio´n.
Es una te´cnica geoestadı´stica, la cual permite una medida cuantitativa de la persis-
tencia a largo plazo en series de tiempo no estacionarias Witt[16], Haslett[17], Dmows-
ka[18] et al. Establece correlaciones a trave´s del tiempo a un feno´meno regionalizado en el
espacio, generando patrones que pueden ser utilizados para describir el comportamiento
de un conjunto de observaciones.
Matema´ticamente, el variograma estima la diferencia cuadrada prevista entre varia-
bles aleatorias vecinas, dando un soporte fundamental y permitiendo representar cuanti-
tativamente esta relacio´n. Este proceso continu´a para cada punto de medicio´n.
Teniendo en cuenta una serie de tiempo o procesos estoca´sticos {Xt , t ≥ 0}, la funcio´n
de autocovarianza en el punto (t, t+h) se deﬁne como CX(t, t+h) = E[XtXt+h]−E[Xt]E[Xt+h]
con E[Xt] la media del proceso en tiempo t.
Sin embargo, para una sola serie de tiempo, {Xn,n = 1,2, · · · ,n}, se espera que el valor
puede ser estimado suponiendo una hipo´tesis de ergodicidad, i.e., es decir, un principio
estadı´stico de equivalencia segu´n la cual “el promedio a trave´s del tiempo y el promedio a
trave´s del ensamble son los mismos” Lefevbre[19].
Ası´ las diferencias Xt+h−Xt , que se obtendrı´a con un proceso inﬁnitamente reprodu-
cible, son “simulados” o´ “clonados” de la “serie madre”.
Por lo tanto, el valor medio de las diferencias Xt+h −Xt es estimado por:
γ(h) =
1
2n(h)
n(h)∑
t=1
(xt+h − xt)2 (2.14)
Una explicacio´n mas a detalle se da en el Anexo 6.7. Este estimador de momentos,
es un promedio de diferencias al cuadrado, que puede ser inﬂuenciado por un nu´mero pe-
quen˜o de valores que ocasionan discrepancias al ﬁnal de los ca´lculos debido a las particio-
nes realizadas. Pero, se considera un estimador robusto, ya que disminuye la importancia
de las diferencias grandes al cuadrado.
Tambie´n se considera robusto en el sentido de que es resistente a distribuciones nor-
males contaminadas y aﬂoramientos posiblemente generados por distribuciones de colas
pesadas. Esto puede verse por el uso de la raı´z cuadrada de las diferencias, en lugar de
diferencias de cuadrados, en el estimador insesgado.
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La aplicacio´n de variogramas a nuestros datos mostro´ periodos largos de comporta-
miento similar, con diferente duracio´n, un comportamiento o patro´n cı´clico, pero no pe-
rio´dico.
2.7. Identificacio´n de regiones homoge´neas
La identiﬁcacio´n de regiones homoge´neas es a menudo la etapa ma´s complicada, al
requerir de la toma de decisiones subjetivas.
En zonas montan˜osas, las caracterı´sticas ﬁsiogra´ﬁcas inﬂuyen en la distribucio´n es-
pacial irregular de las variables clima´ticas. Por lo que en estos sitios la divisio´n en regiones
se debe realizar teniendo en cuenta tanto aspectos hidroclima´ticos como ﬁsiogra´ﬁcos, sin
tomar en cuenta la continuidad geogra´ﬁca de la cuenca. Nathan et al. (1990), menciona-
ron que regiones homoge´neas deﬁnidas por la similitud hidrolo´gica de las cuencas o las
caracterı´sticas de e´stas, pueden no tener signiﬁcancia geogra´ﬁca.
La Cuenca del rı´o San Juan, es una regio´n de relieve montan˜oso donde actualmente
existen mas de 80 estaciones hidrome´tricas en operacio´n. El objetivo de este trabajo fue
identiﬁcar zonas homoge´neas dentro de la Cuenca para obtener una clasiﬁcacio´n de esta-
ciones con comportamiento similar.
Esta clasiﬁcacio´n se puede llevar a cabo utilizando distintos tipos de datos y emplean-
do me´todos univariantes o multivariantes, lo cual varı´a en funcio´n del tipo de zoniﬁcacio´n
que se quiere encontrar en relacio´n a una o ma´s variables de intere´s.
La evaluacio´n comparativa basada en la similitud estructural permite identiﬁcar re-
giones a trave´s de comparaciones sistema´ticas con otros y ası´ marcar una diferencia. Esta
metodologı´a de identiﬁcacio´n de regiones homoge´neas, permite la evaluacio´n comparativa
y puede ser de gran ayuda en la toma de decisiones estrate´gicas.
En este trabajo se presenta unme´todo para la deteccio´n de zonas homoge´neas a trave´s
de un ana´lisis fractal sobre los datos que caracterizan las series de tiempo de las 31 esta-
ciones pluviome´tricas de la Cuenca del rı´o San Juan.
El objetivo en esta investigacio´n es formar conglomerados de estaciones que satis-
fagan aproximadamente la condicio´n de homogeneidad, esto es, que podamos decir de
alguna manera que poseen la misma distribucio´n de frecuencias, excepto por un factor de
escala.
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2.8. Validacio´n
El objetivo del ana´lisis estadı´stico es asegurar que el problema se aborda en forma
adecuada, que el nu´mero de condiciones y casos de la metodologı´a que se examina sea
suﬁciente para obtener inferencias estadı´sticas va´lidas a partir de los resultados.
En la validacio´n se utilizan diversas pruebas y procedimientos estadı´sticos. Si un mo-
delo determinado no simula en forma adecuada la respuesta del sistema real, entonces
resulta necesario volver a examinar las dos primeras etapas (identiﬁcacio´n del problema y
planteamiento del modelo) con el objeto de identiﬁcar los factores o relaciones que no se
hayan considerado.
En este caso, para revisar si la metodologı´a que se propone es adecuada, se llevan a
cabo simulaciones de datos aleatorios con diferentes distribuciones de probabilidad: Dis-
tribucio´n Normal,N ∼ (0,σ2), distribucio´n General de valores extremosGev ∼ (µ,σ,κ), (µ =
ubicacion,σ = escala,κ = f orma) distribucio´n Gamma G ∼ (α,β) (α = f orma,β = escala)).
La informacio´n que aportan las funciones de autocorrelacio´n y autocorrelacio´n par-
cial, resulta de fundamental importancia para decidir el tipo de proceso generador del
conjunto de datos que conforman la serie de tiempo. Para esto utilizamos los modelos Au-
torregresivos y de Promedios Mo´viles (ARMA por sus siglas en ingle´s Autorregresive and
Movile Average).
La idea de estos modelos es que los valores actuales de la serie Xt dependen de los p
valores previos: Xt−1, ...,Xt−p.
Definicio´n: Un modelo autoregresivo de orden p, denotado por AR(p), es de la forma
Xt = φ1Xt−1 +φ2Xt−2 + . . .+φ1Xt−p + ξ (2.15)
donde Xt es estacionario, φ1,φ2, ...,φp son constantes (φp , 0) y ξ es un ruido.
En las simulaciones que se efectuaron, el ruido se considero´ como: blanco con media
0 y varianza σξ
2, Gamma y General de valores extremos.
Se genero´ 25 bases con 336 datos cada una, los cuales se dispusieron como muestra el
siguiente cuadro 2.1:
Cuadro 2.1: Tabla de datos mensuales correspondiente a n an˜os que sera´n si-
muladas
An˜o/mes 1 2 . . . 12
1 y1 y2 . . . y12
2 y13 y14 . . . y24
3 y25 y26 . . . y36
...
...
...
...
...
n y1+12(n−1) y2+12(n−1) . . . y12+12(n−1)
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Cada ﬁla es una realizacio´n de una serie temporal. Supo´ngase que cada una de estas
n series es generada por un modelo ARMA(P), o ma´s especı´ﬁcamente, la serie correspon-
diente al j−e´simo mes, yj+12t , con t = 0,1, ..., (n− 1), satisface la ecuacio´n en diferencias:
yt =Φ1yt−12 + ξ (2.16)
denominado modelo MA(1)12 donde ξ sera´ un ruido: Gaussiano, Gamma o´ General de
valores extremos en nuestras simulaciones.
Se simulo´ 5 series de datos para cada valor de Φ = {0.1, 0.3, 0.5, 0.7, 0.9}. Esto es 5
grupos conΦ = 0.1, 5 grupos conΦ = 0.3,..., 5 grupos conΦ = 0.9 con distribucio´n, Normal,
Gamma y Gev. a los cuales se les llamara´ grupos T .
Es difı´cil deﬁnir cuando el resultado de un agrupamiento es aceptable. Por esta razo´n
existen te´cnicas e ı´ndices para la validacio´n de un agrupamiento realizado dependiendo del
tipo de grupos que se busquen y de las caracterı´sticas de datos inherentes. La te´cnica que
utilizaremos es la de validacio´n externa Pairwise Measures (Medidas en parejas) descrita
en el libro DATAMINING ANDANALYSIS de Zaki and Meira (capı´tulo 17), Tambie´n utili-
zaremos el coeﬁciente de Jaccard (Paul Jaccard 1868-1944) que mide el grado de similitud
entre dos conjuntos, sea cual sea el tipo de elementos.
Dados los agrupamientos C y las estimadas por la aproximacio´n de Hurst T , las
medidas pareadas utilizan la informacio´n de etiqueta de particio´n y cluster sobre todos los
pares de puntos.
Si D = {xi}ni=1 es nuestro conjunto de datos, repartidos en 5 grupos. yi ∈ 1,2, · · · , k
denota la informacio´n ba´sica del agrupamiento verdadero o etiqueta para cada punto.
yˆi ∈ 1,2, ..., r denota la etiqueta del agrupamiento para cada xi estimada por algu´n algo-
ritmo, que en nuestro caso es la clasiﬁcacio´n de el exponente de Hurst, tanto para los datos
obtenidos ası´ como los variogramas de los mismos.
Generalmente existe una relacio´n inversa entre estos dos objetivos, que puede ser
capturado por una medida de forma explı´cita o esta´ implı´cito en su calculo. Todas las
medidas externas dependen de una tabla de contingencia N de r ×k en la cual se introduce
los agrupamientos base C y los obtenidos por algu´n algoritmo T , deﬁnida como sigue:
N (i, j) = nij =
∣∣∣Ci ∩Tj ∣∣∣ (2.17)
En otras palabras, el nij denota el nu´mero de puntos que son comunes a Ci y la parti-
cio´n Tj , se examino´ las tablas de contingencia, obteniendo la pureza de los agrupamientos
y capturando el coeﬁciente de Jaccard para medir el grado de similitud entre los dos con-
juntos como se describe en el libro de Zaki and Meira.
La pureza cuantiﬁca el grado en que un agrupamiento Ci contiene entidades de so-
lamente una particio´n. En otras palabras, mide que tan puro es cada grupo. La pureza del
cluster Ci se deﬁne como:
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purezayi =
1
ni
k
ma´x
j=1
{
nij
}
(2.18)
La pureza del agrupamiento C se deﬁne como la suma ponderada de los valores de
pureza
pureza =
r∑
i=1
ni
n
purezayi =
1
n
r∑
i=1
k
ma´x
j=1
{
nij
}
(2.19)
donde el cociente ni /n denota la razo´n de puntos en el agrupamiento Ci .
Dado agrupamiento C y T , las medidas por pares acertadas utilizan la informacio´n
de las etiquetas de particio´n y del cluster sobre todos los pares de puntos.
Sean xi ,xj ∈D dos puntos cualquiera i , j . yi describe la etiqueta de la verdadera particio´n
yˆi denota la etiqueta del agrupamiento de. Si xi y xj pertenecen al mismo grupo, es decir,
yˆi = yˆj , lo llamamos un evento positivo, y si no pertenecen al mismo grupo, es decir, yˆi , yˆj ,
lo llamamos un acontecimiento negativo. Dependiendo de si concuerdan entre el grupo de
etiquetas Ci y el grupo de etiquetas de particio´n Ti , hay cuatro posibilidades a considerar:
Verdaderos Positivos (VP): xi y xj pertenecen a la misma particio´n T y esta´n en el mismo
agrupamiento C. Esto es un par verdadero positivo porque el evento positivo ,yˆi = yˆj ,
corresponde a la particio´n verdadera,yi = yj . El nu´mero de pares positivos verdaderos esta
dado por:
VP = |(xi ,xj ) : yi = yj ∧ yˆi = yˆj | (2.20)
Falsos Negativos (FN): xi y xj pertenecen a la misma particio´n T Pero no pertenecen a
el mismo grupo C. Esto es, el evento es negativo, yˆi , yˆj no corresponde a la particio´n
verdadera, yi = yj . Este par es, por tanto, un falso negativo, y el nu´mero de todos los pares
falsos negativos esta dado por:
FN = |(xi ,xj ) : yi = yj ∧ yˆi , yˆj | (2.21)
Falso Positivos (FP): xi y xj no pertenecen a la misma particio´n T y pero si pertenecen a
el mismo grupo C. Este par es un falso positivo porque el evento es positivo, yˆi = yˆj . Es en
realidad falsa, es decir, no concuerda con la particio´n verdadera-real, lo cual indica que,
yi , yj . El nu´mero de pares falsos positivos se da como:
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FP = |(xi ,xj ) : yi , yj ∧ yˆi = yˆj | (2.22)
Verdaderos Negativos (VN): xi y xj no pertenecen a la misma particio´n T ni pertenecen
al mismo grupo C. Este par es ası´ un verdadero negativo, esto es, yˆi , yˆj , corresponde a la
particio´n verdadera, yi = yj . El nu´mero de pares positivos verdaderos esta dado por:
VN = |(xi ,xj ) : yi , yj ∧ yˆi , yˆj | (2.23)
La cantidad de pares que existen son,
(
n
2
)
=
n(n−1)
2 con la siguiente identidad:
N = VP +FN +FP +VN (2.24)
Haciendo uso de la ecuacio´n 2.24 podemos obtener el coeﬁciente de Jaccard, el cual
mide el grado de similitud entre dos conjuntos, sea cual sea el tipo de elementos. Este
coeﬁciente esta deﬁnido como sigue:
Jaccard =
VP
VP +FN +FP
(2.25)
El coeﬁciente de Jaccard mide la fraccio´n de pares de puntos positivos verdaderos,
pero despue´s de ignorar verdaderos negativos(VN). Siempre toma valores entre 0 y 1, co-
rrespondiente este u´ltimo a la igualdad total entre ambos conjuntos, esto es, un perfecto
agrupamiento de C (es decir, totalmente de acuerdo con el T particionado). El coeﬁciente
de Jaccard es asime´trico en cuanto a los verdaderos positivos y negativos porque ignora los
verdaderos negativos. Enfatiza la similitud en te´rminos de los pares de puntos que perte-
necen juntos tanto en el agrupamiento particionado como en el agrupamiento verdadero,
pero descuentan las parejas de puntos que no pertenecen juntas.
Para examinar las posibilidades de agrupamiento existen me´todos que permiten
dar solucio´n a esto. Una solucio´n se encuentra en los llamados me´todos jera´rquicos y no
jera´rquicos.
Me´todos jera´rquicos aglomerativos: se comienza con los objetos o individuos de modo
individual; de este modo, se tienen tantos clusters iniciales como objetos. Luego se van
agrupando de modo que los primeros en hacerlo son los ma´s similares y al ﬁnal, todos
los subgrupos se unen en un u´nico cluster. Me´todos jera´rquicos divididos: se actu´a al
contrario. Se parte de un grupo u´nico con todas las observaciones y se van dividiendo
segu´n lo lejanos que este´n.
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Me´todos no jera´rquicos Se usan para agrupar objetos, pero no variables, en un conjunto
de k clusters ya predeterminado. No se tiene que especiﬁcar una matriz de distancias ni se
tienen que almacenar las iteraciones. Todo esto permite trabajar con un nu´mero de datos
mayor que en el caso de los me´todos jera´rquicos. Se parte de un conjunto inicial de clusters
elegidos al azar, que son los representantes de todos ellos; luego se van cambiando de modo
iterativo. Se usa habitualmente el me´todo de las k −medias.
De esta manera, se obtendra´ el exponente de Hurst, tanto a los simulados como a sus
variogramas, se les clasiﬁcara´ segu´n el orden y el me´todo no jera´rquicos de k −medias, con
el que evaluaremos las semejanza de los conglomerados simulados y los conglomerados
generados con el coeﬁciente de Hurst a estas particiones se les denominara´ como C.
k − medias es un me´todo de agrupamiento, que tiene como objetivo la particio´n de un
conjunto de n observaciones en k grupos en el que cada observacio´n pertenece al grupo
cuyo valor medio es ma´s cercano. Es un de los me´todos ma´s utilizado en minerı´a de datos.
Para revisar los resultados de las simulaciones, se realizara una prueba de diferencia
de medias y un ana´lisis de varianza utilizando un nivel de signiﬁcancia del 0.05 mediante
los ca´lculos: X¯2 = X¯H = Promedios de Hurst, X¯1 = X¯HK=Promedios de Hurst k-medias,
X¯2 = X¯HV = Promedios de Hurst variograma, X¯1 = X¯HVK = Promedios de Hurst variograma
k-medias. s2 = sH = desviacio´n de Hurst, s1 = sHV = desviacio´n de Hurst variograma. sHK =
desviacio´n de Hurst k-medias, sHVK = desviacio´n de Hurst variograma k-medias, mediante
las siguientes ecuaciones:
tc =
X¯2 − X¯1
sp
√
1
n1
+ 1n2
sp =
√
(n1 − 1) ∗ s21 + (n2 − 1) ∗ s22
(n1 +n2 − 2)
(2.26)
F =
s22
s21
(2.27)
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3.1. Discusio´n
El exponente de Hurst, como parte de un ana´lisis fractal, se utilizo´ para evaluar la
dependencia de largo alcance y la posibilidad de tendencias en los datos.
En este trabajo, se llevo´ a cabo un enfoque de agrupamiento que se utilizo´ para con-
centrar las estaciones en muestras homoge´neas, utilizando el exponente de Hurst tanto a
los datos directamente como a los variogramas.
Como caso de estudio, se tomo´ una muestra de 33 estaciones pluviome´tricas, de la
cuenca del rı´o San Juan, en la regio´n RH-24 de Me´xico (Fig.3.1).
Un mapa de la cuenca del rı´o San Juan se muestra en la ﬁgura 3.2. Esta regio´n se
encuentra en Me´xico entre los Estados de Nuevo Leo´n Coahuila y Tamaulipas con una
superﬁcie aproximada de 32,972 km2. Algunas de las estaciones de lluvias se muestran en
la ﬁgura 3.3. Los datos utilizados han sido proporcionados por la CONAGUA, la institucio´n
local responsable de la gestio´n del agua en el paı´s.
Figura 3.1: La cuenca del Rı´o San Juan obtenida de Google Earth. Se muestra
en negro, la cuenca del rı´o San Juan.
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Figura 3.2: Cuenca del rı´o San Juan (rı´o San Juan en azul). Imagen obtenida
de:“Administracio´n del agua en la cuenca del rı´o San Juan, en el sur del rı´o
Bravo Regio´n Hidrolo´gica de Me´xico” de http://earthzine.org/2012/08/13/
Figura 3.3: Localizacio´n Geogra´ﬁca (de Google Earth) de las estaciones plu-
viome´tricas de la cuenca del rı´o San Juan. Obtenida de la base de datos:
www.conagua.gob.mx
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3.2. Descripcio´n del problema
En la pra´ctica, para realizar un ana´lisis regional hidrolo´gico, se requiere identiﬁ-
car regiones homoge´neas donde los datos siguen patrones similares que puede analizarse
conjuntamente para mejorar la identiﬁcacio´n de modelos de probabilidad que a su vez
puede utilizarse para estimar eventos extremos y su frecuencia en te´rminos de periodos de
retorno. Este ana´lisis generalmente se ejecuta cuando se trata con sequı´as, contaminacio´n,
movimiento del viento, temperatura, presio´n atmosfe´rica y observaciones de precipitacio´n,
para nombrar algunos.
Esta investigacio´n se ocupa del problema de encontrar grupos de estaciones plu-
viome´tricas creando conglomerados homoge´neas, considerando el exponente deHurst apli-
cado directamente a los datos y tambie´n a los variogramas. Los datos de la precipitacio´n de
una muestra de 33 estaciones de la regio´n hidrogra´ﬁca Me´xico RH-24, cuenca del rı´o San
Juan, fueron utilizados como estudio de caso para evaluar la propuesta.
El variograma, se utilizo´ como cuantiﬁcador de las correlaciones de largo alcance pa-
ra los datos de las diferentes estaciones pluviome´tricas con registros mensuales. Teniendo
en cuenta el ana´lisis de la muestra de la serie histo´rica, se realizo´ un ana´lisis de rango rees-
calado o ana´lisis R/S , para obtener una medida del exponente de comportamiento fractal
en nuestro caso el exponente de Hurst[48].
Este exponente se utilizo´ como una medida para cada una de las estaciones plu-
viome´tricas en particular. El proceso se repitio´ para cada estacio´n pluviome´trica en la re-
gio´n bajo ana´lisis. El exponentes de Hurst se utilizo´ como referencia para identiﬁcar las
estaciones que presentan patrones similares.
Una ventaja del exponente de Hurst es la simplicidad de su algoritmo que puede
ser utilizado para medir la condicio´n de persistencia o antipersistencia de un proceso, y
proporciona una me´trica que puede utilizarse para clasiﬁcar series de tiempo diferentes.
El variograma γ(h) se utilizo´ para describir la relacio´n de las observaciones pareadas
y separadas por una distancia h. Es una te´cnica geoestadı´stica que permite una medida
cuantitativa de la persistencia a largo plazo en series de tiempo no estacionarias Witt[16],
Haslett[17], Dmowska[18], et al.
En las correlaciones en el tiempo y el espacio, se crean patrones que pueden utilizarse
para describir el comportamiento de un conjunto de observaciones, y el variograma estima
la diferencia al cuadrado prevista entre variables aleatorias vecinas. Este ca´lculo se realiza
sobre los valores de h diferentes.
Teniendo en cuenta una serie de tiempo o proceso estoca´stico {Xt , t ≥ 0}, la funcio´n
de autocovarianza en el punto (t, t+h) se deﬁne como CX(t, t+h) = E[XtXt+h]−E[Xt]E[Xt+h]
con E[Xt] la media del proceso en tiempo t. El variograma γ(h) esta´ dada por la mitad de
la varianza de la diferencia entre pares de observaciones en diferentes “localizaciones” en
el tiempo.
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El coeﬁciente de Hurst calculado con el me´todo del rango reescalado o´ tambie´n lla-
mado crecimiento del rango, mide el crecimiento de las ﬂuctuaciones de las estaciones, al
aumentar el intervalo de tiempo ∆t. Esto signiﬁca que cuanto mayor es el exponente de
Hurst de una poblacio´n ma´s ra´pido aumenta el rango de las ﬂuctuaciones. Si no se tiene en
cuenta el valor de la constante c de proporcionalidad en la fo´rmula fractal para un mismo
taman˜o poblacional, los valores ma´s grandes del coeﬁciente de Hurst se podrı´an asociar a
un mayor aumento en los valores o disminucio´n de los mismos (Sugihara y May).
Para estimar el exponente o coeﬁciente de Hurst de una serie temporal {Xk}, con
k ∈ 1,2, · · · ,N la serie es dividida en un grupo de d-subseries de longitud m. Realmente, la
medida de m es un valor promedio.
Una forma esta´ndar, aunque no la u´nica, de obtener el taman˜o m de la subserie, es
particionar la serie original en potencias de base 2. De esta manera, en cada una de las
particiones sucesivas, el valor aproximado de m es: N , N/2, N/22, N/23, · · · , y ası´ sucesiva-
mente. Para cada subserie n = 1,2, · · · ,d, se efectu´an los pasos de la seccio´n 2.6.
Dos factores que intervienen en la determinacio´n del coeﬁciente de Hurst son: la
manera en que es dividida la serie de tiempo en grupos de subseries y el comportamiento
asinto´tico del ana´lisis de rango reescalado.
El primero, el rango de valoresm se utilizan para calcular la pendiente de log(〈R/S〉m),
dada la relacio´n
log
(〈
R
S
〉
m
)
= log(c) +H log(m) (3.1)
El segundo, la determinacio´n de H es el resultado del comportamiento asinto´tico del
rango reescalado, i.e., cuando el valor de m tiende a inﬁnito.
El ana´lisis de reescaldo 〈R/S〉m sobre algunos valores dem es estimado usando log / log
expresio´n dada en (3.1). Para obtener el coeﬁcienteH , se utiliza el me´todo de mı´nimos cua-
drados. La pendiente es el coeﬁciente de Hurst, H .
Este exponente es considerado un indice fractal, Mandelbrot and Wallis[13], y pro-
porciona informacio´n acerca de correlaciones a largo plazo de una serie de observaciones;
para una revisio´n teo´rica del exponente de Hurst ve´ase Mandelbrot[14].
En la pra´ctica, el exponente de Hurst puede tomar valores entre 0 y 1, donde:
0 < H < 0,5 indica no persistencia en una serie, i.e., a un incremento es ma´s probable
que sea seguida por un decremento y viceversa.
H = 0.5 indica ausencia de correlacio´n serial (ruido blanco Gaussiano).
0,5 < H < 1 indica persistencia, es decir, un incremento corre el riesgo de ser seguido
por un incremento y un decremento por otro decremento.
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3.3. Resultados
En esta seccio´n se muestran los resultados obtenidos en el desarrollo de esta investi-
gacio´n.
Se revisaron 33 estaciones, el cuadro 3.1 muestra la informacio´n general de las esta-
ciones que fueron analizadas.
Para ilustrar el procedimiento, se muestra el ana´lisis de tres de las 33 estaciones de
lluvia, el resto de ellas se encuentran en el Anexo 6.4.
Los valores medidos de precipitacio´n mensual en milı´metros de las estaciones de
Apodaca, El Cuchillo y La Boca, se muestran en la Fig. 3.4, y el total se presentan en el
Anexo 6.4.
Como puede verse, los comportamientos y/o´ relaciones entre diferentes estaciones
son difı´ciles de evaluar utilizando el ana´lisis “visual” de las series de tiempo..
Inicialmente se aplico´ el me´todo de rango reescalado para encontrar el exponente
de Hurst a las bases de datos originales, obteniendo el denominado exponente de Hurst
empı´rico como se muestra en el cuadro 3.2
La Fig.3.5, muestra un gra´ﬁco log/log del taman˜o de particiones vs. rangos rees-
calados. Las pendientes de las ecuaciones lineales, obtenidas por el me´todo de mı´nimos
cuadrados, representa el exponente de Hurst. Estos valores son mayores a 0.5, lo cual indi-
ca que en estas series de datos, existe una persistencia en el comportamiento de las lluvias
segu´n lo mencionado anteriormente en la seccio´n 3.2, el resto de los valores para las 33
estaciones se encuentran en el cuadro 3.2 donde tambie´n puede observarse que la mayorı´a
de los valores de Hurst son mayores a 0.5, lo que indica una persistencia en las series de
tiempo.
Para un mejor ana´lisis se calcularon diferentes coeﬁciente de Hurst: Coeﬁcientes de
Hurst Simple (Hs), Hurst simple corregido (Hsc), Hurst empı´rico (He), Hurstal (Hal),
Hurst Teo´rico (Ht) y Hurst Promedio (HP) como muestra el cuadro 3.3 en el que el tiempo
de dependencia en todos ellos se hace evidente. Las gra´ﬁcas donde se muestra el exponente
de Hurst obtenido por un ajuste de mı´nimos cuadrados lineal se muestra en el Anexo 6.6.
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Cuadro 3.1: Informacio´n general de las estaciones pluviome´tricas de la cuenca
rı´o San Juan.
Estacio´n Nombre Latitud Longitud Datos
19015 El Cerrito 25 30 36 100 11 36 1984-2012
19039 Las Enramadas 25 30 05 099 31 17 1984-2012
19018 El Pajonal 25 29 23 100 23 20 1984-2012
19012 Cie´nega de Flores 25 57 08 100 10 20 1984-2012
19003 Allende 25 17 01 100 01 13 1984-2012
19069 La Boca 25 25 46 100 07 44 1984-2012
19009 Casillas 25 11 47 100 12 51 1984-2012
19187 California 25 18 23 099 44 02 1984-2012
19173 Palmitos 25 25 02 099 59 50 1984-2012
19002 Agua Blanca 25 32 39 100 31 23 1984-2012
19134 Salinas Victoria 25 57 33 100 17 34 1984-2012
19031 La Cruz 25 32 47 100 31 23 1984-2012
19036 La Popa 26 09 50 100 49 40 1984-2012
19185 El Canada´ 25 02 48 099 56 29 1984-2012
19056 San Juan 25 32 36 099 50 25 1944-2012
19016 El Cuchillo 25 43 05 099 15 21 1960-2012
19052 Monterrey(Obs) 25 44 01 100 16 01 1984-2012
19026 Icamole 25 56 28 100 41 13 1984-2012
19200 La Cienega 25 32 10 100 07 15 1984-2012
19004 Apodaca 25 47 37 100 11 50 1984-2012
19047 Mimbres 24 58 26 100 15 31 1984-2012
19140 Tepehuaje 25 30 19 099 46 15 1984-2012
19048 Montemorelos 25 10 55 099 49 56 1984-2012
19022 General Bravo 25 48 05 099 10 32 1984-2012
19158 Rancho de Gomas 26 10 11 100 27 52 1984-2012
19045 Mina 26 00 08 100 32 00 1984-2012
19054 Rinconada 25 40 52 100 43 03 1984-2012
19165 Chupaderos del Indio 25 48 49 100 47 24 1984-2012
19171 Lampacitos 25 06 38 099 53 57 1984-2012
19264 Dr. Coss 25 51 16 099 56 36 1984-2012
19170 El Hojase 26 06 55 100 21 38 1984-2012
19033 Laguna de Sanchez 26 06 55 100 21 38 1984-2012
19123 Grutas de Garcı´a 26 06 55 100 21 38 1984-2012
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Figura 3.4:Mediciones de precipitacio´n de tres estaciones de La cuenca del rı´o
San Juan, Me´xico. Desde la parte superior a la parte inferior, respectivamen-
te: Apodaca, Estacio´n nu´mero 19004, Enero 1940-Diciembre 2012; El Cuchi-
llo, Estacio´n nu´mero 19016, Enero 1939-Diciembre 2012 ; La Boca, Estacio´n
nu´mero 19069, Enero 1923-Diciembre 2012.
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Cuadro 3.2: Coeﬁcientes de Hurst empı´ricos (He) de cada estaciones plu-
viome´tricas de la cuenca rı´o San Juan. Coeﬁciente de Hurst empico aplicado
a variograma.
Estacio´n He Hurst Variograma
19015 0.4368 0.5629
19009 0.4908 0.6642
19069 0.5232 0.5980
19054 0.5516 0.8831
19018 0.5718 0.7548
19002 0.5732 0.7621
19264 0.5760 0.7256
19047 0.5827 0.6010
19045 0.5849 0.8248
19012 0.5899 0.6692
19171 0.6048 0.8039
19187 0.6059 0.7454
19031 0.6409 0.6492
19134 0.6147 0.6252
19165 0.6147 0.8660
19048 0.6163 0.7882
19185 0.6167 0.7777
19036 0.6202 0.7869
19158 0.6218 0.7484
19003 0.6225 0.7047
19200 0.6229 0.7945
19056 0.6255 0.7746
19039 0.6258 0.7892
19052 0.6373 0.7514
19004 0.6501 0.7742
19140 0.6565 0.8221
19033 0.6505 0.8521
19022 0.6559 0.7937
19170 0.6712 0.9479
19173 0.6741 0.8468
19016 0.7124 0.7730
19123 0.7567 0.7871
19026 0.8413 0.9806
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Para abordar el problema de encontrar muestras homoge´neas, un ana´lisis de con-
glomerados se llevo´ a cabo, utilizando las estimaciones del exponente de Hurst formando
cinco conglomerados, como muestran las divisiones del cuadro 3.4 y el histograma 3.6.
Despue´s de identiﬁcar un conjunto de distribuciones posibles con p-valores ma´s
grandes que un nivel signiﬁcativo de 0.05, en todos los casos, se selecciono´ la distribu-
cio´n con el ma´s alto promedio p-valor para cada estacio´n. Gamma y General de Valores
Extremos eran las distribuciones que dieron el mejor ajuste en los datos analizados.
Los para´metros de ubicacio´n, dispersio´n y curtosis, fueron calculados con los L-
momentos. El cuadro 3.4 muestra en la cuarta columna el tipo de distribucio´n ajustada
y la quinta columna muestra los para´metros de dicha distribucio´n. En el Anexo 6.9 se da
una breve explicacio´n del ca´lculo de L-Momentos. En el Anexo 6.10 semuestran los gra´ﬁcos
de las distribuciones con mejor ajuste obtenidas mediante librerı´as de Matlab.
f (x;α,β) =
xα−1
βαΓ(α)
e
− xβ , (3.2)
y
f (x;k,σ,µ) =
1
σ
e−(1+kz)
−1/k
(1 + kz)−1−1/k , z =
x −µ
σ
(3.3)
respectivamente.
Sin embargo, cuando se obtiene el variograma de cada una de estas estaciones, como
se muestra en la Fig. 3.7, una comportamiento se hace evidente, cada cı´rculo muestra la
relacio´n a meses cercanos, esto es, el primer cı´rculo muestra las variaciones con espacios de
unmes: enero-febrero, febrero-marzo,..., noviembre-diciembre. El segundo cı´rculomuestra
las variaciones cada dos meses: enero-marzo, febrero-abril,..., octubre-diciembre, el tercer
cı´rculo muestra las variaciones de enero-abril, febrero-mayo,...,septiembre-diciembre y ası´
sucesivamente, en esta inspeccio´n ma´s cercana se muestra un comportamiento estacional
que se repite cada 12 observaciones en el variograma como puede verse en la Fig. 3.8. Esto
puede explicarse debido al hecho de que se utilizaron las observaciones mensuales en el
ana´lisis. En el Anexo 6.7 se muestran los variogramas de las 33 estaciones.
La ﬁgura 3.9, muestra las ecuaciones lineales, calculadas por mı´nimos cuadrados, en
donde la pendiente de ellas es el exponente de Hurst aplicado a variogramas. El exponente
de Hurst a variogramas, de todas las estaciones se encuentra en el cuadro 3.5. Se puede
observar que los coeﬁcientes de Hurst son mayores a 0.5 y algunos esta´n cercanos a 1, lo
que indica una dependencia larga positiva de los datos en los variogramas.
Aprovechando esta informacio´n tambie´n se efectuo´ particiones para clasiﬁcar en fun-
cio´n de los variogramas como muestra las divisiones en el cuadro 3.5 y el histograma de la
ﬁgura 3.10.
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Figura 3.5: Exponente de Hurst promedio (Hp) a datos originales por mı´nimos
cuadrados de las tres estaciones de la cuenca del rı´o San Juan, Me´xico. Desde la
parte superior a la parte inferior, respectivamente: Apodaca, Estacio´n nu´mero
19004,m = 0,6501; El Cuchillo, Estacio´n nu´mero 19016,m = 0,71242; La Boca,
Estacio´n nu´mero 19069, m = 0,5232.
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Cuadro 3.3: Coeﬁcientes de Hurst Simple(He), Hurst simple corregido (Hrs),
Hurst empı´rico (He), Hurstal(Hal), Hurst Teo´rico (Ht) y Hurst Promedio (HP).
Mediante (6.9) de estaciones pluviome´tricas de la cuenca rı´o San Juan.
Estacio´n Hs Hrs He Hal Ht HP
19015 0.4405 0.3273 0.3978 0.3535 0.5503 0.4139
19009 0.4705 0.4090 0.3893 0.3520 0.5503 0.4342
19069 0.5165 0.4686 0.3771 0.3356 0.5503 0.4496
19047 0.5427 0.5052 0.3763 0.3448 0.5503 0.4639
19002 0.5450 0.5186 0.4586 0.4177 0.5503 0.4980
19264 0.5404 0.5458 0.5064 0.4637 0.5503 0.5213
19036 0.5928 0.6021 0.4643 0.4250 0.5503 0.5269
19018 0.5370 0.5358 0.5383 0.4893 0.5503 0.5301
19056 0.5772 0.6174 0.4928 0.4509 0.5503 0.5377
19012 0.5652 0.5722 0.5432 0.4905 0.5503 0.5443
19054 0.5025 0.5011 0.6141 0.5536 0.5503 0.5443
19045 0.5257 0.5295 0.5997 0.5497 0.5503 0.5510
19187 0.5658 0.6169 0.5583 0.5054 0.5503 0.5594
19033 0.6106 0.6651 0.5203 0.4781 0.5503 0.5649
19200 0.5645 0.6194 0.5811 0.5307 0.5503 0.5692
19052 0.5926 0.6379 0.5804 0.5241 0.5503 0.5770
19134 0.5747 0.5942 0.6159 0.5632 0.5503 0.5797
19158 0.5879 0.6179 0.5993 0.5437 0.5503 0.5798
19031 0.5584 0.5553 0.6499 0.5974 0.5503 0.5822
19039 0.5746 0.6263 0.6133 0.5606 0.5503 0.5850
19048 0.5542 0.6294 0.6558 0.5966 0.5494 0.5971
19171 0.5406 0.5688 0.7148 0.6477 0.5503 0.6044
19140 0.5957 0.6421 0.6441 0.5918 0.5503 0.6048
19022 0.5949 0.6508 0.6435 0.5926 0.5503 0.6064
19185 0.5727 0.6116 0.6817 0.6171 0.5503 0.6067
19003 0.5619 0.6392 0.7005 0.6383 0.5503 0.6180
19170 0.6021 0.6443 0.6881 0.6337 0.5503 0.6237
19173 0.6125 0.6988 0.6839 0.6263 0.5503 0.6343
19165 0.5524 0.5947 0.7810 0.7080 0.5503 0.6373
19004 0.5790 0.6382 0.7770 0.7166 0.5503 0.6522
19016 0.6179 0.7319 0.8076 0.7432 0.5503 0.6902
19026 0.7011 0.8551 0.7680 0.7107 0.5503 0.7170
19123 0.6737 0.8377 1.0236 0.9501 0.5503 0.8071
Capı´tulo 3. Resultados 44
Cuadro 3.4: Conglomerados de las estaciones pluviome´tricas mediante la apli-
cacio´n del exponente de Hurst promedio(HP).
Clu´ster Estacio´n HP Distribucio´n Para´metros
4 19015 0.4139 Gamma(α,β) (0.5663, 136.1047)
19009 0.4342 GEV(k,σ,µ) (4.5647, 2.1172, 0.4636)
19069 0.4496 Gamma(α,β) (0.5302, 161.6313)
19047 0.4639 GEV(k,σ,µ) (0.6367, 23.7109, 18.5646)
11 19002 0.4980 GEV(k,σ,µ) (0.8549, 22.9085, 16.5826)
19264 0.5213 GEV(k,σ,µ) (5.2249, 15.2275, 2.9142)
19036 0.5269 GEV(k,σ,µ) (3.4686, 0.0035, 0.0010)
19018 0.5301 GEV(k,σ,µ) (5.0506, 12.0178, 2.3793)
19056 0.5377 Gamma(α,β) (0.6680, 89.4467)
19012 0.5442 Gamma(α,β) (0.6943, 65.1631)
19054 0.5443 GEV(k,σ,µ) (4.5781, 2.2694, 0.4954)
19045 0.5510 GEV(k,σ,µ) (1.0453, 8.5772, 5.7794)
19187 0.5594 Gamma(α,β) (0.6392, 95.3088)
19033 0.5649 GEV(k,σ,µ) (1.3751, 18.3613, 10.4899)
19200 0.5692 Gamma(α,β) (0.5432, 119.4911)
14 19052 0.5770 GEV(k,σ,µ) (0.8071, 19.1296, 15.1422)
19134 0.5797 Gamma(α,β) (0.7065, 55.4153)
19158 0.5798 GEV(k,σ,µ) (1.2889, 9.9186, 5.8144)
19031 0.5822 GEV(k,σ,µ) (0.9576, 24.7552, 16.3712)
19039 0.5850 GEV(k,σ,µ) (4.9383, 21.8802, 4.4299)
19048 0.5971 Gamma(α,β) (0.5441, 134.6999)
19171 0.6044 GEV(k,σ,µ) (0.9713, 22.2791, 14.9927)
19140 0.6048 Gamma(α,β) (0.5804, 98.0680)
19022 0.6064 Gamma(α,β) (0.6157, 72.0019)
19185 0.6067 Gamma(α,β) (0.5962, 70.8507)
19003 0.6180 GEV(k,σ,µ) (0.6442, 32.9121, 28.7095)
19170 0.6230 GEV(k,σ,µ) (5.1656, 7.1451, 1.3831)
19173 0.6343 Gamma(α,β) (0.5384, 118.6863)
19165 0.6373 GEV(k,σ,µ) (3.5250, 0.1478, 0.0415)
3 19004 0.6522 GEV(k,σ,µ) (0.8467, 20.9170, 15.2324)
19016 0.6902 Gamma(α,β) (0.5520, 79.1747)
19026 0.7170 GEV(k,σ,µ) (5.1724, 5.5123, 1.0656)
1 19123 0.8071 GEV(k,σ,µ) (5.1039, 4.0464, 0.7927)
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Cuadro 3.5: Conglomerados de las estaciones pluviome´tricas mediante la apli-
cacio´n de exponente de Hurst a variogramas.
Clu´ster Estacio´n Hurst Variograma Distribucio´n Para´metros
4 19015 0.5629 Gamma(α,β) (0.5663, 136.1047)
19069 0.5980 Gamma(α,β) (0.5302, 161.6313)
19047 0.6010 GEV(k,σ,µ) (0.6367, 23.7109, 18.5646)
19134 0.6252 Gamma(α,β) (0.7065, 55.4153)
6 19031 0.6492 GEV(k,σ,µ) (0.9576, 24.7552, 16.3712)
19009 0.6642 GEV(k,σ,µ) (4.5647, 2.1172, 0.4636)
19012 0.6692 Gamma(α,β) (0.6943, 65.1631)
19003 0.7047 GEV(k,σ,µ) (0.6442, 32.9121, 28.7095)
19033 0.7148 GEV(k,σ,µ) (1.3751, 18.3613, 10.4899)
19264 0.7256 GEV(k,σ,µ) (5.2249, 15.2275, 2.9142)
16 19187 0.7454 Gamma(α,β) (0.6392, 95.3088)
19158 0.7484 GEV(k,σ,µ) (1.2889, 9.9186, 5.8144)
19052 0.7514 GEV(k,σ,µ) (0.8071, 19.1296, 15.1422)
19018 0.7548 GEV(k,σ,µ) (5.0506, 12.0178, 2.3793)
19002 0.7621 GEV(k,σ,µ) (0.8549, 22.9085, 16.5826)
19016 0.7730 Gamma(α,β) (0.5520, 79.1747)
19004 0.7742 GEV(k,σ,µ) (0.8467, 20.9170, 15.2324)
19056 0.7746 Gamma(α,β) (0.6680, 89.4467)
19185 0.7777 Gamma(α,β) (0.5962, 70.8507)
19036 0.7869 GEV(k,σ,µ) (3.4686, 0.0035, 0.0010)
19123 0.7871 GEV(k,σ,µ) (5.1039, 4.0464, 0.7927)
19048 0.7882 Gamma(α,β) (0.5441, 134.6999)
19039 0.7892 GEV(k,σ,µ) (4.9383, 21.8802, 4.4299)
19022 0.7937 Gamma(α,β) (0.6157, 72.0019)
19200 0.7945 Gamma(α,β) (0.5432, 119.4911)
19171 0.8039 GEV(k,σ,µ) (0.9713, 22.2791, 14.9927)
5 19045 0.8248 GEV(k,σ,µ) (1.0453, 8.5772, 5.7794)
19173 0.8468 Gamma(α,β) (0.5384, 118.6863)
19140 0.8521 Gamma(α,β) (0.5804, 98.0680)
19165 0.8660 GEV(k,σ,µ) (3.5250, 0.1478, 0.0415)
19054 0.8831 GEV(k,σ,µ) (4.5781, 2.2694, 0.4954)
2 19170 0.9479 GEV(k,σ,µ) (5.1656, 7.1451, 1.3831)
19026 0.9806 GEV(k,σ,µ) (5.1724, 5.5123, 1.0656)
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Figura 3.6: Histograma de las estaciones pluviome´tricas utilizando el expo-
nente de Hurst aplicado a los datos de entrada.
Una vez realizado esto se sugirio´ la validacio´n de la metodologı´a, simulando series
de datos con Distribucio´n Normal N ∼ (0,σ2), distribucio´n General de valores extremos
Gev ∼ (µ,σ,κ), (µ = ubicacion,σ = escala,κ = f orma) y distribucio´n Gamma G ∼ (α,β)
(α = f orma,β = escala)).
El modelo de ana´lisis regresivo que se utilizo´ para la simulacio´n fue el mencionado
en la seccio´n 2.8:
yt =Φ1yt−12 + ξ (3.4)
Se simulo´ 5 series de datos para cada valor deΦ = { 0.1, 0.3, 0.5, 0.7, 0.9 } hasta formar
25 series con las distribuciones antes mencionadas asignando para´metros de κ,µ,σ,α y β,
segu´n el tipo de distribucio´n:
yt =Φiyt−12 +G(α,β)
yt =Φiyt−12 +Gev(κ,µ,σ)
yt =Φiyt−12 +N (µ,σ2)
(3.5)
Para cada una de estas ecuaciones en diferencias se ejecutaron 1000 simulaciones,
calculando los verdaderos positivos (VP), verdaderos negativos (VN), falsos positivos (FP),
falsos negativos (FN), adema´s se encontro´ el coeﬁciente de pureza de la relacio´n entre gru-
pos y el coeﬁciente de Jaccard. Esto se realizo´ tanto para analizar los valores iniciales, como
para variogramas.
Enseguida se describe la informacio´n obtenida de las 1000 simulaciones para cada
una de las distribuciones de prueba.
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Figura 3.7: Variogramas
Gra´ﬁco de variogramas correspondientes a las series temporales de lluvia de las tres
estaciones anteriores.
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Figura 3.8: Variogramas
Gra´ﬁco del calculo de variogramas. Desde la parte superior a la parte inferior,
respectivamente: Apodaca, Estacio´n nu´mero 19004, El Cuchillo, Estacio´n nu´mero 19016,
La Boca, Estacio´n nu´mero 19069, variogramas correspondientes a las series temporales de
lluvia de las tres estaciones anteriores.
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Figura 3.9: Mediciones del exponente de Hurst a variogramas de tres estacio-
nes de la cuenca del rı´o San Juan, Me´xico. El valor de la pendiente es el ex-
ponente de Hurst. Calculado por mı´nimos cuadrados. Desde la parte superior
a la parte inferior, respectivamente: Apodaca, Estacio´n nu´mero 19004, Enero
1940-Diciembre 2012, m = 0,7742; El Cuchillo, Estacio´n nu´mero 19016, Enero
1939-Diciembre 2012, m = 0,77296; La Boca, Estacio´n nu´mero 19069, Enero
1923-Diciembre 2012, m = 0,59799.
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Figura 3.10: Histograma de las estaciones pluviome´tricas utilizando el expo-
nente de Hurst aplicando variograma.
Los cuadros 3.6-3.9 muestran una seleccio´n de la 1a,10a,100a y 1000a simula-
cio´n con distribucio´n Gamma, G ∼ (α,β) (α = f orma,β = escala)) y los valores VP, FN, FP
y VN, la pureza del agrupamiento y el ı´ndice de Jaccard el cual mide el grado de similitud
entre agrupamiento clasiﬁcados con base a las particiones generadas por los valores de Φ,
mencionados en 2.16 y las ecuaciones 3.5.
El cuadro 3.6 muestra el resumen de valores obtenidos de las 1000 simulaciones. A
cada simulacio´n se le calculo´ el exponente de Hurst, estos se agruparon por frecuencias y
se compararon con los conglomerados iniciales.
Cuadro 3.6: Resumen comparativo de conglomerados, iniciales v.s. simulados
mediante la aplicacio´n del exponente de Hurst por frecuencias (H).
Simulacio´n VP FN FP VN PUREZA JACCARD
1 12 38 46 204 0.48 0.125
10 18 32 65 185 0.6 0.1565
100 9 41 58 192 0.44 0.0833
1000 12 38 48 202 0.52 0.1224
El cuadro 3.7 muestra el resumen entre la particio´n inicial y los coeﬁcientes de Hurst
clasiﬁcados por el me´todo de k-medias(HK).
El cuadro 3.8 muestra el resumen entre la particio´n inicial y los coeﬁcientes de Hurst
aplicados a variogramas (HV) clasiﬁcados por frecuencias.
El cuadro 3.9 muestra el resumen entre la particio´n inicial y la particio´n generada por
el coeﬁcientes de Hurst aplicados a variogramas y clasiﬁcados por el me´todo de k-medias
(HVK).
El cuadro 3.10 muestra el resumen ﬁnal de las 1000 simulaciones Gamma.
Capı´tulo 3. Resultados 51
Cuadro 3.7: Resumen comparativo de conglomerados, iniciales v.s. los simu-
lados mediante la aplicacio´n de exponente de Hurst clasiﬁcados por k-medias
(Hurst k-medias (HK)).
Simulacio´n VP FN FP VN PUREZAKM JACCARDKM
1 12 38 44 206 0.52 0.1277
10 13 37 54 196 0.52 0.125
100 7 43 53 197 0.4 0.068
1000 14 36 47 203 0.56 0.1443
Cuadro 3.8: Resumen comparativo de conglomerados, iniciales v.s. exponentes
de Hurst a variogramas clasiﬁcados por frecuencias(HV).
Simulacio´n VP FN FP VN PUREZAVAR JACCARDVAR
1 13 37 43 207 0.52 0.1398
10 8 42 60 190 0.44 0.0727
100 15 35 54 196 0.52 0.1442
1000 14 36 45 205 0.52 0.1474
Cuadro 3.9: Resumen comparativo de conglomerados, iniciales v.s. exponente
de Hurst a variogramas con k-medias (HVK).
Simulacio´n VP FN FP VN PUREZAVK JACCARDVK
1 9 41 51 199 0.44 0.0891
10 8 42 60 190 0.44 0.0727
100 10 40 51 199 0.44 0.099
1000 10 40 44 206 0.48 0.1064
Cuadro 3.10: Resumen de 1000 simulaciones H, HV, HK, HVK.
H HV HK HVK
PUREZA
PROMEDIO 0.5074 0.4884 0.5053 0.4839
DESVIACIO´N 0.0637 0.06 0.0625 0.058
JACCARD
PROMEDIO 0.1274 0.1148 0.1282 0.1137
DESVIACIO´N 0.0346 0.0325 0.036 0.0325
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Los cuadros 3.11-3.14 muestran una seleccio´n de la 1a,10a,100a y 1000a simulacio´n
con distribucio´n, Gev, y los valores VP, FN, FP, VN, la pureza del agrupamiento y el coe-
ﬁciente de Jaccard, de las comparaciones entre agrupamientos clasiﬁcados en base a las
particiones generadas por los valores de Φ, mencionados en 2.16 y las ecuaciones 3.5 y las
clasiﬁcaciones mediante el exponente de Hurst, Hurst k-medias, Hurst variograma y Hurst
variograma k-medias.
El cuadro 3.11 muestra el resumen entre la particio´n inicial y la generada por los
coeﬁcientes de Hurst clasiﬁcado por frecuencias.
Cuadro 3.11: Resumen comparativo de conglomerados, iniciales v.s. los simu-
lados mediante el exponente de Hurst por frecuencias(H).
Simulacio´n VP FN FP VN PUREZA JACCARD
1 13 37 43 207 0.52 0.1398
10 21 29 59 191 0.64 0.1927
100 28 22 58 192 0.72 0.2593
1000 23 27 47 203 0.68 0.2371
El cuadro 3.12 muestra el resumen entre la particio´n inicial y los coeﬁcientes de
Hurst clasiﬁcados por el me´todo de k-medias (HK).
Cuadro 3.12: Resumen comparativo de conglomerados, iniciales v.s. exponente
de Hurst por k-medias(HK).
Simulacio´n VP FN FP VN PUREZAKM JACCARDKM
1 11 39 46 204 0.48 0.1146
10 18 32 54 196 0.56 0.1731
100 29 21 36 214 0.76 0.3372
1000 28 22 44 206 0.72 0.2979
El cuadro 3.13 muestra el resumen entre la particio´n inicial y los coeﬁcientes de Hurst
con variogramas clasiﬁcados por frecuencias.
Cuadro 3.13: Resumen comparativo de conglomerados, iniciales v.s. exponente
de Hurst variograms por frecuencias (HV).
Simulacio´n VP FN FP VN PUREZAVAR JACCARDVAR
1 13 37 57 193 0.52 0.1215
10 12 38 52 198 0.48 0.1176
100 13 37 68 182 0.48 0.1102
1000 14 36 59 191 0.56 0.1284
El cuadro 3.14 muestra el resumen entre la particio´n inicial y los coeﬁcientes de Hurst
a variogramas aplicando k-medias (HVK).
El cuadro 3.15 muestra el resumen ﬁnal de las 1000 simulaciones.
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Cuadro 3.14: Resumen comparativo de conglomerados, iniciales v.s. exponente
de Hurst a variogramas por k-medias (HVK).
Simulacio´n VP FN FP VN PUREZAVK JACCARDVK
1 17 33 46 204 0.6 0.1771
10 12 38 52 198 0.48 0.1176
100 18 32 55 195 0.6 0.1714
1000 14 36 47 203 0.52 0.1443
Cuadro 3.15: Resumen de 1000 simulaciones HF, HV, HK, HVK.
H HV HK HVK
PUREZA
PROMEDIO 0.6180 0.4992 0.6126 0.4812
DESVIACIO´N 0.0719 0.0671 0.0699 0.0621
JACCARD
PROMEDIO 0.2154 0.1134 0.2163 0.1089
DESVIACIO´N 0.0578 0.0309 0.0579 0.0307
De los cuadros 3.16-3.19 corresponden al resumen de simulaciones, Normal, mues-
tran los valores VP, VN, FP, FN, la pureza del agrupamiento y el coeﬁciente de Jaccard, para
las comparaciones entre agrupamientos clasiﬁcados en base a las particiones generadas por
los valores de Φ, antes establecidos.
El cuadro 3.16 muestra el resumen entre la particio´n inicial y la generada por los
coeﬁcientes de Hurst clasiﬁcadas por frecuencias.
Cuadro 3.16: Resumen comparativo de conglomerados, iniciales v.s. exponente
de Hurst mediante frecuencias (H).
Simulacio´n VP FN FP VN PUREZA JACCARD
1 13 37 49 201 0.52 0.1313
10 15 35 70 180 0.52 0.125
100 10 40 50 200 0.44 0.1
1000 14 36 47 203 0.56 0.1443
El cuadro 3.17 muestra el resumen entre la particio´n inicial y los coeﬁcientes de
Hurst clasiﬁcados por el me´todo de k-medias (HK).
El cuadro 3.18 muestra el resumen entre la particio´n inicial y los coeﬁcientes de Hurst
a variogramas clasiﬁcado por frecuencias.
El cuadro 3.19 muestra el resumen entre la particio´n inicial y los coeﬁcientes de Hurst
a variogramas clasiﬁcados porel metodo de k-medias (HVK).
El cuadro 3.20 muestra el resumen ﬁnal de las 1000 simulaciones con distribucio´n Normal
N ∼ (µ,σ2).
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Cuadro 3.17: Resumen comparativo de conglomerados, iniciales v.s. exponente
de Hurst clasiﬁcado por k-medias (HK).
Simulacio´n VP FN FP VN PUREZAKM JACCARDKM
1 13 37 49 201 0.52 0.1313
10 15 35 71 179 0.52 0.124
100 8 42 58 192 0.4 0.0741
1000 14 36 47 203 0.56 0.1443
Cuadro 3.18: Resumen comparativo de conglomerados, iniciales v.s. exponente
de Hurst a variogramas HV.
Simulacio´n VP FN FP VN PUREZAVAR JACCARDVAR
1 12 38 66 184 0.44 0.1034
10 14 36 43 207 0.48 0.1505
100 14 36 72 178 0.48 0.1148
1000 10 40 62 188 0.48 0.0893
Cuadro 3.19: Resumen comparativo de conglomerados, iiniciales v.s. exponen-
te de Hurst a variogramas por k-medias (HVK).
Simulacio´n VP FN FP VN PUREZAVK JACCARDVK
1 9 41 53 197 0.44 0.0874
10 13 37 40 210 0.48 0.1444
100 10 40 48 202 0.44 0.102
1000 8 42 52 198 0.44 0.0784
Cuadro 3.20: Resumen de 1000 simulaciones HF, HFV, HKM, HVK.
H HV HK HVK
PUREZA
PROMEDIO 0.5067 0.4826 0.5007 0.4772
DESVIACIO´N 0.0613 0.0586 0.0601 0.0588
JACCARD
PROMEDIO 0.1262 0.1098 0.1256 0.1083
DESVIACIO´N 0.0345 0.0301 0.0348 0.0309
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Conclusiones
Como caso de estudio para desarrollar esta investigacio´n, utilizamos una muestra de
estaciones de lluvia, las cuales esta´n contenidas en la cuenca del rı´o San Juan de la regio´n
hidrogra´ﬁca RH-24 Me´xico. Fueron utilizadas 33 de las 41 estaciones en el ana´lisis. Se
revisaron las series de tiempo y se le analizo´ su comportamiento mediante el exponente
de Hurst o rango reescalado (R/S) para efectuar una clasiﬁcacio´n de cada una de ellas. La
te´cnica del variograma tambie´n fue utilizada posteriormente. La primera metodologı´a fue
con el ﬁn de efectuar conglomerados de acuerdo a la persistencias o no persistencia de los
datos, y la segunda con el objetivo de efectuar conglomerados mediante a variabilidad.
El exponente de Hurst provee una medida para determinar si una serie de tiempo
es ruido blanco gaussiano o tiene una tendencia subyacente y puede ser utilizada para
agrupar las estaciones pluviome´tricas de acuerdo con a los valores obtenidos al aplicarse el
ana´lisis de rango reescalado.
El mapa de variogramas brinda una forma muy eﬁciente y automa´tica de determinar
si un conjunto de datos presenta un comportamiento que puede ser claramente observado
y adema´s seguido del ana´lisis de R/S o estimacio´n del exponente de Hurst, revela mayor
informacio´n utilizable como herramienta de un ana´lisis de conglomerados.
La dependencia de largo alcance se encuentra en cada uno de los variogramas eva-
luados con el exponente de Hurst, sin embargo, se encontro´ todavı´a ma´s u´til como una
herramienta para un ana´lisis de conglomerados.
Una bondad del proceso de ajuste se ejecuta con cada serie, y los resultados mostraron
que existen distribuciones dominantes dentro de un conjunto factible (que se encuentra de
forma independiente en cada estacio´n).
Se encontro´ que las distribuciones de probabilidad anidan dentro de cada grupo. Esto
es indicativo de que los patrones homoge´neos fueron identiﬁcados dentro de los grupos, y
los grupos fueron heteroge´neos entre sı´.
Del ana´lisis de validacio´n se puede decir lo siguiente:
De resumen ﬁnal de la tabla 3.10 de las simulaciones desarrollando mediante la dis-
tribucio´n Gamma, G ∼ (α,β). Se efectuo´ una prueba de diferencia de medias y un ana´lisis
de varianza del cual podemos concluir:
En lo que respecta a la pureza:
No hay evidencia estadı´stica suﬁciente para decir que las desviaciones de los indica-
dores de Hurst sean distintas a los de Hurst K-medias.
Se encontro´ diferencia estadı´sticamente signiﬁcativa (nivel menor a 0.02) entre los
promedios de los indicadores de Hurst y los de Hurst K-medias.
Se encontro´ diferencia signiﬁcativa (nivel menor a 0.01) entre promedios de los indi-
cadores Hurst variograma v.s. Hurst variograma K-medias.
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Hay diferencia entre las varianzas (nivel menor a 0.01) de los indicadores de Hurst
variograma y Hurst variograma K-medias.
En lo que respecta al coeﬁciente de Jaccard para las simulaciones, con la distribucio´n
Gamma, para cada indicador:
Utilizando el ı´ndice de Jaccard no se encontro´ diferencia signiﬁcativa para los prome-
dios, ni para las varianzas de los ı´ndices de Hurst v.s. Hurst K-medias y para Hurst
variograma v.s. Hurst variograma K-medias.
De resumen ﬁnal de la tabla 3.15 de las simulaciones desarrollando mediante la dis-
tribucio´n General de valores extremos, Gev ∼ (µ,σ,κ), se aplico´ una prueba de diferencia
de medias y un ana´lisis de varianza que revelan lo siguiente:
En lo que respecta a la pureza:
En promedio el indice de Hurst es mayor que Hurst K-medias con nivel de signiﬁcan-
cia menor a 0.02 y, que no hay diferencia signiﬁcativa en la variabilidad.
En cuanto a los indicadores de Hurst variograma v.s. Hurst variograma K-medias,
se encontraron diferencias signiﬁcativas en promedios y en varianzas con niveles de
signiﬁcancia menores a 0.01.
En lo que respecta al coeﬁciente de Jaccard para las simulaciones, con la distribucio´n
Gev, para cada indicador:
No se detecta diferencia signiﬁcativa ni para promedios ni para varianzas en la com-
paracio´n Hurst v.s. hurst K-media a nivel de signiﬁcancia 0.05.
De resumen ﬁnal de la tabla 3.20 de las simulaciones desarrollando mediante la dis-
tribucio´n Normal, tambie´n se aplico´ una prueba de diferencia de medias y un ana´lisis de
varianza que muestran los siguiente resultados:
En lo que respecta a la pureza:
No hay evidencia estadı´stica suﬁciente para decir que las desviaciones de los indica-
dores de Hurst sean distintas a los de Hurst K-medias.
No hay diferencia estadı´sticamente signiﬁcativa entre los promedios de los indicado-
res de Hurst y los de Hurst K-medias.
Se encontro´ diferencia signiﬁcativa (nivel menor a 0.01) entre promedios de los indi-
cadores Hurst variograma v.s. Hurst variograma K-medias.
Hay diferencia entre las varianzas (nivel menor a 0.01) de los indicadores de Hurst
Variograma y Hurst Variograma K-medias.
En lo que respecta al coeﬁciente de Jaccard para las simulaciones, con la distribucio´n
Normal N ∼ (0,σ2), para cada indicador:
Utilizando el ı´ndice de Jaccard no se encontro´ diferencia signiﬁcativa para los prome-
dios ni para las varianzas de los ı´ndices de Hurst v.s. Hurst- kmedias.
Capı´tulo 4. Conclusiones y trabajo futuro 58
Se encontro´ diferencia en las varianzas de lo indicadores Hurst variograma v.s. Hurst
variograma K-medias con nivel de signiﬁcancia 0.01 Mientras que no hay evidencia
de que exista una diferencia entre los promedios en el indicador Hurst variograma y
Hurst variograma K-medias a nivel de signiﬁcancia de 0.05.
A la luz de estos resultados podemos concluir que en promedio el ı´ndice de Hurst y
el de Hurst variograma determinan en mayor medida que los de Hurst k-medias y Hurst
variograma k-medias respectivamente el grado de coincidencia(pureza) en los conglome-
rados, con la ventaja adicional de la simplicidad en su algoritmo e´ interpretacio´n.
Para la determinacio´n de la pureza el ı´ndice de Hurst resulta ser un mejor indicador,
en promedio que el de k-medias, debido a que en promedio detecta mas coincidencias y
con la misma variabilidad o por lo menos, no distinta a la de Hurst K-medias.
Para estas aseveraciones se utilizaron pruebas estadı´sticas para diferencia de medias
y cocientes de varianza.
El estudio de las estaciones de lluvia con variogramas y el ana´lisis R/S proporciona
una herramienta alternativa que permite a los profesionales encontrar correlaciones a largo
plazo y adema´s analizar la agrupacio´n de las series hidrolo´gicas.
El ana´lisis de agrupamiento se utiliza, intentando identiﬁcar las estaciones dentro de
la cuenca con similar re´gimen hidrolo´gico.
Los para´metros de ubicacio´n, dispersio´n, asimetrı´a y curtosis de las distribuciones
ajustadas a cada conglomerado, se obtuvieron utilizando L-momentos, los cuales dan una
mejor caracterizacio´n de la distribucio´n de probabilidad de nuestras muestras.
Se identiﬁcaron cinco regiones de la cuenca, que son hidrolo´gicamente ma´s parecidas
entre sı´ que a captaciones en otros lugares pero, no del mismo modo distintivas entre sı´ ya
que sus distribuciones son, generalmente, distribuciones; Gamma y Gev.
En trabajos futuros, esta metodologı´a podra´ ser utilizada en el estudios de las comple-
jas series de tiempo, para mejorar la comprensio´n de estas y, si se analizan mas variables,
se podrı´a efectuar una clasiﬁcacio´n de los conglomerados de manera mas efectiva que solo
considerando una variable como, la pluviome´trica.
Si se considerasen ma´s factores de igual importancia relacionados a la hidrologı´a del
a´rea, igualmente importantes, seria como un complejo mosaico de zonas hidrolo´gicamente
homoge´neas, y ma´s difı´cil relacionarlas a una gran escala realista, pero mediante este tipo
de ana´lisis, se podrı´a hacer una mejor clasiﬁcacio´n de conglomerados.
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6.1. Descripcio´n de la cuenca del rı´o San Juan
La cuenca del rı´o San Juan pertenece a la regio´n hidrolo´gica rı´o Bravo-San Juan o RH-
24 se muestra en la Fig. 6.1, esta comprende parte de los estados de Coahuila, Nuevo Leo´n
y Tamaulipas; ası´ como los diferentes aprovechamientos hidra´ulicos que en esta existen,
tales como el Distrito de Riego 026 Bajo rı´o San Juan, el Distrito de Riego 031 Las Lajas, el
acueducto China-Monterrey, el acueducto regional China-Aldamas y las unidades de riego
que se ubican en el rı´o Pesquerı´a, arroyo Ayancual y rı´o San Juan.
Esta cuenca tiene una superﬁcie de 32,972 km2 y es el segundo aﬂuente en importan-
cia de los aportadores mexicanos al rı´o Bravo cuya conﬂuencia ocurre a 58 km aguas abajo
de la cortina de la presa Internacional Falco´n y 383 km aguas arriba de la desembocadura
en el Golfo de Me´xico.
La cuenca se localiza entre los paralelos 25º15’ y 26º45’ de latitud Norte y los meri-
dianos 99º15’ y l0lº45’ de longitud Oeste.
Figura 6.1: Ubicacio´n de la cuenca:“Google Earth”
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Este rı´o es uno de los ma´s importantes de la regio´n Noreste del paı´s, abarcando
territorio de tres estados que son Coahuila con 13,123 km2, con 18,860 km y Tamaulipas
con 989 km2 (Secretarı´a de Agricultura y Recursos Hidra´ulicos (SARH), 1973).
La presa Rodrigo Go´mez “La Boca”, se construyo´ en la cabecera del rı´o San Juan
en el municipio de Santiago Nuevo Leo´n, es ubicada entre las coordenadas en UTM Nue-
vo Leo´n, X Mı´nima 383871.168, X Ma´xima 386780.921, con Y Mı´nima 2810047.796 y Y
Ma´xima 2815299.763. Cuenta con una superﬁcie aproximada de 455Ha. y un volumen de
almacenamiento de 40 millones de metros cu´bicos (Mm3). Es alimentada principalmente
por el arroyo La Chueca con direccio´n sureste y capta las aguas de arroyos perennes que
descargan de la Sierra Madre Oriental a altitudes entre 2,000 a 2,300 msnm, estos arro-
yos son: Cavazos, Cristalinas, Dolores, Escamilla, Puerco y San Antonio; continua como
eﬂuente despue´s de la compuerta con el nombre de rı´o San Juan.
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6.2. Te´cnicas de regionalizacio´n
En la de´cada de los an˜os 80, da inicio´ formalmente el denominado ana´lisis regio-
nal de los datos para prediccio´n en sitios donde no se tiene tal informacio´n y obteniendo
estimaciones ma´s conﬁables para aplicarlos en cuencas con datos insuﬁcientes.
Aunque este me´todo da el ı´ndice de avenida, data de 20 an˜os antes (Dalrymple,
1960[4]), es hasta ﬁnales de los 80 que se hace una exploracio´n de este enfoque, en cuanto
a me´todos o procesos y sus ventajas (A. Ramachandra, Khaled H. Hamed 1988[6]).
El ana´lisis regional de frecuencias de crecientes (ARFC), permite realizar prediccio-
nes, es decir, estimaciones asociadas a una determinada probabilidad de excedencia, con
base en todos los datos observados en varias estaciones hidrome´tricas de una regio´n, y que
incluso se utilizan en las pruebas que emplean caracterı´sticas clima´ticas y/o ﬁsiogra´ﬁcas
de cuencas (Lena M. and Henny[7]).
El ana´lisis regional de frecuencia es la estimacio´n de cuan a menudo un evento es-
pecı´ﬁco puede ocurrir. La estimacio´n de la frecuencia de eventos extremos es de particular
importancia, ya que existen numerosas fuentes de incertidumbre sobre los procesos fı´sicos
que ampliﬁcan a los eventos observados, es ası´ como una aproximacio´n estadı´stica para el
ana´lisis de datos es necesaria.
Los me´todos estadı´sticos son nobles con la existencia de incertidumbre, permiten
cuantiﬁcar sus efectos y los procedimientos para el ana´lisis de frecuencias estadı´sticas son
un agregado singular, que tambie´n nos es de utilidad.
Por ejemplo, las observaciones meteorolo´gicas del medio ambiente, de una misma
variable, en diferentes lugares de medicio´n con una frecuencia de eventos, tiene similares
o diferentes cantidades observadas, entonces la conclusio´n exacta podrı´a alcanzarse anali-
zando todos los datos de las muestras, usando u´nicamente una simple muestra.
En aplicaciones ambientales este me´todo es conocido como ANA´LISIS REGIONAL
DE FRECUENCIAS”, donde los datos de las muestras analizadas son tı´picamente obser-
vaciones de la misma variable en un nu´mero de lugares de medicio´n dentro de lo que se
deﬁne como “REGIO´N”. Los principios de ana´lisis de frecuencia regional, sin embargo, son
aplicables, siempre que las muestras mu´ltiples de los datos similares esta´n disponibles.
Diversas te´cnicas para llevar a cabo una regionalizacio´n hidrolo´gica se han desarro-
llado para facilitar y hacer ma´s ra´pido los ana´lisis. Durrans & Tomic[8](1996) indicaron
que ciertas te´cnicas se pueden clasiﬁcar en dos tipos.
La primera, dedicada a la prediccio´n de caı´das de agua en cuencas (Sivapalan[9],
2003), en la que la relacio´n de ciertas caracterı´sticas hidrolo´gicas (por ejemplo, el pico de
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descarga o de bajo ﬂujo) con caracterı´sticas clima´ticas y ﬁsiogra´ﬁcas se establecen para me-
dir las cuencas hidrogra´ﬁcas. Esa relacio´n se puede aplicar sin datos en cuencas y predecir
caracterı´sticas hidrolo´gicas mediante observaciones ﬁsiogra´ﬁcas y caracterı´sticas clima´ti-
cas.
La segunda, la de ana´lisis regional, conocida como ana´lisis regional de frecuencia o
ana´lisis de frecuencia regional. Su objetivo es mejorar la estimacio´n en algunos sitios me-
didos por medio del uso de la informacio´n de otros sitios calibrados con datos de perı´odos
ma´s largos en una regio´n homoge´nea. Hosking y Wallis[5], consideran este me´todo como
una forma de “Negociacio´n en espacio-temporal”.
Me´todos de regresio´n mu´ltiple tambie´n han sido utilizado para este propo´sito du-
rante muchos an˜os (p. ej. Mazvimavi[10] et al., 2004).
Con el desarrollo de geotecnologı´a de la informacio´n, como los sistemas de informa-
cio´n geogra´ﬁca (SIG) y teledeteccio´n, ma´s y ma´s informacio´n esta´ disponible actualmente.
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6.3. Recoleccio´n y depurado de informacio´n
Los datos fueron proporcionados por la CONAGUA. Las bases son archivos de excel
los cuales se tienen que importar para su analisis, importa´ndolos desde su origen.
Se complementaron los datos en el mismo formato, tabla con ﬁlas y columnas:
Mismo tipo de datos en cada columna
Todas las columnas y ﬁlas visibles
Se busco´ que no hubiese ﬁlas en blanco
Se ejecutaron, primero, las tareas que no necesiten la manipulacio´n de columnas,
posteriormente, las que requiera de manipulacio´n.
Al revisar la informacio´n de las bases de datos se encontraron:
Logotipos
Comas en lugar de puntos
Espacios entre nu´meros
Letras en la captura
Falta de informacio´n en ellas como S/D, s.d. (sin dato), NaN (Not a Number), INAP
(no aplica), etc.
Informacio´n que no corresponde a los datos como notas del capturista o registros del
analista.
Esto fue un problema comu´n en todas de las bases de datos. La tabla 1. muestra lo
anteriormente expuesto.
Se utilizo´ librerı´as de Matlab como: xlsread (nombre del archivo, nu´mero de hoja).
Instrucciones que permiten leer archivos desde Excel, representando valores que no son
nu´meros con un valor especial llamado NaN, que signiﬁca “no es un nu´mero”. De esta
forma, se logro´ detectar celdas con texto, comas, espacios, etc.
El cuadro 6.1 y 6.2 muestra lo anterior.
Ya depurada la base de datos, mediante interpolacio´n se completo´ las faltantes y/o se
tomaron en cuenta las observaciones de estaciones cercanas para el caso de celdas datos al
inicio de la base o al ﬁnal de esta.
El cuadro 6.3 muestra los datos ya efectuada la operacio´n.
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Cuadro 6.1: COMISIO´N NACIONAL DEL AGUA
ORGANISMO DE CUENCA RI´O BRAVO
DIRECCIO´N TE´CNICA
DATOS DE PRECIPITACIO´N MENSUAL EN mm.
AN˜OS ENE FEB MAR ABR MAY JUN JUL AGO SEP OCT NOV DIC
1987 50.0 63.0 35.5 68.0 79.5 356.1 146.1 241.5 356.0 69.0 13.0 9.0
1988 36.3 11.8 12.5 41.0 69.5 209.0 130.5 236.0 388.0 41.0 20,8 9.0
1989 30.0 41.5 8.5 54.0 15.5 51.5 116,0 44.5 251.0 192.0 28.5 74.0
1990 17.5 21.5 47.5 122.0 141.5 16.0 101.5 58.0 316.5 80.0 19.5 17.0
1991 26.5 47.5 35.5 123.5 167.5 172.5 46.0 30.5 262.0 42.0 29.5 54.0
1992 142.5 33.5 40.0 136.5 100.5 63.5 1.0 210.5 212.0 129.0 48.0 39.0
1993 33.5 46.5 51.5 23.8 151.0 298.5 28.0 58.5 367.5 50.5 31.0 19.5
1994 67.5 31.0 50.5 19.5 41.5 101.0 36.5 83.5 210.3 67.2 39.0 46.0
1995 28.5 27.0 50.0 S/D S/D S/D s/d S/D S/D S/D S/D S/D
1996 S/D S/D S/D S/D S/D S/D S/D S/D 30.1 179.1 7.2 10.2
1997 18.7 61.8 72.2 121.2 128.8 68.1 21.4 69.3 42.8 226.4 36.7 14.8
1998 7.7 17.9 13.7 9.0 0.0 12.5 28.3 262.2 232.0 38.7 63.3 5.2
1999 0,0 0.0 25.8 25.7 34.1 103.9 145.3 0 72.4 25.7 0.0 14,3
2000 0.0 33.9 12.6 13.7 100.1 104.7 20.5 93.3 72.1 279.1 44.5 2
2001 47.1 5.3 68.7 78.0 15.4 99.6 25.9 25.8 564.9 42.0 131.2 24.4
2002 4.3 S/D INAP INap INAP S/D 118.6 93.2 407.2 308.2 8.6 5.3
2003 179.2 20.2 40.4 0.0 45.2 80.7 33.3 249.3 529.2 70.6 54.6 0.0
2004 0.0 38.7 221.3 167.0 19.4 23.3 28.8 253.8 415.3 70.1 10.3 6.0
2005 40.6 135.1 55.0 29.6 127.7 17.8 397.4 33.3 65.7 361.2 12.5 14.3
2006 0.0 28.7 19.6 10.4 49.7 56.5 74.0 87.0 244.6 19.3 36.0 INAP
2007 61.8 43.5 4.5 65.0 97.0 124.0 89.3 163.0 99.9 42.0 46.0 2.5
2008 25.5 5.0 34.5 91.5 58.0 1.0 169.0 169.0 789.5 130.0 2.0 14.5
2009 32.5 16.0 22.5 9.0 62.5 58.0 17.0 31.0 106.6 65.6 19.5 44.5
2010 S.D. S.D. 20.0 299.2 S.D. 93.5 444.8 17.5 169.5 35.3 0.0 S.D.
2011 21.7 0.0 23.0 0.0 152.2 103.1 82.8 83.8 87.5 89.0 2.5 27.7
Cuadro 6.1 con asignaciones S/D, s/d, S.D., INAP, comas, espacios etc..
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Cuadro 6.2: DATOS CON ASIGNACIO´N NAN
AN˜OS ENE FEB MAR ABR MAY JUN JUL AGO SEP OCT NOV DIC
1987 50.0 63.0 35.5 68.0 79.5 356.1 146.1 241.5 356.0 69.0 13.0 9.0
1988 36.3 11.8 12.5 41.0 69.5 209.0 130.5 236.0 388.0 41.0 NaN 9.0
1989 30.0 41.5 8.5 54.0 15.5 51.5 NaN 44.5 251.0 192.0 28.5 74.0
1990 17.5 21.5 47.5 122.0 141.5 16.0 101.5 58.0 316.5 80.0 19.5 17.0
1991 26.5 47.5 35.5 123.5 167.5 172.5 46.0 30.5 262.0 42.0 29.5 54.0
1992 142.5 33.5 40.0 136.5 100.5 63.5 1.0 210.5 212.0 129.0 48.0 39.0
1993 33.5 46.5 51.5 23.8 151.0 298.5 28.0 58.5 367.5 50.5 31.0 19.5
1994 67.5 31.0 50.5 19.5 41.5 101.0 36.5 83.5 210.3 67.2 39.0 46.0
1995 28.5 27.0 50.0 NaN NaN NaN NaN NaN NaN NaN NaN NaN
1996 NaN NaN NaN NaN NaN NaN NaN NaN 30.1 179.1 7.2 10.2
1997 18.7 61.8 72.2 121.2 128.8 68.1 21.4 69.3 42.8 226.4 36.7 14.8
1998 7.7 17.9 13.7 9.0 0.0 12.5 28.3 262.2 232.0 38.7 63.3 5.2
1999 NaN 0.0 25.8 25.7 34.1 103.9 145.3 0 72.4 25.7 0.0 NaN
2000 0.0 33.9 12.6 13.7 100.1 104.7 20.5 93.3 72.1 279.1 44.5 2
2001 47.1 5.3 68.7 78.0 15.4 99.6 25.9 25.8 564.9 42.0 131.2 24.4
2002 4.3 NaN NaN NaN NaN NaN 118.6 93.2 407.2 308.2 8.6 5.3
2003 179.2 20.2 40.4 0.0 45.2 80.7 33.3 249.3 529.2 70.6 54.6 0.0
2004 0.0 38.7 221.3 167.0 19.4 23.3 28.8 253.8 415.3 70.1 10.3 6.0
2005 40.6 135.1 55.0 29.6 127.7 17.8 397.4 33.3 65.7 361.2 12.5 14.3
2006 0.0 28.7 19.6 10.4 49.7 56.5 74.0 87.0 244.6 19.3 36.0 NaN
2007 61.8 43.5 4.5 65.0 97.0 124.0 89.3 163.0 99.9 42.0 46.0 2.5
2008 25.5 5.0 34.5 91.5 58.0 1.0 169.0 169.0 789.5 130.0 2.0 14.5
2009 32.5 16.0 22.5 9.0 62.5 58.0 17.0 31.0 106.6 65.6 19.5 44.5
2010 NaN NaN 20.0 299.2 NaN 93.5 444.8 17.5 169.5 35.3 0.0 NaN
2011 21.7 0.0 23.0 0.0 152.2 103.1 82.8 83.8 87.5 89.0 2.5 27.7
Cuadro 6.2 con asignaciones NaN utilizando matlab.
Capı´tulo 6. Anexos 71
Cuadro 6.3: DATOS SIN ASIGNACIO´N NAN
AN˜OS ENE FEB MAR ABR MAY JUN JUL AGO SEP OCT NOV DIC
1987 50.0 63.0 35.5 68.0 79.5 356.1 146.1 241.5 356.0 69.0 13.0 9.0
1988 36.3 11.8 12.5 41.0 69.5 209.0 130.5 236.0 388.0 41.0 20.8 9.0
1989 30.0 41.5 8.5 54.0 15.5 51.5 116.0 44.5 251.0 192.0 28.5 74.0
1990 17.5 21.5 47.5 122.0 141.5 16.0 101.5 58.0 316.5 80.0 19.5 17.0
1991 26.5 47.5 35.5 123.5 167.5 172.5 46.0 30.5 262.0 42.0 29.5 54.0
1992 142.5 33.5 40.0 136.5 100.5 63.5 1.0 210.5 212.0 129.0 48.0 39.0
1993 33.5 46.5 51.5 23.8 151.0 298.5 28.0 58.5 367.5 50.5 31.0 19.5
1994 67.5 31.0 50.5 19.5 41.5 101.0 36.5 83.5 210.3 67.2 39.0 46.0
1995 28.5 27.0 50.0 53.4 70.6 90.03 31.5 78.8 120.2 123.2 23.1 28.1
1996 23.6 44.4 61.1 87.3 99.7 79.1 26.4 74.1 30.1 179.1 7.2 10.2
1997 18.7 61.8 72.2 121.2 128.8 68.1 21.4 69.3 42.8 226.4 36.7 14.8
1998 7.7 17.9 13.7 9.0 0.0 12.5 28.3 262.2 232.0 38.7 63.3 5.2
1999 3.9 0.0 25.8 25.7 34.1 103.9 145.3 0 72.4 25.7 0.0 14.3
2000 0.0 33.9 12.6 13.7 100.1 104.7 20.5 93.3 72.1 279.1 44.5 2
2001 47.1 5.3 68.7 78.0 15.4 99.6 25.9 25.8 564.9 42.0 131.2 24.4
2002 4.3 12.8 554.5 39.0 30.3 91.2 118.6 93.2 407.2 308.2 8.6 5.3
2003 179.2 20.2 40.4 0.0 45.2 80.7 33.3 249.3 529.2 70.6 54.6 0.0
2004 0.0 38.7 221.3 167.0 19.4 23.3 28.8 253.8 415.3 70.1 10.3 6.0
2005 40.6 135.1 55.0 29.6 127.7 17.8 397.4 33.3 65.7 361.2 12.5 14.3
2006 0.0 28.7 19.6 10.4 49.7 56.5 74.0 87.0 244.6 19.3 36.0 8.4
2007 61.8 43.5 4.5 65.0 97.0 124.0 89.3 163.0 99.9 42.0 46.0 2.5
2008 25.5 5.0 34.5 91.5 58.0 1.0 169.0 169.0 789.5 130.0 2.0 14.5
2009 32.5 16.0 22.5 9.0 62.5 58.0 17.0 31.0 106.6 65.6 19.5 44.5
2010 27.1 8.0 20.0 299.2 107.4 93.5 444.8 17.5 169.5 35.3 0.0 36.1
2011 21.7 0.0 23.0 0.0 152.2 103.1 82.8 83.8 87.5 89.0 2.5 27.7
Cuadro 6.3 con asignaciones nume´ricas mediante interpolacio´n.
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La forma recomendada para importar datos de Excel, es guardar estos datos en un ﬁ-
chero csv (comma separated values), y posteriormente importarlos con el comando read.csv
o read.csv2. Este procedimiento es va´lido para otro tipo de formato en el que tengamos los
datos (SAS, SPSS, MINITAB,...).
Otras observaciones a los datos son los valores extremos o´ atı´picos, conocidos como
Outliers. Aunque no necesariamente son errores, se generan por un comportamiento dife-
rente a los datos normales o´ como problemas en los sensores, distorsiones en el proceso,
mala calibracio´n de instrumentos ası´ como errores humanos o´ como en nuestro caso por la
misma naturaleza de los feno´menos meteorolo´gicos cuyo registro histo´rico se captura por
los pluvio´metros. Tambie´n sobre este tema se han realizado mu´ltiples investigaciones, en-
tre las cuales se encuentran trabajos tipo resumen, trabajos comparativos y trabajos sobre
te´cnicas especı´ﬁcas, entre muchos otros.
Hasta aquı´ se han descrito algunos elementos importantes que deben tomarse en
consideracio´n, los cuales pueden ser de utilidad y quiza´, servir como guı´a, que oriente a
otros investigadores a su aplicacio´n al ana´lisis de datos, acorde a las peculiaridades de
estos.
Dado que los posibles problemas presentados por los datos son muchos y la cantidad
de te´cnicas existentes tambie´n es alta, elaborar una guı´a metodolo´gica completa, la cual
contemple los diferentes problemas y que detecte la mayor cantidad posible para corregir-
los, es una tarea ardua que vale la pena para garantizar la buena toma de decisiones.
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6.4. Gra´ficos de las Series de Tiempo
El marco del trabajo propuesto ha sido probado sobre datos procedentes de la CO-
NAGUA. El objetivo del ana´lisis de una serie temporal es el conocimiento de su patro´n de
comportamiento, para ası´ prever su evolucio´n futura, suponiendo que las condiciones no
variara´n.
Dado que no se trata de feno´menos deterministas, sino sujetos a una aleatoriedad,
el estudio del comportamiento pasado ayuda a inferir la estructura que permita predecir
su comportamiento futuro. La particular forma de la informacio´n disponible de una serie
cronolo´gica (se dispone de datos en periodos regulares de tiempo) hace que las te´cnicas ha-
bituales de inferencia estadı´stica no sean va´lidas para estos casos, ya que nos encontramos
ante elementos procedentes de poblaciones de caracterı´sticas y distribucio´n desconocidas.
Actualmente existen muchas razones por las cuales es importante poder pronosticar
utilizando datos de cualquier tipo. Los diferentes me´todos para realizar un prono´stico de-
penden ba´sicamente de la experiencia, la cantidad de informacio´n disponible, del nivel de
diﬁcultad que presenta la situacio´n y del grado de exactitud o conﬁanza necesaria en el
prono´stico.
El Me´todo de la persistencia, es la manera ma´s simple de hacer un prono´stico, en e´l se
asume que las condiciones atmosfe´ricas no cambiara´n en el tiempo. Si los patrones at-
mosfe´ricos varı´an poco o se mueven lentamente en el tiempo, funcionan adecuadamente,
pero, si las condiciones varı´an signiﬁcativamente, de manera repentina este me´todo falla y
no es eﬁciente para pronosticar.
El Me´todo de la tendencia, involucra diferentes ca´lculos como, medicio´n de velocidad
del viento, presiones atmosfe´ricas, frentes, cu´mulos de nubes y precipitacio´n. Con esta
informacio´n se puede predecir donde se esperan cara´cterı´sticas semejantes en un tiempo
posterior.
El Me´todo climatolo´gico, involucra el uso de promedios estadı´sticos de las diferentes va-
riables atmosfe´ricas, con registros histo´ricos de an˜os y algunos lo utilizan ya que parece
simple realizar un prono´stico con e´l.
ElMe´todo ana´logo, es un pocoma´s complicado, ya que se tienen que examinar condiciones
actuales y recordar escenarios semejantes del pasado y su prono´stico futuro es equivalente
al del pasado.
En este anexo se muestran las 33 series de tiempo de las estaciones pluviome´ticas
analizadas.
Capı´tulo 6. Anexos 74
Capı´tulo 6. Anexos 75
Capı´tulo 6. Anexos 76
77
Capı´tulo 6. Anexos 78
6.5. Fractales
A temprana edad estudiamos medidas de longitudes, Dimensio´n 1, para despue´s
adentrarnos en formas geome´tricas elementales, ﬁguras que pueden ser dibujadas o repre-
sentadas en un plano, tria´ngulos, cuadrados, recta´ngulos, polı´gonos, cı´rculos y su contorno:
la circunferencia, cosas bidimensionales, Dimensio´n 2.
Posterior a esto, nos adentramos a la geometrı´a de los cuerpos que ocupan un volu-
men: prismas, cilindros, conos, esferas, pira´mides y sus diferentes combinaciones ﬁguras
en Dimensio´n 3.
Observamos que estos representan una geometrı´a muy regular, pero del ca´lculo apa-
rente a la realidad esto no es del todo correcto.
Para representar la naturaleza es necesario utilizar un tipo de geometrı´a que se apro-
ximema´s a esas observaciones que ejecutamos y que las incorpore lo ma´s cerca de su propia
naturaleza.
De esta manera es, como se presenta una geometrı´a, que quiza´ no sea la u´ltima, para
analizar este tipo de situaciones: la geometrı´a fractal.
Esta palabra puede adjudicarse a Benoit Mendelbrot (1924-2010) quien la acun˜o por
primera vez en su libro “La geometrı´a Fractal de la naturaleza” , recopilando un buen
nu´mero de ﬁguras geome´tricas y procesos naturales bajo un marco global que denomino´
fractales. Del adjetivo en latı´n fractus, derivada del verbo frangere: romper, quebrar en
pedazos, desacoplar.
Este te´rmino no pudo ser ma´s apropiado ya que uno de las primeras ﬁguras fue la
curva creada en 1904 por el matema´tico sueco N. F. H. Von Koch, la cual exhibe claramente
un concepto clave en los fractales: la autosimilitud. La informacio´n geome´trica que contie-
ne la curva esta´ contenida en cualquier trozo por minu´sculo que sea, su longitud diverge.
Su distancia no puede ser calculada.
La curva es continua y no derivable en numerosos puntos. No podemos determinar la
tangente en incontables de sus puntos.
Lo que Benoit interpreta con esto es que todos los objetos cumplen con una serie de
propiedades, las cuales pueden ser descritas con una nueva geometrı´a, la de las formas
irregulares, debido a que todo tiene demasiada irregularidad como para ser descrito en
te´rminos geome´tricos tradicionales.
Un fractal, es por deﬁnicio´n un conjunto cuya dimensio´n de Hausdorff-Besicovitch
excede la dimensio´n topolo´gica.
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Desde la perspectiva de la fı´sica teo´rica y aplicada, para discutir una variedad de se-
ries espacio dimensional estamos sujetos a una comprensio´n del espacio multidimensional
y que so´lo puede quedarse en conceptos matema´ticos.
Los fractales son un pensamiento pionero desde donde pueden ser abordados una
gran diversidad de problemas, donde podemos incluir los de la naturaleza, y desde un pun-
to crı´tico, analizar espacios no solamente unidimensionales, bidimensionales, tridimensio-
nal o espacio de 4 dimensiones. La primera, segunda o tercera dimensio´n o el mundo 1D,
2D o 3D, el de las mediciones, el de objetos planos, el de objetos so´lidos y el espacio in-
ﬁnito, no ocupa pasar a un pensamiento mayor o menor sino solo aceptar lo que en e´l se
presente o pueda ser analizado.
El tiempo, otra dimensio´n, un poco difı´cil de manejar, pero cuando lo empezamos a
explorar, las cosas pueden ser ma´s especı´ﬁcas, aunque en mu´ltiples ocasiones la manipu-
lacio´n de esta dimensio´n, realmente es ma´s difı´cil.
La ampliacio´n de fractal, es generada por computadoras, mediante ecuaciones ite-
radas, no lineales, en diferentes dimensiones, incluso en el plano complejo. Estos pueden
ser utilizados para desarrollar diversos procesos, como los pluricelulares. A. Lindenmayer,
desarrollo´ los L-Sytems, en los que se analizan diferentes comportamientos encontrando
relaciones fractales o dimensio´n fractal. Su potencia reside en la recursividad.
En los 60’s la fı´sica descubrio´ el caos determinista los cuales, estos, pueden generar dina´mi-
cas impredictibles, como son los conocidos atractores de Lorenz, He´non y la curva logı´stica
de Feigenbaum, que no son otra cosa que fractales. El estudio de ellos, ha generado un
avance en los sistemas dina´micos.
En los ochenta Barnsley, desarrollo´ fractales a partir de la aplicacio´n iterada de con-
tracciones aﬁnes. Aplico´ rotaciones, contracciones, inversiones y traslaciones lo cual le per-
mitio´ generar una gran cantidad de fractales, como el famoso helecho. Estos han sido uti-
lizados para encriptacio´n de ima´genes, generacio´n de estas y como una buena herramienta
para ciberartistas.
Muchas de las ﬁguras presentadas por Mandelbrot, ya habı´an sido propuestas como
ejemplos parado´jicos en la discusio´n de conceptos como curva o dimensio´n. Los atractores,
que surgen de dina´micas que modelan sistemas reales, aparecen en el abstracto espacio de
fases.
Estos conceptos pueden ser abordados con ma´s detalle, cuando se utiliza el concepto
de fractalidad. Podemos decir que la naturaleza esta´ plagada de estos.
La geometrı´a fractales es una rama de las matema´ticas, estudia los objetos que poseen una
dimensio´n D no entera o´ dimension fractal y que presentan propiedades de escala muy
particulares. D, es un nu´mero real que garantiza el concepto de dimensio´n ordinaria para
objetos que no permiten espacio tangente.
La fractalidad ha encontrado aplicacio´n en diversos campos de la ciencia y la tec-
nologı´a, proporcionando modelos matema´ticos alternativos para obtener distribuciones y
propiedades de diversos feno´menos, como propiedades de rocas, yacimientos, generando
distribuciones con cierta heterogeneidad y cierto orden a la vez.
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Esta dimensio´n,D, con exponente no entero, parece llenar espacios a escalas ma´s y
ma´s ﬁnas.
Existen diferentes deﬁniciones de esta, como la dimensio´n de Hausdorff-Besicovitch,
la dimensio´n de Minkowski-Bouligand, la dimensio´n de empaquetado, la dimensio´n de
homotecia y la dimension de Re´nyi. Estas no pueden ser tratadas como universales, ya que
las diferencias en la estructura interna del fractal, ocasionan discrepancia entre ellas.
Aunque para un buen nu´mero de fractales cla´sicos los valores de las diferentes deﬁniciones
de dimensio´n fractal coinciden en dimension, en general no son equivalentes.
6.5.1. Relacio´n entre dimensiones Fractales
Para algunas de las anteriores dimensiones fractales ha podido probarse la siguiente
serie de desigualdades:
DT ≤ . . .Dα ≤D2 ≤D1 ≤D0 =DMB ≤DE ≤DC (α > 2) (6.1)
DT ≤DHB ≤DMB ≤DE ≤DC (6.2)
Donde:
DT :es la dimensio´n topolo´gica, la cual siempre es entera.
Dα :es la dimensio´n de Re´nyi de para´metro α.
D2: es la dimensio´n de correlacio´n.
D1: es la dimensio´n de entropı´a o dimensio´n de Kolmogo´rov.
DE : es la dimensio´n de empaquetado.
DMB:es la dimensio´n de Minkowski-Bouligand o de conteo de cajas, a veces llamada
dimensio´n de Hausdorff.
DHB: es la dimensio´n de Hausdorff-Besicovitch, que para los fractales cla´sicos suele
ser un nu´mero irracional.
DC : es la dimensio´n del espacio euclı´deo, que contiene al fractal, este tambie´n es un
nu´mero entero.
El primero en emprender un ana´lisis riguroso fue Cantor en su carta a Dedekind,
fechada el 20 de junio de 1877. Le siguio´ Peano en 1890, y los pasos ﬁnales datan de la
de´cada de 1920.
Segu´n Mandelbrot, un tratado matema´tico sobre la teorı´a de la dimensio´n asume no
unicidad, pero lo ma´s importante es su concepto, ya que al ampliarlo a las dimensiones,
presenta diversas facetas matema´ticas que, aparte de ser conceptualmente diferentes, dan
distintos resultados nume´ricos.
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Algunas aclaraciones: Edward Szpilrajn(1930)(ma´s tarde llamado Edward Marczewski),
establece un teorema en el que cada orden parcial estricto esta´ contenido en un orden to-
tal, donde:un orden parcial estricto es una irreﬂexiva y transitiva relacio´n y a su ves, un
orden total es un orden parcial estricto que tambie´n es total. De acuerdo a esto estable-
ce la siguiente desigualdad:DT ≤ DHB, la cual es uno de los principales resultados de la
geometrı´a fractal.
Para fractales de autosimilitud entre dimensiones de Re´nyi se cumple D2 ≤ D1 ≤ D0,
a todas las escalas, diﬁeren en el caso de objetos multifractales.
Las dimensiones de Minkowski-Bouligand y Hausdorf-Besicovitch, para conjuntos cerra-
dos se cumple. Si un conjunto es no cerrado la dimensio´n de Hausdorff-Besicovitch puede
diferir de las otras dos, por ejemplo el conjunto de nu´meros racionales del intervalo [0,1]
tiene DHB = 0, pero en cambio tiene D0 =DMB = 1 .
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Si los fractales esta´n deﬁnidos formalmente, como los mencionados anteriormente,
puede calcularse su dimension fractal. No obstante, algunos feno´menos u objetos de la
vida real pueden mostrar propiedades fractales, y es aquı´ donde puede ser u´til obtener
la dimensio´n fractal de un conjunto de datos de una muestra. Este ca´lculo no se puede
obtener de forma exacta sino que debe estimarse.
Esto se usa en una variedad de a´reas de investigacio´n tales como la fı´sica, ana´lisis de
imagen, acu´stica, ceros de la funcio´n zeta de Riemann e´ incluso procesos electroquı´micos.
En la pra´ctica estas dimensiones fractales sonmuy sensibles al ruido nume´rico o expe-
rimental, y tambie´n a las limitaciones en la cantidad de datos. Las tesis basadas en estima-
ciones de dimensiones fractales deben tomarse con cuidado ya que hay un lı´mite superior
inevitable, a menos que se presenten cantidades muy grandes de datos.
Los ma´s sencillos de implementar son, el conteo por cajas (box counting) y la dimen-
sio´n de correlacio´n (basada en generar un nu´mero de puntos aleatorios en un entorno del
fractal y medir cua´ntos de ellos caen sobre el conjunto fractal). Una te´cnica que se ha he-
cho popular es utilizar la transformada de Fourier, para mediciones como el espectro de
potencia o sen˜ales de comunicacio´n.
El concepto de una dimensio´n fractal se basa en puntos de vista no convencionales de
escala y dimensio´n. Las nociones tradicionales de geometrı´a dan forma a la escala previsi-
ble de acuerdo a las ideas intuitivas y familiares sobre el espacio en el que esta´n contenidas,
de manera que, por ejemplo, la medicio´n de una lı´nea, usa´ndola como una medida unitaria
y luego tomar 13 de su taman˜o, dara´ para la primer medida un total de longitud 3 veces
la cantidad de medidas que el particionado. Esto se mantiene en 2 dimensiones, tambie´n.
Si se mide el a´rea de un cuadrado a continuacio´n, las medidas de uno nuevo, con una ca-
ja de longitud de lado 13 del taman˜o del original, se encontrara´ que es 9 veces el nu´mero
de plazas que con la primera medida. Tales relaciones de escala familiares pueden deﬁnir-
se matema´ticamente por la regla de escala general, donde la variable N , es el nu´mero de
particiones, ǫ es el factor de escala, y D es la dimensio´n fractal:
N ∝ ǫ−D (6.3)
Esta regla de escala tipiﬁca normas convencionales sobre la geometrı´a y la forma para
encontrar la dimensio´n de un fractal.
El concepto de dimensio´n fractal descrito es una vista ba´sica de una construccio´n
complicada.
Una validacio´n tambie´n se puede hacer mediante la comparacio´n de distintas propie-
dades fractales, la cuales pueden estar implı´citas en el modelo que utilicemos,y tambie´n
acorde a los datos medidos. Incluso el comportamiento de nuestros datos, quiza´ este sien-
do impulsado por una compleja interaccio´n entre la agregacio´n y coalescencia donde dos o
ma´s elementos pueden acompan˜arse uniendo sus dimensionalidades en un solo conjunto.
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6.6. Gra´ficos del exponente de Hurst
En este anexo se muestran las gra´ﬁcas de las 33 rectas de mı´nimos cuadrados de las
estaciones pluviome´ticas analizadas, la pendiente en cada ecuacio´n es el denominado ex-
ponente fractal de Hurst.
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6.7. Variogramas y sus Gra´ficos
En este anexo se detalla la utilizacio´n de los variogramas y se muestran los gra´ﬁcos
de los 33 variogramas de las estaciones pluviome´ticas analizadas.
El variograma, γ(h), es un ajuste omodelado espacial considerado como un estimador
de la varianza poblacional y de ana´lisis estructural, donde la poblacio´n debe tener una
tendencia de estacionalidad, se utiliza para describir la relacio´n de observaciones pareadas
separadas por una distancia h y en otros casos con una direccio´n.
Es una te´cnica geoestadı´stica, la cual permite una medida cuantitativa de la persis-
tencia a largo plazo en series de tiempo no estacionarias Witt[16], Haslett[17], Dmows-
ka[18] et al. Establece correlaciones a trave´s del tiempo y un feno´meno regionalizado en el
espacio, generando patrones que pueden ser utilizados para describir el comportamiento
de un conjunto de observaciones.
Matema´ticamente, el variograma estima la diferencia cuadrada prevista entre varia-
bles aleatorias vecinas, dando un soporte fundamental y permitiendo representar cuanti-
tativamente esta relacio´n. Este proceso continu´a para cada punto de medicio´n.
Teniendo en cuenta una serie de tiempo o procesos estoca´sticos {Xt , t ≥ 0}, la funcio´n
de autocovarianza en el punto (t, t+h) se deﬁne como CX(t, t+h) = E[XtXt+h]−E[Xt]E[Xt+h]
con E[Xt] la media del proceso en tiempo t.
El variograma γ(h) esta´ dada por la mitad de la varianza de la diferencia entre pares
de observaciones en diferentes “puntos” en el tiempo,
γ(h) =
1
2
Var(Xt+h −Xt) =
1
2
E[(Xt+h −Xt −E[Xt+h −Xt])2] (6.4)
=
Var(Xt) +Var(Xt+h)
2
−Cov(Xt ,Xt+h)
=
Var(Xt) +Var(Xt+h)
2
−
√
Var(Xt)Var(Xt+h)ρX(t, t + h)
donde −1 ≤ ρX(t, t + h) ≤ 1 es la funcio´n de autocorrelacio´n (la funcio´n de autocovarianza
normalizada).
En el caso especial cuando ρ(xt+h,xt) = 0,∀(t,h), se dice que los procesos estoca´sticos
{Xt , t ≥ 0} no esta´n correlacionados y el semivariogram se reduce a la media aritme´tica de
la varianza entre los procesos t and t + h,
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γ(h) =
Var(Xt) +Var(Xt+h)
2
(6.5)
Si el campo aleatorio {Xt , t ≥ 0} tiene media constante, E[Xt] = E[Xt+h] = µ ∀t, el
variograma (6.4), adopta la forma simple,
γ(h) =
1
2
E[(Xt+h −Xt)2] (6.6)
Si X(t) y X(t + h) son variables aleatorias independientes ∀t, de nuevo, aunque por
una razo´n diferente, el variograma se reduce al caso especial (6.5).
En principio, dado un proceso estoca´stico {Xt , t ≥ 0}, el valor esperado de las diferen-
cias E[Xt+h −Xt], en el momento t y con lag h, se estima empı´ricamente por el promedio
sobre un “suﬁcientemente grande” ensamble de realizaciones o trayectorias en el tiempo.
Sin embargo, para una sola serie de tiempo, {Xn,n = 1,2, · · · ,n}, se espera que el valor
puede ser estimado suponiendo una hipo´tesis de ergodicidad, i.e., es decir, un principio
estadı´stico de equivalencia segu´n la cual “el promedio a trave´s del tiempo y el promedio a
trave´s del ensamble son los mismos” Lefevbre[19].
Ası´ las diferencias Xt+h−Xt , que se obtendrı´a con un proceso inﬁnitamente reprodu-
cible, son “simulados” o´ “clonados” de la “serie madre”.
Por lo tanto, el valor medio de las diferencias Xt+h −Xt se estima por,
E[Xt+h −Xt] =
1
n(h)
n(h)∑
i=1
(xi+h − xi) (6.7)
donde n(h) es el nu´mero de diferencias con un lag h. Para h = 1,2,3, · · · los promedios (6.7)
son, respectivamente,
E[Xt+1 −Xt] =
xn − x1
n− 1 (6.8)
E[Xt+2 −Xt] =
xn−1 + xn − (x1 + x2)
n− 2
E[Xt+3 −Xt] =
xn−2 + xn−1 + xn − (x1 + x2 + x3)
n− 3
... =
...
E[Xt+h −Xt] =
1
n(1− hn )
k−1∑
j=0
xn−j −
k∑
l=1
xl

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De acuerdo a (6.8) para un valor ma´ximo de h “relativamente moderado” o´ h/n < 1,
excepto en la presencia de valores extremos aislados, las dos sumas en (6.8) son aproxima-
damente del mismo orden, de manera que el valor medio empı´rico (6.7) puede ser apro-
ximado por, E[Xt+h] ≈ E[Xt] = m = constante. Esta es una caracterı´stica observada en las
series de tiempo de las estaciones pluviome´tricas.
Por lo tanto, el correspondiente estimador de (6.6) es simplemente:
γ(h) =
1
2n(h)
n(h)∑
t=1
(xt+h − xt)2 (6.9)
Este estimador de momentos, es un promedio de diferencias al cuadrado, que puede
ser inﬂuenciado por un nu´mero pequen˜o de valores que ocasionan discrepancias al ﬁnal de
los ca´lculos debido a las particiones realizadas. Pero, se considera un estimador robusto, ya
que disminuye la importancia de las diferencias grandes y al cuadrado.
Tambie´n se considera robusto en el sentido de que es resistente a distribuciones nor-
males contaminadas y aﬂoramientos posiblemente generados por distribuciones de colas
pesadas. Esto puede verse por el uso de la raı´z cuadrada de las diferencias, en lugar de
diferencias de cuadrados, en el estimador insesgado.
La aplicacio´n de variogramas a nuestros datos mostro´ periodos largos de comporta-
miento similar, con diferente duracio´n, un comportamiento o patro´n cı´clico, pero no pe-
rio´dico.
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6.8. Gra´ficos de variogramas enlazados
En este anexo se muestran los gra´ﬁcos de los 33 variogramas del anexo anterior, enla-
zando cada uno de los valores calculados de cada estacio´n pluviome´tica analizadas.
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6.9. L-Momentos
Los datos disponibles a la hora de regionalizar se reducen a las observaciones regis-
tradas en las estaciones y a una serie de descriptores que tienen en cuenta sus caracterı´sticas
fı´sicas (localizacio´n geogra´ﬁca, altitud, longitud). Esta distincio´n se considera importante
por Hosking y Wallis[5] ya que estos basan la deﬁnicio´n de las diferentes regiones en los
descriptores fı´sicos, reservando las observaciones para testear la homogeneidad de la re-
gionalizacio´n propuesta.
Diversos autores han establecido criterios alternativos para agrupar estaciones. La
delimitacio´n segu´n a´reas administrativas (McKerchar[20]) constituye una de las opciones,
si bien a menudo resulta arbitraria y carente de justiﬁcacio´n fı´sica. En ciertos estudios, so-
bretodo a pequen˜a escala, regionalizar por simple inspeccio´n subjetiva de las caracterı´sticas
fı´sicas de las estaciones puede arrojar buenos resultados, tal y comomuestran otros trabajos
como los de Schaefer[21] para las precipitaciones ma´ximas anuales en Washington.
El e´xito depende de la destreza a la hora de seleccionar y comparar los descriptores
fı´sicos ma´s relevantes. Por otro lado, me´todos de divisio´n basados en criterios objetivos
tambie´n son posibles; la asignacio´n de una estacio´n en una regio´n u otra en funcio´n de si
supera o no un umbral establecido para un determinado para´metro fı´sico, o los procesos
iterativos hasta conseguir un nu´mero de regiones aceptablemente homoge´neas, constitu-
yen dos de los casos ma´s habituales.
No obstante, Hosking y Wallis[5] consideran el ana´lisis de clu´ster como la alternativa
ma´s apropiada. Se trata de un me´todo esta´ndar de ana´lisis multivariante por el que se
asocia un vector a cada una de las estaciones, que son divididas y agrupadas atendiendo
precisamente a la similitud entre vectores.
Los clu´sters se forman por agrupacio´n de sitios cuyas caracterı´sticas fı´sicas son pare-
cidas, y la mayorı´a de los algoritmos de clustering miden la similitud de dichas caracterı´sti-
cas atendiendo a sus distancias euclı´deas en el espacio. Al verse afectadas estas distancias
por la escala de medida, es habitual estandarizar cada variable fı´sica con el objetivo de
conseguir un mismo escenario de dispersio´n para todas ellas.
Sin embargo, es de esperar que ciertas variables condicionen ma´s que otras la forma
de la funcio´n de distribucio´n, por lo que, pese a la diﬁcultad que ello conlleva, se aconseja
ponderar y otorgar diferentes pesos a cada una de ellas. No hay que pasar por alto la idea
de que no existe un nu´mero de clusters “correcto”, sino que es el a´rea estudiada la que
marca la necesidad de agrupar en ma´s o´ menos regiones.
En este sentido, es evidente que clu´sters con pocas estaciones corren el riesgo de
mejorar muy poco la precisio´n en las estimaciones con respecto a los me´todos de ana´lisis
local, mientras que regiones de gran taman˜o pueden vulnerar el criterio de homogeneidad.
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Por ello, la eleccio´n de algoritmos que tienden a formar clusters de taman˜o y variabilidad
parecida, como el me´todo deWard o el enlazado promedio, parece la opcio´n ma´s razonable.
Se destaca adema´s otro aspecto importante. El resultado que arroja un ana´lisis de
clu´ster, no tiene por que´ ser deﬁnitivo. Son muchos los ajustes de tipo subjetivo que pue-
den ser empleados para mejorar la coherencia fı´sica del reparto e incluso reducir la hetero-
geneidad de ciertas regiones.
Entre otros:
Mover estaciones de una regio´n a otra;
Suprimir o prescindir de ciertas estaciones;
Subdividir regiones resultantes;
Romper regiones mediante el traslado de estaciones de un clu´ster a otro;
Combinar regiones entre sı´; y
Obtener nuevos datos y redeﬁnir la regionalizacio´n.
Establecidas y ajustadas las diferentes regiones, llega el momento de emplear las
observaciones registradas en las estaciones para comprobar la hipo´tesis de homogeneidad.
Diferentes tipos de tests han sido propuestos por Dalrymple[4], Acreman y Sin-
clair[22], Wiltshire (1986 a,b), Buishand(1989), Chowdhury et al.(1991), Lu y Stedinger
(1992), Hosking y Wallis[5], y Fill y Stedinger(1995). La mayorı´a de ellos implican una
cantidad δ que mide un determinado aspecto de la distribucio´n de frecuencias y que es
constante para una regio´n homoge´nea: δ puede ser, por ejemplo, el evento de 10 an˜os es-
calado por la media (casos de Dalrymple[4]; Lu y Stedinger, 1992; Fill y Stedinger, 1995),
el coeﬁciente de variacio´n (Wiltshire, 1986 a), una combinacio´n de L − Cv y L-asimetrı´a
(Chowdhury et al., 1991), o el L −Cv o la combinacio´n de L −Cv , L-asimetrı´a y L-curtosis
(Hosking y Wallis, 1993).
Se calculan las estimaciones de δ(i) donde δ es la estimacio´n local de la estacio´n i
basada en sus observaciones, y δ(R) que es la estimacio´n regional calculada a partir de los
datos de todas las estaciones de la regio´n asumiendo homogeneidad. Se construye enton-
ces un estadı´stico S que mide la diferencia entre las estimaciones locales y la estimacio´n
regional; una posible eleccio´n es:
S =
N∑
i=1
(δ̂(i) − δ̂(R))2 (6.10)
El valor observado de S es comparado con la distribucio´n que S tendrı´a si la regio´n
fuera verdaderamente homoge´nea, y este ca´lculo a menudo implica el asumir una determi-
nada forma para la distribucio´n de frecuencias de la regio´n: desde la Gumbel empleada por
Dalrymple[4] y Fill y Stedinger(1995), por ejemplo, hasta la General de Valores Extremos
asumida por Chowdhury et al. (1991).
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Si el valor observado de S queda en la cola de la distribucio´n, se rechaza la hipo´tesis
de homogeneidad por considerarse poco probable que un valor tan extremo de S pueda ser
debido al azar.
A pesar de las diferentes alternativas para proceder, en el contexto de un ana´lisis
regional de frecuencias, Hosking y Wallis[5] recomiendan el empleo de tests basados en los
L-momentos.
Una vez deﬁnidas las regiones homoge´neas, se procede a determinar la funcio´n de
distribucio´n ma´s apropiada para cada una de ellas. De forma general podemos decir que, la
homogeneidad total es imposible ya que toda regio´n es siempre, ligeramente heteroge´nea, y
no existe una distribucio´n “verdadera” que la pueda caracterizar perfectamente. Por tanto,
el objetivo se centra en encontrar aque´lla que proporciona las estimaciones ma´s precisas
para cada estacio´n.
Es importante remarcar que la distribucio´n elegida no tiene por que´ ser la que ma´s
se aproxime a las observaciones. El que exista una funcio´n con buen ajuste a los datos no
garantiza que, en ella, los valores futuros de la variable vayan a ser coherentes con los del
pasado, pues a menudo derivan de procesos fı´sicos propensos a originar outliers alejados
del resto.
En este sentido, es preferible anteponer la eleccio´n de un modelo robusto en estima-
ciones a la seleccio´n de la distribucio´n que mejor ajusta. Por lo general, existe un rango de
periodos de retorno de intere´s para los cuales se requiere estimar cuantiles.
En el estudio de eventos extremos, como precipitaciones, avenidas o sequı´as, son de
particular relevancia las estimaciones que recaen en la cola de la distribucio´n de frecuencia.
E´sta y otras muchas consideraciones han de ser tomadas en cuenta a la hora de seleccionar.
Lo anterior nos hace decir que, el enfoque de ana´lisis regional de frecuencia es eﬁcaz
en ampliar la informacio´n sobre un sitio o en sitios dentro de una regio´n homoge´nea.
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6.9.1. Estimacio´n de para´metros
En general en muchas a´reas no solo de ingenierı´a los problemas se analizan y sin-
tetizan a trave´s del uso de modelos matema´ticos. Estos u´ltimos pueden ser del tipo deter-
minı´stico, parame´trico o estadı´stico (o bien estoca´stico).
Un modelo completamente determinı´stico es aquel que se obtiene a trave´s de re-
laciones fı´sicas y no requiere de datos experimentales para su aplicacio´n, es un modelo
matema´tico donde las mismas entradas producira´n invariablemente las mismas salidas, no
contempla´ndose la existencia del azar ni el principio de incertidumbre.
Un modelo parame´trico puede ser considerado como un determinı´stico en el sentido
de que una vez que se estiman los para´metros del modelo, este siempre genera la misma
salida a partir de la informacio´n de entrada. Por otro lado, un modelo parame´trico es es-
tadı´stico en el sentido de que los para´metros estimados dependen de los datos observados
y aquellos cambiara´n cuando los datos observados tambie´n lo hagan.
Un modelo estadı´stico es aquel en el cual las salidas son predecibles en el sentido
estadı´stico. En este modelo, dado un grupo de entradas que se emplea repetidamente ge-
nera salidas que no son las mismas pero siguen cierto patro´n (Escalante Sandoval y Reyes
Cha´vez, 2005).
Todo modelo estoca´stico es por naturaleza estadı´stico. Sin embargo, suele emplearse
la denominacio´n “estoca´stico” cuando existe una dependencia de las variables que inter-
vienen con el tiempo (Clarke, 1988).
La estimacio´n de los para´metros es importante antes de hacer inferencias de cual-
quier modelo. Cada estimador de un para´metro es una funcio´n deﬁnida sobre valores
nume´ricos de la muestra, las cuales caracterizan una poblacio´n o modelo. Ası´, el propio
para´metro estimado es una variable aleatoria que tiene su propia distribucio´n muestral.
Un estimador que se obtiene a partir de un grupo de valores puede considerarse como un
valor observado de una variable aleatoria. Por lo cual, la bondad de un estimador puede
ser juzgada a partir de su distribucio´n.
Independientemente de la te´cnica que se use para la estimacio´n de los para´metros se
deben cumplir las siguientes propiedades:
Sesgo nulo o insesgado: Un estimador θ̂ de un para´metro θ se dice que tiene sesgo
nulo cuando E(θ̂) = θ . De lo contrario diremos que es sesgado. El sesgo se obtiene como
B = E(θ̂)−θ, que es la esperanza de θ̂.
Eficiencia: Un estimador θ̂ es ma´s eﬁciente(ma´s preciso) que otro estimador, si la varianza
del primero es menor que la del segundo. Esto es si θ̂1 y θ̂2 son ambos estimadores de θ. Si
Var(θ̂1) < Var(θ̂2), diremos que θ̂1 es ma´s eﬁciente que θ̂2. Un estimador es ma´s eﬁciente,
cuanto menor es su varianza. Generalmente es posible obtener ma´s de un estimador no
sesgado para el mismo para´metro θ. En ocasiones tambie´n es utilizada la denominada
eﬁciencia relativa de la siguiente forma,
Var(θ̂1)
Var(θ̂2)
.
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Consistencia: Un estimador θ̂ de un para´metro θ se dice que es consistente si para cuales-
quier nu´mero positivo ε, el lı´m
n→∞P
(∣∣∣θˆ −θ∣∣∣ > ε) = 0, n es el taman˜o de muestra.
Suficiencia: θ̂ es un estimador suﬁciente para θ, si θ̂ emplea toda la informacio´n relevante
contenida en la muestra.
Los L-momentos se deﬁnen para distribuciones de probabilidad, pero en la pra´ctica
para una muestra de datos ﬁnita generalmente se obtiene una estimacio´n. El ca´lculo de los
L-momentos se obtiene de unamuestra de taman˜o n ordenada ascendentemente (Landwehr
et al., 1979) (esto es por el hecho de que al ordenar los datos y establecer las formulas, los
datos ma´s pequen˜os no afecten tanto el ca´lculo nume´rico dentro de las estimaciones).
Los L-momentos son ana´logos a los momentos convencionales, sin embargo, tienen
cierta ventaja sobre ellos, ya que son capaces de caracterizar a un mayor nu´mero de distri-
buciones, adema´s de estar virtualmente libres de sesgo au´n para muestras pequen˜as (Hos-
king, 1990, Escalante Sandoval y Reyes Cha´vez, 2005).
Sea xi:n la i-e´sima observacio´n en una muestra de taman˜o n, ordenada de mayor a
menor. Para cualquier distribucio´n de probabilidad se deﬁne de la siguiente manera los
L-momentos:
λn =
1
n
n−1∑
j=0
(−1)j
(
n− 1
j
)
E
[
Xn−j :n
]
n = 1,2, ... (6.11)
De esta forma:
λ1 =
1
1
0∑
j=0
(−1)j
(
0
j
)
E
[
X1−j :1
]
= E [X1:1] = E [X] (6.12)
Que serı´a la media.
De la misma manera para cualesquier distribucio´n de probabilidad, el segundo L-
momento es una descripcio´n de escala basada en la diferencia esperada entre dos observa-
ciones seleccionadas de forma aleatoria:
λ2 =
1
2
1∑
j=0
(−1)j
(
1
j
)
E
[
X2−j :2
]
=
1
2
(E [X2:2]−E [X1:2]) =
1
2
E [X2:2 −X1:2] (6.13)
Similarmente los L-momentos, tres y cuatro quedarı´an deﬁnidos de la siguiente for-
ma:
λ3 =
1
3
2∑
j=0
(−1)j
(
2
j
)
E
[
X3−j :3
]
= 13 (E [X3:3]− 2E [X2:3] +E [X1:3])
= 13E [X3:3 − 2X2:3 +X1:3]
(6.14)
Capı´tulo 6. Anexos 103
λ4 =
1
4
3∑
j=0
(−1)j
(
3
j
)
E
[
X4−j :4
]
= 14 (E [X4:4]− 3E [X3:4] + 3E [X2:4]−E [X1:4])
= 14E [X4:4 − 3X3:4 +3X2:4 −X1:4]
(6.15)
La L en “L-momentos” hace hincapie´ en si λr es una funcio´n lineal de los momentos
esperados de orden estadı´stico. Ma´s au´n, un estimador natural de λr basado en un muestra
observada de datos es una combinacio´n lineal de los valores de datos ordenados, es decir,
L-estadı´stica. La esperanza matema´tica tambie´n la podemos escribir como:
E
[
Xj :r
]
=
r!
(j − 1)!(r − j)!
∫
x(F){F(x)}j−1{1−F(x)}r−jdF(x) (6.16)
Sustituyendo esta expresio´n en la deﬁnicio´n de los L-momentos λr , expandiendo los
binomios en F(x) y sumando los coeﬁcientes de cada potencia de F(x) se puede obtener la
siguiente expresio´n de L-momentos(David (1981), p.33).
λn =
∫ 1
0
x(F)P∗n n = 1,2, ... (6.17)
En donde P∗n(F) =
n∑
k=1
p∗n,kF
k con, p∗n,k = (−1)r−k
(
r
k
)(
r + k
k
)
P∗n(F) son los polinomios de Legendre trasladados los cuales se pueden obtener de fo´rmulas
recursivas como:
P∗0(F) =
0∑
k=0
p∗0,kF
k = p∗0,0F
0
= 1
(6.18)
P∗1(F) =
1∑
k=0
p∗1,kF
k = p∗1,0F
0 + p∗1,1F
1
= 2F − 1
(6.19)
P∗2(F) =
2∑
k=0
p∗2,kF
k = p∗2,0F
0 + p∗2,1F
1 + p∗2,2F
1
= 6F2 − 6F +1
(6.20)
P∗3(F) =
3∑
k=0
p∗3,kF
k = p∗3,0F
0 + p∗3,1F
1 + p∗3,2F
1 + p∗3,3F
1
= 20F3 − 30F2 +12F − 1
(6.21)
Otra forma escrita para los L-momentos en te´rminos de los Momentos ponderados
probabilı´sticos αk y βk (Hosking 1990, 1993) es la siguiente:
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λr+1 = (−1)r ·
r∑
k=0
p∗r,k ·αk =
r∑
k=0
p∗r,k · βk (6.22)
Donde:
p∗r,k = (−1)r−k ·
(
r
k
)
·
(
r + k
k
)
=
(−1)r−k · (r + k)!
(k!)2 · (r − k)!
(6.23)
Desarrollando algebraicamente estas ecuaciones, se obtienen losMomentos L-momentos.
Cabe sen˜alar que los L-momentos son realmente lineales a los momentos PWM.
λ1 = α0 = β0
λ2 = α0 − 2α1 = 2β1 − β0
λ3 = α0 − 6α1 +6α2 = 6β2 − 6β1 + β0
λ4 = α0 − 12α1 +30α2 − 20α3 = 20β3 − 30β2 +12β1 − β0
(6.24)
Una vez conocidos los valores de λ1, λ2, λ3 y λ4, podemos deﬁnir las razones o ra-
tios de los L-momentos que son medidas de ubicacio´n (τ) de L-momentos, comenzando con
L–Cv , que es ana´logo al coeﬁciente de variacio´n y despue´s los de similitud con los coeﬁ-
cientes de asimetrı´a (Cs) y de curtosis (Ck) los cuales son respectivamente:
Coeﬁciente de Variacio´n L−Cv :
τ2 = λ2/λ1 (6.25)
Coeﬁciente de Asimetrı´a L-Asimetrı´a:
τ3 = λ3/λ2 (6.26)
Coeﬁciente de Curtosis L-curtosis:
τ4 = λ4/λ2 (6.27)
Coeﬁciente de orden superior:
τr = λr /λ2 (6.28)
Los L-momentos son un sistema alternativo para caracterizar una funcio´n de distri-
bucio´n de probabilidad (FDP). Histo´ricamente aparecen como modiﬁcaciones de los mo-
mentos de probabilidad pesada (MPP)(Probability Weigthed Moments (PWM)) desarrolla-
dos por Greenwood et al., (1979), pero en la pra´ctica a menudo son estimados a partir de
una muestra ﬁnita, (Hosking y Wallis, 1997) los deﬁnen de la siguiente manera:
Dada una muestra de taman˜o n, con sus elementos dispuestos de forma ordenada.
Sea X1:n ≤ X2:n ≤ . . . ≤ Xn:n esta muestra ordenada. Un estimador insesgado del momento
ponderado de probabilidad βr es (Landwehr et al., 1979).
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br =
1
n
(
n− 1
r
) n∑
j=r+1
(
j − 1
r
)
xj :n (6.29)
El cual se puede escribir de manera alternativa:
b0 =
1
n
n∑
j=1
xj :n (6.30)
b1 =
1
n
n∑
j=2
(j − 1)
(n− 1)xj :n (6.31)
b2 =
1
n
n∑
j=3
(j − 1)(j − 2)
(n− 1)(n− 2)xj :n (6.32)
b3 =
1
n
n∑
j=4
(j − 1)(j − 2)(j − 3)
(n− 1)(n− 2)(n− 3)xj :n (6.33)
Y en general:
br =
1
n
n∑
j=r+1
(j − 1)(j − 2) ... (j − r)
(n− 1)(n− 2) ... (n− r)xj :n (6.34)
Los estimadores muestrales de βr sera´n los br los cuales esta´n deﬁnidos por las ecua-
ciones 6.30 a 6.33 y los de los cocientes sera´n t2, t3 y t4, segu´n las ecuaciones 6.25 a 6.27.
λ1 = l1 = b0
λ2 = l2 = 2b1 − b0
λ3 = l3 = 6b2 − 6b1 + b0
λ4 = l4 = 20b3 − 30b2 +12b1 − b0
(6.35)
En general:
λr+1 = lr+1 =
r∑
k=0
p∗r,kbk ; r = 0,1, ... (6.36)
Los coeﬁciente esta´n deﬁnidos como en las ecuaciones 6.35. Lamodelo de L-momentos
lr es un estimador insesgado de βr . De las ecuaciones. 6.34 y 6.36, lr es una combinacio´n
lineal de la muestra ordenada de valores X1:n,X2:n, . . . ,Xn:n, y podemos escribir:
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Cuadro 6.4: Notacio´n para Momentos y L-Momentos
Momento Momento L-momento L-momento
Poblacional Muestral Poblacional Muestral
Ubicacio´n (media) µ x λ1 l1
Escala σ s λ2 l2
CV Cv Ĉv τ l
Asimetrı´a γ g τ3 l3
Curtosis κ k τ4 l4
Cuadro 6.4 Notacio´n para Momentos y L-Momentos
lr =
1
n
n∑
i=0
w
(r)
i:nxi:n ; r = 0,1, ... (6.37)
En la notacio´n de Neuman y Schonbach (1974), los pesos w
(r)
i:n son los polinomios
discretos de Legendre (−1)r−1Pr−1(j − 1,n− 1)
Ana´logamente a las Ecs. 6.25 y 6.28, la proporcio´n muestral de L-momentos se deﬁ-
nen por:
tr =
lr
l2
r = 3,4, ... (6.38)
y se deﬁne L−Cv por:
t2 =
l2
l1
(6.39)
Estas cantidades son ana´logas al coeﬁciente de variacio´n ordinario, Cv ,L −Cv no es
una abreviatura de “L-coeﬁciente de variacio´n”, sino de manera ma´s apropiadamente de-
biese ser descrita como un “coeﬁciente de L-variacio´n”. Estos son considerados, estimadores
naturales de τr y τ , respectivamente.
La tabla 6.4 muestra la relacio´n que existe entre los momentos convencionales y los
L-momentos tanto muestrales como poblacionales.
Por lo tanto, una distribucio´n puede ser caracterizada por sus L-momentos, incluso si
algunos de sus momentos convencionales no existen. Adema´s, tal especiﬁcacio´n es siempre
u´nica: esto no es por supuesto cierto para los momentos convencionales.
Los L-momentos caracterizan una distribucio´n, mientras que los momentos conven-
cionales, en general no lo hacen.
Para abordar el problema de encontrar muestras homoge´neas, un ana´lisis de conglo-
merados se lleva a cabo utilizando estimaciones del exponente de Hurst. Los agrupamien-
tos y el resultado de las distribuciones de probabilidad de ajuste a trave´s de los datos de
cada estacio´n de lluvias se muestran en la tabla 3.4.
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Los L-momentos λ1,λ2, . . . ,λr , y las relaciones de L-momentos τ3, ..,τr , son cantidades
u´tiles para describir una distribucio´n. Los L-momento son, de alguna manera, ana´logos a
los momentos centrales (convencionales) y las relaciones de L-momento son ana´logos a las
relaciones de momento. En particular, λ1,λ2,τ3, y τ4 pueden considerarse como medidas
de ubicacio´n, de escala, la asimetrı´a y la curtosis, respectivamente.
Teniendo en cuenta las ecuaciones (6.24), se deﬁnen las λr como las esperanzas ma-
tema´ticas de combinaciones lineales de las estadı´sticas de orden. Es evidente que λ1, la
media, es una medida de la ubicacio´n.
λ2 es la medicio´n de la escala o la dispersio´n de la distribucio´n.
λ3 es la asimetrı´a, aunque no de forma independiente de la escala.
λ4, es la curtosis.
Una justiﬁcacio´n alternativa de las interpretaciones de la L-momentos puede estar
basada en la obra de Oja (1981). Ampliando el trabajo de Bickel y Lehmann (1975, 1976)
y van Zwet (1964), Oja deﬁne intuitivamente criterios razonables para una distribucio´n
de probabilidad sobre la recta real que se encuentra ma´s a la derecha (ma´s dispersa, ma´s
inclinacio´n, ma´s curtosis) que otro . Una funcional de valores reales de una distribucio´n que
preserva el orden parcial de las distribuciones que suponen esos criterios, pueden entonces,
razonablemente ser llamado una ”medida de la ubicacio´n”(dispersio´n, asimetrı´a, curtosis).
Esto se deduce inmediatamente a partir de la obra de Oja que λ1 y λ2, en la notacio´n
de Oja, µ1(F) y, una (σ1(F)), son medidas de ubicacio´n y de escala, respectivamente. Hos-
king (1989) muestra que el τ3 y τ4 son, segu´n los criterios del Oja, medidas de asimetrı´a y
curtosis, respectivamente.
Lo anterior implica que las principales caracterı´sticas de una distribucio´n de probabi-
lidad deben estar bien resumidos por los siguientes cuatromedidas: la media o L-ubicacio´n,
λ1; la L-escala, λ2; la L-asimetrı´a, τ3; la L-curtosis, τ4.
Para encontrar las funciones de distribucio´n de probabilidad se calcularon los cuan-
tiles de cada base de datos y una vez realizado esto se utilizo´ la librerı´a de Matlab para
asignar el tipo de distribucio´n, entre varias que pone a disposicio´n se comparo´ con las
que excell, minitab y easyﬁt proporcionan y se asigno´ la distribucio´n en base a las que se
estudian en hidrologı´a. Las mas comunes son: Distribucio´n Gamma y General de valores
extremos entre otras. Estas librerı´as tambie´n realizan pruebas de bondad de ajuste como:
Anderson Darling, Smirnov Kolmogorov y Chi-cuadrado.
Capı´tulo 6. Anexos 108
6.10. Histogramas y Distribuciones de probabilidad
En este anexo se muestran los gra´ﬁcos de histogramas y ajuste de distribucio´n de las
33 estaciones pluviome´ticas analizadas y de la cual se calcularon los para´metros de ubica-
cio´n, dispersio´n, asimetrı´a y curtosis, mediante L-momentos, para ajustar la curva que se
muestra en una de ellas.
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An important topic in the study of the time series behavior and, in particular, meteorological time series is the long-range
dependence. his paper explores the behavior of rainfall variations in diferent periods, using long-range correlations analysis.
Semivariograms and Hurst exponent were applied to historical data in diferent pluviometric stations of the Rı´o Bravo-San Juan
watershed, at the hydrographic RH-24Mexico region.hedatabasewas provided by theWaterNational Commission (CONAGUA).
Using the semivariograms, the Hurst exponent was obtained and used as an input to perform a cluster analysis of rainfall stations.
Groups of homogeneous samples that might be useful in a regional frequency analysis were obtained through the process.
1. Introduction
When limited observations of hydrological events are avail-
able, the ability to provide appropriate characterization, anal-
ysis, and predictions of a phenomenon gets compromised.
However, the analysis can be improved by identifying homo-
geneous samples that can be used in combination to make
better estimates of a probability model. his is one of the
major concerns within the practice of regional frequency
analysis (RFA), where the inal output is the estimation of
extreme events in a geographical area that can be used as
input in risk analysis, water management, zoning, and land
use applications, Hosking and Wallis [1]. However, the esti-
mation of extreme events is considered a complex problem,
mostly because the information is usually limited, serial
correlation exists, multiple change-points might be present,
and observations follow trends and seasonal patterns. To
address these issues, hydrological time series studies have
been successfully applied in the past, Machiwal and Jha [2];
however, most research eforts have been focused on trend
detection tests, leaving aside other important properties such
as stationarity, homogeneity, periodicity, and persistence. By
addressing these properties, a better selection of homoge-
neous samplesmight be possible, and as a consequence, prac-
titioners might achieve better predictions.
Previous works on time series analysis in climatology
with applications in precipitation go back to Bhuiya [3], with
the development of a test for stationarity ater periodic and
trend components were subtracted from hydrologic series.
Buishand [4] used trend tests to evaluate the diference in
precipitation between rural and urban areas of Amsterdan
and Rotterdam. Buishand [5, 6] constructed several tests of
homogeneity in the mean of series with the use of cumulative
sums, likelihood tests, and Bayesian inference. Kothyari et
al. [7] evaluated three stations in India, Agra, Dehradun,
and Dehli, to test for changes in rainfall and temperature,
providing evidence of a change in the number of rainy days
during monsoon season and an increment in temperature.
Giakoumakis and Baloutsos [8] performed a trend analysis
on historical series of annual precipitations from the basin
of the Evinos Riven in Greece. By applying diferent tests
of randomness, decreasing trends were found in the rainfall
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records. Other authors dealing with trend analysis, homo-
geneity, and change-points found in the literature are Angel
andHuf [9],Mirza et al. [10], Tarhule andWoo [11], Luı´s et al.
[12], Kripalani and Kulkarni [13], Adamowski and Bougadis
[14], Yu et al. [15], and Kumar et al. [16]. A comprehensive
review of these works can be found in Machiwal and Jha
[2] with descriptions of related developments in hydrological
time series analysis.
Recent developments in hydrological analysis include the
works of Golian et al. [17] with a classiication and clustering
approach of rainfall data using the natural-breaks classii-
cation method and the fuzzy c-means (FCM) algorithm.
Shi et al. [18] analyzed variations in trends for precipitation
data using a linear regressionmethod, theMann-Kendall test,
and the Hurst exponent. he Hurst exponent, as part of a
fractal analysis, was used to evaluate long-range dependence
and the possibility of trends in the data. he following works
around the Hurst exponent include the developments of
Golder et al. [19], where the Hurst exponent is also used
to explore long-term correlations, and cumulative rainfall
observations weremodeled using the alpha-stable probability
law to deal with heavy-tailed distributions. Chang [20]
extended the application of theHurst exponent by developing
a computation approach to estimate the exponent over time
series that its a discrete time fractional Brownianmotion and
fractional Gaussian noise. Yu et al. [21] also studied long-
term correlations using the Hurst exponent and performed
a multifractal analysis of rainfall series (see Kantelhardt [22])
based on a multiplicative cascade model and a multifractal
detrended luctuation analysis. Other recent works on time
series analysis can be found in Carbone et al. [23] with
the construction of a simulation model of storms using a
double exponential distribution. Chou [24] investigated the
complexity at diferent temporal scales of rainfall and runof
time series using the sample-entropy method, and inally,
Garc´ıa-Mar´ın et al. [25] performed a regional frequency
analysis over rainfall data from Ma´laga, Spain, where the
grouping of stations into homogenous regions has been done
by following a cluster analysis with multifractal values of the
diferent series.
In this paper, a clustering approach is used to group sta-
tions into homogeneous samples ater summarizing the
results of semivariogram analysis into a Hurst exponent. As a
case study, a sample of pluviometric stations, the Rı´o Bravo-
San Juanwatershed, at theRH-24Mexico regionwas analyzed
(Figure 1). A map of the Rı´o Bravo-San Juan watershed is
shown in Figure 2. his region is located in Mexico between
the states of Nuevo Leo´n, Coahuila, and Tamaulipas covering
an approximate area of 29420 km2. Some of the rainfall sta-
tions are shown in Figure 3.he data used has been provided
by CONAGUA, the local institution responsible for water
management in the country.
2. Problem Description
In practice, to performRFA, it is required to identify homoge-
neous regions where data follow similar patterns that can be
analyzed together to improve the identiication of probability
models that in turn can be used to estimate extreme events
Figure 1: he watersheds of Mexico with Google Earth. In black
edge, the Rı´o Bravo-San Juan watershed. Source of the database:
http://www.conagua.gob.mx/.
Figure 2: Rı´o Bravo-San Juan watershed (San Juan river in blue).
Image source: “Water Management in the Rı´o San Juan Watershed,
in the Southern Rı´o Bravo Hydrologic Region of Mexico” at http://
earthzine.org/2012/08/13/.
and their frequency in terms of return periods. his analysis
is usually executed when dealing with droughts, pollution,
wind movement, temperature, atmospheric pressure, and
rainfall observations, to name a few. hese researches deal
with the problem of inding groups of rainfall stations that
create homogeneous regions by considering fractal structures
captured through semivariograms and Hurst exponents.
Rainfall data from a sample of the hydrographic region RH-
24 Mexico, the Rı´o Bravo-San Juan watershed, are used as a
case study to evaluate the proposed approach.
3. Methodology
Semivariograms, in the present study, are used to quantify
long-range correlations of data from diferent pluviometric
stations usingmonthly records. By considering the analysis of
semivariograms of historical series, a rescaled range analysis�/� is performed to obtain a measure of the Hurst exponent
[26]. he Hurst exponent is used as a metric of a particular
pluviometric station. he process is repeated over each
pluviometric station within the region under analysis. Hurst
exponents are used as a reference to identify stations that
exhibit similar patterns. As a consequence, a cluster analysis
is applied to identify homogeneous samples. An advantage
of the Hurst exponent is the simplicity of its algorithm that
can be used to measure the condition of persistence or
antipersistence of a process, and it provides a metric that can
be used to classify diferent time series.
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Figure 3: Geographical locations (from Google Earth) of the
pluviometric stations at the Rı´o Bravo-San Juan watershed. Source
of the database: http://www.conagua.gob.mx/.
3.1. Semivariogram. he semivariogram or variogram �(ℎ)
is used to describe the relationship of paired observations
separated by a distance ℎ. It is a geostatistical technique that
allows a quantitative measure of the long-range persistence
in nonstationary time series Witt and Malamud [27], Haslett
[28], and Dmowska and Saltzman [29]. Correlations over
time and space create patterns that can be used to describe
the behavior of a set of observations. Mathematically, the
variogram estimates the expected squared diference between
neighboring random variables. his calculation is performed
over diferent ℎ values. Given a time series or stochastic
processes {��, � ≥ 0}, the autocovariance function at the
point (�, � + ℎ) is deined as ��(�, � + ℎ) = �[����+ℎ] −�[��]�[��+ℎ], with �[��] as the mean of the process at time�. he semivariogram �(ℎ) is given by half of the variance
of the diference between pairs of observations at diferent
“locations” in time:
� (ℎ) = 12Var (��+ℎ − ��)
= 12� [(��+ℎ − �� − � [��+ℎ − ��])2]
= Var (��) + Var (��+ℎ)2 − Cov (��, ��+ℎ)
= Var (��) + Var (��+ℎ)2
− √Var (��)Var (��+ℎ)�� (�, � + ℎ) ,
(1)
where −1 ≤ ��(�, � + ℎ) ≤ 1 is the autocorrelation function
(the autocovariance function normalized).
In the special case when �(��+ℎ, ��) = 0, ∀(�, ℎ), it is said
that the stochastic processes {��, � ≥ 0} are uncorrelated and
the semivariogram is reduced to the arithmetic mean of the
variance of processes at times � and � + ℎ:
� (ℎ) = Var (��) + Var (��+ℎ)2 . (2)
If the random ield {��, � ≥ 0} has constant mean =�[��] = �[��+ℎ] = � ∀�, the semivariogram (1) adopts the
simple form:
� (ℎ) = 12� [(��+ℎ − ��)2] . (3)
If �(�) and �(� + ℎ) are independent random variables∀�, again, though for a diferent reason, the semivariogram is
reduced to the special case (2).
In principle, given a stochastic process {��, � ≥ 0}, the
expected value of diferences �[��+ℎ −��] at time � and with
lag ℎ is empirically estimated by the average over a “large
enough” ensemble of realizations or paths in time. However,
for a single time series {��, � = 1, 2, . . . , �}, the expected
value can be estimated assuming an ergodic hypothesis, that
is, a statistical principle of equivalence according to which the
average over time and the average over the ensemble are the
same, Lefebvre [30].hereby the diferences��+ℎ −��, which
would be obtainedwith an ininitely reproducible process, are
“simulated” or “cloned” from the “mother series.” hus, the
average value of diferences��+ℎ − �� is estimated by
� [��+ℎ − ��] = 1� (ℎ)
�(ℎ)∑
�=1
(��+ℎ − ��) , (4)
where �(ℎ) is the number of diferences with a lag ℎ. Whenℎ = 1, 2, 3, . . ., the averages (4) are, respectively,
� [��+1 − ��] = �� − �1� − 1 ,
� [��+2 − ��] = ��−1 + �� − (�1 + �2)� − 2 ,
� [��+3 − ��] = ��−2 + ��−1 + �� − (�1 + �2 + �3)� − 3 ,
...
� [��+ℎ − ��] = 1� (1 − ℎ/�) (
�−1∑
�=0
��−� − �∑
�=1
��) .
(5)
According to (5) for a maximum value of ℎ “relatively
moderate” or ℎ/� < 1, except in the presence of isolated
extreme outliers, the two summations in (5) are roughly of the
same order, such that the empirical average value (4) can be
approximated by �[��+ℎ] ≈ �[��] = � = constant.his is an
observed characteristic in the time series of the pluviometric
stations. herefore, the corresponding estimator of (3) is
simply
� (ℎ) = 12� (ℎ)
�(ℎ)∑
�=1
(��+ℎ − ��)2 . (6)
3.2. Measurement of the Hurst Exponent �. To estimate the
Hurst exponent from a temporal series {��}, with � ∈1, 2, . . . , �, the series is divided in a group of �-subseries of
length�. Really, the size� is an average number. A standard
way, though not the only, to obtain the� size of the subseries
is partitioning the original series in powers of base 2. In doing
so, in each of the successive partitions, the approximate value
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of� is as follows:�,�/2,�/22,�/23, . . .. For each subseries� = 1, 2, . . . , �, do the following:
(1) Calculate the mean �� and the standard deviation ��.
(2) Calculate the deviation with respect to the mean by
subtracting the mean of each element using��� = ��� − ��, � = 1, 2, . . . , �. (7)
(3) Get the partial sums:
��� = �∑
�=1
���, � = 1, 2, . . . , �. (8)
(4) Calculate the range:�� = max�=1:� (���) − min�=1:� (���) . (9)
(5) Normalize the range:���� . (10)
(6) For each subseries of length� take the average:
⟨�� ⟩� = 1�
�∑
�=1
���� . (11)
(7) Hurst [26] found the relation of the statistical ⟨�/�⟩�
given by the following power law:
⟨�� ⟩� ≈ ���, (12)
where � is the Hurst exponent and � is a positive
constant.
Two factors involved in the determination of the Hurst
coeicient are the way time series is divided into a group of
subseries and the asymptotic behavior of the rescaled range.
First, the range of values � are used to calculate the slope of
log(⟨�/�⟩�) given the relationship
log(⟨�� ⟩�) = log (�) + � log (�) . (13)
Second, the determination of� is the result of the asymptotic
behavior of the rescaled range, that is, when the value� tends
to ininity. he analysis of the rescaled ⟨�/�⟩� over some
values of � is estimated using a log/log expression given in
(13). To obtain� coeicient, the least-squaresmethod is used.
he slope of this line is the Hurst coeicient�.
his exponent is considered a fractal index, Mandelbrot
and Wallis [31], and provides information about long-term
correlations exhibited by a series of observations; for a
theoretical review of the Hurst exponent, see Mandelbrot
[32]. In practice, the Hurst exponent can take values between
0 and 1, where
(i) 0 < � < 0.5 indicates nonpersistency in a series; that
is, an increment is more likely to be followed by a
decrement and vice versa;
(ii) � = 0.5 indicates lack of serial correlation (Gaussian
white noise);
(iii) 0.5 < � < 1 indicates persistency; that is, an incre-
ment is likely to be followed by an increment and a
decrement by another decrement.
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Figure 4: Time series for rainfall measurements from three stations
at Rı´o Bravo-San Juan watershed, Mexico. From the top to the bot-
tom, respectively: Apodaca, station number 19004, 1940 January–
2012 December; El Cuchillo, station number 19016, 1939 January–
2012 December; La Boca, station number 19069, 1923 January–2012
December.
4. Results
To illustrate the procedure, only the analysis of three rainfall
stations was selected to be presented in this section. he
measured values ofmonthly precipitation inmillimeters from
the stations Apodaca, El Cuchillo, and La Boca are displayed
in Figure 4, and results obtained taking into account all
stations (following the same process) are presented at the end
of this section.
As can be seen, patterns and relationships between
diferent stations are diicult to assess only through “eyeball”
analysis. However, when semivariograms are obtained, as
shown in Figure 5, a footprint of the data becomes more
evident. A closer inspection in every station shows a seasonal
pattern that repeats every 12 observations in the semivari-
ogram. his can be explained due to the fact that monthly
observations were used in the analysis.
Once the semivariograms were obtained, the Hurst expo-
nent for the series of the � values was calculated. It can be seen
thatHurst coeicients are close to 1, which indicates a positive
long dependency of the data in the semivariograms. Hurst
exponents from all stations under analysis are presented
in Table 1, where the long dependency in all variograms
becomes clear. Someof the coeicients that appear in the table
exceed the interval established of possible values of the Hurst
exponent, 0 < � < 1; this is a known error due to estimation
bias or a possible linear retrogression.
To address the issue of inding homogeneous samples,
a cluster analysis is performed using estimates of the Hurst
exponent. As shown in Figure 6, a histogram of frequencies
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Table 1: Hurst coeicients for semivariogram (6) from pluviometric stations at Rı´o Bravo-San Juan watershed.
Station Name Latitude Longitude Data Hurst
19015 El Cerrito 25 30 36 100 11 36 1939–2012 0.71245
19039 Las Enramadas 25 30 05 099 31 17 1940–2012 0.78917
19018 El Pajonal 25 29 23 100 23 20 1955–2012 0.79764
19012 Cie´nega de Flores 25 57 08 100 10 20 1940–2012 0.80106
19003 Allende 25 17 01 100 01 13 1940–2012 0.82492
19069 La Boca 25 25 46 100 07 44 1923–2013 0.8387
19189 El Pastor 25 09 06 099 55 36 1987–2011 0.84065
19009 Casillas 25 11 47 100 12 51 1956–2012 0.84258
19187 California 25 18 23 099 44 02 1982–2011 0.84406
19173 Palmitos 25 25 02 099 59 50 1982–2012 0.85304
19002 Agua Blanca 25 32 39 100 31 23 1958–2012 0.86171
19134 Salinas Victoria 25 57 33 100 17 34 1979–2011 0.86501
19031 La Cruz 25 32 47 100 31 23 1955–2011 0.86751
19036 La Popa 26 09 50 100 49 40 1956–2011 0.87324
19008 Cadereyta Jime´nez 25 35 25 099 58 30 1995–2012 0.87335
19185 El Canada 25 02 48 099 56 29 1982–2011 0.87351
19056 San Juan 25 32 36 099 50 25 1944–2012 0.87678
19016 El Cuchillo 25 43 05 099 15 21 1960–2012 0.87778
19052 Monterrey(Obs) 25 44 01 100 16 01 1986–2008 0.87802
19026 Icamole 25 56 28 100 41 13 1954–2012 0.88481
19200 La Cienega 25 32 10 100 07 15 1984–2011 0.89216
19004 Apodaca 25 47 37 100 11 50 1964–2012 0.89506
19047 Mimbres 24 58 26 100 15 31 1957–2011 0.89837
19140 Tepehuaje 25 30 19 099 46 15 1979–2012 0.91092
19267 Santa Ma. La Floren˜a 25 10 59 99 46 00 1984–2011 0.91686
19048 Montemorelos 25 10 55 099 49 56 1940–2012 0.91836
19040 Los Aldama 26 03 52 099 11 48 1942–1994 0.92157
19022 General Bravo 25 48 05 099 10 32 1927–2012 0.92301
19158 Rancho de Gomas 26 10 11 100 27 52 1981–2011 0.93016
19045 Mina 26 00 08 100 32 00 1953–2012 0.93308
19054 Rinconada 25 40 52 100 43 03 1945–2012 0.93977
19165 Chupaderos del Indio 25 48 49 100 47 24 1982–2011 0.94288
19266 San Jose de Barranquillas 26 32 41 100 28 21 1978–2011 0.94911
19171 Lampacitos 25 06 38 099 53 57 1982–2011 0.95188
19264 Dr. Coss 25 51 16 099 56 36 1982–2011 0.96461
19170 El Hojase 26 06 55 100 21 38 1982–2011 1.00650
was used to separate stations into 6 clusters. hese clusters
and the result of itting probability distributions over the data
of each rainfall station are shown in Table 2.
Distributions were selected based on a goodness of it
analysis. Ater identifying a set of feasible distributionswith�
values bigger than a signiicant level of 0.05, in every case, the
distribution with the highest average � value was selected for
each station. Gamma and Generalized Extreme Value were
the distributions that gave the best it over the data analyzed.
hese functions are
� (�; �, �) = ��−1��Γ (�)�−�/�, (14)
� (�; �, �, �) = 1��−(1+��)−1/� (1 + ��)−1−1/� ,
� = � − �� ,
(15)
respectively.
As a result of the analysis, estimated distributions do not
mix within cluster. his input can be used in a posterior
analysis to obtain maximum likelihood estimators of the
distribution parameters using all data concurrently.
5. Conclusions
Variograms followed by analysis of �/� or Hurst exponent
estimation were used as input of a cluster analysis. Hurst
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Figure 5: Semivariogram (6) corresponding to the time series of
rainfall measurements from the three stations of the Rı´o Bravo-
San Juan watershed shown in Figure 4. In each case the maximum
lag ℎ
max
= 0.20 ∗ � was used, with � indicating the size of the
time series. For comparison, the semivariogram corresponding to
Gaussian white noise is included. From top to bottom, respectively:
Gaussian white noise, Apodaca (station number 19004), El Cuchillo
(station number 19016), and La Boca (station number 19069).
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Figure 6: Histogram for the Hurst exponents of the analyzed
pluviometric stations.
exponent provides a measure to determine if a time series is
like a Gaussian white noise or has underlying trends, and it
can be used to cluster the pluviometric stations according to
the values of their semivariograms. As a case study to evaluate
this approach, a sample of rainfall stations, those included
in the Rı´o Bravo-San Juan watershed from the hydrographic
region RH-24 Mexico, was used in the analysis. Long-range
dependency was found in every variogram evaluated with
the Hurst exponent; however, it was still found useful as
an input of a cluster analysis. A goodness of it process
was executed with every series, and the results showed that
Table 2: Clustering of pluviometric stations by the Hurst exponent
of the semivariogram.
Cluster Station Hurst Distribution Parameters
1 19015 0.71245 Gamma(�, �) (0.7022, 121.06)
3
19039 0.78917
Gamma(�, �) (0.8822, 101.75)19018 0.79764 (0.5731, 78.07)
19012 0.80106 (0.5402, 119.7)
6
19003 0.82492
GEV(�, �, �)
(0.349, 43.609, 38.143)
19069 0.83870 (0.389, 43.321, 33.483)
19189 0.84065 (0.453, 35.036, 22.915)
19009 0.84258 (0.376, 25.309, 17.281)
19187 0.84406 (0.377, 31.132, 24.640)
19173 0.85304 (0.379, 32.826, 25.056)
13
19002 0.86171
GEV(�, �, �)
(0.351, 27.643, 20.471)
19134 0.86501 (0.319, 21.703, 16.845)
19031 0.86751 (0.313, 33.237, 23.081)
19036 0.87324 (0.506, 9.5213, 5.0588)
19008 0.87335 (0.407, 28.933, 22.421)
19185 0.87351 (0.379, 22.415, 16.03)
19056 0.87678 (0.372, 30.176, 22.56)
19016 0.87778 (0.366, 24.295, 16.683)
19052 0.87802 (0.429, 25.864, 19.559)
19026 0.88481 (0.418, 8.7536, 5.424)
19200 0.89216 (0.407, 33.194, 23.434)
19004 0.89506 (0.368, 23.938, 17.563)
19047 0.89837 (0.168, 33.305, 28.427)
11
19140 0.91092
GEV(�, �, �)
(0.369, 30.367, 23.162)
19267 0.91686 (0.407, 20.642, 15.472)
19048 0.91836 (0.356, 37.599, 30.006)
19040 0.92157 (0.356, 20.614, 13.77)
19022 0.92301 (0.383, 25.054, 16.587)
19158 0.93016 (0.421, 16.537, 10.853)
19045 0.93308 (0.457, 12.116, 7.9187)
19054 0.93977 (0.485, 9.1504, 5.2866)
19165 0.94288 (0.434, 10.814, 6.4381)
19266 0.94911 (0.369, 32.361, 22.162)
19171 0.95188 (0.435, 31.356, 22.367)
2
19264 0.96461
GEV(�, �, �) (0.401, 20.168, 1.2395)
19170 1.00650 (0.480, 20.046, 12.109)
existing dominant distributions within a feasible set (found
independently in each station) do not overlap over clusters.
he probability distributions were found nested within each
cluster. his is indicative that homogeneous patterns were
identiied within groups, and groups were heterogeneous
between themselves.
he study of the rainfall stationswith semivariograms and�/� analysis provides a powerful tool that allows practitioners
to analyze long-term correlations and clustering in hydrolog-
ical time series. In future work, �-moments and spectral and
wavelets analysis will be used to improve understanding of
complex time series of pluviometric rainfall levels.
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