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BAB II 
LANDASAN TEORI 
2.1 Algoritma Winnowing 
Algoritma winnowing adalah algoritma yang digunakan untuk mendeteksi 
tingkat kesamaan atau penjiplakan dokumen yang berjumlah banyak (Schleimer, 
Wilkerson, Aiken, dan Berkeley, 2003). Proses penedeteksian dokumen tersebut 
termasuk pada bagian-bagian terkecil yang mirip dalam dokumen tersebut. Input untuk 
algoritma ini adalah dokumen teks yang akan diproses, dimana output dari kumpulan 
dokumen yang diproses tersebut adalah sekumpulan nilai-nilai hash yang disebut 
fingerprint. Algoritma winnowing menggunakan konsep algoritma fingerprint dengan 
menambahkan konsep window pada algoritmanya (Wibowo dan Barmawi, 2013). Dari 
window ini akan dipilih nilai fingerprint terkecil. Dimana fingerprint ini yang akan 
dijadikan sebagai dasar untuk membandingkan file-file teks yang telah dimasukkan 
untuk digunakan dalam mendeteksi adanya kesamaan dokumen. Algoritma winnowing 
memiliki beberapa tahapan yaitu preprocessing, k-gram, rolling hash dan 
pembentukan window.  
2.1.1 Preprocessing  
Preprocessing adalah proses pembersihan teks dimana semua huruf kapital 
akan dirubah kedalam huruf kecil, membuang spasi dan kemudian untuk karakter 
ataupun simbol yang tidak memiliki makna atau arti tertentu akan dihilangkan. 
Contoh: 
Diberikan sebuah kalimat “Sains dan Teknologi adalah salah satu fakultas yang 
terdapat di UIN SUSKA”: 
Setelah dilakukan proses preprocessing, sehingga terbentuk teks berikut: 
“sainsdanteknologiadalahsalahsatufakultasyangterdapatdiuinsuska” 
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2.1.2 K-grams 
Menerapkan metode K-gram. Dimana metode merupakan metode yang 
digunakan dalam proses tokenisasi atau pemisahan teks, dengan cara membentuk 
substring sepanjang k karakter dari sebuah string. 
Contoh: 
Memotong string sepanjang k. misalnya nilai k = 6, dari kalimat diatas, sehingga 
diperoleh hasil sebagai berikut: 
sainsd     ainsda insdan nsdant sdante dantek antekn ntekno teknol eknolo 
knolog    nologi ologia logiad ogiada giadal iadala adalah dalahs alahsa 
lahsat      ahsatu hsatuf satufa atufak tufaku ufakul fakult akulta kultas 
ultasy      ltasya tasyan asyang syangt yangte angter  ngterd gterda terdap 
erdapa     rdapat dapatd apatdi patdin atdins tdinsu dinsus insusk nsuska 
Sangat penting untuk kita memilih nilai k yang tepat, hal ini dikarenakan nilai 
k yang tepat akan memberikan perbedaan antara tiap tiap dokumen. Jika pemilihan 
nilai k sesuai maka akan memeberikan kecocokan dokumen yang tepat dan dapat 
dipercaya. Heintze mengatakan Nilai k yang tepat adalah 30-45 karakter (Kent dan 
Salim, 2010). 
2.1.3 Rolling Hash 
Fungsi hash adalah fungsi yang masukannya menerima string yang panjangnya 
sembarang dan mengkonversinya menjadi keluaran berupa string yang panjangnya 
tetap (umumnya berukuran jauh lebih kecil daripada ukuran string semula) (Ariyus, 
2008). Keluaran fungsi hash disebut juga nilai hash (hash-value) atau pesan ringkas 
(message digest). Teknik ini digunakan untuk mendapatkan nlai hash dari rangkaian 
grams yang telah terbentuk dari metode k-grams. Rolling hash berfungsi untuk 
mempercepat komputasi nilai hash dari rangkaian grams selanjutnya yang telah 
terbentuk. Nilai hash yang baru dapat dengan cepat dihitung dari nilai hash yang lama 
dengan cara menghilangkan nilai lama dari kelompok hash dan menambahkan nilai 
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baru ke dalam kelompok tersebut. Fungsi hash yang paling sering digunakan dalam 
kriptografi adalah MD5 dan SHA.  
Persamaan dari metode hash 
𝐻(𝑐1……..𝑐𝑘)  = 𝐶1 × 𝑏
(𝑘−1) + 𝐶2 × 𝑏
(𝑘−2)+………………… + 𝐶𝑘−1 × 𝑏
(𝑘)  ........... (2.1) 
Keterangan: 
c : nilai ascii karakter (desimal) 
b : basis (bilangan prima) 
k : banyak karakter (indeks karakter) 
Keuntungan dari rolling hash adalah untuk nilai hash berikutnya sehingga 
mempercepat proses komputasi. Untuk mendapatkan nilai hash dari metode k-grams 
selanjutnya digunakan persamaan rolling hash dibawah ini: 
𝐻(𝑐2……..𝑐𝑘+1) = (𝐻(𝑐1……..𝑐𝑘) − 𝑐1 × 𝑏
(𝑘−1)) × 𝑏 + 𝐶𝑘+1 .............. (2.2) 
Dengan demikian tidak perlu melakukan iterasi dari indeks pertama sampai 
terakhir untuk menghitung nilai hash untuk gram ke-2 sampai terakhir. Hal ini tentu 
dapat mengehemat biaya komputasi saat menghitung nilai hash dari sebuah gram. 
2.1.4 Pembentukan Window  
Nilai-nilai hash yang telah terbentuk, selanjutnya dibentuk dalam beberapa 
window dengan ukuran W. Untuk bisa dijadikan fingerprint untuk tiap dokumen 
dibutuhkan nilai hash terkecil pada setiap window yang telah dibentuk. Dimana 
window adalah pembagian atau pengelompokan bebarapa nilai hash dengan ukuran 
yang ditentukan. 
2.2 ASCII 
ASCII (American Standard Code for Information Interchange) adalah standar 
untuk kode berupa angka yang merepresentasikan karakter-karakter, baik huruf, angka, 
maupun simbol yang digunakan oleh komputer diseluruh dunia. Hal ini memungkinkan 
komputer dan program komputer untuk saling bertukar informasi. Terdapat 128 
 I-4 
 
karakter standar ASCII yang masing masing direpresentasikan oleh tujuh digit bilangan 
biner mulai dari 0000000 hingga 1111111. ASCII menyediakan 256 kode yang dibagi 
ke dalam dua himpunan. Himpunan ini merepresentasikan total kombinasi dari 7 atau 
8 bit, yang kemudian menjadi angka dari bit dalam 1 byte, untuk mengetahui nilai ascii 
dari suatu karakter dapat dilihat pada  Tabel 2. 1 
Tabel 2. 1 Tabel ASCII 
Karakter 
Nilai 
Ascii 
Karakter 
Nilai 
Ascii 
Karakter 
Nilai 
Ascii 
A 65 a 97 0 48 
B 66 b 98 1 49 
C 67 c 99 2 50 
D 68 d 100 3 51 
E 69 e 101 4 52 
F 70 f 102 5 53 
G 71 g 103 6 54 
H 72 h 104 7 55 
I 73 i 105 8 56 
J 74 j 106 9 57 
K 75 k 107   
L 76 l 108   
M 77 m 109   
N 78 n 110   
O 79 o 111   
P 80 p 112   
Q 81 q 113   
R 82 r 114   
S 83 s 115   
T 84 t 116   
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Karakter 
Nilai 
Ascii 
Karakter 
Nilai 
Ascii 
Karakter 
Nilai 
Ascii 
U 85 u 117   
V 86 v 118   
W 87 w 119   
X 88 x 120   
Y 89 y 121   
Z 90 z 122   
2.3 MD5 
MD5 adalah sebuah fungsi matematika yang menerima masukan berupa angka 
yang keluarannya adalah nilai  hash 128-bit atau 32 karakter dari masukan tersebut. 
Fungsi hash yang banyak dipakai di dalam aplikasi kriptografi adalah MD5 dan SHA. 
Sedangkan SHA memberikan hash value sepanjang 40 karakter. 
MD5 memiliki fungsi utama untuk melindungi data dari modifikasi yang tidak 
terdeteksi tetapi tidak ditujukan untuk merahasiakan data, namun untuk pengecekan 
kebenaran data. Algoritma MD5 adalah fungsi hash satu arah yang dibuat oleh Ron 
Rivest dan merupakan pengembangan dari algoritma MD4 yang berhasil diserang oleh 
kriptanalis. Algoritma MD5 menerima masukan berupa pesan dengan ukuran 
sembarang (Munir, 2007). 
2.4 Contoh Penerapan Algoritma Winnowing 
Secara umum prose penerapan algoritma winnowing terdiri dari beberapa 
langkah yaitu sebagai berikut: 
1. Preprocessing atau pembersihan teks. Contoh: 
“FAKULTAS Sains” menjadi “fakultassains” 
2. Tokenizing: menerapkan metode k-grams yaitu tahap dimana dokumen 
dibentuk menjadi substring sepanjang k karakter dari sebuah string. Berikut 
rangkaian k-grams dengan nilai k=6 : 
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fakult akulta kultas ultass ltassa ltassa assain ssains 
3. Selanjutnya adalah proses hashing, proses hashing dilakukan untuk tiap-tiap 
token yang dibentuk. Proses hashing tersebut dilakukan dengan menggunakan 
persamaan 2.1, dimana b=3 dan k=6: 
H(fakult)  = ascii(f) * 3
(6-1) + ascii(a) * 3(6-2)+ ascii(k)*3(6-3) + ascii(u) * 3(6-4) + 
ascii(l) * 3(6-5) + ascii(t) * 3(6-6) 
=37025 
H(akulta)  = (37025 - ascii(f) * 3
(5) ) * 3+ ascii(a)  
= (37025 - 102*3(5))*3+97 
=36814 
H(kultas)  = (36814 - ascii(a) * 3
(5) ) * 3+ ascii(s)  
= (36814 - 97*3(5))*3+115 
=39844 
H(ultass)  = (39844 - ascii(k) * 3
(5) ) * 3+ ascii(s)  
= (39844 - 107*3(5))*3+115 
=41644 
H(ltassa)  = (41644 - ascii(u) * 3
(5) ) * 3+ ascii(a)  
= (41644 - 117*3(5))*3+97 
=39736 
H(tassai)  = (39736 - ascii(l) * 3
(5) ) * 3+ ascii(i)  
= (39736 - 108*3(5))*3+105 
=40581 
H(assain)  = (40581 - ascii(t) * 3
(5) ) * 3+ ascii(n)  
= (40581 - 116*3(5))*3+110 
=37289 
H(ssains)  = (37289 - ascii(a) * 3
(5) ) * 3+ ascii(s)  
= (37289 - 97*3(5))*3+115 
=41260 
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4. Pembentukan window, Selanjutnya nilai-nilai hash yang telah diperoleh 
tersebut dibagi menjadi beberapa window dengan ukuran w.Berikut adalah 
proses pembentukan window nilai hash dengan ukuran w=4:  
[37025 36814 39844 41644] 
[36814 39844 41644 39736] 
[39844 41644 39736 40581] 
[41644 39736 40581 37289] 
[39736 40581 37289 41260] 
5. Proses selanjutnya adalah mengambil nilai hash terkecil untuk dijadikan 
sebagai fingerprint dokumen. Pengambilan nilai hash terkecil dimulai nilai 
hash yang paling kanan. Jika ditemukan, maka dilanjutkan pada index 
berikutnya. Adapun fingerprint yang terbentuk adalah [36814] [397366] 
[37289] 
2.5 Text Mining 
Secara garis besar text mining dapat diartikan sebagai pengetahuan – proses 
yang intensif dimana pengguna berinteraksi dengan sekumpulan dokumen dari waktu 
kewaktu dengan menggunakan tools analisis yang sesuai. Text mining merupakan 
bidang riset yang baru  yang mengadopsi teknik dari data mining, natural language 
processing dan information retrieval yang berusaha menemukan pola maupun 
informasi yang menarik dari sekumpulan data tekstual dengan tujuan mencari 
keterkaitan atau kesamaan antar dokumen (Feldman dan Sanger, 2007).  
Text mining juga sering disebut sebagai text data mining (TDM) atau knowledge 
discovery in text (KDT), sebagai proses ekstraksi informasi dari dokumen dokumen 
teks tidak terstruktur. Inti dari proses ini adalah menggabungkan informasi dari 
berbagai sumber yang berhasil diekstraksi (Tan, 1999). 
Permasalahan yang sering terjadi dalam text mining adalah jumlah data yang 
besar, outlier dan banyaknya dimensi. Dalam hal ini text mining memberikan solusi 
baru dalam hal pemrosesan, analisa, pengorganisasian, dan pengelompokan dokumen 
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teks dalam jumlah besar melalui beberapa tahap. Tahap tahap pokok dalam text mining 
adalah text preprocessing, text transformation, feature selection, pattern discovery dan 
evaluation (Even dan Zohar, 2002).  
2.5.1 Text Preprocessing 
Tahapan awal dalam text mining adalah text preprocessing. Preprocessing 
adalah suatu proses untuk menghilangkan bagain bagian yang tidak diperlukan atau 
pembersihan teks agar menjadi teks yang lebih terstruktur. Preprocessing perlu 
dilakukan karena informasi yang ada pada teks dokumen memiliki struktu yang 
sembarang (Ridho, 2013). Pada algoritma biword winnowing pembersihan teks yang 
dilkukan terdiri dari beberapa tahapan yaitu: 
a. Case folding yaitu mengubah semua huruf kapital yang ada pada dokumen 
menjadi huruf kecil, karakter selain huruf dihilangkan. 
b. Filtering yaitu tahapan yang dilakukan untuk mengambil hasil dari case folding 
dimana pada tahapan ini akan didapatkan kata penting hasil tahap case folding 
Bisa menggunakan algoritma stoplist (membuang kata yang kurang penting) 
atau wordlist (menyimpan kata penting). Stoplist / stopword adalah kata-kata 
yang tidak deskriptif yang dapat dibuang dalam pendekatan bag-of-words. 
Contoh stopwords adalah “yang”, “dan”, “di”, “dari” dan seterusnya. 
2.5.2 Text Transformation 
Tahapan text transformation adalah tahapan dimana hasil yang diperoleh dari 
tahap text preprocessing akan melalui proses tranformasi. Proses yang dilakukan 
adalah dengan melakukan proses pemisahan kata (tokenizing). Setelah melakukan 
pemisahan kata maka hasil dari pemisahan kata ini akan dikumpulkan menjadi suatu 
bentuk tertentu seperti nilai hash atau fingerprint. Untuk tahapan text transformation 
dalam penelitian ini dilakukan dengan menggunakan tahapan yang ada pada algoritma 
winnowing dengan teknik fingerprint berbasis frasa (biword).  
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Tahapan tahapan algoritma winnowing yang terdapat dalam tahapan text mining 
adalah tahapan text preprocessing dan tahapan text transformation. Penelitian kali ini 
menggunakan algoritma winnowing dengan teknik fingerprint berbasis frasa dimana 
pendekatan berbasis frasa bekerja lebih baik daripada penedekatan karakter karena 
mencocokakan dengan kata lebih baik daripada mencocokkan dengan karakter (Kent 
dan Salim, 2010). Teknik untuk menghasilkan fingerprint menggunakan mekanisme 
frasa untuk mengukur kemiripan antara dua dokumen ini pertama kali diperkenalkan 
oleh Lyon pada tahun 2001. Teknik berbasis frasa yang digunakan adalah 
menggunakan konsep biword.  
Teknik ini mengelompokkan teks dokumen menjadi kumpulan dua buah kata 
atau disebut dengan biword. Biword yang dibentuk bertujuan untuk mempertahankan 
arti kata atau frasa pada teks dokumen. Konsep biword memberikan token kata lebih 
sedikit dibandingkan dengan triword maupun quadword. Dengan demikian biword 
lebih utama dalam mempertahankan frasa atau arti kata (Ridho, 2013). Pada tahap awal 
akan dilakukan konversi setiap dokumen untuk satu set bigram (dua kata). Berikut 
contoh proses algoritma winnowing dengan teknik fingerprint berbasis frasa (biword). 
Langkah langkah penerapan algoritma biword winnowing (Ridho, 2013): 
1. Preprocessing atau pembersihan teks. Contoh: 
“Sains dan Teknologi adalah salah satu fakultas yang terdapat di UIN SUSKA 
RIAU” menjadi “sains dan teknologi adalah salah satu fakultas yang terdapat 
di UIN SUSKA” 
2. Tokenizing:menggunakan konsep biword, pada tahapan ini kalimat dipecah 
menjadi 2 set kata contohnya: 
“sains dan teknologi adalah salah satu fakultas yang terdapat di uin suska” 
Menjadi: 
sains dan 
dan teknologi  
teknologi adalah  
adalah salah  
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salah satu  
satu fakultas 
fakultas yang 
yang terdapat 
terdapat di 
di uin 
uin suska 
3. Mengubah setiap token biword kedalam bentuk MD5, hal ini dilakukan agar 
kata dengan panjang karakter yang berbeda menjadi sama, yakni sepanjang 32 
karakter, adapaun bentuk MD5 dari token biword diatas dapat dilihat pada 
Tabel 2. 2. 
Tabel 2. 2 Contoh Konversi Token Biword Kedalam Bentuk MD5 
Token Biword Bentuk MD5 
sains dan bc25a55dfdbb252bb900ef66d2dc68bb 
dan teknologi 5a4c9eaaab53a3a376526486d8a427e1 
teknologi adalah d98ec88585c4b8a05b5d9f4cd33a7e59 
adalah salah d95e13f7daf667ba0fdbcab313b597b8q 
salah satu 085ed18c8e8b6377b4f0d6d685b7f323 
            satu fakultas 56310a62d856300e3250605a8a35183a 
fakultas yang 7fe9b3f69c0ba2821519c3a6eedfd2b0 
yang terdapat f957126f6e2c13fc92f993f784413a74 
terdapat di c8bc10cfdb7fbee1afecc11fc7f7247d 
di uin 80c767e6cf7ff443a3d2550e1f8b2015 
uin suska c0759ebcb99f6e643883261b366d3f12 
    
4. Selanjutnya adalah proses hashing, proses hashing dilakukan untuk tiap-tiap 
token MD5 yang dibentuk. Proses hashing tersebut dilakukan dengan 
menggunakan persamaan 2.1, dimana b=2 dan k=32 sehingga menghasilkan 
nilai hash sebagai berikut: 
H(bc25a55dfdbb252bb900ef66d2dc68bb) = ascii(b) * 2
(31) + ascii(c) * 2(30) + ascii(2)* 
2(29) + ascii(5) * 2(28) + ascii(a) * 2(27) + ascii(5) * 2(26) + ascii(5) * 
2(25) + ascii(d) * 2(24) + ascii(f) * 2(23) + ascii(d) * 2(22) + ascii(b) * 
2(21) + ascii(b) * 2(20) + ascii(2) * 2(19) + ascii(5) * 2(18) + ascii(2) * 
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2(17) + ascii(b) * 2(16) + ascii(b) * 2(15) + ascii(9) * 2(14) + ascii(0) * 
2(13) + ascii(0) * 2(12) + ascii(e) * 2(11) + ascii(f) * 2(10) + ascii(6) * 
2(9) + ascii(6) * 2(8) + ascii(d) * 2(7) + ascii(2) * 2(6) + ascii(d) *  
2(5) + ascii(c) * 2(4) + ascii(6) * 2(3) + ascii(8) * 2(2) + ascii(b) *  
2(1) +ascii(b) * 2(0) 
= 379498002150 
Nilai hash keseluruhan untuk token md5 pada Tabel 2. 2  dapat dilihat pada 
Tabel 2. 3. 
Tabel 2. 3 Nilai Hash Dari Token MD5 Yang Terbentuk 
Bentuk MD5 Nilai Hash 
bc25a55dfdbb252bb900ef66d2dc68bb 379498002150 
5a4c9eaaab53a3a376526486d8a427e1 293245761735 
d98ec88585c4b8a05b5d9f4cd33a7e59 353982896671 
d95e13f7daf667ba0fdbcab313b597b8q 347445324656 
085ed18c8e8b6377b4f0d6d685b7f323 240196514691 
56310a62d856300e3250605a8a35183a 229232352287 
7fe9b3f69c0ba2821519c3a6eedfd2b0 319237304188 
f957126f6e2c13fc92f993f784413a74 338068249934 
c8bc10cfdb7fbee1afecc11fc7f7247d 368322856610 
80c767e6cf7ff443a3d2550e1f8b2015 256509698823 
c0759ebcb99f6e643883261b366d3f12 328629556164 
5. Pembentukan window, Selanjutnya nilai-nilai hash yang telah diperoleh 
tersebut dibagi menjadi beberapa window dengan ukuran w.Berikut adalah 
proses pembentukan window nilai hash dengan ukuran w=4:   
[379498002150, 293245761735, 353982896671, 347445324656] 
[293245761735, 353982896671, 347445324656, 240196514691] 
[353982896671, 347445324656, 240196514691, 229232352287] 
[347445324656, 240196514691, 229232352287, 319237304188] 
[240196514691, 229232352287, 319237304188, 338068249934] 
[229232352287, 319237304188, 338068249934, 368322856610] 
[319237304188, 338068249934, 368322856610, 256509698823] 
[338068249934 368322856610, 256509698823, 328629556164] 
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6. Proses selanjutnya adalah mengambil nilai hash terkecil dari tiap window untuk 
dijadikan sebagai fingerprint dokumen. Pengambilan nilai hash terkecil 
dimulai nilai hash yang paling kanan. Jika ditemukan, maka dilanjutkan pada 
index berikutnya. Adapun fingerprint yang terbentuk adalah [338089209340] 
[448545152049] [293245761735] [240196514691] 229232352287] 
[256509698823] 
2.5.3  Feature Selection 
Feature selection adalah tahapan pemilihan ciri dari sebuah dokumen teks. 
Feature selection adalah cara bagaimana merepresentasikan sebuah dokumen 
(document representation) dan cara menghitung jarak atau similarity antar dokumen 
dengan menggunakan beberapa fungsi. Pembentukan pola yang dapat 
merepresentasikan sebuah dokumen teks dilakukan pada tahapan ini. 
Pada penelitian ini penggunaan fingerprint dokumen yang dihasilkan dari 
rangkaian proses dalam algoritma biword winnowing digunakan untuk 
merepresentasikan dokumen. Sehingga frekuensi kemunculan fingerprint-lah yang 
merepresentsikan dimensi pada masing masing dokumen. 
2.5.3.1 Fungsi Jarak Dan Similaritas Antar Dokumen 
Sebelum masuk ketahapan pengelompokan dokemen, perlu melakukan 
perhitungan similaritas dan jarak terlebih dahulu. Pada penelitian ini fungsi jarak yang 
digunakan adalah Euclidean Distance Euclidean Umumnya Metode K-Nearst 
Neighbor menggunakan rumus Euclidean Distance sebagai pengukur jarak spektral 
(Richard and Jia, 2006 dikutip oleh Heri Kurniawan). Akan tetapi metode pengukuran 
jarak spektral lainnya seperti Manhattan Distance juga dapat digunakan dalam metode 
K-Nearst Neighbor. Manhattan Distance memiliki bentuk formulasi yang lebih 
sederhana dibandingkan dengan Euclidean Distance. Jika dilihat dari persamaan 
matematisnya Manhattan Distance memiliki waktu kalkulasi yang lebih cepat 
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dibandingkan Euclidean Distance, akan tetapi dari tingkat akurasi yang didapat dari 
penggunaan Manhattan Distance masih dipertanyakan. 
Berikut fungsi dari Euclidean Distance 
𝑑 = √∑ (𝑎𝑖 − 𝑏𝑖)2
𝑛
𝑖=1 ……………………...………..………..(2.3) 
Keterangan  
d = jarak 
a = data uji 
b = sampel data 
n = dimensi data 
2.5.4 Pattern Discovery/Data Mining 
Pattern discovery atau tahap penemuan pola adalah tahapan terpenting dari 
seluruh proses text mining. Tahap ini berusaha menemukan pola atau pengetahuan 
dari keseluruhan teks. Dalam data text mining terdapat dua teknik pembelajaran, yaitu 
unsupervised dan supervised learning. Adapun perbedaan antara keduanya adalah pada 
supervised learning terdapat label atau nama kelas pada data latih (supervisi) dan data 
baru diklasifikasikan berdasarkan data latih. Sedangkan pada unsupervised learning 
tidak terdapat label atau nama kelas pada data latih, data latih dikelompokkan 
berdasarkan ukuran kemiripan pada suatu kelas. Pada penelitian ini peneliti 
menggunakan metode k-nearest neighbour. Berdasarkan sebagian besar riset yang 
telah dikumpulkan metode k-nearest neighbour masuk dalam kategori metode 
klasifikasi teks yang memilki performa baik (Feldman dan Sanger, 2007). 
2.5.4.1 K-Nearest neighbour 
K-Nearest Neighbour adalah salah satu metode klasifikasi dimana klasifikasi 
sendiri adalah sebuah proses untuk mengelompokkan beberapa data ke dalam kelas-
kelas tertentu yang sudah diberikan berdasarkan kesamaan sifat dan pola yang terdapat 
dalam data-data tersebut. Nearest Neighbour termasuk dalam top 10 peringkat metode 
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data mining yang seringkali digunakan dimana Nearest Neighbour sendiri masuk 
dalam kategori metode klasifikasi yang lazy learner, hal ini dikarenakan nearest 
neighbour menunda proses pelatihan bahkan bisa tidak melakukan proses pelatihan 
sama sekali sampai ada data yang ingin diketahui kelasnya, barulah metode ini akan 
menjalankan algoritmanya (Prasetyo, 2014). Nearest neighbour memiliki prinsip yang 
sangat sederhana yaitu “jika suatu hewan berjalan seperti bebek, bersuara kwek kwek 
seperti bebek, dan penampilannya seperti bebek, maka hewan itu mungkin bebek”. 
K-Nearest Neighbour sangat sering digunakan dalam klasifikasi dengan tujuan 
dari algoritma ini adalah untuk mengklasifikasi objek baru berdasarkan atribut dan 
training samples. Algoritma K-Nearest Neighbour (K-NN atau KNN) adalah sebuah 
metode untuk melakukan klasifikasi terhadap objek berdasarkan data pembelajaran 
yang jaraknya paling dekat dengan objek tersebut. KNN termasuk algoritma supervised 
learning yaitu hasil dari query instance yang baru, diklasifikasikan berdasarkan 
mayoritas dari kategori pada KNN. 
Dalam K-Nearest Neighbour kita mengelompokkan suatu data baru 
berdasarkan jarak data baru itu ke beberapa data/tetangga terdekat ditentukan oleh user 
yang dinyatakan dengan k. misalkan kita tentukan nilai k = 3, maka setiap data uji 
dihitung jaraknya terhadap data latih dan kita pilih 3 data latih yang jaraknya paling 
dekat kedata uji. Setelah kita tahu data ini kita periksa output mana yang frekuensinya 
paling banyak. Kita masukkan suatu data uiji ke kelompok dengan output paling 
banyak.  
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Gambar 2. 1 K-NN Dengan Nilai K-Tetangga; (a)1-NN; (b)3-NN; (c)5-NN; (d)7-NN; 
Kemiripan antara data uji terhadap data latih secara geometris dapat 
diilustrasikan seperti pada gambar 2.1 jika dilihat pada gambar 2.1 semakin dekat data 
latih terhadap data uji, maka bisa dikatakan bahwa data latih tersebut yang lebih 
dipandang mirip oleh data uji. Semakin dekat maka semakin mirip, yang berarti juga 
semakin kecil jarak maka semakin mirip. Sehingga dapat disimpulkan bahwa semakin 
kecil nilai jarak maka semakin miriplah data uji terhadap sejumlah k tetangga data latih 
terdekat (Prasetyo, 2014). 
2.5.4.2 Modified K-Nearest neighbour 
 Metode ini merupakan modifikasi dari k-NN dimana ada beberapa proses 
perhitungan yang ditambah. Langkah pertama yang harus dilakukan adalah 
menghitung validitas data pada semua data latih, lalu menghitung weight voting pada 
semua data uji menggunakan validitas data (Parvin, Alizadeh, dan Minaei-Bidgoli, 
2008). 
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1. Validitas Data 
 Validitas dihitung berdasarkan pada tetangganya, dimana dilakukan hanya 
sekali pada semua data latih. Setelah divalidasi, maka data tersebut digunakan 
sebagai informasi tambahan untuk menghitung weight voting. Rumus validitas 
data adalah : 
 𝑉𝑎𝑙𝑖𝑑𝑖𝑡𝑎𝑠 (𝑥) =
1
𝐻
∑ 𝑆(𝑙𝑏𝑙(𝑥), 𝑙𝑏𝑙(𝑁𝑖(𝑥)))𝐻𝑖=1  ........................................... (2.4) 
Keterangan : 
H = nilai dari tetangga yang dipertimbangkan 
lbl(x) = kelas sebenarnya dari sampel x 
Ni(x) = kelas terdekat ke-i dari titik x 
 Fungsi S sendiri untuk menyamakan kelas data x dengan kelas data terdekat ke-
i. Dengan persamaan matematika sebagai berikut : 
 𝑆(𝑎, 𝑏) = {
1, 𝑎 = 𝑏
0, 𝑎 ≠ 𝑏
 ....................................................................... (2.5) 
Keterangan :  
a = kelas a pada data latih 
b = kelas lain selain a pada data latih. 
2. Weight Voting 
 Weight voting adalah salah satu variasi metode KNN yang menggunakan k 
tetangga terdekat. Weight voting digunakan untuk menentukan kelas dari data 
uji. Nilai weight voting didapatkan dari perhitungan validitas dan jarak 
euclidean antara data uji dengan data latih. Setelah hasil perhitungan diperoleh, 
nilai weight voting yang bernilai paling besarlah yang akan digunakan sebagai 
penentu kelas. Dalam metode MKNN, pertama weight masing-masing tetangga 
dihitung dengan menggunakan 1/(de + 0.5). Kemudian, validitas dari tiap data 
pada data training dikalikan dengan weight berdasarkan pada jarak Euclidian. 
Dalam metode Mk-NN, rumus weight voting tiap tetangga seperti : 
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 𝑊(𝑖) = 𝑉𝑎𝑙𝑖𝑑𝑖𝑡𝑎𝑠(𝑖) ×
1
𝑑𝑒+0,5
 ........................................................  (2.6) 
Keterangan : 
W (i)  : Perhitungan Weight Voting  
Validitas (i) : Nilai Validitas  
de   : Jarak Euclidean 
2.5.5 Evaluation  
Tahap ini adalah tahapan untuk melakukan proses evaluasi terhadap dokumen 
hasil klasifikasi apakah dokumen tersebut benar benar dokumen yang memilki tingkat 
kesaman yang tinggi. Untuk mengukur tingkat keakuratan dari dokukmen yang diuji 
pada penelitian ini menggunakan confussion matrix dimana confussion matrix sendiri 
merupakan tabel klasifikasi yang bersifat prediktif, tabel confussion matrix dapat 
dilihat pada Tabel 2. 4. 
Tabel 2. 4 Tabel Confussion Matrix 
 
Predictive Class 
 
Actual Class 
Ya Tidak 
Ya TP FN 
Tidak FP TN 
Keterangan: 
TP : True positives, jumlah prediksi benar terhadap kelas pertama. 
TN : True negatives, prediksi benar terhadap kelas yang kedua. 
FP : False positives, jumlah prediksi salah terhadap kelas pertama. 
FN : False negatives, jumlah prediksi salah terhadap kelas kedua. 
Akurasi dari sebuah klasifikasi memberikan hasil latih dengan bentuk 
persentase dari kelompok data latih yang diklasifikasikan benar dari pengklasifikasian 
yang telah dilakukan. Perhitungannya adalah(Han, Kamber, dan Pei, 2006): 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)
(𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁)
.………………………….(2.7) 
2.6 Penelitian Terkait  
Tabel 2. 5 berikut merupakan penelitian yang pernah dilakukan sebelumnya 
tentang algoritma winnowing dan metode modified K-nearest neighbour. 
Tabel 2. 5 Penelitian Terkait Algoritma Winnowing Dan Modified K-Nearest 
Neighbour. 
No Tahun Judul Peneliti Hasil 
1 2010 A Modification on 
k-Nearest 
Neighbor 
Classifier 
Hamid 
Parvin,Hoseinali 
Alizadeh,Behrouz 
Minati 
Penelitian ini melakukan 
perbandingan tingkat akurasi 
metode Modified k-Nearest 
Neighbor dan k-Nearest 
Neighbor pada dataset 
Isodata, Wine, dan Monk, 
SAHeart, Bupa, Balance-sc, 
dan iris yang diambil dari 
UCI Machine Learning 
Repository. Parameter k yang 
digunakan adalah 
k= 3, k=5 dan k=7. Hasil dari 
penelitiannya didapatkan 
tingkat akurasi Mk-NN lebih 
baik dari pada k-Nearest 
Neighbor (k-NN). pada 
dataset Balance-sc. Metode 
KNN mempunyai tingkat 
akurasi sebesar 80.69% 
sedangkan metode MKNN 
85.49%, begitu juga pada 
data set Monk 1 metode 
KNN memiliki tingkat 
akurasi 84.49% sedangkan 
metode MKNN 87.81% 
2 2012 Klasifikasi Teks 
Dengan Naïve 
Bayes Classifier 
(Nbc) Untuk 
Pengelompokan 
Teks Berita Dan 
Abstract Akademis 
Amir Hamzah Hasil akurasi terbaik pada 
dokumen akademik adalah 
82% dimana jumlah data 
yang digunakan adalah 450 
dokumen abstrak, 
perbandingan jumlah data 
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No Tahun Judul Peneliti Hasil 
latih dan data uji adalah 
90:10. 
3 2013 And Winnowing 
Algorithm To 
Detect Plagiarism 
Fraud On Bahasa 
Indonesia 
Document 
Agung Toto 
Wibowo, Kadek W. 
Sudarmadi, Ari 
M.Barmawi 
Panjang n-gram terbaik 
adalah bigram sedangkan 
untuk ukuran windownya 
adalah 4 dimana hasil 
perbandingan mengatakan 
algoritma winnowing 
memiliki performa yang 
lebih stabil dibanding 
algoritma fingerprint untuk 
kasus yang lebih spesifik. 
5 2014 Clustering 
Dokumen Teks 
Berdasrkan 
Fingerprint 
Biword Winnowing 
Dengan 
Menggunakan 
Metode K-Means 
Yuliska Dari keseluruhan hasil 
pengujian kualits hasil 
pengelompokan dokumen 
terhadap dokumen uji 
aplikasi dokumen teks pada 
penelitian tersebut memiliki 
tingkat precision dengan nilai 
yang baik yaitu 60%-88.33% 
6 2015 Pengelompokan 
Dokumen 
Menggunakan 
Winnowing 
Fingerprint 
dengan Metode K-
Nearest Neighbour 
Suwanto Sanjaya 
dan Ersad Alfarisy 
Absar  
Pada penelitian ini dokumen 
sudah dapat diklasifikasikan 
berdasarkan kesamaan isi 
dokumen yang ada pada data 
latih. Untuk tingkat akurasi 
penelitian tersebut diperoleh 
tingkat akurasi 80% 
berdasarkan pengujian 
terhadap 10 dokumen. Pada 
penelitiantersebut dikatakan 
bahwa k-nearest neighbour 
sangat bergantung tehadap 
jumlah data latih dimana 
semakin banyak data latih 
maka akan sebaik proses 
pengelompokan oleh k-
nearest neighbour. 
7 2016  Adi Radili Hasil akurasi terbaik 84.76% 
dengan nilai window=8, k-
gram=8, dan nilai basis 
prima=2, dengan 
perbandingan 90% data Latih 
dan 10% data uji yaitu 1050 
data latih dan 450 data uji. 
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No Tahun Judul Peneliti Hasil 
Data yang digunakan adalah 
data abstrak akademis 
sebanyak 1050 data. 
 
