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Abstract
Many real world decision problems are charac-
terized by multiple conflicting objectives which
must be balanced based on their relative impor-
tance. In the dynamic weights setting the rela-
tive importance changes over time and special-
ized algorithms that deal with such change, such
as the tabular Reinforcement Learning (RL) al-
gorithm by Natarajan & Tadepalli (2005), are re-
quired. However, this earlier work is not feasible
for RL settings that necessitate the use of func-
tion approximators. We generalize across weight
changes and high-dimensional inputs by propos-
ing a multi-objective Q-network whose outputs
are conditioned on the relative importance of ob-
jectives, and introduce Diverse Experience Replay
(DER) to counter the inherent non-stationarity
of the dynamic weights setting. We perform an
extensive experimental evaluation and compare
our methods to adapted algorithms from Deep
Multi-Task/Multi-Objective RL and show that
our proposed network in combination with DER
dominates these adapted algorithms across weight
change scenarios and problem domains.
1. Introduction
In reinforcement learning (RL) (Sutton & Barto, 1998), an
agent learns to behave in an unknown environment based
on the rewards it receives. In single objective RL these re-
wards are scalar. However, most real-life problems are more
naturally expressed with multiple objectives. For example,
autonomous drivers need to minimize travel time and fuel
consumption, while maximizing safety (Xiong et al., 2016).
When user utility in a multi-objective problem is defined
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as a linear scalarization with weights per objective that are
known in advance and fixed throughout learning and exe-
cution, the problem can be solved via single-objective RL.
However, in many cases the weights can not be determined
in advance (Roijers & Whiteson, 2017) or linear scalar-
ization does not apply because the user utility cannot be
expressed with a linear function (Moffaert & Nowe´, 2014).
In this paper, we focus on the setting where the weights
are linear, but not fixed. Specifically, the parameters of the
scalarization function change over time. For example, if
fuel costs increase, a shorter travel time could no longer be
worth the increased fuel consumption. This is called the
dynamic weights setting (Natarajan & Tadepalli, 2005).
Many RL problems necessitate learning from raw input, e.g.,
images captured by cameras mounted on a car. Recently,
Deep RL (Mnih et al., 2013) has enabled RL to be applied to
problems where the input consists of images. However, most
Deep RL research focuses on single-objective problems.
In this paper, we study the possibilities of Deep RL in the
dynamic weights setting and show how transfer learning
techniques can be leveraged to increase the learning speed
by exploiting information from past policies. For tabular RL,
these principles have previously been applied to, e.g., Buri-
dan’s ass problem (Natarajan & Tadepalli, 2005). However,
because of its small and discrete state space this problem is
not representative of complex real-world problems which
often have vast or even continuous state spaces. In such
complex problems, tabular RL is not feasible.
To tackle high-dimensional problems, we show that algo-
rithms from related settings can be adapted to the dynamic
weights settings but are inadequate. We therefore propose
the conditioned network (CN), in which a Q-Network is
augmented to output weight-dependent multi-objective Q-
value-vectors. To efficiently train this network, we propose
an update rule specific to the dynamic weights setting. We
further propose Diverse Experience Replay (DER), to im-
prove sample-efficiency and reduce replay buffer bias.
To benchmark the quality of our algorithms, we propose
the first non-trivial high-dimensional multi-objective bench-
mark problem: Minecart. From raw visual input, an agent in
Minecart must learn to adapt to the day’s valuation of differ-
ent resources to efficiently mine them while minimizing fuel
consumption. We test the performance of our algorithms on
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two weight change scenarios and find that, while methods
from related settings can be adapted to the dynamic weights
setting, only our proposed CN can both quickly adapt to
sparse abrupt weight changes and also converge to optimal
policies when weight changes occur regularly. Furthermore,
by maintaining a set of diverse trajectories, DER improves
the performance of all tested algorithms.
2. Background
This section defines Markov Decision Processes and Q-
Learning, then briefly reviews the Deep RL literature and
Multi-objective RL.
2.1. Markov Decision Process
In RL, agents learn how to act in an environment in order
to maximize their cumulative reward. A popular model
for such problems is Markov Decision Processes (MDP),
defined by a set of states S, a set of actions A, a transi-
tion function T which maps the state st and action at to a
probability over all possible next states st+1, and a reward
function R which maps each state s ∈ S and action taken in
it to an expected immediate reward rt = R(st, at). Under
the standard assumption that future rewards are discounted
by a factor γ ∈ [0, 1], the goal of the agent is to find a policy
pi∗(a|s) that maximizes the expected cumulative reward of
the agent, i.e., its return, gT =
∑T
t=1 γ
t−1rt. We define a
trajectory τ as a sequence of transitions from some state si
to a state sj+1; τ = [(si, ai, ri, si+1), ..., (sj , aj , rj , sj+1)].
The value function V pi : S → R of a policy pi maps a state
to the expected return obtained from that state, when pi is fol-
lowed, i.e., V (s) = Epi[
∑∞
t=1 γ
t−1rt|s1 = s]. Correspond-
ingly, the Q-function Qpi : S ×A→ R maps a state-action
pair to the expected return obtained from that state when the
action is executed, and then pi is followed from the next state
onwards. The value function V ∗ and Q-functionQ∗ that cor-
respond to the optimal policy pi∗ are the optimal value func-
tions. The optimal policy pi∗ can be computed from the op-
timal Q∗ function; pi∗(a|s) = 1[a = argmaxa′ Q∗(s, a′)],
i.e., the agent executes, at every time-step, the action whose
Q-value in the current state is maximal. This is the greedy
policy w.r.t. Q∗. The stateless value for a policy pi is de-
fined as V pi =
∑
s∈S µ(s)V
pi(s), with µ(s) the probability
distribution over initial states.
Q-Learning Q-learning (Watkins, 1989) is a reinforce-
ment learning algorithm that allows an agent to learn Q∗
for any (finite) MDP based on interactions with the en-
vironment. At every time-step, the agent observes the
state st, executes a random action at with probability ε
and at ∼ pi(st) otherwise, receives a reward rt, then ob-
serves the next state st+1. Based on this (st, at, rt, st+1)
experience tuple, the agent updates its estimate of Q∗
at iteration k: Qk+1(st, at) = Qk(st, at) + αδk, where
δk = rt + γmaxa′ Qk(st+1, a
′)−Qk(st, at), with α > 0
a small learning rate. Q-learning is proven to converge under
reasonable assumptions (Tsitsiklis, 1994).
Deep Q-Learning (DQN) (Mnih et al., 2013) is a popu-
lar approach to generalize Q-Learning to high-dimensional
environments. DQN approximates the Q-function by a neu-
ral network parameterized by θ. At every time step t, the
(st, at, rt, st+1) experience tuple is added to an experience
buffer D and the Q-network is optimized on the loss Lt(θt)
computed on a mini-batch of experiences:
Lt(θt) = E(si,ai,ri,si+1)∼U(D)
[
(yi(si, ai)−Q(si, ai; θt))2
]
with yi(si, ai) = ri + γmaxa′ Q(si+1, a′; θ−t ) and θ
− the
parameters of the target network. Training towards a fixed
target network prevents approximation errors from propagat-
ing too quickly from state to state, and sampling experiences
to train on (experience replay) increases sample efficiency
and reduces correlation between training samples. Prior-
itized experience replay (Schaul et al., 2015b) improves
training time by sampling transitions with large residual
errors from which the agent can learn more.
2.2. Multi-objective RL
Multi-Objective MDPs (MOMDP) (White & Kim, 1980) are
MDPs with a vector-valued reward function rt = R(st, at).
Each component of rt corresponds to one objective. A
scalarization function f maps the multi-objective value Vpi
of a policy pi to a scalar value, i.e., the user utility. In this
paper we focus on linear f ; each objective, i, is given a
weight wi, such that the scalarization function becomes
f(Vpi,w) = w ·Vpi . An optimal solution for an MOMDP
under linear f is a convex coverage set (CCS), i.e., a set of
undominated policies containing at least one optimal policy
for any linear scalarization (Roijers et al., 2013). Depending
on whether the focus is on asymptotic (Taylor & Stone,
2009) or cumulative performance, we distinguish Offline
and Online Multi-Objective RL (MORL). In this paper we
focus on Online MORL.
Offline MORL To learn vector-valued Q-functions for a
given w, scalarized deep Q-learning (SDQL) (Mossalam
et al., 2016) extends the DQN algorithm to MORL, by mod-
ifying the loss:
Lt(θt) = E(si,ai,ri,si+1)∼U(D)
[ 1
N
1 ·(yi−Q(si, ai; θt))2
]
with yi=ri+γQ(si+1, argmaxa′ [Q(si+1, a
′; θ−t )·w], θ−t ).
By sequentially training Q-networks until convergence on
corner weights, they approximate the CCS with a set of
Q-networks.
Online MORL Offline methods can be undesirable. In
the dynamic weights setting for example, the weights of the
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scalarization function f can vary over time, and there is
often not enough time to learn an entire CCS beforehand.
Furthermore, the performance is evaluated with regards to
the cumulative regret, i.e., the cumulative difference be-
tween the value the optimal policy would have obtained and
the actual performance of the agent. In this setting, pre-
training is not adequate, as it requires spending a lot of time
training in anticipation rather than on the active weight vec-
tors. Instead, the agent should learn, remember and apply
policies on-the-fly as the weight vector changes. In tabular
RL, Natarajan & Tadepalli (2005) have shown that instead
of restarting training from scratch every time w changes, it
is highly beneficial to continue learning from a previously
learned policy. When the weight vector w changes to an-
other value w′, the policy pi that was learned for w is stored
in a set of policies Π, along with its value vector Vpi. As
an initial policy for the new weight vector w′, they select
from Π the past policy with the highest scalarized value;
piinit = argmaxpi∈ΠV
pi ·w′.
Universal Value Function Approximators (UVFA)
Schaul et al. 2015a build a single network capable of gener-
alizing over multiple goals. Based on the observation that a
goal is often a subset of the set of states, the network learns
goal and state embeddings and uses a distance-based metric
to combine both embeddings. This is achieved offline, by
learning several value functions independently, factorizing
embeddings and then training a network to approximate
these values for any given goal. In MORL, a goal would be
a specific weight vector and as such there is no clear relation
between the goal (i.e., the importance of each objective) and
the state. One could fall back on the concatenation of state
and goal embeddings as suggested in (Schaul et al., 2015a),
but they found this is prone to instability.
3. Contributions
Existing Deep (MO)RL algorithms are insufficient in the dy-
namic weights setting because they either build a complete
set of policies in advance or spend a long time adapting to
weight changes. We first propose our Conditioned Network
method capable of generalizing multi-objective Q-values
across weight vectors and then we propose Diverse Experi-
ence Replay to improve sample efficiency and counter the
replay buffer’s bias to recent weight vectors.
3.1. Conditioned Network (CN)
We propose our first main contribution, Conditioned Net-
work (CN), in which a UVFA is adapted to output Q-value-
vectors conditioned on an input weight vector (Figure 5).
The training algorithm follows the standard DQN algorithm,
i.e., the agent acts ε-greedily and stores its experiences in a
replay buffer from which transitions are sampled to train the
network on. Because the network also takes a weight-vector
Figure 1: Features are extracted from the raw input by con-
volutional layers followed by a fully connected layer. The
extracted features (output of (b)) are fed into an N objectives
Dueling DQN head (d). The conditioned architecture feeds
a weight input (c) into the Q-value head (link (e)).
as input, the selection of weight vectors to train the network
on requires additional consideration.
While generalization is important, attention should be paid
to the active weight vector, such that the agent can quickly
perform well for the objectives that are important at the
moment. However, if we do not maintain trained policies,
the network may overfit to the current region of the weight
space and forget past policies. To avoid this overfitting,
we propose that samples should be trained on more than
one weight vector at a time. Specifically, to promote quick
convergence on the new weight vector’s policy and to main-
tain previously learned policies, each experience tuple in a
mini-batch is updated w.r.t. the current weight vector and
a random previously encountered weight vector. Given a
mini-batch of B transitions, we compute the loss for a given
transition (sj , aj , rj , sj+1) as the sum of the loss on the
active weight vector wt and on wj randomly sampled from
the set of encountered weights.
1
2
[|y(j)wt −QCN (aj , sj ;wt)|+ |y(j)wj −QCN (aj , sj ;wj)|]
y(j)w = rj+γQ
−
CN (argmax
a∈A
QCN (a, sj+1;w)·w, sj+1;w)
where QCN (a, s;w) is the network’s Q-value-vector for
action a in state s and weight vector w. Training the same
sample on two different weight vectors has the added ad-
vantage of forcing the network to identify that different
weight vectors can have different Q-values for the same
state. Please see Appendix 1.3 for a detailed description of
the CN algorithm.
This method deviates from UVFA on three major points.
First, the outputs of our network are multi-objective, sec-
ondly, the whole network is trained end-to-end, and fi-
nally, we stabilize learning through our update rule which is
adapted to the dynamic weights setting.
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3.2. Diverse Experience Replay
A particular challenge to using experience replay for Deep
MORL is that an experience buffer obtained through a
weight vector’s optimal policy can be harmful to another
weight vector’s training process. Existing offline approaches
circumvent this by resetting the replay buffer when the
trained policy changes and restarting the exploration phase.
However, excessive exploration harms cumulative perfor-
mance in the (online) dynamic weights setting. To ensure
the agent learns adequately, the replay buffer must contain
experiences relevant1 to any future weight vector’s optimal
policy. This not the case when using a standard replay buffer,
as it is biased towards recently encountered weight vectors.
A policy piw trained exclusively on experiences obtained
through another policy piw
′
will typically diverge from the
optimal policy for w. Making the replay buffer larger such
that early experiences obtained through random exploration
are still present is impractical for two reasons; (1) unless
the replay buffer is infinite, older experiences could still be
erased before reaching areas of the weight-space which need
them. And (2), even if these relevant experiences are still
present, they could be vastly outnumbered. Therefore, we
propose a different solution to consistently provide relevant
experiences to a learner for any weight vector.
We propose Diverse Experience Replay (DER), a diverse
buffer from which relevant experiences can be sampled for
weight vectors whose policies have not been executed re-
cently. DER replaces standard recency-based replay by
diversity-based memorization. Furthermore, instead of con-
sidering each transition independently, DER handles tra-
jectories as atomic units. To understand why, consider a
trajectory of experiences from initial state to terminal state.
The absence of an experience between initial and terminal
state can make the task of propagating Q-values from the
terminal to the initial state infeasible, as the learner has to
infer the missing link. When using standard replay buffers
this is not an issue, as experiences are added and removed
sequentially. Hence, for the vast majority of experiences
in standard replay buffers, the preceding and subsequent
transitions are also present. To avoid partial trajectories, we
treat trajectories as atomic units when considering them for
addition in, or deletion from the diverse buffer. To reduce
the computational cost of comparing trajectories, we com-
pute a signature for each trajectory on which we enforce
diversity. This signature can for example be the trajectory’s
discounted cumulative reward (i.e., its return), or the set of
perceptual hashes (Zauner, 2010) of the trajectory’s frames.
Specifically, when a new trajectory is considered for addi-
tion into a diverse buffer D′, each trajectory’s signature is
computed by a signature function s. A diversity function
1Relevant experiences are experiences that can be expected to
help a learner converge towards the optimal policy.
Figure 2: Left: Instance of the Minecart environment with
5 mines ((c) to (g)) containing varying amounts of 2 ores.
The 2 bars on the minecart (b) indicate how much of each
ore is present in the cart. Ores are sold on the base (a).
Right: Weight vectors in the same region share the same
optimal policy. Axes are the relative importance in % of
each objective. We distinguish (1) collecting no resources
if the fuel cost is too high, (6,7) privileging ore 2, (4,5)
privileging ore 1, and (2,3) privileging the quick collection
of either ore. Differences between each pair lie in a higher
fuel cost, in which case it is optimal to accelerate less.
d then computes the relative diversity of each trajectory’s
signature. The new trajectory is only added to the diverse
buffer if its inclusion increases the overall diversity of the
diverse buffer. When it is full, the traces that contribute least
to diversity are ejected from the diverse buffer.
Diversity in the Dynamic Weights Setting In this setting
we wish to maintain a set of trajectories relevant to any
region of the weight-space by ensuring trajectories with
a wide variety of future rewards are present. To achieve
this, we propose to; (1) treat an episode’s transitions as one
trajectory, (2) use a trajectory’s return vector as its signature
s(τ) =
∑|τ |
t=0 γ
trt and (3) use a metric from multi-objective
evolutionary algorithms, called the crowding distance (Deb
et al., 2002), as a diversity function. Applied to return
vectors, the crowding distance promotes the presence of
trajectories spread across the space of returns.
We also maintain a standard FIFO buffer to which experi-
ences are added first. When this buffer is full, the oldest
trajectory in it is removed and considered for addition in the
diverse buffer. These two buffer types allow a new weight
vector’s policy to be bootstrapped on experiences from the
diverse buffer and then further trained on the experiences
it progressively adds to the standard buffer. Please see Ap-
pendix 1.5 for a detailed description of the DER algorithm.
3.3. Minecart Problem
Existing Deep MORL problems, such as the image version
of Deep Sea Treasure (DST) (Mossalam et al., 2016), are
relatively trivial, i.e., it has 4 actions and even though the
states are presented as an image, the number of actually dis-
tinct states is only around∼50. This is in stark contrast with
single-objective Deep RL for which among others, ALE
(Bellemare et al., 2012) provides a diverse set of challeng-
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ing environments. To close this gap, we propose an original
benchmark, the Minecart problem2. Minecart has a continu-
ous state space, stochastic transitions and delayed rewards.
The Minecart environment consists of a rectangular image,
depicting a base, mines and the minecart controlled by the
agent. A typical frame of the Minecart environment is given
in Figure 6 Left. Each episode starts with the agent on top
of the base. Through the accelerate, brake, turn left, turn
right, mine, or do nothing actions, the agent should reach a
mine, collect resources and return to the base to sell them.
The reward vectors are N-dimensional: r = (r1, ..., rN ).
The first N−1 elements correspond to the amount of each
of the N−1 resources the agent sold, the last element is the
consumed fuel. Particular challenges of this environment
are the sparsity of the first N−1 components of the reward
vector, as well as the delay between actions (e.g., mining)
and resulting rewards. The resources an agent collects by
mining are generated from the mine’s random distribution,
resulting in a stochastic transition function. All other actions
are deterministic. The weight vector w expresses the rela-
tive importance of the objectives, i.e., the price per resource.
For the default configuration of the Minecart, the weight-
space has 7 regions with a different optimal policy (Figure
6, right). A full description of the environment and default
parameter values is given in the appendix. In the dynamic
weights Minecart problem, an agent should quickly adapt to
fluctuations in the price of resources.
4. Adapted Algorithms
For completeness, we show how methods from related set-
tings can be adapted to dynamic weights, but are suboptimal.
4.1. UVFA
We first present how we adapted UVFA. To avoid expensive
pre-training, we consider as basis the direct bootstrapping
variant of UVFA and train the network end-to-end. Because
a distance based metric is not applicable in our setting3,
we concatenate the state features and the goal (i.e., weight-
vector) and feed them into the policy heads. The network
thus shares the same overall architecture as CN but outputs
scalar Q-values. Following UVFA’s direct bootstrapping,
we sample goals and transitions from the replay buffer to
train the network on. For each transition (sj , aj , rj , sj+1)
of a mini-batch, we sample wj from the set of encountered
weights and minimize the loss |yj −Q(aj , sj ;wj)|, with
yj = rj ·wj + γQ−(argmax
a∈A
Q(a, sj+1;wj), sj+1;wj)
2The code can be found at https://github.com/
axelabels/DynMORL
3In our case, the goal (a specific w) is not comparable to a
subset of states.
Q(a, s;w) is the network’s Q-value for action a in state s
and weight vectorw. Setting g=wj and replacing rj ·wj by
Rg(sj , aj , sj+1) in the above equations gives an equivalent
goal-oriented notation as in (Schaul et al., 2015a).
4.2. Multi-Network (MN)
Combining existing work on tabular dynamic weights
(Natarajan & Tadepalli, 2005) and multi-objective deep RL
for different settings (Mossalam et al., 2016), we propose
to gradually build a set of policies represented by MO Q-
networks, Π. Key insights of this approach are that; (1)
for a given w we can train a Q-network for a region of the
weight-space aroundw, (2) by training multiple Q-networks
on different weight vectors we can cover more regions of the
weight-space, and (3) we can speed up learning by knowl-
edge transfer from previously trained neural networks.
By only storing un-dominated Q-networks (i.e., Q-networks
that are optimal for at least one encountered weight vector4),
we gradually approximate Π, a subset of the CCS relevant
to the encountered weights. Because a CCS is typically
relatively small, the number of networks we need to train
and maintain in memory is also expected to be small.
Each policy piw is trained for the active weight vector w fol-
lowing scalarized deep Q-learning (Mossalam et al., 2016).
When the active weights change, the stateless value of the
policy piw, Vpiw , is compared to all previously saved poli-
cies. If Vpiw improves upon the maximum scalarized value
of the policies already in Π for at least one past weight vec-
tor or for the current weight vector w, it is saved, otherwise
it is discarded. To limit memory usage and ensure fast re-
trieval by keeping Π small, all old policies made redundant
by piw are removed from Π. A policy is redundant if it is
not the best policy for any encountered weight vector.
We hot-start learning for each new w by copying the policy
pi′ ∈ Π whose scalarized value Vpi′ · w is maximal. Fol-
lowing previous transfer learning approaches (Mossalam
et al., 2016; Parisotto et al., 2015; Du et al., 2016), MN
copies parameters from a source network (pi′’s Q-network)
to the current policy’s Q-network. Because MN compares
policies based on predicted Q-values, inaccurate outputs dis-
turb training by biasing MN to overestimated policies. As a
result, MN needs long training times for each weight vector
to obtain accurate values to compare. Please see Appendix
1.4 for a detailed description of the MN algorithm.
5. Experimental Evaluation
We test the performance of our algorithms on two different
problems: the image version of Deep Sea Treasure (DST)
4By encountered weight vectors we mean the set of weight
vectors the agent has experienced since it started learning.
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proposed by Mossalam et al. (2016), and our newly pro-
posed benchmark, the Minecart problem. Moreover, we use
two weight change scenarios. We first evaluate the perfor-
mance when weight changes are sparse, as in (Natarajan
& Tadepalli, 2005), in which case an agent (and its replay
buffer) could overfit to the active weights. Then, we look
at regular weight changes, in which case it can be tempting
to learn a policy that is good for most weights but optimal
for none. We compare CN against MN, UVFA, a Multi-
Objective DQN trained on the current w only (MO), and
two ablated versions of CN, CN-ACTIVE and CN-UVFA.
5.1. Experimental Setup
First, we evaluate the performance for sparse and large
weight changes; the current weight, w, is randomly sam-
pled from a Dirichlet distribution (α = 1) every 50k steps
for Minecart and 5k steps for DST. Second, we test on reg-
ular weight changes; w linearly moves to a random target,
w′, over 10 episodes, after which a new w′ is sampled.
Both variants are evaluated on the Minecart environment,
and on an image version of Deep Sea Treasure (DST, fully
described in the appendix).
We evaluate policies based on their regret, i.e., the differ-
ence between optimal value and actual return, ∆(g,w) =
V∗w·w−g·w = V∗w·w−
∑T
t=0 γ
trt·w, where g is the dis-
counted cumulative reward, V∗w denotes the optimal value
for w, {r0, ..., rT } is the set of vector-valued rewards col-
lected during an episode of length T . Unlike the return, the
regret allows for a common optimal value regardless of the
weights, i.e., an optimal policy always has 0 regret. This is
a necessary condition to consistently evaluate performance
over different runs and for different weight vectors.
We include the performance of the adapted algorithms we
proposed, the MN algorithm as well as UVFA. To show the
benefits of our proposed loss for CN we perform an ablation
study by also (1) training only on the active weight vector
(CN-ACTIVE) and (2) training only on randomly sampled
weight vectors (CN with UVFA loss, CN-UVFA). As a
baseline, we use a basic Multi-Objective DQN approach
(MO); a single multi-objective DQN continuously trained
on only the current w through scalarized Deep Q-learning.
MO does not maintain multiple networks and the weight
vector is not fed as input to the network. An alternative
naive baseline for general MORL purposes suggested by
(Liu et al., 2015) learns optimal Q-values for each objective
then selects actions by scalarizing these multiple single-
objective Q-values. Because the resulting Q-value-vectors
do not capture the necessary trade-offs, this baseline can
only perform in edge cases where one objective outweighs
all others. As a result it performed poorly in our tests and
we restrict its experimental results to the appendix.
All algorithms are run with and without DER and with
prioritized sampling (Schaul et al., 2015b).
5.2. Results
Results for each weight change scenario are collected over
10 runs. Plots are smoothed by averaging over 200 steps.
5.2.1. SPARSE WEIGHT CHANGES
We determine how robust our algorithms are to overfitting
to recent weight vectors by evaluating the performance for
few but large weight changes (Left plots, Figures 3 and 4).
Here, the main challenges are that (1) the agent’s policy
could overfit to the current w and forget policies for past
weight vectors, and (2) the replay buffer could be biased
towards experiences for recent w’s.
Minecart As the MO baseline is unable to remember
previously learned policies, it must repeatedly (re-)learn
policies, leading to a loss in performance whenever weight
changes occur. Moreover, the replay buffer bias prevents
the MO agent from efficiently converging to new optimal
policies. Using DER helps in this respect. The middle
plot in Figure 3 illustrates the effect of having a secondary
diverse buffer (DER). While recent experiences (orange)
are concentrated in the same region, the diverse experiences
(blue) are spread across the space of possible returns. By
storing trained policies, MN can continue learning from the
best policy in memory for each new w. However, if no
relevant experiences are in the buffer, it can be unable to
optimize for the new weights. Thus, as for MO, the inclusion
of DER significantly improves performance. While MN
learns more slowly than other algorithms it is on par with
the best performing algorithms over the last 250k steps when
using DER, as it takes time to train a suitable set of policies.
Comparing CN to MN, we find that their performance is
similar without DER. In addition to the difficulty of learn-
ing a new policy without diversity, CN is also susceptible
to forgetting learned policies if the replay buffer is biased
towards another policy. DER solves both problems and sig-
nificantly improve performance. We find that over the last
250k steps, CN’s performance with DER is not significantly
different from MN’s performance with DER. However, over-
all performance does improve over MN. We thus conclude
that while MN and CN both ultimately learn a good set of
policies, CN does so quicker. Additionally, we find that CN
with our proposed loss outperforms the alternatives. Specif-
ically, training uniformly on weight vectors sampled from
the set of encountered weight vectors (CN-UVFA) signifi-
cantly hurts performances without DER. By not consistently
training on the current w, CN-UVFA puts more effort into
maintaining old policies than into learning new policies. As
a result, it takes longer for the agent to perform well for
new weight vectors, and relevant experiences are less likely
to be collected. Hence, slower convergence leads to fewer
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Figure 3: Solid lines plot performance without DER, dashed lines plot the performance with DER. Left: Cumulative regret
for the Minecart problem when weights change every 50k steps (vertical lines), MN+DER and CN-UVFA+DER overlap
eachother. Middle: Effect of DER on the replay buffer’s content, each dot represents a trajectory’s return vector. The
non-diverse buffer (orange dots) is biased towards the recent weight-vector (favoring objective 1). The diverse buffer (blue
dots) maintains a set of returns spread across the space of possible returns. Right: Cumulative regret for the Minecart
problem when weights change over the span of 10 episodes, CN, CN+DER and CN-ACTIVE overlap in the lowest curve.
Table 1: Average episodic regret (Mean ∆) and improvement over MO with Standard ER baseline (>baseline) for both
weight change scenarios (lower is better). We distinguish overall performance and performance over the last 250k steps.
Overall Last 250k steps
Standard ER DER Standard ER DER
Algorithm Mean ∆ >baseline Mean ∆ >baseline Mean ∆ >baseline Mean ∆ >baseline
MO 0.324 − 0.285 -12.04% 0.275 − 0.207 -24.73%
Sparse MN 0.255 -21.3% 0.191 -41.05% 0.139 -49.45% 0.063 -77.09%
Weight CN 0.253 -21.91% 0.18 -44.44% 0.184 -33.09% 0.068 -75.27%
Changes CN-UVFA 0.288 -11.11% 0.22 -32.1% 0.218 -20.73% 0.102 -62.91%
CN-ACTIVE 0.347 +7.1% 0.21 -35.19% 0.316 +14.91% 0.088 -68.0%
UVFA 0.338 +4.32% 0.308 -4.94% 0.302 +9.82% 0.253 -8.0%
MO 0.398 − 0.43 +8.04% 0.258 − 0.319 +23.64%
Regular MN 0.718 +80.4% 0.746 +87.44% 0.67 +159.69% 0.709 +174.81%
Weight CN 0.222 -44.22% 0.219 -44.97% 0.069 -73.26% 0.064 -75.19%
Changes CN-UVFA 0.278 -30.15% 0.287 -27.89% 0.149 -42.25% 0.149 -42.25%
CN-ACTIVE 0.221 -44.47% 0.24 -39.7% 0.065 -74.81% 0.071 -72.48%
UVFA 0.435 +9.3% 0.43 +8.04% 0.273 +5.81% 0.267 +3.49%
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Figure 4: Cumulative regret for DST. Solid lines repre-
sent performance without DER, dashed lines with DER.
Left: sparse weights changes, every 5K steps (vertical lines).
Right: regular weight changes over the span of 10 episodes.
CN and CN-UVFA(+DER) overlap near the bottom.
relevant experiences, in turn leading to slower convergence.
When we include DER, relevant experiences are present
despite the slower convergence, leading to a smaller impact
on performance. UVFA shares the same flawed weight se-
lection as CN-UVFA, and in addition only outputs scalar
Q-values, meaning it does not exploit the added structure
provided by the multi-objective rewards. These two factors
in combination with the single-goal loss lead to performance
close to our MO baseline. When we only train the Condi-
tioned Network on the active weight vector (CN-ACTIVE),
there is no explicit mechanism to preserve past policies, as a
result CN-ACTIVE is likely to overfit to the current w. CN-
ACTIVE is outperformed in overall and final performance
by MN, CN as well as by MO and CN-UVFA without DER.
DST We find that, while CN+DER still performs best
for the DST problem, the performance of other algorithms
is permuted. While the relative performances of MN, CN
and CN-UVFA seem similar to those we obtained for the
minecart problem, we found that CN-ACTIVE and MN per-
form relatively worse. What’s more, DER seems to have no
significant impact on the performance of MN. We hypoth-
esize that MN performs worse for DST than for Minecart
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because the smaller distance between optimal policies in
DST is harder to distinguish from approximation errors.
5.2.2. REGULAR WEIGHT CHANGES
When weights change quickly, agents could fail to converge
in time, resulting in sub-optimal policies for most weights.
Minecart As the rightmost plot in Figure 3 illustrates,
regular weight changes lead to significantly different results
w.r.t. sparse weight changes. While there is a slight loss
in performance when adding DER to MO, there is no qual-
itative difference, as we found that with or without DER,
MO converges to a single policy and applies it for all weight
vectors. In contrast, CN learns to perform close to optimally
for all weight vectors. Because CN continuously trains a
single network towards multiple policies, its training pro-
cess is not affected by the regular changes. In Minecart,
when weights change regularly, CN-ACTIVE does not have
enough time to overfit, resulting in performance on par with
CN. CN-UVFA’s performance remains poor, suggesting that
emphasizing training on the current weight vector is crucial
in Minecart. UVFA’s performance is again close to MO,
confirming it is not suited to the online dynamic weights
setting. Due to the short per-weight training times, the net-
works in MN do not have enough time to converge for any
given weight vector. As a result, their outputs, on which
selection is done, are inaccurate. This makes MN discard
more accurate newer policies in favor of older overestimated
policies, and ultimately prevents it from learning. In con-
trast to sparse weight changes, there is no significant benefit
to using DER as, due to the regular small weight changes,
relevant experience is still in the replay buffer for new w.
DST We obtained similar results for CN in DST. How-
ever, CN-ACTIVE performs worse for DST (-15%) than for
Minecart (-44%). We hypothesize that when the distance be-
tween optimal policies is large (as in Minecart) focus should
be put on the active weight vector to close the gap to the new
optimal policy. Conversely, when optimal policies are close
together (as in DST), unmaintained policies can more easily
diverge from an optimal policy to a near-optimal policy.
In summary, our new algorithm CN dominates all other
algorithms (with and without DER). We conclude that our
proposed loss balances between learning new policies and
maintaining learned policies well. Furthermore, MN is only
able to perform well when given enough training time to
learn accurate Q-values. Finally, DER improves perfor-
mance when diversity cannot be expected to occur naturally.
6. Related Work
Natarajan & Tadepalli (2005) introduce the dynamic weights
setting and show how it can be solved for low-dimensional
problems by training a set of policies through tabular RL.
The MN algorithm shares the same ideas, but addresses the
additional challenges of Deep RL. Similar to MN, DOL
(Mossalam et al., 2016) solves an image version of DST
for the (off-line MORL) unknown weights scenario rather
than the (on-line MORL) dynamic weights scenario. DOL
builds a CCS in which each policy is implemented by a
DQN. However, (1) the solved problem has a small underly-
ing state-space while our Minecart problem is continuous,
(2) weights chosen by DOL can be trained upon as long
as necessary, and (3) only the final performance matters.
Selective Replay (Isele & Cosgun, 2018) prevents catas-
trophic forgetting in single-objective multi-task problems.
Similarly, (De Bruin et al., 2018) propose alternatives to
FIFO buffers for single-objective Deep RL. Neither solution
factors in the challenges we addressed with DER (e.g., long-
term dependencies between experiences which we handle
by storing trajectories) and hurt performance in this setting
(please see the appendix for an experimental comparison).
Successor Features (SF) (Barreto et al., 2016) decomposes
a scalar reward into a product of state features and task
weights to enable transfer learning between tasks. While
these two components are analogous to the multi-objective
reward and weight vectors, our work focuses on learning
when this decomposition is given rather than learning the de-
composition. Removing this decomposition learning from
the proposed SFQL reduces it to an algorithm similar to
MN. Universal Successor Features Approximators (Borsa
et al., 2019) and Universal Successor Representations (Ma
et al., 2018) combine the benefits of SF and UVFA to further
generalize across goals. As for SF and UVFA separately,
the challenges of Online MORL are not addressed.
7. Conclusion and Future Work
In this paper, we proposed the CN algorithm capable of
tackling high-dimensional dynamic weights problems by
learning weight-dependent multi-objective Q-values. We
identified the drawbacks of FIFO experience replay for
dynamic weights and proposed DER, which maintains a
set of trajectories such that any policy can benefit from
experiences present in this secondary buffer. To evaluate
the performance of our algorithms we introduced the high-
dimensional, continuous and stochastic Minecart problem.
Our results show that CN dominates adapted algorithms
from related settings in different weight change scenarios.
Furthermore, our proposed loss, on the active weight vector
and a random past weight vector, enables the network to
generalize across weight vectors. On Minecart and DST we
showed that CN always comes close to optimality, while
MN fails to converge when weights regularly change.
In future work, we aim to integrate additional transfer learn-
ing techniques to further promote knowledge re-use between
weight vectors. Finally, we aim to explore DER variants.
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Supplemental Material to Dynamic Weights in Multi-Objective Deep
Reinforcement Learning
1. Algorithms
In this section of the appendix, we first present some of the
recent advances in Deep RL we extended to multi-objective
Deep RL and then include the pseudo-code for Conditioned
Network (CN), Multi-Network (MN) and Diverse Experi-
ence Replay (DER) algorithms.
1.1. Prioritized Sampling
For both replay buffer types, we used proportional priori-
tized sampling (also referred to as Prioritized Experience
Replay (Schaul et al., 2015b)). This technique replaces
the uniform sampling of experiences for use in training by
prioritized sampling, favouring experiences with a high TD-
error (i.e., the error between their actual Q-value and their
target Q-value). To update each sample’s priority in the
dynamic weights setting, we observe that TD-errors will
typically be weight-dependent. It follows that a priority
can be overestimated if the TD-error is large for the weight
on which the sample was trained but otherwise low, or it
can be underestimated if the TD-error is low for the trained
weight but otherwise high. In the first case, the sample
is likely to be resampled quickly and its TD-error will be
re-evaluated. Hence we consider the overestimation to be
reasonably harmless5. In contrast, underestimating a sam-
ple’s TD-error can have a more significant impact because
it is unlikely to be resampled (and thus re-evaluated) soon.
To alleviate this problem, we used Prioritized experience
replay’s ε parameter which offsets each error by a positive
constant ε; p(δ) = (δ + ε)α. This increases the frequency
at which low-error experiences are sampled allowing for
possibly underestimated experiences to be re-evaluated rea-
sonably often. As a result, on average, experiences that get
sampled less often are samples that consistently have low
TD-errors for all weight vectors used in training.
The question then remains which TD-error should be used
for a given sample. For both the MO baseline and MN we
update the priority w.r.t. the TD-error on the active weight
vector.
5We further note that a given sample can only be overestimated
often if it repeatedly has a large TD-error for the weights it is
being trained on, in which case it should not be considered as
overestimated.
We find this to be insufficient for CN as it trains both on the
active weight vector and on randomly sampled past weight
vectors. Ideally we would compute a TD-error relative not
only to the active weight-vector but also all the past weight
vectors. However, it would be too computationally expen-
sive to perform a forward pass of each training sample on
all encountered weights, so we only consider the two weight
vectors (i.e., wt and wj) it was last trained on. Only using
the active weight vector’s TD-error to determine the priority
would prevent past policies from being maintained, as their
TD-error would have no influence on how often experiences
are trained on. Conversely, only taking the randomly sam-
pled weight vector in consideration could hurt convergence
on the active weight vector’s policy. Hence we balance
current and past policies by computing the average of both
TD-errors and use that value to determine the experience’s
priority.
1.2. Double DQN
Double DQN (Van Hasselt et al., 2016) reduces Q-
value overestimation by using the online network for ac-
tion selection in the training phase. I.e., yj = rj +
γQ−(argmaxa′Q(a′, sj+1), sj+1) instead of yj = rj +
γmaxa′Q
−(a′, sj+1). As a result, an action needs to be
overestimated by both the target and the online network to
cause the feedback loop that would occur in standard DQN.
The same technique can be used in multi-objective DQNs.
It is especially useful for the Multi-Network algorithm, as
overestimated Q-values can have a significant impact on
policy selection.
1.3. Conditioned Network Algorithm
The Conditioned Network (CN) algorithm (Algorithm 1) for
multi-objective deep reinforcement learning under dynamic
weights, handles changes in weights (i.e., the relative impor-
tance of each objective) by conditioning a single network
on the current weight vector, w. As such, the Q-values
outputted by the network depend on which w is inputted,
alongside the state. For an architectural overview of the
networks we employed, please refer to Appendix 2.1.
After initializing the network, the agent starts interacting
with the environment. At every timestep, first a weight vec-
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Algorithm 1 Dynamic Weight-Conditioned Reinforcement
Learning
1: Define a∗w,s as shorthand for argmaxa∈AQCN (a, s;w) ·w
2: initialize (diverse) replay buffer D and unique weight history
W
3: QCN ,Q−CN ← initializeConditionedModel()
4: for steps t ∈ {0...T} do
5: wt ← getWeightV ector(t)
6: add wt toW
7: With probability ε select a random action at
8: Otherwise at = a∗wt,st
9: Execute action at and observe rt and st+1
10: Store transition (st, at, rt, st+1) in D
11: Sample minibatch of transitions from D
12: for each sampled transition (sj , aj , rj , sj+1) do
13: wj randomly sampled from U(W)
14: if transition is terminal then
15: yj = y′j = rj
16: else
17: yj = rj + γQ−CN (a
∗
wt,sj+1 , sj+1;wt)
18: y′j = rj + γQ
−
CN (a
∗
wj ,sj+1 , sj+1;wj)
19: end if
20: end for
21: perform gradient descent step on
1
2
[|yj −QCN (aj , sj ;wt)|+ |y′j −QCN (aj , sj ;wj)|]
22: Every N− steps; Q−CN = QCN {Synchronize target net-
work}
23: anneal(ε)
24: end for
torwt is perceived, and added to the set of observed weights
W if it is different from wt−1. W is used to sample histor-
ical weights from, so that the network keeps training with
regards to both current and previously observed weights.
This is necessary in order to make the network generalize
over the relevant part of weight simplex. Specifically, for
each gradient descent step, the target consists of two equally
weighted components; one for the current weight wt and
one randomly sampled weight fromW , wj .
While not explicitly visible in the algorithm, CN makes
use of prioritized experience replay. Please refer to (Schaul
et al., 2015b) for details. Each timestep, an experience tuple
is perceived and added to the replay buffer D. Then, a
minibatch of transitions is sampled from D, on which the
network is trained. Each experience’s priority is updated
based on the average TD-error of the two weight vectors it
was trained on.
As described in the main paper, CN can have a secondary ex-
perience replay buffer for diverse experience replay (DER).
For a description of when and which samples are added to
the secondary replay buffer, please refer to the main paper.
In this paper, we make use of ε-greedy exploration, with
ε, the probability of performing a random action, annealed
over time. For Minecart we anneal it from 1 to 0.05 over
the first 100k steps, for the easier DST problem we anneal
it to 0.01 over 10k steps. However, CN is compatible with
any sort of exploration strategy.
1.4. Multi-Network algorithm
The Multi-Network (MN) algorithm (Algorithm 2) for
multi-objective deep reinforcement learning under dynamic
weights handles changes in weights by gradually building an
approximate partial CCS, i.e., a set of policies such that each
policy performs near optimality for at least one encountered
weight vector.
The algorithm starts with an empty set of policies Π. Then,
for each encountered weight vectorwt, it trains a neural net-
work through scalarized deep Q-learning (Mossalam et al.,
2016). The differences with standard deep Q-learning are
that the DQN’s outputs are vector valued and that action
selection is done by scalarizing these Q-vector-values w.r.t.
the current weight vector wt (Lines 9 and 17 of Algorithm
2).
As is the case for CN, experiences are sampled from the
replay buffer through prioritized sampling, with priorities
being computed on the TD-error for the active weight vector.
When the active weight vector changes at time t + 1, the
policy trained (before the change) for wt is stored if it is
optimal for at least one past weight vector. To account for
approximation errors, a constant κ is subtracted from any
past policy’s scalarized value. Hence, when two scalarized
values are within an error κ of each other, the more recent
policy is favoured. Any policy in Π that is made redundant
by the inclusion of the new policy trained onwt is discarded.
Then, the policy with the maximal scalarized value for the
new weight vector wt+1 is used as a starting point for its
Q-network Qwt+1 . As in (Mossalam et al., 2016), we con-
sidered full re-use, where all parameters of the model Q-
network are copied into the new Q-network and partial re-
use, in which all but the last dense layer were copied to the
new Q-network. We found that the latter performed poorly
and therefore only considered full re-use in this paper.
1.5. Diverse Experience Replay
We now present our implementation of Diverse Experience
Replay (DER, Algorithm 3).
We maintain both a first-in first-out replay buffer and a
diverse replay buffer. Experiences are added to the FIFO
buffer as they are observed. When the FIFO buffer is full,
the oldest trace τ is removed from it and considered for
memorization into the secondary diverse replay buffer.
The trace τ is only added to the secondary buffer if it in-
Dynamic Weights in Multi-Objective Deep Reinforcement Learning
Algorithm 2 Dynamic Multi-Network Reinforcement
Learning
1: initialize (diverse) replay buffer D and unique weight history
W
2: κ← Improvement constant
3: Π ← empty set of (Qw,w,Vw) tuples {With w a weight
vector, Qw a policy for that weight vector (i.e., a multi-
objective Q-network), Vw the stateless value vector of the
policy}
4: w0 ← getWeightV ector(0)
5: add w0 toW
6: Qw0 ,Q
−
w0 ← initializeF irstModel()
7: for steps t ∈ {0...T} do
8: With probability ε select a random action at
9: Otherwise at = argmaxa∈AQwt(a, s) ·wt
10: Execute action at and observe rt and st+1
11: Store transition (st, at, rt, st+1) in D
12: Sample minibatch of transitions from D
13: for each sampled transition (sj , aj , rj , sj+1) do
14: if transition is terminal then
15: yj = rj
16: else
17: a′j = argmaxa′ Qwt(a
′, sj+1) ·wt
18: yj = rj + γQ−wt(a
′
j , sj+1)
19: end if
20: end for
21: perform gradient descent step on[|yj −Qwt(aj , sj)|]
22: Every N− steps; Q−wt = Qwt {Synchronize target net-
work}
23: anneal(ε)
24: wt+1 ← getWeightV ector(t)
25: if wt 6= wt+1 then
26: if ∃w ∈ W : Vt ·w > maxV′∈Π V′ ·w − κ then
27: add (Qwt ,wt,Vt) to Π
28: remove policies made redundant by Qwt
29: end if
30: Qw′ ,w′,Vw′ ← argmax(Qw′ ,w′,Vw′ )∈Πw · Vw′{pick a policy to continue learning from}
31: Qwt+1 ,Q
−
wt+1 ← copyModel(Qw′) {Partial or full
re-use}
32: add wt+1 toW
33: else
34: Qwt+1 ,Q
−
wt+1 ← Qwt ,Q−wt {continue training same
policy}
35: end if
36: end for
creases the replay buffer diversity. To determine this, we
first compute a signature for each trace up for considera-
tion (i.e., τ and all traces already present in the diverse
replay buffer D′). Note that this signature can typically be
computed in advance. Next, a diversity function d com-
putes the relative diversity of each signature w.r.t. all other
considered signatures (Algorithm 3 Line 6). If τ ’s relative
diversity is lower than the minimal relative diversity already
present in the secondary buffer D′, it is discarded. Other-
wise, the trace that contributes least to the buffer’s diversity
is removed from D′ to make place for τ .
This process is repeated until there is enough space for τ
in the diverse buffer or τ has a lower diversity than the
lowest diversity trace in D′, in which case τ is discarded
and the traces that were removed during the current selection
process are re-added.
For our experiments, we used a trace’s return vector∑|τ |
t=0 γ
trt as its signature and the crowding distance (Deb
et al., 2002) as the diversity function.
When using DER, half of the buffer size is used by the
diverse replay buffer. When sampling from DER, no dis-
tinction is made between diverse and main replay buffers.
Algorithm 3 Diverse Replay Buffer
1: {With s a signature function, d a diversity function, D
the main memory, D′ the secondary memory and e an
experience to memorize}
2: if main memory D is full then
3: extract oldest trace τ from D
4: add e to D
5: while D′ does not have enough space for τ do
6: F ← d({s(τi)|τi ∈ D′ ∪ {τ}})
7: select trace τj with lowest diversity fj ∈ F
8: if τj 6= τ then
9: remove τj from D′
10: else
11: Discard τ
12: undo deletions
13: return
14: end if
15: end while
16: add τ to D′
17: end if
2. Implementation details
We now present our implementation details. More specif-
ically, we give a table of hyperparameters (Table 2) and a
full description of the network architecture.
2.1. Network Architecture
Figure 5 gives a schematic representation of the architecture
we used in our experiments.
Our network contains more dense layers than single-
objective Dueling DQN, we justify this by the need to output
multi-objective Q-values and to either (1) output precise Q-
values (in the case of MN knowing one action is better
than another is not sufficient), or (2) learn multiple weight-
conditioned policies (in the case of CN).
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Table 2: Hyperparameters
General parameters (Minecart)
Exploration rate 1→ 0.05 over 100k steps
Buffer size 100.000
Frame skip 4
Discount factor 0.98
General parameters (DST)
Exploration rate 0.1→ 0.01 over 10k steps
Buffer size 10.000
Frame skip 1
Discount factor 0.95
Optimization parameters
Batch size 64 (Minecart), 16 (DST)
Optimizer SGD
Learning rate 0.02
Momentum 0.90
Nesterov Momentum true
N− 150
Prioritized sampling parameters
ε 0.01
α 2.0
The input to the network consists of two 48x48 frames
(scaled down from the original 480x480 dimensions). The
first convolution layer consists of 32 6x6 filters with stride
2. The second convolution layer consists of 48 5x5 filters
with stride 2. Each convolution is followed by a maxpooling
layer. A dense layer of 512 units is then connected to each
temporal dimension of the convolution.
Following a multi-objective generalization of the Dueling
DQN architecture (Wang et al., 2015), this layer’s outputs
are then fed into the advantage and value streams, consisting
of dense layers of size 512. The advantage stream is then fed
into a layer of |A|×N dense units, while the value stream is
fed into a dense layer ofN units. These |A|+1×N outputs
are then combined into |A|×N outputs by a multi-objective
generalization of Dueling DQN’s module.
Q(s, a; θ, α, β) = V(s; θ, β)+(
A(s, a; θ, α)− 1|A|
∑
a′
A(s, a′; θ, α)
)
(1)
α and β denote the parameters of the advantage stream and
of the value stream and θ denotes the parameters of all pre-
ceding layers. For the Conditioned Network, an additional
parameter w is added to each function (corresponding to
Figure 5: Features are extracted from the raw input by convo-
lutional layers followed by a fully connected layer. The ex-
tracted features (output of (b)) are fed into a Multi-Objective
Dueling DQN head (d). The conditioned architecture feeds
a weight input (c) into the Q-value head (link (e)).
the weight input, link (e) in Figure 5);
Q(s, a,w; θ, α, β) = V(s,w; θ, β)+(
A(s, a,w; θ, α)− 1|A|
∑
a′
A(s, a′,w; θ, α)
)
(2)
The hyperparameters used for optimization are given in
Table 2.
3. Test Problems
In this section, we present the test problems used in our
experimental evaluation in greater detail.
3.1. Minecart Problem
The Minecart problem models the challenges of resource
collection, has a continuous state space, stochastic transi-
tions and delayed rewards.
The Minecart environment consists of a rectangular image,
depicting a base, mines and the minecart controlled by the
agent. A typical frame of the Minecart environment is given
in Figure 6 (left). Each episode starts with the agent on top
of the base. Through the accelerate, brake, turn left, turn
right, mine, or do nothing (useful to preserve momentum)
actions, the agent should reach a mine, collect resources
from it and return to the base to sell the collected resources.
The reward vectors are N-dimensional: r = (r1, ..., rN ).
The first N − 1 elements correspond to the amount of each
of theN−1 resources the agent gathered, the last element is
the consumed fuel. Particular challenges of this environment
are the sparsity of the first N − 1 components of the reward
vector, as well as the delay between actions (e.g., mining)
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Figure 6: (left) Instance of the Minecart environment with
5 mines ((c) to (g)) containing varying amounts of 2 ores.
The 2 bars on the minecart (b) indicate how much of each
ore is present in the cart. Ores are sold on the base (a).
(right) Weight vectors in the same region share the same
optimal policy. Axes are the relative importance in % of
each objective. We distinguish (1) collecting no resources
if the fuel cost is too high, (6,7) privileging ore 2, (4,5)
privileging ore 1, and (2,3) privileging the quick collection
of either ore. Differences between each pair lies in the
higher fuel cost, in which case it is optimal to accelerate
less.
and resulting reward. The resources an agent collects by
mining are generated from the mine’s random distribution,
resulting in a stochastic transition function. All other actions
result in deterministic transitions. The weight vector w
expresses the relative importance of each objective, i.e., the
price per resource.
The underlying state consists of the minecart’s position,
its velocity and its content, the position of the mines and
their respective ore distribution. While the implementation
makes these available for non-deep MORL research, these
properties were not used in our experiments. In the deep
setting the agent should learn to extract them from the visual
representation of the state.
Figure 6 shows the visual cues the agent should exploit
to extract appropriate features of the state. First and most
obviously, the position of the mines (black) and the home po-
sition (area top left). Second, indicators about the minecart’s
content are represented by vertical bars on the cart, one for
each ore type. Each bar is the size of the cart’s capacity.
When the cart has reached its maximal capacity C, and min-
ing will have no effect on the cart’s content but still incur
the normal mining penalty pm in terms of fuel consumption.
At that point the agent should return back to its home po-
sition. Additionally, the minecart’s orientation is given by
the cone’s direction. Accelerating incurs a penalty of pa in
terms of fuel consumption. In addition, every time-step the
agent receives a penalty in the fuel objective pi representing
the cost of keeping the engine running.
The default configuration of the minecart environment we
used in our experiments is given in Table 3. The setting
contains 5 mines, with distribution means for ores 1 and 2
Table 3: Minecart configuration
General Minecart Configuration
Cart capacity 1.5
Acceleration 0.0075
Ores 2
Rotation angle 10 degrees
Fuel component rewards
Idle cost pi -0.005
Mining cost pm -0.05
Acceleration cost pa -0.025
Table 4: Ore distribution per mine, if either ore is more
valuable, mining from (d) to (f) results in wasted capacity
on the less valuable ore. Hence, while the average content
collected from these mines is higher, they are not always
optimal because of the limited cart capacity.
Mine (c) (d) (e) (f) (g)
µore1 0.2 0.15 0.2 0.1 0.
µore2 0. 0.1 0.2 0.15 0.2
given in Table 4, and a standard deviation fixed at σ = 0.05.
Optimal Policies For γ = 0.98 used in our experiments,
this configuration divides the weight-space into 7 regions
according to their optimal policies as shown in Figure 6.
The 7 policies are;
1. do not collect any resources
2. go to mine (e) quickly and mine until full,
3. go to mine (e) slowly and mine until full,
4. go to mine (c) rapidly and mine until full,
5. go to mine (c) slowly and mine until full,
6. go to mine (g) quickly and mine until full,
7. go to mine (g) slowly and mine until full,
3.2. Deep Sea Treasure
In the Deep Sea Treasure (DST) problem (Vamplew et al.,
2011), a submarine must dive to collect a treasure. The
further the treasure is, the higher its value. The agent can
move left, right, up, and down which will move him to the
corresponding neighboring cell unless that cell is outside
of the map or a sea bottom cell (black cells). The reward
signal an agent perceives consists of a treasure component
and a time component. The submarine collects a penalty of
−1 for its second objective at every step. When it reaches a
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treasure, the treasure’s value is collected as a reward for the
first objective, and the episode ends. As the original DST
problem has only two policies in its convex coverage set, we
used a modified version of the DST map – given in Figure 7
– in our experiments.
Figure 7: DST map, yellow squares indicate treasures and
their value, the agent is marked by a white circle. Black
areas are the ocean floor, blue areas are the ocean.
This map was designed such that, for a discount factor of
0.95, each treasure is the goal of an optimal policy in the
CCS (Figure 8). And in addition, each policy in the CCS has
approximately the same proportion of weights for which it
is optimal (∼10% of weight vectors for each policy, Figure
9). The full results obtained for the image version DST are
given in Table 5.
Figure 8: Convex Coverage Set for the given DST map and
a discount factor of γ = 0.95.
Figure 9: Optimal policy colormap, each color corresponds
to one of the optimal policies in Figure 8. Time cost weight
is 1− treasure weight.
4. Additional Results
In this section we give the complete results table for DST
(Table 5), and we experimentally compare selective experi-
ence replay (Isele & Cosgun, 2018) and Exploration-based
selection (De Bruin et al., 2018) to DER on the Minecart
problem. We also provide results for a naive baseline
(NAIVE) suggest by (Liu et al., 2015).
4.1. Naive algorithm
The naive algorithm suggested by (Liu et al., 2015) learns
optimal Q-values for each objective then selects actions
by scalarizing these multiple single-objective Q-values can
learn to perform well for edge weight vectors (i.e., weight
vectors for which one objective is much more important than
the others). However, when a trade-off is required between
objectives it would be unable to perform optimally.
4.2. Exploration-based Selection
De Bruin et al. (2018) propose an alternative to FIFO memo-
rization based on how exploratory a transition’s action at is.
The distance between the Q-value of the optimal action a∗t in
state st and the taken action at are used as a diversity metric.
Hence actions that differ strongly from the optimal action
are more likely to be preserved in the replay buffer. The
main obstacle to this approach working in this setting is that
the exploratory nature of an action is likely to be dependent
on the weight vector. An action that would be exploratory
for a weight vector w could be optimal for another weight
vector w′. We found that while this metric can be useful
for a single weight vector, it proves unreliable when used
across different weight vectors. In addition, we identified
the long-term dependence there can be between experiences.
In complex problems, a reward is typically the result of a
long sequence of actions. Hence, while exploration-based
selection might permanently store an interesting experience,
it is unlikely to store all the experiences leading to that ex-
perience. In contrast, our approach handles trajectories as
atomic units. Hence, if a rewarding experience is stored, the
actions leading to that reward will be stored too.
4.3. Selective Experience Replay
Selective experience replay (Isele & Cosgun, 2018) was re-
cently proposed to prevent catastrophic forgetting in single-
objective multi-task lifelong learning. In this setting, an
agent must learn to perform well on a sequence of tasks and
maintain that performance while learning new tasks. As
a result the replay buffer can be biased towards the most
recent task. From there, a parallel can be drawn with the
multiple policies that need to be learned for different wt
in our setting, and the resulting bias. While some of the
challenges of both settings are comparable, we found that
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Table 5: Average episodic regret (∆) and improvement over MO with Std. ER baseline (>) for both weight change scenarios
(lower is better) for DST. We distinguish between overall performance, and performance over the last 25k steps
Overall Last 25k steps
Standard ER DER Standard ER DER
Algorithm ∆ > ∆ > ∆ > ∆ >
NAIVE 0.061 +64.86% 0.06 +62.16% 0.064 +137.04% 0.084 +211.11%
MO 0.037 -0.0% 0.031 -16.22% 0.027 -0.0% 0.022 -18.52%
Sparse MN 0.031 -16.22% 0.03 -18.92% 0.02 -25.93% 0.019 -29.63%
Weight CN 0.024 -35.14% 0.021 -43.24% 0.012 -55.56% 0.009 -66.67%
Changes CN-UVFA 0.025 -32.43% 0.023 -37.84% 0.015 -44.44% 0.009 -66.67%
CN-ACTIVE 0.032 -13.51% 0.028 -24.32% 0.021 -22.22% 0.016 -40.74%
UVFA 0.034 -8.11% 0.03 -18.92% 0.023 -14.81% 0.017 -37.04%
NAIVE 0.093 +97.87% 0.095 +102.13% 0.1 +122.22% 0.114 +153.33%
MO 0.047 -0.0% 0.052 +10.64% 0.045 -0.0% 0.05 +11.11%
Regular MN 0.113 +140.43% 0.111 +136.17% 0.126 +180.0% 0.104 +131.11%
Weight CN 0.029 -38.3% 0.025 -46.81% 0.02 -55.56% 0.014 -68.89%
Changes CN-UVFA 0.029 -38.3% 0.028 -40.43% 0.018 -60.0% 0.017 -62.22%
CN-ACTIVE 0.04 -14.89% 0.042 -10.64% 0.03 -33.33% 0.032 -28.89%
UVFA 0.057 +21.28% 0.051 +8.51% 0.053 +17.78% 0.046 +2.22%
selective experience replay performs poorly on our dynamic
weights problem. We hypothesize that this is due to two
major differences in our approach. First, the transition-
based selection presents the same problem we observe for
Exploration-based Selection (see above). Second, their best
working variant of selective experience replay, called dis-
tribution matching does not promote diverse experiences,
instead it attempts to match the distribution of experiences
across all tasks. If this distribution is not diverse, rare inter-
esting experiences obtained through random exploration are
likely to be overridden by more common experiences.
4.4. Results
These factors contribute to the poor performance of
exploration-based selection and selective experience replay
(which we label respectively as EXP and SEL in Figure 10
and Tables 6,7,8 and 9). For all algorithms in the sparse
weight change scenario, selective experience replay per-
forms worse than DER. However, we found that SEL gen-
erally improved performance over standard experience re-
play. In contrast, EXP has a consistently damaging effect
on performance. As for DER, we find that the influence
of SEL on the regular weight change scenario is insignifi-
cant. EXP however still has a significant negative impact
on performance. Regardless of the weight change scenario
or experience replay type, the naive algorithm fails to learn
any kind of tradeoff and as a result it performs poorly across
our experiments.
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Figure 10: Left: Cumulative regret for the Minecart problem when weights change every 50k steps (vertical lines), MN+DER
and OnUVFA+DER overlap each other, CN+SEL and MN+SEL overlap each other. Right: Cumulative regret for the
Minecart problem when weights change over the span of 10 episodes, CN, CN+DER, CN+SEL and CNC overlap to form
the lowest curve.
Table 6: Overall average episodic regret (∆) and improvement over MO with Std. ER baseline (>) for the sparse weight
change scenario (lower is better) for Minecart.
Overall
Standard ER DER SEL EXP
Algorithm ∆ > ∆ > ∆ > ∆ >
NAIVE 0.732 +125.93% 0.638 +96.91% 0.75 +131.48% 0.709 +118.83%
MO 0.324 − 0.285 -12.04% 0.336 +3.7% 0.748 +130.86%
MN 0.255 -21.3% 0.191 -41.05% 0.242 -25.31% 0.43 +32.72%
CN 0.253 -21.91% 0.18 -44.44% 0.237 -26.85% 0.414 +27.78%
CN-UVFA 0.288 -11.11% 0.22 -32.1% 0.265 -18.21% 0.425 +31.17%
CN-ACTIVE 0.347 +7.1% 0.21 -35.19% 0.325 +0.31% 0.645 +99.07%
UVFA 0.338 +4.32% 0.308 -4.94% 0.322 -0.62% 0.609 +87.96%
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Table 7: Average episodic regret (∆) and improvement over MO with Std. ER baseline (>) for the sparse weight change
scenario (lower is better) for Minecart over the last 250k steps.
Last 250k steps
Standard ER DER SEL EXP
Algorithm ∆ > ∆ > ∆ > ∆ >
NAIVE 0.791 +187.64% 0.651 +136.73% 0.851 +209.45% 0.802 +191.64%
MO 0.275 − 0.207 -24.73% 0.241 -12.36% 0.818 +197.45%
MN 0.139 -49.45% 0.063 -77.09% 0.133 -51.64% 0.403 +46.55%
CN 0.184 -33.09% 0.068 -75.27% 0.155 -43.64% 0.467 +69.82%
CN-UVFA 0.218 -20.73% 0.102 -62.91% 0.187 -32.0% 0.414 +50.55%
CN-ACTIVE 0.316 +14.91% 0.088 -68.0% 0.202 -26.55% 0.754 +174.18%
UVFA 0.302 +9.82% 0.253 -8.0% 0.213 -22.55% 0.743 +170.18%
Table 8: Overall Average episodic regret (∆) and improvement over MO with Std. ER baseline (>) for the regular weight
change scenario (lower is better) for Minecart.
Overall
Standard ER DER SEL EXP
Algorithm ∆ > ∆ > ∆ > ∆ >
NAIVE 0.617 +55.03% 0.61 +53.27% 0.634 +59.3% 0.635 +59.55%
MO 0.398 − 0.43 +8.04% 0.407 +2.26% 0.478 +20.1%
MN 0.718 +80.4% 0.746 +87.44% 0.748 +87.94% 0.76 +90.95%
CN 0.222 -44.22% 0.219 -44.97% 0.222 -44.22% 0.43 +8.04%
CN-UVFA 0.278 -30.15% 0.287 -27.89% 0.306 -23.12% 0.442 +11.06%
CN-ACTIVE 0.221 -44.47% 0.24 -39.7% 0.229 -42.46% 0.576 +44.72%
UVFA 0.435 +9.3% 0.43 +8.04% 0.472 +18.59% 0.62 +55.78%
Table 9: Average episodic regret (∆) and improvement over MO with Std. ER baseline (>) for the regular weight change
scenario (lower is better) for Minecart over the last 250k steps.
Last 250k steps
Standard ER DER SEL EXP
Algorithm ∆ > ∆ > ∆ > ∆ >
NAIVE 0.56 +117.05% 0.551 +113.57% 0.588 +127.91% 0.581 +125.19%
MO 0.258 − 0.319 +23.64% 0.251 -2.71% 0.36 +39.53%
MN 0.67 +159.69% 0.709 +174.81% 0.72 +179.07% 0.712 +175.97%
CN 0.069 -73.26% 0.064 -75.19% 0.066 -74.42% 0.267 +3.49%
CN-UVFA 0.149 -42.25% 0.149 -42.25% 0.165 -36.05% 0.299 +15.89%
CN-ACTIVE 0.065 -74.81% 0.071 -72.48% 0.069 -73.26% 0.56 +117.05%
UVFA 0.273 +5.81% 0.267 +3.49% 0.346 +34.11% 0.538 +108.53%
