Abstract. We present a new Feasibility Pump algorithm tailored for nonconvex Mixed Integer Nonlinear Programming problems. Differences with the previously proposed Feasibility Pump algorithms and difficulties arising from nonconvexities in the models are extensively discussed. The main methodological innovations of this variant are: (a) the first subproblem is a nonconvex continuous Nonlinear Program, which is solved using global optimization techniques; (b) the solution method for the second subproblem is complemented by a tabu list. We exhibit computational results showing the good performance of the algorithm on instances taken from the MINLPLib.
Introduction
Heuristic algorithms have always played a fundamental role in optimization, both as independent tools and as part of general-purpose solvers. Heuristics can be classified into two broad categories: those which are based on a specific problem structure (e.g., heuristics for Set Covering, or Knapsack, or Quadratic Assignment problems) and those which target a large class of problems, such as Mixed Integer Linear Programming (MILP), or Mixed Integer Nonlinear Programming (MINLP). Far fewer heuristics (including the present one) belong to the second class with respect to the first one because of the inherent difficulty of devising general-purpose methods. In the rest of the paper we focus on algorithms belonging to the second class.
Starting from MILPs, different kinds of heuristics have been proposed: their aim is finding a good feasible solution rapidly or improving the best solution found so far. Within a MILP solver context, both types are used. Examples are rounding heuristics, metaheuristics (e.g. [1] ), Feasibility Pump (FP) [2] [3] [4] , Local Branching [5] and Relaxation Induced Neighborhoods Search [6] . Since the early 1990's, MINLP has attracted rising interest from the operations research and the chemical engineering communities. Typically, MINLP solution techniques complement continuous Nonlinear Programming (NLP) algorithms with combinatorial-type searches. Chemical plant design and operations are amongst the early applications of this field. Special attention has been devoted to convex MINLPs, a class of MINLP problems whose objective function and constraints are convex (thus, any local optimum of the continuous relaxation is also its global optimum). Furthermore, standard linearization inequalities such as Outer Approximation (OA) cuts [7] are valid. OA cuts linearly approximate each nonlinear convex constraint, say f (x) ≤ 0, at a given pointx:
f (x) + ∇f (x) T (x −x) ≤ 0.
It is easy to show that (1) does not cut off any feasible point of the original convex MINLP. Heuristics have been proposed recently also for convex MINLPs. Basically the ideas originally tailored on MILP problems have been extended to convex MINLPs, for example, Feasibility Pump [8] [9] [10] and diving heuristics [10] . This paper proposes a heuristic algorithm for nonconvex MINLPs. These problems are in general very difficult to solve to optimality and, often, also finding a feasible solution is practically difficult (besides being NP-hard in theory, since they generalize NLP feasibility [11] ). For this reason, heuristic algorithms are a fundamental part of any solution process. General-purpose nonconvex MINLP heuristics proposed so far are, for example, Variable Neighborhood Search [12] and Local Branching [13] . All existing exact convex MINLP methods [7, 8, [14] [15] [16] [17] [18] [19] can be heuristically deployed on nonconvex MINLPs. This field, however, is still relatively young and current heuristics leave a lot of room for improvement.
We already mentioned FP for 0-1 MILP, introduced by Fischetti et al. [2] . The algorithm has been extended to general integer variables by Bertacco et al. [3] and improved with respect to solution quality by Achterberg and Berthold [4] . The idea is to iteratively solve subproblems of the original (difficult) problem with the aim of "pumping" the feasibility in the solution. More precisely, Feasibility Pump iteratively solves the continous relaxation of the problem trying to minimize the distance to a target (infeasible) integer solution, then rounding the fractional solution obtained to become the next integer target. Few years later a similar technique applied to convex MINLPs was proposed by Bonami et al. [8] .
In that case the subproblems are a convex NLP and a MILP. The authors also prove the convergence of the algorithm and extend the same result to MINLP problems with nonconvex constraints, defining, however, a convex feasible region. More recently Bonami and Gonçalves [10] proposed a more efficient version in which the MILP solution process is replaced by a rounding phase similar to that originally proposed by Fischetti et al. [2] for MILPs. Finally, an enhancement for the MILP case has been recently studied by Fischetti and Salvagnin [20] by using domain propagation during rounding.
In this paper, we propose a FP algorithm for general nonconvex MINLPs. The remainder of the paper is organized as follows. In Section 2 we present the structure of the algorithm. Details on implementation issues are given in Section 3. In Section 4 we present computational results on MINLPLib instances. Section 5 concludes the paper.
The Algorithm
We address the following nonconvex MINLP:
where X and Y are two polyhedra of appropriate dimension (possibly including variable bounds), f : R n+p → R is convex, but g : R n+p → R m is nonconvex. We will denote by
the (nonconvex) feasible region of the continuous relaxation of the problem, by X the set {1, . . . , n} and by Y the set {1, . . . , p}. We will also denote by N ⊆ {1, . . . , m} the subset of (indices of) nonconvex constraints, so that C = {1, . . . , m} \ N is the set of (indices of) convex constraints. Note that the convexity assumption on the objective function f does not involve a loss of generality: one can always introduce an additional variable v to be minimized, and add the (m+1)−th constraint f (x, y)−v ≤ 0 to deal with the case where f is nonconvex. Problem (P ) presents two sources of nonconvexities:
1. integrality requirements on x variables; 2. constraints g j (x, y) ≤ 0 with j ∈ N , defining a nonconvex feasible region.
Algorithm 1
The general scheme of Feasibility Pump
solve (P 1) (minimize distance to (
solve (P 2) (minimize distance to (
The basic idea of FP is to decompose the original problem in two easier subproblems. One, called (P 1), is obtained by relaxing the integrality requirements; the other, called (P 2), by relaxing the nonlinear constraints. Both problems are solved at each iteration, yielding a pair of solutions (x,ȳ) and (x,ŷ) respectively. The aim of the algorithm is to make the trajectories of the two solutions converge to a unique point, satisfying all the constraints and the integrality requirements (see Algorithm 1).
In the next two sections we discuss the general framework by specializing it to our context, i.e., the nonconvex MINLP case.
Subproblem (P 1)
At iteration i the subproblem (P 1) is denoted by (P 1) i and has the form min x∈X, y∈Y
where (x i−1 ,ŷ i−1 ) is the solution of subproblem (P 2) i−1 which satisfies the integrality requirements on x (see Section 2.2) and in (6) we used the 2-norm. Either (a) the globally optimal objective function value of (P 1) i is 0, implying a feasible solution of (P ) with x =x i−1 ; or (b) no feasible point of (P ) exists with x =x i−1 . Unfortunately, solving (P 1) i to global optimality is too computationally expensive to be considered as a viable option. Using a local NLP solver to solve (P 1) i is not a viable alternative either: if (x i ,ȳ i ) is a local optimum of (P 1) i with value > 0, (b) no longer holds and there might exist a feasible solution of (P ) with x =x i−1 . We would then erroneously consider the solution with x =x i−1 as infeasible and continue iterating. We therefore propose the following strategy:
1. Solve (P 1) i using a simple multistart heuristic [21] to maximize chances of finding the global optimum.
2. If no solution yielding 0 as objective function value was found, solve the following problem denoted as (P 1f ix) i :
Problem (P 1f ix) i differs with respect to problem (P 1) i because the objective (6) (constant if x is fixed tox i like in this case) is replaced by the original objective f , and it is solved in the attempt of finding a MINLP feasible solution withx i values of x variables.
The solution proposed does not give any guarantee that the global optimum will be found and, consequentely, that no feasible solution of (P ) will be ignored, but, since we propose a heuristic algorithm, we consider this simplification as a good compromise. Our computational experiments show that for some classes of nonconvex MINLP the approach is sound. Consider, for example, a problem (P ) that, once variables x are fixed, is convex: in this case solving problem (P 1f ix) i would provide the global optimum.
Subproblem (P 2)
At iteration i subproblem (P 2), denoted as (P 2) i , has the form
where (x i ,ȳ i ) is the solution of subproblem (P 1) i and M k ⊆ {1, . . . , m} is the set (possibly empty) of (indices of) constraints from which OA cuts are generated at point (x k ,ȳ k ). We remark that M k will most usually be a proper subset of {1, . . . , m} because, when nonconvex constraints are involved, not all the possible OA cuts generated are "safe", i.e., do not cut off feasible solutions of (P ) (see Figure 1) . We remark that the OA cut generated from a convex constraint g(z) is valid for (P ). In order to model subproblem (P 2) i as a MILP, in (10) we use the 1-norm. Generation of OA cuts involves essentially two issues, one stemming from a practical consideration, the other from a theoretical point of view. The first issue is that discriminating convex and nonconvex constraints is a hard task in practice. We will describe in Section 4 how we simplified this step on the implementation side. The second issue is that OA cuts play a fundamental role on the convergence of the algorithm for convex MINLPs (see Bonami et al. [8] ): if at one iteration no OA cut can be added, the algorithm may cycle. However, in the nonconvex case, even if an OA cut is added, there is no guarantee that it would cut off the solution of the previous iteration, as shown by the following example.
Example 2.1. In Figure 2 a nonconvex feasible region and its current linear approximation are depicted. Let us considerx being the current solution of subproblem (P 1). In this case, only one Outer Approximation cut can be generated, the one corresponding to convex constraint γ. However, this OA cut does not cut off solutionx, i.e., the solution of (P 2) at the previous iteration. In this example, the FP would not immediately cycle, becausex is not the solution of (P 2) which is closest tox. This shows that there is a distinction between cutting off and cycling. However, in the long(er) term not cutting off previously generated integer solutions might lead to cycling.
A possible solution to this issue is using a tabu list for the last solutions obtained from (P 2): the MILP solver will discard integer feasible solutions in the tabu list. The integer part of the solution is compared with the one of the solutions in the tabu list and it is accepted only if its integer part is different from that of the forbidden solutions. Otherwise it is discarded: this prevents algorithmic cycling as long as the cycle length is shorter than the tabu list length. This simple idea works with both binary and general integer variables. Before ending Section 2, we discuss previous FP implementations with respect to the general framework described above.
First, when the original problem (P ) is an MILP, (P 1) is simply the LP relaxation of the current problem and (P 2) is the original MILP itself but with a different objective function. However, because in such a case problem (P 2) is probably as difficult as (P ), Fischetti et al. [2] iteratively solved a trivial relaxation in which all the constraints are relaxed, i.e., an integer solution is obtained by rounding the fractional solution of (P 1).
Moreover, when the original problem (P ) is a convex MINLP, i.e., N = ∅, (P 1) is the NLP relaxation of the problem and (P 2) is a MILP relaxation of (P ). In this case, we know that: (a) (P 1) is convex as well and it can ideally be solved to global optimality; and (b) (P 2) can be defined as the OA of (P ) (see, e.g., Bonami et al. [8] ) or replaced by a rounding phase (see Bonami and Gonçalves [10] ).
Finally, when N = ∅, as previously discussed, things get much more complicated because we have two different sources of nonconvexity. This is the main difference with respect to the previous FP algorithms and both (P 1) and (P 2) require specialized algorithmic techniques.
Software Structure
The algorithm was implemented within the AMPL environment [22] . We chose to use this framework to make it easy to change subsolver. In practice, the user can select the preferred solver to solve NLPs or MILPs, exploiting their advantages. In our case, problems (P 1) and (P 1f ix) are solved using IPOPT [23] . Problem (P 2) is solved by CPLEX [24] modified by a tabu list hooked up to the solver via the incumbent callback function. This allows the user to define a function which is called during execution whenever CPLEX finds a new integer feasible solution. The tabu list is stored in a text file which is then exchanged between AMPL and CPLEX. Every time CPLEX finds an integer feasible solution, the specialized incumbent callback checks whether the new solution appears in the tabu list. If this is the case, the solution is rejected, otherwise the solution is accepted. CPLEX continues executing until the optimal solution (excluding those forbidden) is found or a time limit is reached. In the case where an integer solution (x ′ , y ′ ) found by CPLEX at the root node appears in the tabu list, CPLEX stops and no new integer feasible solution is passed to FP. In such a case, we amended problem (P 2) with a no-good cut [25] which excludes (x ′ , y ′ ) and we call CPLEX again.
We also use a new solver/reformulator called ROSE (Reformulation Optimization Software Engine, see [26] ), of which we exploit the following features.
1. Model analysis: getting information about nonlinearity and convexity of the constraints and integrality requirements of the variables (necessary to define (P 1) and (P 2)). 2. Solution feasibility analysis: necessary to verify feasibility of the provided solutions. 3. OA cut generation: necessary to update (P 2).
We remark that some of the above features were added to ROSE within the context of the present work. In order to determine whether a constraint is convex, ROSE performs a recursive analysis of its expression tree [27] to determine whether it is an affine combination of convex functions. We call such a function evidently convex [26] . Evident convexity is a stricter notion than convexity: evidently convex functions are convex but the converse may not hold. Thus, it might happen that a convex constraint is labelled nonconvex; the information provided is in any case safe for our purposes, i.e., we generate OA cuts only from constraints which are certified to be convex.
Computational Results
In this section we report the results of preliminary computational experiments performed on an Intel Xeon 2.4 GHz with 8 GB RAM running Linux. We present the results in Tables 1-3 . The algorithm terminates after the first MINLP feasible solution is found or a time limit is reached. The parameters are set in the following way: time limit of 2 hours of user CPU time, the absolute feasibility tolerance to evaluate constraints is 1e-6, and the relative feasibility tolerance is 1e-3 (used if absolute feasibility test fails). The NLP solver used is IPOPT 3.5 trunk [23] . As a test set we use 243 instances taken from MINLPLib [28] (all those used in [12] excluding oil and oil2 because the log10 function is not supported by ROSE). We found an MINLP feasible solution for 199 of the instances as reported in Table 1 . For each instance we report the CPU time (in seconds) needed to find the (first) feasible solution (0 if it was found in less than 1 second) and the objective function value of such a solution. For 15 of the 199 solved instances, the algorithm found a feasible solution whose value is equal to the best-known solution reported in http://www.gamsworld.org/minlp/minlplib/ within a 0.1% tolerance. The names of these instances are marked in boldface in Table 1 . The instances for which the time limit is reached without finding any MINLP feasible solution are 19 and their names are reported in Table 2 . The remaining 25 instances encounter some numerical problems during the execution (see Table 3 ). In general, finding a MINLP feasible solution for 199 of these 243 very difficult instances can be considered a very good performance for our algorithm. Of course the algorithm can be highly improved by taking into account the quality of the solution. First of all there is the possibility of continuing the execution of the algorithm instead of stopping it when the first feasible solution is found. Moreover, in most of the subproblems we solve the original objective function is completely neglected. Using it in some way, i.e., combining it with the objective functions of subproblems (P 1) and (P 2) or adding a constraint which limits the value of the objective function, might lead to an improvement of the quality of the solutions obtained with the proposed algorithm. That would be in the spirit of [4] .
Conclusions
In this paper we presented a Feasibility Pump algorithm aimed at solving nonconvex Mixed Integer Nonlinear Programming problems. The proposed algorithm is tailored to limit the impact of the nonconvexities in Table 1 . Instances for which a feasible solution was found within the time limit (199/243). The solution found is also the best-known solution for the instances marked in boldface. 
