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1.1 Introduction
Accurate measurement of physical activity is essential for performing physical activity
surveillance, understanding the relationship between physical activity dose and health
outcomes, identifying the inﬂuence of physical activity, detecting people at risk, and eval-
uating the eﬀectiveness of intervention strategies designed to increase physical activity
[11, 50, 42]. Self-reports have been the traditional approaches of providing information
about the physical activity people engage in [11]. However, they are susceptible to sub-
jective factors, such as recall bias and social desirability, thus lacking accuracy. For
instance, self-reports tend to overestimate the time spent in unstructured daily physical
activities, such as walking [11, 2, 37, 46]. There are many methods available other than
self-reports, such as double-labeled water, direct observation, calorimetry, HR monitors,
and accelerometers [11, 50]. Among all these methods, accelerometers are the most
promising alternatives to self-reports. In contrast to self-reports, accelerometers are
immune to subjective inﬂuences. They also provide objective information about the
frequency, intensity, and duration of physical activity, and therefore, have become the
method of choice in measuring physical activity [11].
One of the weaknesses of the accelerometer data is that it cannot be directly trans-
lated to the type of activity people engage in. Recently, machine learning approaches,
such as quadratic discriminant analysis [34], decision trees [6], and artiﬁcial neural net-
works [38, 42], have been explored to cope with such weakness of accelerometers.
Since machine learning approaches are accepted as promising alternatives to tradi-
tional physical activity assessment technologies, our study focused on the methods for
improving the classiﬁcation accuracy of physical activity with such approaches. We were
interested in the choice of accelerometer data, the features and the design of machine
learning models that resulted in improved classiﬁcation accuracies. Based on our ob-
servation of the accelerometer-based physical activity data, a hypothesis was suggested
that the most useful features might exist in subwindows of various sizes for such data.2
The hypothesis led to the design of the Subwindow Ensemble Model (SWEM). Empiri-
cal evidence has been found to support our hypothesis, and the SWEM also resulted in
better performance than classic approaches.
1.2 Related Work
Various machine learning based techniques, including hidden Markov models (HMM) [34,
18], decision trees [6, 39, 3, 5], support vector machines (SVM) [43], and artiﬁcial neural
networks (ANN) [38, 42, 11, 10, 45], have been applied to physical activity recognition.
Among these approaches, ANNs are the most popular ones. Apart from these methods,
there are numerous approaches proposed by people from diﬀerent domains that can
potentially work for physical activity prediction.
The k-nearest neighbor (k-NN) algorithm is very popular in time series classiﬁca-
tion. Various distance measures can be used by k-NN. Although being extremely simple,
Euclidean distance has been shown to be surprisingly competitive in terms of accuracy
[22]. Dynamic time warping (DTW) [4, 23] handles distortions in time series better
than pure Euclidean distance. It is well known in automatic speech recognition to cope
with diﬀerent speaking speeds. Combined with k-NN, it has also achieved hard-to-beat
performance [49]. Keogh et al. proposed a symbolic representation of time series (SAX)
[26], making an enormous wealth of existing symbolic approaches available for time series
applications.
Time series shapelets [51] was introduced as a primitive based approach for time series
data mining. Brieﬂy speaking, shapelets are local patterns in time series that are highly
predictive of a class, and are thus very discriminative features for building classiﬁers,
such as decision trees, as well as certain visualization and summarization tasks [31]. The
logical-shapelets algorithm upgraded the original shapelets algorithm by introducing
techniques to speedup search for shapelets, and creating more expressive shapelets with
logical operations [31]. Another primitive based model uses the bag-of-features approach
[52], which is widely used in computer vision.3
Chapter 2: Predicting Physical Activity with Feature-Based
Approaches
2.1 Introduction
The machine learning algorithms based on the featurized representation of the accelerom-
eters data have become the most widely used approaches in physical activity prediction.
In this section, a set of experiments were conducted on a speciﬁc physical activity dataset
to study the impact of the choice of data (raw vs processed) and features on the per-
formance of various classiﬁers. Our goal was to develop an informative feature repre-
sentation of the data and determine which machine learning algorithms made the most
accurate predictions based on this representation.
Most people predict activity based on counts integrated from raw accelerometer sig-
nal. However, the results showed that machine learning models based on raw accelerom-
eter signal always performed better than models based on counts. Three sets of features
were tested in our experiments. The ﬁrst set was a subset of the second set, and the
second set was a subset of the third one. The results showed that more features could
make predictions more accurate. However, only models with regularization could beneﬁt
from such a large feature set.
2.2 Experiments
2.2.1 Data Collection
The physical activity data used in our experiments were collected from 52 children and
adolescents (mean age 13.7 +/- 3.1 y, 28 boys, 24 girls). They completed 12 standard-
ized activity trials in a controlled lab environment within a 2-week time period. Each
trial lasted 5 minutes, except for the lying down trial, which lasted 10 minutes. The
12 trials were categorized into 8 distinct physical activity classes: lying down, sitting,
standing, household chores, walking, running, basketball, and dancing. Figure 2.1 shows4
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Figure 2.1: An example of time series from all eight activities. These plots are from
triaxial accelerometer data collected at 30 Hz, and each color in a plot represents one
axis. Each time series instance lasts for 10 seconds.5
an example of 8 activities. A complete description of the activities trials can be found
in [45].
The activity data were recorded by an ActiGraph GT3X+ triaxial accelerometer
(ActiGraph, LLC; Pensacola, FL) mounted on the subject’s right hip at a sampling rate
of 30 Hz. ActiGraph propriety software (ActiLife Version 5.8) was used to download the
raw triaxial acceleration signal recorded over the entire lab visit. To compare with the
models using processed count data, ActiLife propriety software was used to ﬁlter and
process the raw acceleration data into activity counts per second.
The predictions were based on the 10-second time windows segmented from raw (30
Hz) and processed (1 Hz) acceleration signal recorded between minutes 2.5 and 4.5 of
each activity trial. Table 2.1 shows the 15 features used in our experiments, which
were chosen from an extensive list of time domain features described by Liu et al. [27].
Feature 1-14 were for single axis, and Feature 15 was extracted from each pair of axes.
The ﬁrst feature set the models were tested on involved all 15 features, and is referred to
as ’all features’. The models were also tested on two subsets of ’all features’ – ’uniaxial
Staudenmayer features’, which were the same features used by Staudenmayer et al. [42]
on the vertical axis, including percentiles (10th, 25th, 50th, 75th, 90th) (Feature 6) and
lag one autocorrelation (Feature 8) and ’triaxial Staudenmayer features’, which were
Staudenmayer features extracted from the vertical, medio-lateral, and antero-posterior
axes.
2.2.2 Models
Three models (an artiﬁcial neural network (ANN), logistic regression and adaboost) were
tested in our experiments.
The ANN was chosen because it was the most widely used machine learning algorithm
in physical activity prediction. A feed-forward neural networks with a single hidden layer
was tested. The ’nnet’ [48] package in R [36] was used as the ANN implementation in
our experiment.
Logistic regression models with L1 regularization (lasso penalty) and L2 regulariza-
tion (ridge penalty) were tested in our experiments. The ’glmnet’ [15] package in R was
used as the logistic regression implementation in our study.
Adaboost was included as an ensemble algorithm. Decision trees were used as the6
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Table 2.1: Time series features. The ’Time Complexity’ column shows the time com-
plexity of the corresponding statistics assuming each time series has N data points. The
’References’ column shows the papers in which the corresponding features were used.7
base classiﬁers. The AdaboostM1 [14] and J48 decision tree classiﬁer [35] in WEKA [17]
were used in our experiments.
2.2.3 Model Training and Evaluation
Each model was developed and tested using a variation of the k-fold cross-validation
procedure involving training, validation (tuning of the network parameters), and testing
[45]. The dataset was randomly split by subject into 3 disjoint subsets as training,
validation and testing data, and all three contained approximately the same number of
subjects, and the same activity distribution. To tune a model, it was ﬁrst trained with
diﬀerent parameters on training data, and then tested on validation data. A grid search
was applied to search for the best parameters for models. The number of units in the
hidden layer (1 to 30), and the weight decay (0.0, 0.5 and 1.0) parameters of ANN models
were tuned. The penalty coeﬃcient λ was tuned for logistic regression. The candidate
values of λ were automatically generated by ’glmnet’ during training. For adaboost, the
number of iterations (5, 10, 20, 50, 100, 200 and 500) as well as the conﬁdence threshold
for pruning (1E-6, 1E-4, 1E-2, 0.1, 0.25 and 0.5) of the J48 decision tree were tuned.
The parameters that resulted in the highest classiﬁcation accuracy on validation data
were selected, and the corresponding model was then evaluated on testing data and its
accuracy was reported as the ﬁnal evaluation for the model. With 10 random splits, and
6 diﬀerent training-validation-testing assignments per split, each model was evaluated
on a total of 60 training-validation-testing iterations.
The performance of each model was evaluated based on the average accuracy (per-
centage of correctly classiﬁed 10-second windows) over all 60 training-validation-testing
iterations. ANOVA and t-tests were used to test the statistical signiﬁcance of the per-
formance diﬀerences between models.
2.2.4 Results
We ﬁrst investigated the inﬂuence of three factors on classiﬁcation accuracy:
1. Sampling frequency of accelerometers (1 Hz vs 30 Hz),
2. Features (uniaxial Staudenmayer features vs triaxial Staudenmayer features),8
Algorithm Data
Uniaxial Staudenmayer Triaxial Staudenmayer
ModelID Mean SD ModelID Mean SD
ANN
1 Hz ANN P1 0.6862 0.0138 ANN P3* 0.7934 0.0139
30 Hz ANN R1 0.8514 0.0176 ANN R3 0.8519 0.0197
Glmnet+L1
1 Hz GL1 P1 0.6724 0.0142 GL1 P3* 0.7842 0.0133
30 Hz GL1 R1 0.8250 0.0175 GL1 R3* 0.8647 0.0187
Table 2.2: Testing results of ANN and logistic regression with L1 regularization (Glm-
net+L1) with single axis and triaxial Staudenmayer features from processed data (1 Hz)
and raw acceleration signal (30 Hz). The asterisk indicates that the t-test between the
triaxial model and the uniaxial model in the same row has a p-value < 0.05. All t-tests
between 1 Hz and 30 Hz models with the same algorithm and features have p-values <
0.05.
3. Algorithms (artiﬁcial neural networks (ANN) vs logistic regression with L1 regu-
larization (Glmnet+L1)).
Table 2.2 presents our results. The results of ANN and Glmnet+L1 are shown because
ANN was the most widely used algorithm in physical activity prediction, and Glmnet+L1
was the best performing algorithm in our experiments. We leave out the results of the
other two algorithms so that we do not clutter up the table. Triaxial models clearly
outperformed uniaxial models in terms of classiﬁcation accuracy. For ANN based models
with 1 Hz data, adding features extracted from two additional axes improved accuracy
from 0.6862 (ANN P1) to 0.7934 (ANN P3). However, for ANN based models with
30 Hz data, the performance diﬀerence was not signiﬁcant. Both ANN R1 (0.8514)
and ANN R3 (0.8519) showed very similar accuracies. This issue did not appear for
Glmnet+L1 based models. For them, triaxial features consistently outperformed uniaxial
features, by improving the accuracy from 0.6724 (GL1 P1) to 0.7842 (GL1 P3) (1 Hz),
and from 0.8250 (GL1 R1) to 0.8647 (GL1 R3) (30 Hz).
Table 2.2 also shows that the models based on 30 Hz data always outperformed their
counterparts based on 1 Hz data. For instance, ANN R1 outperformed its counterpart
ANN P1 by 0.1652, while ANN R3 outperformed ANN P3 by 0.0585. For Glmnet+L1
models, the performance improvements were 0.1526 (uniaxial) and 0.0805 (triaxial).
Combining comparisons above, the triaxial Staudenmayer features from 30 Hz data was
the best choice for both ANN (ANN R3) and Glmnet+L1 (GL1 R3) models, while the9
uniaxial Staudenmayer features from 1 Hz data (ANN P1 and GL1 P1) was the weakest.
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Figure 2.2: Testing results of various algorithms with ’all features’ and ’triaxial’ Stau-
denmayer features from raw acceleration signal (30 Hz)
Feature Algorithm Mean SD p-value against ANN
All features
ANN 0.3731 0.0409 –
Glmnet+L1 0.8906 0.0161 p < 0.0001
Glmnet+L2 0.8594 0.0144 p < 0.0001
Adaboost+j48 0.8218 0.1375 p < 0.0001
Triaxial Staudenmayer
ANN 0.8519 0.0197 –
Glmnet+L1 0.8647 0.0187 p = 4.01E − 4
Glmnet+L2 0.7459 0.0134 p < 0.0001
Adaboost+j48 0.7568 0.1175 p < 0.0001
Table 2.3: Testing results of various algorithms with ’all features’ and ’triaxial Stauden-
mayer features’
Figure 2.2 and Table 2.3 present the results of all four algorithms on ’all features’ and
’triaxial Staudenmayer features’ extracted from raw acceleration signal (30 Hz). The ’all
features’ representation had a signiﬁcant improvement over the ’triaxial Staudenmayer
features’ (one way ANOVA, p-value < 0.05). The other models were shown to have
signiﬁcant improvements over ANN on ’all features’ (t-test, p-value < 0.05).10
Logistic regression with L1 regularization (Glmnet+L1) achieved the highest mean
classiﬁcation accuracy given either feature set. It achieved a mean accuracy of 0.8906
on ’all features’, which was also the highest mean classiﬁcation accuracy reported in
our experiments, and a mean classiﬁcation accuracy of 0.8519 on ’triaxial Staudenmayer
features’. The ANN was the second best model with ’triaxial Staudenmayer features’
(0.8519), but with ’all features’, its accuracy dropped to 0.3731. Both logistic regression
with L2 regularization (Glmnet+L2) and adaboost with decision trees (Adaboost+J48)
performed better than ANN on ’all features’, but they could not outperform Glmnet+L1
on ’all features’.
2.2.5 Discussion
In this chapter, various data, feature and algorithm combinations were explored in order
to improve the classiﬁcation accuracy on physical activity from hip accelerometer data.
The results suggested that the logistic regression with L1 regularization based on ’all
features’ extracted from raw accelerometer signal was the best performing setting. Com-
pared to ’uniaxial Staudenmayer features’, ’triaxial Staudenmayer features’ resulted in
higher classiﬁcation accuracies for ANN models with 1 Hz data. This agreed with De
Vries’s conclusion that the models developed with triaxial features performed better than
their uniaxial counterparts [10]. However, uniaxial and triaxial features did not result
in a signiﬁcant diﬀerence in performance for ANN models based on 30 Hz data. In our
experiments, an accuracy of 0.8519 was the best ANN models could achieve. Further
experiments even showed that a feature set containing more information, and inevitably
more noise, even signiﬁcantly deteriorated the performance of ANN models.
Raw accelerometer signal (30 Hz) seemed to always result in higher classiﬁcation ac-
curacies than processed data (1 Hz), likely due to the fact that some distinct information
in the raw data might be lost as the data were processed into counts per second. It was
quite surprising that the raw data could achieve much higher classiﬁcation accuracies
since most researchers developed their models based on processed data instead of raw
data.
The results of our experiments suggested that, in general, increasing number of fea-
tures and data resolution always had positive eﬀects on classiﬁcation accuracy. However,
the comparison between algorithms under the best case scenario (all features, 30 Hz),11
showed that the performance also depended on the regularization capabilities of models.
Not every model could beneﬁt from so many features, many of which were correlated.
The ANN models performed well on triaxial Staudenmayer features, but with ’all fea-
tures’, its performance dropped rapidly. The features fed to ANN models were highly
correlated and for certain activities, some features were irrelevant. The models could get
misled with these features, and performed much worse than the same models based on
less features. On the other hand, the logistic regression models used L1 regularization
(lasso penalty) as a way of preventing overﬁtting, and the decision trees used as the base
classiﬁers in adaboost also use pruning to prevent overﬁtting. L1 regularization worked
better than L2 regularization as Glmnet+L1 outperformed Glmnet+L2 in every test.
Adaboost+J48 demonstrated a relatively large variance in performance.
In conclusion, for our accelerometer-based physical activity data, a higher sampling
frequency and a larger feature set did improve the performance of classiﬁers. However,
in order to beneﬁt from such large amount of information, the classiﬁers must be able
to prevent overﬁtting through a strong form of regularization. In our case, the L1
regularization helped logistic regression take advantage of the higher sampling frequency
and the larger feature set, and achieved the highest classiﬁcation accuracy. Lacking such
capability made ANN the weakest classiﬁer under the same setting.12
Chapter 3: Predicting Physical Activity with a Subwindow
Ensemble Model
3.1 Introduction
Time series data can be classiﬁed by dividing the sequence into shorter windows (eg.
10 second windows), generating a feature vector representation for each window, and
classifying these feature vectors as if they were data instances. A standard feature
representation for these windows is to use summary statistics computed from the entire
window (eg. the mean, the 25th, 50th, and 75th percentiles). However, these summary
features may be at too coarse a resolution and may not capture the discriminative aspects
of diﬀerent physical activities. Rather than committing to the granularity of the entire
window, we propose generating diﬀerent sets of features from smaller subwindows of the
original window. We then train an ensemble of classiﬁers using each set of features and
combine their predictions in a meta model.
3.2 Algorithm
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Figure 3.1: Decomposing a time series of a 10-second walk into 1, 5 and 10-second
overlapping subwindows. The subwindows shift by 1 second.
We call our approach the Subwindow Ensemble Model (SWEM), which was inspired
by the spatiotemporal exploratory model (STEM) [13]. Figure 3.2 gives an overview of
the structure of the SWEM. To train a SWEM, the time series are ﬁrst decomposed13
Figure 3.2: An overview of the structure of the Subwindow Ensemble Model (SWEM)
into overlapping subwindows. Figure 3.1 shows an example of decomposing a 10-second
time series into overlapping subwindows of 3 diﬀerent sizes. Then, for each size, a classic
feature-based time series model is developed based on the corresponding subwindows.
Note that the labels of the subwindows are the same as the label of the original time
series. The predictions by the ensemble members are later combined by a meta model
to make the ﬁnal prediction.
The SWEM is designed for a speciﬁc type of time series which are composed of
repetitive patterns. The example time series shown in Figure 3.1 is a time series of 10-
second walk from the OSU Hip dataset, which collects the accelerometer measurement
of human physical activities (sitting, walking, running, etc.). The example time series is
clearly composed of repetitive patterns each corresponding to a walk cycle. Intuitively,
it makes sense to label all the subwindows as ’walk’ as long as each component contains
at least a complete walk cycle.
Algorithm 1 demonstrates how the ensemble members are developed. Function
True-Label(t) returns the true label of a time series t. Function Featurize(t) gener-
ates the feature-based representation of subwindow t. Function Build-Model(training data)
trains a model based on training data.
Algorithm 2 shows the training process of the meta model. The features for the meta14
Algorithm 1 Member-Train(T,L)
Input
1: T: time series for training.
2: L: subwindow sizes.
Output
1: M: the ensemble members.
Procedure
1: M ← {}
2: for each l in L do
3: training data ← {}
4: for each time series t in T do
5: label ← True-Label(t)
6: for each subwindow s of t with length l do
7: x ← Featurize(s)
8: training data ← training data ∪ (x,label)
9: end for
10: end for
11: M ← M ∪ Build-Model(training data)
12: end for
13: return M
model are predictions by ensemble members. More speciﬁcally, each predictor variable
is the majority vote of all subwindows of a certain size predicted by the corresponding
ensemble member. In our pseudocode, p stores the predictions of subwindows of a
certain size by an ensemble member. Function MajorityV ote(p) returns the majority
prediction of the subwindows. v stores the predictions by all ensemble members, and
function Feature−V ector(v) converts v to a feature vector used to train the meta model.
Algorithm 3 shows the prediction procedure of SWEM. To predict a time series,
the SWEM ﬁrst decomposes it to subwindows, and then predicts the subwindows with
the ensemble members. Then, the meta model predicts the time series based on the
predictions of the ensemble members.15
Algorithm 2 Meta-Train(M,T,c)
Input
1: M: the ensemble members generated by Member-Train.
2: T: time series for training.
3: c: the number of classes.
Output
1: meta: the meta model.
Procedure
training data ← {}
for each time series t in T do
label ← True-Label(t), v ← {}
for each ensemble member m from M do
l ← Length(m), p ← {}
for each subwindow s of t with length l do
p ← p ∪ Predict(m,Featurize(s))
end for
v[m] ← MajorityVote(p)
end for
x ← Feature-Vector(v)
training data ← training data ∪ (x,label)
end for
meta ← Build-Model(training data)
return meta
3.3 Evaluation
The SWEM was evaluated on six time series datasets – three accelerometer-based physi-
cal activity datasets and three datasets from other domains. In addition, the SWEM was
evaluated against the 1-nearest neighbor algorithm, which is a widely used benchmark
in time series classiﬁcation. As a second baseline, the performance of the SWEM was
compared to that of its ensemble members individually, which we will refer to as the
Single Size Subwindow Models (SSSMs). These SSSMs use a feature representation de-
rived from a single subwindow size. Note that in our experiment, the largest subwindow
was the entire time series, so the SSSM of the largest subwindow size was actually the
classic feature-based approach we evaluated in previous chapter.16
Algorithm 3 Predict(M,meta,T,C)
Input
1: M: the ensemble members generated by Member-Train.
2: meta: the meta model trained with the prediction results of M.
3: t: the time series to be predicted.
4: c: the number of classes.
Output
1: prediction: the prediction of time series t.
Procedure
v ← {}
for each ensemble member m in M do
l ← Length(m), p ← {}
for each subwindow s of t with length l do
p ← p ∪ Predict(m,Featurize(s))
end for
v[m] ← MajorityVote(p)
end for
x ← Feature-Vector(v)
prediction ← Predict(meta,x)
return prediction
3.3.1 Datasets
Six time series datasets were chosen to test our models. Three datasets, OSU Hip,
OSU Wrist and HASC contained time series of physical activities measured by accelerom-
eters mounted on subjects’ body. UCR ECG200, UCR CricketX and UCR Sony were
chosen from the UCR time series datasets [24].
3.3.1.1 OSU Physical Activity Data (OSU Hip & OSU Wrist)
The subjects were asked to perform twelve trials in a controlled lab environment. The
twelve trials were categorized into seven activity classes: lying down, sitting, standing &
household chores, walking, running, basketball and dance. Details of the activity classes
can be found in Table 3.1. The data were recorded by triaxial accelerometers mounted
on the subjects’ hips and wrists at a 30 Hz sampling rate. Predictions were based on
10-second time windows (i.e. each time series instance was 10 seconds in duration).17
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Figure 3.3: An example of all seven classes in the OSU Hip dataset. These plots illustrate
triaxial accelerometer data collected at 30 Hz, and each color in a plot represents one
axis. Each time series instance lasts for 10 seconds.18
Activity
Class
Trial Activity Description of Activity
lying down 1 Supine Resting Lie on ﬂoor mat or cot in supine position.
Awake with arms at side. Instructed to
minimize all bodily movements.
sitting
2 Hand writing While sitting in a chair at a desk, use a ball
point pen and a pad of paper to transcribe
a standardized script.
7 Video game Sit in chair and play video game.
standing &
household
chores
4 Throw and Catch Throw and catch a ball while standing 5-
10 ft from a research assistant. 15 throws
per min.
3 Laundry Task Load a laundry basket with towels and
carry it 10 feet; then they dump out the
towels, fold them, load them back in the
basket, and carry it back to the original
starting spot.
8 Sweeping Floor Sweep confetti on ﬂoor continuously using
broom to a speciﬁed location and repeat-
ing.
walking
5 Comfortable walk Walk at a self-selected comfortable speed
around the perimeter of a gymnasium (1
lap = 63 m) .
9 Brisk walk 1 Walk at a self-selected brisk speed around
the perimeter of a gymnasium (1 lap =
63m) .
12 Brisk walk 2 Walk on a treadmill at speed equal to that
achieved during the brisk over-ground
walking trial.
running 11 Run Run at a self-selected speed around the
perimeter of a gymnasium (1 lap = 63m)
.
basketball 10 Basketball Shoot a basketball using an 8 ft or regu-
lation hoop. Instructed to shoot the ball,
get the rebound and chase after the ball
continuously.
dance 6 Aerobics Follow a simple aerobics video. Routine
included simple arm and leg movements.
Table 3.1: Activity class descriptions in OSU physical activity data19
The absolute value of the accelerometer readings was used. OSU Hip refers to the data
collected from hips, and OSU Wrist refers to the data collected from wrists. Figure 3.3
shows an example of all seven classes in the OSU Hip dataset. The time series in the
OSU Wrist dataset are very similar to the time series from the OSU Hip dataset.
The example time series of ’lying down’, ’sitting’, ’walking’, ’running’ and ’dance’
from the OSU Hip dataset clearly consisted of repetitive patterns, while the ’standing
& household chores’ and ’basketball’ time series were less homogeneous. Note that the
time series were three dimensional since they were recorded by triaxial accelerometers.
The three axes appeared to be highly correlated. The SWEM was expected to perform
well on these two datasets.
3.3.1.2 HASC
The HASC (Physical Activity Sensing Consortium) aimed at constructing a large scale
database for studying physical activity through sensing [20, 32, 21]. The dataset used
in this experiment can be found at the oﬃcial website of HASC1. The Sample Data
was used in our experiments. The data were collected from seven subjects with triaxial
accelerometers at a 100 Hz sampling rate. Six activities: ’stay’, ’walk’, ’jog’, ’skip’, ’stUp’
(stair-up) and ’stDown’ (stair-down) were performed by all subjects in a controlled lab
environment. The predictions were based on 10-second time windows as well. Figure 3.4
shows an example of all six classes in the HASC dataset. The repetitive patterns are
obvious in all six activities. The SWEM was expected to perform well on this dataset
as well.
3.3.1.3 UCR Time Series Datasets
The UCR Time Series Datasets [24] provides an extensive collection of time series
datasets from various ﬁelds to test classiﬁcation/clustering algorithms for time series
data. Three datasets were selected from the UCR Time Series Datasets to test the
performance of our Subwindow Ensemble Model.
1http://hasc.jp/hc2011/download-en.html20
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Figure 3.4: An example of all six classes in the HASC dataset. These plots illustrate
triaxial accelerometer data collected at 100 Hz, and each color in a plot represents one
axis. Each time series instance lasts for 10 seconds.21
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Figure 3.5: An example of two classes in the UCR ECG200 dataset.
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Figure 3.6: An example of four (out of twelve) classes in the UCR CricketX dataset.
1. UCR ECG200 (ECG200): Each time series in the dataset was the measure-
ment of cardiac electrical activity recorded by one electrode during one heartbeat,
and a label of normal or abnormal was assigned to each time series instance [33].
Figure 3.5 shows an example of the two classes in the UCR ECG200 dataset.
2. UCR CricketX (Cricket X): Time series in the UCR CricketX were accelerom-
eter signals of the cricket (a very popular game in British Commonwealth countries)
umpires performing twelve diﬀerent signals used in the game of cricket, and the
data were collected from accelerometers mounted on wrists [1]. The UCR CricketX
dataset only contained the accelerometer signals in x-axis. Figure 3.6 shows an ex-
ample of the four of the twelve classes in the UCR CricketX dataset.22
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Figure 3.7: An example of two classes in the UCR Sony dataset.
3. UCR Sony (SonyAIBORobot SurfaceII): Time series in the UCR Sony dataset
were x-axis accelerometer signals of the SONY AIBO Robots (a small, dog-shaped,
quadruped robot that comes equipped with multiple sensors) walking on two diﬀer-
ent surfaces: carpet and cement, and each time series represented one walk cycle[1].
The dataset was created by [47]. Figure 3.7 shows an example of the two classes
in the UCR Sony dataset.
The time series of the three datasets from the UCR time series datasets were very
diﬀerent from the time series from the OSU Hip, the OSU Wrist and the HASC datasets,
and did not have the obvious repetitive patterns from these three datasets. Since the
SWEM was not designed for this kind of time series, we did not expect it to perform
well.
3.3.2 Experiments
3.3.2.1 Subwindow Ensemble Model
For the OSU Hip, OSU Wrist and HASC datasets, the predictions were made on 10-
second time windows. 10 ensemble members were developed with 1, 2, 3, 4, 5, 6, 7, 8, 9
and 10-second subwindows. For the UCR time series datasets, however, since the time
units were unknown, the size of subwindows were measured by the number of time ticks.
For the UCR ECG200 dataset, ensemble members were developed with 10, 20, 30, 40,
50, 60, 70, 80 and 96-time-tick subwindows. For the UCR CricketX dataset, ensemble
members were developed with 30, 60, 90, 120, 150, 180, 210, 240, 270 and 300-time-tick
subwindows. Finally, for the UCR Sony dataset, the ensemble members were developed23
with 10, 20, 30, 40, 50 and 65-time-tick subwindows.
For the SWEM and its feature-based baseline models, we selected the same features
described in Table 2.1 as these features had been proven to work well for algorithms with
regularization in previous chapter. Note that these features were simple, and could be
computed eﬃciently (in linear time or even less). For the OSU Hip, the OSU Wrist and
the HASC datasets, which were triaxial accelerometer data, Feature 1-14 were extracted
from each axis, and Feature 15 (the correlation between axes) was extracted from each
pair of axes. For other datasets, only Feature 1-14 were extracted.
The logistic regression models with L1 regularization (lasso penalty) and support vec-
tor machines (linear kernel) were used in our experiments as both the ensemble members
and the meta model because algorithms with regularization to prevent from overﬁtting
had been proven to be able to maximize the beneﬁts from a large and comprehensive
time series feature set. The ’glmnet’[15] package was used as the logistic regression
implementation. The ’e1071’[12] package provides an interface in R[36] for libsvm[8],
and was used as the SVM implementation in our experiments. The logistic regression
based SWEM is referred to as SWEM GL1, and the SVM based SWEM is referred to
as SWEM SVM.
The dataset was randomly split into three non-overlapping subsets for training, vali-
dation and testing. The models were trained on the training data, and the ones achieving
the highest classiﬁcation accuracy on the validation data were chosen as the best tuned
model to be tested on the testing data. The testing results were reported as the ﬁnal
evaluation of that model. For the logistic regression models used in SWEM, the λ pa-
rameter (the penalty coeﬃcient) was tuned. The range of λ was automatically generated
by ’glmnet’ during training. L1 regularization (lasso penalty) was used. For the SVM
used in SWEM, the cost parameter (0.01, 0.1, 1, 10, 100 and 1000) was tuned. Each
model was evaluated using 30 training-validation-testing splits as described above. The
average accuracy of 30 iterations was reported as the ﬁnal evaluation for that model.
3.3.2.2 1-Nearest neighbor Algorithm
The 1-nearest neighbor algorithm is widely used as a baseline to compare against new
algorithms for time series classiﬁcation. In our experiment, the SWEM were compared
to the 1-nearest neighbor algorithm on the OSU, HASC and UCR datasets. The original24
Euclidean distance and DTW (dynamic time warping) were used to compare the distance
between two time series instances. The ’dtw’[44, 16] package in R was used in this
experiment to calculate DTW.
Let time series A = {a1,a1,...,an}, time series B = {b1,b2,...,bn}, D(A,B), the
Euclidean distance between A and B is
D(A,B) =
v u u t
n X
i=1
d(ai,bi)2
where d(ai,bi) is the euclidean distance between ai and bi. For one-dimensional
time series (UCR), d(ai,bi) = |ai − bi|. For three-dimensional time series (OSU Hip,
OSU Wrist, and HASC), ai and bi are three-dimensional vectors: ai = {aix,aiy,aiz},
bi = {bix,biy,biz}, and d(ai,bi) is deﬁned as
d(ai,bi) =
q
(aix − bix)2 + (aiy − biy)2 + (aiz − biz)2
The DTW algorithm searches the optimal alignment between two time series, and
the distance after warping is
D(A,B) =
v u u
t
n X
i=1
d(aIa[i],bIb[i])2
where {Ia[i],Ib[i]} is the alignment (the Ia[i]
th data point in time series A matches
the Ib[i]
th data point in time series B).
NN EUC refers to the 1-nearest neighbor model based on the original Euclidean
distance, and NN DTW refers to the 1-nearest neighbor model based on DTW.
In order to make the experiment results of the 1-nearest neighbor models comparable
to the results of the feature-based models, the data used to train the 1-nearest neighbor
models were exactly the same as the data used to train the feature-based models, and
the testing data were exactly the same as well. Since no parameters need to be tuned for
the 1-nearest neighbor models, the validation step was skipped. The average accuracy
of 30 iterations was reported as the ﬁnal evaluation for 1-nearest neighbor models.25
3.3.3 Results
3.3.3.1 The Subwindow Ensemble Model vs the 1-Nearest Neighbor
Models
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Figure 3.8: Mean Classiﬁcation Accuracies of the Subwindow Ensemble Model and the
1-Nearest Neighbor Models
Table 3.2 and Figure 3.8 show the results of the Subwindow Ensemble Models vs
the 1-nearest neighbor models. The SVM based SWEM (SWEM SVM) was the best
performing model on the OSU Hip (0.9465), OSU Wrist (0.9106) and HASC (0.8165)
datasets. The logistic regression based SWEM (SWEM GL1) was the second best model
on these three datasets. SWEM GL1 achieved the highest classiﬁcation accuracy on the
UCR ECG200 dataset (0.9979). However, on the other two UCR datasets, the 1-nearest
neighbor models outperformed the SWEMs.
3.3.3.2 The Subwindow Ensemble Model vs the Single Size Subwin-
dow Models
Table 3.3 and Figure 3.9 show the classiﬁcation accuracies of the SVM based Subwin-
dow Ensemble Model and the Single Size Subwindow Models on the OSU Hip dataset.
Table 3.4 and Figure 3.10 show the classiﬁcation accuracies of these models on the
OSU Wrist dataset. Figure 3.5 and Figure 3.11 show the classiﬁcation accuracies of
these models on the HASC dataset. SUB1 SVM indicates the SVM based Single Size26
Dataset Model Mean of Accuracy SD of Accuracy
OSU Hip
SWEM GL1 0.9367 0.0164
SWEM SVM 0.9465 0.0109
NN EUC 0.4669 0.0308
NN DTW 0.4499 0.0354
OSU Wrist
SWEM GL1 0.9038 0.0244
SWEM SVM 0.9106 0.0198
NN EUC 0.5089 0.0864
NN DTW 0.5510 0.0602
HASC
SWEM GL1 0.7970 0.0301
SWEM SVM 0.8165 0.0291
NN EUC 0.5480 0.0304
NN DTW 0.5485 0.0298
UCR ECG200
SWEM GL1 0.9979 0.0068
SWEM SVM 0.9979 0.0068
NN EUC 0.8760 0.0414
NN DTW 0.7948 0.0357
UCR CricketX
SWEM GL1 0.5803 0.0240
SWEM SVM 0.6343 0.0225
NN EUC 0.5507 0.0221
NN DTW 0.7291 0.0253
UCR Sony
SWEM GL1 0.9220 0.0134
SWEM SVM 0.9187 0.0119
NN EUC 0.9663 0.0096
NN DTW 0.9547 0.0148
Table 3.2: Average classiﬁcation accuracies of the Subwindow Ensemble Model and the 1-
Nearest Neighbor Models. The bold font marks the model with the highest classiﬁcation
accuracy on the corresponding dataset.27
Model Accuracy Classiﬁcation Accuracy of Each Physical Activity
lying sitting standing walking running basketball dance
SWEM SVM 0.9465 0.9806 0.9423 0.9678 0.9541 0.9823 0.9419 0.8041
SUB1 SVM 0.9219 0.9709 0.9294 0.9893 0.9488 0.9876 0.7398 0.6931
SUB2 SVM 0.9402 0.9735 0.9271 0.9836 0.9543 0.9844 0.8931 0.7648
SUB3 SVM 0.9419 0.9719 0.9365 0.9727 0.9502 0.9870 0.9283 0.7756
SUB4 SVM 0.9408 0.9800 0.9265 0.9709 0.9533 0.9810 0.9178 0.7861
SUB5 SVM 0.9401 0.9780 0.9357 0.9564 0.9494 0.9811 0.9407 0.7931
SUB6 SVM 0.9411 0.9787 0.9299 0.9609 0.9572 0.9798 0.9306 0.7911
SUB7 SVM 0.9422 0.9802 0.9353 0.9519 0.9565 0.9798 0.9378 0.8131
SUB8 SVM 0.9420 0.9819 0.9296 0.9608 0.9615 0.9776 0.9206 0.7991
SUB9 SVM 0.9436 0.9817 0.9374 0.9572 0.9567 0.9789 0.9359 0.8104
SUB10 SVM 0.9426 0.9772 0.9318 0.9666 0.9599 0.9776 0.9161 0.7978
Table 3.3: Activity classiﬁcation accuracies of the Subwindow Ensemble Model and the
Single Size Subwindow Models (SVM based) on the OSU Hip dataset. The bold font
marks the highest classiﬁcation accuracy of the SSSM for each activity as well as the
highest overall accuracy of the SSSM.
Subwindow Model trained with features extracted 1-second subwindows, and SUB2 SVM
indicates the SVM based Single Size Subwindow Model trained with features extracted
2-second subwindows, and so on. The mean classiﬁcation accuracies of these models on
individual activities are also shown.
Our results show that the Subwindow Ensemble Model consistently performed better
than any of the Single Size Subwindow Models. In addition, the Single Size Subwindow
Models achieved very diﬀerent performance on diﬀerent datasets. For example, on the
OSU Hip dataset, SUB9 SVM was the best SVM based SSSM, and achieved a mean
classiﬁcation accuracy of 0.9436. Whereas on the OSU Wrist dataset, SUB5 SVM was
the best one, and achieved a mean classiﬁcation accuracy of 0.9080. On the HASC
dataset, the best SVM based Single Size Subwindow Model was SUB2 SVM, which
achieved a mean classiﬁcation accuracy of 0.8150.
3.3.4 Discussion
The results show that the SWEM worked very well on the accelerometer-based physical
activity datasets (OSU Hip, OSU Wrist and HASC). The success of the SWEM on these
three dataset was expected as it was designed for the time series composed of repetitive28
1 2 3 4 5 6 7 8 9 10
0.9
0.905
0.91
0.915
0.92
0.925
0.93
0.935
0.94
0.945
Model
M
e
a
n
 
A
c
c
u
r
a
c
y
The Subwindow Ensemble Model vs the Single Size Subwindow Models on the OSU_Hip Dataset
 
 
Single Size Subwindow Model
Subwindow Ensemble Model
Figure 3.9: Classiﬁcation accuracies of the Subwindow Ensemble Model and the Single
Size Subwindow Models (SVM based) on the OSU Hip dataset.
patterns under the hypothesis that the most discriminative features could be found in
subwindows of various sizes. The high classiﬁcation accuracies achieved by the SWEMs
on the UCR ECG200 dataset were probably due to one very distinctive feature, the
coeﬃcients of variation: cv = σs
µs, extracted from the largest subwindow (the entire time
series). In this particular dataset, this feature was much more informative than the
distance measures we tested.
The best performing model on the UCR CricketX dataset was NN DTW (the 1-
nearest neighbor model with dynamic time warping), and the best performing model on
the UCR Sony dataset was NN EUC (the 1-nearest neighbor model with the Euclidean
distance). They both performed signiﬁcantly better than the SWEM. The UCR Sony
and the UCR CricketX datasets were characterized by their overall shape, but the impor-
tant temporal characteristics of these time series were ignored by the SWEM. Another
problem is that in these cases, the subwindows cannot represent the entire time series.
For example, when decomposing a time series from UCR CricketX into multiple sub-
windows of a certain size, none of the subwindows would be suﬃcient to represent the
complete signal performed by the umpire. One possible solution for this issue is to pre-
serve the information about the order of the subwindows in the original time series when
the ensemble members are trained, so the temporal characteristics of the time series
could be used by the classiﬁer.29
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Figure 3.10: Classiﬁcation accuracies of the Subwindow Ensemble Model and the Single
Size Subwindow Models (SVM based) on the OSU Wrist dataset.
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Figure 3.11: Classiﬁcation accuracies of the Subwindow Ensemble Model and the Single
Size Subwindow Models (SVM based) on the HASC dataset.30
Model Accuracy Classiﬁcation Accuracy of Each Physical Activity
lying sitting standing walking running basketball dance
SWEM SVM 0.9106 0.7993 0.9522 0.9389 0.9562 0.8345 0.9072 0.7722
SUB1 SVM 0.8727 0.7368 0.9608 0.9767 0.9639 0.8565 0.4300 0.7257
SUB2 SVM 0.8993 0.7708 0.9571 0.9618 0.9700 0.8547 0.7206 0.7243
SUB3 SVM 0.9073 0.7924 0.9481 0.9464 0.9583 0.8507 0.8461 0.7694
SUB4 SVM 0.9073 0.7778 0.9559 0.9455 0.9563 0.8426 0.8828 0.7403
SUB5 SVM 0.9080 0.8021 0.9438 0.9368 0.9514 0.8281 0.9194 0.7701
SUB6 SVM 0.9073 0.7875 0.9549 0.9382 0.9534 0.8299 0.9056 0.7535
SUB7 SVM 0.9052 0.8007 0.9549 0.9239 0.9522 0.8218 0.9150 0.7611
SUB8 SVM 0.9055 0.7764 0.9605 0.9378 0.9567 0.8235 0.8933 0.7410
SUB9 SVM 0.9032 0.7903 0.9608 0.9192 0.9518 0.8241 0.9050 0.7576
SUB10 SVM 0.9025 0.7819 0.9590 0.9340 0.9575 0.8148 0.8822 0.7312
Table 3.4: Activity classiﬁcation accuracies of the Subwindow Ensemble Model and the
Single Size Subwindow Models (SVM based) on the OSU Wrist dataset. The bold font
marks the highest classiﬁcation accuracy of the SSSM for each activity as well as the
highest overall accuracy of the SSSM.
Although the SWEM failed on some time series datasets, it always had the advantage
on computation time over the 1-nearest neighbor models. All features require only
linear time to calculate. It is much faster than the 1-nearest neighbor algorithms to
predict a new time series. This provides the SWEM with a huge advantage in real-world
application where quick predictions are required.
The experiments on the SWEM and the SSSM also had very interesting results. The
classiﬁcation accuracy distributions of the SVM based SSSMs were very diﬀerent on
the OSU Hip, OSU Wrist and HASC datasets. On the OSU Hip dataset, subwindows
of various sizes (except 1-second subwindows) resulted in similar performance. On the
OSU Wrist dataset, the middle-sized subwindows led to higher classiﬁcation accuracies
than small or large size subwindows. On the HASC dataset, the overall trend was that as
the size of subwindows increased, the classiﬁcation accuracy decreased. The completely
diﬀerent behaviors of the SSSMs provided strong empirical evidence supporting our
hypothesis that the most discriminative features could be extracted from subwindows of
diﬀerent sizes. The fact that the SWEM always outperformed the SSSMs suggests that
combining the information extracted from subwindows of various sizes might be a good
approach to improve classiﬁcation accuracy.31
Model Accuracy Classiﬁcation Accuracy of Each Physical Activity
stay walk jog skip stUp stDown
SWEM SVM 0.8165 0.9956 0.7656 0.7989 0.8400 0.7111 0.7878
SUB1 SVM 0.8113 1.0000 0.7456 0.8122 0.8267 0.6800 0.8033
SUB2 SVM 0.8150 0.9989 0.7367 0.7956 0.8456 0.7067 0.8067
SUB3 SVM 0.8124 1.0000 0.7389 0.8044 0.8178 0.7211 0.7922
SUB4 SVM 0.8054 0.9989 0.7378 0.7911 0.8267 0.6978 0.7800
SUB5 SVM 0.8028 0.9944 0.7489 0.8000 0.8244 0.7000 0.7489
SUB6 SVM 0.8004 0.9933 0.7322 0.7889 0.8322 0.7000 0.7556
SUB7 SVM 0.7909 0.9944 0.7389 0.8033 0.8156 0.6567 0.7367
SUB8 SVM 0.7909 0.9867 0.7233 0.7878 0.8344 0.6689 0.7444
SUB9 SVM 0.7961 0.9878 0.7767 0.8078 0.8111 0.6767 0.7167
SUB10 SVM 0.7919 0.9811 0.7311 0.7944 0.8256 0.6689 0.7500
Table 3.5: Activity classiﬁcation accuracies of the Subwindow Ensemble Model and the
Single Size Subwindow Models (SVM based) on the HASC dataset. The bold font marks
the highest classiﬁcation accuracy of the SSSM for each activity as well as the highest
overall accuracy of the SSSM.
In conclusion, the experiment results showed that using features from subwindows of
various sizes was better than just using features from subwindows of a single size. The
SWEM was able to ﬁgure out a linear combination of SSSM predictions to achieve a
classiﬁcation accuracy higher than any SSSM could achieve.32
Chapter 4: Conclusion
The results from this thesis showed that machine learning algorithms that classify physi-
cal activity from accelerometer data achieved much higher accuracy when raw accelerom-
eter signals from three axes were used and when the data was represented by a more
comprehensive set of features. However, in order to beneﬁt from this additional informa-
tion, these algorithms needed to regularize their models heavily to prevent overﬁtting.
In the second part of this thesis, the SWEM was proposed to leverage the observation
that the most discriminative features for physical activities exist at diﬀerent resolutions.
The results showed that the SWEM achieved the best performance on accelerometer-
based physical activity data, but did not outperform common baseline algorithms on
time series datasets that lacked repetitive patterns.33
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