Abstract. We experimentally evaluate several methods for implementing parallel computations that interleave a significant number of contiguous or strided writes to a local disk on Linux-based multiprocessor nodes. Using synthetic benchmark programs written with MPI and Pthreads, we have acquired detailed performance data for different application characteristics of programs running on dual processor nodes. In general, our results show that programs that perform a significant amount of I/O relative to pure computation benefit greatly from the use of threads, while programs that perform relatively little I/O obtain excellent results using only MPI. For a pure MPI approach, we have found that it is usually best to use two writing processes with mmap(). For Pthreads it is usually best to use two writing processes, write() for contiguous data, and writev() for strided data. Codes that use mmap() tend to benefit from periodic syncs of the data of the data to the disk, while codes that use write() or writev() tend to have better performance with few syncs. A straightforward use of ROMIO usually does not perform as well as these direct approaches for writing to the local disk.
Introduction
Many parallel simulation problems require a large number of writes to disk. Almost any time-dependent differential equation solver will interleave computation with disk writes [9] . Examples are climate modeling, simulation of groundwater flow, and circuit simulation. Such simulations require frequent writes to disk either because core memory must be used for support of the computation or simply too much data is generated to fit into an in-core buffer. The resulting data files can be used for simulation analysis and visualization. For example, we have developed a parallel program called NeuroSys [6] that will simulate the behavior of large networks of biologically accurate neurons. The output data consists of numerical values, such as membrane voltages, that represent the state of each neuron. A modest-sized simulation can result in several gigabytes of data.
Despite increasing attention paid to parallel I/O and the introduction of MPI-IO, there is limited, practical data to help guide a programmer in the choice of a good parallel write strategy in the absence of a parallel file system. This study investigates low-level, parallel disk write techniques for Linux clusters. In particular, we focus on methods that optimize the usage of dual-processor compute nodes with dedicated disks. We are interested in finding the most efficient methods for pushing large amounts of data onto the dedicated disks. Our goal is to establish the best write methods for a wide range of applications. Our results can be used to guide both application programmers and systems programmers, and the methods we study can be employed in parallel programs written using Pthreads, MPI, and OpenMP.
We have developed a synthetic benchmarking program that allows us to experimentally evaluate the performance of different methods given different application characteristics. The methods we evaluate consist of matching different Linux write mechanisms, such as write(), writev(), mmap(), and file syncing, with different strategies for parallelizing computation and I/O among multiple processes or threads on a multiprocessor node. For example, a straightforward, but sometimes inefficient strategy is to have two independent threads or MPI processes perform both computation and I/O on behalf of the simulation. It turns out that on a node with a single disk, uncoordinated file sync requests can compete for the disk and result in poor disk utilization. We also give preliminary results for the MPI-IO function, MPI_File_write_all() [3] .
We also consider different simulation characteristics such as the ratio of I/O to computation on each simulation step. If a simulation produces very little output per simulation step, it is more important to ensure a balance in computation among the threads or processes, and most disk write strategies will not greatly affect application performance as long as the OS can buffer write requests and issue the disk writes asynchronously. However, as the output per simulation step increases it becomes less likely that the OS will be able to buffer all of the write requests, and it will be required to push the buffers to the disk. In this case, the write mechanism usage can determine how and when buffers are copied to disk.
Another application characteristic we consider is contiguous writes versus strided writes. Scientific simulations will often use strided writes to extract significant values from large vectors. The write() system call is well suited for contiguous writes, but not for strided writes unless memory copying is used within the application. Both writev() and mmap() files accommodate strided data. In MPI-IO, derived datatypes can be used to identify the strided data.
In our study we use a hardware and software configuration in which our systems represent nodes typical of a Linux cluster installation. The nodes are dual Pentium III 1GHz processors with a ServerWorks ServerSet III LE chipset and an 18GB SCSI disk. They run Linux kernel version 2.4.20, and we use the ext3 file system. For the benchmarks using MPI, we use MPICH-GM.1.2.5..8 and shared memory communication. For MPI-IO we use ROMIO 1.2.5.1. For parallel applications we assume that processes or threads running on a single node will write directly to the local disk. Such applications can benefit from the inherent I/O parallelism and achieve better communication bandwidth by eliminating I/O traffic on the network. We have not experimented with other
