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ABSTRACT

MODELING AND DEBIASING FEEDBACK LOOPS IN COLLABORATIVE
FILTERING RECOMMENDER SYSTEMS

Sami Khenissi

April 07 2022

Artificial Intelligence (AI)-driven recommender systems have been gaining increasing
ubiquity and influence in our daily lives, especially during time spent online on the World
Wide Web or smart devices. The influence of recommender systems on who and what we
can find and discover, our choices and our behavior, has thus never been more concrete. AI
can now predict and anticipate, with varying degrees of accuracy, the news article we will
read, the music we will listen to, the movies we will watch, the transactions we will make,
the restaurants we will eat in, the online courses we will be interested in, and the people
we will connect with for various ends and purposes. For all these reasons, the automated
predictions and recommendations made by AI can lead to influencing and changing human
opinions, behavior and decision making. When the AI predictions are biased, the influences
can have unfair consequences on society, ranging from social polarization to the amplification
of misinformation and hate speech. For instance, bias in recommender systems can affect
the decision making and shift consumer behavior in an unfair way due to a phenomenon
known as the feedback loop. The feedback loop is an inherent component of recommender
systems because the latter are dynamic systems that involve continuous interactions with
the users, whereby data collected to train a recommender system model is usually affected
by the outputs of a previously trained model. This feedback loop is expected to affect
v

the performance of the system. For instance, it can amplify initial bias in the data or
model and can lead to other phenomena such as filter bubbles, polarization, and popularity
bias. Up to now, it has been difficult to understand the dynamics of recommender system
feedback loops, and equally challenging to evaluate the bias and filter bubbles emerging
from recommender system models within such an iterative closed loop environment.
In this dissertation, we study the feedback loop in the context of Collaborative Filtering (CF) recommender systems. CF systems comprise the leading family of recommender
systems that rely mainly on mining the patterns of interaction between the users and items
to train models that aim to predict future user interactions. Our research contributions target three aspects of recommendation, namely modeling, debiasing and evaluating feedback
loops. Our research advances the state of the art in Fairness in Artificial Intelligence on
several fronts: (1) We propose and validate a new theoretical model, based on Martingale
differences, to model the recommender system feedback loop, and allow a better understanding of the dynamics of filter bubbles and user discovery. (2) We propose a Transformer-based
deep learning architecture and algorithm to learn diverse representations for users and items
in order to increase the diversity in the recommendations. Our evaluation experiments on
real world datasets demonstrate that our transformer model recommends 14% more diverse
items and improves the novelty of the recommendation by more than 20%. (3) We propose a new simulation and experimentation framework that allows studying and tracking
the evolution of bias metrics in a feedback loop setting, for a variety of recommendation
modeling algorithms. Our preliminary findings, using the new simulation framework show
that recommender systems are deeply affected by the feedback loop, and that without an
adequate debiasing or exploration strategy, this feedback loop limits the discovery of the
user and increases the disparity in exposure between items that can be recommended. To
help the research and practice community in studying recommender system fairness, all the
tools developed to model, debias, and evaluate recommender systems are made available to
the public as open source software libraries 1 . (4) We propose a novel learnable dynamic
1

https://github.com/samikhenissi/TheoretUserModeling
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debiasing strategy that learns an optimal rescaling parameter for the predicted rating and
achieves a better trade-off between accuracy and debiasing. We focus on solving the popularity bias of the items and test our method using our proposed simulation framework and
show the effectiveness of using a learnable debiasing degree to produce better results.
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CHAPTER 1
INTRODUCTION
Gartner predicts that through 2022, 85 percent of AI projects will deliver erroneous
outcomes due to bias in data, algorithms or the teams responsible for managing them [1].
One particular area where AI has been used is in recommendation systems. The goal of a
recommendation system is to personalize the user’s experience by suggesting content predicted to match their preferences. With the exponential growth of information and services
online, recommender systems have become an essential Artificial Intelligence component of
most web and smart device applications, as they promise to enhance the user experience
when facing information overload. Recommender systems follow three major paradigms
depending on the desired goal. Collaborative Filtering (CF) [2] relies on the user-item interactions in order to learn the similarities between the different entities, and is considered
the most prevalent state of the art, in part because it does not require explicit encoding of
the item content or user demographics. Content-based Filtering, on the other hand, utilizes
the users’ and items’ content features to build predictive models for recommendation [3].
Finally, hybrid models combine different paradigms [4]. For instance they may rely on
both user and item content features and Collaborative Filtering interaction data in order
to provide recommendations.
Because recommender systems are intended to be a necessary tool to help users wade
through the vast space of online information and to avoid information overload, they are
increasingly becoming an unavoidable component of the increasingly AI-influenced society
daily. Their influence permeates human experiences every time that humans interact with
AI algorithms, often unbeknownst to them, as they perform various tasks online. These
tasks affect a large spectrum of our life, such as learning, discovery, education, entertain-
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ment, job seeking, e-commerce, and networking with others. Yet, these AI systems have
been recently shown to feed on biased data and to generate and amplify bias that can
lead to unfairness [5]. The term bias in recommender systems has been used to denote a
wide, but often related, variety of biases [6]. These include popularity bias, diversity bias,
exposure bias, display bias, iterative bias, etc. The propensity to be biased is especially
the case for user-based and item-based collaborative filtering [5]. User-based CF assumes
that users who have shared similar behavior or preferences in the past, will tend to behave
(or have preferences) similarly in the future [7]. User similarity is usually defined based on
their past interactions with the current items in the recommender system. In the same way,
item-based CF relies on the similarity between how different items are interacted with by
users, to infer future recommendations. For this reason, we focus on Collaborative Filtering
in this work. Popular CF methods include Matrix Factorization [8] based models, Neural
Matrix Factorization [9], Autoencoders [10], and Graph Neural Networks [11]. These models
need user-item interaction data in order to be trained. For instance, Matrix Factorization
(MF) operates by reconstructing a user-item interaction or rating matrix starting from an
incomplete matrix where missing interactions or ratings are to be predicted.
Because collaborative Filtering techniques rely on past interaction data in order
to infer recommendations, the methods used to collect these interactions are crucial for
ensuring that the results are accurate and unbiased. In fact, once deployed in production,
a recommender systems is considered a dynamic system where recorded interactions are
used for training the models for the next iteration. Hence, recommender systems operate
within an ecosystem that can be affected by multiple biases that originate from this dynamic
iterative behavior [12]. These biases can have multiple consequences. They can reduce user
satisfaction by recommending redundant and non-diverse items to the user [13]. They can
also reduce fairness and worsen the inequalities between items by boosting certain items
and suppressing other underexposed items [14]. Other effects include polarization and filter
bubbles [12].

2

Figure 1.1. The figure illustrates a two-dimensional user embedding space where the first
dimension represents a preference for comedy and the second one represents a preference
for action. When the recorded interactions of the user are dominated by one type of item,
the learned embedding will be heavily influenced by this type, which in this case, is action
movies. We thus see that the learned embedding deviates from the true embedding of the
user that would have been learned if the data was unbiased. The example refers to the
movie domain, but the phenomenon is identical in other domains, ranging from books to
news and music.
1.1

Problem Statement
One particularly successful and popular family of Collaborative filtering (CF) models

comprises latent factor models which can be considered to rely on learning an embedding of
the users and items using the user’s past interactions, and then mapping these embeddings
into predictions [15]. Matrix Factorization [8], for instance, learns the missing ratings
by modeling the users and items as embedding vectors in a shared space and then uses
the inner product as a scoring function. This will result in placing similar items and
similar users close to each other in the embedding space. The problem with this kind
of framework is the assumption that the recorded interactions fully represent the user’s
profile and tastes. Such full interaction data could be achieved by designing an unbiased
data collection strategy such as randomly displaying to the user some recommended items
and collecting ratings for them for several iterations. However, in the real world, such
a strategy has generally been unfeasible or inefficient given the vast space of all possible
user-item interactions and the relevance-focused goal of a recommender system, which by
definition, is not supposed to recommend random items. In fact, the recorded ratings come
3

from previous user interactions with the recommender system. This feedback loop between
the recommender system’s outputs in one cycle and its inputs for the next cycle, creates a
biased training dataset, where the user interaction might lack enough coverage to represent
the full user profile, and this, in turn, misleads collaborative filtering models into providing
less diverse recommendations, thus further biasing the output in a vicious cycle between
biased input and biased output.
To further understand the effect of feedback loops on CF systems, let us consider
the example in Figure 1.1. Suppose that user u has an equal preference to action and
comedy movies. However, in the previous iterations of the recommender system, user u has
rated three action movies and only one comedy movie. The recorded data does not reflect
the true preference of this user as it has been affected by the redundancy of action movies
as illustrated in Figure 1.1. Using this biased version of interaction data in the training
process will bias the learned embedding of the user and the items toward favoring redundant
and similar items. Hence the user might end up getting similar recommendations in every
iteration. Furthermore, the iterative nature of the recommender system will exacerbate this
bias with every iteration [16, 17].

1.1.1

Scope and Impact of the dissertation
We discuss feedback loops and bias in recommender systems from three main per-

spectives, modeling feedback loops, debiasing recommendation systems, and auditing recommendation systems for bias.

1.1.1.1

Debiasing recommender systems

We propose various methods for reducing the effect of feedback loop bias on the
final recommendations. The idea is to develop new debiasing strategies that account for
the impact of popular and over-exposed items. This will help increase the diversity of the
recommendation list.
Debiasing recommendation models is crucial for reducing the effect of filter bubbles,

4

polarization and echo chambers which are affected by the feedback loop [12]. There is also
potential benefit to reducing the bias of recommender systems because the latter are being
used to filter content in many critical domains such as online news and jobs search [18, 19].
We start by providing a static debiasing methodology through a novel deep learning architecture. We then propose a dynamic debiasing strategy that learns an optimal
debiasing degree to achieve a healthy balance between accuracy and popularity.

1.1.1.2

Feedback Loop modeling

We model the evolution of the feedback loop in order to understand its dynamics.
We propose a theoretical model that describes the evolution of the recommender system and
study the theoretical limits of the user discovery in a collaborative filtering recommender
system. We then empirically validate our theoretical findings using real world data.
A theoretical model of the feedback loop is important because it will pave the way
for developing better debiasing strategies that dynamically incorporate the feedback loop
effect.

1.1.1.3

Auditing recommender systems bias impact in a Feedback loop environment

An other important area that we tackle is evaluating and auditing recommender systems while taking into account the challenging feedback loop setting in which they operate.
This is crucial to go beyond the currently dominating and yet limited paradigm of offline
evaluation of accuracy, which ignores the feedback loop; and to allow evaluating the bias
impact of any recommendation model in a more realistic setting. The main challenge of this
task is providing an accurate simulation of how recommender systems behave. The idea is
to model the feedback loop while also controlling various factors that affect the feedback
loop and investigating the evolution of bias in each iteration.
The ability to audit recommender systems in a feedback loop environment allows
designing and studying new debiasing strategies by testing them in a dynamic environment.
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Our simulation framework thus allows researchers to test their debiasing strategies in a more
realistic and controlled environment without the need to go through expensive and risky
online testing.

1.2

Research Contributions
This dissertation studies, through a theoretical and experimental framework, the

critical problem of existing and emerging bias due to the phenomena of feedback loops in
recommender systems. Bias from recommendation feedback loops poses a real threat to
society since it may lead to filter bubbles [12], unfair commercial and labor opportunities
[14], and to increased social polarization. Therefore, this dissertation research can have an
impact on the research area of AI and recommender systems and has the potential to improve
the fairness of recommender systems deployed in industry. This in turn can revolutionize the
fairness of state of the art AI systems, permeating numerous areas of society from learning
and entertainment to business and health management. More specifically, our research
advances the state of the art in Fairness in Artificial Intelligence, through the following
main contributions:
1. We propose a Transformers-based deep learning architecture that uses a novel regularized self-attention unit to provide diverse recommendations to the user even when
trained on biased data.
2. We empirically show the effectiveness of our debiasing strategy on several real world
recommender system benchmarking datasets.
3. We present a theoretical study of the evolution of feedback loops in recommender
systems and we study the convergence of the user discovery in such a setting.
4. We empirically evaluate the claims proven in our theoretical study and we study the
effect of our assumptions on the results.
5. We propose a simulation framework (SimBA) based on a modular decomposition of the
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recommender system ecosystem that helps in studying the effect of each component
in a dynamic feedback loop setting.
6. We use our simulation framework to study the effect of debiasing strategies on the
recommender system feedback loop through several controlled experiments.
7. To help the research and practice community in studying recommender system fairness, all the tools developed to model, debias, and evaluate recommender systems are
made available to the public as open source software libraries 1 .
8. We propose a Learnable Dynamic Debiasing Strategy For Iterative Recommender
Systems (L-DynamicS ) based on Trial-Offer Market Principles, that takes into account
the feedback loop effect in order to mitigate the popularity bias of the system without
sacrificing accurate results.
9. We perform an empirical evaluation for our dynamic debiasing strategy using our
proposed simulation framework. We show that our strategy, L-DynamicS, performs
significantly better than the competing methods in providing accurate and less biased
recommendations.

1.2.1

Document Organization
The rest of this dissertation is organized as follows. In Chapter 2, we provide a

literature review of the different methods used in recommender systems and discuss previous
bias research in terms of studying the bias and debiasing strategies, while highlighting
the feedback loop effect. Then in Chapter 3, we study static debisaing by proposing the
Transformers-based Promoter Network to improve the diversity of the recommendation
list. We propose a comprehensive empirical evaluation on different real world datasets to
evaluate our novel architecture.
In Chapter 4, we describe the theoretical study to model the feedback loop through
studying the user discovery convergence. We provide empirical evaluation to our theoretical
1

https://github.com/samikhenissi/TheoretUserModeling

7

results Then, in Chapter 5, we present a new modular simular framework to evaluate the
dynamic bias in recommender systems. In Chapter 6 we propose an adaptive and learnable
dynamic debiasing strategy in order to balance accuracy and debiasing in a feedback loop
setting.
Finally, we make our conclusions in Chapter 7.
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CHAPTER 2
BACKGROUND AND LITERATURE REVIEW
Recommender systems help with narrowing the choice space of users and direct
their focus from millions or thousands of items to a handful of options to choose from. The
main advantage of these systems is that they help maximize the utility of the user without
spending too much time browsing a prohibitively large pool of items. Recommender systems
are nowadays used prominently throughout our daily activities to influence our choice of
what video to watch, to filter posts on social media, or influence how we browse news articles.
Therefore there is a lot of interest in making these systems more accurate, effective, and
less biased.
During the first part of this literature review, we will focus on enumerating techniques
used in recommender systems. In the second part, we will focus on the bias of recommender
systems and how the feedback loop can affect the performance and the evolution of the
system.

2.1

Recommendation Systems
In this section, we describe the different models and paradigms used in recommender

systems. Recommender system models can be categorized into three main groups [20]:
Content-based Filtering models, collaborative filtering models, and hybrid models. Hybrid
models are basically a combination of multiple methods, such as combining content-based
and collaborative filtering, where the system uses item content features and user features
along with collaborative filtering methods to create a more robust recommender system. We
start by describing the different methods used in content-based filtering, then we enumerate
models used in collaborative filtering. In the second part, we dive deeper into the problem
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of bias in recommender systems and we discuss the different types of bias arising from the
feedback loop and how the bias phenomenon has been studied in the literature.

2.1.1

Content-based Filtering Methods
Content-based filtering recommender systems rely on item features and user features

to provide recommendations [21]. In fact, the problem can be treated as a classification
problem where the model is trained to predict whether a user u is going to like or interact
with item i based on their features. Another way to train such a system is to use rankingbased loss functions [22]. The latter learns an ordering relation between pairs or lists of
items and the aim is to learn if user u prefers item i over item j.
To learn such patterns, the main idea is to represent the user and items in a feature
space; then to use a classifier to predict a given similarity score or the probability of a user
liking or interacting with a given item. This can be achieved using traditional feature engineering and then training a tree-based classifier on sparse features [23]; or we can transform
the users and items into a common embedding space and then apply a neighborhood-based
method such as K-Nearest Neighbors in order to predict the score of user-item pairs [24].
Using tree-based classifiers is straightforward. We can engineer different kinds of
user features such as demographic features and item features such as the genre of the item,
the popularity or recency of the item. Using these features, tree-based classifiers such as
Gradient Boosted Decision Trees [25] (GBDT) can be used to find an ensemble of decision
trees that classifies the user-item interactions [26, 27]. This technique has been proven to
outperform many deep learning-based approaches on large-scale recommendation tasks [26].
A different way to leverage GBDT is to use ranking losses such as LambdaRank [28]. The
loss helps optimize ranking metrics directly such as NDCG [29] by building trees to improve
the ranking.
Another popular approach in content-based recommender systems is to project the
user features and item features into an embedding space and use it to classify or rank interactions. In fact, many items have textual or visual features that can leverage recent deep
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Figure 2.1. Example of a two-tower architecture or a Siamese Network. The diagram
presents two neural network architectures where each network projects the sparse features
into an embedding space. A feedforward MLP is then used to compute a score to the useritem pair interaction. It should also noted that we can replace the MLP layer with a simple
dot product.
learning architectures such as Transformers [30] or Convolution Neural Nets (CNN) [31] in
order to extract embeddings from these features. These features can then be concatenated
to a user embedding that can be created by also leveraging similar deep learning architectures for textual features or a simple Multi-Layer Perceptron (MLP) to transform the
sparse features into embeddings. The final embedding vector can then be fed into an MLP
to classify the interaction [32].
A pipeline for the described approach is shown in Figure 2.1. In fact, embeddingbased approaches can use Two Tower architectures [33] (also called Siamese Networks [34]).
Where we use two deep learning architectures, one for users and one for items. Each tower
11

or network will project the users and items to an embedding space. Then finally we use these
embeddings to classify or rank the interactions. The advantage of using such architecture
is decoupling the user network from the item network. This helps in using the embeddings
for several other tasks such as retrieval. Also, it helps accelerate the inference stage as
these embeddings can be precomputed and stored in a key-value table which allows for fast
retrieval during the inference stage [35].
The main advantage of content-based recommender systems is the ability to predict
the likelihood of interaction for new items. On the other hand, the main disadvantage is the
need to collect features for all users and items and this in turn can be expensive especially
from the user side. The users usually do not enter the same amount of information which
creates sparsity in the user feature map and this in turn can lead to inaccurate results.

2.1.2

Collaborative filtering Methods
Collaborative Filtering (CF) is another paradigm of recommender systems. It can

further be categorized into item-based Collaborative Filtering and user-based Collaborative
Filtering. It assumes that similar users (or items for item-based CF) will have similar
future patterns. The main advantage of Collaborative Filtering is not needing any content
features from the users or items and being able to provide accurate predictions using only
user-item interactions. Many classes of models fall within this category, including Matrix
Factorization-based models [8], Neural Matrix Factorization [9], Autoencoders [10], and
Graph Neural Networks [11].

2.1.2.1

Matrix Factorization

Matrix Factorization (MF) is a Collaborative Filtering based model that takes as
input an incomplete user-item interaction matrix and learns to make a reconstruction of
such a matrix using a model consisting of latent representations of users and items.
More formally, let R be an interaction matrix where Rui is a rating (or a given
interaction) for user u to item i. Let

R(K) be a latent space of dimension K. Matrix
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Factorization learns a user representation P and an item representation Q in the latent
space the dot product P.QT . For an explicit feedback setting where the aim is to predict
the rating of the user to the item, Matrix Factorization minimizes the objective function
given by:
J(P, Q) =

1 X
(pu .qiT − Rui )2 + β(||Pu ||2 + ||Qi ||2 )
|U ||I|

(2.1)

(u,i)

Where β is a regularization hyperparameter to prevent overfitting. The minization of such
cost function can be done using Stochastic Gradient Descent [36].
After learning the latent factors Pu and Q − i, we can then represent users and items
in the same latent space

R(K) . Therefore, items that are close to the user in such space are

assumed to be relevant items. This similarity is captured through the dot product in the
inference stage. items and users that have high dot products tend to be closer in the latent
space.
Matrix Factorization (MF) presents many advantages. The first benefit of MF is
the speed of training and inference. In fact, the input matrix is very sparse. This sparsity
helps speed up the training process, when coupled with Stochastic Gradient Descent (SGD)
[36]. The training can be parallelized [36] to obtain faster results. The inference stage
relies on computing dot products. We can compute dot products faster by distributing
the computation even for millions of items. Therefore, MF is typically used during the
first stages of a recommender system to narrow the item space from millions of items to
hundreds of items [37].
Another advantage of Matrix Factorization is that, being a collaborative filtering
method, it only needs ratings. We do not need to collect other features from the users or
items which can be an expensive operation.
A weakness of Matrix Factorization is the cold start problem. In fact, for a new user
or a new item where no interactions are yet recorded, we cannot learn the missing ratings
for this user or item. A solution for this is to query the new user for ratings by using Active
Learning, for instance, in order to get seed signals to train the model.
Another weakness of this model is relying on the Missing At Random data assump13

Figure 2.2. Architecture of Neural Matrix Factorization. We train four vectors: P and Q
are users’ and items’ representations to be fed to a Generalized Matrix Factorization. U
and V are users’ and items’ representation to be fed to an MLP architecture.
tion [38] so that it correctly estimates the missing ratings. However, the data is usually
Missing Not at Random [39] due to different biases that are introduced. Techniques such
as Inverse Propensity Weighting [38] can be used to mitigate the drawbacks of this issue.
There are several variants of Matrix Factorization, including Probabilistic Matrix
Factorization (PMF) [40], Poisson Matrix Factorization [41], and Bayesian Personalized
Ranking (BPR) [42] to cite a few. Each of these methods uses the same inductive bias by
learning user and item representations within a shared latent space. They however learn
these representations using different techniques. BPR, for example, uses a ranking-based
loss function in order to include user preference while learning these representations. PMF
uses a probabilistic approach to model prediction as the probability of user u liking (or
interacting with) item i.

2.1.2.2

Neural Matrix Factorization

Another popular paradigm for learning user and item representation uses neural
network architectures. For instance, Neural Matrix Factorization (NeuMF) [9] is a popular
method that uses the same architecture as matrix factorization, but models the similarity of
users and items using a Multi-layer Perceptron (MLP) layer instead of the dot product. [9]
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argues that using MLP will enable learning non-linearity of the user and item interactions.
The overall architecture is shown in Figure 2.2. NeuMF learns four different embeddings,
two for users and two for items. First, the embeddings are learned similarly to Matrix
Factorization but by replacing the dot product with an element-wise product. This is
called the Generalized Matrix Factorization Layer. Another set of embeddings are learned
through feeding user features and item features to an MLP layer. Finally, the results from
both architectures are concatenated and fed to a final MLP architecture to predict the final
score. All the embeddings in NeuMF are learned jointly from end to end.
A main advantage of NeuMF is that it can be extended to content-based systems
by including user features and item features in the MLP layer. However, there has been
an ongoing debate on the effectiveness of NeuMF compared to MF [15, 43]. In fact, recent
research argues that careful tuning of MF-based architectures can outperform NeuMF [15].
It is also argued that the dot product is best suited to model user-item relationships, while
feedforward architectures may fail to capture this interaction [15].

2.1.2.3

Autoencoder

The autoencoder was introduced as a Collaborative Filtering Model through AutoRec [44]. The idea is similar to other latent models which learn a different representation
of users and items in a lower-dimensional latent space. Autoencoders achieve this compression by trying to reconstruct the input data (i.e ratings). The hidden neurons are then used
as a latent space representation.
Other extensions to the Autoencoder include Variational Autoencoders (VAE) [45].
The aim of these methods is to learn a generative model that can generate the original input.
VAE showed great promise in delivering competitive results but still suffers from several
limitations such as Latent variable collapse [46]. This happens when the approximated
posterior is independent of the data, resulting in poor latent variables that fail to represent
the original data.
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2.1.3

Attention mechanisms in recommender systems
Attention mechanisms have become omnipresent since the breakthrough results of

the transformer network in NLP tasks [30], where it was shown that in order to learn
meaningful dependencies, recurrent units were not needed and only attention layers are
needed. Through the use of self-attention to attend to the same sequence, the architecture
resulted in state of the art performance, only to be improved upon later and lead to new,
more powerful transformer-based models, such as BERT [47], GPT-2 [48], and GPT-3 [49].
Following their success in NLP, efforts to apply self-attention mechanisms to other domains
have increased. For instance, a recent work [50], adopting transformer layers to replace
convolution layers, has produced promising results for computer vision tasks.
Following this trend, several efforts adopted the transformer architecture for recommender system tasks, with [51] using the BERT architecture for next item prediction,
and [52] applying self-attention for sequential recommendations; while [53] extended the
latter approach by including the item similarity to improve the user and item representations. Other work [54] used attention to map the user ratings to the reviews and proposed a
new objective function to reduce popularity bias. Attention mechanisms were also applied
in graph-based recommendation [55], retrieval tasks [56], and click through prediction [57].

2.2

Bias in recommender systems
The term bias in recommender systems has been used to represent a wide, but often

related, variety of biases [6]. These include popularity bias, diversity bias, exposure bias,
display bias, iterative bias, etc. We will therefore summarize the bias types that we consider
to be the most related to our work

2.2.1

Diversity Bias
Diversity bias studies the variety between items within a recommendation list. This

is probably the earliest type of bias studied, as it directly relates to the overfitting problem
in machine learning [13]. Some of the prior work [58] focused on the diversity of recommen16

dations by incorporating different techniques to diversify the final recommendations. These
techniques, including Determinantal Point Process [59], regularization techniques [60], optimization techniques [61], and so on, focus on the model learning step of the recommender
system algorithm. In fact, by designing a method that effectively learns to promote the
recommendation of diverse items, we can alleviate the problem of diversity bias.
Other methods have focused on post-processing methods by designing a new recommendation strategy based on exploration techniques, such as Multi-Armed-Bandits algorithms [62–66] or other post-filtering methods using personalized recommendation selections [67]. In fact, MAB adds exploration to the recommendation process and therefore
increases the diversity of the recommendations. The main intuition of the MAB strategy is
to sacrifice some short-term reward in order to increase the long-term outcome. Different
MAB strategies have been applied to the RS setting. A popular method is the -greedy
strategy because of the simplicity of its implementation.
Recently, researchers have adopted Reinforcement Learning (RL) techniques in order
to learn an ”intelligent” exploitation exploration trade-off [68, 69]. However, Reinforcement
Learning techniques still face criticism due to their expensive evaluation process of the
proposed policies in an online setting and the logging bias introduced in an offline setting
[70]. In order to correct for the logging bias, Inverse Propensity Scoring has also been
proposed in this setting [71].
Diversity bias causes several known issues in recommender systems and information
retrieval such as filter bubbles and polarization [72, 73]. We argue that diversity bias itself
can be a direct consequence from the iterative behavior or the closed feedback loop in
recommender systems.

2.2.2

Popularity Bias
Another type of studied bias is popularity bias [14]. It often translates to studying

the long tail items. In fact, popularity bias causes some unfairness between items, since
popular items get increasingly promoted compared to other items [74].
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In order to mitigate this bias, several techniques have emerged, ranging from regularization [75, 76] to re-ranking and post-processing techniques [77, 78]. These methods
aim at promoting the long tail items in order to provide a fair exposure to these items and
reduce unfairness.
Even though it is often distinct from iterated bias (Section 2.2.5), popularity bias is
largely affected by the behavior of the closed feedback loop [17]. In fact, for a collaborative
filtering algorithm where no external data is included in the training and recommendation
process, popular items get recommended often because their high number of ratings helps
the algorithm learn to group them more accurately. This bias phenomenon can be considered
to be related to the cold start problem [75]. Popularity bias is exacerbated when the user’s
feedback is used in the next iteration of training the model.

2.2.3

Exposure Bias
We can think of exposure bias as the iterative bias (Section 2.2.5) studied in a single

fixed iteration. In this setting, we study how the user was exposed to the items before
providing the ratings, and then how this will affect the next predictions. This is equivalent
to studying the Missing Not At Random (MNAR) problem [79]. In fact, by studying the
distribution of the missing data, we can infer the effect of the bias on the predictions and/or
the training.
Within this scope, previous studies have tried to estimate the probability that the
user is exposed to an item before rating it, and then use this estimate to alter the training
algorithm by designing better estimators of the performance of the algorithm [38, 39, 80, 81]
or using regularization techniques [82].
Exposure bias is directly related to the closed feedback loop in a recommendation
system. In our work, we are interested in the temporal evolution of the exposed set and the
missing data (i.e the unseen items).
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2.2.4

Iterative or Closed Feedback Loop Bias
If we classify the bias types into a hierarchical scheme, iterative or closed feedback

loop bias would subsume all the aforementioned types of bias. Depending on the initial state
of the system, the closed feedback loop incorporates the user selection bias, which is itself
affected by the previously seen items, suggested by the previous recommendations [17].
Hence, understanding this iterative behavior is important in order to control its effects.
[12] provided a theoretical and empirical study of how the iterative process can affect the
user preferences, proving that if a user is trapped in a filter bubble with no strategy to
escape, the recommendation quality will decrease. [83] modeled the feedback loop through
dynamically modeling the dynamic item missingness of the ratings by combining Markov
Models and Matrix Factorization in order to improve the quality of the recommendations.
[84] and [85] also used Markov models to model the closed loop. Other studies [18, 82] tried
to empirically model the iterative bias by using simulations that study the effect of the
algorithms on various diversity metrics. Furthermore, [86] tried to deconvolve the feedback
loop to understand how it affects the final ratings.
Although the aforementioned studies consider the temporal dependency in recommender systems, a simplified theoretical modeling of how the system evolves has been
missing from the literature until our recent work [16]. Our work falls under this category,
where we consider an iterative collaborative filtering recommender system environment and
further formulate assumptions under which the system evolves to a static state characterized
by limited human discovery.

2.2.5

Why should we care about the bias in recommender systems?
The emergence of bias in recommender systems leads to several effects that range

from affecting the quality of the user’s experience and unfairness against items, to degrading
the model’s performance as shown in Figure 2.3.
As explained in Section 2.2.5, the feedback loop bias leads to echo chambers and
filter bubbles. This in turn leads to the user being exposed to the same type of items
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Figure 2.3. Summary of the effects of bias on recommender systems. Bias affects all the
components of the recommender system, including users, items, and model.
repeatedly. Echo chambers contribute to reinforcing the users’ prior beliefs as they limit
their exposure to the other viewpoints. This can contribute to increase polarization between
users, especially when the items are tied to controversial topics [87, 88].
It has also been shown that feedback loops and bias amplification lead to lower user
utility in the long term [89]. This is due to the user being limited to a narrow set of specific
items, since the recommender system is not able to generalize to more diverse items.
From the items side, feedback loops lead to the under-exposure of certain items due
to the popularity bias. This disparity leads to unfairness of exposure between items and
this results in a long tail of unpopular items [90].
Another important effect of bias in recommender systems is bias against underrepresented demographic groups. For instance, a recent study showed that the feedback
loop bias in music recommender systems leads to unfairness against female artists, since it
limits their exposure compared to male artists [91].
Beyond the direct negative effects of the bias in recommender systems on users and
items, bias can also affect the training and evaluation of the model, which leads to a degraded
performance. For instance, and as explained in section 2.2.3, biased exposure leads to the
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Missing Not At Random problem, which also creates biased performance estimation during
training and testing [38]. To express this more formally, let us consider ∆ : F × R → R to
be an error function that measures the performance of the recommendation model f ∈ F
over a population of ratings R. Then let us consider δF × U × I → R to be an error measure
that evaluates the quality of the rating prediction or ranking for a single user. The true
performance of the model is given by:
∆(f, R) = ER (δ(f, u, i)),

(2.2)

where E is the expected value of the random variable δ over our population R. As we do
not have access to the total population (most ratings are unobserved), we use estimators
over the observed set of ratings in order to estimate the generalization power of our model.
A common estimator used in this case is taking the average of the observed ratings:

1 X
ˆ
∆(f,
R) =
δ(f, u, i)
|O|

(2.3)

(u,i)∈O

where O is the set of observed ratings. We can show that this estimator is biased,
i.e the expected value of the estimator is not equal to the true estimator:
ˆ
E(∆(f,
R)) 6= ∆(f, R)

(2.4)

ˆ
To prove this, we calculate the expected value of the estimator ∆:
ˆ
E(∆(f,
R)) = E(

1 X
δ(f, u, i))
|O|

(2.5)

(u,i)∈O

1 X
|R|

1(u,i)∈O δ(f, u, i))

(2.6)

1 X
E(1(u,i)∈O )δ(f, u, i)
|R|

(2.7)

1 X
P ((u, i) ∈ O)δ(f, u, i).
|R|

(2.8)

ˆ
E(∆(f,
R)) = E(

(u,i)∈R

ˆ
E(∆(f,
R)) =

(u,i)∈R

ˆ
E(∆(f,
R)) =

(u,i)∈R

P ((u, i) ∈ O) is the probability that the user u has been exposed to the item i. In
order to get an unbiased estimator, this probability needs to be uniform. But the biased
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exposure makes this estimator biased and affects the performance estimation of the model.
Without a truthful estimation, we cannot gauge how well the model will perform and
therefore we cannot make reliable claims about its generalization ability.
A common way to fix this issue is by using Inverse Propensity Weighting [92], Where
we estimate the user’s propensity in order to debias the estimator in question. A main issue
in this approach is that estimating the exposure of the user is tricky and depends on many
factors like social influence, previous recommender system iterations, and item popularity.
Some works have suggested using the popularity to estimate the propensity or using Poisson
Factorization [82].
To summarize, we showed the importance of the impact of bias on recommender
systems. This impact can affect the user directly by limiting the recommended items which
leads to filter bubbles and echo chambers. This in turn can lead to more serious effects on
large scale social networks. We also discussed the effect of bias on the items. We showed
that bias creates unfairness between groups of items and deepens the disparity. Finally, we
discussed the effect of bias on the model as it affects the training and evaluation by giving
biased estimates of the performance.
In the next section, we discuss the importance of offline evaluation for recommender
systems, especially to assess the bias present in these systems. We examine the simulation
techniques present in the literature and we explain the main differences compared to our
proposed work.

2.3

Traditional evaluation systems
Recommendation systems are dynamic by nature. Therefore, the evaluation of these

systems should take into account the iterative aspect of the models. The traditional way to
evaluate recommender systems in a production environment is by using A/B testing [93].
A/B testing consists of performing a randomized experiment to compare two models (or
strategies), denoted as A and B. Each variant is applied to a group of users (a treatment
group and a control group). The idea is to assess the significance of the difference of the
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effect of the new treatment (new recommendation strategy or model). If there is a significant
difference, then we can conclude, with a degree of confidence, that the new model is better.
The main issue with A/B testing is that it is expensive. In fact, in order to run
a rigorous A/B testing experiment, one needs an online platform with many actual users
and an experimentation framework. This is besides the cost of waiting until enough data
is gathered to draw any conclusion. This in turn hinders the speed at which we can run
multiple experiments to test a new model or a new component.
An alternative way to test recommender systems’ performance is offline evaluation.
A classic offline evaluation framework consists of performing classic train and test splitting
where the data is split into training, validation and testing. Then the model is evaluated
on the test data, while the validation data is used to tune the model’s hyper-parameters.
This approach has several flaws. First, most splitting strategies such as random splitting
or stratified sampling do not reflect the real world scenario. In real life, the data comes to
the system in a streaming fashion, where the time plays a major role in the arrival of data.
Furthermore, most time-splitting strategy have problems because one needs to consider the
date of the interaction for all the users at the same time. For instance, one cannot use
future interactions of a user in order to predict the recommendations of another user, as
this might leak some information from the future, and hence undermine any evaluation that
aims to estimate the generalization ability of a model on new data. Some solutions have
been proposed, such as sliding window techniques [93] in order to have a more rigorous way
to evaluate recommendation systems in an offline fashion.
The above solutions still do not consider the dynamnic behavior of recommender
systems. In fact, offline evaluation also needs to evaluate the behavior of recommender systems in a dynamic environment. For this reason, offline evaluation makes use of simulation
frameworks
Several simulation frameworks have been designed by researchers for different purposes. Major work has been done on simulation frameworks for training Reinforcement
Learning policies [94–98]. These frameworks aim at implementing a learning framework in

23

order to train a recommendation policy. Other simulations focus on modeling user behavior [99]. Recent works showed the dynamic of recommender systems feedback loop in a
social network environment [100].
We differ from these systems in the purpose of our framework. Specifically, we
include the state model which can be learned using a classical approach such as Matrix
Factorization. We also focus on measuring the bias effect using our simulation instead of
measuring only the accuracy. The reason for this focus is that measuring accuracy in a
simulation setting is subject to correct user modeling and might also be affected by the bias
coming from the different recommender system components. Some studies have worked
on debiasing the simulation frameworks [94, 101]; while other studies used simulations to
study the effect of recommender systems on several types of biases [12, 16, 18, 82, 102]. The
framework in [103] is the closest to our work and uses a similar simulation framework to test
the effect of recommender systems on popularity bias. Our approach differs from [103] as
we do not consider a Reinforcement Learning setting; instead, we focus on the state model,
which is kept constant in [103], i.e., without retraining. In contrast, we try to explore the
impact of retraining the model (using an evolving dataset) on different biases, while also
exploring the interaction between the different debiasing techniques.
The full control provided by our simulation framework allows effective recommender
system evaluation and the ability to audit such systems by testing their different components
for potential bias. This can be used to assess the effect of the present bias on the system.
A thorough comparison of our simulation framework and other simulations is presented in
Table 2.1.

2.4

Summary
In this chapter, we summarized the main literature revolving around recommender

systems and bias in recommender Systems. First, we detailed the different families of
recommender systems models and we explained the main architectures and models that are
commonly used to achieve state-of-the-art results. Then, we reviewed research studying
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7
7
7
7
7
3
3

RecoGym [96]
PyRecGym [97]
Recsim [95]
MARS-Gym [98]
Accordion [104]
SIREN [18]
SimBias

Bias Evaluation
Diversity Exposure
7
7
7
7
7
7
7
7
7
7
3
3
3
3
Fairness
7
7
7
3
7
7
7

Popularity
7
7
7
7
7
3
3
3
3
3
3
3
3
3

Feedback Loop
7
7
7
3
7
7
3

State Model training
3
3
3
3
3
7
3

Selection Model

7
7
3
7
3
3
3

Choice Model

7
3
3
7
3
7
3

Feedback Model

7
3
7
3
3
7
3

Real Data support

TABLE 2.1. Comparison between the proposed SimBias simulator and other simulators in the literature.

Supervised Learning

Simulator

3
7
3
7
3
7
3

Modular Support

bias in recommender systems. We explained the different types of bias and then described
the feedback loop bias and how it affects other types of bias. We also reviewed the existing
recommender system simulation frameworks and their main limitations.
The main limitation of the previous literature studying bias in recommender systems
is not accounting for the iterative behavior of such systems. In fact, most of the interest so
far has been devoted to debiasing a fixed iteration of the recommender system. In our work,
we propose a new theoretical framework that is helpful for modeling the recommendation
feedback loop and we study the convergence behavior of the recommender system, while
suggesting preliminary work on increasing the diversity of the recommendations. We also
provide a simulation framework to evaluate the dynamic bias in recommender systems.

26

CHAPTER 3
TRANSFORMER-PROMOTER NETWORK: A SELF-ATTENTION
TRANSFORMER ARCHITECTURE TO PROMOTE DIVERSE
RECOMMENDATIONS
In this chapter, we propose a novel transformer-based deep learning architecture,
that employs a new attention scoring mechanism to provide more diverse recommendations
without compromising the predictive accuracy.
In Section 3.1, we start by explaining the additional notation and setting used we
give a general overview of the proposed architecture; then we dive deeper into the technical
details of the attention mechanism. Then in Section 3.2, we present our experimental results
that evaluate the Transformer-Promoter Network. We compare its results with different
Collaborative Filtering algorithms and test the effectiveness of the algorithm on different
real-word datasets in terms of accuracy and diversity in Section 3.2.4.
The notation used in this Chapter is summarized in Table 3.1.
TABLE 3.1
Summary of the notation used for the Transformer-Promoter Network.
Symbol
I
U
Y
Z
d
K
Q
V
R

Meaning
Set of items
Set of users
Embedding of the user
Embedding of the item
latent dimensionality
Key matrix
Query matrix
Value matrix
Rating matrix

Symbol
Rui
N
Nmax
α
λ
L
Pop
C

1
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Meaning
Rating of user u to item i
Neighborhood set
Maximum number of neighbors
Attention weights
Attention regularization parameter
Loss function
Popularity (number of ratings)
Centroid embedding
Indicator function

Figure 3.1. Rightmost: Overall architecture of the proposed Transformer-Promoter network. The model adopts a two-tower architecture where it jointly learns embeddings for
the user u and item i. Center: Promoter layer. This is a standard Transformer layer with a
modified attention mechanism. Leftmost: Bias-aware attention scoring. It uses a centroid
to calculate regularization scores to the attention weights. This helps reduce the dominance
of redundant elements in the neighborhood.
3.1
3.1.1

Transformer-Promoter Network: Methodology and Design
Overview and Problem Statement
We adopt a Collaborative Filtering setting for the recommendation problem. Mainly,

we consider a set of users U , a set of items I, and a rating matrix R. Rui denotes the rating
given by user u to item i and explicitly encodes the preference of user u to item i. Although
in this work, we use explicit feedback data for training the model, the proposed approach
can also be extended to work with implicit feedback.
The idea of our model is to jointly learn embeddings of a certain dimension d for
users and items, that we note Y and Z, respectively. Yu designates the embedding vector
for user u and Zi designates the embedding vector for item i.
Figure 3.1 depicts the overall architecture of the model. The logic is similar to matrix
factorization and other two-tower based architecture that focus on jointly learning both user
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Figure 3.2. Illustration of contextual neighborhood for User u and Item i, In this scenario,
since user u has rated items k and j then the neighborhood of item i is {itemj , itemk })
and since item i has been rated by user v and w then the neighborhood of user u is
{userv , userw })
and item embedding. The inputs are the user and item embeddings and the embeddings
of their neighbors (which will be explained in the next section). These embeddings are
fed to a Promoter Layer. The Promoter layer acts like the Transformer Layer but uses
a different Attention mechanism. In fact, we create attention weights by attending not
only to the closest neighbors of the query but also to less similar neighbors by regularizing
the attention score. The reason for this regularization is that the classic similarity scoring
method is biased due to the feedback loop.
After creating the new embedding for the users and items, we concatenate them and
use a feedforward network for the final prediction.
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3.1.2

Promoter Network

3.1.2.1

Inputs: Query, Key, and Value

We adopt the same notation as the Transformer architecture by using Query, Key,
and Value as inputs to our network. However, in the Transformer Network, Query, Key,
Query Value all denote a different representation of the same sequence. In our case, Query
designates the user or the item embedding for which we want to predict the interaction.
Key and Value represent different representations of the neighborhood of the user and the
item.
The key aspect of the input for the Transformer-Promoter Network is defining the
neighborhood of the user and the item. To get these neighborhoods, we create contextual
neighbors. This is shown in Figure 3.2. In fact, for a given context (u,i), the neighbors of
user u are the users that rated item i, and the neighbors of item i are the items that have
been rated by user u. The intuition is that for each context (u,i), the neighbors of user u
and i should change. This is analogous to word-positional neighborhoods in text, where the
neighbors of each word change depending on the context.
Using this approach, we get different entities affecting the predicted embedding
with each context. Therefore the learned embeddings are contextual where they change
depending on the context provided, which in this case, is a user u and item i.

3.1.2.2

Promoter Layer

The Promoter layer is very similar to the Transformer layer, but using a different
attention mechanism. We will describe the main components for the promoter layer, then
explain the attention mechanism in more detail. Using the Query and Key defined in the
previous section, we first calculate the attention scores. Assuming f is a scoring function
where f : Rd × R|N |×d → R|N | , we compute the attention weights as follows:
αj = sof tmax(f (Q, K))
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(3.1)

where αj is the attention weight designating the contribution of the neighbor j to the final
output. After computing the attention weights, the final embedding is:
output = F eedf orward(

X

αj Vj )

(3.2)

j∈N

with Feedforward in our case being a Relu function followed by a linear transformation with
a residual connection.
F eedf orward(x) = x + W T .Relu(x)

(3.3)

We sum over all elements of the Value matrix while weighting by their attention score.
The resulting embedding is therefore an aggregation of the embeddings of the neighborhood.
This method has the advantage of explicitly forcing the collaborative filtering paradigm
within the training. In fact, in classical Collaborative Filtering methods, we only assume
that the similar entities (users or items) will have similar embeddings, but this is not
explicitly provided in the model architecture. Thus, the Transformer-Promoter Network
has the advantage of using the neighborhoods of both users and items in order to force this
collaborative behavior.

3.1.2.3

Bias-Aware Attention

Classical attention scoring mechanisms revolved around using dot products (or scaled
dot products) to capture the most similar key elements to the given query. This assumes
that the keys are selected from an unbiased setting and can fully represent the query neighborhood. In the case of recommender systems, the collected data is biased and the neighbors
of each item or user might be dominated by redundant elements such as a popular type of
items or a similar groups of users.
For instance, remembering the example in Figure 1.1, in order for the item’s neighborhood to be unbiased given a context (u,i), the item’s neighborhood Ni should contain
an equal number of comedy and action movies to fully represent the user taste. To further
show the inefficiency of previous attention techniques, we assume that the scoring function

31

is a simple dot product as shown in Equation 3.4.
αj = sof tmax(

QT .K
)
d

(3.4)

Now we assume that the query has equal cosine distance to all the elements of the key
as depicted in Figure 1.1. The classic attention approach will provide equal weights to all
Key elements: αj = αi ∀i, j ∈ N . In this case, when we compute the resulting embedding
P
from V , the sum j∈N αj Vj will give higher weights to the action items’ embeddings since
they are redundant in the Key. Hence the resulting embedding will be influenced by this
redundancy; and the comedy movies, even though relevant, will not be fairly accounted for
in the prediction.
Solving this problem would have been easy if we had labels where we can estimate
the redundancy of each item. However, since we are relying only on the embeddings, we
need to adopt an unsupervised approach. Our idea is to represent the neighborhood by
a centroid C that is calculated from all the elements of the Key. In fact, this centroid
will capture the majority class as its embedding will be closer to the redundant elements.
Hence, the more an item is distant from the centroid, the rarer it is in the neighborhood.
Using this intuition, we regularize the score of each element in the key by its distance to
the centroid. Therefore the new attention score becomes

αj = sof tmax(λ

QT .K
+ (1 − λ)||K − C||2 )
d

C=

1 X
Kj
N

(3.5)

(3.6)

j∈N

The coefficient λ controls the regularization within the attention function. λ = 1
corresponds to the classical scaled dot product scoring function.
The calculated attention scores will up-weight the scores for elements that are far
(in terms of L2 norm) from the centroid and therefore not similar to most of the present
elements. This compensates for the redundancy of the majority class and hence promotes
diverse and less common recommendations, while keeping powerful and accurate item and
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Algorithm 3.1 Prediction steps for Promoter Layer for items
Input: Item Id i Item Neighbors ids Ni
Output: Predicted Embeddings Ẑi for item i
Create Query: Q ← Zi
Create Key: K ← ZNi
Create Value: V ← ZNi
Calculate
P Centroid embedding:
C ← N1 j∈Ni Kj
Calculate attention scores
T
αj ← sof tmax(λ Q d.K + (1 − λ)||K − C||)
Get predicted embedding
P
V̂i ← F eedf orward( j∈N αj Vj )
Return V̂i
user representations. The algorithm for the Promoter Layer embedding prediction for the
items is listed in Algorithm 3.1. The same procedure is applied to the users but using the
user embeddings instead of the item embeddings.
The Bias-Aware attention mechanism, when applied to the users, is expected to help
reduce the filter bubble effect and promote novel recommendations. In fact, users differ in
their tendency to rate items. Some users may rate many more items than others. Therefore,
some user neighborhoods will be affected by the users who always rate items and may not
reflect the true similar preferences that these neighbors share. For instance, a user who
might like both horror and romance movies might end up with their neighborhood being
biased toward one genre more than the other. The Bias-Aware attention function helps to
capture this disparity and promotes novel recommendations to increase the user exposure
to more items.

3.1.2.4

Complexity Analysis

The complexity of our network is similar to the Transformer’s layer complexity [30].
In fact we have a quadratic time complexity in terms of number of neighbors and depends
on the latent dimension d O(Ni2 d). The regularization is linear in terms of the number
of neighbors Ni :O(Ni + d). Therefore, in order to optimize the time complexity, we aim
at optimizing the self attention unit. For future work, one can apply several optimization
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techniques to reduce this complexity further using same techniques proposed by [105].

3.2

Evaluation of the Transformer-Promoter Network
In this section, we evaluate the empirical performance of the Transformer-Promoter

model by answering the following research questions:
• RQ1.1: How does the Transformer-Promoter Network affect the diversity and novelty
of the recommendations?
• RQ1.2: How accurate are the recommendation provided by the Transformer-Promoter
Network?
• RQ1.3: How does the Bias-Aware Attention unit affect the bias and accuracy?
In the following, we describe the datasets used in the experiments, the state of the art
models that we used to compare with, and the implementation details.

3.2.1

Datasets
We use three publicly available datasets in order to evaluate the performance of our

model from different domains. Table 3.2 shows the different statistics of the used datasets.
• Movielens-100K1 : A movie rating dataset with ratings from 1 to 5. The data set
has 95% sparsity.
• Movielens-1M2 : A larger version of the Movielens 100K. We use it to evaluate the
scalability of the model on larger datasets.
• Epinion3 : The dataset contains ratings from 1 to 5 given by users to different items
in a shopping platform. It has a very high sparsity: 99.99 %. We use it to evaluate
the performance of our algorithm on a different recommendation domain.
1

https://grouplens.org/datasets/movielens/100k/
https://grouplens.org/datasets/movielens/1m/
3
https://snap.stanford.edu/data/soc-Epinions1.html
2
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In order to get meaningful neighborhoods for our model, from each dataset we sample
users and items that have at least 20 interactions. This allows us to reduce the sparsity and
get better embeddings.

3.2.2

Baselines
We compare to three Collaborative Filtering algorithms: Matrix Factorization (MF)

[8], Neural Matrix Factorization (Neumf) [9], and ItemPop [106], summarized below.
– Matrix factorization: Matrix factorization is a popular CF technique that learns an
embedding of users and items by decomposing the rating matrix into two embedding
vectors. It uses the dot product to map the embedding to predicted ratings.
– NeuMF: Neumf combines Matrix Factorization decomposition techniques with MLP
layers in order to learn higher-level representations for users and items. Neumf is one
of the first CF neural networks based models.
– ItemPop: ItemPop is a non-personalized recommendation method that recommends
to the user the most popular item. We use it as a benchmark for performance.
Each model was tuned separately to get the best parameters for a better accuracy.

3.2.3

Implementation Details

3.2.3.1

Neighborhood size |N |

|N | is the number of neighbors that item i or user u can have. The number of
neighbors can be either very large for very popular items and very active users, or very
small for nonpopular items and users that tend to not rate many items. This inequality
poses a constraint for deep learning models as it creates unequal batch sizes. In fact, in
order for our model to be scalable and to be used on GPUs, all the items and users must
have an equal number of neighbors. For this reason, we use a padding index in the learned
embedding and we use this index to augment the tensors to a length equal to Nmax which
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designates the maximum number of neighbors that a user or item can have. Furthermore,
since recommender systems can face a large number of users and items, we set a condition
on |N | which designates the number of neighbors (for users or items), to be bounded by
Nmax . This is achieved by randomly sampling Nmax neighbors if the neighborhood size
exceeds Nmax . This allows systems with a very large number of users and items to have a
reasonable and controllable size of tensors. In addition, sampling increases the diversity of
the neighborhood in large systems where the number of neighbors is usually high. In our
experiments, we set Nmax = 512. This can be changed according to the size of the problem.

3.2.3.2

Splitting and Tuning

We adopted an 80-10-10 random splitting scheme. We train on 80% of the total
training data, we use 10% for validation in order to tune the hyperparameters and final
10% for testing.
Hyperparameter tuning for all baselines was done using Optuna employing Treestructured Parzen Estimator [107] as a sampler. We tune on the Movielens 100K and
we keep the same hyperparameters for the other datasets. The reason for this is to avoid
overfitting the validation data and test the model on new ratings. The used hyperparamters
are represented in Table 3.3

3.2.4

Evaluation
We evaluate the performance of our proposed Transformer-Promoter model against

two main criteria: Bias and Accuracy.

3.2.4.1

Bias evaluation metrics

Bias in recommender systems can be related to different aspects [70] such as statistical bias, feedback loop, exposure bias, etc. In this work, we evaluate three main aspects
of the bias in recommender systems: Diversity, novelty, and popularity. We mainly want
to have diverse recommendation lists that have new items (different from the previously
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seen ones) and with low popularity for more exposure. To test the popularity bias, we use
the Average Popularity of the recommended list and Gini index on the distribution of the
number of ratings for each recommended item.
Avg P op =

1 X
P opi
|Rec|

(3.7)

i∈Rec

P
Gini(xi ) =

i (2i

n

− n − 1)xi
P
i xi

(3.8)

Furthermore, we test the diversity of the recommendation lists using Intra List Diversity (ILD) [108].

ILD =

2
|Rec|(|Rec| − 1)

X

1 − cosine similarity(i, j)

(3.9)

i,j∈Rec,i6=j

Finally, we test the novelty of the recommendations using the Novelty metric [109]
N ovelty =

min

i,j∈Rec,i6=j

1 − cosine similarity(i, j)

(3.10)

To assess the similarity between two items, we use the cosine similarity between their
rating vectors.

3.2.4.2

Accuracy evaluation metrics

Accurate recommendations are crucial for retaining the user interest. We evaluate
two accuracy criteria: Accuracy of rating prediction and accuracy of ranking. For the
rating prediction, we use Root Mean Squared Error (RMSE). To assess the quality of the
recommendation list, we use Precision@5, Recall@5, and NDCG@5. We choose to use only
the top 5 in the case of testing the accuracy to test the accuracy of the highly ranked items.
To prevent the user’s personal bias from affecting the ranking metrics (two users giving a 4
rating to an item might mean different preferences because of their biases), we only consider
an item to be relevant if it has a rating of 5.
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3.2.4.3

Evaluation protocol

To evaluate the diversity performance of the models, we predict the rating of the
user to all the items that do not have ratings and then we calculate the bias metrics on the
top 10 recommended list (based on the predicted score). We do not need ground truth for
the diversity bias because the metrics evaluate the diversity of the list regardless of the true
relevance. However, to evaluate the accuracy, we need the ground truth: true ratings in the
case of RMSE and true ranking in the case of ranking metrics. For this task, we only predict
the ratings for the items in the test set (items that have ratings). In this scenario, we test
the following hypothesis: If Rui > Ruj then R̂ui > R̂uj . All experiments were repeated 5
times to account for randomness. The average of these runs and standard deviation are
reported.

3.2.5

Experimental Results

3.2.5.1

RQ1.1: How does the Transformer-Promoter Network affect the diversity and novelty of the recommendations?

Table 3.4 shows the diversity, novelty, and popularity on the three datasets. We observe that the Transformer-Promoter Network significantly outperforms the other models
in terms of Diversity (ILD) and Novelty across all datasets. It scores 0.7 on the Movielens
100K, 0.76 on the Movielens 1M, and 0.97 on the Epinion dataset. A high ILD metric indicates that the Transformer-Promoter Network is providing diverse recommendation
lists based on the pairwise distances between these items. Furthermore, the TransformerPromoter Network significantly outperforms other models in terms of Novelty for the Movielens data and has comparable result to NeuMF+MAB on the epinion dataset. This shows
that the model is able to recommend new items to the user. Matrix Factorization and
NeuMF have comparable results in terms of bias and Novelty, while Item-Pop has very
biased recommendations, as expected, since the recommendation strategy used is biased
toward popular items.
We also notice that Transformer-Promoter Net is able to provide less popular items
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based on the Average Popularity score. This shows that the model achieves better coverage
by increasing the exposure of unpopular items. Although MF and NeuMF achieve better
coverage than Item-Pop, they remain biased towards popular items. We observe that our
model has a high Gini Index relative to the other models, this shows that the disparity
between the popularity in the recommendation list is higher. This is due mainly to the fact
that MF, NeuMF, and Item-Pop recommend more popular items, and hence, the difference
in terms of popularity between the recommended items is low.

3.2.5.2

RQ1.2: How accurate are the recommendations provided by the TransformerPromoter Network?

Table 3.5 shows the results in terms of rating prediction accuracy and ranking accuracy. In terms of rating prediction, Transformer-Promoter Net has a comparable RMSE to
MF and NeuMF for the Movielens 100K and Epinion datasets. However, in the case of the
Movielens 1M, Transformer-Promoter Net significantly outperforms other baselines by having 0.90 RMSE. This indicates that the Transformer-Promoter Network scales better with
more data. Rating prediction is important to evaluate how a user will like a given item, however, ranking is also crucial for more relevant information filtering. Our results show that
in terms of precision and recall, the model performs similar to MF and NeuMF, with no significant difference in the results. Furthermore, the NDCG metric shows on par performance
of our model with state of the art baselines. This proves that the Transformer-Promoter
Network is pushing more relevant recommendations to the top of the recommended list,
even while diversifying the lists.

3.2.5.3

Bias and Accuracy Trade-off

With more exploration, the accuracy of the recommendation model decreases [110].
This is especially true for post-processing methods that introduce noise to the predictions to
increase the exploration [111]. In contrast, our results show that the Transformer-Promoter
does not compromise its accuracy in order to increase the diversity of the recommendations.
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The main reason for this is incorporating the debiasing within the training process. In
fact, the key idea in our methodology is learning diversified embeddings, meaning that the
embedding of the items and users that we are learning are regularized in a way to promote
diversity, while also capturing a good representation of the user-item interactions.

3.2.6

Learning Diverse Embeddings

(a) Projection of the top 10 items in a two dimensional space using
TSNE.

(b) Convex hull for the projection of the top 10 recommended
items.

Figure 3.3. Projection of the top 10 items for a given user in Movielens-100k in a
2D space. Each point in Figure 3(a) represents the projection of the embedding
of one item recommended to the user. Figure 3(b) shows that the recommended
list for MF is more compact and hence it has less coverage. On the other hand,
we observe a larger hull for the Transformer-Promoter Network showing a more
diverse embedding
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To further understand the key contribution of including the diversity constraint
within the learning of the embedding, Figure 3(a) shows the projection of a recommendation list for a given user in the Movielens-100K dataset for both Transformer-Promoter
Network and Matrix Factorization. The projection was performed using the t-distributed
stochastic neighbor embedding method (t-SNE) [112]. The idea is to notice how far away
the embeddings are from each other and how compact the item embeddings are in the
recommendation list. To further understand this, we plot the convex hull for each recommendation list for both Transformer-Promoter and MF in Figure 3(b). The figure shows
that the recommendation list provided by MF is more compact and the items are more
similar to each other. In contrast, the Transformer-Promoter Network results in a bigger
convex hull which shows a higher coverage and more diversity in the embeddings of the recommended items. The intuition for this result is the use of the distance to the centroid of
the Key K as a regularization parameter. In fact, using this distance pushes the embedding
to be far from the center of its neighborhood.
We emphasize that the goal of our model is to learn a diverse embedding rather
than simply providing diverse recommendations, as will be shown in our experimental results. The key distinction is that by learning a diverse embedding, we also maintain an
accurate representation of the user-item interactions and therefore do not compromise accurate recommendations.

3.2.7

Ablation Study

3.2.7.1

RQ1.3: How does the Bias-Aware Attention unit affect the bias and
accuracy?

In order to assess the effectiveness of our new Attention mechanism, we compare
the performance of our Bias-Aware Attention unit to the scaled dot-product attention.
The idea is to evaluate the contribution of our attention mechanism to learning diverse
recommendations. Table 3.7 compares the results of our Attention mechanism with the
Scaled Dot Product mechanism, adopted in many attention-based models. Both models
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(a) Effect of λ on the RMSE

(b) Effect of λ on the NDCG.

(c) Effect of λ on the ILD.

(d) Effect of λ on the Novelty.

Figure 3.4. Effect of the controlling parameter λ on the different evaluation
metrics. We observe that λ has no significant effect on the accuracy of the
recommendations although it does increase the diversity and novelty of the
recommendations
achieve comparable accuracy results. This observation shows that our modified attention
mechanism is not sacrificing the accuracy of the model. Table 3.7 also shows the effect
of the Bias Aware Attention mechanism on the diversity bias. The results show that it
improves the diversity of the recommendations as it provides a significant improvement in
the ILD metric. Furthermore, we see a significant improvement in the Novelty metric which
shows that the new Attention mechanism promotes new items. Finally, we see that the
Bias-Aware Attention unit promotes more underexposed items, as it has more unpopular
items in its recommendations.
Finally, we plot the RMSE, NDCG, ILD, and Novelty against different values of λ
which controls the attention weights regularization, as shown in Figure 3.4. We observe
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that λ does indeed increase the diversity and novelty of the recommendations. In fact, with
λ = 1, meaning that we are using the plain scaled dot product attention, we observe that
the ILD and Novelty have decreased compared to λ = 0 which refers to using the L2 norm
as the attention scoring and we ignore the key-query similarity. What is surprising about
these results is the fact that the accuracy was not affected by varying λ. The reason for
this behaviour is the way we are constructing the neighbors i.e. the Key K. In fact, by
selecting the neighbors for the items and the users, we are already including a bias toward
the interacted item, and the learned embedding will be close to the embedding of the key
that was used in this case. Hence, even without using the Query projection in the network,
the accuracy was not affected.

3.3

Summary
In this chapter, we proposed a new recommendation model that we called the Pro-

moter Network, a transformer-based deep learning architecture using a novel attention
framework in order to improve the diversity of the recommendations, and thus alleviate
the problem of bias. The Transformer-Promoter network uses a new self-attention framework that regularizes the attention weights in order to focus more on the under-represented
items and therefore improves the generalization of the learned embeddings.
We then evaluated the performance of the proposed Transformer-Promoter network
in terms of the accuracy and diversity of the recommendations by using several real-world
datasets. We notice that Transformer-Promoter network learns a diverse set of embeddings
for both users and items while keeping accurate results.
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TABLE 3.2
Statistics of the used datasets
Dataset
Movielens-100k
Movielens-1M
Epinion

#Users
943
6040
49 289

#Items
1682
3883
139 738

#Interactions
100 000
1M
664 824

Sparsity
93.6%
95.7%
99.99%

TABLE 3.3
Hyperparameters used for training the Transformer-Promoter Network
Learning rate
0.046

Latent dimension
16

Feedforward Dim
64
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λ
0.9

optimizer
Adagrad
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Dataset
Metric
MF
NeuMF
Item Pop
MF + MAB
NeuMF + MAB
Promoter

ILD
0.6 ± 0.015
0.67 ± 0.03
0.51
0.6 ± 0.02
0.654 ± 0.011
0.7 ± 0.01

Movielens-100K
Novelty
Avg Pop
0.35 ± 0.012 0.26 ± 0.01
0.42 ± 0.018 0.17 ± 0.02
0.25
0.44
0.4 ± 0.02
0.17 ± 0.02
0.43 ± 0.001 0.185 ± 0.02
0.44 ± 0.02 0.18 ± 0.01
Gini
0.19 ± 0.007
0.27 ± 0.03
0.03
0.264 ± 0.007
0.24 ± 0.01
0.26 ± 0.02

ILD
0.51 ± 0.002
0.66 ± 0.018
0.47
0.52 ± 0.004
0.655 ± 0.01
0.766 ± 0.01

Movielens-1M
Novelty
Avg Pop
0.344 ± 0.004 0.35 0.002
0.44 ± 0.02
0.198 ± 0.012
0.26
0.39
0.378 ± 0.003 0.35 ± 0.005
0.48 ± 0.01
0.19 ± 0.025
0.53 ± 0.018 0.11 ± 0.017

Gini
0.08 ± 0.0002
0.21 ± 0.022
0.03
0.07 ± 0.002
0.24 ± 0.01
0.36 ± 0.03

ILD
0.92 ± 0.006
0.96 ± 0.013
0.82
0.93 ± 0.003
0.96 ± 0.02
0.97 ± 0.005

Epinion
Novelty
Avg Pop
0.83 ± 0.008 0.04 ± 0.001
0.85 ± 0.04
0.011 ± 0.0039
0.74
0.13
0.86 ± 0.01
0.05 ± 0.001
0.9 ± 0.05
0.01 ± 0.001
0.894 ± 0.01 0.010 ±0.001

Gini
0.13 ± 0.01
0.32 ± 0.034
0.11
0.11 ± 0.01
0.34 ± 0.05
0.34 ± 0.026

TABLE 3.4. Performance of diversity, novelty, and popularity bias in the recommendations with three different datasets. Significant
results are in bold (p − value < 0.05) and comparable results are underlined. We observe that the Transformer-Promoter Net significantly
outperforms all the other models.
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Dataset
Metric
MF
NeuMF
Item Pop
Promoter

P@5
0.33 ± 0.01
0.32 ± 0.0085
0.28
0.327 ± 0.008

Movielens-100K
Recall@5
NDCG@5
.6 ± 0.01
.8 ± 0.003
.591 ± 0.012 .81 ± 0.002
0.51
0.8
.6 ± 0.02
.813 ± 0.006
RMSE
0.924 ± 0.007
0.932 ± 0.012
NA
0.94 ± 0.009

P@5
0.39 ± 0.0023
00.41 ± 0.003
0.34
0.41 ± 0.004

Movielens-1M
Recall@5
NDCG@5
0.43 ± 0.001 0.77 ± 0.0008
0.45 ± 0.002 0.75 ±0.001
0.39
0.75
0.45 ± 0.003 0.75 ± 0.003

RMSE
1.15 ± 0.006
0.93 ± 0.005
NA
0.90 ± 0.002

P@5
0.31 ± 0.002
0.32 ± 0.003
0.26
0.32 ± 0.001

Epinion
Recall@5
NDCG@5
0.87 ± 0.0027 0.97 ± 0.0007
0.88 ± 0.003
0.97 ± 0.005
0.79
0.96
0.88 ± 0.006
0.977 ± 0.0004

RMSE
1.175 ± 0.005
1.068 ± 0.005
NA
1.062 ± 0.012

TABLE 3.5. Performance of predicting accurate recommendations with three different datasets. Significant results are in bold (p-value
¡0.05), comparable results are underlined. We observe that the Transformer-Promoter Net has comparable results to the state of the art
while having better rating prediction accuracy in the case of Movielens-1m

TABLE 3.6
Comparison between Scaled Dot Product Attention and Bias-Aware Attention in terms of
accuracy
Model
Promoter +Bias-Aware Attention
Promoter + Scaled Dot Product Attention

NDCG@5
0.8 ± 0.006
0.81 ± 0.003

P@5
0.32 ± 0.008
0.336 ± 0.003

R@5
0.6 ± 0.02
0.601 ± 0.02

TABLE 3.7
Comparison between Scaled Dot Product Attention and Bias-Aware Attention in terms of
diversity and bias
Model
Promoter +Bias-Aware Attention
Promoter + Scaled Dot Product Attention
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ILD
0.7 ± 0.01
0.65 ± 0.02

Novelty
0.44 ± 0.02
0.41 ± 0.003

Avg Pop
0.18 ± 0.01
0.21 ± 0.002

CHAPTER 4
THEORETICAL MODELING OF USER DISCOVERY IN A FEEDBACK LOOP
ENVIRONMENT
In this Chapter, we present a theoretical study of the user discovery in a feedback
loop setting. The purpose is to motivate the feedback loop problem by studying its effect
on the exposure of the user.
In Section 4.1, we start by presenting a new theoretical model of the recommmender
system feedback loop, where we are interested in modeling the evolution of user discovery
through the consecutive iterations of a recommender system. Then in Section 4.2, we
empirically validate the new theoretical findings that we have developed in Chapter 3.
We first perform hypothesis testing to confirm the validity of our assumptions in Section
4.2.1. Then we test the correctness of our derived lower bound on the user discovery in
Section 4.2.2.2. Finally, in Section 4.2.3, we relax the assumptions that we have made in
our theoretical proofs, in order to evaluate the validity of our results beyond the theoretical
constraints.

4.1

Theoretical Modeling of the feedback loop in a Collaborative Filtering
System

4.1.1

Notation
We start by defining the notation we will use throughout the paper that we also

summarize in Table 4.1. A recommender system in a collaborative filtering setting can be
fully defined by the quadruple (I, U, ft , t) where:
• I represents the set of all available items.
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TABLE
Symbol
I
U
ft
t
g
hp
G
Bt
Rect
∆St
Rel
∆Bt
St
|.|

1u
Pf
O
M

4.1. Summary of the notation used for the theoretical feedback loop modeling
Meaning
Set of all items
Set of Users
Recommender selection function
iteration
a group of items (g ∈ G)
Ranking function related to measure Pf
Set of item groups
Blind spot of the user up to iteration t
recommended groups of items at iteration t
User discovery
Set of relevant groups of items
Evolution of the blind spot
Seen item groups up to iteration t
Cardinality
Indicator function of condition u
Probability that an item from a given group will be recommended
Ordering score provided by P
Mapping function that maps items to groups

• U is the set of users.

1

• ft : G → I is the selection function of the recommender system which selects a fixed
number of items to recommend to a given user at iteration t.
• t is the iteration number in the recommendation process as we are interested in the
sequential dependency of the system.
In this work, we are interested in studying the user discovery behaviour and therefore
we study the interaction of ”groups” of items, as was done by [12], rather than ”single”
elements. A group represents a neighborhood of similar items based on some criteria such
as genre, type, or nature of items. We therefore define G as the set of item groups. This
will be useful later to define the user discovery capacity and the blind spot. In fact, items
that are from the same group of items (share the same type, genre or characteristics, etc)
as items that have been seen before may not be considered to be significantly new and may
be considered to not contribute to increase human discovery, as much as items from totally
1
Users in this work can refer to groups or neighborhoods of users (users that share the same characteristics
based on a given distance measure).
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unseen groups. We also define M : I → G, a mapping function that maps the items to a
set of item groups.
We further define Rect as the set of item groups that are recommended to a user at
iteration t and Rel as the set of item groups that are relevant to a given user.
We also define the set St which represents the set of item groups that have been
seen up to iteration t. As this set influences the discovery capacity of the user, we are
interested in its evolution throughout the iterations. We illustrate the process of the iterative
recommendation setting studied in Figure 5.2.

Figure 4.1. Illustrative example for an iterative recommendation process. Step 1 represents
the event of the user seeing some item groups St−1 ; then in Step 2, the user provides ratings
to the seen items. In Step 3, the ratings are used by the recommender system function ft−1
in order to provide recommendations represented by Rect−1 . These recommendations are
finally added in Step 4 to the previously seen item sets to form St . The process continues
for several iterations using the same steps.

Finally, we define Bt = Stc ∩ Rel as the blind spot of the user at iteration t. The
blind spot in a recommender system defines the item groups that have not been seen by
the user, although they are relevant.
In practice, we want to increase the user’s discovery ability (by increasing the size
of St ), but without recommending irrelevant groups. This goal translates to decreasing the
size of the blind spot Bt .
We are interested in studying the evolution of St and Bt throughout increasing
iterations. For this reason, we define:
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• ∆St = |St | − |St−1 |: The increase in the number of new groups of items between
consecutive iterations.
• ∆Bt = |Bt−1 | − |Bt |: The decrease in the number of unseen and relevant groups of
items between consecutive iterations.
•

P

t ∆St

is the user’s discovery capacity and ∆n S =

1
n

Pn

t=0 ∆St

is the human average

discovery.
In the next sections, we study the asymptotic behavior of ∆n S and ∆n B and show
that under certain assumptions, ∆n S decreases exponentially with the iterations.
4.1.2

Assumptions
We make three assumptions about the nature of the iterative recommendation pro-

cess, that will allow us to study the interaction between the user and the recommender
system, while being isolated from any extraneous factors. The assumptions will be later
tested empirically and further challenged by relaxing the ranking requirement by adding
random exploration.
Assumption 4.1.1 (Vacuum Assumption). Let (I, U, ft , t) be a recommender system, St
is the set of seen item groups and Rect is the set of newly recommended item groups at
iteration t. We assume that:
St+1 = St ∪ Rect

(4.1)

This assumption is necessary to allow us to study the impact of the recommender
system in isolation of any other external factors. Although it would be interesting to
study the impact of extraneous factors that could lead to the user seeing an item without
interacting with the seen items, we believe that this would be premature at this stage.
These additional factors could include display bias and user discovery occurring outside the
recommender system itself.
Assumption

4.1.2 (Perfect Feedback Assumption). Let (I, U, ft , t) be a recommender

system and let M be the item-to-group mapping function, St−1 be the set of seen groups of
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items, and Rect be the set of newly recommended groups of items at iteration t. We assume
that:
Rect = M ◦ ft (St−1 )

(4.2)

This assumption simply states that the recommender system provides the next set of
recommendations using the information provided by St . This is the case for a collaborative
filtering recommender system that relies on feedback in the form of ratings from the user
on the seen item groups. This assumption also eliminates the possibility of the user seeing
an item without rating it.
Assumption 4.1.3 (Ranking Assumption). Let gi , gj ∈ G be two groups of items and let
d : G×G →

R be a distance measure between two sets in G. If d(gi , St−1 ) ≤ d(gj , St−1 ),

then we have Pf (gj ∈ Rel) ≤ Pf (gi ∈ Rel)
What this assumption states is that a group of items has a higher probability to
be recommended if it has been seen before. In other words, the recommender system
maximizes item relevance by ranking the items closest to those that have already been seen,
and relevant groups of items, higher than other items.
This is probably the strongest assumption we make but it has strong practical justifications. The assumption suggests that the recommendation strategy is purely exploitationbased and excludes strategies based on exploration such as Multi-Armed-Bandits methods.
Most collaborative filtering recommender systems such as Matrix Factorization and Nearest
Neighbors Methods, which are some of the most popular methods, satisfy this assumption,
as they are trying to minimize a distance, embedded in the objective function, between the
unseen items and the seen items. In Section 4.2.1 we will present an empirical validation
of this assumption. Then in Section 4.2.3 we will challenge this assumption by adding an
exploration component.

4.1.3

Asymptotic behavior of human discovery
It should not come as a surprise that a recommender system will eventually limit

the variety of new items provided to the user. Our aim however is to provide a theoretical
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framework to estimate the speed of convergence of this discovery limitation and hopefully
lay the theoretical ground for designing future machine learning techniques that strive to
optimize the discovery capacity in addition to other measures of performance.
Our main results in this section will be Lemma 4.1.5 and Theorem 4.1.6. Lemma
4.1.5 defines the mathematical nature of the Seen item space and hence provides tools to
explore and control the recommendation strategies defined in that space. Theorem 4.1.6
provides a convergence argument along with a theoretical bound that gives insight about
the convergence speed of the user discovery capacity. We start by laying the groundwork
in the following Lemma.
Lemma 4.1.4. Let f be the generic selection function of a recommender system, Stc be the
complement of St , and gj ∈ G be a group of items. if f satisfies Assumption 4.1.3 and
|St | > |Rect | then
E(|{gj ∈ Stc ∩ Rect }|) = 0

(4.3)

Proof. We first calculate the expected value of the number of recommended item groups.
Since we have a fixed set of recommendations, we have:
E(|{gj ∈ G ∩ Rect }|) = |Rec|,
where |Rec| = |Rect | ∀t. Then
E(|{gj ∈ (St ∪ Stc ) ∩ Rect }|) = |Rec|
E(|{gj ∈ (St ∩ Rect ) ∪ (Stc ∩ Rect )}|) = |Rec|
By the linearity of expectation, we have:
E(|{gj ∈ (St ∩ Rect )}|) + E(|{gj ∈ Stc ∩ Rect )}|) = |Rec|
Next, we will find an expression for P (gj ∈ Rect ).
Let us denote the random variable O = Pf (gj ∈ Rel) that represents the score (for
example predicted normalized rating) of each item group as provided by f , then we can
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define a ranking function hP : G → {0, 1..|G|} that maps gj to its rank among all groups of
items.
Considering the ordered statistics {O(1) , O(2) , ...., O(|G|) }, we get hP (gj ) = q, where
O(q) = P (gj ∈ Rel).
Hence, P (gj ∈ Rect ) = 1 if h(gj ) ≤ |Rect | and P (gj ∈ Rect ) = 0 otherwise; meaning
that an item group is in the recommendation list if its rank is less than |Rect |. This is based
on a purely exploitation strategy that only considers the rank of the relevance estimate of
the item.
Therefore, we can affirm that P (gj ∈ Rect ) = 1(h(gj )≤|Rect |) . Thus

E(|{gj ∈ St ∩ Rect )}|) =

|St |
X

P (gj ∈ Rect |gj ∈ St )

j=0
c

E(|{gj ∈

Stc

∩ Rect )}|) =

|St |
X

P (gi ∈ Rect |gi ∈ Stc )

i=0

|Rect | =

|St |
X

c

1(h(gj |gj ∈S)≤|Rect |) +

j=0

|St |
X

1(h(gi |gi ∈Stc )≤|Rect |)

i=0

and according to Assumption 4.1.3, we have
h(gj |gj ∈ St ) ≤ h(gj |gj ∈ Stc ).
Thus, we have

max(h(gj |gj ∈ St )) ≤ min(h(gj |gj ∈ Stc )) ∀gj ∈ G
Assuming that |Rect | ≤ |St |, we get max(h(gj |gj ∈ St )) > |Rect |, then 1(h(gi |gi ∈Stc )≤|Rect |) =
0 ∀gi ∈ S c .
Finally, we conclude that
|St |
X

1(h(gj |gj ∈S)≤|Rect |) = |Rect |.

j=0
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This means that
E(|{gj ∈ (St ∩ Rect )}|) = |Rect |,
and finally
E(|{gj ∈ Stc ∩ Rect )}|) = 0.

What this lemma is suggesting is that a ranking algorithm satisfying Assumption
4.1.3 will find an element to recommend from a group that has been seen in order to
increase the relevance of the recommendations. We stress again that we are dealing with
groups of items. This means that the user may see a new item but this item will be from an
already seen group. Also note the important role of the recommendation list length, as a
long recommendation list may allow for further discovery; but in practice, recommendation
lists have a limited length.
This lemma lays the groundwork for the next result, as it allows us to quantify the
nature of the Seen Groups Space.
Lemma 4.1.5. By defining the measurable space (Ω, G), where Ω is the sample space of
item groups, and if E(|{gj ∈ Stc ∩ Rect }|) = 0 ; then St is a filtration on Ω and the random
process |St | is a martingale defined in the filtered probability space (Ω, S, P), where P is a
probability measure in (Ω, G).
Proof. the proof that St is a filtration is straightforward from the definition since ∀k < l,
we have Sk ⊂ Sl .
To prove that |St | is a martingale, we need to first see that E(|St |) < ∞ because the
number of seen item groups is finite. Then we need to prove that E(|St+1 ||St , St−1 , · · · , S0 ) =
E(|St |). First we calculate E(|St+1 |):
E(|St+1 |) = E(|St ∪ Rect |).

(4.4)

E(|St+1 |) = E(|St |) + |Rect | − E(|St ∩ Rect |).

(4.5)
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According to Assumption 4.1.3 ,
E(|{gj ∈ Stc ∩ Rect }|) = 0.

(4.6)

E(|St ∩ Rect |) = |Rect |.

(4.7)

E(|St+1 |) = E(|St |).

(4.8)

Therefore

Hence

By the law of total expectation, we can conclude that
E(|St+1 ||St , St−1 ...S0 ) = E(|St |).

(4.9)

Hence the process |St | is a martingale defined in the filtered probability space (Ω, S, P).
Theorem 4.1.6. Let ∆St = |St+1 | − |St | be the martingale difference defined on the filtered
P
space (Ω, S, P). We define the average user discovery ∆n S = n1 nt=0 ∆St . Then, with
probability 1 − δ, we have:
n

ln( 1δ )|Rec|2
1X
∆St ≤
.
n
2n

(4.10)

t=0

Proof. Since |St | is a martingale, it is given that ∆St is a martingale difference. Furthermore,
we can verify that ∆St is bounded. In fact, ∆St ≥ 0 because the increase is always positive
as iterations advance, and also ∆St ≤ |Rect | since the maximum number of new item groups
that are going to be added to |St | is the number of recommended item groups. Therefore,
using the Azuma-Hoeffding inequality we obtain that ∀µ > 0
n

P(

1X
2n2 µ
∆St > µ) ≤ exp(− Pn
),
2
n
t=0 |Rect |

(4.11)

t=0

and as the number of groups in the recommended list is constant,
n

P(

1X
2nµ
∆St > µ) ≤ exp(−
),
n
|Rec|2

(4.12)

t=0

If we consider δ = P ( n1

Pn

t=0 ∆St

> µ), then solving for µ will give the desired result.
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Lemma 4.1.5 and Theorem 4.1.6 show that the average discovery of the user is
decreasing with the number of recommendation iterations n. It also relates this decrease
to the length of the recommendation list. This is expected because longer recommendation
lists increase the chance to see new groups of items.
We conclude our theoretical analysis with two corollaries that provide convergence
results for the average user discovery and for the blind spot.
Corollary 4.1.6.1. The average user discovery ∆n S converges to 0 almost surely with
increasing iterations.
Proof. The proof is straightforward from the result of Theorem 4.1.6. In fact, using the
P
Azuma-Hoeffding bound, we can show that when n → ∞, P ( n1 nt=0 ∆St > µ) = 0, and
P
hence P ( n1 nt=0 ∆St = 0) = 1, which concludes the result.
Corollary 4.1.6.1 further proves that the generic recommender system is rapidly
forming a filter bubble by keeping a blind spot of item groups that is out of reach of the user
discovery. We try to formulate this relationship with Corollary 4.1.6.2.
4.1.6.2. Let |∆Bt | = ||Bt+1 | − |Bt || be the evolution of the blind spot for
P
a given user. We define the average decrease of the blind spot as ∆n B = n1 nt=0 ∆Bt .
Corollary

Given a recommender system with a decreasing error function e(t) (i.e the accuracy of the
recommender system increases after each feedback loop iteration), where e(t) = |St ∩ Relc |,
then:
If ∆n S converges to 0 almost surely when n tends to infinity, then ∆n B converges
to 0 almost surely.
Proof. We have:
c
∆Bt = St+1
∩ Rel − |Stc ∩ Rel| .

(4.13)

c
c
c
St+1
∩ Rel = |St+1
| + |Rel| − |St+1
∪ Rel|

(4.14)

c
|St+1
| = |G| − |St+1 |,

(4.15)

Since

and
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we obtain
c
c
∪ Rel|.
St+1
∩ Rel = |G| − |St+1 | + |Rel| − |St+1

(4.16)

By inserting (4.16) in (4.13) for t and t + 1, we obtain
c
∪ Rel + |Stc ∪ Rel| .
∆Bt = −∆St − St+1

(4.17)

c
∪ Rel = |G| − |St+1 ∩ Relc |, we obtain
Hence and considering that St+1

∆Bt = |−∆St + |St+1 ∩ Relc | − |St ∩ Relc ||

(4.18)

∆Bt = |−∆St + e(t + 1) − e(t)| .

(4.19)

Therefore using the triangle inequality, we deduce that
n

n

1X
1X
∆Bt 6 ∆n S +
|e(t + 1) − e(t)| .
n
n
t=0

(4.20)

t=0

Hence
n

1X
1
∆Bt 6 ∆n S + (e(0) − e(n)).
n
n

(4.21)

t=0

Since the error is a decreasing function of n, ∆n B is positive, and ∆n S converges to 0
almost surely when n tends to infinity, ∆n B converges to 0 almost surely when n tends to
infinity.
Our theoretical results prove that a collaborative filtering recommender system that
aims at increasing its accuracy by recommending relevant items, is prone to forming a blind
spot around a certain group of items (depending on the initial state of the system). This
result also shows that the existence of the blind spot is dependent on the strategy of the
recommender system. In particular, any strategy aiming at only improving the relevance
of the recommended items will fail at exploring new items.

4.1.4

Effect of personalization on the human discovery
We discuss the effect of personalization on the human discovery by further studying

the effect of Assumption 4.1.3. In fact, Assumption 4.1.3 states that an exploitation focused
algorithm will degrade the human discovery and affects their blind spot. Now let us assume
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that the recommendation algorithm is a pure random recommendation strategy. Assuming
that each group has the same number of items, therefore we would get:

Pf (gj ∈ Rec) =

1
∀gj ∈ G
G

(4.22)

The problem can be formulated as follows: Given the space of all subsets of Bt called
LB . Assuming we are picking an element Z at random from LB that has a cardinality of
at most |Rec|. We can notice that |Z| = ∆Bt . In fact, Z represents the elements of the
blind spot that are going to be added to the recommendation list and hence the seen items.
Therefore |Z| represents the reduction of the blind spot at the iteration t. We can conclude
that Z = ∆Bt .
Proposition 4.1.7. Given that the recommendation algorithm f is a random strategy. We
consider bt = |Bt | and k = |Rec| Then
Pk
E(|∆Bt |) =

b
i=0 i i

Pk
b
j=0 j


(4.23)

Proof. The result of the proposition is straightforward from the formula of the expectation
of a discrete random variable. In fact, given that x is a discrete random variable, we have
P
E(x) = i xi p(xi ). In our case, x = ∆Bt and xi = i where 0 ≤ i ≤ k
Therefore:
E(|∆Bt |) =

k
X

ip(|∆Bt | = i)

i

To evaluate p(|∆Bt | = i) we need to notice that there are a total of
cardinality i. Therefore:
p(|∆Bt | = i) = Pk

b
i



b
j=0 j

Finally we get our result:
Pk
E(|∆Bt |) =
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b
i=0 i i

Pk
b
j=0 j





i
b



subset that have a

We can notice that if b == k then E(|∆Bt |) = 2b . Therefore if the recommendation
list is big enough to cover all blind sport groups, the blind spot is expected to be halved at
the next iteration.

4.2

Validation of the Proposed Theoretical Model for Recommender System
Feedback Loops

4.2.1

Ranking Assumption Validation
We start by empirically evaluating the validity of the Ranking Assumption 4.1.3

by testing the following null hypothesis, where we use the same notation as in Assumption
4.1.3:
Null Hypothesis (H0 ): If two item groups have different distances to the seen
group set St (one group is already seen and the other group is not seen), then their ranking
probability Pf is not significantly different.
In order to test this hypothesis, we sample a number of users that have not rated
certain groups of items and evaluate the ranking behavior of the algorithm toward these
groups compared to the seen groups by comparing the averages of the predicted ratings
between the two groups. Finally, we test the hypothesis by performing a t-test to see if
there is a significant difference.
In our experiments, we used the Movielens 1M Dataset 1 , which has 6040 users, 3952
items, and one million ratings in total. One reasonable way to group items is based on the
genres provided with the dataset. There is a total of 18 genres, with several items having
more than one genre; thus we verify that the user has already seen any of the item’s genres.
The reason behind this grouping choice is to prevent the recommendation algorithm from
explicitly using the item groups in the training. To clarify this further, if we grouped the
items by their latent representation, as learned by Matrix Factorization [8] for instance, our
test would be biased due to the fact that this segmentation is used in the prediction step.
For Matrix Factorization, a five-fold cross validation hyperparameter tuning resulted in the
1

https://grouplens.org/datasets/movielens/1m/
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TABLE 4.2
Comparison between the mean of the predicted ratings for items from the seen groups (same
genre) and items from unseen groups.
Item’s group
Seen Group
Unseen Group

Mean of predicted rating
3.13
3

Variance
1.5 ×10−5
7 ×10−4

P-value
2.32 ×10−10

following hyperparamters: {Learning rate: 0.001, Latent dimension: 10, L2 regularization
coefficient: 0.01, and number of epochs: 300}. We used Stochastic Gradient Descent (SGD)
to train our model and computed the final rating predictions based on the dot product of
the user and item latent factor vectors. We further repeated our experiments 10 times,
which allows us to compute confidence intervals and perform statistical tests.

Figure 4.2. The predicted rating distribution of the seen item groups is significantly different from that of the unseen item groups. The predicted ratings
affect the ranking of the items in the recommendation list as stated in Assumption 4.1.3

The results, shown in Table 4.2, lead us to reject the null hypothesis since there
is a significant difference (p-value < 0.01) between the two averages. Figure 4.2 further
confirms this difference between the two distributions: The seen item groups have a higher
predicted rating on average than the items from the unseen group. This confirms, empirically, that our ranking assumption is reasonable.
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What makes this an interesting result is the fact that we did not use the genres in
the learning and the recommendation step. In fact, the collaborative filtering algorithm
was able to detect this dependency based on the similarity of the items’ ratings. This is
expected as we believe that the recommendation process used to collect the data may have
exploited this similarity, and thus exacerbated the limited exposure of the users to different
genres.

4.2.2

Empirical Validation of the Asymptotic Behavior of the User Discovery

4.2.2.1

Experimental Design

In order to simulate an iterative recommendation process, we need access to a complete rating matrix. In fact, simulating the sequential dependency needs the true rating
of the user to be added at iteration t − 1 in order to train ft . Unless we perform real
world experiments using a production environment, this is impossible to achieve using the
available data due to the high sparsity of the data.
For this reason, we use a semi-synthetic data using the Movielens 1M dataset, as
was done in [38, 82]. The process to construct the dataset is done by running a matrix
completion algorithm on the original dataset to generate a complete rating matrix. Then,
we scale the ratings of each user using a mapping function g : R̂ → {1, 2, 3, 4, 5}. By
defining five percentiles (p1 , p2 , p3 , p4 , p5 ) from the predicted ratings of the user, we apply
the following mapping: g(p1 ) = 1, g(p2 ) = 2, g(p3 ) = 3, g(p4 ) = 4, g(p5 ) = 5. We remove
by this procedure the user specific bias where some users would have a tendency to provide
higher ratings or lower ratings compared to others and we scale the predictions into a range
that is similar to the original input data. This procedure is similar to what is explained in
Section 5.1.2.6
In our simulations, we first assume that the user rates all the recommended items
according to the Perfect Feedback Assumption 4.1.2. Later, we will explore a relaxation
of this assumption where the user sees all the recommended items, but rates a few items
based on their ranking in the list, which is similar to [113]. We perform 10 runs and set the
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length of the recommendation list to |Rect | = 10.

4.2.2.2

Results and Discussion

We next investigate the evolution of |St | throughout the iterations. Figure 4(b)
shows how the cardinality of the set of seen item groups stagnates with a negligible increase.
Note here that we did not start from the initial state of the system since the available data
is collected by running several iterations of recommendations.
We also study the evolution of average user discovery ∆n S, as shown in Figure
3(b), which confirms the hyperbolic decrease rate in Theorem 4.1.6. This shows that the
average user discovery is shrinking throughout the iterations by converging to zero. The
variance present in some of the collected points is due to the fact that our data is semisynthetic and this affects the feedback loop. Despite this sporadically high variance, we can
see a general decreasing behavior in ∆n S.
To further validate our theoretical results, we plot the theoretical bound for two
different confidence thresholds. Figure 3(c) shows the asymptotic relationship, with increasing iterations, between the empirical result and the theoretical bound.
With these results, we showed that despite not including the groups in the learning
process of the algorithm, the recommender system fails to recommend new genres to the
user and this is exacerbated when the process advances through more iterations. This
decrease explains known phenomena such as the filter bubble or echo chambers [12]. These
consequences tend to get worse as a result of the feedback loop.
To investigate the impact of the Perfect Feedback Assumption (Assumption 4.1.2),
we repeated the experiments by making the user rate only a part of the recommendation list
according to a discovery probability [113] related to an item’s rank in the recommendation
list (the lower the item is in the list, the smaller the chance it will be rated). The results
in Figures 4(c) show that there is no significant difference, and the behavior of |St | and
∆n S remains similar to the previous experiment that was depicted in Figure 4.3. This
shows that even without rating all the items and seeing more items than reporting to the
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algorithm, the algorithm is still failing to discover new groups.
In our experiments, we considered a finite number of groups of items which intuitively
should discourage the algorithm from creating a filter bubble (If the number is small, then
there is a higher chance for the algorithm to discover all items). In fact, in practice, the
number of items, in particular taking into account new items that get added continuously,
may be huge and thus the cardinality of the item space, when considered over time, can be
considered to approach the infinite case. Yet, in our experimental process, we have tested
on a finite number of groups. The total number of groups in the Movielens 1M data was
below 20. Even in this limited scenario, we could see, as shown in our experimental results,
that the algorithm is converging to a state that fails to explore all the groups, again despite
the low (finite) number.

4.2.3

Effect of a greedy exploration approach on human discovery
To further challenge our assumptions, mainly Assumption 4.1.3, where we assume

a pure exploitation based ranking strategy, we limit the validity of the assumption by using
a simple exploration strategy. The main objective is to empirically evaluate the impact of
Assumption 4.1.3 on the theoretical findings.
Hence, in this last part of our experiments, we apply a greedy Multi-Armed Bandits
(MAB) recommendation strategy [114] and provide observations on the behavior of human
discovery. We also evaluate the effect of the degree of the exploration by varying  in the
−greedy MAB approach. Basically, we select a proportion of items in the recommendation
list measured by  < 1, where we perform a random selection instead of a ranking approach.
This approach violates Assumption 4.1.3 and hence we cannot predict the asymptotic
behavior of the human discovery.
The results in Figure 4.5 shows that Multi-Armed Bandits strategies are effective
in reducing the blind spot of the user. However, the average human discovery increase ∆n S
does not exceed the theoretical bound. This leads us to think that the naive exploration
is not enough to provide the user with a discovery potential that is consistent through
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the iterations. Furthermore, this motivates the search for better exploration methods that
target the human discovery explicitly by taking into consideration the theoretical behavior
of such phenomena.
These findings, although not surprising, as the bias resulting from recommender
systems is becoming well known, should lay a theoretical foundation to more targeted
methods to solve this problem. Such solutions may for instance, include advanced loss
functions that incorporate ∆S into the optimization process, new exploration methods to
account for the blind spots, or new algorithms that include the user discovery in their
modeling.

4.3

Summary
In this chapter, we first presented a new theoretical model and study of the feedback

loop bias in a collaborative filtering recommender system. We studied the evolution of the
user discovery by formally defining the convergence speed and by deriving a lower bound
for it. We found that the user discovery can be bounded, in probability, by an exponentially
decreasing function. This finding helped us derive a bound for the blind spot of the user
as well. We showed that after a few iterations, the blind spot decrease slows down and the
blind spot stagnates in a static level.
We then evaluated the validity of our new theoretical results by testing the evolution
of the user discovery with our assumptions. We repeated the evaluation after relaxing those
assumptions. We notice that the recommender systems will converge to a filter bubble after
only few iterations. Relaxing the assumption showed that even with exploration strategies,
the recommender systems still finds the same static state after few iterations
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(a) Evolution of St and Bt under perfect feedback

(b) Evolution of ∆n Sunder perfect feedback

(c) Comparison of ∆n S to the the theoretical bound
(Theorem 4.1.6) for different levels of δ

Figure 4.3. Results with the Perfect Feedback Assumption 4.1.2: (a) shows the
evolution of |St | through iterations. The shaded area shows the cardinality of
the seen item groups (genres) and the non-shaded area shows the blind spot’s
cardinality. (b) shows the evolution ∆n S and how it compares to the theoretical
bound with different levels of confidence. (b) clearly confirms the hyperbolic
decrease of ∆n S in Theorem 4.1.6, with the shaded area representing the 95%
confidence interval based on 10 runs.
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(a) Evolution of St and Bt under imperfect feedback

(b) Evolution of ∆n S under imperfect feedback

(c) Comparison of ∆n S to the the theoretical bound
(Theorem 4.1.6) for different levels of δ

Figure 4.4. Results with the Relaxation of Perfect Feedback Assumption 4.1.2:
The user sees the entire recommendation list but only rates a few of them based
on a probability that depends on the ranking of the item. We notice that even
without the assumption of perfect feedback from the user, the behavior of the
algorithm is similar to the previous experience depicted in Figure 4.3

67

(a) Evolution of St and Bt using -greedy MAB strategy

(b) Comparison of ∆n S to the theoretical bound using
−greedy MAB strategies for different level of 

Figure 4.5. Results using a greedy exploration strategy with Multi-Armed Bandits. 5(a) shows that using a simple random search will decrease the blind spot
size, however the increase rate in the human discovery does not exceed the
theoretical bound as shown in 5(b)
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CHAPTER 5
SIMBA: A MODULAR SIMULATION FRAMEWORK FOR STUDYING BIAS IN
RECOMMENDER SYSTEMS
In this chapter, we present a new simulation framework aimed at evaluating the
dynamic evolution of bias in recommender systems.
In Section 5.1 we start by defining the problem of dynamic evaluation in an offline
setting. Then we present a deep dive into the design of SimBa by explaining the different
modules involved and providing a detailed example on a use case of the simulation. In
Section 5.2, we present experimental results showcasing a practical use of SimBa framework
in order to evaluate dynamic bias of different common debiasing strategies. We present
several research questions and empirically test each one of them.

5.1
5.1.1

SimBa: Design and Methodology
Problem statement
As online testing is expensive and requires access to a large number of users, sim-

ulation frameworks represent a good alternative to evaluate recommender systems (RS) in
an offline setting. This also allows for more test runs and evaluation iterations. Since RS
are complex systems and they involve several moving parts, developing a reliable simulation
framework is a trying task. In this chapter, we propose SimBa, a modular decomposition
of the recommender system ecosystem, which will facilitate simulations aiming to study
bias. This decomposition will allow an easier conception of a simulation framework that
can capture the continuous interaction between all the RS components.
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Figure 5.1. Modular decomposition of the proposed simulation framework, into three main
modules: Recommender system, User Model, and Data modules. Some modules are in
turn decomposed into finer sub-modules. Each module or sub-module can be manipulated
independently of the remaining components

5.1.2

Proposed design
We define the recommender system ecosystem as the combined interactions of three

main modules, as shown in Figure 5.2: (1) The recommender system (algorithm), (2) the
user, and (3) the data. The following sections describe each module.

5.1.2.1

Recommender system module

The recommender system module is itself decomposed into two sub-modules, namely
a state model and a selection model, as described below.

5.1.2.2

State Model

Definition 5.1.1. Without loss of generality, the RS state model can be composed of (1)
a mapping function M : U × I → Rd that maps the users U and items I to a shared
embedding space Rd with a given dimension d; and (2) a scoring function f : Rd → R that
is used to score the user-item interactions (such as by using the dot product or a Multi-Layer
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Perceptron).
Most recommender systems model the users and items in a shared latent space
through learning embeddings. These embeddings represent the state of the recommender
system. Models to learn these embeddings differ depending on the scale, application, and
data available to the algorithm. For instance, Collaborative Filtering algorithms such as
Matrix Factorization [8], use the interaction between the users and items to learn embedding
vectors by exploiting latent similarities through dot product relation. Other methods,
like NeuMF [115] and other deep learning-based models, uses deep neural networks to
learn embeddings of the users and items. The deep learning architecture varies depending
on the application and the targeted performance (Transformer based models [51], CNN,
LSTM [116], etc). Content-based Filtering models (CBF) rely on the item and user features
in order to predict the likelihood of the interaction [21]. These methods often rely on raw and
engineered features in order to represent the state of the system. Deep Learning methods
can also be used to map the users and items features to a latent space [116]. Hybrid
models combine CF and CBF [117], for instance by combining the user-item interactions
with external information for more powerful representations.
In our simulation framework, the state model’s role is to learn user and item embeddings that can be later used to generate the recommendations. The state model is a
sub-module that is independent of the remaining modules of the framework and can be
changed according to the need and the tested hypothesis.

5.1.2.3

Selection model

Definition 5.1.2. A selection model is a recommendation policy π that maps the calculated
scores from the state model to rankings, according to specific strategies such as greedy, MAB,
random, etc.
The next step after learning the state model is to select recommended items. In
order to filter a handful of items, several strategies are adopted. For instance, the top-K
greedy strategy selects the top K items based on the highest-ranked items using the output
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scores from the state model. This method has been criticized for being an exploitation-only
strategy that hinders user discovery. Post-processing methods and re-ranking have been
used in order to improve the diversity of the items [118].
Other strategies introduce some exploration such as Multi-Armed Bandits (MAB)
strategy [63]. MAB optimizes for long-term satisfaction through different exploration techniques.
Another recent trend in selection strategies is using Reinforcement Learning to learn
effective long-term satisfaction. Reinforcement Learning strategies use state model outputs
(i.e embeddings) in order to represent the environment state and then optimizes a policy
π that selects the recommended items [119]. User feedback is used to optimize the policy
π. The challenge of RL strategies comes from the difficulty in learning such methods in an
offline setting. In fact, in order to simulate proper feedback, online interaction with users
needs to be set up. There exist however offline policy learning techniques. This area is an
ongoing research field and we do not consider these strategies at this time.
We should also mention that, depending on the scale of the system, the recommender
system model can be further decomposed into multiple stages. In fact, most deployed
recommender systems rely on a two-stage selection process by employing lighter models in
the first stage to select candidate items, followed by another more complex model to select
the final recommended items [37]. Without loss of generality, we currently use a single-stage
recommender system.

5.1.2.4

User module

The most challenging part of a simulation strategy is modeling the user’s behavior.
In fact, the recommender system component can be controlled and modeled to mimic the
real behavior of a production system according to the available data. On the other hand,
the user’s behavior is affected by external factors that cannot be predicted. These factors
include the user’s personal bias which affects the feedback, the user’s social circle which
affects the exposure, and even the user’s mood which creates a dynamic feedback model.
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These factors and their interaction are hard to model. Therefore, assumptions should be
made to simplify the process while staying truthful to the real-world behavior, as follows.
Assumption 5.1.3. The user model is composed of (1) a choice model that selects the
items to interact with, and (2) a feedback model that provides feedback according to the
selected items.
Assumption 5.1.3, adopted in [103], allows the creation of different models for both
choice and feedback. This in turn allows the simulation to act on the user’s personal
bias, user’s exposure, and the different layers of interactions between the user and the
recommender system.

5.1.2.5

Choice model

The choice model for the user defines the user interaction with the presented recommended items. The choice model depends on several factors, such as the way the items
are displayed (grid, ranked list, a news feed, carousel, etc) and the preference of the user.
Choice models include several options such as (1) a deterministic greedy approach where
higher scored items are chosen before items with lower predicted score; (2) a random approach where the choice of the user does not depend on the rank and interacted items are
sampled randomly from the ranked list; or (3) a probabilistic model where higher-ranked
items have a higher probability of being selected.
In our design, we propose a click model inspired from economic theory studying Trial
and Offer markets or T-O (a setting where consumers can try products before deciding to
buy them), where the click decision (analogous to trying a product in T-O) is inspired from
the social influence, position and quality of the item. We adopt the logit model used in [120]
defined as follows:
Assumption 5.1.4. The probability of the user u clicking an item i is given by:
r̂ui v(σi )(Φi )α
α
j∈I r̂uj v(σi )(Φj )

P (u clicks i) = P
Where:
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(5.1)

• r̂ui is the predicted rating or relevance (analogous to the inherent quality in T-O) of
item i to user u.
• v(σi ) is a visibility function of the position of the item, capturing the decreasing
attention of the user to an item that appears in lower positions. σi defines the position
bias.
• Φi defines the social influence (analogous to market share in T-O) of item i and is
correlated with the popularity of the item.
• α is the strength of social influence (analogous to the social signal in T-O). It represents
the nonlinear effect of the social influence of the item on the user u. The non-linearity
in this case is modeled by an exponential function, but it can also be modeled by
other non-linear functions.
The idea of the proposed choice model is that the items present in the ranked list
shown to the user compete for the user’s attention. The model takes into account this
competition by a logit function and depends on the quality, position, and social influence
of the item and other alternatives in the same list.
The choice model allows us to control for various types of bias such as position bias
and popularity bias. This control mechanism will in turn allow us to test the effect of
various models on these biases.
After generating the probability scores for all items present in the recommended
list, we sample a random item based on these probabilities to determine the item clicked by
the user. The next step would be to figure out the feedback given by the user on this item.

5.1.2.6

Feedback model

After choosing an item, the user typically provides feedback. This feedback can be
explicit through ratings or likes and dislikes, or it can be implicit through clicks. The user
feedback usually depends on the relevance of the item and the preference of the user.
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In our simulation, we adopt semi-synthetic data completion strategy [16, 38, 121].
The idea is to create a mapping of (users, items, ratings) where the ratings are completed
by a matrix completion algorithm such as Matrix Factorization [8]. The predicted ratings
are then transformed to percentiles and each percentile is mapped to a single rating. Ratings
are discrete and range from 1 to 5.
After constructing the semi-synthetic data, we use it to simulate user feedback on
the recommended items. This feedback is then added to the original dataset.

5.1.2.7

Data module

The data module handles the input and outputs to and from the other modules. In
fact, the recommender system needs to be retrained regularly in order to reflect the previous
feedback, and the new ratings need to be added to the original data. The data usually
consists of user-item interactions in a typical Collaborative Filtering setting. External data
such as user and item features can also be used. Some large-scale recommender systems
also store embeddings as data to feed to the recommender system module. In our current
simulation, we adopt a Collaborative Filtering approach; therefore the data used is a list of
user and item interactions, with the ratings being explicit ratings.

5.1.3

Example: Simulation module for classic Matrix Factorization
In this section, we provide a basic example of how our simulation framework can be

used to model a classic recommender system. We use Matrix Factorization as a state model
and use a greedy top-k selection method as a recommendation policy.

5.1.3.1

State model: Matrix Factorization

In the following experiments, we will use Matrix Factorization as our state model
in order to learn the user and item embeddings. Matrix Factorization learns two vectors P
and Q of a latent space dimension d. The items are then scored using a function f (), for
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instance a dot product:
r̂ = f (P, Q) = P.QT

(5.2)

The model is learned using a Mean Squared Error loss (MSE) since we are using explicit
feedback for the task of rating predictions. Defining O as the set of the user-item ratings,

J=

1 X
(r − P.QT )2
|O|

(5.3)

(u,i)∈O

Our simulation framework allows the freedom to define the desired loss function
alongside the model implementation. Hence, other losses can also be tested, such as the BPR
loss [42] or the binary cross-entropy loss for learning binary interactions. Our simulation
framework also allows the choice of a debiasing strategy. For instance, debiasing strategies,
that can be applied on the base Matrix Factorization model, include using an IPS-based
loss [38] or applying a MAB strategy as a selection model using the predicted ratings.

5.1.3.2

Selection model: Greedy selection

The next step after computing the predicted rating score r̂ is to rank the items
using a ranking strategy. The greedy approach is an exploitation-based strategy that ranks
the items according to their predicted scores and then selects the top k items to present
to the user. Other strategies that might be explored here include Multi-Armed Bandits,
Reinforcement Learning, or simply a shuffling strategy that shuffles the top-k items.

5.1.3.3

User model: Logit choice model and semi-synthetic feedback

For the user model, we use a logit choice model where the user interacts with all
the presented items. Other models might be used such as a cascade model where the user
browses the item list one by one until clicking on one item. For the feedback model, we
use semi-synthetic feedback as the feedback model. Data is completed using a well tuned
Matrix Factorization and then predictions are transformed to synthetic data.
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5.1.3.4

Data: Explicit feedback + No external data

We use an explicit feedback setting where the ratings are non-binary. We also use
only user-item interactions. We frame our problem in a Collaborative Filtering setting
where the model is only allowed to use ratings as training data. The reason behind this
choice is the need to isolate the effect of the ratings on the recommender system pipeline.
Features that could be derived from the social network of the user, item information, etc,
may introduce additional bias into the system.

5.1.3.5

Putting everything together

Figure 5.2. The simulation process is divided into three main components corresponding to
the different stages. First, we start by training a state model such as Matrix Factorization
in order to compute user and item embeddings and items scores. These scores will be used
to generate a ranking of the items that will be presented to the user. The next step is
to generate a choice model based on a probability distribution. The chosen item will be
assigned a feedback score taken from the semi-synthetic data and added to the original
dataset.

The full simulation pipeline is described in Algorithm 5.1 and illustrated in Figure
5.2. We start by training the initial embedding for users and items. The hyperparameters
are tuned using an independent validation pipeline. After obtaining the training embeddings
that represent the state of the system, we calculate the predicted ratings r̂ using the dot
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Algorithm 5.1 Full Simulation Steps
semi−synth
Input: Ratings R, number of iterations, iterations, semi synthetic data Rui
,
state model P, Q,
Output: r̃
for t = 1 to iterations do
Train P, Q // Train Matrix factorization model for iteration t.
r̂ = f (P, Q) // Calculate predicted score
Rect = π(r̂, P, Q) // Select top-k recommendations.
1rui
Φi = |U
| // Calculate popularity scores

P (u clicks i) =

α
Pr̂ui σi (Φi ) α
j r̂uj σj (Φj )

// Calculate the Choice probabilities

Selectedt ∼ P (u clicks i) // Select items from the recommendation list by sampling
from Choice probabilities.
semi−synth
r̃ui = Rui
// Apply a feedback model to each selected item from the semi
synthetic data.
Rt+1 = Rt ∪ r̃ // Add ratings to the initial training data
end for
product. Then we rank the items according to their scores and select the top-k items to
present to the user (in our experiments we use k = 10). A click probability is then calculated
according to Equation 5.1. These probabilities will be used to sample the chosen item.
After sampling the chosen item, the synthetic feedback is added from the semi-synthetic
data created.
We retrain the state of the system every iteration. The reason for this choice is that
since the user is selecting all k recommended items, at each iteration, a large number of
ratings get added to the data and the state of the model should be updated.

5.2

Demonstrating the use of the SimBa simulation framework for feedback
loop analysis and dynamic debiasing
In this section, we demonstrate the use of the proposed simulation framework to

study the effect of different debiasing strategies in a feedback loop setting. We first study the
interaction of three different debiasing strategies, by conducting experiments with different
debiasing strategy combinations and using several bias evaluation metrics to assess their
effect. We then explore the effect of the initial bias in the data on the evolution of the data.
We use an unbiased real-world data set in order to investigate this effect.
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5.2.1

Research Questions
The modular structure of our simulation framework allows the isolation of the dif-

ferent components and effective testing of different research questions. In this study we try
to answer the following questions:
• RQ5.1 Does the Inverse Propensity Scoring (IPS) strategy solve popularity bias and
diversity bias?
• RQ5.2 Does the Multi-Armed Bandit strategy (MAB) solve exposure bias?
• RQ5.3 Does combining IPS and MAB strategies help further reduce the bias of the
system?
• RQ5.4 How do IPS and MAB affect the bias of the system in a feedback loop setting?
• RQ5.5 How do IPS and MAB affect the accuracy of the system in a feedback loop
setting?
• RQ5.6 Does breaking the feedback loop bias by providing random recommendations
help reduce the bias of the system in subsequent iterations?
• RQ5.7 How does the initial level of bias in the training data affect the answer to
RQ5.1 - RQ5.4?
Table 5.1 shows the effectiveness of our simulation framework in order to test the
proposed research questions. In fact, thanks to the modularity of our approach, we can use
different training strategies such as IPS in order to train the state model with Propensity
weighted debiasing [38]. We can also combine the model training with different debiasing
and selection strategies, for instance by combining different post-processing-based debiasing
methods [122] and selection strategies. Previous simulation strategies [94–98] have focused
mainly on the selection strategies using Reinforcement Learning frameworks and neglected
the importance of the other crucial components such as the choice model and the state
model.
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5.2.2

Data
We use two publicly available real-world datasets for our experiments.

• Movielens 100K1 : The Movielens data is a popular benchmark dataset of movie
ratings that contains 943 users and 1682 items and 100,000 ratings. The ratings are
scaled from 1 to 5.
• Yahoo! R32 : The Yahoo! R3 Dataset is an unbiased music rating dataset. It
contains 15,400 users, 1000 songs, and 54000 unbiased ratings. We use this dataset in
order to evaluate the effect of the feedback loop and debiasing strategies when starting
from an unbiased setting.

5.2.3

Debiasing strategies
We use different debiasing strategies, described below:

5.2.3.1

Inverse Propensity Scoring (IPS)

IPS-based methods aim at removing the statistical bias caused by the biased exposure of the user. It is used in the training phase by modifying the loss function. For the
case of the M SE loss, considering O as the set of observed ratings and J as a loss function
defined by:

J=

1 X
(r − r̂)2 ,
|O|

(5.4)

u,i∈O

it can be shown that J is a biased estimator of the true loss Jtrue of the system, meaning that
E(J) 6= Jtrue . The IPS strategy uses propensity scores Pui , that represents the probability
that user u is exposed to item i, to down weight the items that have high propensity and
eliminate the statistical bias from the loss, as follows

JIP S =

X 1
1
(r − r̂)2
|U ||I|
Pui
u,i∈O

1
2

https://grouplens.org/datasets/movielens/100k/
https://webscope.sandbox.yahoo.com/catalog.php?datatype=r&did=3
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(5.5)

As propensity score, we employ the popularity score of each item, although a more complex
propensity model could also be implemented within our framework in future studies. As
IPS is designed to reduce exposure bias, its effect on other types of biases such as diversity
or popularity bias is still unexplored. We use our simulation framework to investigate this
effect.

5.2.3.2

Multi-Armed Bandits

MAB-based strategies are powerful debiasing techniques that introduce exploration
in the recommended items list. The idea behind MAB is to explore a good exploitationexploration trade-off. In our experiments, we use an −greedy approach. This approach
introduces a uniform noise to the recommendation list. MAB strategies have already shown
effectiveness in increasing the diversity of the recommendations, but using our simulation
framework, we will also be able to study the effectiveness of MAB on popularity bias and
exposure bias. Furthermore, we will study the effect of ensembling MAB strategies with
other debiasing techniques.

5.2.3.3

Breaking the feedback loop

Studies have suggested that in order to reduce the bias of recommender systems in
a feedback loop setting, we need to break the loop by recommending random items in a
given iteration [70]. Using the full exploration approach will certainly allow for diverse and
unbiased recommendations during this given iteration, but how does this method affect the
behavior of the recommender system in subsequent iterations? We investigate this effect,
alongside the interaction with other debiasing strategies, by breaking the feedback loop
several times during our simulation.

5.2.4

Bias evaluation metrics
We evaluate the effect of each debiasing strategy on various types of bias using

bias evaluation metrics that measure three main aspects of bias: popularity, novelty, and
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diversity.

5.2.4.1

Intra-list Diversity (ILD)

This metric [108] allows assessing the diversity of the recommended list by measuring
the average pairwise distances (or similarities) between all the items, where the similarity is
based on how they are rated. Considering Rec as the recommendation list (selected items
to be presented to the user) then

ILD =

5.2.4.2

2
|Rec|(|Rec| − 1)

X

1 − cosine similarity(i, j).

i,j∈Rec,i6=j

Min Intra-list Diversity (Min-ILD)

As ILD measures the average diversity of the list, it can be biased if the recommended
items contain outliers such as when only one or two items are different and all the other
items are very similar. Min-ILD counteracts this bias by assessing the minimum guaranteed
diversity in the recommended list. The Minimum Intra-List Diversity [109] calculates the
minimum pairwise distance within a recommended list as follows:

M in − ILD =

5.2.4.3

min

i,j∈Rec,i6=j

1 − cosine similarity(i, j).

Average Popularity

In order to evaluate the algorithm’s coverage of the long tail items, we use the average
popularity metric defined as

Avg P op =

1 X
P opi .
|Rec|
i∈Rec

This metric allows the estimation of the percentage of the popularity level in a
recommendation list and therefore evaluates the effect of the entire recommendation pipeline
on the popularity bias.
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5.2.5

Measuring Both Relevance and Bias using the Expected Popularity Complement (EPC)
Expected Popularity Complement (EPC) [113] assesses the expected novelty of the

recommendations by taking into account their relevance as well. In this work, we measure
EPC using

EP C =

1 X
1
(1 − Pui ).
,
|Rec|
log(rank + 2)
i∈Rec

where P is the propensity, considered in this work to be the same as popularity; and
the logarithmic term accounts for the rank of the item, analogously to the NDCG metric.
We basically want items with higher rank to have a lower propensity.

5.2.6

Implementation details
We used Pytorch to implement Matrix Factorization using the IPS loss and perform

hyperparameter tuning using Optuna

1

with Tree-structured Parzen Estimator for each

dataset. The tuning was only performed at the beginning of the simulation experiments.
The hyperparameters for each model are summarized in Table 5.2. For the MAB strategy,
we use −greedy with  = 0.1. This means that for a recommended list of 10 items, we
include one random item. Each simulation experiment was run 5 times and the results are
reported with their 95% Confidence Interval to assess the significance. The simulation was
run for 50 iterations. Each complete run takes around 9 hours on a V100 Nvidia card. No
preprocessing was done on the data and we kept the initial level of sparsity and the same
initial rating distribution.

5.2.7

The joint effect of the Debiasing Strategies on the recommender system
Feedback loop (RQ5.1 - RQ5.5)
Figure 5.3 shows the evolution of the different bias metrics that are tracked using

our simulation framework. We observe that adding MAB significantly improves the
1

https://optuna.org/
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(a) Evolution of EPC for Movielens 100K

(b) Evolution of the Average Popularity for Movielens 100K

(c) Evolution of the Intra List Diversity for Movie- (d) Evolution of the Minimum Intra List Diversity
lens 100K
for Movielens 100K

Figure 5.3. The evolution of the bias evaluation metrics for the Movielens data. We notice
that using only IPS for debiasing does not increase the diversity of the system. IPS does
however improve the popularity coverage of the system. We also observe that combining
IPS and MAB improves the novelty. The shaded areas represent 95% confidence intervals
based on 10 runs.
diversity and coverage of the results when using MF as a state model (RQ5.1).
However, combining MAB and IPS do not seem to improve the results (RQ5.3).
In fact, looking at the ILD and the Min-ILD evolution, we notice that IPS-MF and IPSMF with MAB have similar evolution. We also observe that using only IPS for
debiasing does improve the diversity and popularity bias (RQ5.1). Looking at the
EPC evolution, we notice that IPSMF successfully improves the EPC metric, as expected,
since the propensity scores are taken into account while learning the embeddings so the
recommendations will be more accurate. Another observation is that adding MAB also
improves the novelty of the recommendations (RQ5.2). MAB, however, introduces
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more variance which is expected due to the randomness introduced in the recommendation
process. We also notice that combining MAB and IPSMF does not improve the
EPC metric over using IPSMF alone (RQ5.3).
Next, looking at the iterative evolution of the system, we clearly observe a bias
amplification in all the bias metrics. The effect is more clear in the diversity and popularity
metrics. The novelty metric incurs a larger drop at the start of the simulation, but stagnates
after a few iterations. We also observe that IPS reduces the bias amplification while not
totally preventing it. We confirm that, according to our simulation, the IPS and MAB
strategies do not prevent the bias amplification in the feedback loop setting but
IPS manages to reduce its effect (RQ5.4).
We also notice from the EPC plot in Figure 5.3 that IPS debiasing strategy provides
the best accuracy. Furthermore, It is more stable compared to MAB and greedy selection.
We also notice that combining IPS and MAB does not affect the accuracy of the system.
We should also notice that the accuracy measure in our experiments are subject to the bias
of the semi-synthetic data that has been introduced. In order to measure the accuracy of
the system in an unbiased manner, we should run live experiments with real user behavior
which is out of the scope of this work.

5.2.8

The effect of breaking the feedback loop through random recommendations (RQ5.6)
In the following experiments, we simulate breaking the feedback loop periodically by

injecting periodic random recommendations, where we provide totally random recommendations every five iterations. The idea is to study the effect of breaking the feedback loop
by adopting a full exploration strategy in the middle of the simulation. Figure 5.4 shows
the evolution of the system under this strategy. We clearly see an oscillating behavior in all
the bias metrics. We also plot a totally random recommendation policy as a baseline. We
notice that every five iterations, every metric bounces back to the random strategy level.
The difference in performance for the models did not change, IPS still performs better than
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(a) Evolution of EPC for Movielens 100K with ran- (b) Evolution of the Average Popularity for Moviedom recommendations every 5 iterations
lens 100K with random recommendations every 5
iterations

(c) Evolution of the ILD for Movielens 100K with (d) Evolution of Min-ILD for Movielens 100K with
random recommendations every 5 iterations
random recommendations every 5 iterations

Figure 5.4. The evolution of the bias evaluation metrics for the Movielens data while
injecting periodic random recommendations, hence simulating breaking the feedback loop
periodically. We notice that breaking the feedback loop does not help reduce the bias of
the system and does not solve the iterative bias problem. The figures show in fact that the
bias not only persists but still gets amplified. The shaded areas represent 95% confidence
intervals based on 10 runs.
the status quo (vanilla) model training, and combining IPS with MAB did not affect the
performance. One interesting observation though is the behavior of the EPC metric. In
fact, we notice that the model’s performance exhibits large variance and all models. This
may be due to the inaccuracy of the results introduced by the random iterations and therefore, the variance increases. We also observe that in the iteration that follows the
random recommendations (where the feedback loop is broken), the bias persists
and goes back to the original level without much effect on the feedback loop
results (RQ5.6) and the amplification of bias persists as well. Considering that
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random recommendations cause a significant drop in the accuracy of the system resulting in
reducing user satisfaction and hence reducing the interaction frequency with the system, we
conclude, according to our simulation setting, that introducing pure exploration strategies
in the feedback loop is not an effective strategy to reduce the feedback loop bias effect.

5.2.9

The effect of the initial dataset bias on the feedback loop (RQ5.7)

(a) Evolution of EPC for Yahoo! R3 dataset

(b) Evolution of the Average Popularity for Yahoo!
R3 dataset

(c) Evolution of the Intra-List Diversity for Yahoo! (d) Evolution of the Minimum Intra-List Diversity
R3 dataset
for Yahoo! R3 dataset

Figure 5.5. The evolution of the bias metrics for the Yahoo! R3 dataset. We observe
that starting from an unbiased setting helps stabilize the system, but does not completely
prevent the amplification of the bias due to the feedback loop. The shaded areas represent
95% confidence intervals based on 5 runs.
We use the Yahoo! R3 music dataset to evaluate the effect of the initial bias in
the data on the feedback loop. When starting from unbiased data, which is the case in
the Yahoo! R3 dataset, we observe the evolution of the evaluation metrics for different
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debiasing strategies, as shown in Figure 5.5. We can see that the feedback loop still affects
the performance of the algorithms, although the evolution of the system differs from the one
observed with the Movielens data. To start, we notice that the early five iterations result in
similar performance across all the methods in contrast to when we used the Movielens data
in Figure 5.3. This is due to the presence of unbiased data (unaffected by a recommendation
strategy) while training. Therefore, the model will learn a true representation in the early
iterations. However, as iterations increase, we notice that methods diverge from each other
and behavior differ. Matrix Factorization using a greedy strategy, as expected, performs
the worst. We see a significant bias amplification with high variance behavior especially
with the diversity metrics.
We also notice that MAB strategy improves the EPC metric but fails to improve the
populairty and diversity of the model and behaves similar to MF. IPS-MF is the most stable
model among other debiasing strategies. Although it fails to improve the bias or prevent
the feedback loop effect as iterations advance, it performs the best in terms of stability.
We notice that the popularity of the system increases at slower rate than other methods.
We also notice the same behavior as in Movielens data where combining IPS and MAB do
not have a significant effect in early iterations but it does seem to improve results in latter
iterations.
We conclude from these experiments that the initial bias in the dataset does affect
the bias evolution in the feedback loop. In fact, an unbiased initial setting does not help
with debiasing the feedback loop in the long term but does stabilize the system in terms of
bias in the early iterations.
Most importantly, we have demonstrated how the proposed SimBa simulation framework provides a flexible and modular framework to explore a large (in fact, combinatorial
in the number of choices) variety of Research Questions, of which we have only shown a
small sample.
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5.2.10

Limitations and future work
We proposed a modular recommender system simulation design that incorporates

state model training as well as user interaction modeling, we then illustrated how to use
the simulation framework on two real-world datasets, in order to study the feedback loop
under different settings. We explored the effect of mixing different debiasing strategies, the
effect of these debiasing strategies on the feedback loop, and the effect of the initial level of
bias in the data on the feedback loop.
One limitation of our work, in its current stage, is not using more complex user
modeling. In fact, in order to reduce the number of possibilities, as the number of parameters grows exponentially, we only experimented with common settings that are used
in the literature. Our work can be extended to include more user models, more debiasing
strategies, and even a Reinforcement Learning setting.
The need to audit RS algorithms in a safe and effective way, in terms of the bias
effect and the feedback loop evolution is crucial. Our work can be used in order to test
various recommender system designs in terms of bias, and potentially measure further social
impacts if these can also be modeled. Another future use of our simulation framework is to
test for butterfly effects of simple changes in the RS pipelines such as data preprocessing,
hyperparameter settings, or user behavior. Another important question that can be asked
is whether complex behavior arises from incremental changes, and how to effectively test
for these effects?

5.3

Summary
In this chapter, we proposed an evaluation framework, SimBa, that consists of a

modular simulation of the recommender system ecosystem. We detailed each component,
mainly the state model training, the selection strategy and the user modeling including the
choice model and feedback model.
This framework can be used to assess the effect of recommender system models on
bias. It also can track the bias of the system in a well controlled environment, which allows
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flexibility in testing various model configurations, as well as selection and choice models, in
a modular way.
We showcased a use case for our simulation framework by evaluating common debiasing strategies in different empirical settings and test different research questions. We
provided an extensive analysis of the performance of these debiasing strategies on two different datasets. Most importantly, we have demonstrated how the proposed SimBa simulation
framework can offer a flexible toolkit to explore a large (in fact, combinatorial in the number
of choices in each module) variety of Research Questions.
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TABLE 5.1
Effectiveness of our simulation framework at testing research hypothesis compared to other
available simulation frameworks
Simulator

RQ5.1

RQ5.2

RQ5.3

RQ5.4

RQ5.5

RQ5.6

RQ5.7

RecoGym
PyRecoGym
Recsim
MARS-Gym
Accordion
SIREN
SimBa

7
7
7
7
7
7
3

3
3
3
3
3
3
3

7
7
7
7
7
7
3

7
7
7
7
7
7
3

3
3
3
3
3
3
3

3
3
3
3
3
3
3

7
7
7
7
7
7
3

TABLE 5.2
Hyperparameters used for MF and IPSMF for both ML100K and Yahoo! R3 datasets
Model
MF
IPSMF

Data
ML-100K
Yahoo! R3
ML-100K
Yahoo! R3

Learning rate
0.013
0.001
0.0011
0.0011

Latent Dimension
8
32
8
16

91

Regularization
0.0001
0.0001
0.003
0.003

Batch size
512
256
512
512

CHAPTER 6
L-DYNAMICS: ADAPTIVE DYNAMIC DEBIASING STRATEGY FOR
ITERATIVE RECOMMENDER SYSTEMS
Most debiasing strategies are static and do not take into account the iterative, and
hence dynamic, nature of the recommender system. In this section, we propose a dynamic
debiasing strategy in order to reduce the feedback loop effect through consecutive iterations. In this chapter, we present a Learnable Dynamic Debiasing Strategy For Iterative
Recommender Systems (L-DynamicS ) based on Trial-Offer Market Principles.
We start in Section 6.1 by presenting a theoretical motivation of the method by
explaining the Trial-Offer (T-O) Markets in economic theory and showing how it relates to
recommender systems. We then provide a deep dive of the debiasing strategy by detailing
the different steps of the algorithm. Next, we present an empirical evaluation of L-DynamicS
in Section 6.2. We use the SimBa framework, proposed earlier in Chapter 5, to test the
effectiveness of L-DynamicS at providing accurate recommendation while maintaining a
high coverage of the long tail items.

6.1

A New Learnable Dynamic Debiasing Strategy based on T-O Market Principles
To our knowledge, only one previous effort has explored a dynamic debiasing strategy

to reduce the popularity bias in recommendation lists [121]. The idea is to rescale the
predicted recommendations r̂ui by a popularity coefficient Φαi , where Φi is a popularity
coefficient that indicates the proportion of number of ratings that item i has collected, and
α is a debiasing degree. More formally, the rescaled ratings are computed using
(scaled)

r̂ui

=
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r̂ui
Φαi

(6.1)

and
P
Φi =

u∈U

1rui 6=0

|U |

(6.2)

In previous work [123], α was considered to be a static parameter that does not account for
evolving popularity bias. Later, Zhu et.al [121] proposed a dynamic method to change the
degree α as the iterations evolve, by increasing α by a step ∆ in each iteration.
A main drawback of this method is that the dynamic step taken to adjust α is itself
a hyperparameter and needs to be tuned. This is tricky, since in a real world scenario, it
is hard to tune the model without risking to affect the user experience during the tuning
process. For this reason, we propose a learnable dynamic debiasing strategy that learns the
optimal debiasing degree α in each iteration. The main goal is to learn the value of the
parameter α that will lead to a user’s choice decision that is based on the quality of the
recommendation regardless of the popularity of the item. One major difference between
our method and most existing debiasing strategies including [121] is that it does not aim
to suppress popular items for the benefit of unpopular ones. Instead, it aims at biasing the
predicted rating toward the highest quality items. Quality in this context is measured in
terms of relevance of the item to the user.
Therefore we propose a post-processing ranking method that rescales the model’s
predictions in order to push the system to converge to a stable state that is not dominated
by only a few popular items, but rather items that are highly relevant to the user. Our
method is inspired from economic theory, specifically the behavior of Trial-Offer (T-O)
markets [120].

6.1.1

A theoretical analysis inspired by Trial-Offer markets
In this section, we provide some context and theory underpinning how we adapted

the Trial-Offer Markets to the problem of dynamically debiasing recommendations. Many
of the equations are based on results that have been introduced and proven in prior work,
notably [120].
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Definition 6.1.1. a Trial-Offer Market is a market where the consumer can try a product
before purchasing it.
As described in Definition 6.1.1, T-O markets are markets where the user can try
the product before purchasing it. For instance, many products nowadays launch with a free
trial in order to give the consumer the opportunity to try the product. Other scenarios
apply in this case like listening to a song snippet or watching a movie trailer in order to
decide whether or not to purchase the song or watch the movie.
We assume that recommender systems can be modeled as a T-O market. In fact,
most users read the reviews, watch a trailer, or inspect a product, while browsing the
recommendation list, before deciding to purchase or watch the product. Also we can safely
assume that deciding whether to provide feedback once a product is selected (tried) can be
modeled as a T-O market. We summarize the analogies between a dynamic recommendation
process and a T-O market in Table 6.1. Despite the similarities, one distinction of our work
compared to T-O markets, is that the item’s quality depends on the user’s preferences; and
hence we study the behavior from a user-centered perspective rather than an overall market
perspective.
In a T-O market-inspired scenario, the click (analogous to a purchase in a market)
decision can be modeled using
r̂ui v(σi )(Φi )α
α
j∈I r̂uj v(σj )(Φj )

P (u clicks i) = P

(6.3)

The idea is to study the evolution of the market when the social influence Φi (or the
market shares) evolve through time. As some items get more clicks or views, these items
naturally get more visibility and more influence. Therefore, it is natural to study how this
visibility would affect the T-O market.
If we denote dti as the number of views, purchases, or clicks on a given item i in time
(or iteration) t, then the social influence of item i at iteration t can be defined as:
Φti = P

dti

j∈I
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dtj

(6.4)

The vector Φti thus defines the market share of the product i in terms of clicks, views,
or purchases.
The theoretical results of the T-O Market model suggest that if the social influence
degree α < 1 then the market converges to a stable state, where the items with the highest
quality will have a monopoly [120]. More formally, and inspired from [120], we can prove
the following theorem for the dynamic recommender system setting, where we drop the
iteration index t from the social influence Φti for convenience, for the sake of the proofs.
Theorem 6.1.2. Given Φ as the popularity of the item, α as the popularity degree, a given
item i ∈ I, and rui the relevance of item i to user u. Then, the popularity level Φ∗ that
achieves an equilibrium. An equilibrium is when the user’s decision does not depend on the
previous iteration of the system and only depends on the current state.
1

Φ∗i

=P

(v(σi )rui ) 1−α
j∈I (v(σj )ruj )

1
1−α

(6.5)

Proof. Considering f (Φ) =P(u clicks i) defined in Equation 6.3, we achieve equilibrium on
Φ∗ when
f (Φ∗ ) = Φ∗

(6.6)

Meaning that for a given social influence α, the market’s social influence converges
to a distribution correlated with the relevance of the item. This means that the social
influence of the item will depend more on its quality (relevance to the user) and not its
popularity.
v . Therefore, the equilibrium is
To simplify our notation, we denote v(σi )rui using rui

achieved when:
v (Φ∗ )α
ruj
j
∗
v (Φ )α = Φj .
r
k
k∈I uk

P

(6.7)

Dividing both sides by Φ∗j , we get
v
ruj
(Φ∗j )α−1 =

X
j∈I
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v
ruk
(Φk )α

(6.8)

The same logic applies to any different item i, hence we get

v
rui
(Φ∗i )α−1 =

X

v
ruk
(Φk )α .

(6.9)

k∈I

Therefore

v
v
(Φ∗i )α−1
ruj
(Φ∗j )α−1 = rui

(6.10)

By regrouping the terms and isolating Φ∗i , we obtain

Φ∗j = (

v
1
rui
) α−1 Φ∗i
v
ruj

(6.11)

summing both sides over all items j ∈ I we get

1=

X rv 1
( vui ) α−1 Φ∗i
ruj

(6.12)

j∈I

since as can be verified from (6.4),

P

j

Φj = 1.

by rearranging the terms, we get our desired result, and without loss of generality,
∀i ∈ I we have
1

Φ∗i

=P

(v(σi )rui ) 1−α
1
1−α

(6.13)

j∈I (v(σj )ruj )j

Therefore Φ∗i is an equilibrium.
What Theorem 6.1.2 states is that if the popularity distribution is correlated with
1

the quantity (v(σi )rui ) 1−α , then we reach an equilibrium. Equilibrium means that at each
subsequent iteration, the distribution of the ratings will no longer be affected by the previous
recommendations, as expressed in Equation 6.6.
We will use this result as an inspiration for our dynamic debiasing strategy. The
idea is to rescale the predicted rating by Φα̂ , where α̂ is a parameter that will be learned
to achieve an equilibrium in the system.
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6.1.2

L-DynamicS: A learnable dynamic debiasing strategy for iterative recommender systems
Because it is important to dynamically debias the ratings produced by the recom-

mendation model to take into account the feedback loop effect, a linear dynamic debiasing
technique such as the one introduced in [121] will cause the system to diverge to a bias
toward unpopular items, and this in turn will lead to a degradation of the accuracy of the
model.
For this reason, we propose to learn an optimal debiasing social influence degree that
aims at achieving an equilibrium within the system. An equilibrium in this case means that
the evolution of the popularity of the items in the model is affected by the relevance of the
item to the user and not the social influence of the item. In other words, the more relevant
the item, the more clicks it should gather after many iterations.
To achieve this, the following assumptions need to be made:
v , is a good
• (A 5.1) We assume that for each item, the mean predicted rating, r̂i = rui

estimate of the quality of the item. This is acceptable since the mean of all the ratings
shows the tendency of how an item has been judged by all users, and hence is related
to the quality of item. In a real world scenario, even the predicted rating can be
affected by other biases such as conformity bias. We plan to extend this assumption
to use less biased estimators to account for different types of bias in future work.
• (A 5.2) We assume that the social influence α = 1 for all iterations. This means that
the social influence is linearly correlated with the popularity. Other options would be
to assume that the social influence has a quadratic or sublinear relationship with the
popularity. To justify our choice, we refer to the work on T-O Markets that shows the
effect of the social influence degree on the convergence of the market. [120] showed
that if the social influence degree α < 1, then the market will converge to a monopoly
held by the highest quality item. On the other hand, if the social influence α ≥ 1 then
the market diverges to a unique monopoly held by the most popular item. This is the
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likely scenario in the recommender system case, as it has been shown that popularity
bias gets worse after each iteration [121]. Therefore, the choice of α = 1 is justified.
Using these assumptions, our debiasing strategy uses Theorem 6.1.2 in order to
restore an equilibrium at every iteration, as follows:
Lemma 6.1.3. Assuming A.5.1 and A.5.2 are satisfied and the framework for clicking an
item follows Assumption 5.1.4, the debiasing strategy:
r̂scaled =

r̂i
1−
Φ ᾱ

(6.14)

where ᾱ is a social influence degree that satisfies (Φ∗ )ᾱ ∝ r̂, achieves equilibrium in the
current state of the dynamic recommender system.
Proof. Proving the Lemma uses the result from Theorem 6.1.2. In fact, if there exists β̄
that satisfies the following relation
1

Φ∗i

=P

(v(σi )rui ) 1−ᾱ

j∈I (v(σj )ruj )

1
1−β̄

Then the system is at equilibrium. Now we use A.5.1 to substitute v(σi )rui by r̂i . Therefore,
The equilibrium is achieved if
1

r̂i1−β̄

Φ∗i =

1
1−β̄

P

j∈I r̂j

and since

P

1
1−β̄

j∈I r̂j

is a normalizing denominator independent of item i, it is suffi-

cient to show that

1

Φ∗i ∝ r̂i1−β̄
or that there exists ᾱ = 1 − β̄ where
(Φ∗i )ᾱ ∝ r̂i
Now considering the choice model adopted in this framework and using A.5.2 to
assert the present social influence degree defined in Assumption 5.1.4, we have
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r̂i Φi
j∈I r̂uj Φj

P (u clicks i) = P
Rescaling r̂ by

r̂i
ᾱ
Φ1−
i

provides the following relation
r̂i Φᾱi
ᾱ
j∈I r̂j Φj

P (u clicks i) = P

Which is equivalent to the equilibrium equation (6.7) introduced in Theorem 6.1.2.

6.1.2.1

Learning the optimal debiasing degree

In order to learn an optimal debiasing degree ᾱ, we minimize the Jensen-Shannon
Divergence [124] (JSD) between the distribution of the predicted relevance r̂ and the popularity of the item, to make the distribution defined by Φᾱ as close as possible to the
distribution of r̂ across all items. Therefore the loss function is given by
1
(r̂i + Φα )
1
(r̂i + Φα )
J(α) = KL(r̂i ||
) + KL(Φα ||
),
2
2
2
2

(6.15)

with KL being the KL-Divergence [125] defined by
KL(P ||Q) =

X

P (x) log(

x

P (x)
)
Q(x)

(6.16)

We use gradient descent to learn an α that minimizes the loss function. The training
data is defined by two sets (Φi )i∈I and (r̂i )i

inI

that define the item popularity scores and

mean predicted ratings, respectively. This results in the following update equation:

αt+1 = αt − λ

dJ
,
dα

(6.17)

where
Φ
dJ
= Φ × log Φα × log
dα
r̂ + Φ

(6.18)

and λ is a learning rate. Once the loss converges, we use the learned α to rescale the
predicted ratings. The full algorithm is presented in Algorithm 6.1
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Algorithm 6.1 Learning the optimal debiasing degree in L-DynamicS
Input: Popularity scores Φ, Relevance scores r̂, Learning rate λ, iterations, early stopping threshold 
Output: Optimal debiasing degree ᾱ
initialize α0
t=0
repeat
αt

αt

t

)
)
J(αt ) = 12 KL(r̂i || (r̂i +Φ
) + 12 KL(Φα || (r̂i +Φ
) // Calculate Loss function
2
2
dJ
Φ
α
dα = Φ × log Φ × log r̂+Φ // Calculate Gradient
dJ
αt+1 = αt − λ dα
//perform update.
t=t+1
until |J(αt ) − J(αt+1 )| <  OR t ==iterations
Return α

6.2

Dynamic Debiasing Evaluation
In this section, we evaluate our learnable dynamic debiasing strategy (L-DynamicS)

proposed in Section 6.1.2, by using the SimBa simulation framework, that we proposed
in Chapter 5, to conduct our experiments. We also use the Yahoo! R3 music dataset to
assess the effectiveness of our model, because it provides unbiased real data as a seed for
our simulation, which in turn leads to a well controlled introduced bias. We compare our
proposed strategy, L-DynamicS, to the following post-processing debiasing baselines:
• -greedy MAB [122]: As shown in Section 5.2.7 , MAB is an effective postprocessing strategy to add exploration to the results.
• Static-Rescale [126]: Rescale the predicted ratings r̂ by

1
Φ.

This is a static debiasing

strategy
• DScale [121]: Dynamically rescale the predicted ratings by

1
Φαt

while increasing αt

after each iteration by a constant step size ∆
Figure 6.1 shows the results of all the methods in a dynamic experimental setting.
We notice the effectiveness of our proposed strategy L-DynamicS, in recommending novel
and relevant items compared to the Static-Rescale and DScale strategies. Although the
previous strategies manage to reduce the bias of the system, the recommendations suffer
from a considerable drop in relevance. The MAB strategy manages to provide relevant items
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but we notice that the EPC metric starts falling quickly while the L-DynamicS strategy
manages to outperform MAB on all other bias metrics. This confirms that learning an
optimal debiasing degree α is effective for achieving a good trade-off between bias and
relevance. We even notice an increase in the EPC metric after many iterations, which shows
an increase in recommending relevant items even after many feedback loop iterations. The
other post-processing methods show a different behavior as the recommendation quality
deteriorates due to the feedback loop effect.
In Table 6.2, we list the EPC metric values at iteration 50 with the percent increase
∆EPC where
∆EP C = 100

EP Ct=50 − EP Ct=0
EP Ct=0

(6.19)

These results show that L-DynamicS achieves significantly better novelty and relevance levels even after running the simulation for 50 iterations. This behavior shows that
by learning an adaptive debiasing step, we reduce the effect of the feedback loop on the
system and we manage to increase the accuracy of the results while covering a more diverse
set of items.

6.3

Summary
In this chapter, we proposed L-DynamicS: an Adaptive Dynamic Debias Strategy

For Iterative Recommender Systems. We started by providing a theoretical background to
motivate our approach, then we provide a detailed algorithm on learning an adaptive and
optimal social influence degree to debias a given recommender system. Finally we provide
experimental results to show the effectiveness of our method on a real word data and using
our simulation framework SimBa.
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(a) Evolution of EPC for the Yahoo! R3 dataset

(b) Evolution of the Average Popularity for Yahoo!
R3 dataset

(c) Evolution of the Intra-List Diversity for the Ya- (d) Evolution of the Minimum Intra-List Diversity
hoo! R3 dataset
for the Yahoo! R3 dataset

Figure 6.1. The evolution of the bias metrics for the Yahoo! R3 dataset. We notice
that MAB outperforms other metrics in terms of EPC. However it falls short in terms
of diversity and popularity. Our Adaptive dynamic debiasing (L-DynamicS) outperforms
the baseline methods by providing more accurate recommendations while covering more
unpopular items. Hence, using a static or dynamic debiasing obtains better debiasing but
only at the expense of significantly worse relevance in the results.

TABLE 6.1
Analogies between a T-O market and a dynamic recommender system scenario
T-O market
Try the product then make a purchase decision
Social influence of products
Visibility of products
Quality of the product

Recommender system
Browse a recommendation list then make a decision to click on an item
Popularity of items
Rank of the item in the recommendation list
Relevance of the item to the user
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TABLE 6.2
Comparison of the EPC level at iteration 50 and percent increase of EPC for different
debiasing strategies
Method
Dynamic-Scale
Static-Scale
MAB
Adaptive scale

EPC
0.156205
0.158359
0.178609
0.185565
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∆EPC (%)
-8.5499
-9.1542
1.9452
5.4622

CHAPTER 7
CONCLUSION
The main goal of this dissertation is to study feedback loops and bias in recommender
systems from three main perspectives: modeling feedback loops, debiasing recommendation
systems, and auditing recommendation systems for bias. In Chapter 3, we proposed a new
deep learning architecture that we called the Transformer-Promoter network, a Transformerbased architecture for Collaborative Filtering algorithms, that adds regularization in its
attention mechanism in order to promote more diverse recommendations. We use the
distance between the centroids of the neighbors’ items (users) to the given user (item)
in order to regularize the attention weights into attending to more diverse neighbors. The
Transformer-Promoter network shows improved results in terms of accuracy and diversity
over other competitive baseline methods such as Neural Matrix Factorization and Matrix
Factorization. We also evaluated the quality of the learned embedding and we noticed
that the Transformer-Promoter network learns diverse embeddings for similar items while
keeping the convex hull consistent with the items’ neighborhood.
The main limitation of the Transformer-Promoter network is that it is affected by
the cold start problem. In fact, without previous interactions, we cannot construct the
contextual neighborhood needed for the Attention unit to work. One might solve this
issue by including external features for users and items, within a hybrid recommendation
paradigm. In fact, user and item similarity can be computed based on these features.
Although user features are expensive to acquire due to privacy concerns, item features can
be extracted and can enrich the item embeddings and overcome the cold start problem.
In our work, we did not experiment with implicit feedback as we tried to control for the
extra bias coming from the techniques used in this case, such as negative sampling. Implicit
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feedback settings are very important as the data provided by the users, in general, are in the
form of clicks, views, or interactions that cannot always be translated to explicit feedback.
In Chapter 4, we first presented a theoretical study describing the evolution of the
feedback loop in a collaborative filtering recommender system. We modeled the user discovery as a Martingale difference and showed that after a few iterations, the user discovery
converges to zero with an exponentially decaying rate. These results show that a collaborative filtering system, under a few assumptions, will result in a filter bubble. We empirically
showed the validity of our results using a simulated feedback loop. We also relaxed the assumptions that we made to derive our proofs to show the effect of the exploration methods
on the feedback loop. We showed that even under basic exploration strategies, the model
still converges to a static state where the user is trapped in a filter bubble. These findings
could inspire new theoretically rooted methods to counteract the negative effect of feedback
loops.
The limitations of our theoretical modeling of user discovery come mainly from the
assumptions that we have stated. In fact, the user, in real life, is exposed to different external influences, including from different recommender system platforms. Although some of
these external exposures may be related either directly (for instance through external data,
cookies, etc), or indirectly (through similar social circles), studying an isolated recommender
system is limited and needs to be extended to a more general framework.
In Chapter 5, we proposed an evaluation methodology and tool consisting of a modular simulation framework that mimics the iterative behavior of recommender systems. Our
simulation framework can be used to quantify the bias in a given recommender system.
Therefore it can be used as an auditing tool to detect and control for different sources of
bias.
Our simulation study opens several directions for future work. One possibility is to
experiment with reinforcement learning-based approaches (beyond Multi-Armed Bandits
approaches) in order to evaluate their sequential behavior. Future work can also include
more sophisticated user models in order to get closer to a real world scenario.
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In Chapter 6 proposed a learnable social influence dynamic debiasing strategy (LDynamicS) that is able to learn an optimal debiasing degree α. This adaptive dynamic
debiasing strategy yields more relevant results without being affected by the feedback loop,
and while still being robust to bias. Our method has the advantage that it can be used
with different recommendation models since it is model agnostic. It also can be extended
to allow learning the bias degree while learning the recommendation model as a multi-task
learning step.
With the increasing growth in the use of advanced data-driven machine learning
models, tools to assess potential bias and decrease the resulting unfairness are becoming essential to reduce the inevitable harms that could be caused by AI systems. This dissertation
paves the way toward advancing the state of the art in the field of fairness in AI and more
specifically in recommender systems. Because recommender systems can influence human
discovery, behavior, and decision making in diverse domains, it is essential to be able to
understand, assess and mitigate their bias.
To help the research and practice community in studying recommender system fairness, all the tools developed to model, debias, and evaluate recommender systems are made
available to the public as open source software libraries 1 .

1

https://github.com/samikhenissi/TheoretUserModeling
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