Abstract. Random convex programs are convex optimization problems that are robust with respect to a finite number of randomly sampled instances of an uncertain variable δ. This paper studies random convex programs in which there is uncertainty in the objective function. Specifically, let L(x, δ) be a loss function that is convex in x, the optimization variable, while it has an arbitrary dependence on the random variable δ representing uncertainty in the optimization problem. After sampling N instances δ (1) , δ (2) , . . . , δ (N) of the random variable δ, the random convex program can be written as follows: minx max i L (x, δ (i) ). The fundamental feature of this program is that its
Introduction. Consider a loss function L(x, δ), where x ∈ X ⊆ R
d is the optimization variable and δ ∈ Δ is a random variable that describes uncertainty in the optimization problem. Often, set Δ has infinite cardinality. The following convexity assumption is in effect throughout the paper.
Assumption 1. Function L(x, δ) is convex in x, while it has an arbitrary dependence on δ, and the optimization domain X is a convex and closed set.
A random convex program [5, 28, 34, 1] is obtained by sampling a finite number of δ's from Δ in an i.i.d. (independent and identically distributed) fashion according to the probability distribution P of δ (these random samples are indicated as δ (i) , i = 1, . . . , N, and called "scenarios"), and by taking worst-case minimization with respect to the scenarios δ (i) , namely, The use of L 1 -regularization. The number N of samples δ (i) that have to be drawn to achieve a desired robustness level increases with the number of optimization variables d, and in practice may result in too many samples in applications where the number of variables is large [31, 34] . The central focus of this paper is on how this critical obstacle can be alleviated by L 1 -regularization. L 1 -regularization is employed to reduce the effective dimension of the optimization variable, and this reduction allows us to find robust solutions with substantially fewer samples. L 1 -regularization was discussed in [37] for regression problems, and since then L 1 -regularization has been used by many in model fitting [25, 38, 26, 16, 10, 29, 42, 12, 44] , as well as in signal processing, where this approach is also known under the name variable pursuit [13, 17, 9, 8] . Moreover, L 1 -optimization has given rise to the emerging field of compressed sensing; see, e.g., [15, 11] . In [42] , it has been shown that in a regression context L 1 -regularization is intimately tied to robust optimization, a fact that holds more generally for other types of regularization as well [41, 43] . Building on this connection, in [44] bounds on the difference between the expected error and the average training error have been derived. These bounds are generalization results in a statistical learning sense. Reference [12] gives a nice overview of these findings. The present paper introduces L 1 -regularization in random convex programs and provides a rigorous theory for establishing conditions under which the previously introduced Generalization Property 1 holds. Our results are inherently different from those in [44] in two respects. First, generalization is here intended as the ability of L * N to be an upper bound to L(x * N , δ) with high probability, as opposed to the average statistical learning sense of [44] . Second, the analysis of [44] hinges upon the concept of algorithmic robustness; i.e., the algorithm achieves similar performance for testing samples that are close to the training samples. Here, δ has no other structure than being a random variable, and the concept itself that δ 1 and δ 2 are close to each other has no meaning. Our results are obtained in the spirit of [5, 7] , where it is shown that generalization holds provided the number of scenarios δ (i) that determine the solution x * N (support scenarios) is small; see [5, 7] for more discussion on this approach and a comparison with other methods. Downloaded 09/27/13 to 192.167. 23.210 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Structure of the paper. In the next section we formally introduce the setup for random convex optimization with L 1 -regularization. The generalization properties of random convex programs with L 1 -regularization are studied in section 3, while section 4 discusses the practical use of the method through numerical examples. Section 5 provides some complementary theoretical results. The L 1 -regularization of x given by (2.3) has been used in regression problems in [37] under the name of lasso regularization, and it has since stimulated a lot of activity. Its main feature is that it has a tendency to return sparse solutions, i.e., solutions having a large number of zero components x j . See [23] for ample discussion of this sparsity effect, and section 3 of this paper for a study of this effect in the specific context of random convex optimization. Sparsity slims down the solution and permits one to gain insight into the operativity of the design. Moreover, sparsity results in solutions that have improved generalization properties, that is, to robust solutions with fewer samples. Section 4 presents simulation examples where the lasso constraint is used. 2 A random convex program with L 1 -regularization can be rewritten as a standard random convex program by incorporating the L 1 -constraint (2.2) in the definition of the optimization domain X . The reason for writing constraint (2.2) explicitly is that in section 2.2 the constraining parameter r is varied and tuned so that a certain level of sparsity is achieved. 
L(x, δ (i)
).
Random convex optimization with

Example 2 (basalt column constraint). Take
. . .
For d = 3, the L 1 -constraint (2.4) is shaped as a hexagonal basalt column; see Figure 2 .2. In this case, the solution has a tendency to set to zero the difference variables x j − x j+1 and x d − x 1 appearing in the constraint (2.4) , that is, to favor solutions with equal adjacent components (sparsity of the difference variables). This feature can be useful in various applications, such as the optimization of piecewise constant functions or signals where one wishes to moderate the number of jumps [33, 32] .
An L 1 -RCP tends to set to zero some of the optimization variables, or linear combinations of them. The selection of A and b is dictated by insight into the problem being solved. Situations often arise where one seeks a sparse solution having many zero components, in which case a lasso constraint is used; see, e.g., the references in the introduction. In other situations, one can be interested in setting to zero certain linearly transformed variables, that is, components of a vector Ax − b as discussed at the end of Example 2. The theory developed in this paper applies to this general case as well. We also note that constraint Ax − b 1 ≤ r is indeed more general than x 1 ≤ r, and a problem with a constraint Ax − b 1 ≤ r cannot be reduced to a lasso constraint problem by a change of variables z = Ax − b. The reason is that A is not an invertible matrix in general, so that z = Ax − b does not represent a one-to-one transformation between x and z. This is already true for the basalt column constraint where A is singular, and it is clearly true whenever A is a rectangular matrix. 
2.2.
Random convex algorithm with L 1 -regularization. In this section an algorithm is introduced that is able to secure a desired level of generalization.
As the constraining parameter r in (2.2) is increased, the search domain enlarges, the optimal value improves, and the optimal solution loses its generalization properties. In the following algorithm, r is increased until the solution of L 1 -RCP remains confined in a q-dimensional subspace, where q, normally significantly smaller than d, is a user-chosen "complexity parameter" selected before running the optimization algorithm. The generalization properties of the solution stems from the complexity limit set by q, and r is the instrument by means of which the solution is improved until it is empirically observed that the q complexity barrier has been hit.
Random convex algorithm with
(a) Let s be the dimension of the affine subspace of R d identified by relation Ax − b = 0.
3 Select an integer q with s < q < d. Initialize r = 0. Setr to be the largest r such that dim(Z(r)) = q.
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(c) Solve
and let x * N and L * N be the optimal solution and the optimal value of this problem.
Example 1 (continued).
For lasso regularization, step (b) prescribes to progressively enlarge the L 1 -ball x 1 ≤ r. Typically, the number of nonzero components of x increases with r (it is possible that this growth is not monotone; see the example in section 4.1), and one is asked to stop when the optimal solution last switches from q to q + 1 nonzero components. Optimization in point (c) is performed over the q nonzero components.
In general, finding the "optimal" q-dimensional subspace Z opt determined by setting to zero some of the rows of Ax−b so that min
for any other choice of the q-dimensional subspace Z is a horrendous combinatorial problem. 6 The L 1 -regularization logic implemented in step (b) is a heuristic to find variables that exhibit a strong effect on the optimization cost.
A suitable selection of q has to meet two requirements: guaranteeing adequate generalization properties, while also allowing for a satisfactory optimal cost. In a given application, a priori knowledge on the sparsity of a good solution can be available, and this knowledge can indicate a suitable choice of q. More often, one is driven by empirical evidence. The optimal cost is computed corresponding to various values of q, and a value of q among the tested values is chosen if it meets a satisfying compromise between incurred optimization cost and generalization properties. This a posteriori evaluation procedure can be implemented on a rigorous ground based on the results of this paper, and section 4.2 offers a discussion, along with a numerical example.
In the next section we study the generalization properties of L 1 -RCA. Our ultimate goal is to prove that the user keeps control on the generalization properties by a suitable selection of the complexity parameter q. Numerical results are presented in section 4.
Theory: Generalization results. By definition
N is a guaranteed cost for the scenarios δ (i) . The goal of the present section is to establish the validity of Generalization Property 1 stated in the introduction, that is,
holds for a set Δ ⊆ Δ that has at least probability 1 − . The interpretation is that, when solution x * N is applied, cost L * N is guaranteed to hold not only for the seen δ (i) 's, but also for most of the unseen situations, those that have not been accounted for during the optimization procedure. The precise result is stated below in Theorem 3.2. Theorem 3.2 holds virtually for every L(x, δ) that are convex in x, so that the theory has wide applicability.
Notation. For future use, we introduce the notation δ = (δ (1) , δ (2) , . . . , δ (N ) ) and call δ a multisample. Note that δ is a random element in Δ N , the N -fold Cartesian product of Δ with product probability P N , where the probability is a product probability because of the independence of the δ (i) 's.
Existence of solutions.
We assume existence and uniqueness of the solution to all random convex programs as stated in the next assumption.
Assumption 2. With probability 1 with respect to the multisample δ, any random convex program considered in the analysis of this section admits a unique solution.
Even though this condition can be relaxed (see, e.g., [5] ), we make it because it is not very restrictive and its introduction streamlines the presentation.
Properties of x * N (r). x * N (r) is a continuous path as a function of r. This is a consequence of the fact that x * N (r) is the unique minimizer of a convex function
that expands with continuity as r increases.
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For brevity, let m(r) := dim(Z(r)). m(r) is an integer-valued function that, for each r, returns the dimension of the affine subspace Z(r) to which the solution x * N (r) belongs (refer to point (b) in the L 1 -RCA algorithm). We make the following assumption.
Assumption 3. With probability 1 with respect to the multisample δ, when function m(r) increases, it does so one unit at a time, that is, it does not have jumps up of 2 or more units, and m(∞)
To see that this assumption is natural, suppose we follow the path x * N (r) backward: we start from r = ∞ and then progressively shrink the optimization domain by decreasing r. Suppose that, at r =r, m(r) drops in value, i.e., m(r − ) < m(r + ); this means that at least one more row a Theorem 3.1. Under Assumptions 2 and 3, with probability 1 with respect to the multisample δ, the L 1 -RCA algorithm comes to termination.
Generalization result. For a multisample δ, L 1 -RCA generates x * N . Thus, x * N depends on δ, a fact that we henceforth explicitly indicate by the notation x * N (δ).
) is piecewise quadratic) and X is a polyhedron so that it has flat faces.
Similarly, we write L * N (δ). Going back to result (3.1), we now see that this result can be more explicitly written as
where the appearance of δ indicates that (3.2) is a random statement. We cannot expect that (3.2) holds true for any multisample δ, as we may stumble upon a multisample that badly represents the variability of δ in Δ. The following theorem asserts a fundamental fact that invalidity of (3.2) happens with a probability that can be made so small as to be negligible for any practical purpose, and this is achieved for reasonable and implementable values of N . Theorem 3.2. Take
in the L 1 -RCA algorithm ("ln" is natural logarithm, and "e" is the Nepero constant e = 2.718 . . .). Under Assumptions 1, 2, and 3, the following statement holds true with confidence 1 − β, that is, the statement is true for all multisamples δ with the exception of a set whose probability P N is at most β: There is a set Δ with P{Δ } ≥ 1 − such that
Before proving the theorem, some remarks are in order. 
What happens if the testing probability and the verification probability do not coincide? While studying this topic is outside the scope of this paper, we note that this issue has been considered in [18] 
In the special case when β = 10 −10 , (3.6) further reduces to
The sample complexity provided by formulas (3.5) 
which can be equivalently written in epigraphic form as
This program has the structure of a scenario program according to the definition in [7] in q + 1 variables, where 1 accounts for variable L, and q accounts for the variables x confined to belonging to an affine subspace of dimension q. Theorem 1 in [7] states that the solution of a scenario program violates more than an -fraction of the unseen constraints with a small probability that is bounded by a Beta distribution. For a given δ, the constraint is written as L(x, δ) ≤ L, and, for
. Thus, one might hope to apply Theorem 1 in [7] directly in the present context to show that (3.4) holds with high probability. However, one difficulty in applying Theorem 1 in [7] directly is that the latter reference requires that the domain of the optimization problem be completely set in advance, prior to seeing any δ (i) . Here, instead, the optimization domain Z(r) ∩ X for x depends on δ (i) via the construction of Z(r) in the L 1 -RCA algorithm. This difficulty can be circumvented by considering all the potential candidates for Z(r) ∩ X , a route followed in the reasoning below. [7] , we arrive at the result that (3.11)
in the right-hand side is the bound in Theorem 1 in [7] that holds for a given domain of optimization, and the term p d−q accounts for the number of potential optimization domains. The right-hand side of (3.11) keeps control on the probability of "bad" multisamples δ such that P{δ ∈ Δ :
so what is left to show (compare with the theorem statement) is that, under condition (3.3) on N , the right-hand side of (3.11) is smaller than or equal to β, i.e.,
To show (3.12), start from (3.3) and write
α , which implies that the term added at the next row is 
[apply Chernoff's bound, which states that the exp term is an upper bound to a Binomial tail; see [14] or [40] ] 
and Theorem 1 in [7] can be applied to this problem, leading to 
., s ≥ d − p. Since q is bigger than s, we have q > s ≥ d − p. From this we see that the complexity parameter q cannot be made small compared to d if p is small compared to d. On the other hand, increasing p so that it is much bigger than d results in too many choices of subspaces of dimension q, and this kills the benefit of regularization as well. This is seen from (3.3), where a p as large as p = 2d leads to an N that scales linearly in d.
Thus, putting this all together, to exploit the benefit of regularization p must be not too different from d, and p = d is indeed the most common choice.
4. Practical use of L 1 -RCA. Section 4.1 presents an example in regression that illustrates the general theory developed in previous sections. Often, a suitable selection of q is made based on empirical evidence, and this aspect is discussed in the example of section 4.2. We want to construct a reduced order signalŝ(t) that approximates s(t) according to a minimax criterion of best fit. To this purpose, suppose that we can access signal 
Example 1: Minimax regression. A signal s(t) is obtained as the composition of 200 sinusoids, s(t) =
, that is,ŝ(t) is composed by 7 sinusoidal waveforms whose frequencies, however, are not a priori decided and instead must be chosen based on the samples. To estimate the 7 frequencies j k and the associated coefficients x j k , the L 1 -RCA algorithm is used. First, allowŝ(t) to be formed by 200 sinusoids, that is, 
This program produces solutionsŝ(t) of variable complexity, i.e., with a variable number of null coefficients, depending on the regularization parameter r. run with the data shown in Figure 4 .1, and with r ranging from 0 to 0.8 over a grid with step 0.01.
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Selecting q = 7 in L 1 -RCA, we halted increasing r at the valuer = 0.58, where the solution had q = 7 nonzero coefficients for the last time; the nonzero coefficients were associated with frequencies j 1 =1, j 2 =5, j 3 =8, j 4 =41, j 5 =45, j 6 = 109, j 7 = 127, showing the ability of the algorithm to capture the sinusoids that have the strongest content in s(t). 10 We further solved sections, we notice that the t is satisfied with probability at least 80% with respect to random choices of t. Probability 80% can be increased by increasing N . Setting a probability of 95%, from (3.8) we find N = 1429, while probability 99% gives N = 7277. Increasing N results in an increased computational complexity of the optimization program.
Increasing the confidence in the result by a posteriori evaluation. The value of 80% can also be increased by an a posteriori evaluation that does not involve optimizing over an increased number N of samples. To this end, the following proposition can be applied. 
, and let
Then, with confidence 1 − β with respect to the multisample δ
holds with probability at least 1 − with respect to random choices of δ. Downloaded 09/27/13 to 192.167.23.210. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Proof. To prove this simple result, suppose that (4.2) is true with probability less
's have to fall in Δ , and the probability of this happening is bounded by (1 − ) M . Imposing that this event is rare and has probability at most β yields ( 
Remark 4.2 (tightness of (3.8)). One reason that is key to obtaining a result as tight as that given in Theorem 3.2 is that in the proof of Theorem 3.2 attention is paid to control only the generalization properties in correspondence of x *
N , the optimal solution. This is in contrast with other generalization theories, chiefly the Vapnik-Chervonenkis theory [39] , which aims to control generalization uniformly over all potential solutions x. 
Example 2: Reconstruction of a sparse high-dimensional vector.
It may be difficult in a given application to fix the value of q in advance. In these cases, one way to proceed consists in inspecting the optimal value obtained for various values of q, and then selecting a value of q that meets an adequate compromise of performance and robustness guarantees. This procedure is illustrated in this second example.
A vector z of size 2000 has only 4 nonzero components, whose values are 2.2, −2.7, 1.8, −1.9. z is multiplied by various random vectors b (i) , and we are given the result of the multiplication corrupted by an error term e (i) . In more precise terms, 4000 vectors b (i) are generated independently of one another. Each b (i) has 2000 components that are uniformly extracted from [−1, 1] and such that each component is independent of the other components. Vector z is multiplied by b (i) , thus obtaining z T b (i) , and to the result an error term e (i) is added, whose value is extracted uniformly from [−0.1, 0.1]. The error terms e (i) form an independent sequence, which is also independent of the vectors b (i) . Thus, our measurements a (i) can be written as
In order to reconstruct z, we consider the L 1 -RCP program (2.1), (2.2) with lasso regularization
and set out to solve the corresponding L 1 -RCA algorithm for increasing values of q between 1 and 10. The graph in Figure 4 .4 represents the cost obtained for different values of q. Based on this graph, we selected q = 6, and this gave a solution x * where the 4 nonzero components of z were correctly identified up to an error of less than 10 −4 , while all other components of x * were less than 3 · 10 −5 in absolute value. Let us now go back to the theory, and see how the theory can be applied to the present context. Formula (3.8) can be applied with β = 10 −10 , p = 2000, d = 2000, N = 4000, and q = 1, 2, . . . , 10 obtaining, for each value of q, a different value of , which we here denote as q . q is a posteriori selected based on the cost incurred for different q values, and we denote the selected q asq. After selectingq, we want to state that
holds with probability at least 1 − q , where a = z T b + e is a hypothetical new measurement that has not been seen yet, with b and e distributed as b (i) and e (i) , but independent of all the seen measurements. Since the statement that
holds with probability at least 1 − q is true for each single q ∈ {1, . . . , 10} with confidence 1 − 10 −10 , the statement that (4.3) holds with probability at least q is true for all q simultaneously with confidence 1−10 −10 · (number of possible choices of q) = 1 − 10 −9 . Therefore, at least with the confidence 1 − 10 −9 , we can conclude that when aq is a posteriori selected, relation
holds with probability at least 1 − q . In our example, we have q = 6 = 2.03% and L * q = L * 6 = 0.0997, so that the statement that we make with high confidence 1 − 10
is that |a − (x * 4000 ) T b| ≤ 0.0997 holds with probability at least 97.97%.
5. An assessment of the robustness-loss curve. x * N (δ) denotes the optimal solution obtained by applying the L 1 -RCA algorithm for given N and q. Throughout this section, N and q are kept to fixed values. Theorem 3.2 establishes that
holds over Δ with high confidence. This result links a loss value L * N (δ) to the probability 1 − with which such a loss value is guaranteed. The question this section addresses is: Is it possible to go beyond result (5.1) and investigate how rapidly the loss value associated to x * N (δ) improves, provided one is ready to decrease the level of probability? We show in this section that a whole robustness-loss curve can in fact be constructed. Let
where h is an arbitrary integer chosen by the user such that q + h ≤ N , and
To ease notation, henceforth we write 
We have the following theorem.
holds with probability at least 1 − is true simultaneously for all = q+1, . . . , q+h with confidence 1 − hβ. L * are the loss values corresponding to the scenarios δ (i) 's, and to each L * the theorem associates a probability 1 − . Thus, the theorem permits us to determine a robustness-loss curve over the whole range = q+1, . . . , q+h. An example of such a curve is given in Figure 5 .3. The proof of the theorem is provided at the end of this section. 
is still a valid probability for Theorem 5.1 to hold true. A MATLAB code to compute from (5.4) is provided in Appendix A.2.
Proof of Theorem 5.1. We first concentrate our attention on one value in the range [q + 1, q + h] and bound the probability P N of multisamples δ such that
Similarly to the proof of Theorem 3.2 in section 3, one difficulty is that the optimization domain Z(r) ∩ X in point (c) of the algorithm depends on the scenarios δ (i) via the construction of Z(r). We follow the same approach as in the proof of Theorem 3.2 and consider one by one each single candidate domain Z(r) ∩ X . Correspondingly, in what follows we consider a fixed optimization domain; later on in the proof we shall account for the fact that the optimization domain is one among many candidate domains. This first part of the proof is similar to Part 1 in the proof of Theorem 1 in [7] , and is provided here for completeness.
To ease the presentation, we assume that, for any given (x,L), P{L = L(x, δ)} = 0. This is a nondegeneracy condition requiring that functions L = L(x, δ) do not accumulate in any given point (x,L); this condition can be removed similarly to Part 2b in the proof of Theorem 1 in [7] .
As an intermediate step in the derivation of the final result, we first consider the case when N = . Let
be the probability distribution of P{L(x * , δ) > L * } (here, we write x * to recall that x * has been obtained with scenarios). We shall prove that this distribution is
To prove (5.6), consider Δ m , the space whose elements are m instances of δ, which we write as (δ (1) , . . . , δ (m) ). Dimension m is any integer bigger than or equal to and has to be thought of as a fixed number. Given an element (δ (1) , . . . , δ (m) ) of Δ m , compute the solution to problem (3.9), (3.10) , where N is substituted by m, and further single out the indexes of the functions L = L(x, δ (i) ) that are at the top positions on the line that passes through the solution. For = 4 these are the functions that touch the half-line in bold in Figure 5 .2. Further, group all elements in Δ m having the same indexes. In this way, m sets S I are constructed forming a partition (up to a probability 0 set) of Δ m , where I ⊆ {1, . . . , m} is a set of cardinality containing the indexes of the top functions. We claim that the probability of each of these sets is
where F (α) is defined in (5.5); using (5.7), later on in the proof we shall show that F (α) has the expression in (5.6).
To establish (5.7) in a more concrete way, consider one of the sets S I , e.g., the set where the indexes of the top functions are 1, . . . , . Select fixed valuesδ (1) 
where the second equality is a change of variables from (δ (1) , . . . ,δ ( ) ) to α. This establishes (5.7).
Recalling that the sets S I form a partition of Δ m up to a probability 0 set and 
Next, we sum up over all the potential candidates for Z(r) ∩ X , which are
holds with probability at least 1 −
When varies in the range [q+1, q+h], the conclusion is drawn that (5.9) is true simultaneously for all = q+1, . . . , q+h with confidence
If we show that each term in square brackets is bounded by β, namely, The first term on the left-hand side is lower-bounded by
while an application of the Chernoff bound for the Binomial tail (see [14] or [40] ) to the second term yields (5.14) exp − (N − + 1)
Substituting (5.13) and (5.14) in (5.12) gives (5.11). This concludes the proof. against , represented on the horizontal axis, for values in the range 8, . . . , 6007. The interpretation is that the value on the vertical axis is a guaranteed bound for |s(t) −ŝ * 7277 (t)| with probability given by 1 minus the value on the horizontal axis. Based on Theorem 5.1, all the points in the robustness-loss curve are simultaneously guaranteed with confidence 1 − 6000 · 10 −10 = 1 − 6 · 10 −7 .
6. Concluding remarks. In this paper random convex programs with L 1 -regularization have been introduced. L 1 -regularization allows one to shrink the number of optimization variables, and thereby enhance the generalization properties of the random convex program. Explicit formulas for evaluating the level of generalization have been derived.
In some applications, the scenarios δ (i) are sampled from Δ by the user according to a probabilistic model. In other applications, the δ (i) 's come as data and the underlying probability P is not known (referring, e.g., to the minimax regression example of section 4.1, one can think of situations in which the samples (t (i) , s(t (i) )) are observed data). Importantly, the results of this paper are perfectly tailored to deal with this second setup as well. Indeed, knowledge of probability P is not needed to run the L 1 -RCA algorithm (since this algorithm uses only the scenarios), nor is knowledge of P required to apply the theoretical results (since all results in this paper are distribution-free, i.e., they hold irrespective of P). This observation opens up important opportunities for applying the findings of this paper to signal processing problems and, more generally, to any data-based minimax optimization problem arising, e.g., in finance, classification, and engineering design.
The work presented in this paper refers to uncertain objective functions. Extending the results herein to uncertain constraints is certainly of interest. 1-epsl,N-l,l+1) )>bet eps1 = epsl; else eps2 = epsl; end end epsl = eps2
