Abstract. We develop an analog of harmonic replacement in the gauge theory context. The idea behind harmonic replacement dates back to Schwarz and Perron. The technique, as introduced by Jost and further developed by Colding and Minicozzi, involves taking a map v : Σ → M defined on a surface Σ and replacing its values on a small ball B 2 ⊂ Σ with a harmonic map u that has the same values as v on the boundary ∂B 2 . The resulting map on Σ has lower energy, and repeating this process on balls covering Σ, one can obtain a global harmonic map in the limit. We develop the analogous procedure in the gauge theory context. We take a connection B on a bundle over a four-manifold X, and replace it on a small ball B 4 ⊂ X with a Yang-Mills connection A that has the same restriction to the boundary ∂B 4 as B. As in the harmonic replacement results of Colding and Minicozzi, we have bounds on the difference B − A 2 L 2 1 (B 4 ) in terms of the drop in energy, and we only require that the connection B have small energy on the ball, rather than small C 0 oscillation. Throughout, we work with connections of the lowest possible regularity L 2 1 (X), the natural choice for this context, and so our gauge transformations are in L 2 2 (X) and therefore almost but not quite continuous, leading to more delicate arguments than in higher regularity.
Introduction
The goal of this article is to adapt Jost's harmonic replacement technique [17] to the gauge theory context. In the classical harmonic replacement techniques of Schwarz [24] and Perron [20] , given a real-valued function v on a domain Ω and a ball B n ⊂ Ω, a function u on Ω is constructed by replacing v on B n with a harmonic function with the same values on the boundary of B n . In other words, outside of B n , u is equal to v, and on B n , u is the solution to the Dirichlet problem ∆u = 0 on B n , u| ∂B n = v| ∂B n on ∂B n .
This procedure decreases energy, and, repeating this process for balls covering Ω, one can obtain a harmonic function on all of Ω. In [17] , Jost adapts this technique to the nonlinear context of maps v : Σ → M from a two-dimensional surface Σ to a manifold M , where he replaces v on a small ball B 2 ⊂ Σ with a harmonic map u. In our main result, Theorem 3.13, we do the analogous construction for connections on a principal G-bundle over a compact four-manifold X, where the Lie group G is compact. That is, given such a connection B and a 4-ball B 4 ⊂ X, we construct a connection A by replacing B on B 4 with a Yang-Mills connection whose restriction to the boundary ∂B 4 is equal to that of B. We also show that there is an energy-monotone homotopy between the original connection A and the Yang-Mills replacement B. Like in Colding and Minicozzi's harmonic replacement results [3] , we only require that the connection B have small energy on the ball, rather than small C 0 oscillation as in Jost's original work. Our result applies to connections in the Sobolev space L 2 1 (X), which is the natural choice in four dimensions, but leads to more delicate arguments than for smooth connections. In particular, our gauge transformations are in the borderline Sobolev space L 2 2 (X), so we do not have a Sobolev embedding L 2 2 (X) ֒→ C 0 (X), as a result of which the group of L 2 2 (X) gauge transformations is not a Hilbert Lie group. However, working with smooth connections would be insufficient for our purposes, because, after replacing a smooth connection with a Yang-Mills connection on a ball B 4 ⊂ X, the resulting connection is not smooth across the boundary ∂B 4 .
Isobe and Marini [13, 15, 16, 14] . However, for the purposes of Yang-Mills replacement, we must require the stronger condition that the restriction of A to the boundary is equal to A ∂ . Viewing the ball B 4 as a subset of a manifold X, allowing a homotopically nontrivial gauge transformation on ∂B 4 would let us change the topology of the bundle over X. Requiring equality, on the other hand, ensures that the connection on X resulting from Yang-Mills replacement is on the same bundle P → X as the original connection.
Both the work of Marini and Isobe [15, 16, 14] and this article deal with solving the Yang-Mills problem with prescribed small boundary values; however, the notion of "small" is different. In [15] , the authors show that, for any smooth boundary value A ∂ = d + a ∂ , there is an ε depending on A ∂ such that there exists a solution with boundary value d + ε ′ · a ∂ for any ε ′ < ε. We prove the stronger claim that there is a uniform ε such that a solution with boundary value A ∂ exists whenever a ∂ L 2 1/2 (∂B 4 ) < ε. Requiring only a bound on the L 2 1/2 (∂B 4 ) norm of the connection is needed for Theorem 3.5, where we improve Theorem 3.1 to only require an energy bound. This energy bound gives us the energy bound of our main result, Theorem 3.13.
The claim of Theorem 3.1 has been discussed by Rivière [22] , but instead of a direct energy minimization method, we use the inverse function theorem, allowing us to conclude smooth dependence of the solution A on the boundary value A ∂ . One of the key ideas in the inverse function theorem argument is an appropriate choice of codomain, motivating the definition of L 2,n −1 (B 4 ; * T * B 4 ) in Section 2.3 as the dual of those forms in L 2 1 (B 4 ; * T * B 4 ) that are normal to the boundary ∂B 4 . Using the gauge fixing results of Section 4, in Theorems 3.5 and 3.6, we broaden the hypotheses of Theorem 3.1 and prove a uniqueness result for the solutions. Along the way, in Proposition 3.4, we prove an energy convexity result similar to Colding and Minicozzi's result in the harmonic map context [3] . Next, in Theorem 3.8, we construct the local version of the energy-monotone homotopy of Theorem 3.13.
As we proceed to the global question of Yang-Mills replacement on a ball in a larger manifold, we run into regularity issues across the boundary of the ball that are not present in the harmonic map setting. In Theorem 3.1, we are able to prescribe the tangential component i * A of A on the boundary ∂B 4 , but not the normal component. As a result, when we take a global L 2 1 (X) connection B and construct a connectionÂ that is a Yang-Mills connection A on the ball B 4 and equal to B outside the ball, the tangential components of A and B match on the boundary ∂B 4 , but the normal components might not. Thus, the resulting piecewise-defined global connectionÂ is not in L 2 1 (X), but it is nonetheless in a space we call L 2 d (X; * T * X), defined in Section 2.4 as those forms α such that α ∈ L 4 (X; * T * X) and dα ∈ L 2 (X; * T * X). However, losing regularity after a Yang-Mills replacement step is unsatisfactory because it prevents us from repeating the Yang-Mills replacement process on an overlapping ball. Because L 2 d (X) connections have welldefined L 2 (X) curvatures, one might ask if a gauge fixing argument could show that they are gauge equivalent to L 2 1 (X) connections. We answer this question in the affirmative in Corollary 3.12, showing that, furthermore, the corresponding spaces of connections modulo gauge transformations are homeomorphic and Hausdorff. The argument is delicate because the gauge transformations involved are in the borderline Sobolev space L 4 1 (X) and not continuous. The proofs of Theorems 3.13 and 3.14 follow in Section 3.5.
Finally, in Section 4, we develop the gauge fixing machinery that powers the results in Section 3, building off of results by Uhlenbeck [32, 33] and Marini [19] . In gauge fixing, we start with an L 2 1 (B 4 ) connection A on a ball B 4 with small energy F A L 2 (B 4 ) < ε, and we find an L 2 2 (B 4 ; G) gauge transformation g that sends A to a connectionÃ = d +ã satisfying the Coulomb condition d * ã = 0 and a bound on ã L 2 1 (B 4 ) . However, there are two natural boundary conditions to impose on the connection, either the Neumann conditions i * * ã = 0 or the Dirichlet conditions d * ∂B 4 i * ã , where i * is the restriction to the boundary. Uhlenbeck [32] provides a full treatment of the gauge fixing problem with Neumann boundary conditions, but her treatment of the problem with Dirichlet boundary conditions in [33, Theorem 2.7] and the later improvement by Marini [19, Theorem 3.2] have additional regularity assumptions on A. We prove the result without these assumptions in Theorem 4.15. Along the way, in Theorem 4.6 we extend Uhlenbeck's gauge fixing result to L 2 d (B 4 ) connections, in Proposition 4.8 we improve the weak L 2 1 (B 4 ; g ⊗ T * B 4 ) convergence of the Coulomb gauge representatives in [32] to strong L 2 1 (B 4 ; g ⊗ T * B 4 ) convergence, and, in Proposition 4.9, we prove the Coulomb gauge fixing result where we impose Dirichlet boundary conditions on the gauge transformation instead of on the connection.
Preliminaries
In Section 2.1, we review connections and prove basic properties of the borderline regularity gauge group. Next, in Section 2.2, we review the Hodge decomposition theorem for manifolds with boundary. Finally, in Sections 2.3 and 2.4, we define and prove basic properties of the Banach spaces L 2,n −1 (X; * T * X) and L 2 d (X; * T * X), where d denotes the exterior derivative.
Yang-Mills connections.
Following the standard references [18, 6] , we introduce the notation we will use for principal G-bundles and connections. Let G be a compact Lie group. We fix a unitary representation G ֒→ U N ⊂ M N , where M N denotes the vector space of N by N complex matrices.
Definition 2.1. Let P → X be a principal G-bundle over a compact manifold X, and let ad P denote the associated bundle P × G g. Let A be an L 2 1 (X) connection, and let F A ∈ L 2 (X; ad P ⊗ 2 T * X) be its curvature. The energy of A is
Definition 2.2. A Yang-Mills connection
A is a critical point of the functional E. If X has boundary, then we require A to be a critical point with respect to variations A t such that i * A t is gauge equivalent to i * A on the boundary, where i : ∂X ֒→ X is the inclusion.
Using variations that are fixed on the boundary, we see that a Yang-Mills connection A satisfies the Yang-Mills equations
for all c ∈ L 2 1 (X; ad P ⊗ T * X) with i * c = 0 on ∂X. When we are working over a local trivialization d of P over B 4 ⊂ X, we will also make use of the projected Yang-Mills equations, where we only require that F A , d A c L 2 (B 4 ) = 0 for c ∈ L 2 1 (B 4 ; g ⊗ T * B 4 ) satisfying d * c = 0 on B 4 in addition to i * c = 0 on ∂B 4 .
We now review gauge transformations and their action on connections.
Definition 2.3.
A gauge transformation is an automorphism of P . A gauge transformation can be represented by a section of the associated bundle Ad P = P × G G ⊂ P × G M N with the conjugation action of G on G ⊂ M N . By an L p k gauge transformation we mean an L p k section g of the vector bundle P × G M N such that g(x) ∈ Ad P a.e. on X.
With respect to a local trivialization of P over B 4 ⊂ X, a gauge transformation is a G-valued function, and we can write down how explicitly how it acts on a connection A expressed in this trivialization as d + a, where a is a g-valued one-form. We have
Writing g(A) = B = d + b, we can rewrite the above equation as
where the terms in the equation are M N -valued one-forms. When (k+1)p > dim X, it is well-known [9, 32] that the group of L p k+1 gauge transformations has smooth multiplication and inversion and acts smoothly on L In the borderline case (k + 1)p = dim X, the matter is more delicate. Because gauge transformations are G-valued and G is compact, they are uniformly bounded in L ∞ (X; P × G M N ). As a result, multiplication of borderline L p k+1 gauge transformations is still well-defined, as is their action on L p k connections. However, these maps are only smooth with the L p k+1 ∩ L ∞ topology on gauge transformations. With just the L p k+1 topology, the situation is more subtle. With this topology, multiplication of gauge transformations and the action of gauge transformations on connections are no longer smooth maps, but nonetheless they are continuous. We will prove this claim for L 2 2 gauge transformations on a 4-manifold, but the argument works for general borderline regularity gauge groups. The key idea that gives us just enough power to prove continuity is that G-valued functions act as isometries on L p spaces. We begin with a lemma.
Lemma 2.4. Let P be a principal G-bundle over a compact 4-manifold with compact gauge group G ֒→ U N ⊂ M N . Let 1 < p < ∞, and let f i be a general matrix-valued sequence in
and let g i be a sequence of gauge transformations that converges in L q (X; Ad P ) to a gauge transformation g. Then g i f i and f i g i converge in L p (X; P × G M N ) to gf and f g, respectively.
Proof. We know immediately that
We show that the g i f i converges in L p (X; P × G M N ) to gf by showing that every subsequence of the g i f i has a further subsequence that converges to gf . We begin by passing to a subsequence of the g i f i . The g i , being Ad P -valued a.e., are uniformly bounded in L ∞ (X; P × G M N ). As a result, the g i f i are uniformly bounded in L p (X; P × G M N ), and hence after passing to a further subsequence the g i f i converge weakly in L p (X; P × G M N ). This weak limit must be gf because we know that g i f i converges to gf in L 1 (X; P × G M N ). To upgrade this weak convergence to strong convergence, we note that multiplication by an element of G is an isometry of M N , and hence
For L p spaces with 1 < p < ∞ [21] , weak convergence along with convergence of the sequence of norms to the norm of the limit implies strong convergence. We conclude then that this further subsequence of the g i f i converges strongly in L p (X; P × G M N ) to gf , and hence so does the original sequence. The argument for f i g i is analogous.
We can now prove the continuity of the gauge group and its action on connections. See also [26 Proposition 2.5. Let P be a principal G-bundle over a compact 4-manifold X with compact group G ֒→ U N ⊂ M N . The group of L 2 2 (X) gauge transformations has continuous multiplication and inversion maps, and L 2 2 (X) gauge transformations act continuously on L 2 1 (X) connections. Proof. The question is local, so for simplicity we work over a closed ball in a local trivialization B 4 ⊂ X. Consider a sequence of L 2 2 (B 4 ; G) gauge transformations g i and h i converging in L 2 2 (B 4 ; G) to g and h, respectively. We aim to show that g i h i converges to gh in L 2 2 (B 4 ; G). We compute that
For the middle term, we know that the sequences ∇g i and ∇h i converge in L 2 1 (B 4 ; M N ⊗ T * B 4 ), and we have a Sobolev multiplication map
For the other two terms, we apply Lemma 2.4. We know that g i converges to g in L 2 2 (B 4 ; G) and hence in L 2 (B 4 ; G), and we know that
Inversion is continuous by a simpler argument. Because we have chosen a representation G ֒→ U N , inversion is the same as the conjugate transpose, which is a linear, and hence smooth, map
Using this fact, we can show that the action of gauge transformations on connections is continuous.
We would like to show that the map g(a) defined by
is continuous. Again, we choose sequences g i and a i that converge in L 2 2 (B 4 ; G) and L 2 1 (B 4 ; g ⊗ T * B 4 ) to g and a, respectively, and we aim to show that the
Using the Sobolev multiplication theorems, we know that (∇g i )a i , ∇a i , a i ∇g
i , ∇dg i , and dg i (∇g
) to the expected limits. As a result, we can prove con-
) by several applications of Lemma 2.4.
2.2.
The Hodge decomposition theorem on manifolds with boundary. In this section, we summarize the treatment in [31, Section 5.9] of appropriate boundary conditions for the Hodge Laplacian. Let X be a smooth manifold with boundary ∂X, and let i : ∂X → X be the inclusion.
* T * X) denote the L 2 1 (X) differential forms α that are normal to the boundary, that is, they satisfy the Dirichlet boundary condition i * α = 0. Likewise, let L 2,t 1 (X; * T * X) denote the L 2 1 (X) differential forms α that are tangent to the boundary, that is, they satisfy the Neumann boundary condition i * * α = 0, where * is Hodge star operator. Definition 2.7. Let H n denote the harmonic forms in L 2,n 1 (X; * T * X). That is, H n contains those L 2 1 (X; * T * X) forms α such that i * α = 0, dα = 0, and d * α = 0. Likewise, let H t denote those L 2 1 (X; * T * X) forms α such that i * * α = 0, dα = 0, and d * α = 0.
Proposition 2.8 ( [31, 5.9.36, 5.9 .38]). The forms in H n and H t are smooth.
Proposition 2.9 ([31, 5.9.9]). The natural map from the Dirichlet harmonic forms into the cohomology of X rel boundary is an isomorphism. That is,
Proposition 2.10 ([31, 5.9.8]). There exists Green's functions
H α, where π n H and π t H denote the L 2 (X) projections to the finite-dimensional spaces H n and H t , respectively.
(2) The operators dd * G n , d * dG n , and π n H are L 2 (X)-projections whose ranges are L 2 (X)-orthogonal to each other. Likewise, the operators dd * G t , d * dG t , and π t H are L 2 (X)-projections whose ranges are L 2 (X)-orthogonal to each other. (3) The range of G n satisfies the boundary conditions i * G n α = 0 and i * d * G n α = 0. (4) The range of G t satisfies the boundary conditions i * * G t α = 0 and i
Corollary 2.11. Let X be a smooth manifold with smooth boundary, and
has kernel and cokernel
has kernel and cokernel H t .
Proof. For smooth α, the condition i * α = 0 implies that
Smooth forms satisfying
Next, we show that the range has trivial intersection with H n . Let (d + d * )α = φ and i * α = 0, where φ ∈ H n . Then
Finally, we show that the range of d+d * contains all β ∈ L 2 k (X;
By Proposition 2.10, we have boundary conditions i * G n β = 0 and i * d * G n β = 0. Hence,
k+1 (X; * T * X), as desired. The second claim is analogous, or, alternatively, it follows from the identity
where (−1) n(p−1)+1 acts on * T * X by (−1) n(p−1)+1 on the degree p component of the exterior algebra, along with the facts that the isometry * sends L 2,n k+1 (X;
k+1 (X; * T * X) and vice versa, and * sends H n to H t and vice versa.
However, the space L 2 −1 (X) ends up being insufficient for our purposes. By definition,
forms that vanish on the boundary ∂X.
We need to instead define a larger space, L
is, L 2 1 (X; * T * X) forms whose tangential components vanish on the boundary ∂X. In the remainder of the section, we prove basic results about the space L 2,n −1 (X; * T * X) needed to show
* T * X) is reflexive, and smooth functions are dense in
, the reflexivity of L 2,n 1 (X; * T * X) follows from [1, 1.21] and the reflexivity of L 2 1 (X; * T * X) [1, 3.5] . Meanwhile, using the reflexivity of L 2,n 1 (X; * T * X), an argument like in [1, 3.12] shows that L 2 (X;
Lemma 2.14. The operators
have closed ranges.
Proof. The operators
are projections and hence have closed ranges, so we proceed by showing that range(d) = range(dd * G t ) and range
Because the decomposition is orthogonal, we simply check that
Here, we used the boundary conditions i * * dG t dα = ±i * d * * G t dα = 0 and i * * π t H dα = 0, along with the fact that i * (dα) is well-defined in L 2 −1/2 (∂X;
because of the identity i * dα = di * α. Hence, range(d) = range(dd * G t ). The argument for d * is analogous.
By the closed range theorem, d * : 
Proposition 2.16. The operator
, and this operator is a projection to the range of d * :
Proof. Let y ∈ L 2 (X; * T * X), and let φ ∈ L 2,n 1 (X; * T * X). Because π d * is a projection operator to a factor in the Hodge decomposition, we have
, defined by the equation
To show that the operator
, first recall that in the proof of Lemma 2.14 we showed that the range of d * :
Conversely, for all y ∈ L 2 (X; * T * X), we know that
, and the above fact
Proof. We know that A → F A is smooth as an operator
is a bounded linear operator, and hence smooth. The multiplication map
→ R is bounded, and hence by duality so is the bilinear multiplication map
is a bounded linear operator, and hence smooth, and its range is range(d * ).
. Given an L 2 1 (X; ad P ⊗ T * X) connection B on X and a ball B 4 in X, we will replace B with a L 2 1 (B 4 ; g ⊗ T * B 4 ) Yang-Mills connection A on B 4 whose tangential components match B on ∂B 4 . The resulting piecewise-defined global connectionÂ is in L 4 (X; ad P ⊗ T * X), but because the normal component of B does not match that of A on ∂B 4 , the new connectionÂ is not in L 2 1 (X; ad P ⊗ T * X). However, the fact that the tangential components match still gives us more regularity than L 4 (X; ad P ⊗ T * X), In fact,Â still has enough regularity to define curvature FÂ ∈ L 2 (X; ad P ⊗ 2 T * X). This leads us to define a space inbetween L 4 (X; ad P ⊗ T * X) and L 2 1 (X; ad P ⊗ T * X) which we call L 2 d (X; ad P ⊗ T * X), where the d subscript refers to the exterior derivative. Definition 2.18. Let X be a compact smooth 4-manifold, and let L 2 d (X; * T * X) be the completion of smooth forms α under the norm
Such a definition has previously appeared context of gauge theory [26] , and a similar definition has appeared in the context of numerical analysis, namely, the H(curl) spaces of Girault and Raviart [11, Section 2.2] . We now show that a form defined piecewise on X with matching tangential components is in L 2 d (X; * T * X). For an analogous result in the numerical analysis context, see [2, Proposition III.1.2]. For our purposes, in the following proposition, Y will be a 4-ball B 4 contained in X, Z will be the closure of its complement, and S will be the shared boundary ∂B 4 . Intuitively, although we have a discontinuity in the normal component as we cross S, when taking d we never take the normal derivative of the normal component, so we never see this discontinuity. Proposition 2.19. Let X be a compact smooth 4-manifold. We split X into two pieces Y and Z by a smooth internal boundary S.
Proof. We must show that dα ∈ L 2 (X; * T * X). Let φ be a smooth differential form on X compactly supported away from ∂X of the same degree as dα. By the definition of the weak derivative, we have that dα, φ L 2 (X) = α, d * φ L 2 (X) , and our goal is to show that this pairing gives a bounded map in φ with respect to the L 2 (X) norm. We compute that
I claim that the two boundary integral terms cancel. Indeed, for the parts of ∂Y and ∂Z that are on ∂X, we have φ = 0 by assumption. The remaining parts of ∂Y and ∂Z are on the shared boundary S, where we have i * β = i * γ. Since ∂Y and ∂Z have opposite orientations on S, the two terms cancel. Hence,
. Since smooth forms compactly supported away from ∂X are dense in L 2 (X;
Proposition 2.20. Let X be a compact smooth manifold with a principal G-bundle P , and let A be an
The question is local, so we work on a compact subset K of a trivialization.
We
Yang-Mills Replacement
In this section, we build up to the proofs of Theorems 3.13 and 3.14 in Section 3.5, using the gauge fixing results in Section 4. In Section 3.1, we solve the Yang-Mills equation on B 4 with prescribed small boundary data in L 2 1/2 (∂B 4 ; g ⊗ T * ∂B 4 ) using the inverse function theorem. In Section 3.2 we use gauge fixing to extend this result to a more general class of boundary values in Theorem 3.5. In addition, the inverse function theorem gives us local uniqueness of the solution, which we strengthen in Theorem 3.6. Along the way, in Proposition 3.4, we prove strict convexity in Coulomb gauge of the energy functional near small-energy Yang-Mills connections. In Section 3.3 we show energy monotonicity of the linear path between an a connection and the Yang-Mills replacement that matches it on the boundary. Finally, in Section 3.4, we move the global question of Yang-Mills replacement on a ball in a larger manifold X, and we address the irregularity across the boundary of the ball by showing that every L 2 d (X) connection is gauge equivalent to an L 2 1 (X) connection.
3.1. The Dirichlet problem with small L 2 1/2 boundary data. In this section, we prove the the existence of Yang-Mills connections on the ball with prescribed small boundary data in L 2 1/2 (∂B 4 ; g ⊗ T * ∂B 4 ). As discussed in more detail in the introduction, there is substantial work by Marini and Isobe [19, 13, 15, 16, 14] on related problems where the boundary data is smooth and prescribed up to gauge equivalence, or where the boundary data is required to be a sufficiently small multiple of a fixed smooth connection on ∂B 4 rather than small in the L 2 1/2 (∂B 4 ) norm. The specific problem of Theorem 3.1 has also been addressed in lecture notes of Rivière [22] using direct minimzation methods of Sedlacek [25] . Here we instead prove this result using the inverse function theorem, as a consequence of which we know that the Yang-Mills connection depends smoothly on the boundary data.
Theorem 3.1. Let B 4 be a smooth 4-ball with arbitrary metric, let i : ∂B 4 → B 4 be the inclusion, and let P → B 4 be a principal G-bundle with trivializing connection d. There exist an ε > 0 and 
Moreover, A depends smoothly on A ∂ .
Proof. We consider the projected Yang-Mills operator
We have that A → π d * d * A F A is smooth by Corollary 2.17 and i * :
is a bounded linear operator and hence smooth.
Proving the proposition amounts to showing that pY M is an isomorphism on a neighborhood of a = 0. Our desired L 2 1 (B 4 ; g ⊗ T * B 4 ) extension a is then the inverse image of (0, a ∂ ). We do so using the inverse function theorem. The linearization of pY M at a = 0 is
It remains to show that this operator is an isomorphism of Banach spaces. Let a ∈ L 2 1 (B 4 ; g ⊗ T * B 4 ) ∩ ker d * , and assume that d * da = 0 and i * a = 0. Thus a ∈ L 2,n 1 (B 4 ; g ⊗ T * B 4 ), and so Proposition 2.15 tells us that
Thus, da = 0. In addition, d * a = 0 and i * a = 0, so a ∈ H n . But
is an isomorphism of Banach spaces. Hence, by the inverse function theorem, the projected YangMills operator
To complete the proof of Theorem 3.1, it remains to prove the following. In higher regularity spaces, this proposition can be proved using bounds on d * A F A , but for L 2 1 (B 4 ; g ⊗ T * B 4 ) connections, we must proceed directly by showing that A locally minimizes energy. We prove a convexity inequality similar to one used by Colding and Minicozzi for harmonic maps [3, Theorem 3.1].
Proposition 3.4. Let B 4 be a smooth 4-ball with arbitrary metric, let i : ∂B 4 → B 4 be the inclusion, and let P → B 4 be a principal G-bundle with trivializing connection d. There exist constants ε 4 , ε F and C with the following significance. Let A = d+a and B = d+b be (4) A and B match on the boundary, that is, i * A = i * B, and
In particular,
Proof. The projected Yang-Mills equation
where C L is the operator norm of the Lie bracket g × g → g, and C S is the operator norm of the Sobolev embedding
) is a Fredholm operator with no kernel on one-forms. Thus, we have the estimate c L 2
. Combining the above inequality with (2), we have
, and noting that c L 4 (B 4 ) < 2ε 4 , the above inequality becomes
so our desired inequality is true with C = 16C 2 G . Under the assumptions of Propositon 3.3 for an appropriate ε, Proposition 3.4 tells us that A has smaller energy than any nearby connection B that matches A on the boundary and satisfies the Coulomb condition d * b = 0. It remains to remove this last condition, and to allow B to match A on the boundary only up to gauge. To do so, we use gauge fixing results that we will prove in Section 4.
Let ε U and C U be the constants from Proposition 4.9. Requiring ε ≤ ε U , we can apply Proposition 4.9 to B to give us a gauge equivalent connectionB satisfying
Let ε 4 and ε F be the corresponding constants from Proposition 3.4. We have the continuity of the trace map
. Using these along with the continuiuty of F A , we can choose ε small enough so that
(∂B 4 ) and the continuity of b → F B and b → i * b let us choose ε small enough so that b L 2 1 (B 4 ) < ε implies b L 4 (B 4 ) < ε 4 . Since i * A = i * B , we can apply Proposition 3.4 to A andB, since d * a = 0 by assumption and d * b = 0 by Theorem 4.9. We conclude that
as desired. Hence, A locally minimzes energy among connections whose restrictions to ∂B 4 is i * A.
We now assume only that i * B is gauge equivalent to i * A, along with b L 2 1 (B 4 ) < ε, and show that
. They key fact here is that, unlike the projected Yang-Mills condition, the condition we proved, namely that A locally minimizes energy among connections whose restriction to the boundary is equal to i * A, is a gauge-invariant condition.
We require ε be small enough so that
) and F B L 2 (B 4 ) are small enough so that we can apply Theorem 4.15, giving us connectionsÃ andB gauge equivalent to A and B, respectively, such that
. Choosing ε small enough, these bounds imply bounds on i * ã L 3 (∂B 4 ) and i * b L 3 (∂B 4 ) that are sufficient for applying Proposition 4.22 to find that the gauge transformation g sending i * Ã to i * B is constant. We can apply this constant gauge transformation toÃ on all of B 4 without affecting the Dirichlet Coulomb conditions d * ã = 0 and d * ∂B 4 i * ã = 0, so we can assume without loss of generality that g = 1 and i * Ã = i * B . Since A locally minimzes energy among connections whose restrictions match it on the boundary, so doesÃ, and so
3.2. Yang-Mills replacement for small-energy connections on a ball. Using gauge fixing, we can strengthen Theorem 3.1 to solve the Yang-Mills equation for a larger class of boundary values, namely restrictions to the boundary of small-energy connections on the ball. This result is exactly what we need for replacing a global connection on a small ball with a Yang-Mills connection. Proof. The idea is to apply a gauge fixing result to B in order to make the boundary value small enough to apply Theorem 3.1. We will use Theorem 4.5, Uhlenbeck's gauge fixing result with Neumann boundary conditions, though Theorem 4.15 with Dirichlet boundary conditions would work equally well. Let ε U and C be the constants from Theorem 4.5, and let ε ∂ be the bound on the boundary value in Theorem 3.1. Require ε ≤ ε U and C T Cε ≤ ε ∂ , where C T is the norm of the trace map i * :
Thus we can apply Theorem 3.
It remains to show that this construction is continuous, which is made more complex by the fact that g is not uniquely determined by B and hence might not depend contiuously on B. With appropriately chosen ε, we know that g is unique up to a constant gauge transformation c by [6, Theorem 2.3.7] or an argument analogous to Corollary 4.23. We show that A does not depend on the choice of g, so let g ′ = cg, letB ′ = g ′ (B) = c(B), and letÃ ′ be the Yang-Mills connection given by applying Theorem 3.1 to i * B′ . We claim thatÃ ′ = c(Ã). Indeed, i * (c(Ã)) = i * B′ , and the other conditions of Theorem 3.1 are preserved under constant gauge transformations and hence are true of c(Ã). Since the connection given by Theorem 3.1 is unique, we conclude thatÃ ′ = c(Ã), and so
We can use this uniqueness to show that this construction is continuous. Indeed, let B i → B be a sequence of connections converging in L 2 1 (B 4 ; g ⊗ T * B 4 ). Let A i and A be the corresponding Yang-Mills connections constructed above. We will show that A i converges to A by showing that any subsequence of the A i has a further subsequence that converges to A. Hence, we begin by passing to a subsequence of the B i . By Proposition 4.8, after passing to a further subsequence, we can have the Coulomb gauge representativesB i converging to a Coulomb gauge representativeB of B. However,B is only determined up to a constant gauge transformation and may depend on our initial choice of subsequence. In addition, Lemma 4.3 gives us that, after passing to a subsequence, the gauge transformations g i sending B i toB i converge in L 2 2 (B 4 ; G) to the gauge transformation g sending B toB. Theorem 3.1 gives us that theÃ i depend smoothly on the i * B i , which depend linearly on theB i , so we know that theÃ i converge toÃ. Finally, because the g i converge strongly to g in L 2 2 (B 4 ; G), we know by Proposition 2.5 that the A i = g
. By our previous argument, even thoughB might depend up to a constant gauge transformation on our initial choice of subsequence, the limit A is unique and thus is independent of the initial choice of subsequence of the B i . Thus, A depends continuously on B, as desired.
We now use gauge fixing to prove a stronger uniqueness result for the Yang-Mills solution. Proof. Choose ε small enough so that we can apply Theorem 4.15, giving us L 2 1 (B 4 ; g ⊗ T * B 4 ) connectionsÃ andB gauge equivalent to A and B, respectively, satisfying the Dirichlet Coulomb
. We have that i * Ã and i * B are gauge equivalent, and we would like to apply Proposition 4.22. We require that ε be small enough so that the bounds
1 (B 4 ) < Cε and the Sobolev and trace maps
give us the L 3 (∂B 4 ; g ⊗ T * ∂B 4 ) bounds required by Proposition 4.22, which then tells us that the gauge transformation sending i * Ã to i * B is a constant c ∈ G. Now viewing c as a gauge transformation on all of B 4 , apply c toÃ, and note that c(Ã) satisfies all of the properties above required ofÃ. Hence, we may, without loss of generality replaceÃ by c(Ã), or, in other words, assume that c = 1, so i * Ã = i * B .
Next, we require ε be small enough so that our bounds
1 (B 4 ) < Cε suffice to give us the bounds needed for Proposition 3.4 via the Sobolev embedding L 2 1 (B 4 ) ֒→ L 4 (B 4 ). The Yang-Mills condition is gauge-invariant, soÃ is Yang-Mills, and, in particular, also satisfies the projected Yang-Mills equation. Hence, we can apply Proposition 3.4 toÃ andB to conclude that
. We then haveÃ =B by the inequality (1) in Proposition 3.4, so A and B are gauge equivalent, as desired.
3.3. Linear interpolation. We know that a small Yang-Mills A connection on B 4 locally minimizes energy among connections B with the same restriction to the boundary. We go further by showing that, in Coulomb gauge, the linear interpolation from B to A is an energy-decreasing path. As before, for small connections in Coulomb gauge it suffices to assume only that A satisfies the projected Yang-Mills equation instead of the full Yang-Mills equaiton. 
We bound the last term:
, where C is the constant in Proposition 3.4. Choosing ε 4 and ε F small enough so that we can apply Proposition 3.4, we have c
Again, we can use gauge fixing to prove this energy monotonicity result for a wider class of connections.
Theorem 3.8. There exists a constant ε with the following significance. Let B be an L 2 1 (B 4 ) connection with F B L 2 (B 4 ) < ε, and let A be the Yang-Mills connection with i * A = i * B constructed in Theorem 3.5. Let B t = (1 − t)A + tB be the linear interpolation between B 0 = A and
Using the Sobolev inequalities we can choose a small enough ε to obtain the required bounds on b L 4 (B 4 ) . SinceÃ depends continuously onB, our choice of ε gives us bounds on ã L 2 1 (B 4 ) , which lets us obtain the required bounds on FÃ L 2 (B 4 ) and ã L 4 (B 4 ) . Finally, A is Yang-Mills, soÃ is also Yang-Mills and in particular satisfies the projected Yang-Mills equation. Hence we can apply Proposition 3.7 toÃ andB, giving us that the linear interpolation betweenÃ andB has monotone energy. But both energy and affine combinations are preserved after applying a gauge transformation, so the linear interpolation between A and B also has monotone energy, as desired.
3.4. Yang-Mills replacement for global connections. In this section, we consider an arbitrary compact 4-manifold X and use the solution to the Dirichlet problem for Yang-Mills connections on the ball in order to construct an energy-decreasing map on global L 2 1 (X) connections modulo L 2 2 (X) gauge transformations. Namely, given a connection B on X and a ball B 4 ⊂ X on which B has small energy, we will replace B on B 4 with a Yang-Mills connection A that has the same restriction to the boundary ∂B 4 , thereby constructing a piecewise connectionÂ that is Yang-Mills on the ball and equal to B outside the ball. However, only the tangential components of A and B match on the boundary ∂B 4 , and the normal components may disagree. As a result, this new connectionÂ is no longer in L 2 1 (X), but it is still in the space L 2 d (X) defined in Section 2.4. However, we will show that this piecewise-defined connection is nonetheless gauge equivalent to an L 2 1 (X) connection. More generally, we prove that any L 2 d (X) connection is gauge equivalent via a L 4 1 (X) gauge transformation to a L 2 1 (X) connection, and so we show that the space of 
Then the projection to the first factor F → L 2 2 (U ; M N ) sending (g, a, b) to g factors continuously through C 0 loc (U ; M N ). The next lemma we need is due to Uhlenbeck. It tells us that if two bundles over a compact manifold X are described by transition functions g α,β and h α,β that are sufficiently close to each other in C 0 , then the two bundles are isomorphic. . Let X be a compact manifold with principal G-bundles P and Q and a finite cover by local trivializations {U α } with continuous transition maps φ α,β , ψ α,β : U α ∩ U β → G, respectively. There exists an ε depending on the cover but not on the transition maps such that if, for all α and β, φ α,β ψ β,α is a neighborhood of the identity on which exp −1 is defined and
then there exists a cover {V α } of X with V α ⊂ U α and an isomorphism between P and Q defined by ρ α : V α → G satisfying ψ α,β ρ α = ρ β φ α,β .
With these tools in hand, we can prove that any L 2 d (X) connection is gauge equivalent to an L 2 1 (X) connection. We follow Uhlenbeck's patching argument in [32, Theorem 3.6], using local gauge fixing to take an L 2 d (X)-convergent sequence of connections on our bundle P to an L 2 1 (X)-convergent sequence of connections on a sequence of bundles Q i . Uhlenbeck constructs the limit bundle Q only when the gauge transformations are in a Sobolev space that is above the borderline, but we can use Taubes's lemma to construct the limit bundle Q even at the borderline.
Theorem 3.11. Let P be a smooth principal G-bundle over a compact manifold
Moreover, the gauge equivalence class of B modulo L 2 2 (X) gauge transformations depends continuously on A.
Proof. Let A i be a sequence of smooth connections converging to A in L 2 d (X). Let {U α } be a finite cover of X by balls contained inside trivializations of P and small enough so that, for all α, F A L 2 (Uα) < ε for the ε in Proposition 4.8. A priori, the ε required depends on the metric of the ball B 4 . However, as discussed in Uhlenbeck [32] , we can note that the energy of connections is invariant under conformal changes of metric, and dilations in particular. Thus, we can rescale small exponential neighborhoods to balls of unit size with metric close to that of the standard unit ball, and choose an ε uniformly for all of the balls. Take a tail of the sequence to guarantee that F A i L 2 (Uα) < ε also. For a fixed U α , pass to a subsequence of A i given by Proposition 4.8, giving us gauge transformations g i,α and g α on U α sending A i toÃ i,α and A toÃ α , respectively, such that theÃ i,α are in Coulomb gauge on U α and converge toÃ α strongly in L 2 1 (U α ; g ⊗ T * U α ), and the g i,α converge to g α in L 4 1 (U α ; G). Repeat this construction for the other U α , taking further subsequences. By the smoothness and uniqueness claim for the gauge transformation doing the gauge fixing in [6, Theorem 2.3.7], we know that the g i,α are smooth because the A i are smooth.
Let φ α,β : U α ∩ U β → G be the transition functions for P . Since the g i,α are smooth, we define new transition functions by ψ i,α,β = g i,β φ α,β g −1 i,α for a bundle Q i over X, so the g i,α define a bundle isomorphism between P and Q i sending A i to the connection defined by theÃ i,α on Q i .
We would like to pass to the limit bundle Q defined by ψ α,β = g β φ α,β g −1 α , where the g α define an L 4 1 bundle isomorphism between P and Q sending to A to the L 2 1 connection on Q defined by thẽ A α . However, the issue is that the g α are not necessarily continuous, so we do not yet know that the ψ α,β define a continuous bundle Q, nor do we know that P and Q are isomorphic as continuous bundles.
However, we know that, on U α ∩ U β , ψ α,β is a gauge transformation betweenÃ α andÃ β , that is,
and likewise ψ i,α,β are gauge transformations between betweenÃ i,α and theÃ i,β . Let K be a compact subset of U α ∩ U β . Since theÃ i,α and theÃ i,β converge strongly in L 2 1 (K; g ⊗ T * K) tõ A α andÃ β , by Lemma 4.3, after passing to a subsequence, the ψ i,α,β converge in L 2 2 (K; G). The limit must be ψ α,β because the ψ i,α,β converge to ψ α,β in a weaker norm. Indeed, in the formula
i,α , we know that the g i,β and g i,α converge strongly in L 4 (K; G) to g β and g α , so ψ i,α,β converges strongly to ψ α,β in L 2 (K; G). Consequently, by Lemma 3.9, the ψ i,α,β converge to ψ α,β in C 0 loc (V ; G) for any open ball V contained in K, so they converge in C 0 (K ′ ; G) for compact subsets K ′ of V . Hence, by slightly shrinking the U α to open balls U ′ α ⊂ U α that still cover X, we have that the ψ i,α,β converge to ψ α,β in C 0 (U ′ α ∩ U ′ β ; G). Thus, we can choose a sufficiently large i so that ψ i,α,β is sufficiently close in C 0 (U ′ α ∩ U ′ β ; G) to ψ α,β in order to satisfy the conditions of Lemma 3.10. Applying this lemma, we conclude that there is a continuous bundle isomorphism ρ between Q and Q i , which in turn is smoothly isomorphic to P via g
1 (X) bundle map between P and Q sending A to an L 2 1 (X) connection defined by theÃ α , so g
To prove that the gauge equivalence class of B depends continuously on A, note that we can choose sufficiently large i so that for j ≥ i, we can construct an L 2 2 ∩ C 0 (X) bundle isomorphism ρ j between Q j and Q i just like we constructed ρ above. Because the construction of ρ j depends continuously on the transition maps and the ψ j,α,β converge to
as connections on the same bundle Q i . Applying the smooth bundle map g −1 i,α , let B i be the connection on P defined on trivializations by (g
connections on the bundle P to (g
That is, we have constructed L 2 1 (X) connections B i and B gauge equivalent to A i and A, respectively, such that the B i converge in L 2 1 (X) to B. The first issue to complete the proof of continuity is that we passed to subsequences in the proof, and our choice of B may depend on our choice of subsequence. However, the gauge equivalence class of B modulo L The second issue is that we assumed that the A i are smooth, but to show continuity we need a general sequence of Corollary 3.12. Let P → X be a principal G-bundle over a compact manifold X. The space of L 2 d (X) connections modulo L 4 1 (X) gauge transformations is homeomorphic to the space of L 2 1 (X) connections modulo L 2 2 (X) gauge transformations. Note that this space is Hausdorff by Lemma 4.3.
The main results.
We now have all the ingredients for our Yang-Mills replacement result. Theorem 3.13. Let P → X be a smooth principal G-bundle over a compact 4-manifold X with compact gauge group G, and let B 4 ⊂ X be a smooth 4-ball. Let C be the space of L 2 1 (X) connections on P modulo L 2 2 (X) gauge transformations of P , and let C ε,B We can also reframe the above result in terms of comact families of connections.
Theorem 3.14. Let P → X be a smooth principal G-bundle over compact 4-manifold X with compact gauge group G, and let C be the space of L 2 1 (X) connections modulo L 2 2 (X) gauge transformations. Let K be a compact family in C. Then around any point x ∈ X there exists a ball x ∈ B 4 ⊂ X and homotopy h t : K → C such that h 1 is the identity, h 0 sends K to connections that are Yang-Mills on B 4 , h t ([B]) has monotone nondecreasing energy, and restricting to the complement of B 4 the homotopy is constant h t (
[B]) = [B].
Proof. Since K is compact, we can choose a ball B 4 around x small enough so that for all [B] ∈ K, F B L 2 (B 4 ) < ε. Then we apply Theorem 3.13 for this ball B 4 .
Gauge fixing
In this section, we prove several gauge fixing results which are used to prove the main results in Section 3. In Section 4.1, we show that weak or strong convergence of connections implies the weak or strong convergence of the gauge transformations between them, implying as a corollary that the space of L 2 1 (X) connections modulo L 2 2 (X) gauge transformations is Hausdorff. In Section 4.2, we extend Uhlenbeck's gauge fixing result with Neumann boundary conditions [32] to L 2 d (B 4 ) connections, and we show that strong convergence of a sequence of connections implies strong convergence of the respective Coulomb gauge representatives. Finally, in Sections 4.3 and 4.4, we prove gauge fixing results with Dirichlet boundary conditions on the gauge transformation and on the connection, respectively, improving on earlier results of Uhlenbeck [32, 33] and Marini [19] by working at the lowest possible level regularity.
4.1.
Convergence of gauge transformations. In this section, we consider a sequence of gauge transformations that takes one sequence of connections to another. Working with gauge transformations in borderline Sobolev spaces, we show that weak convergence of the two sequences of connections implies weak convergence of a subsequence of the gauge transformations, and likewise for strong convergence. The weak convergence argument is straightforward even for gauge transformations in borderline Sobolev spaces. However, the strong convergence argument is more delicate, but we are able to proceed using Lemma 2.4. Throughout, let P be a principal G-bundle over a compact 4-manifold X, where G is compact.
Lemma 4.1. Let A and B be two L 2 1 (X; ad P ⊗ T * X) connections that are gauge equivalent via a gauge transformation g. Then g ∈ L 2 2 (X; Ad P ).
Proof. Because X is compact, the question is local, so we work on a trivialization over a closed ball B 4 ⊂ X. With respect to this trivialization, A = d + a and B = d + b, where a and b are in L 2 1 (B 4 ; g ⊗ T * B 4 ), and g is in L 2 2 (B 4 ; G). We have the equation
Consider two sequences of L 2 1 (X; ad P ⊗ T * X) connections A i and B i converging weakly to A and B in L 2 1 (X; ad P ⊗ T * X), respectively, such that A i and B i are gauge equivalent via a gauge transformation g i . Then a subsequence of the g i converges weakly in L 2 2 (X; Ad P ) to a gauge transformation g sending A to B.
If the connections are only L 4 (X; ad P ⊗ T * X) and converge weakly in L 4 (X; ad P ⊗ T * X), then a subsequence of the gauge transformations converges weakly in L 4 1 (X; Ad P ).
Proof. As before, since X is compact it suffices to prove the lemma locally, so we work on a trivialization over a closed ball B 4 ⊂ X. With the same notation, we have equations
The gauge transformations are assumed to be unitary and hence uniformly bounded in L ∞ (B 4 ; M N ). Since a i and b i convergely weakly and are hence bounded in L 4 (B 4 ; g ⊗ T * B 4 ), we know that the dg i are bounded in L 4 (B 4 ; g ⊗ T * B 4 ), and hence the sequence g i is bounded in L 4 1 (B 4 ; M N ). Passing to a subsequence, we can assume that g i has a weak limit g in L 4 1 (B 4 ; M N ). Thus, g i converges strongly to g in L 4 (B 4 ; M N ), so we know that g is in G a.e. because a subsequence of the g i converges pointwise a.e. to g. Thus g is a gauge transformation.
It remains to show that g sends A to B. We would like to take the limit of the equation dg i = g i a i − b i g i , but the issue is that the product of sequences that converge weakly need not converge, even weakly. However, we have that the g i converge strongly to g in L 4 (B 4 ; M N ), and hence using the multiplication map
, we know that the g i a i converge weakly to ga in L 2 (B 4 ; M N ), and, similarly, the b i g i converge weakly to bg in L 2 (B 4 ; M N ). The weak convergence of dg i follows from the linearity of d. Therefore, we can take the weak limit of (4) in L 2 (B 4 ; M N ⊗ T * B 4 ) to find that
If, moreover, the a i and b i are bounded in L 2 1 (B 4 ; g ⊗ T * B 4 ), then because the g i are bounded in L 4 1 (B 4 ; M N ) and L ∞ (B 4 ; M N ), we see that
). Hence, the g i are bounded in L 2 2 (B 4 ; M N ), so, after passing to a subsequence, they converge weakly in L 2 2 (B 4 ; M N ), and the limit is g, because the weak L 2 2 (B 4 ; M N ) limit must agree with the weak L 4 1 (B 4 ; M N ) limit.
In both the preceding and the following lemma, the reason we need to take a subsequence is that the limit connection might have a nontrivial, but compact, stabilizer, so we might even have constant sequences A i = A and B i = A such that the sequence of gauge transformations fails to converge. However, in a situation where there is no stabilizer and we have a unique gauge transformation between A and B, we can eliminate the need for taking a subsequence, using the fact that if every subsequence of the g i has a further subsequence that converges to g, then the original sequence g i converges to g also. Lemma 4.3. Consider two sequences of L 2 1 (X; ad P ⊗ T * X) connections A i and B i converging strongly to A and B in L 2 1 (X; ad P ⊗ T * X), respectively, such that A i and B i are gauge equivalent via a gauge transformation g i . Then a subsequence of the g i converges strongly in L 2 2 (X; Ad P ) to a gauge transformation g sending A to B.
If the connections are only L 4 (X; ad P ⊗ T * X) and converge strongly in L 4 (X; ad P ⊗ T * X), then a subsequence of the gauge transformations converges strongly in L 4 1 (X; Ad P ). Proof. Again, since X is compact it suffices to prove the lemma on a closed ball B 4 ⊂ X. By Lemma 4.2, after passing to a subsequence, the g i converge weakly in L 4 1 (B 4 ; G) to a gauge transformation g sending to A to B. The main difficulty in promoting weak convergence to strong convergence is that, even though the g i are bounded in L ∞ (B 4 ; M N ), we cannot get strong convergence in L ∞ (B 4 ; M N ) for gauge transformations in a borderline Sobolev space. As before, we deal with this issue using Lemma 2.4. Again, we use the equations
We begin by showing that, after passing to a subsequence, the g i converge strongly to g in L 4 1 (B 4 ; G). We know that the a i converge strongly in L 4 (B 4 ; M N ⊗ T * B 4 ) to a, and weak L 4 1 (B 4 ; G) convergence of the g i implies that the g i converge strongly to g in L 4/3 (B 4 ; G), so by Lemma 2.4 the g i a i converge strongly in L 4 (B 4 ; M N ⊗ T * B 4 ) to ga. Likewise, the b i g i converge strongly in L 4 (B 4 ; M N ⊗ T * B 4 ) to bg. Thus, the dg i converge strongly in L 4 (B 4 ; M N ⊗ T * B 4 ) to dg, so the g i converge strongly to g in L 4 1 (B 4 ; G), as desired. Next, we improve the strong L 4 1 (B 4 ; G) convergence of the g i to strong L 2 2 (B 4 ; G) convergence. We compute 
Corollary 4.4. Let P → X be a principal G-bundle over a compact manifold X. The quotient space of L 2 1 (X; ad P ⊗ T * X) connections modulo L 2 2 (X; Ad P ) gauge transformations is Hausdorff, and likewise so is the space of L 4 (X; ad P ⊗ T * X) connections modulo L 4 1 (X; Ad P ) gauge transformations.
4.2.
Convergence of Coulomb gauge representatives. In this section, we extend Uhlenbeck's gauge fixing result with Neumann boundary conditions [32] 
the boundary condition i * * ã = 0 on ∂B 4 , and 
, and norms are lower semicontinuous under weak limits, so the inequality In addition, we show that the weak subsequence convergence of the Coulomb gauge representatives above can be strengthened to strong subsequence convergence. Note, however, that taking a subsequence is necessary because Coulomb gauge is invariant under constant gauge transformations. By applying constant gauge transformations to a fixed connection in Coulomb gauge, we can construct a sequence of gauge equivalent connections in Coulomb gauge that does not converge, but because the gauge group is compact, we still expect convergence of a subsequence. In higher regularity, we can resolve this issue by considering infinitesimal gauge transformations that are orthogonal to the constant gauge transformations, but in a borderline Sobolev space, infinitemsimal gauge transformations are not so well-behaved, so a more delicate argument would be necessary. For our purposes, convergence of a subsequence will suffice. Proposition 4.8. There exists an ε > 0 with the following significance. Let A i be a sequence of
; g ⊗ T * B 4 ) to a connection A. Let g i and g be the gauge transformations sending A i and A to the Coulomb gauge representativesÃ i andÃ constructed in Proposition 4.7. Then, after passing to a subsequence, the g i converge strongly to g in L 4 1 (B 4 ; G) and theÃ i converge strongly toÃ in L 2 1 (B 4 ; g ⊗ T * B 4 ). Proof. To promote the weak convergence in Proposition 4.7 to strong convergence, we use Lemma 2.4. We know that, after passing to a subsequence, the g i converge weakly to g in L 4  1 (B 4 ; G) . From the compact Sobolev embedding L 4 1 (B 4 ; G) ֒→ L 2 (B 4 ; G), we therefore know that the g i converge strongly to g in L 2 (B 4 ; G) . In addition, we know that the
converge strongly in L 2 (B 4 ; g ⊗ 2 T * B 4 ) to gF A g −1 = FÃ. The next step is to show that convergence of curvature and Coulomb gauge implies convergence of the connections. Since H 1 (B 4 ) = 0, Corollary 2.11 tells
* T * B 4 ) is a Fredholm operator with no kernel on one-forms. Hence, for some constant
, where C L is the operator norm of the Lie bracket [·, ·], C S is the operator norm of the Sobolev embedding L 2 1 (B 4 ) ֒→ L 4 (B 4 ), and C is the constant from Theorem 4.6. Thus we require that
.
Hence, because the FÃ
, as desired. Finally, by Lemma 4.3, after passing to a subsequence, the g i converge strongly to g in L 4 1 (B 4 ; G). 4.3. Coulomb gauge with fixed boundary. In this section, we prove a gauge fixing result where the gauge transformation is fixed to be the identity on the boundary ∂B 4 , as a prelude to proving the gauge fixing result with Dirichlet boundary conditions on the connection in Section 4.4. This result is present in Uhlenbeck's paper [33] but with L ∞ bounds on the connection. Here, our connection is in L 2 1 (B 4 ; g ⊗ T * B 4 ) and may be unbounded in L ∞ . In our result in this section, we require bounds on the connection itself rather than its curvature as in [32] and Section 4.4. Indeed, because the boundary value of the connection A = d + a is fixed under the gauge transformation, curvature bounds alone are insufficient, and we also need to control the L 2 1/2 (∂B 4 ; g ⊗ T * ∂B 4 ) norm of the boundary value i * a. We finish this section with Proposition 4.14 where we show that the Coulomb gauge representative found by Proposition 4.9 is unique. Proposition 4.9. Let B 4 be a smooth 4-ball with an arbitrary Riemannian metric. There exists constants ε and C such that if
; G). We would like to find g using the implicit function theorem. However, doing so requires the gauge group to have a differentiable exponential map, which is only true in higher regularity. Hence, we proceed similarly to the proof of Uhlenbeck's gauge fixing theorem with Neumann boundary conditions in [32] : We show that the space of L 2 2 (B 4 ; g ⊗ T * B 4 ) connections satisfying Proposition 4.9 is both open and closed in L 2 2 (B 4 ; g ⊗ T * B 4 ), and that the space of L 2 1 (B 4 ; g ⊗ T * B 4 ) connections satisfying Proposition 4.9 is closed in L 2 1 (B 4 ; g ⊗ T * B 4 ). We first prove a priori bounds on connections in Coulomb gauge.
Lemma 4.10. There exist constants ε and C, such that if
Proof. Because H 1 (B, ∂B 4 ) = 0, Corollary 2.11 tells us that
is a Fredholm operator that is injective on one-forms. Because the trace map i * :
is surjective, we conclude that
is also a Fredholm operator that is injective on one-forms. Indeed, the kernel of
* T * B 4 ) × {0}, and the surjectivity of i * tells us that, for any α ∂ ∈ L 2 1/2 (∂B 4 ; * T * ∂B 4 ), the image contains a (β, α ∂ ) for some β. Hence, range(d+d
) is Fredholm and injective on one-forms and i * :
is surjective, we know that
is Fredholm and injective on one-forms. Hence, using d * a = 0, we have bounds
for some constant C G . It remains to bound da in terms of
, where C L is the operator norm of the Lie bracket and C S is the operator norm of the Sobolev embedding
. Combining with (5), we see that
(∂B 4 ) , as desired.
We now proceed to the higher regularity. We compute
is more subtle at this regularity. We compute
. Hence, we can improve on the Sobolev multiplication inequalities with
, for a suitable constant C s . As a result,
. Using these bounds, we compute
. Combining with 6, we have
(∂B 4 ) . Proof. We search for a g of the form e −γ , where
Now
, we want a solution γ to the equation
; g ⊗ T * B 4 ) functions γ satisfying the boundary condition i * γ = 0, we consider the map
Because our gauge transformations are in a Sobolev space above the borderline, the exponential map is smooth, as are the relevant multiplication maps and linear maps in the above formula. To apply the implicit function theorem, we must show that the derivative of this map with respect to the γ variable at (γ, α) = (0, 0) is an isomorphism. This derivative map is
. By Propositions 2.9 and 2.10 and the fact that
T is a compact perturbation of d * d, and hence is a Fredholm operator of index zero. We compute
We can view this term as a composition
The Sobolev multiplication and embedding theorems tell us that, because a ∈ L 2 2 (B 4 ; g ⊗ T * B 4 ), the above maps are continuous and the second inclusion is compact, so the composition is compact.
Thus T is Fredholm of index zero, so to show that T is an isomorphism, it will suffice to prove that T is injective. Working in one less degree of regularity, since
On the other hand, we know that
, where C L is the operator norm of the Lie bracket bilinear form and C S is the operator norm of the Sobolev embedding
Thus, T is injective, and hence an isomorphism. Thus, the implicit function theorem gives us a solution g = e −γ to (8) depending smoothly on α in a neighborhood of α = 0. That is, we have a gauge transformation that is the identity on the boundary sending a connection A + α in an L 2 2 (B 4 ; g ⊗ T * B 4 ) neighborhood of A into Coulomb gauge, as desired. Corollary 4.12. There exists an ε > 0 such that the space of
Proof. Let ε 4 be the smaller of the constants in Lemmas 4.10 and 4.11, and let C be the constant from Lemma 4.10.
). Let A be a connection with a L 2 1 (B 4 ) < ε satisfying Proposition 4.9, so there is a gauge transformation g sending A toÃ such that i * g is the identity and d * ã = 0. We will show that a neighborhood ofÃ satisfies Proposition 4.9, and then pull it back to a neighborhood of A. Condition (3) of Proposition 4.9 implies that
Hence, we can apply Lemma 4.11 toÃ and find an open L 2 2 (B 4 ; g ⊗ T * B 4 ) neighborhood ofÃ such that for any connection B in the neighborhood, there is a L 2 3 (B 4 ; G) gauge transformation that is the identity on the boundary and sends B to a connectionB in Coulomb gauge. To verify condition (3) of Proposition 4.9, note that the implicit funcion theorem tells us that g depends continously on B. Hence, by shrinking the neighborhood ofÃ, we can guarantee that g is close to the identity in L 2 3 (B 4 ; G), and hence thatB is close to B and hence toÃ in L 2 2 (B 4 ; g ⊗ T * B 4 ). In particular, since L 4 (B 4 ) is a weaker norm than L 2 2 (B 4 ), we can choose the neighborhood ofÃ small enough so thatB also satisfies b L 4 (B 4 ) < ε 4 . Then, we can apply Lemma 4.10 toB, to find that b 
(∂B 4 ) . Our goal is to find a limit g sending A toÃ that also satisfies these conditions.
Because the A i converge in L 2 1 (B 4 ; g ⊗ T * B 4 ), we know that the F A i converge and are hence bounded in L 2 (B 4 ; g ⊗ 2 T * B 4 ), and the i * a i converge and are hence bounded in L 2 1/2 (∂B 4 ; g ⊗ T * ∂B 4 ). Hence, the above inequality tells us that theã i are bounded in L 2 1 (B 4 ; g ⊗ T * B 4 ), so we can pass to a subsequence where theã i converge weakly in L 2 1 (B 4 ; g ⊗ T * B 4 ). Letã be the limit. By Lemma 4.2, after passing to a subsequence, the g i converge weakly in L 2 2 (B 4 ; G) to a gauge transformation g sending A toÃ.
Since i * : L 4 1 (B 4 ; G) → L 4 3/4 (∂B 4 ; G) is continuous and linear, the condition i * g i = 1 is preserved under weak limits, giving us i * g = 1. Likewise, we have d * ã = 0. Finally, to see that inequality (3) of Proposition 4.9 is preserved in the weak limit, we note that norms are lower semicontinuous under weak limits, and that
(∂B 4 ) , as desired. We now proceed to prove closedness in higher regularity. Let
As in the proof of Corollary 4.12, this inequality, along with a small enough ε, guarantess that ã i L 4 (B 4 ) is small enough to apply Lemma 4.10, giving us
(∂B 4 ) , using the fact that F A L 2 (B 4 ) and ∇ A F A L 2 (B 4 ) are gauge invariant quantities, and that i * a i = i * ã i . Since A i converges to A in L 2 2 (B 4 ; g ⊗ T * B 4 ), we conclude that the right-hand side of the inequality is bounded, and hence a subsequence of theã i converges weakly in L 2 2 (B 4 ; g ⊗ T * B 4 ). Letã be its limit. The above argument for L 2 1 (B 4 ; g ⊗ T * B 4 ) connections gives us a gauge transformation g ∈ L 2 2 (B 4 ; G) sending A toÃ satisfying all of the conditions of Proposition 4.9, so it only remains to show that g is actually in L 2 3 (B 4 ). We prove this claim in two steps from the equation
3 (B 4 ; G), as desired. These lemmas complete the proof of Proposition 4.9.
Proof of 4.9. 
Because the A i satisfy Proposition 4.9, Lemma 4.13 tells us that so does A.
We also prove that the gauge transformation constructed by Proposition 4.9 is unique, at least with an appropriate choice of constants. We require L 4 (B 4 ; g ⊗ T * B 4 ) bounds on the Coulomb gauge representatives, but note that these follow from condition 3 and the bounds on a L 2 1 (B 4 ) in Proposition 4.9. In addition, for use in the future, we will assume that i * g is a constant gauge transformation on ∂B 4 but not necessarily the identity. Proposition 4.14. There exists a constant ε such that if A = d + a and
2) the boundary condition that i * g is equal to a constant c ∈ G on ∂B 4 , and (3) the Coulomb condition d * a = d * b = 0, then g is the constant gauge transformation c on all of B 4 .
Proof. We have the gauge equivalence equation
Hence,
. On the other hand, since H 1 (B 4 , ∂B 4 ) = 0, Corollary 2.11 tells us that
is a Fredholm operator with no kernel on one-forms. The boundary condition on g implies that
Combining these inequalities, we have (5) and (6) .
The key idea is to absorb the i * a terms by proving that d * 
, where C T is the operator norm of the trace map L 2 1 (B 4 ) → L 2 1/2 (∂B 4 ). We would like to do the same argument in lower regularity, but the trace map
using the Hodge decomposition, as we show in Lemma 4.17. For now, we continue with this assumption. Thus, by the same argument,
Hence, we have
At this point, we can follow the argument of Lemma 4.10 with C G (C g C T + 1) in place of C G . By choosing ε small enough, we can have a L 4 (B 4 ) < ε imply
Combing with (10) and rearranging, we have
Likewise, in higher regularity, we can choose ε small enough to guarantee
. Combining with (11) and rearranging, we have
Lemma 4.17. Let X be a compact smooth manifold with boundary, and let α be a differential form in L 2 1 (X; * T * X). There is a constant C T independent of α such that
Lemma 4.18. There exist constants ε 4 and ε 3 with the following significance. 
This time, we need to deal with the fact that Dirichlet Coulomb representatives are unique only up to constant gauge transformations, so in order to obtain an isomorphism, we need to make sure that our spaces of infinitesimal gauge transformations do not contain nonzero constant gauge transformations.
, that is, orthogonal to the constant functions on the 3-sphere. Let L
The injectivity of (∆, i * ) follows. For surjectivity, we use a standard argument using the surjectivity of i * . Indeed, the inverse trace map [1, Theorem 7 .53] gives us surjectivity of i * :
k+2 (B 4 ; g), and we have ∆(γ 1 −γ 2 ) = β and i * (γ 1 −γ 2 ) = i * γ 1 = γ ∂ , as desired. Setting k = 1 gives us that
Next, we show that K is compact. In the proof of Lemma 4.11, we computed that if
The same argument shows that if d *
where * ∂B 4 denotes the Hodge star operator on the sphere ∂B 4 . As before, we view
and the Sobolev multiplication and embedding theorems, along with a ∈ L 2 2 (B 4 ; g) and the smoothness of * , tells us that the maps above are continuous, and the second one is compact, so the composition is compact. Likewise,
Again, the inclusion is compact, so the composition is compact. We conclude that K is compact, so T is indeed a Fredholm operator of index zero. Hence, to show that T is an isomorphism, it suffices to show that T is injective. We show that this is indeed the case, assuming a L 4 (B 4 ) < ε 4 and i * a L 3 (∂B 4 ) < ε 3 for ε 4 and ε 3 small enough. Now setting k = 0 in the above argument gives us that, in one degree lower regularity,
is also an isomorphism, so there exists an ε ∆ such that
(∂B 4 ) from above. Since * is an isometry, we have
, where C L is the operator norm of the Lie bracket [·, ·] and C S is the operator norm of the Sobolev embedding 
As a consequence, since T = T 0 + K, we know that
, so T is injective. Since T has Fredholm index zero, we know that T is an isomorphism, so the implicit function theorem gives us a solution g = e −γ to the system (12) that depends smoothly on α in a neighborhood of α = 0. That is, for any connection in a neighborhood of A, we have a gauge transformation sending it to a connection satisfying the Dirichlet Coulomb conditions, as desired.
Note that if instead of using the multiplication map
we could weaken the condition that i * a L 3 (∂B 4 ) be small to the condition that i * a L 6 −1/2 (∂B 4 ) be small. Alternatively, because of the continuity of the maps 
The convergence of the A i in L 2 2 (B 4 ; g ⊗ T * B 4 ) guarantees the convergence of the right-hand side, so theã i are bounded in L 2 2 (B 4 ; g ⊗ T * B 4 ), and hence, after passing to a subsequence, they have a weak limitã. In particular, theÃ i converge toÃ in L 2 1 (B 4 ; g ⊗ T * B 4 ), so we can apply the above argument to conclude that there is a L 2 2 (B 4 ; G) gauge transformation g sending A toÃ andÃ satisfies the conditions of Theorem 4.15. Finally, the same argument as in Lemma 4.13 shows that because A andÃ are in L 2 2 (B 4 ; g ⊗ T * B 4 ), the gauge transformation g is in fact in L 2 3 (B 4 ; G). Now that we have that the set of low-energy connections satisfying Theorem 4.15 are both open and closed, we need to show connectedness, which we did not need to worry about in the previous section because there we were working with the connected space of connections satisfying a L 2 1 (B 4 ) < ε. This issue is made more subtle because we have an arbitrary metric on B 4 , so the space of connections satisfying F A L 2 (B 4 ) < ε need not in general be connected. We proceed by using the dilation technique in Uhlenbeck [32] to show that the space of low-energy connections on the ball with the standard metric are connected, and then exploit the relationship between the standard metric and our arbitrary metric on B 4 to complete the proof of Theorem 4.15. std → B 4 std be the scaling map f λ (x) = λx. Using the fixed trivialization of the principal bundle P , we can identify f * λ P with P . Let A λ = f * λ A, so A λ = d + λ · a(λx). Note in particular that A 1 = A, and that A 0 = d. Moreover, energy is conformally invariant, so, viewing f λ as an conformal isomorphism B 4 std → λ · B 4 std , we have
= F A L 2 (λ·B 4 std ) ≤ F A L 2 (B 4 std ) < ε. We claim that A λ is a continuous path of L 2 k (B 4 std ; g ⊗ T * B 4 std ) connections. Let A λ = d + a λ . At positive λ, the continuity of the map λ → a λ follows from the continuity of dilation on L p spaces.
To show continuity at λ = 0, we compute that, for 0 ≤ j ≤ k, we have Let A std δ denote {A ∈ L 2 2 (B 4 ) | F A L 2 (B 4 std ) < δ}. By the above inequalities, there exists an ε and a δ such that
Hence, the space of connections satisfying As in the preceding section, we finish by proving that the gauge transformation constructed by Theorem 4.15 is unique up to a constant gauge transformation. To do so, we first prove uniqueness up to constants on the boundary. Proof. Equation (9) 
where C S is the operator norm of the Sobolev embeddings L 3/2 (∂B 4 ) ֒→ L 2 −1/2 (∂B 4 ) and L 2 1/2 (∂B 4 ) ֒→ L 3 (∂B 4 ).
The theory of elliptic operators on closed manifolds tells us that the operator
is Fredholm. Moreover, it has no kernel on exact forms because
We conclude that there is a constant C G such that
Putting these inequalities together, we have
(∂B 4 ) .
Hence, requiring that ε ≤ Proof. Choose ε 3 small enough to apply Proposition 4.22. Then i * g is a constant gauge transformation c ∈ G on ∂B 4 . Then choose ε 4 small enough to apply Proposition 4.14, giving us that g is the constant gauge transformation c on all of B 4 .
