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and Steklov Institute of Mathematics, St.Petersburg, Russia
Abstract. We define the q-deformed Gelfand-Dickey bracket on the space of
q-pseudodifference symbols which agrees with the Poisson Virasoro algebra of
E.Frenkel and N.Reshetikhin and its generalizations and prove its uniqueness
(in a natural class of quadratic Poisson structures). The associated hierarchies
of nonlinear q-difference equations are also constructed.
1. Introduction
It is well known that the generalized KdV hierarchy of non-linear differential
equations admits several different realizations. The first one is associated with the
algebra of pseudodifferential operators on the line (or on the circle). The famous
construction assigns to each nonlinear evolution equation in this hierarchy a pair
(L,A) of differential operators such that the evolution equation is equivalent to
the Lax equation
dL
dt
= [A,L] . (1.1)
The space of differential operators admits several remarkable Poisson structures,
and Lax equations are Hamiltonian with respect to each of them. The simplest
one is the so called first Gelfand-Dickey bracket, which is a linear Poisson bracket
naturally arising from the identification of the space of differential operators with
the dual of the Lie algebra of integral operators [1, 12]. The next one is the
celebrated second Gelfand-Dickey bracket (or, Adler-Gelfand-Dickey bracket) [1,
8]. This bracket is quadratic, and its geometric comprehension has required much
work; it admits at least three different realization, and isomorphisms between
them usually represent deep theorems. The first one, which appears naturally
in the study of Lax equations (1.1), is based on the study of the Lie group of
integral operators (more precisely, of its central extension [10]). This group comes
equipped with the natural Sklyanin bracket which endows it with the structure
of a Poisson-Lie group, and the second Gelfand-Dickey bracket is identified with
the Sklyanin bracket on its Poisson subvariety. The second realization, which is
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totally different, is based on the study of the center of the universal enveloping
algebra U(ŝl(n)) of the central extension of the loop algebra of sl(n) at the critical
value of the central charge [3]. The third realization, finally, is naturally related
to the alternative description of the generalized KdV hierarchy which is provided
by the Drinfeld-Sokolov theory [2]. The two latter approaches provide a natural
generalization of the second Gelfand-Dickey bracket for arbitrary semisimple Lie
algebras; the corresponding Poisson algebras are then called classical W-algebras.
Nonlinear differential equations (1.1) admit natural difference or q-difference
analogues; their Hamiltonian treatment is more or less parallel to the differ-
ential case, although there arise some new and unexpected phenomena. As it
happens, all three different constructions of the classical W-algebras referred to
above have their natural q-difference counterparts. Historically, the first one to
arise was based on the study of the Poisson structure on the center of the quan-
tized universal enveloping algebra Uq(ŝl(n)) [6]. The quantization parameter q
is naturally identified with the modulus of the associated q-difference operator,
Dqf(z) = f(qz).
The same Poisson structure also arises as a result of the Drinfeld-Sokolov type
reduction for the first order matrix q-difference equation [7, 17]. A nontrivial
point in the reduction procedure is that it involves a new elliptic classical r-matrix
(its introduction is prompted by the consistency conditions for the reduction);
the modulus τ of the underlying elliptic curve is related to q via q = exp piiτ.
The goal of the present paper is to provide the q-difference counterpart of
the last remaining construction which is based on the study of the algebra of
q-pseudodifference symbols. We prove that for each n ∈ N there exists a unique
quadratic Poisson structure of the natural r-matrix type on the space Mn of the
n-th order q-difference operators with normalized highest term such that formal
spectral invariants
Hm(L) =
n
m
TrL
m
n , m ∈ N , (m,n) = 1, (1.2)
of a difference operator L = Dn + un−1D
n−1 + · · · + u0 are in involution and
generate q-difference Lax equations
dL
dt
= [A,L] , A = L
m
n
(+); (1.3)
moreover, this Poisson structure coincides with the one obtained via the q-
difference Drinfeld-Sokolov reduction (or, equivalently, with the one obtained in
[6] via the study of the center of Uq(ŝl(n)) at the critical level). The generalized
q-deformed KdV hierarchy which corresponds to (1.3) was described earlier by
E.Frenkel [5]; however, his approach to the description of the associated Poisson
structure is different: he simply uses the Poisson bracket borrowed from [6] and
does not discuss its construction via the r-matrix formalism for the algebra of
q-difference operators. Let us also note that the lattice version of this Poisson
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structure has been introduced (in a different context) by W.Oewel [14] who also
considered the lattice analogues of the KdV and KP hierarchies. These lattice
hierarchies are also studied in [15].
In the second part of this paper the Poisson structure on the space of q-
difference operators is generalized to the case of q-pseudodifference operators
of arbitrary complex degree; this construction is motivated by [10], [11]. We ex-
tend the algebra ΨDq of q-pseudodifference symbols by adjoining to it the outer
derivation ad lnD and performing the associated central extension; the extended
Lie algebra of q-integral operators gives rise to the Lie group
Ĝ− =
⋃
α∈C
Ĝα, Ĝα =
{
L| L = Dα +
∞∑
i=1
uiD
α−i
}
. (1.4)
If α ∈ C is generic, i.e., satisfies α ln q
2pii
/∈ Q, for all elements L ∈ Ĝα there exists a
logarithm and hence we may define Lβ for each β ∈ C. In particular, L
m
α ∈ Ĝm for
any m ∈ N and hence contains only integer powers of D; let L
m
α
(+) be its positive
part. The equation
dL
dt
=
[
L
m
α
(+), L
]
(1.5)
preserves Ĝα and has an infinite family of conservation laws Hn(L) =
α
n
TrL
n
α ,
n ∈ N. The flows (1.5) for different m commute each with other. We show that in
a natural class of Poisson brackets on Ĝαthere exists a unique one with respect to
which the equations (1.5) are induced by the Hamiltonians Hm(L). For integer α
this bracket may be restricted to Mα ; this restriction coincides with the bracket
constructed in the first part of the present paper. A similar class of equations has
been considered in [11], but Poisson structures for them have not been proposed.
We shall discuss the relation between these two construction below (see remark
3.1).
2. Nonlinear q-difference equations of the KdV type
2.1. Notation. Throughout the paper we shall use the following notation. Let
hˆ be the dilation operator,
hˆf(z) = f(qz), f ∈ C
((
z−1
))
, q ∈ C, |q| < 1. (2.1)
We denote by ΨDq the algebra of q-pseudodifference operators; by definition,
ΨDq consists of formal series of the form
A =
N(A)∑
i=−∞
ai (z)D
i, ai ∈ C
((
z−1
))
(2.2)
with the commutation relation
D · a =
(
hˆa
)
·D, a ∈ C
((
z−1
))
. (2.3)
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For a ∈ C ((z−1)) we put
hla = hˆla, ∀l ∈ C. (2.4)
As a linear space, ΨDq is a direct sum of three subalgebras,
J+ =
A ∈ ΨDq| A =
N(A)∑
i=1
ai (z)D
i, ai ∈ C
((
z−1
)) , (2.5)
J0 = C
((
z−1
))
⊂ ΨDq, (2.6)
J− =
{
A ∈ ΨDq| A =
∞∑
i=1
ai (z)D
−i, ai ∈ C
((
z−1
))}
. (2.7)
Clearly, J0 normalizes J± and hence J(±) = J± + J0 is also a subalgebra. Let
P±, P0 be the associated projection operators which project ΨDq onto J±, J0,
respectively, parallel to the complement. Put P(±) = P± + P0. For A ∈ ΨDq
set A± = P±A, A(±) = P(±)A, ResA = A0 = P0A. For a ∈ C ((z
−1)) , a =∑
i aiz
i, we put ∫
a(z)dz/z = a0; (2.8)
clearly, this formal integral is dilation invariant, i.e.,∫
a(z)dz/z =
∫
a(qz)dz/z. (2.9)
For A ∈ ΨDq we define its formal trace by
Tr A =
∫
Res Adz/z; (2.10)
it is easy to see that Tr AB = Tr BA for any A,B ∈ ΨDq. We introduce an
inner product in ΨDq by
〈A,B〉 = Tr AB, A,B ∈ ΨDq. (2.11)
Clearly, this inner product is invariant and non-degenerate and the subalgebras
J± are isotropic; moreover, it sets J+ and J− into duality, while J0 ≃ J
∗
0 .
2.2. Fractional powers of q-pseudodifference operators and Lax equa-
tions. The fractional powers formalism which is described below is largely paral-
lel to the standard pseudodifferential case. LetMn ⊂ ΨDq be the affine subspace
consisting of q-difference operators of the form
L = Dn + un−1D
n−1 + · · ·+ u0, ui ∈ C
((
z−1
))
. (2.12)
We are interested in Lax equations of the form
dL
dt
= [A,L] , L ∈Mn. (2.13)
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For consistency, the commutator in the r.h.s must be a polynomial in D of degree
≤ n− 1. Let ZL be the centralizer of L in ΨDq. Put
ΩL = {A ∈ ΨDq| deg [A,L] ≤ n− 1} .
Proposition 2.1. M ∈ ZL implies M(+) ∈ ΩL.
Proposition 2.2. For any L ∈ Mn there exists a unique P ∈ ΨDq of the form
P = D +
∑
∞
i=0 piD
−i such that P n = L.
We set P = L1/n.
Proposition 2.3. Any element M ∈ ZL is uniquely represented as
M =
m(M)∑
i=−∞
ciL
i
n , ci ∈ C.
Propositions 2.1, 2.2 imply that Lax equations
dL
dt
= [A,L] , L ∈Mn, A =M(+), M =
m(M)∑
i=−∞
ciL
i
n , ci ∈ C,
(2.14)
are self-consistent; without loss of generality we may assume that ci = 0 if l|i.
Lemma 2.4. Equation (2.14) implies that
d
dt
L
r
n =
[
A,L
r
n
]
for any r ∈ N.
Lemma 2.4 immediately implies
Proposition 2.5. Functionals
Hm =
n
m
Tr L
m
n , m ∈ N,
are conservation laws for (2.14).
Proposition 2.6. Let
dL
dt
=
[
M(+), L
]
, M =
m(M)∑
i=−∞
ciL
i
n , ci ∈ C,
dL
dτ
=
[
M˜(+), L
]
, M˜ =
m(M˜ )∑
i=−∞
c˜iL
i
n , c˜i ∈ C,
be two Lax equations associated with any two elements in ZL. Then
d2L
dtdτ
=
d2L
dτdt
;
in other words, (formal) flows generated by M, M˜ commute with each other.
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2.3. q-difference Lax equations as Hamiltonian systems. In this section
we shall describe a family {, }n , n ∈ N, of Poisson structures on ΨDq; the bracket
{, }n may be restricted to Mn ⊂ ΨDq and Lax equations (1.1) are Hamiltonian
with respect to this bracket. We shall see later that {, }n coincides with the
q-deformed Gelfand-Dickey bracket [6, 17] associated with the Lie algebra sl(n).
An accurate definition of the Poisson structure should begin with the descrip-
tion of a class of admissible functionals and of their derivatives. In the present
context the algebra of observables A is generated by ’elementary’ functionals
which assign to a pseudodifference operator A the formal integrals of its coeffi-
cients,
ζji (A) = Tr
(
z−jAD−i
)
.
By definition, a functional ϕ ∈ A is smooth if for each L ∈ Mn ⊂ ΨDq there
exists an element X ∈ ΨDq (called its linear gradient) such that
〈dϕ(L), X〉 =
(
d
dt
)
t=0
ϕ (L+ tX) .
In applications, various functionals may be defined only on an affine subspace
of ΨDq; in that case the choice of the gradient (when it exists) is not unique
(however, a canonical choice is frequently possible). It is easy to see that ’ele-
mentary’ functionals are smooth; in a similar way, traces of fractional powers of
a pseudodifference operator are smooth functionals defined on affine subspaces
Mn; the gradient of such a functional may be so chosen that
[dϕ(L), L] = 0.
Along with the linear gradient of a functional we shall frequently use its left and
right gradients ∇,∇′ which are formally defined by
〈∇ϕ(L), X〉 =
(
d
dt
)
t=0
ϕ ((1 + tX)L) ,
〈∇′ϕ(L), X〉 =
(
d
dt
)
t=0
ϕ (L (1 + tX)) ;
obviously, ∇ϕ(L) = Ldϕ(L), ∇′ϕ(L) = dϕ(L)L. A functional ϕ ∈ A is called
invariant if ∇ϕ = ∇′ϕ.
Let us put d = ΨDq⊕ΨDq (direct sum of two copies); we introduce an invariant
inner product in d by〈〈(
X1
X2
)
,
(
Y1
Y2
)〉〉
= 〈X1, Y1〉 − 〈X2, Y2〉 . (2.15)
For a functional ϕ let us write Dϕ = (∇ϕ,∇′ϕ) ∈ d. We shall consider a class
of Poisson brackets on ΨDq which depend bilinearly on left and right gradients
of their arguments. In a very general way, such a bracket may be written as
{ϕ, ψ} = 〈〈RDϕ,Dψ〉〉 ,
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where R ∈ Endd , R =
(
A B
C D
)
.1
We shall postpone the discussion of the Jacobi identity for this class of brackets
until part 3. Note only that it holds for all brackets constructed below.
A natural additional condition on this class of brackets is the involutivity of
invariant functionals. It is easy to see that this condition (which allows to use
formal traces to generate commuting Hamiltonian flows) is equivalent to the
following simple constraint:
A+ B = C +D.
A similar class of Poisson brackets is also defined in the pseudodifferential case.
In this latter case, there is a simple standard choice of the operators A,B,C,D:
A = D, B = C = 0; moreover, the operators A = D should be skew symmetric
and satisfy the modified classical Yang-Baxter equation. The standard choice is
A = 1
2
(
P(+) − P−
)
(it corresponds to the second Gelfand-Dickey bracket, which
is a special case of the general Sklyanin bracket). In the q-pseudodifference case
this simple choice is no longer possible; indeed, the standard classical r-matrix
rs =
1
2
(
P(+) − P−
)
is no longer skew, because of the different properties of the invariant inner prod-
uct. Since the symmetric part of rs is the projection operator onto the subspace
of operators of order zero, it is natural to look for modified brackets of the form
{ϕ, ψ} =
〈〈(
r + aP0 bP0
cP0 r + dP0
)
Dϕ,Dψ
〉〉
, (2.16)
where r = 1
2
(P+ − P−) and a, b, c, d are linear operators acting in J0 which satisfy
a = −a∗, d = −d∗, c∗ = b.
In other words, the bracket (2.16) differs from the naive Gelfand-Dickey bracket
by a ’perturbation term’ which is acting only on the constant terms of the gra-
dients (cf. [16]). We shall see below that for any choice of a, b, c, d this bracket
satisfies the Jacobi identity. The additional conditions which allow to fix the
choice of the bracket completely are given by the following uniqueness theorem.
Theorem 2.7. There exists a unique Poisson bracket of the form (2.16) on ΨDq
such that
1) the affine subspace Mn is a Poisson submanifold;
2) the Hamiltonians Hm =
n
m
Tr L
m
n , m ∈ N, are in involution and give rise
to Lax equations
dL
dt
=
[
L
m
n
(+), L
]
, L ∈Mn. (2.17)
1Poisson brackets of this type were discussed by L.Freidel and J.-M.Maillet [4] and by L.Li
and S.Parmentier [13].
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This bracket is given by
{ϕ, ψ} =
〈〈(
r + 1
2
1+hˆn
1−hˆn
P ′0 −
hˆn
1−hˆn
P ′0 +
1
2
P00
1
1−hˆn
P ′0 +
1
2
P00 r −
1
2
1+hˆn
1−hˆn
P ′0
)
Dϕ,Dψ
〉〉
.
(2.18)
Remark 2.1. Although the Poisson bracket satisfying the conditions of the the-
orem is unique, there remains some freedom in the choice of the corresponding
r-matrix. The reason is that the gradients Dϕ,Dψ are not arbitrary, namely,
they belong to a family of isotropic linear subspaces in d ; hence R is defined only
up to an operator whose bilinear form identically vanishes on all such subspaces.
As an example note that the bracket (2.18) may be also written in the form
{ϕ, ψ} =
〈〈(
P+ +
1
1−hˆn
P ′0 −
hˆn
1−hˆn
P ′0
1
1−hˆn
P ′0 P+ −
hˆn
1−hˆn
P ′0
)
Dϕ,Dψ
〉〉
.
(2.19)
Remark 2.2. Just as in the pseudodifferential case we may linearize the qua-
dratic bracket (2.18) at the unit element of ΨDq; the resulting bracket {·, ·}1 is
linear; it is given by
{ϕ, ψ}1 (X) = −〈[rsdϕ, dψ] + [dϕ, rsdψ] , X〉 , (2.20)
i.e., it is the Lie-Poisson bracket associated with the r-matrix rs. The brackets
(2.18) and (2.20) are compatible, i.e., their linear combinations are also Poisson
brackets. Thus we have a 1-parameter family of quadratic Poisson brackets:
{ϕ, ψ}α = {ϕ, ψ}+ α {ϕ, ψ}1 . (2.21)
As usual, dynamical systems generated by the Hamiltonians Hm are bihamil-
tonian; namely, the vector field generated by Hm with respect to the quadratic
bracket (2.18) coincides with the vector field generated by Hm+n with respect to
the linear bracket (2.20). Functionals Hm, m ≤ n, are Casimir functions for the
bracket (2.20).
Proof of the theorem. The gradients of Hm are given by
∇Hm = ∇
′Hm = L
m
n ,
hence the Hamiltonian equation generated by Hm with respect to the bracket
(2.16) is given by
dL
dt
=
(
[r + (a + b)P0] L
m/n
)
· L− L ·
(
[r + (c+ d)P0] L
m/n
)
;
since
[
L, L
m
n
]
= 0, we get
dL
dt
=
([
P(+) +
(
a+ b− 1
2
)
P0
]
Lm/n
)
· L
−L ·
([
P(+) +
(
c+ d− 1
2
)
P0
]
Lm/n
)
.
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This equation reduces to the Lax form (2.17) if and only if the coefficients a, b, c, d
are such that for any L ∈Mn([
a + b−
1
2
] (
Lm/n
)
0
)
· L = L ·
([
c+ d−
1
2
] (
Lm/n
)
0
)
.
(2.22)
Lemma 2.8. Condition (2.22) implies that a + b − 1/2 = (c+ d− 1/2) = F,
where F is a linear operator in J0 with ImF ⊆ C · 1 ⊂ J0.
Lemma 2.8 together with the antisymmetry condition imply that
b =
1
2
− a+ F, c =
1
2
+ a + F ∗, d = −a + F − F ∗. (2.23)
It is easy to see that the bilinear form of the operators F, F ∗ vanishes on the
gradients Dϕ = (∇ϕ,∇′ϕ) of arbitrary functionals and hence does not contribute
to the Poisson bracket; indeed,[
the contribution from
F, F ∗ to {ϕ, ψ}
]
=
〈〈(
0 FP0
F ∗P0 (F − F
∗)P0
)
Dϕ,Dψ
〉〉
= FP0 (∇
′ϕ) · (Tr∇ψ − Tr∇′ψ)+
+FP0 (∇
′ψ) · (Tr∇ϕ− Tr∇′ϕ)
= 0, due to invariance of Tr.
Thus we get
{ϕ, ψ} =
〈〈(
P+ +
(
1
2
+ a
)
P0
(
1
2
− a
)
P0(
1
2
+ a
)
P0 P+ +
(
1
2
− a
)
P0
)
Dϕ,Dψ
〉〉
.
(2.24)
The condition that the affine subspace Mn is a Poisson subvariety allows to fix
the remaining free operator a. This condition means that the functionals
ϕf (L) =
∫
dz
z
un (z) f (z) ≡ Tr
(
LD−nf
)
, ∀f ∈ C((z−1))
(2.25)
are Casimir functions on Mn, i.e.,
{ϕf , ψ} |Mn= 0 (2.26)
for any ψ ∈ A. From (2.24) we get
{ϕf , ψ} =
〈[
1
2
+ a
]
(∇ϕf)0 +
[
1
2
− a
]
(∇′ϕf)0 , (∇ψ)0 − (∇
′ψ)0
〉
.
(2.27)
Note that for any L ∈Mn
(∇ϕf)0 = f, (∇
′ϕf)0 = hˆ
−n (f) ,
in other words, the constant terms of the gradients do not depend on L. Hence
the condition (2.26) is reduced to the following one:
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• For any f ∈ C((z−1)) and any L ∈Mn〈[
1
2
+ a
]
f +
[
1
2
− a
]
h−nf, (∇ψ)0 − (∇
′ψ)0
〉
= 0. (2.28)
The latter condition is reduced to[
1
2
(
1 + hˆ−n
)
+ a
(
1− hˆ−n
)]
f ∈ C for all f ∈ C((z−1)).
(2.29)
Indeed, (2.29) results immediately from the following
Lemma 2.9. For any g ∈ C((z−1)) such that
∫
dz
z
g(z) = 0 there exists a func-
tional ψg ∈ A such that for some L ∈Mn
(∇ψ (L))0 − (∇
′ψ (L))0 = g. △
The proof of this assertion is similar to that of lemma 3.12 below.
Conversely, (2.29) implies (2.28) due to invariance of the trace.
From (2.29) we obtain that a = a0 + β − γ
∗, where
a0 =
1
2
1 + hn
1− hn
(1− P00)
and β, γ are one-dimensional linear operators in C((z−1)) with Imβ, γ ⊂ C · 1.
The antisymmetry of a implies β = γ. Thus we have
a = a0 + γ − γ
∗, b = 1
2
− a0 + F − γ + γ
∗,
c = 1
2
+ a0 + F
∗ − γ∗ + γ, d = −a0 + F − γ − F
∗ + γ∗.
To conclude the proof let us observe that F, γ do not contribute to the Poisson
bracket, which implies (2.18). More precisely, we have the following assertion:
Lemma 2.10. Let f, g, h, k be linear operators in J0 with images in the subspace
of constants C · 1 ⊂ J0. The r-matrices R and R′ = R +∆ where
∆ =
(
h− k∗ f + k∗
h+ g∗ −g∗ + f
)
,
define the same Poisson bracket.
Now we shall prove that the bracket (2.18) coincides with the q-deformed
Gelfand-Dickey bracket derived in [7, 17] via the q-deformed Drinfeld-Sokolov
reduction procedure. Let us first of all briefly recall this reduction procedure.
Let us denote by Lgl(n) the loop algebra associated with gl(n), i.e., the algebra
of n× n matrices with coefficients in C((z−1)).
It is well known that a scalar q-difference equation of order n
Lψ0 = 0, L = D
n + un−1(z)D
n−1 + · · ·+ u0(z),
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is equivalent to a first order matrix equation
DΨ = LΨ, Ψ =
 ψ0...
ψn−1
 ,
where the potential L∈ Lgl(n) has a special form. The standard choice for L is
given by a companion matrix,
L =

0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
−u0 −u1 · · · −un−1
 . (2.30)
This choice is not unique; a linear change of variables
Ψ 7→ Ψ′ = SΨ,
where S a lower triangular matrix with coefficients in C((z−1)), induces a gauge
transformation
L 7−→ L′ =h SLS−1. (2.31)
Let us denote by Yn ⊂ Lgl(n) the subvariety of all matrices of the form
L′ =

∗ 1 · · · 0
...
...
. . .
...
∗ ∗ · · · 1
∗ ∗ · · · ∗
 . (2.32)
It is easy to see that the gauge action (2.31) of the group LN− (n) of lower
triangular matrices with the coefficients in C((z−1)) preserves Yn.
Theorem 2.11. [7, 17]
1. The gauge action of LN− (n) on Yn is free.
2. The set of companion matrices of the form (2.30) is a cross-section of this
action.
This theorem implies that the quotient Yn/LN− (n) can be identified withMn.
In [7, 17] a natural description of the quotient Yn/LN− (n) in the framework
of Poisson reduction has been proposed. Let us recall some basic notions.
Let M be a Poisson manifold. The action of a Lie group G on M is called
admissible if the ring of G-invariant functions IG (M) is a Poisson subalgebra
in Fun (M) . Assume that the quotient M/G is a smooth manifold, then
IG (M) ≈ Fun (M/G) and therefore the quotient M/G has a Poisson struc-
ture. The natural projection pi : M→M/G is Poisson with respect to this
bracket.
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Proposition 2.12. Let V ⊂ M be a submanifold preserved by the action of G.
The quotient V/G is a Poisson submanifold in M/G if and only if the ideal
I0 ⊂ IG (M) of all G-invariant functions vanishing on V is a Poisson ideal in
IG (M).
In our setting M = Lgl(n), G = LN− (n) , V = Yn . In order to define the
q-deformed Drinfeld-Sokolov reduction we need to find a Poisson structure on
Lgl(n) which satisfies the following conditions:
1. the gauge action of LN− (n) on Lgl(n) is admissible;
2. the constraints defining the submanifold Yn ⊂ Lgl(n) generate a Poisson
ideal in ILN−(n) (Lgl(n)) .
The latter condition means that the Poisson brackets of the constraints with any
function vanish on the constraints surface Yn ⊂ Lgl(n), i.e., the constraints are
of the first class, according to Dirac.
As shown in [7, 17], these two conditions allow to fix the Poisson structure on
Lgl(n) and the underlying classical r- matrix in an essentially unique way. To
give an explicit formula for this bracket let us fix the following notation.
Let Ln+ (n) , Ln− (n) , Lh (n) be the subalgebras of strictly upper triangular,
strictly lower triangular and diagonal matrices in Lgl(n) respectively; let P+,P−,P0
be the corresponding projectors. Let Rs be the automorphism of Lh (n) given by
Rsdiag (α0, . . . , αn−1) = diag (αn−1, α0, . . . , αn−2) ;
(this is the automorphism of Lh induced by the Coxeter element of the Weyl
group). Put θ = Rshˆ. The r-matrix
rˆ =
1
2
(
P+ − P− +
1 + θ
1− θ
P ′0
)
, (2.33)
where
P ′0 = P0 −
1
n
∫
dz
z
Tr, (2.34)
satisfies modified classical Yang-Baxter equation and is skew symmetric with
respect to the invariant inner product
〈A (z) , B (z)〉 =
∫
dz
z
TrA (z)B (z) , A (z) , B (z) ∈ Lgl(n).
(2.35)
The Poisson bracket on Lgl(n) which makes possible the q-deformed Drinfeld-
Sokolov reduction is given by{
ϕˆ, ψˆ
}
S
=
〈〈(
rˆ −hˆrˆ+
rˆ−hˆ
−1 −rˆ
)(
∇ϕˆ
∇′ϕˆ
)
,
(
∇ψˆ
∇′ψˆ
)〉〉
(2.36)
where rˆ± = rˆ ±
1
2
id.
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On the reduced space Yn/LN− (n) which we identify with Mn we obtain a
Poisson bracket called the q-deformed (second) Gelfand-Dickey structure.
Theorem 2.13. The bracket (2.18) coincides with the q-deformed Gelfand-Dickey
structure {·, ·}q .
Proof. For a functional f on Lgl(n) put
Zf =
h−1 ∇f −∇′f. (2.37)
Let us denote by Lb− (n) the subalgebra of lower triangular matrices in Lgl(n)
with arbitrary diagonal elements.
Lemma 2.14. A functional f is LN− (n) - invariant if and only if Zf ∈ Lb− (n) .
Lemma 2.15. The value of {f, g}S (L) at any L ∈ Yn does not depend on the
Ln− (n)-components of df, dg provided that Zf , Zg ∈ Lb− (n) .
For any L ∈ Mn we denote by L the corresponding companion matrix of the
form (2.30). Let ϕ, ψ be any functionals on Mn; by construction, the quotient
Poisson structure on Yn/LN− (n) ≃ Mn is given by
{ϕ, ψ}q (L) =
{
ϕˆ, ψˆ
}
S
(L) , (2.38)
where ϕˆ, ψˆ are any LN− (n) - invariant functionals on Lgl(n) such that their
restrictions on Yn coincide with the pullbacks of ϕ and ψ, respectively:
ϕˆ |Yn= pi
∗ϕ, ψˆ |Yn= pi
∗ψ. (2.39)
To calculate the r.h.s. of (2.38) we need to know only the gradients dϕˆ, dψˆ
and not ϕˆ, ψˆ themselves. The upper triangular components of the gradients are
fixed by (2.39), and their strictly lower triangular components may be chosen
arbitrarily, provided that Zϕˆ , Zψˆ ∈ Lb− (n) , in agreement with lemma 2.15.
Note that ϕ, ψ are defined only onMn, hence their gradients are defined modulo
the annihilator M̂ n−1of the tangent space to Mn . To fix them we shall suppose
that they have the form
dϕ =
n−1∑
i=0
fiD
−i, fi ∈ C((z
−1)). (2.40)
Lemma 2.16. The upper triangular component of dϕˆ is given by
dϕˆpm (L) = −Res
(
Dpdϕ
[
LD−(m+1)
]
(+)
)
, m ≥ p. (2.41)
Let us define the strictly lower triangular components of dϕˆ by the same for-
mula. We need to verify that Zϕˆ ∈ Lb− (n) ; this results directly from the follow-
ing lemma:
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Lemma 2.17. We have
∇ϕˆpm (L) = δn−1,p
(
∇ϕ
[
LD−(m+1)
]
(+)
)
0
−
−δ¯n−1,p
(
Dp+1dϕ
[
LD−(m+1)
]
(+)
)
0
; (2.42)
(Zϕˆ)n−1,0 (L) =
h−1
(
∇ϕ
[
LD−1)
]
(+)
)
0
−
(
Dn−1dϕ
)
0
u0; (2.43)
(Zϕˆ)n−1,m (L) =
h−1
(
∇ϕ
[
LD−(m+1)
]
(+)
)
0
, m 6= 0; (2.44)
(Zϕˆ)p−1,0 (L) = − (D
p∇′ϕ)0 , (2.45)
where δ¯ = 1− δ. All other elements of Zϕˆ are zero.
Taking into account that Zϕˆ , Zψˆ ∈ Lb− (n) , we get the following expression
for the bracket (2.36){
ϕˆ, ψˆ
}
S
=
1
2
(〈
1 + θ
1− θ
Z0ϕˆ, Z
0
ψˆ
〉
+
〈
hZϕˆ,∇ψˆ
〉
−
〈
∇ϕˆ,h Zψˆ
〉)
,
(2.46)
where Z0ϕˆ ≡ P
′
0Zϕˆ, Z
0
ψˆ
≡ P ′0Zψˆ.
Let us calculate the contribution of the first term in (2.46) to
{
ϕˆ, ψˆ
}
S
.
Lemma 2.18. The eigenfunctions of the operator θ are
Em,α = z
meα, m ∈ Z , α = 0, . . . , n− 1, (2.47)
where
eα = diag
(
1, ω−α, . . . , ω−(n−1)α
)
, ω = e
2pii
n . (2.48)
The corresponding eigenvalues ξm,α are equal to
ξm,α = q
mωα. (2.49)
The eigenfunctions satisfy the condition
〈Em,α, El,β〉 = nδm,−l ·
{
1, α = −β mod n,
0, in the other cases,
(2.50)
and form a basis in Lh (n) .
We shall denote by
∑
′
m,α the sum over all pairs (m,α) 6= (0, 0) , m ∈
Z , α = 0, . . . , n − 1. Note that in the expansion of Z0ϕˆ, Z
0
ψˆ
with respect to
the eigenbasis Em,α the E0,0-component is absent, hence〈
1 + θ
1− θ
Z0ϕˆ, Z
0
ψˆ
〉
=
〈∑′
m,α
1
n
1 + qmωα
1− qmωα
Em,α 〈Zϕˆ , E−m,n−α〉 , Zψˆ
〉
=
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=
∫
dz
z
∫
dw
w
∑′
m,α
1
n
1 + qmωα
1− qmωα
( z
w
)m
Tr (P0Zϕˆ (w) · en−α)Tr
(
P0Zψˆ (z) · eα
)
.
(2.51)
Applying lemma 2.17 we obtain:
Tr (P0Zϕˆ (w) · en−α) Tr
(
P0Zψˆ (z) · eα
)
=
=h
−1
P0∇ϕ (w) ·
h−1P0∇ψ (z) + P0∇
′ϕ (w) · P0∇
′ψ (z)−
−ω−α · h
−1
P0∇ϕ (w) · P0∇
′ψ (z)− ωαP0∇
′ϕ (w) · h
−1
P0∇ψ (z) .
(2.52)
We denote by A11, . . . , A
4
1 the contributions of the corresponding terms of (2.52)
to
〈
1+θ
1−θ
Z0ϕˆ, Z
0
ψˆ
〉
.
Lemma 2.19.
1
n
n−1∑
α=0
1 + qmωα
1− qmωα
=
1 + qmn
1− qmn
, m 6= 0; (2.53)
1
n
n−1∑
α=0
1 + ωα
1− ωα
= 0 (2.54)
1
n
n−1∑
α=0
1 + qmωα
1− qmωα
ωα = 2
qm(n−1)
1− qmn
, m 6= 0; (2.55)
1
n
n−1∑
α=0
1 + ωα
1− ωα
ωα = −
n− 2
n
(2.56)
1
n
n−1∑
α=0
1 + qmωα
1− qmωα
ω−α = 2
qm
1− qmn
, m 6= 0; (2.57)
1
n
n−1∑
α=0
1 + ωα
1− ωα
ω−α =
n− 2
n
(2.58)
Proof. Let us prove (2.53); formulae (2.55), (2.57) may be verified in the same
way. We have
S1 =
1
n
n−1∑
α=0
1 + qmωα
1− qmωα
= −1 +
2
n
n−1∑
α=0
1
1− qmωα
= −1 +
2
n
∞∑
i=0
n−1∑
α=0
qmiωαi,
but
1
n
n−1∑
α=0
ωαi =
{
0, i 6= jn, j ∈ N,
1, i = jn,
and hence
S1 = −1 + 2
∞∑
j=0
qmnj =
1 + qmn
1− qmn
,
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as desired.
To prove (2.54) note that
1 + ωn−α
1− ωn−α
=
1 + ω−α
1− ω−α
= −
1 + ωα
1 − ωα
,
therefore for odd n all terms in the sum (2.54) cancel each other completely. If n
is even only the term
1 + ωn/2
1− ωn/2
survives, but evidently it is zero, since ωn/2 = −1.
Formulae (2.56), (2.58) immediately follow from (2.54).
Lemma 2.20.
A11 =
〈
1 + hˆn
1− hˆn
P ′0∇ϕ, ∇ψ
〉
, (2.59)
A21 =
〈
1 + hˆn
1− hˆn
P ′0∇
′ϕ, ∇′ψ
〉
, (2.60)
A31 =
〈
−2
1− hˆn
P ′0∇ϕ, ∇
′ψ
〉
−
n− 2
n
Tr∇ϕ · Tr∇′ψ, (2.61)
A41 =
〈
−2hˆn
1− hˆn
P ′0∇
′ϕ, ∇ψ
〉
+
n− 2
n
Tr∇′ϕ · Tr∇ψ. (2.62)
Proof. We verify only (2.61), other formulae can be proved in the same way.
We have:
A31 = −
∫
dz
z
∫
dw
w
∑′
m,α
1
n
1 + qmωα
1− qmωα
ω−α
( z
w
)m
· h
−1
P0∇ϕ (w) · P0∇
′ψ (z)
= −
∫
dz
z
∫ dw
w
∑
m∈Z
m6=0
1
n
2qm
1− qmn
ω−α
( z
w
)m
· h
−1
P0∇ϕ (w)
 · P0∇′ψ (z)
−
∫
dz
z
[∫
dw
w
(
1
n
n−1∑
α=0
1 + ωα
1− ωα
ω−α
)
· h
−1
P0∇ϕ (w)
]
· P0∇
′ψ (z)
= −
∫
dz
z
(
2hˆ
1− hˆn
h−1P ′0∇ϕ
)
(z) · P0∇
′ψ (z)−
−
n− 2
n
∫
dw
w
h−1P ′0∇ϕ (w) ·
∫
dz
z
P0∇
′ψ (z) (by lemma 2.19)
=
〈
−2
1− hˆn
P ′0∇ϕ, ∇
′ψ
〉
−
n− 2
n
Tr∇ϕ · Tr∇′ψ,
as desired.
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Using lemma 2.20 and taking into account that Tr∇ϕ = Tr∇′ϕ, we obtain〈
1
2
1 + θ
1− θ
Z0ϕˆ, Z
0
ψˆ
〉
=
〈〈(
1
2
1+hˆn
1−hˆn
P ′0 −
hˆn
1−hˆn
P ′0
1
1−hˆn
P ′0 −
1
2
1+hˆn
1+hˆn
P ′0
)(
∇ϕ
∇′ϕ
)
,
(
∇ψ
∇′ψ
)〉〉
.
(2.63)
It remains to calculate
〈
hZϕˆ,∇ψˆ
〉
−
〈
∇ϕˆ,h Zψˆ
〉
.
Lemma 2.21.〈
hZϕˆ,∇ψˆ
〉
= 〈r∇ϕ,∇ψ〉 − 〈r∇′ϕ,∇′ψ〉+
+
1
2
Tr (P0∇ϕ · P0∇ψ)−
1
2
Tr (P0∇
′ϕ · P0∇
′ψ) . (2.64)
Proof. Taking into account that [LD−n](+) = 1 and using lemma 2.17, we
obtain 〈
hZϕˆ,∇ψˆ
〉
= A12 + A
2
2 + A
3
2 + A
4
2, (2.65)
where
A12 = Tr
(
n−2∑
p=0
(
Dp+1∇′ϕD−1
)
0
(
Ddψ
[
LD−(p+1)
]
(+)
)
0
)
,
A22 = −Tr
(
n−2∑
p=0
(
∇ϕ
[
LD−(m+1)
]
(+)
)
0
(
Dm+1dψ
)
0
)
,
A32 = Tr
(
h
[(
Dn−1dϕ
)
0
u0
]
(Ddψ)0
)
,
A42 = Tr ((∇ϕ)0 (∇ψ)0) .
In transformations below we use the fact that TrA(+)B = TrAB(−) and the
following proposition:
Proposition 2.22. Let B ∈ ΨDq be of the form
B =
l∑
i=m
biD
−i, bi ∈ C
((
z−1
))
,
then
l∑
i=m
D−i
(
DiB
)
0
= B.
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Since dϕ, dψ have the form (2.40), we obtain:
A12 = Tr
Ddψ [L n−2∑
p=0
D−(p+1)
(
Dp+1∇′ϕD−1
)
0
]
(+)

= Tr
(
Ddψ
[
L
(
∇′ϕD−1
)
−
− LD−n
(
Dn∇′ϕD−1
)
0
]
(+)
)
= Tr
(
(Ddψ)(−) L
(
∇′ϕD−1
)
−
)
− Tr
(
Ddψ
(
Dn∇′ϕD−1
)
0
)
= Tr
(
(Ddψ −D (dψ)0)L
(
∇′ϕD−1
)
−
)
− Tr
(
(Ddψ)0 ·
h
(
Dn−1∇′ϕ
)
0
)
= Tr
(
(∇′ψ − (dψ)0 L)∇
′ϕ(−)
)
− Tr
(
(Ddψ)0 ·
h
[(
Dn−1dϕ
)
(−)
L
])
= Tr∇′ϕ∇′ψ(+) − Tr (dψ)0 L∇
′ϕ− Tr
(
(Ddψ)0 ·
h
[(
Dn−1dϕ
)
(0)
u0
])
= Tr∇′ϕ∇′ψ(+) − Tr∇ϕL (dψ)0 − A
3
2. (2.66)
A22 may be developed as follows:
A22 = −Tr
(
n−2∑
p=0
(
∇ϕ
[
LD−(m+1)
]
(+)
)
0
(
Dm+1dψ
)
0
)
= −Tr
∇ϕ[n−2∑
p=0
LD−(m+1)
(
Dm+1dψ
)
0
]
(+)

= −Tr
(
∇ϕ [L (dψ − (dψ)0)](+)
)
= −Tr∇ϕ (∇ψ)(+) + Tr∇ϕL (dψ)0 . (2.67)
Substituting (2.66), (2.67) in (2.65) gives〈
hZϕˆ,∇ψˆ
〉
= Tr∇′ϕ∇′ψ(+) − Tr∇ϕ (∇ψ)(+) + Tr (∇ϕ)0 (∇ψ)0
which immediately implies (2.64). Lemma 2.21 is proved.
For
〈
∇ϕˆ,h Zψˆ
〉
we have a relation similar to (2.64), hence〈
hZϕˆ,∇ψˆ
〉
−
〈
∇ϕˆ,h Zψˆ
〉
= 2 (〈r∇ϕ,∇ψ〉 − 〈r∇′ϕ,∇′ψ〉) .
(2.68)
Substituting (2.68) and (2.63) in (2.46) we obtain
{ϕ, ψ}q =
〈〈(
r + 1
2
1+hˆn
1−hˆn
P ′0 −
hˆn
1−hˆn
P ′0
1
1−hˆn
P ′0 r −
1
2
1+hˆn
1+hˆn
P ′0
)(
∇ϕ
∇′ϕ
)
,
(
∇ψ
∇′ψ
)〉〉
.
(2.69)
This formula differs from (2.18) by the absence of ±1
2
P00 in the non-diagonal
elements of r-matrix, but the corresponding terms give no contribution to the
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bracket because of the invariance of the inner product:〈
1
2
P00∇
′ϕ,∇ψ
〉
−
〈
1
2
P00∇ϕ,∇
′ψ
〉
=
1
2
Tr∇′ϕTr∇ψ − Tr∇ϕTr∇′ψ = 0.
Theorem 2.13 is proved.
Theorem 2.23. The Poisson bracket (2.18) in terms of generating functions
ui (z) =
N(ui)∑
m=−∞
uimz
m, i = 0, . . . , n− 1, (2.70)
has the form
{ui (z) , uj (w)} =
∑
m∈Z
m6=0
(
1− qm(n−i)
)
(1− qmj)
1− qmn
(w
z
)m
ui (z) uj (w) +
+
min(n−i,j)∑
r=1
δ
(
wqr
z
)
ui+r (w)uj−r (z)−
−
min(n−i,j)∑
r=1
δ
(
w
zqi−j+r
)
ui+r (z) uj−r (w) , (2.71)
where δ (z) =
∑
m∈Z
zm. So this bracket coincides with the one constructed by Frenkel
and Reshetikhin in [6].
Proof of this theorem is straightforward computation.
3. The group of q-pseudodifference symbols of all complex
degrees and the associated q-KdV hierarchies.
3.1. The double extension of the algebra ΨDq . Let us define the operator
lnD ∈ End (C ((z−1))) by
lnD = ln q · z
d
dz
, (3.1)
where the branch of ln q is fixed by
− pi < arg q < pi, ln 1 = 0. (3.2)
As above, we suppose that |q| < 1 . Note that the subspaces Czm are the
eigenspaces for lnD with eigenvalues λm = m ln q , hence the exponential exp lnD
is well-defined and exp lnD = D, which justifies our definition. Evidently,
[lnD, f ] = ln q · z
df
dz
, ∀f ∈ C
((
z−1
))
, [lnD,D] = 0, (3.3)
which implies that [lnD, ·] is an (outer) derivation of the associative algebra ΨDq.
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Proposition 3.1. The 2-form
ω (X, Y ) = 〈[lnD,X ] , Y 〉 , ∀X, Y ∈ ΨDq, (3.4)
is a 2-cocycle on ΨDq.
Proof. Note that for any X ∈ ΨDq
Tr [lnD,X ] = 0,
which, together with (3.3), implies the skew-symmetry of ω. Next we have
[lnD, [X, Y ]] = [X, [lnD, Y ]]− [Y, [lnD,X ]] ,
hence
ω ([X, Y ] , Z) = 〈[X, [lnD, Y ]] , Z〉 − 〈[Y, [lnD,X ]] , Z〉
= 〈[lnD, Y ] , [Z,X ]〉+ 〈[lnD,X ] , [Y, Z]〉
= −ω ([Z,X ] , Y )− ω ([Y, Z] , X) ,
as desired.
The logarithmic cocycle ω defines a non-trivial central extension Ψ̂Dq = ΨDq∔
C·c of the Lie algebra ΨDq. Ψ̂Dq does not admit a non-degenerate invariant inner
product. To improve the situation let us consider the ”double extension” Ψ˜Dq
of the algebra ΨDq :
Ψ˜Dq = ΨDq ∔ C· lnD ∔ C·c; (3.5)
the bilinear form
〈X + α lnD + βc, Y + γ lnD + δc〉 = 〈X, Y 〉ΨDq + αδ + βγ (3.6)
is invariant, non-degenerate and sets into duality the subspaces J+ and J−; more-
over,
J∗0 ≈ J0, (C· lnD)
∗ ≈ C·c (3.7)
(here J±, J0 are defined by (2.5)–(2.7) ).
3.2. The group of q-pseudodifference symbols of all complex degrees.
For any α ∈ C we define the complex power hˆα of the operator hˆ by(
hˆαf
)
(z) ≡ h
α
f (z) = f (qαz) , (3.8)
where qα = exp (α ln q) and the branch of ln q is fixed by (3.2).
A normalized q-pseudodifference symbol of degree α is a formal series of the
form
L = Dα +
∞∑
i=1
aiD
α−i, ai ∈ C
((
z−1
))
. (3.9)
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The multiplication law of symbols is uniquely defined by the commutation rela-
tion:
Dα ◦ a = h
α
a ◦Dα. (3.10)
Let Ĝα be the set of normalized q-difference symbols of degree α and Ĝ− be the
set of symbols of all complex degrees,
Ĝ− =
⋃
α∈C
Ĝα.
Ĝ− is a group with respect to the multiplication law (3.10). This group admits
the following description. For α ∈ C let σα be the automorphism of Ĝ− given by
σα (X) = D
αXD−α. (3.11)
Obviously, σα preserves the degree of symbols and hence induces an automor-
phism of the subgroup Ĝ0.
Lemma 3.2. The group Ĝ− is the semi-direct product of the additive group C
and the group Ĝ0.
For L ∈ Ĝ− we shall write L = L¯D
α, where α is the degree of L and L¯ ∈ Ĝ0.
In an obvious sense, Ĝ− may be regarded as an infinite-dimensional Lie group.
Lemma 3.3. The tangent Lie algebra of the group Ĝ− is the algebra Jˆ− = J− ∔
C· lnD considered as a Lie subalgebra in Ψ˜Dq.
Proof. We must check that
[lnD,X ] =
d
dα
|α=0 D
αXD−α (3.12)
for all X ∈ ΨDq. Since [D
α, D] = 0, it is sufficient to prove (3.12) for X =
f, ∀f ∈ C ((z−1)) . In this case we have
d
dα
|α=0 D
αf (z)D−α =
d
dα
|α=0 f (q
αz) = ln q · z
df
dz
= [lnD, f ] ,
as desired. 
Let us fix the following models of the tangent and cotangent spaces of Ĝ−
which will be used over the rest of this section:
TLĜ− =
{
X = XDα + X˜L lnD, X ∈ J−, X˜ ∈ C
}
,
T ∗LĜ− =
{
f = D−αf¯ + f˜cL−1, f¯ ∈ J+, f˜ ∈ C
}
. (3.13)
The pairs
(
X, X˜
)
and
(
f¯ , f˜
)
will be called normal coordinates of X and f,
respectively. The canonical pairing between TLĜ− and T
∗
LĜ− is given by
〈X, f〉 =
〈
X, f¯
〉
ΨDq
+ X˜ · f˜ . (3.14)
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Let us denote by lSL and
rSL the operators of the left (resp., right) multiplication
by L in Ĝ−.
Lemma 3.4. In normal coordinates the tangent map (rSL)∗ at the unit element
of Ĝ−
(rSL)∗(e) : TeĜ− → TLĜ−, X 7→ Y,
is given by:
Y = XL¯+ X˜
[
lnD, L¯
]
,
Y˜ = X˜.
(3.15)
The tangent map
(
lSL
)
∗(e)
is given by
Y = L¯σα
(
X
)
,
Y˜ = X˜.
(3.16)
Formulae (3.16) may be formally written as Y = LX.
Proposition 3.5.
1) The exponential map exp : Jˆ− → Ĝ− is well defined on the whole Jˆ−.
2) The restriction of the exponential map to the affine subspace Jˆα = J−+α lnD
is a bijection between Jˆα and Ĝα if
α ln q
2pii
/∈ Q. (3.17)
Proof. By definition, L (t) = exp t (X + lnD) , X ∈ J−, is a solution of the
following differential equation
dL
dt
=
(
lSL
)
∗(e)
(X + lnD) (3.18)
with the initial condition L (0) = e. Evidently, L (t) has the form L (t) = A (t)Dt,
where A (t) ∈ Ĝ0. By lemma 3.4 we write (3.18) as
dA
dt
= Aσt (X) , t ∈ C. (3.19)
This equation has a unique solution with initial condition A (0) = e. Indeed, let
Aji (t) , X
j
i be the coefficients of the expansion of A (t) (respectively, X ) in terms
of z and D :
A (t) =
∞∑
i=0
Ai (t)D
−i, Ai (t) =
mi∑
j=−∞
Aji (t) z
j , j ≥ 1, A0 = 1;
X =
∞∑
i=1
XiD
−i, Xi =
ni∑
j=−∞
Xji z
j .
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(We set Aji (t) ≡ 0, j > mi, X
j
i ≡ 0, j > ni, and extend summation up to
infinity.) From (3.19) we obtain
dAm1
dt
= qtmXm1 , A
m
1 (0) = 0; (3.20)
dAmi
dt
=
i−1∑
j=o
∑
n∈Z
Anj q
ntXm−ni−j + q
mtXmi , A
m
i (0) = 0. (3.21)
We shall prove inductively that this system admits a unique solution which is
holomorphic in C . Observe first of all that the function w 7−→ qmw is holomorphic
in C, hence the value of the integral
∫ t
0
qmwdw does not depend on the path of
integration and
Am1 (t) =
t∫
0
qmwdw ·Xm1 (3.22)
gives the unique solution of (3.20). Obviously, Am1 (t) is holomorphic in C.
Assume now that all coefficients A1, . . . , Ai−1 are holomorphic functions. We
shall deduce from it that the equation (3.21) for Ai is also solvable in holomorphic
functions. Indeed, the sum over n in the r.h.s. of (3.21) has only a finite number of
non-zero terms and the functions Anj are holomorphic by the inductive hypothesis,
hence the r.h.s. of (3.21) is holomorphic and this equation has the unique solution
which is given by
Ami (t) =
∫ t
0
(
i−1∑
j=o
∑
n∈Z
Anj (w) q
nwXm−ni−j + q
mwXmi
)
dw. (3.23)
Thus, the exponential map is well-defined. To verify the second assertion of the
proposition we need to prove that for any L ∈ Ĝα,
α ln q
2pii
/∈ Q, there is a unique
representation of the form
L ≡ ADα = expα (X + lnD) , X ∈ J−.
Consider (3.22), (3.23) as an equation for X. We have
Am1 =
∫ α
0
qmwdw ·Xm1 =
{
eαm ln q−1
m ln q
Xm1 , m 6= 0,
αX01 , m = 0.
(3.24)
Sinceα ln q
2pii
/∈ Q, , eαm ln q 6= 1, and hence (3.24) is solvable for any Am1 . Let us
assume now that X1, . . . , Xi−1 are already determined. In that case equation
(3.23) for Xi has a unique solution. Indeed, we have
Ami −
∫ α
0
(
i−1∑
j=o
∑
n∈Z
Anj (w) q
nwXm−ni−j
)
dw =
∫ α
0
qmwdw ·Xmi .
(3.25)
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Functions Anj (w) are defined by the formulae (3.23) and may be expressed in
terms of X1, . . . , Xi−1, hence the l.h.s. of (3.25) is a known number. As above,
we see that (3.25) is uniquely solvable provided that α ln q
2pii
/∈ Q.
Definition 3.1. We call α ∈ C generic if α ln q
2pii
/∈ Q ; we call L ∈ Ĝ− a generic
element if its degree α ≡ degL is generic.
3.3. The generalized q-deformed Gelfand-Dickey structure on Ĝ− and
related q-KdV hierarchies. In this section we consider Lax equations of the
form
dL
dt
=
[
L
m
α
(+), L
]
, L ∈ Ĝα, α is generic. (3.26)
We shall see that in some natural class of quadratic Poisson brackets on Ĝα
there exists a unique one which is consistent with the equations (3.26) (i.e.,
the latter are Hamiltonian with respect to this bracket with the Hamiltonians
Hm =
α
m
TrL
m
α ). For any positive integer α this bracket may be restricted to Mα
and coincides there with the q-deformed Gelfand-Dickey structure considered in
part 1.
The brackets referred to are smooth with respect to the parameter α outside
the line 2pii
ln q
R, hence we can glue them up to a smooth Poisson structure on Ĝ′− =⋃
α/∈ 2pii
ln q
R
Ĝα. This bracket is called the generalized q-deformed (second) Gelfand-
Dickey structure. It is uniquely defined by the following conditions:
1) Ĝα are Poisson submanifolds;
2) the restriction of this bracket to Ĝα coincides with the unique bracket on
Ĝα consistent with equation (3.26).
Let us now turn back to equation (3.26).
Theorem 3.6.
1. The equation (3.26) is self-consistent, i.e., its r.h.s. is well-defined and
belongs to the tangent space TLĜα;
2. The flows corresponding to different m ’s commute with each other;
3. The functionals
Hn =
α
n
TrL
n
α , n ∈ N, (3.27)
are conservation laws for (3.26).
Proof. L ∈ Ĝα and α is generic, hence in agreement with proposition 3.5 there
exists an X ∈ J− such that L = expα (X + lnD) . For any β ∈ C we define Lβ
by Lβ = expαβ (X + lnD) ; clearly, Lβ ∈ Ĝαβ . In particular, L
m
α ∈ Ĝm, hence it
contains only integer powers of D and may be considered as an element of ΨDq.
So the expressions L
m
α
(+) and TrL
n
α are well-defined. Note that
[
L
m
α , L
]
= 0,
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therefore
[
L
m
α
(+), L
]
= −
[
L
m
α
− , L
]
has the form
∑
∞
i=1 aiD
α−i, i.e., it is a tangent
vector from TLĜα. The last two assertions of the theorem may be proved in the
same way as in the case of positive integer α. Another proof will be given below
in the frameworks of the Hamiltonian formalism.
Remark 3.1. A similar class of equations has been constructed in [11]. The
authors start with the algebra ΨDOq of q–difference symbols of the form
A =
n(A)∑
i=−∞
ui (z)D
i
q, ui ∈ C
[
z, z−1
]
, (3.28)
with the commutation relation
Dq ◦ u =
u (qz)− u (z)
q − 1
+h u ·Dq,
which corresponds to the definition of Dq as a q-difference analogue of the deriv-
ative d
dz
:
(Dqf) (z) =
f (qz)− f (z)
q − 1
.
Then they define the residue of a symbol A ∈ ΨDOq by R˜esA = u−1 (z) (see
(3.28) ); the trace is given by
T˜rA =
∫
dz
z
R˜es
(
A
(q − 1)Dq + 1
)
.
Let us extend ΨDOq by assuming that the coefficients in (3.28) are formal power
series in z−1. It is easy to see that after this extension ΨDOq becomes isomorphic
to ΨDq (as an associative algebra) and, moreover, the definitions of the traces in
ΨDOq and ΨDq coincide up to a scalar factor.
Then the authors of [11] construct a double extension of ΨDOq by adjoining to
it the logarithm logDq and the corresponding 2-cocycle, and define the group Gq
of q-difference symbols of the form
F = Dαq +
∞∑
k=1
uk (z)D
α−1
q .
We did not found an isomorphism between Gq and Ĝ− ; the question about the
relation between the generalized q-KdV equations (3.26) and the ones constructed
in [11] remains open.
We will now examine the Hamiltonian formalism for equations (3.26). Let us
consider the set Ĝα, where α is generic. Just as in part 1, we consider the Poisson
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brackets of the form
{ϕ, ψ} =
〈〈(
r + aP0 bP0
cP0 r + dP0
)(
∇ϕ
∇′ϕ
)
,
(
∇ψ
∇′ψ
)〉〉
,
(3.29)
where a, b, c, d are linear operators in J0 satisfying the skew-symmetry conditions
a = −a∗, d = −d∗, c∗ = b; (3.30)
the r-matrix r is defined as above: r = 1
2
(P+ − P−) ;∇ϕ, ∇′ϕ denote the normal
coordinates of∇ϕ, ∇′ϕ. Note that for a functional ϕ ∈ Fun
(
Ĝα
)
the component
dϕ of its linear gradient is defined up to an arbitrary element of J(−), and d˜ϕ is
arbitrary. Lemma 3.4 implies that
∇ϕ = Ldϕ, ∇′ϕ = σ−α
(
dϕL
)
, (3.31)
where L = LD−α. Hence, d˜ϕ gives no contribution to the bracket (3.29).
Theorem 3.7. There exists a unique Poisson bracket of the form (3.29) on Ĝα
which satisfies the following conditions:
1) the expression (3.29) is well-defined, i.e., it does not depend on the J(−)-
components of dϕ, dψ;
2) the Hamiltonians Hm (see (3.27) ) give rise to the Lax equations (3.26).
This bracket is given by
{ϕ, ψ} =
〈〈(
r + 1
2
1+hˆα
1−hˆα
P ′0 −
hˆα
1−hˆα
P ′0 +
1
2
P00
1
1−hˆα
P ′0 +
1
2
P00 r −
1
2
1+hˆα
1−hˆα
P ′0
)(
∇ϕ
∇′ϕ
)
,
(
∇ψ
∇′ψ
)〉〉
.
(3.32)
Proof. We shall seek for a, b, c, d such that the bracket (3.29) satisfies the two
conditions of the theorem.
Lemma 3.8.
dHm = D
αL
m
α
−1. (3.33)
Lemma 3.8 and (3.31) imply that
∇Hm = ∇′Hm = L
m
α . (3.34)
Substituting this into (3.29), we obtain the following
Proposition 3.9. Condition (2) of the theorem is equivalent the following one:
for any L ∈ Ĝα, any m ∈ N, holds([
a + b−
1
2
] (
L
m
α
)
0
)
· L = L ·
([
c+ d−
1
2
] (
L
m
α
)
0
)
. (3.35)
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Lemma 3.10. Condition (3.35) implies that
a+ b− 1/2 = (c+ d− 1/2) = F, (3.36)
where F is a linear operator in C((z−1)), ImF = C · 1 ⊂ C((z−1)).
Proof. Since |q| < 1, the point 1 is generic and by proposition 3.5 the map
L 7→ L
1
α is a bijection between Ĝα and Ĝ1.Therefore, for any f ∈ C((z−1)), f 6= 0,
there exists an L ∈ Ĝα such that
(
L
1
α
)
0
= f ; moreover, relation (3.24) implies
that in the expansion
L = Dα + u1D
α−1 + · · · (3.37)
the coefficient u1 is nonzero. Put F˜ = (a+ b− 1/2) f and G˜ = (c+ d− 1/2) f.
We have F˜L = LG˜, which implies F˜ = hˆαG˜ and u1F˜ = u1hˆ
α−1G˜. But u1 6= 0,
hence F˜ = hˆαG˜ = hˆα−1G˜, i.e. F˜ ∈ C, G˜ ∈ C, which, together with (3.35), implies
that F˜ = G˜. 
Using the skew-symmetry conditions (3.30) we get
b =
1
2
− a+ F, c =
1
2
+ a + F ∗, d = −a + F − F ∗. (3.38)
Just as in the proof of theorem 2.7 we can verify that F does not contribute to
the Poisson bracket. The invariance of the inner product now implies that
{ϕ, ψ} =
〈〈(
P+ +
(
1
2
+ a
)
P0
(
1
2
− a
)
P0(
1
2
+ a
)
P0 P+ +
(
1
2
− a
)
P0
)(
∇ϕ
∇′ϕ
)
,
(
∇ψ
∇′ψ
)〉〉
.
(3.39)
Hence {ϕ, ψ} does not depend on J−-components of dϕ, dψ. The requirement
that it is also independent on J0-components of the gradients fixes the choice of
a.
Lemma 3.11. The bracket (3.39) does not depend on J0-components of dϕ, dψ
if and only if[(
1
2
+ a
)
+
(
1
2
− a
)
hˆ−α
]
f ∈ C. for ∀f ∈ C((z−1)).
Proof. Let dϕ
′
be another representative of dϕ, dϕ
′
= dϕ + f, f ∈ J0, and
{ϕ, ψ}′ be the value of the Poisson bracket corresponding to dϕ
′
. We must prove
that
∆ = {ϕ, ψ}′ − {ϕ, ψ} = 0.
We have
∆ =
〈〈(
1
2
+ a 1
2
− a
1
2
+ a 1
2
− a
)( (
L¯f
)
0
σ−α
(
f L¯
)
0
)
,
(
∇ψ
∇′ψ
)〉〉
.
(3.40)
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Since f ∈ J0, we have
(
L¯f
)
0
= f and σ−α
(
f L¯
)
0
= hˆ−αf, hence
∆ =
〈[(
1
2
+ a
)
+
(
1
2
− a
)
hˆ−α
]
f ,
(
∇ψ
)
0
−
(
∇′ψ
)
0
〉
.
Lemma 3.12. For any g ∈ C((z−1)) such that
∫
dz
z
g(z) = 0 there exists a func-
tional ψg ∈ Fun
(
Gˆα
)
such that for some L ∈ Gˆα(
∇ψg (L)
)
0
−
(
∇′ψg (L)
)
0
= g.
Proof. Note that either α− 1 or α− 2 are generic. If α− 1 is generic, we may
suppose that
ψg = TrL¯Dag, ag ∈ C((z
−1)).
It is easy to see that in this case(
∇ψg (L)
)
0
−
(
∇′ψg (L)
)
0
=
(
1− hˆ1−α
)
(u1ag) , (3.41)
where u1 is the coefficient in the expansion of L¯ in powers of D
−1 :
L¯ = 1 + u1D
−1 + · · ·
The condition that α−1 is generic implies that the equation
(
1− hˆ1−α
)
(u1ag) =
g is solvable for any g ∈ C((z−1)) such that
∫
dz
z
g(z) = 0.
If α− 2 is generic we can find ψg in the form ψg = TrL¯D
2ag. 
∆ must vanish for any f ∈ C((z−1)) and any ψ ∈ Fun
(
Gˆα
)
, therefore from
lemma 3.12 it follows that[(
1
2
+ a
)
+
(
1
2
− a
)
hˆ−α
]
f ∈ C for ∀f ∈ C((z−1)).
End of the proof of this theorem is just like the one of theorem 2.7. 
Remark 3.2. As in part 1 we can linearize the bracket (3.32) at L = Dα and
construct the family of compatible Poisson structures.
Now we can prove assertions 2 and 3 of theorem 3.6; they immediately result
from the following
Proposition 3.13. Functionals Hn =
α
n
TrL
n
α , n ∈ N, are in involution with
respect to the bracket (3.32).
Proposition 3.14. The submanifolds Gˆα,n ⊂ Gˆα of the symbols of the form
L =
(
1 +
n∑
i=1
uiD
−i
)
Dα (3.42)
are Poisson submanifolds for bracket (3.32).
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Proof. It is sufficient to check that the bracket of any functional of the form
ϕf,l =
∫
dz
z
ul f, f ∈ C((z
−1)), l > n, (3.43)
with any functional ψ vanishes on Gˆα,n. Clearly, dϕf,l = D
lf, hence ∇ϕf,l(L),
∇′ψf,l(L) ∈ J+ for all L ∈ Gˆα,n and we have
{ϕf,l , ψ} =
1
2
(〈
∇ϕf,l ,∇ψ
〉
−
〈
∇′ϕf,l ,∇′ψ
〉)
= 0,
as desired.
Proposition 3.15. The coefficient un (z) is a Casimir function on Gˆn,n.
Proof. Define ϕf,n by (3.43). We shall prove that {ϕf,n , ψ} vanishes on Gˆn,n.
We may write the bracket (3.32) in the form
{ϕf,n , ψ} =
=
〈〈(
−P− +
(
a− 1
2
)
P0
(
1
2
− a
)
P0(
a+ 1
2
)
P0 −P− −
(
a + 1
2
)
P0
)(
∇ϕ
∇′ϕ
)
,
(
∇ψ
∇′ψ
)〉〉
.
(3.44)
Clearly, ∇ϕf,n , ∇′ϕf,n ∈ J(+), hence only the J0-components of the gradients
give contribution to the bracket. We have(
∇′ϕf,n
)
0
= σ−n
((
dϕ L¯
)
0
)
= σ−n
(
Dnf unD
−n
)
= f un =
(
∇ϕf,n
)
0
.
Substituting this in (3.44) we obtain {ϕf,n , ψ} = 0, as desired.
Note that for integer n the submanifold Gˆn,n may be canonically identified
with the subspace Mn ⊂ ΨDq considered in part 1 of this paper. With this
identification the restriction of the bracket (3.32) on Gˆn,n coincides with the
bracket (2.18). Indeed, the r-matrices are the same and we need only to check
that the definitions of the gradients are consistent with each other. We have
∇ϕ = L¯dϕ = L¯Dn ·D−ndϕ = Ldϕ,
∇′ϕ = σ−n
(
dϕ L¯
)
= D−ndϕ · L¯Dn = dϕL,
as desired.
4. Jacobi identity for the generalized q-deformed
Gelfand-Dickey structures.
In this section we discuss the Jacobi identity for generalized q-deformed Gelfand-
Dickey brackets (2.18), (3.32). We start with the following general pattern, due
to Gelfand and Dorfman [9]. Let A = Ω0 be an associative commutative alge-
bra, a = DerA the Lie algebra of its derivations; we regard A as a a-module and
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define the Chevalley complex associated with A in the standard way,
Ω0
d
→ Ω1
d
→ Ω2
d
→ ...,Ωp = A⊗
∧p
a∗,
dα(X1, ..., Xp+1) =
∑
i(−1)
iXiα(X1, ..., Xˆi, ..., Xp+1)+∑
i<j(−1)
i+jα(X1, ..., Xˆi, ..., Xˆj , ...Xp+1).
For X ∈ a let iX : Ωp → Ωp−1be the inner derivative,
iXα (X1, X2, ..., Xp−1) = α (X,X1, X2, ..., Xp−1) ;
for p = 1 the coupling 〈X,α〉 = iXα is a natural bilinear pairing between a and
Ω0. Let LX = d · iX + iX · d be the Lie derivative. By definition, a Poisson
operator is a linear operator H ∈ Hom( Ω1, a); the Schouten bracket of two
Poisson operators H,K is a trilinear mapping Ω0 × Ω0 × Ω0 → a defined by
[[H,K]] (α1, α2, α3) = 〈HLKα1α2, α3〉+ 〈KLHα1α2, α3〉+ c.p.
(as usual, c.p. stands for cyclic permutation). The Poisson bracket associated
with H is given by
{ϕ, ψ} = 〈Hdϕ, dψ〉 ; (4.1)
this bracket is skew and satisfies the Jacobi identity if and only if H is skew-
symmetric and its Schouten bracket with itself is zero.
Let J be an associative algebra with a non-degenerated invariant inner product.
We choose as A = Ω0 the algebra of smooth functionals on J. (Recall that by
definition a functional ϕ ∈ A is smooth if for each L ∈ J there exists an element
X ∈ J (called its linear gradient) such that
〈dϕ(L), X〉 =
(
d
dt
)
t=0
ϕ (L+ tX) .
The left and right gradients ∇,∇′ are given by ∇ϕ(L) = Ldϕ(L), ∇′ϕ(L) =
dϕ(L)L. For a functional ϕ we write Dϕ =
(
∇ϕ
∇′ϕ
)
∈ J
⊕
J. ) Let us define
the invariant inner product in J
⊕
J by〈〈(
X1
X2
)
,
(
Y1
Y2
)〉〉
= 〈X1, Y1〉 − 〈X2, Y2〉 . (4.2)
We are interested in the class of Poisson brackets J of the form
{ϕ, ψ} =
〈〈
R
(
∇ϕ
∇′ϕ
)
,
(
∇ψ
∇′ψ
)〉〉
(4.3)
where R ∈ EndJ
⊕
J , R = −R∗.
Lemma 4.1. The obstruction term in the Jacobi identity for the bracket (4.3) is
given by
∆ ≡ {{ϕ, ψ} , χ}+ c.p. = 〈〈[RDϕ,RDψ] , Dχ〉〉+ c.p. (4.4)
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Theorem 4.2. Let R ∈ End (J
⊕
J) be a skew-symmetric classical r-matrix sat-
isfying the modified classical Yang-Baxter equation (mCYBE) in J
⊕
J :
[RX, RY]− R ([RX,Y] + [X, RY]) = −
1
4
[X,Y] , ∀X,Y ∈ J
⊕
J.
Then the bracket (4.4) satisfies the Jacobi identity.
Proof.
Lemma 4.3. If R satisfies mCYBE, then
〈〈[RX, RY] ,Z〉〉+ c.p. = −
1
4
〈〈[X,Y] ,Z〉〉 . (4.5)
Let ϕ, ψ, χ be some linear functionals on J. Put
X = Dϕ, Y = Dψ, Z = Dχ. (4.6)
By lemmas 4.1, 4.3 we have
−4∆ = 〈〈[X,Y] ,Z〉〉 = 〈[∇ϕ,∇ψ] ,∇χ〉 − 〈[∇′ϕ,∇′ψ] ,∇′χ〉
= 〈[∇ϕ,∇ψ] ,∇χ〉 − TrdϕLdψLdχL+ TrdψLdϕLdχL
= 〈[∇ϕ,∇ψ] ,∇χ〉 − TrLdϕLdψLdχ+ TrLdψLdϕLdχ = 0
as desired.
Theorem 4.4. Let J be a Lie algebra which is (as a linear space) the direct sum
of the three subalgebras
J = J+ ∔ J0 ∔ J−, (4.7)
where J0 is abelian and
[J±, J0] ⊂ J±. (4.8)
Let P±, P0 be the projection operators onto J±, J0 parallel to the complement and
a, b, c, d arbitrary linear operators in J0. Put r =
1
2
(P+ − P−) . Then the r-matrix
R =
(
r + aP0 bP0
cP0 r + dP0
)
∈ End (J
⊕
J) (4.9)
satisfies mCYBE.
Let us now turn back to the algebra ΨDq . From theorems 4.2, 4.4 it fol-
lows immediately that the q-deformed Gelfand-Dickey bracket (2.18) satisfies the
Jacobi identity.
Proposition 4.5. The bracket (3.32) on Gˆα, α is generic, satisfies the Jacobi
identity.
Proof. Consider the following bracket on ΨDq :
{ϕ, ψ} =
〈〈(
P+ +
(
1
2
+ a
)
P0
(
1
2
− a
)
hˆ−αP0
hˆα
(
1
2
+ a
)
P0 P+ +
(
1
2
− a
)
P0
)(
∇ϕ
∇′ϕ
)
,
(
∇ψ
∇′ψ
)〉〉
,
(4.10)
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where, as above,
a =
1
2
1 + hˆα
1− hˆα
P ′0. (4.11)
Theorems 4.4, 4.2 imply the Jacobi identity for (4.10).
Lemma 4.6. Gˆ0 considered as an affine subspace in ΨDq is a Poisson subspace
for (4.10).
Proof. Obviously, J(−) is a Poisson subspace. Any element A ∈ J(−) has the
form
A =
∞∑
i=0
uiD
−i, ui ∈ C
((
z−1
))
. (4.12)
It is sufficient to prove that functionals of the form
ϕf = TrAf, f ∈ C
((
z−1
))
, (4.13)
are central on Gˆ0, i.e., their Poisson brackets with any other functional vanish
identically on Gˆ0. Clearly, dϕf = f ∈ J0, hence ∇ϕf ,∇
′ϕf ∈ J(−). So only the J0-
components of ∇ϕf ,∇
′ϕf contribute to the bracket (4.10). Taking into account
that u0 = 1 on Gˆ0, we get
(∇ϕf)0 = (∇
′ϕf)0 = f. (4.14)
Then
{ϕf , ψ} =
〈[(
a + 1
2
)
+
(
1
2
− a
)
hˆ−α
]
f, (∇ψ)0 − hˆ
α (∇′ψ)0
〉
.
(4.15)
But
(
a + 1
2
)
+
(
1
2
− a
)
hˆ−α = P00, hence
{ϕf , ψ} = Trf ·
(
Tr∇ψ − Trhˆα (∇′ψ)0
)
= 0
due to the invariance of the inner product.
Consider the map i : Gˆα → Gˆ0 defined by i (L) = L¯. Obviously, i is a bijection.
It is easy to verify that the pullback of the Poisson bracket (4.10) coincides with
the bracket (3.32), so the latter satisfies the Jacobi identity.
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