This paper is concerned with the H ∞ and H 2 optimization problem for inerter-based dynamic vibration absorbers (IDVAs). The proposed IDVAs are obtained by replacing the damper in the traditional dynamic vibration absorber (TDVA) with some inerter-based mechanical networks. It is demonstrated in this paper that adding one inerter alone to the TDVA provides no benefits for the H ∞ performance and negligible improvement (less than 0.32% improvement over the TDVA when the mass ratio less than 1) for the H 2 performance. This implies the necessity of introducing another degree of freedom (element) together with inerter to the TDVA. Therefore, four different IDVAs are proposed by adding an inerter together with a spring to the TDVA, and significant improvement for both the H ∞ and H 2 performances is obtained. Numerical simulations in dimensionless form show that more than 20% and 10% improvement can be obtained for the H ∞ and H 2 performances, respectively. Besides, for the H ∞ performance, the effective frequency band can be further widened by using inerter.
where Y (s) is the admittance of the inerter-based passive mechanical networks and F d is the
70
force of the DVA imposed on the primary mass M .
71
From (2) and (3), one obtains, 
where x s = F/K and ω n = √ K M are the static displacement and natural frequency of the 75 primary system, respectively.
76
The admittance of each network in Fig. 2 is shown in Table 1 representations.
89
Replacing s with jω in (4), the frequency response functions in a dimensionless form can 90 be obtained as
where R ni , I ni , R mi , and I mi , i = 1, . . . , 6 are functions with respect to λ, γ, δ, and ζ. The problem is formulated as follows to directly minimize the magnitude at resonance frequencies.
102
For a given mass ratio µ, solving the follow minmax problem
subject to δ ≥ 0, γ ≥ 0, η ≥ 0, ζ ≥ 0, and λ l , l = 1, . . . , N , are the real and positive solutions 104 of the following equation
where i = 1, . . . , 6 corresponds to the six IDVAs in Fig. 2 , respectively.
106
The underlying idea of the minmax problem (8) and (9) 2 ,
which is an equation of λ 2 with different orders for different configurations.
Comparison between the TDVA and IDVAs
For the TDVA, the optimal parameters can be analytically obtained as [1] :
, and the optimal height at the two fixed points are
Performance limitation of C1 and C2

129
In this subsection, it will be demonstrated that configurations C1 and C2 provide no 130 improvement for the H ∞ performance compared with the TDVA.
131
For configuration C1, by directly using the fixed-point method in [1] , the optimal param-132 eters for C1 can be analytically obtained as
. It is obvious that the optimal 134 δ is 0, which means that the parallel inerter in configuration C1 provides no improvement in 135 the H ∞ optimization. Such an observation is shown in Fig. 3 with µ = 0.1. 
136
The minmax optimization method proposed in this paper is also applicable for C1 and a
137
comparison between the method in this paper and the fixed-point method is shown in Fig. 4 .
138
As shown in Fig. 4 , the results by these two methods highly coincide with each other and In what follows, it will be shown that for configuration C2, the series-connected inerter The IDVAs C1 and C2 represent the two ways of adding an inerter to the TDVA, that is, 
Performance benefits of C3, C4, C5, and C6
158
In this subsection, it will be shown that after adding another degree of freedom, that is 159 the spring k 1 , the H ∞ performance will be significantly improved compared with the TDVA. Table 3 and Fig. 8 , over 22% improvement can be provided by C3 compared with the TDVA.
174
Moreover, the spring k 1 is better to be in series connection for the H ∞ performance, given 175 the fact that C3 and C6 are superior to C4 and C5.
176
The frequency responses of the IDVAs and the TDVA when µ = 0.1 are shown in Fig. 9 ,
177
where one sees that the magnitudes of the IDVAs around 1 are much flatter than those of 178 the TDVA, and the effective frequency band is much larger than that of the TDVA. 
179
H 2 optimization for the IDVAs
where S 0 is the uniform power spectrum density function. The mean square value of x of the 185 object mass m can be calculated as
where H(jλ) is given in (7). Substituting (12) into (11), one obtains
which is exactly the definition of the H 2 norm of the transfer functionĤ(s) by replacing jλ 188 in H(jλ) with the Laplace variable s.
189
Therefore, the H 2 performance measure is rewritten as
The analytical approach provided in [41, Chapter 2.6] will be employed to derive analytical 
We can writeĤ(s)
Comparison between the TDVA and IDVAs
199
For the TDVA, the H 2 performance measure can be obtained as
and the optimal γ and ζ are 
Performance limitation of C1 and C2
203
The H 2 performance measures for C1 and C2 can be obtained as
where
The following proposition can be obtained. 
Performance benefits of C3, C4, C5, and C6
218
In this subsection, it will be analytically demonstrated that for the H 2 performance,
219
IDVAs C3, C4, C5, and C6 perform surely better than the TDVA, and an optimization 220 problem will be formulated to find the optimal parameters.
221
By using the method shown in Subsection 4. 
subject to δ > 0, γ > 0, η > 0, and ζ > 0.
242
Analytical solutions of C3: Problem (28) can be analytically solved for C3, where the 243 optimal parameters for C3 are obtained as follows D.
247
The analytical solutions δ, γ, and η are derived by successively setting the first derivatives and γ as follows:
Correspondingly substituting the optimal representations above into I Ci , i = 4, 5, 6, the given the fact that C3 and C6 are superior to C4 and C5. showed that over 20% improvement was achieved compared with the TDVA and the effective 281 frequency band can be enlarged by using inerter; while for the H 2 performance, it was 282 analytically demonstrated that IDVAs C3, C4, C5, and C6 were surely better than the 283 TDVA by carefully choosing the parameters, and over 10% improvement was obtained in the 284 numerical simulation.
Appendix B. Proof of Proposition 1 287
From (21), if C1 performs better than the TDVA, that is I C1 < I T DV A , the second term 288 of (21) must be less than 0, which means
, the optimal δ denoted as δ opt is 0. If
, the optimal 290 δ opt = (1 + µ)γ 2 − 1, and it can be checked that the optimal γ is 1 1+µ
by substituting δ opt into 291 (21), which means that the optimal δ is also 0. 
and I C2 can be represented as
Using I T DV A,opt given in (16), one obtains 300
, then I C2 < I T DV A,opt . Since 
302
Second, we graphically prove that only at most 0.32% improvement can be obtained by 303 C2 when µ ≤ 1. The optimal γ can be obtained by solving
where α = µ + 1. It is easy to check that (C.2) has two real positive solutions denoted as γ 1
305
and γ 2 , γ 1 < γ 2 , where
is the unique real solution of equation
and the optimal γ is γ 2 .
308
For 0 ≤ µ ≤ 1, a graphical comparison with the TDVA is shown in Fig. C .12, where it is 309 clearly shown that at most 0.32% improvement is obtained for C2. respectively. The detailed representations are obtained as follows:
Appendix E. Proof of Proposition 3 316
For C3, substituting γ T DV A,opt and ζ T DV A,opt into (D.1), one obtains 
Note that
Then, we will prove that there exist finite δ and η so that f C4,η < 0. It can be checked (1 + 8µ + 4µ 2 )(4 + 9µ + 4µ 2 )(1 + 3µ + 5µ 2 + 2µ 3 ) 2 < 0, which means that for the η and δ given by (E.5) and (E.6), I It is easy to see that there always exists a finite δ such that ∆ > 0. For example, if choosing δ = µ(4µ 3 + 11µ 2 + 5µ − 4 − √ 6µ 6 + 56µ 5 + 253µ 4 + 606µ 3 + 799µ 2 + 568µ + 176) 2(µ − 4)(µ + 1) 4 , which is larger than 0 if µ < 4, one obtains
