In this paper, we define a relative Morse complex for manifold with boundary using the handlebody decomposition of the manifold. We prove that the homology of the relative Morse complex is isomorphic to the relative singular homology. Furthermore, we construct A∞-category structure on the relative Morse complex by counting the trajectory trees among the critical points of different Morse functions. Our result generalizes Fukaya's construction on closed manifold and Manabu's construction of absolute homology on manifold with boundary.
Introduction

Overview
In 1980s, E. Witten [11] first described the Morse complex with respect to Morse function f and Riemannian metric g. The chain groups CM k (f ) are free abelian groups generated by the critical points of f with Morse index k, while the boundary homomorphisms are defined by counting the number of gradient trajectories flowing from one critical point p to another one with a lower Morse index. It was proved that the Morse homology is isomorphic to the singular homology of the manifold. Then in 1990s, when considering the Floer homologies, K. Fukaya found that similar ideas could be used in Morse homology theory. In [6] , he defined the A ∞ -structure for the Morse Category, in which the objects were Morse functions and the morphisms Hom(f 1 , f 2 ) between two objects f 1 , f 2 were the Morse Complex with respect to f 1 −f 2 . For generic Morse functions f 0 , . . . , f k , let p i (i = 0, . . . , k − 1) be a critical point of f i − f i+1 , p k be a critical point of f 0 − f k . Denote by ♯M(p 0 , . . . , p k−1 , p k ) the cardinality of the dimension-zero moduli space M(p 0 , . . . , p k ), i.e. the set of gradient trajectory trees starting from p 0 , . . . , p k−1 and ending at p k . Then the A ∞ -maps were given by
is isomorphic to that of (M ∪ ∂M × [0, ǫ], ∂M × [0, ǫ]), and thus isomorphic to (M, ∂M ). Then for manifold M with boundary, we choose special Riemannian metric g satisfying g| (0,1)×∂M = g ∂M + 1 r dr ⊗ dr near the boundary, and hornend transverse Morse functions satisfying f | [0,1)×Ni = f | Ni − k i r, where k i are nonzero constants. With the above preparations, we define the relative Morse complex directly while avoiding usage of quotient complex as in [9] . The complex has the following form:
where M(q, q ′ ) is the moduli space of gradient trajectories starting at q with Morse index k and ending at q ′ with Morse index k − 1. The Cr
• k (f ) here only embraces those critical points in M
• and on 'positive boundaries', but not including all the ones with Morse index k. After that, we prove the homology of this complex is isomorphic to the manifold's singular homology relative to its boundary. In this step, we use the handlebody decomposition of the manifold and treat the homology of this decomposition as a bridge linking the relative Morse homology and the relative singular homology. Theorem 1. The relative Morse homology H * (CM * (f ), ∂ * ) is isomorphic to the relative singular homology H * (M, ∂M ).
At last, we define the A ∞ -structure, still using the technique of counting the gradient trajectories. We first discuss the cup product structure and prove the Leibnitz rule as an example of the more complicated A ∞ -relationships. Then, let F = (f 0 , f 1 , . . . , f k ) be a generic sequence of functions on M such that f i −f j is transverse Morse function for i = j. Let q k be a critical point in Cr
• (f 0 − f k ) and q i be a critical point in Cr
• (f i − f i+1 ) for i = 0, 1, . . . , k − 1. When the Morse indices satisfy µ(q k ) = µ(q 0 ) + · · · + µ(q k−1 ) − (k − 1)n + k − 2, the moduli space M(q 0 , q 1 , . . . , q k ) of gradient trajectory trees originating from q 0 , . . . , q k−1 and ending at q k is a dimension-zero manifold. We define the A ∞ -map as
where ♯M(q 0 , q 1 , . . . , q k ) means the number of points with sign in M(q 0 , q 1 , . . . , q k ). Actually we can see here that the degree of a critical point q i should be µ(q i )− n so that the A ∞ -relationships hold true. And we prove the complete A ∞ -relationships by considering the boundaries of the moduli spaces M(q 0 , q 1 , . . . , q ′ k ) for all q ′ k such that µ(q ′ k ) = µ(q 0 ) + · · · + µ(q k−1 ) − (k − 1)n + k − 3. Finally, for MC(M ), the category of transverse Morse functions on M , we will have Theorem 2. MC(M ) is endowed with the A ∞ -category structure using m k .
Structure of the Paper
In section 2, we introduce the definitions about horn-end transverse Morse functions, which are the functions we use throughout the paper, and its critical points. After that, we construct a decomposition(handlebody decomposition) of M . Then in section 3, we construct the relative Morse complex of M , and prove that the homology of the complex we defined is isomorphic to the relative singular homology using handlebody decomposition. And lastly in section 4, we categorify the relative Morse theory by defining the Morse Category, and endow the category with A ∞ -structure.
Horn-end Transverse Morse Function and Handlebody Decomposition
In this section, we introduce the definition of horn-end transverse Morse function f and its critical points, and then introduce the handlebody decomposition of M with respect to f .
Horn-end Transverse Morse Function and Horn-end Riemannian Metric
Let M be a compact, oriented manifold of dimension n with boundary ∂M . Denote by N i (i ∈ Λ) the connected components of ∂M . We fix a collar neighborhood [0, 1) × N i ⊂ M , and denote by r the standard coordinate on the [0, 1) factor. < 0.
For simplicity, in this paper we only consider horn-end transverse functions which are transverse Morse functions satisfying that on each collar neighborhood
where k i is a nonzero constant. Thus N i is positive if k i is positive and vise versa. Definition 3. We define a horn-end metric on M which has the following form on the collar neighborhood:
Here g ∂M is a Riemannian metric on ∂M . Definition 4. Let X f be the negative gradient vector field of f , such that:
And we denote by ϕ p (t) the trajectory line generated by the vector field X f with ϕ p (0) = p.
Lemma 2. If there exist t 0 and p such that p / ∈ ∂M and ϕ p (t 0 ) ∈ ∂M , then t 0 = ±∞ and ϕ p (t 0 ) is a critical point of f Ni .
Proof. Assume that
, we can write down the equation for (r(t), − → x (t)):
From the first equation we can know that r(t) = r(0)e kit . Since p / ∈ N i , r(0) = 0. So r(t 0 ) = 0 requires that t = +∞ and k i < 0. The second equation shows that − → x (t) is a trajectory line of f Ni , thus t = +∞ means that − → x (t) is a critical point. It is similar for t 0 < 0.
Stable and Unstable Manifolds
Let M be an n-dimensional oriented manifold with boundary ∂M = N i as before, and g and f be horn-end Riemannian metric and a horn-end transverse Morse function on M , respectively. We fix an orientation of ∂M in the following way. At a certain point x ∈ ∂M , let v in be a vector in T x M pointing 'inward'. We expand v in into a basis of T x M such that (v in , v 1 , ..., v n−1 ) represents the orientation of M and {v i } i=1,2,...,n−1 forms a basis of T x ∂M , we define the orientation of ∂M as (v 1 , ..., v n−1 ). Now we introduce some notations considering the critical points. About the classification of critical points, we denote
• by Cr
• (f ) the set of internal critical points, i.e. critical points of f | M\∂M ;
• by Cr + (f ) the set of critical points on positive boundaries, i.e. critical points of f Ni for positive boundaries N i ;
• by Cr − (f ) the set of critical points on negative boundaries, i.e. critical points of f Nj for negative boundaries N j ;
• by Cr(f ) the set of all critical points.
We still use µ(α) to denote the Morse index of the critical point α (with respect to f ), then
According to the Morse index, we are able to separate Cr(f ) into several mutually disjoint subsets Cr k (f ) = {x ∈ Cr(f )|µ(x) = k}, in which the subscripts reflect the common Morse index of critical points contained in the subset. Similarly, we can also separate Cr
into disjoint subsets, and use the subscripts to denote the Morse indices. For instance, we use Cr
to denote the set of critical points in Cr
• (f ) whose Morse indices are k.
k < 1, x 1 = 0 . Now we define stable manifolds and unstable manifolds for critical points with respect to the flow ϕ x (t). For α ∈ Cr(f ), define the stable manifold as
and the unstable manifold as
We omit the superscript f when it does not cause confusion. We have the following proposition about stable and unstable manifolds:
We fix a generic Riemannian metric such that the stable manifold S α and unstable manifold U α ′ are transverse to each other for α, α ′ ∈ Cr(f ). As for the orientations, the situations are not uniform. For all critical points, we know that the unstable and stable manifolds intersect transversely. For p ∈ Cr
• (f ), we will fix the orientations on U p and S p such that, if (v 1 , . . . , v µ(p) ) gives the orientation of T p U p and (v µ(p)+1 , . . . , v n ) gives the orientation of T p S p , then (v 1 , . . . , v n ) gives the orientation of T p M .
For γ ∈ Cr + (f ), we first fix an orientation (v in , v 2 , . . . , v µ(γ) ) in T γ U γ for U γ , such that v in is a vector pointing inward of M , and {v i } i=2,...,µ(γ) forms a basis of T γ ∂M . Then a basis (v µ(γ)+1 , . . . , v n ) for T p S γ is the induced orientation on
. . , v n ) represents the orientation of M at δ, where v in is a vector heading inward of M and {v i } i=µ(δ)+2,...,n forms a basis of T δ (S δ ∩ ∂M ). Then we induce the orientation (v µ(δ)+2 , . . . , v n ) for S δ ∩ ∂M at δ. Then we will see that there is a (−1) µ(δ) difference between the orientation of T δ ∂M and that of (v 1 , . . . , v µ(δ)+1 , . . . , v n ), which is the orientation of U δ followed by that of S δ ∩ ∂M .
Handlebody Decomposition
Then we introduce the handlebody decomposition of manifolds with boundary with respect to the unstable manifolds. As preparation, the following conclusion is obvious.
Lemma 3. Let f be a horn-end transverse Morse function and g be a generic Riemannian metric. If k 1 ≤ k 2 , then there is no non-constant gradient trajectory from p 1 ∈ Cr k1 (f ) to p 2 ∈ Cr k2 (f ). Now we construct a sequence of subsets of M inductively. Take
n < ǫ}. When ǫ is small enough, we have:
• The closure of B n (p, ǫ) are mutually disjoint;
• The boundary of B n (p, ǫ) are all smooth in M \ ∂M and transversal to the gradient trajectories.
, which is the second term in our sequence of subsets of M . Assume that we have already constructed
satisfies the following properties:
• ∂M s are all smooth in M \∂M and transversal to the gradient trajectories;
because of the transversality conditions as well as the properties of
and that the boundary of the union of M k−1 and T p is smooth and transverse to the gradient vector field. For each critical point γ ∈ Cr
, where δ is a small enough positive real number. Then there exists a tubular neighborhood
and that the boundary of the union of M k−1 and T γ is smooth in M \ ∂M and transverse to the gradient vector field. Moreover, we can take the tubular neighborhoods thin enough so that they are mutually disjoint. We take
We point out that the above properties also hold true for M k :
• ∂M k are all smooth in M \∂M and transversal to the gradient trajectories;
In fact, the reason why we do not include the critical points in
In this case, for a thin enough tubular neighborhood T δ of U δ , M k−1 ∪ T δ does not change the homotopy type of M k−1 . We call the sequence of subsets of M the handlebody decomposition of M .
Here we describe an example to illustrate the decomposition. Consider the deformed ball D of dimension two in Figure 2 . Let h be a transverse Morse function on D such that h is the height function out of the collar neighborhood of the boundary and the boundary is a positive boundary. In this case, we know that there are five critical points on D, which are denoted by p 1 , p 2 , p 3 , γ 1 , γ 2 respectively. They are either internal critical points or critical points on positive boundary. Then the process of constructing the handlebody decomposition is given as follow. 
The Relative Morse Complex
In this section, we define the relative Morse complex, and then prove that its homology is isomorphic to the relative singular homology H * (M, ∂M ).
Definition 5. We define the moduli space of all gradient trajectories between the critical points q, q
where the equivalence relation ∼ is defined as follow: two maps ϕ 1 and ϕ 2 are considered equivalent if and only if there ∃t 0 ∈ R such that ϕ 1 (t 0 ) = ϕ 2 (0).
Having fixed generic horn-end transverse Morse functions and horn-end Riemannian metric, we have the following proposition:
Proof. Since the elements in
is of 1-1 correspondence with the points in U q S q ′ (and it keeps the topology), and since the two submanifolds are transverse to each other,
As ∼ is a dimension-one action on M(q, q ′ ), we have
Definition 6. We define a boundary operator as follow:
∂ :
The moduli spaces appear above are all of dimension 0, so they are all union of finite number of points, and here ♯ means the number of points counted with sign, which is related to the orientation. The sign of a gradient trajectory T is determined in the following way. At x ∈ T , let e be the direction of −X f , (v 1 , . . . , v k−1 , e) be the orientation of U q in T x U q , and (v 1 , . . . , v k−1 , e, v k+1 , . . . , v n ) be the orientation of M such that v k+1 , . . . , v n lie in T x S q ′ , we endow T with sign '+' if (e, v k+1 , . . . , v n ) accords with the orientation of S q ′ in T x S q ′ , but with sign '-' if it contradicts with the orientation of S q ′ . It is easy to see that this method of determining the sign is well-defined.
Proof. After a little calculation, we know that
So we only need to prove that for any q ∈ Cr
In fact, for a generic function f , the space
Remark 1. In the definition of the chain complex, we do NOT include the critical points on the negative boundary. This is to fit the relative homology, which we will explain in the next section.
Definition 7. We define the relative Morse complex CM * (f ) as follow:
The boundary operator is just as in Definition 6. Now we prove that the homology of the relative Morse complex is isomorphic to the relative singular homology. For the handlebody decomposition given in last section, we have the following proposition. 
where σ q is the homeomorphism from a k-dimensional closed ball B k to U q \M k .
Remark 2. On one hand, the existence of σ q is trivial when q is an interior critical point. On the other hand, the existence of σ q where q is a boundary critical point is guaranteed by the diffeomorphism between the closure of k-dimensional half-ball and the unstable manifold of U q \ M k , and the fact that the closure of a k-dimensional half-ball is homeomorphic to a k-dimensional closed ball.
Moreover, if we denote by
The homology of the chain complex of the handlebody decomposition is isomorphic to the singular homology, which can be proved in the similar way as in CW composition. Therefore, it suffices to prove the relative Morse homology is isomorphic to the homology of the chain complex of handlebody decomposition.
Proposition 5. The homology of (CM * (f ), ∂ * ) is isomorphic to the homology
Proof. We know from above that
by identifying a critical point q with σ q . So all we need to prove is that the connecting homomorphisms of the two complexes are equivalent.
For p ∈ Cr
. . , u k ) be a basis of T x U p at x such that u k is the direction of gradient flow of f at x and (u 1 , . . . , u k−1 ) form a basis of T x σ p (∂B k ). When (u 1 , . . . , u k ) represents the orientation of U p , it induces an orientation (u 1 , . . . , u k−1 ) of σ p (∂B k ). Let (v 1 , . . . , v n−k+1 ) be a basis of T x S p ′ such that it represents the orientation of S p ′ . Then we endow x with an orientation(sign) '+' if (u 1 , . . . , u k , v 1 , . . . , v n−k+1 ) accords with the orientation of M , and vice versa. In this way, we are able to give each point in the dimension-zero manifold S p ′ ∩ σ p (∂B k ), and thus to define the cardinality ♯(S p ′ ∩ σ p (∂B k )). So we have, by omitting the part lying in ∂M ,
where B k is a k-dimensional closed ball. By saying p ′ ∈ Cr
• k−1 (f ), we only embrace the interior critical points in the equation. However, as ♯M(p, γ ′ ) are always zero for boundary critical points γ ′ ∈ Cr
For critical point γ ∈ Cr + k (f ), the boundary of σ γ (∂B k ) can be divided into two parts: the part contained in
We determine the signs of points in S p ∩ σ γ (∂B k ) in the same way as we did for interior critical points.
Meanwhile, we notice that points in ∂ 2 σ γ are those whose 'end point' lies in the closure of the unstable manifolds of boundary critical points, i.e. the gradient trajectories passing through these points will approach a point in the closure of the unstable manifolds of boundary critical points when time approaches the positive infinity. Moreover, due to the properties of handlebody decomposition, we have
. Let ϕ be the diffeomorphism, and t be the variable of the term [0, 1). For each
is a vector heading 'inward' from ∂M to M . Moreover, we induce the orientation (v 1 , . . . , v n−1 ) of ∂M such that (e, v 1 , . . . , v n−1 ) represents the orientation of M where e is the inward vector. Then we have
This proposition leads to Theorem 1 mentioned in Introduction. Now we still use the example of manifold D and Morse function h in Section 2 to illustrate the result. For the critical points, we have p 1 ∈ Cr
We define the orientations for the unstable manifolds as is shown on the critical points themselves in Figure 3 . (The orientation of the dimension-zero unstable manifold of p 3 is '+'.) And we define the orientation of M as the same as that of U p1 . As there are two critical points with index 2, two critical points with index 1, and one critical point with index 0, the chain groups of our Morse complex are: Moreover, according to the orientations, the boundary homomorphisms are
So the homology of the relative Morse complex is
Therefore, we have
Categorification
In this part, we define an A ∞ -category of the relative Morse complex given above.
Cup Product
First we try to endow the relative Morse complex with product structure. Let M be an n-dimensional oriented compact Riemannian manifold with boundary, and let f 0 , f 1 and f 2 be three functions such that f 0 − f 1 , f 1 − f 2 and f 0 − f 2 are horn-end transverse Morse functions on M . Let (CM * (f i − f j ), ∂ i,j * ) be the relative Morse complex of f i − f j . Before the description of cup product, we introduce the following definition.
, the moduli space of (q 1 , q 2 , q 3 ) is the set In fact, as each x ∈ M(q 1 , q 2 , q 3 ) serves as a representative of the whole gradient trajectory tree with two incoming edges from q 1 , q 2 to x and one outgoing edge from x to q 3 (as is shown in Figure 4 ), M(q 1 , q 2 , q 3 ) can also be treated as a moduli space of gradient trajectory trees starting from q 1 , q 2 and ending at q 3 , i.e. In order for the moduli space to be a manifold, we need the functions to satisfy transversality conditions. To be specific, for the evaluation map
we require that the image
3 for all possible q 1 , q 2 , q 3 . In this case, we have immedi-
As a direct corollary, we know that when µ(q 3 ) = µ(q 1 )+µ(q 2 )−n, the dimension of M(q 1 , q 2 , q 3 ) is zero and thus M(q 1 , q 2 , q 3 ) is a union of some isolated points with orientation in M . Now we give the definition of cup product on the chain level.
Definition 9. The cup product is a bilinear map
In order for the cup product of the chain level induces the cup product of the homology level, we need to prove the Leibnitz rule.
Proof. According to definition of boundary homomorphism of the Morse complex as well as cup product, we have
and
For all q 1 ,q 2 and q
) is a dimension-one manifold with boundary. Moreover, when the gradient tree is approaching the boundary of the moduli space, one of the three gradient trajectories will break into two parts at a certain critical point, as is shown in Figure 5 . Notice that the breaking point must not be on negative 
In order to determine the signs, we need to find out the difference between the orientations generated by the dimension-zero boundaries themselves and the orientations induced by ∂M(q 1 , q 2 , q ′ 3 ). We first define the orientation for moduli spaces Now we attempt to determine the signs in the formula of ∂M(q 1 , q 2 , q ′ 3 ). First, we consider the sign of
As the sign is the difference between the orientation generated by the boundary itself and the orientation induced by ∂M(q 1 , q 2 , q ′ 3 ), we consider the two orientations simultaneously. For a point X ∈ M(q 1 , q . Moreover, we denote by x 2 ∈ M the corresponding point of X 2 , i.e. X 2 is composed of three gradient trajectories flowing from q ′ 1 to x 2 , from q 2 to x 2 and from x 2 to q ′ 3 . Given the orientations of the stable and unstable manifolds of q 1 , q 2 , q ′ 3 , we know that for the gradient trajectory tree X, if X 1 is endowed with orientation +, then at x 2 ∈ U q ′ 1 ⊆ U q1 , we have the orientations of the two manifolds are
where e is the 'outward' vector, i.e. the vector heading to the side of U q ′ 1 other than U q1 . The reason why this happens is that, at the critical point q ′ 1 , the orientation of U q ′ 1 should be the orientation of U q1 followed by the tangent vector of the gradient trajectory flowing from q 1 to q ′ 1 , which is actually an 'outward' vector. Then we need to induce the orientations of U q ′ 1 ∩ U q2 and U q1 ∩ U q2 . In fact, we can slightly modify eto its projection onto T x2 U q2 while not changing the orientations of U q1 . The projection does not vanish because U q2 and U q ′ 1 intersect transversely at x 2 but e / ∈ T x2 U q ′
1
. We still use e to denote the projection. Besides, we can assume that a l+1 , . . . , a r forms a basis of T x2 U q ′ 1 ∩ U q2 for a certain l. Then we can pick a specific basis of T x2 U q2 that represents the orientation of U q2 and is of the form
According to our method of inducing the orientation of the intersection of two unstable manifolds that is introduced before, we have the orientations
We can see that e is still an outward vector. We can again modify e to its projection on S q3 while not altering the orientation. Let (e, c 1 , . . . , c s ) is a basis of S q3 that reflects the orientation. We know that (a l+1 , · · · , a r , e, c 1 , . . . , c s ) forms a basis of T x2 M since the dimension of
As e is the outward vector, the orientation (e) induces the orientation + at the boundary point, which means the orientation of M(q 1 , q
that is generated by itself accords with the orientation induced by M(q 1 , q 2 , q ′ 3 ). In other words, for the term
the sign is +1.
Secondly, we consider the sign of the term
Similarly, for a point Y ∈ M(q 2 , q
3 )(which is a gradient tree breaking at q ′ 2 ), we still denote by Y 1 its part in M(q 2 , q ′ 2 ) and by Y 2 its part in
. Moreover, we denote by y 2 ∈ M the corresponding point of X 2 . Then at y 2 , we have the orientations
where e is still a outward vector. But the situation is different when we are inducing the orientations of U q ′ 2 ∩ U q1 and U q2 ∩ U q1 . We assume that u 1 , . . . , u l ′ forms a basis of T y2 U q ′ 2 ∩ U q1 . Besides, we can modify e so that it lies in T y2 U q1 while not changing the orientation of U q2 . Now we move e to the first position of the basis of T y2 U q2 , i.e.
Then we expand e, u 1 , · · · , u l ′ into a basis of T y2 U q1 such that it represents the orientation of U q1 . To be specific, we have the orientation
Then we induce the orientations of U q1 ∩ U q ′ 2 and U q1 ∩ U q2 as follow
Now we move e back to the end of the basis, so we have the orientation of U q1 ∩ U q2 actually is
Then we induce the orientation of the moduli spaces M(q 2 , q
, but there will be no difference to what we did concerning the gradient trajectory trees breaking at q ′ 1 . So finally, for the term
the sign is (−1)
Lastly, in a similar but much easier way of orientation deduction, we know the sign is +1 for the term
Therefore,
As ♯∂M(q 1 , q 2 , q ′ 3 ) are always zero, the Leibnitz rule is proved.
Gradient Trajectory Tree
The A ∞ -structure of Morse Category is closely related to the gradient trajectory trees of the Morse functions, so we introduce the gradient trajectory trees as preparation.
Definition 10. A k-leaf tree is a directed connected graph with 2k vertices, (2k − 1) edges, and no loops, satisfying:
• There are k 'inward' vertices, each of which has out-degree(the number of edges originating from the vertex) 1 and in-degree(the number of edges ending at the vertex) 0.
• There is one 'outward' vertex, which has out-degree 0 and in degree 1.
• When k = 1, there are k − 1 'inside' vertices, each of which has out-degree 1 and in-degree 2. Otherwise, there is one 'inside' vertex with out-degree 1 and in-degree 1.
The edges connected to the 'inward' vertices or the 'outward' vertices are called inward edges and outward edges respectively. Other edges are called internal edges. The 'inside' vertex that is connected to the only outward edge is called the root vertex.
Besides, we can endow the edges of the graph with length.
Definition 11. A metric k-leaf tree is a k-leaf tree in which each internal edge has a length, but each inward or outward edge is treated semi-infinite. In this case, we omit the inward and outward vertices since they are at the infinite end of the semi-infinite edges.
It can be easily seen that there are only finitely different types of k-leaf trees for each k up to the isomorphism of graphs, and each of these types corresponds to a component of metric k-leaf trees, which is homeomorphic to (0, +∞) k−2 . For a k-leaf tree T , we denote by Com(T ) its corresponding component of metric k-leaf tree.
We can attach labels to the edges for the trees in the following way. When we put a k-leaf tree into dimension-two plane, the tree will divide the plane into k + 1 parts. We can first label the parts in the counterclockwise order from 0 to k + 1. We then attach labels to the edges such that it is the combination of the labels of the two parts next to the edge. For example, the labels of the edges of a 5-leaf tree are given in Figure 6 .
Then it comes to the definition of gradient trajectory trees. 
• T is a metric k-leaf tree whose shape is T ;
• the inward vertice whose inward edge is labeled (i + 1)i is sent to a critical point of f i − f i+1 and the outward vertice is sent to a critical point of f 0 − f k ;
• the edge labeled ba is sent to the gradient trajectory of f a −f b with its length as the time of flowing along the gradient trajectory from one end to the other, and the direction of the edge accords with the decreasing direction of f a − f b ;
• the images of the inward edges start at critical points, while the image of the outward edge end at a critical point(the former is called the starting points of the gradient trajectory tree, while the latter is called the end point of the tree).
A ∞ -Structure
We define an A ∞ -category for the relative Morse Complex in this section. First we review the definition of an A ∞ -category.
Definition 13. In an A ∞ -category C, there is a class of objects Ob(C), and for two objects a, b, the morphisms from a to b is a chain complex C * (a, b). Moreover, ∀a 0 , a 1 , . . . , a k ∈ Ob(C), there is a linear map
such that
• m 1 is the boundary homomorphism of the chain complex;
• the maps have the following relationships:
Now we come back to our relative Morse homology. The Morse Category MC(M ) for the relative Morse complex of M is defined as follow:
• The set Ob(MC(M )) consists of the horn-end transverse Morse functions.
• The set of morphisms between objects a, b is a modified relative Morse complex CM * (a − b), in which a critical point q ∈ Cr
Now we have already acquired a category structure. The next step is to define the linear maps so as to gain an A ∞ -category. For a sequence of Morse functions F = (f 0 , f 1 , . . . , f k ) on M such that f i − f j is a horn-end transverse Morse function for all i = j, we define the moduli space of their critical points.
The moduli space M(q 0 , q 1 , . . . , q k ) of Q is the set of gradient trajectory trees of F whose starting points are q i (i = 0, 1, . . . , k − 1) and whose end point is q k .
In order for the moduli spaces to be a manifold, we require that the stable and unstable manifolds of the critical points intersect transversely. Given a point x ∈ U qi (i = 0, 1, . . . , k − 1) and a k-leaf metric tree T , we are able to determine a point y(i, x, T ) ∈ M in the following way( Figure 7 ). Let V 1 be the inside vertex in T that is connected to the incoming edge labeled (i + 1)i, and V 2 be the root vertex of T . Now we move a point V 3 in the metric tree T from V 1 to V 2 , while at the same time we also move x in M . When V 3 is moved along an edge labeled ba with length l, we require x to be moved along the gradient trajectory of f a − f b for time L. Then we choose y(x, T ) to be the position of x when V 3 reaches V 2 . Based on the method of determining y(x, T ), we define the evaluation map
We call the sequence of transverse Morse functions F generic if the image of E k intersect transversely with ∆ = {(x, x, . . . , x)|x ∈ M } for all Q. For generic F , the moduli space M(q 0 , q 1 , . . . , q k ) can be endowed with manifold structure. Moreover, due to the transversality condition, we have
where n is the dimension of M . Then we finally come to the definition of m k . For sequence of critical points
. . , q k ) as the number of points of the moduli space with sign, we define
in which the sum is over all q k ∈ Cr
• (f 0 − f k ) with the right Morse index. In this case, we have
Now we prove the A ∞ -relationship. We first deal with the left hand side:
Besides, the compactification of each dimension 1 moduli space M(q 0 , q 1 , . . . , q k+1 ) can be divided into the compactification of several smaller moduli spaces of gradient trajectory trees, and each of the smaller ones contains all gradient trajectory trees with a certain shape. Moreover, the boundaries of the smaller spaces either become a part of the boundary of the whole moduli space, or can also be treated as the boundaries of other smaller spaces but with opposite orientation. So the number of points (with sign) of the whole moduli space is the sum of those of the smaller ones. Let M T (Q) be the moduli space of critical points sequence Q that contains only the gradient trajectory trees of shape T , and Γ be the set of all possible shapes of k-leaf gradient trajectory tree. Then, for example, we can rewrite the above equation as Then for each T , we consider the compactification of the dimension-one moduli space M T (q 0 , q 1 , . . . , q k−1 , q k+1 ). The gradient trajectory trees on boundary are all of the configuration that the tree breaks at one of its edge. In other words, the gradient trajectory trees on boundary becomes the union of two smaller gradient trees with the end point of one being also a starting point of the other. We call this critical point the breaking point. In fact, the breaking point cannot be on negative boundary for the same reason as we proposed in the section of cup product that once a semi-infinite gradient trajectory approaches negative boundaries, it can never come back. If we pull the matter of breaking back to the level of graph, it can be either making one of the internal edges of the k-leaf tree become infinite, separating the edge into two semi-infinite ones, and thus acquiring an a-leaf tree and a b-leaf tree in which a + b = k + 1, or ,making one of the semi-infinite edges of the k-leaf tree become infinite, separating the edge into a two-side-infinite edge(which can also be treated as a 1-leaf tree) and a semi-infinite edge, and thus acquiring a 1-leaf tree and a k-leaf tree. We use T = T 1 ⊔ ij T 2 to express T can be broken into T 1 and T 2 at the edge labeled ij. Then, the codimension-one boundary of the compactified moduli space M T (q 0 , q 1 , . . . , q k−1 , q k+1 ) is ∂M T (q 0 , q 1 , . . . , q k−1 , q k+1 ) = Y =T1⊔ij T2,q M T1 (q i , · · · , q j−1 , q) × M T2 (q 0 , · · · , q i−1 , q, q j , · · · , q k−1 , q k+1 ), in which q refers to internal critical points and critical points on positive boundaries such that the dimensions of the two moduli spaces are zero. Therefore, ♯∂M T (q 0 , q 1 , . . . , q k−1 , q k+1 ) = Y =T1⊔ijT2,q ±♯M T1 (q i , · · · , q j−1 , q) × ♯M T2 (q 0 , · · · , q i−1 , q, q j , · · · , q k−1 , q k+1 ).
As the number of points with sign of a dimension-one manifold is always zero, we have T ∈Γ T =T1⊔ij T2,q ±♯M T1 (q i , · · · , q j−1 , q)♯M T2 (q 0 , · · · , q i−1 , q, q j , · · · , q k−1 , q k+1 ) = 0 holds true for all q k+1 such that µ(q k+1 ) = µ(q 0 )+· · ·+µ(q k−1 )−(k−1)n+k−3.
If we fix the breaking edge ij and calculate the sum ♯ ij (q k+1 ) over all the possible T, T 1 , T 2 , q, we will get ♯ ij (q k+1 ) = ± q ♯M(q 0 , · · · , q i−1 , q, q j , · · · , q k−1 , q k+1 )♯M(q i , · · · , q j−1 , q).
It is easy to find out, according to the definitions of A ∞ -maps, that on one hand, when (i, j) = (0, k), ♯ ij (q k+1 ) actually is the coefficient of [q k+1 ] of the term m k−j+i • m j−i+1 , i.e. This theorem is equivalent to Theorem 2.
