Abstract -We show that the expected length of any one-to-one encoding of a discrete random variable X is at least H(X) − log(H(X) + 1) − log e and that this bound is asymptotically achievable.
I. Introduction
Let X be a random variable distributed over a countable support set X . A (binary, one-to-one) encoding of X is an injection φ : X → {0,1}
* , the set of finite binary strings. The expected number of bits φ uses to encode X is l(φ)
where Pr(x) is the probability that X = x and |φ(x)| is the length of φ(x).
A string x 1 , . . . ,x m is a prefix of a string y 1 , . . . ,y n if m ≤ n and x i = y i for i = 1, . . . ,m. Usually, one is interested in prefix-free encodings where no string in φ(X ) is a prefix of another. Let
φ is a prefix-free encoding of X} denote the minimum expected number of bits used in a prefix-free encoding of X. Shannon [1] showed 1 that for all discrete random variables X,
where
is the binary entropy of X (all logarithms are to the base 2).
Occasionally, encodings that are not necessarily prefix free are encountered. This is the case, for example, if there is an "end of message" symbol. It is therefore of interest to determine (X) def = min{l(φ) : φ is an encoding of X}, the minimum expected number of bits used in any oneto-one encoding of X.
Wyner [2] proved that for all discrete random variables X,
This bound, is achieved by the constant random variables. Leung-Yan-Cheong and Cover [3] proved that for all discrete random variables X, (X) ≥ H(X) − log H(X) − log log H(X) − . . . − 6.
1 The lower bound was later shown to hold for the larger class of uniquely-decodable codes.
We improve this bound to:
Theorem For every discrete random variable X, (X) ≥ H(X) − log(H(X) + 1) − log e. 2
This bound is asymptotically achieved by a random variable derived from the geometric distribution.
