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INTRODUCTION 
1.1 Bifurcation in discrete models: Local and global bifurcations 
Bifurcation means the splitting of a main body into two parts. Bifurcation, a French word 
introduced in nonlinear dynamics by Poincare, is used to indicate a qualitative change in the 
features of the system, such as the number and type of solutions, under the variation of one or 
more parameters on which the system depends. By the terminology local bifurcation it is meant 
to have a qualitative change occurring in the neighborhood of an equilibrium solution or a 
periodic solution of the system. Any other qualitative change is considered to be a global 
bifurcation. 
In bifurcation problems it is useful to consider a space formed by using the state variables 
and the control parameters, called the state-control space. In this space, locations at which 
bifurcations occur are called bifurcation points. Many branches of similar and / or different 
solutions merge or emerge from local bifurcation points. A bifurcation that requires at least m 
control parameters to occur is called a codimension m bifiircation. 
Bifurcations can be classified as continuous or discontinuous or catastrophic depending 
on whether the states of the system vary continuously or discontinuously as the control parameter 
is varied gradually through a critical value (see [1-3]). 
The work of this dissertation will focus on the discrete maps (or difference equations) of 
the form arising in biosciences 
X,^,=F{X„Ml A: = 1,2,3... (1.1) 
In (1.1),Z e R",M G R^and Fis C on some sufficiently large open set in R" xR"'. 
We will attempt to report all the important results highlighting all different forms of bifurcations. 
The growing number of books and research papers published in the field reflect a strong interest 
in bifurcations in discrete nonlinear dynamics. 
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1.2 Types of Bifurcations 
Bifurcations can be categorized into two principal classes: Local Bifurcation and global 
bifurcation. 
1.2.1 Local bifurcation 
Local bifurcations can be analyzed entirely through changes in the local stability 
properties of equilibria, periodic orbits or other invariant sets as parameters cross through critical 
thresholds. A local bifurcation occurs when a parameter change causes the stability of an 
equilibrium (or fixed point) to change. In discrete systems, this corresponds to a fixed point 
having a Floquet multiplier with modulus equal to one. The equilibriiun is non-hyperbolic at the 
bifurcation point. The topological changes in the phase portrait of the system can be confined to 
arbitrarily small neighborhoods of the bifurcating fixed points by moving the bifurcation 
parameter close to the bifurcation point (hence 'local'). 
For a discrete dynamical system with a single parameter A of the form 
a local bifurcation occurs at {XQ,^Q) if the matrix dF^^^;^^^\ias an eigenvalue with modulus 
equal to one. If the eigenvalue is equal to 1, the bifurcation is either a saddle-node (often called 
fold-bifurcation in maps), transcritical or pitchfork bifurcation. If the eigenvalue is equal to -1, it 
is a period-doubling (or flip) bifurcation and otherwise, it is a Hopf bifurcation. 
Different types of local bifurcations 
Saddle-node bifurcation 
A saddle-node bifurcation (or tangential bifurcation) is a local bifurcation in which two 
fixed points (or equilibria) of a dynamical system collide and annihilate each other. In discrete 
dynamical systems, the same bifurcation is often instead called a fold bifurcation. If the phase 
space is one-dimensional, one of the equilibrium points is unstable (the saddle), while the other 
is stable (the node). 
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The normal form of a saddle-node bifurcation is: 
dx 2 
— = Li-x 
dt 
Here x is the state variable and // is the bifurcation parameter. 
• If // < 0 there are no fixed points. 
• At /^ = 0 there is exactly one fixed point. At this point the fixed point is hyperbolic. 
• I f / />0 there are two nontrivial fixed points x =-y///(stable node) and 
X = -^jfi (unstable node). 
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Figure 1: Bifurcation diagram of saddle-node bifurcation. Broken line depicts the 
branch of unstable fixed points and solid line depicts the branch of stable fixed 
points. 
Transcritical bifurcation 
A transcritical bifurcation is a particular kind of local bifurcation. It is characterized by 
an equilibrium having an eigenvalue whose real part passes through zero. Both before and after 
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the bifurcation, there is one \mstable and one stable fixed point. However, their stability is 
exchanged when they collide. So the unstable fixed point becomes stable and vice versa. 
The normal form of a transcritical bifurcation is: 
dx 2 
— = jjx-x dt ^ 
with JC as the state variable and // the control variable. The two fixed points are at x = 0 (trivial 
fixed point) and x = // (nontrivial fixed point). When the parameter jJ. is negative, the fixed 
point at JC = 0 is stable and the fixed point x = /^ is unstable. But for // > 0 , the point at 
JC = 0 is unstable and the point at x = // is stable. So the bifiircation occurs at // = 0. 
Figure 2: Bifurcation diagram of transcritical bifurcation. 
Pitchfork bifurcation 
Pitchfork bifurcations are of two types - supercritical or subcritical. 
The normal form of the pitchfork bifurcation is 
dx 3 
= JLDC + (XX , 
dt 
with // as the control parameter. 
(a) Supercritical case a = -\ 
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dx 3 
— ^jJK-X , 
dt 
For / / < 0 equilibriumX = 0 is stable. For// > 0, there is an unstable equilibrium 
X = 0 and two stable nontrivial equilibria x = 
(b) Subcritical case (X = \ 
The normal form for the subcritical case is 
dx 
dt 
= JL€C + X , 
In this case, for // > 0 the equilibriums = 0 is imstable. For /i < Othe equilibrium x = 0 is 
stable and two unstable nontrivial equilibria x = i^J— H . 
Figure 3: Bifurcation diagram for supercritical pitchfork bifurcation {cc = —\)and subcritical 
pitchfork bifurcation {(X = \). 
Period-doubling bifurcation 
A period doubling bifurcation in a dynamical system is a bifurcation in which the system 
switches to a new behavior with twice the period of the original system. It occurs in both discrete 
and continuous dynamical systems. A series of period-doubling bifurcations may lead the system 
from order to chaos. The following figure shows the bifurcation diagram for the logistic map 
with r as control parameter. 
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Figure 4: Bifurcation diagram for period doubling bifurcation. 
Period-halving bifurcation 
A period halving bifurcation in a dynamical system is a bifurcation in which the system 
switches to a new behavior with half the period of the original system. A series of period-halving 
bifiircations may lead the system from chaos to order. 
Figure 5: Bifurcation diagram for period-halving bifurcations (L) leading to order, 
followed by period doubling bifurcations (R) leading to chaos. 
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Hopf bifurcation 
Hopf or Andronov-Hopf bifurcation is a local bifurcation in which a fixed point of a 
dynamical system loses stability as a pair of complex conjugate eigenvalues of the linearization 
around the fixed point cross the imaginary axis of the complex plane. It is the birth of a limit 
cycle fi-om equilibrium in dynamical system generated by ordinary differential equations. It can 
be supercritical or subcritical. 
The normal form of a Hopf bifurcation is 
where z and b both are complex and /I is a parameter. If we write b = a + i/3, then the 
number a is called the first Lyapunov coefficient. 
• If a is negative then there is a stable limit cycle for A > 0 : 
z(f) = re""' 
where r — \ — A/a and C0 = P r . The bifurcation is then called supercritical. 
• If a is positive then there is an unstable limit cycle for A < 0. The bifurcation is called 
subcritical. 
1.2.2 Global bifurcations 
Global bifurcations occur when larger invariant sets of the system 'collide' with each 
other, or with equilibria of the system. They cannot be detected purely by a stability analysis of 
the equilibria (fixed points). Global bifurcations occur when 'larger' invariant sets, such as 
periodic orbits, collide with equilibria. This causes changes in the topology of the trajectories in 
the phase space which can not be confined to a small neighborhood, as is the case with local 
biflircations. In fact, the changes in topology extend out to an arbitrarily large distance (hence 
'global'). Global bifurcations can also involve more complicated sets such as chaotic attractors. 
Global biflircations includes 
7 
Chapter 1 1 
Homoclinic bifurcation 
A homoclinic bifurcation is a global bifixrcation which often occurs when a periodic orbit 
collides with a saddle point. 
The image below shows a phase portrait in two-dimensional plane before, at, and after a 
homoclinic bifurcation. The periodic orbit grows until it collides with the saddle point. At the 
bifurcation point the period of the periodic orbit has grown to infmity and it has become a 
homoclinic orbit. After the bifiircation there is no longer a periodic orbit. 
Figure 6: Phase portrait before, at, and after a homoclinic bifurcation in two-dimensional plane. 
The left-most figure shows a saddle point at the origin and a limit cycle in the first 
quadrant for small parameter values. As the bifurcation parameter increases, the limit cycle 
grows until it exactly intersects the saddle point, yielding an orbit of infinite duration (see the 
middle figure). The right-most figure shows that when the bifurcation parameter increases 
further, the limit cycle disappears completely. 
Homoclinic bifurcations can occur supercritically or subcritically. The variant above is 
the "small" or "type I" homoclinic bifurcation, hi 2D there is also the "big" or "type 11" 
homoclinic bifurcation in which the homoclinic orbit "traps" the other ends of the unstable and 
stable manifolds of the saddle. In three or more dimensions, higher codimension bifurcations can 
occur, producing complicated, possibly chaotic dynamics. 
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Heteroclinic bifurcation 
A heteroclinic bifurcation is a global bifurcation in which a limit cycle collides with two 
or more saddle points. It involves a heteroclinic cycle which is a topological circle of equilibrium 
points and connecting heteroclinic orbits (orbits which tend to different fixed points at 
+ 00 and —00). 
Infinite-period bifurcation 
An infinite-period bifurcation is a global bifurcation that can occur when two fixed points 
emerge on a limit cycle. As the limit of a parameter approaches a certain critical value, the speed 
of the oscillation slows down and the period approaches infinity. The infinite-period bifurcation 
occurs at this critical value. Beyond the critical value, the two fixed points emerge continuously 
fi-om each other on the limit cycle to disrupt the oscillation and form two saddle points. 
13 Definitions of some entities used in the following chapters of this dissertation 
1.3.1 Basic reproductive number (Chapter 2) 
The basic reproductive number RQ (sometimes also called basic reproductive rate or 
basic reproductive ratio) is the expected number of secondary cases of infections produced by a 
typical primary case (an infective individual) in an entirely susceptible population. When RQ < 1 
the infection will die out but any value for RQ > I implies it will spread (without control 
measures) and higher numbers are more likely to cause epidemics. 
Very recently, it has been observed that mere Ro<l does not guarantee that the 
infection will die out. More specifically it has been observed that there may exist Q such that 
if ^  <RQ<1, there may exist three equilibria i.e. one disease free stable equilibrium, one 
endemic stable equilibrium and one endemic unstable equilibrium. In bifurcation terminology it 
is called backward bifiircation. 
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1.3.2 Hyperbolic Equilibria 
An equilibrium is said to be hyperbolic if all the eigenvalues of the Jacobian matrix have 
non-zero real parts. 
The word hyperbolic is due to the fact that in the 2-dimensional case the orbits near the 
hyperbolic point lay on pieces of hyperbolas centered in that point with respect to a suitable 
coordinate system. 
Hyperbolic equilibria are robust in the sense that small perturbations of order £:, 
i.e. X = f\X)+ £ g[x,£) , displace equilibria only by a small amount proportional to £ but do 
not change qualitatively the phase portrait near the equilibria. 
1.3.3 Non-hyperbolic equilibria 
If at least one eigenvalue of the Jacobian matrix is zero or has zero real part, then the 
equilibrium is said to be non-hyperbolic. 
Non-hyperbolic equilibria are not robust, small perturbations can result in a local 
bifurcation of a non-hyperbolic equilibrium, i.e., it can change stability, disappear, or split into 
many equilibria. 
1.3.4 Limit-cycle 
For a differential equation, a limit cycle is a closed trajectory C in the plane 
(corresponding to a periodic solution of the equation) where every point of C has a 
neighborhood so that every trajectory through it spirals toward C . 
In the case where all the neighboring trajectories approach the limit cycle as time/ -> +oo , it is 
called a stable or attractive limit-cycle. If instead all the neighboring trajectories approach the 
limit cycle as time ? -> -oo , it is an unstable or non-attractive limit-cycle. In all other cases, it is 
neither "stable" nor "unstable". 
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1.3.5 Attractor 
Roughly speaking, an attracting set for a dynamical system is a closed subset A of its 
phase space such that for "many" choices of initial point the system will evolve towards A . An 
attractor is a set to which a dynauMcal system evolves after a long enough time i.e., points that 
get close enough to the attractor remain close even if slightly disturbed. Geometrically, an 
attractor can be a point, a curve, or even a complicated set with a fractal structure known as a 
strange attractor. The trajectory of attractor may be periodic, chaotic or of any other type. 
1.3.6 Chaotic attractor 
A chaotic attractor is a set of states in a complex dynamical system s state space. It has 
two properties: (i) the set should be an attracting set so that the system starting with its initial 
conditions in the appropriate basin eventually ends up in the set even if the system is perturbed 
off the attractor, it eventually returns (ii) Once the system is on the attractor nearby states diverge 
from each other exponentially fast. 
1.3.7 Attractor crisis 
Considering a dynamical system with a chaotic attractor, qualitative changes 
(bifurcations) of such attractors can occur as a system parameter is varied. Very commonly, these 
changes occur due to the collision of the chaotic attractor with an unstable invariant set. Such 
events are called crisis [4]. Crisis is a phenomenon in which chaotic attractors can suddenly 
appear, disappear, or change size discontinuously as parameter smoothly varies. 
1.3.8 Hailing type functional responses 
The functional response or per capita consumption rate of prey per predator increases 
linearly with prey abundance in the following model 
— = bH-aPH 
dt 
— = eaPH - sP 
dt 
11 
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This is probably a reasonable ^proximation over the lower range of prey densities but at 
higher densities predators would probably become saturated with prey and the functional 
response would be expected to level off at some maximal attack rate. The three commonly 
recognized kinds of functional responses that might occur are shown below together with their 
corresponding formulae. These functional responses were originally noted by Holling (1965), 
although Solomon (1949) was the first to coin the term functional response. 
- T — 1 T 
0 50 100 tSO 200 
A. Type I Functional Response f(H) = aH 
5 - | 
4 -
1 
0 
0 so too ISO 209 
B. Type IIFunctional Response f(H) = {w/(D + H))H 
1 r 
0 SO 100 ISO 200 
C Type III Functional Response f{H) = (w/(D^ +H^))H 
These functional responses describe how attack rates of predators vary with prey density. 
The Type I functional response increases at a constant rate, a, as prey density increases. The 
12 
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Type II functional response increases in a decelarating fashion only upto some maximal rate, w, 
that is attained at high prey abundances. The Type III functional response also peaks at a 
maximal rate w, but displays a sigmoid approach to the maximal attack rate. D is an 
empirically determined constant. In these examples, a = 0.03,w = 3,D = 50. The formula for 
each functional response is shown with its corresponding graph. 
1.4 Abstract of the dissertation 
TTie present dissertation comprises five chapters as given below 
Chapter 1 Introduction 
Chapter 2 Discrete Models in Epidemiology: Complex Dynamics 
Chapter 3 Host Parasitoid Interactions 
Chapter 4 Models with Allee Effect 
Chapter 5 Bifurcation Analysis of a host-parasitoid model 
In chapter 2, we have introduced epidemiology. We have discussed stochastic models, 
deterministic models, and then SI model, SIR model given by Linda.J.S.Allen in (1994), then 
some SiS models such as simple nonlinear epidemic models with constant impact of 
prevalence given by Chavez and Yakubu ( 2001], single patch S-I-S epidemic models 
with variable impact of prevalence given by Chavez and Yakubu (2001) and lastly 
discrete time SIS epidemic model with infected newborns by Abdul Aziz Yakubu 
(2007). 
In chapter 3, we have given different models of host parasitoid interactions. These 
include some basic models like Thompson (1922), Nicholson and Bailey (1935), Model of 
Rogers (1972) and some recent models like Kaitala and Heino (1999), Zhu and Zhao 
(2007), Hengguo Yu, Min Zhao, Songjuan Lv and Lili Zhu (2007), Songjuan and Zhao 
(2008) and Xiao and Tang (2008). Stability and bifurcation analyses of these models are 
discussed in this Chapter. 
13 
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In chapter 4, we have discussed some recent models with and without Allee effet. These 
models include interactions of the types (host-microparasitic; May and Anderson (1983), 
Scheuring (1999)), (host-parasitoids; Jang and Diamond (2006), Liu et al (2009)) and (discrete-
time predator prey; Celik and Duman (2007)). 
In chapter 5, we have given Tang and Chen model with a HoUing type II functional 
response and then we introduced our model based on the Beddington De-Angelis functional 
response and studied its stability analysis and finally we have compared the long term behavior 
of both models through computer simulations using matlab. 
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Chapter 2 
DISCRETE MODELS IN EPIDEMIOLOGY : COMPLEX 
DYNAMICS 
2.1 Introduction 
The word epidemiology comes from Greek word epi meaning, "on or upon," 
demos meaning," people," and logos meaning "the study of,". Epidemiology is a 
fundamental science that focuses on the distribution and determination of disease 
frequency in human population. Specifically epidemiologists examine pattern of 
illness in the population and then try to determine why some groups or individuals 
develop a periodic disease and others do not. Epidemiology discipline sometimes also 
called the "the basic science of public health." has, at its foundation, sound methods 
of scientific inquiry. 
2.2 Types of epidemic models 
2.2.1 Stochastic Models 
These models depend on the chance variations in risk of exposure, disease and 
other illness dynamics. They are used when these fluctuations are important as in 
small population (Trottier and Philippe [10]). 
2.2.2 Deterministic Models 
These models are used when we deal with large populations. In this type of 
models, individuals in the population are assigned to different subgroups or 
compartment each representing a specific stage of epidemic. 
Generally these subgroups are defined as 
Susceptible (5): The class S oi individuals who can become infected or who 
do not have any passive immunity e.g. Infants whose mothers were never infected. 
Infective ( /) : After the latent period ends, the individual enters the class / of 
infectives having individuals who are infectious in the sense that they are capable of 
transmitting the infection. 
15 
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Removed (/?): When the infectious period ends, the individual enters the 
recovered class R consisting of those with permanent infection-acquired immunity. 
Different models using different combinations of these subgroups have also 
been considered which may be denoted as SIR,SIS, SIRS, SEIS, SEIR,MSIR etc. 
SI Model [1] 
The discrete iS7model divides the population into two subgroups: susceptible 
and infective. The difference equations have the following form: 
K.^=I. N ") (2.1) 
with5o > 0,/o >Oand So +/o = i^. 
In (2.1), different entities have the following interpretations: 
a > 0 is the contact rate. 
N is the total population size. 
n represents time nAf (> 0). 
S„ is the size of susceptibles at time nLt. 
/„ is the size of infectives at time nAt. 
The above system is deterministic. There are two basic assumptions in these 
simple epidemic models: (i) the population mixes homogeneously and (ii) the total 
population size remains constant. 
A necessary and sufficient condition to ensure that 5„ is positive for all initial 
conditions (and/„ <N) is aht < lorA^ < j / . The latter inequality implies that the 
time step A/ must be less than the average time required for the successful contact. 
Note that in the above model S„ decreases monotonically and /„ increases 
monotonically .Thus they approach an equilibrium(5"',/'), where/' > 0. The unique 
equilibrium for which / ' i s positive is S ' = 0 a n d / ' = AT .Therefore the entire 
population eventually becomes infected. 
16 
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57i? Model [1] 
The discrete5fl? model divides the population into three subgroups: 
susceptible, infective and removed. The difference equations have the following form: 
5..,=5.('l-^/.l 
'n+\ N 
j„^^=iU-rAtA„ 
K.i^'K+rM^ (2.2) 
with5o >0,/o > 0 and R^ >Oand5'o +1^ +R^ =N. 
Different terms in (2.2) have the following interpretations: 
a>0 is the contact rate. 
7 is the probability that one infective will be removed from the infection 
process during a unit time interval. 
N is the total population size. 
n represents time nAt (> 0). 
S„ is the size of susceptibles at time nAt. 
I is the size of infectives at time nAt. 
R is the size of recovered at time nAt. 
n 
It is easy to see that the total population size remains constant 
5'„ +I„+R„ =N. Solutions to the discrete system are positive for n = l,2... for all 
initial conditions if and only ifmaK{/At,aAt) < 1. Thus, At < mini j / , j / ; the time 
Step must be less than the average time required for a successful contact and less than 
the average infectious period. 
The global behavior of above system is easy to establish. Let ^ = SQal{Ny) 
be the reproductive rate. The value of iR determines the global behavior of the 
discrete57/?model. It is important to note that S„\s strictly decreasing and /e„ is 
17 
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strictly increasing. Let5„ = lim„_^^ S„^0, which depends on the initial conditions. 
If5(, < K/OT'!H<1, then /, < IQ and because S„ is decreasing/„+, < / „ ; there is no 
epidemic but ifS^ > y , then/, > Z ;^ the infective class initially increases. It must 
be the case that 5„ < y implying that no epidemic can occur because otherwise 
/„ increases to a positive equilibrium /„ which implies R„ approaches infinity as 
n->oo, an impossibility. Also, the infective class eventually decreases and 
approaches zero. 
SIS Model [1] 
The SIS model can be easily derived fi:om SIR model by simply 
considering that the individuals recover with no immunity to the disease, that is 
individuals immediately become susceptible once they have recovered. 
S , =S 1 / \+r^ti 
N " " 
with^o > 0,/o > OandS'o +Io=N. (2.3) 
Different terms in (2.3) have the following interpretations: 
or > 0 is the contact rate. 
/ is the probability that one infective will be removed from the infection 
process diuing a unit time interval. 
A^  is the total population size. 
n represents time «Ar (> 0). 
S^ is the size of susceptibles at time nAt. 
I„ is the size of infectives at time nAt. 
The total population size remains constant. Solutions to the discrete system are 
positive for n = 1,2... for all initial conditions if and only if 
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)At<\ andoA/<(l + V ^ j . (2-4) 
The basic rq)roductive rate for the above model is 9? = cjr//. If $R < l,.then 
/„^, < /„ because 0<S„ <N. In this case it is easy to see that the monotonic limit is 
(5*, / ' ) = (A ,^0). Suppose S* < N, then there exist n, and e such that for all n>n^, 
5„ < i** + £• < iV, and /„^, < /„(l - y ^ t + a^t{s' + e)/iv) 
= /'^«. 
Because /? < lit follows that / ' = 0, contradicting the fact that5* < A .^ In the case 
that 5R > 1, the restrictions on the parameters are necessary for positive solutions, only 
(2.4) is not sufficient to guarantee convergence. If in addition to (2.4), a is also 
restricted so that aAr < 2 + y^t, then solutions will converge to a stable endemic 
equilibrium, 5 ' = ^/,1' =N-S\ 
2.3 Simple Nonlinear Epidemic Models with constant impact of 
prevalence [2] 
Chavez and Yakubu in [2] build their SIS model on a fixed demographic 
process. They assume that the dynamics of the total population size in generation n 
denoted as T{n), are governed by the equation 
T{n + \)=:f(Tin))+yr(n) (2.5) 
where y is the probability of survivorship per generation and/ is a nonlinear function 
capable of generating complex dynamics. They assume that the disease does not 
affect the population dynamics of T{n) in a significant way as goal of their study was 
to see whether or not the dynamics of non-fatal diseases were driven by the intrinsic 
population dynamics. 
23.1 General S-I -S Model 
Denoting ^(n) the population of susceptible, l{n) the population of infective 
and T{n) = S{n)+ l{n) the total population size, their model is 
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+r/(«)(i-cr) 
I{n + \) = y \-G\ Sin) + roI(n) (2.6) 
with 0< / , c r< l and r(7i)>0. In (2.6), different entities have the following 
interpretations: 
Y'. is the probability of survivorship per generation. 
/ : is a nonlinear function capable of generating complex dynamics. 
1 — a: is the probability of recovery of infected individuals per generation. 
<T: is the probability of individuals not being recovered. 
G: is the probability of individuals remaining susceptible. 
1 — G: is the probability of susceptible individuals being infected. 
a: weighs the impact of the prevalence {ZTTJ on the probabilityG. 
In (2.6), the probability function G is assumed to satisfy the following: 
G: [0,oo) -> [0,1] is a monotone function with G(O) = 1; G' (x) < 0 and G"{x) > 0 
for all x€[0,oo). 
The main assumptions for model (2.6) are the following: 
The disease is not fatal (the nonlinear population dynamics are not fixed); all 
recruits are susceptible; the recruitment function depends on the total population; time 
is measured in generations; and recovery from the disease does not give permanent or 
temporary immunity. The model assumes (implicitly) a sequential process. At each 
generation, a fraction (l - ; ' ) of each class is removed (death); surviving susceptibles 
then become infected with probability (l - G) and independently, surviving infected 
individuals recover with probability (l - o). 
It is important to notice that in system (2.6) the population is regulated by 
density. This form of regulation allows for complex dynamics which may or may not 
be qualitatively identical to the disease dynamics. Adding both the equations of 
system (2.6), it can also be noticed that system (2.6) satisfies (2.5), the demographic 
equation for the total population. 
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2.3.2 Limiting case of general model 
Under the assumption that the total population T(n) = S{n) + /(n) has 
reached the positive steady state T^ = lim„_^„ T(n) and setting5(n) -T^- l(n), 
Chavez and Yakubu [2] have shown that the system (2.6) gives rise to the following 
limiting system: 
Sin + l) = fiT^) + r(T„ - Jin))G\ "^^"^ 
oo / 
+ ^(«)(l-o-), 
/ («+i) = r(i-c? 
\ T^ J 
){T^-Iin)) + raI(n), (2.7) 
This system under some assumptions exhibits the same qualitative dynamics 
as those of system (2.6). 
If the total population assumes a positive steady state, then the basic 
reproductive number Ro determines the asymptotic behavior of system (2.7), where 
-ayG'iO) 
^ 0 = l-ya 
Here, denotes the average death adjusted infectious period in generations; y 
\~y<T 
is the proportion that can be invaded by the disease (survival first then infection), and 
—aG'(O) is the maximum rate of infection per infective. The basic reproductive 
number gives the average number of secondary infections generated by a small 
pioneer population of infected (assumed infectious) individuals over their life-time. 
Hence, if RQ>\ the number of infectives grows and iiR^ < 1 the number of 
infectives decreases to zero. 
Theorem 2.1 [2] 
(a) If/?o < 1, then the solutions (^(n),/(«)) of system (2.7) approach the disease free 
equilibrium (r^ ,0) , as n -> oo. 
(b) Ifi?o > 1 , then the solutions {s{n),l{n)) of system (2.7) approach a unique 
positive endemic equilibrium, {J, T) e (0,oo)x (0,oo) as« ^ oo. 
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2.3.3 Scramble and contest competitions 
Chavez and Yakubu [2] have considered the following two extreme forms of 
intraspecific competition i.e. Scramble competition and Contest competition. They 
show that if new recruits are under scramble competition and the total population is 
not at fixed point equilibrium, then system (2.7) is capable of generating complex 
dynanwc such as period-doubling bifurcations in its route to chaos. 
Authors assume that the population of new recruits is governed by following 
Kohnogorov-type, single species, discrete-time ecological model: 
fiT{n)}=T{n)g{T(n)), (2.8) 
In (2.8), the per-capita growth function g :[0,QO) ^ (0,oo) is a strictly decreasing 
positive, smooth function with limj.(„)_,oo g (Tin)) = 0 (intraspecific) competition 
among new recruits [3,4]. 
Scramble competition 
Chavez and Yakubu [2] define the scramble competition the one in which 
resources are equally divided among the new recruits, so that beyond a threshold 
density, none can get enough of a share of the resources to survive and reproduce 
i.e.limr(„)^,/(r(n) = 0. Ricker's moddf{T(n)) = T(n)exp(r-kT(n)), where rand 
k are positive constants provides an example of a model where new recruits 
experience scramble competition. W h e n 0 < r < 2 , Ricker's model has a globally 
stable positive fixed point at'j —[. This positive fixed point undergoes period doubling 
bifurcation in its route to chaos as r is increased past 2 [3, 5]. 
Contest competition 
According to [2], contest competition is the one in which the resources are not 
equally divided as some new recruits get a big enough share of the resource to survive 
and reproduce at the expenses of the rest, that is, hmJ.^„^^^ f {T(n)) > 0 [3]. The 
Verhulst equation, f{T{n)) = where r and k are positive constants provides 
T(n) + k 
an example of a model where new recruits experience contest competition. If r < k 
and new recruits are governed by the Verhulst equation, then the fixed point {o}is 
globally stable. When r>k then {0} is unstable and the new positive fixed point 
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{r-k}is globally stable. Unlike the Ricker's model, the Verhulst equation is a 
monotone concave map on [0,oo) with simple non-chaotic dynamics. 
Equation (2.5), the demographic equation, with new recruits under scramble or 
contest competition becomes 
T{n + l) = T{n)g{T{n))+yr{n) (2.9) 
Defining the dimensionless demographic basic reproductive number 
Authors in [2] give the following results: 
(a) IfRj > 1 , the fixed point {o}is unstable and equation (2.9) has a positive 
equilibrium. Consequently, the population persists if/?^ > 1. In fact, if 
Rj >l, and the new recruits are govemed by the Verhulst equation, then 
f 
— > l - ^ a n d Equation (2.9) has a globally stable positive fixed point 
k 
as\ k\. As a result, the total population assumes a steady state at the 
U-r J 
f 
fixed point equilibrium T^ = k. 
\-y 
( r ^ 
(b) If in addition /?o ^ 1 , then the disease-fi-ee equilibrium A;,0 
\\-r 
is globally 
stable by the Theorem (2.1). 
(c) If i?rf > 1 and RQ>\, then the system has a stable endemic equilibrium by 
Theorem (2.1). 
(d) If the new recruits are under scramble competition and the dynamics is 
govemed by the Ricker's model, then there is no population extinction and the 
total population has a positive fixed point. The total population assumes a 
steady state at the positive fixed point whenever it is stable [6]. 
Chavez and Yakubu [2] present two examples to show the complex dynamics 
of demographic equation (2.9). 
Example 1: / (r(n)) = r(/i)exp(r - kT[n)), where A: = 1 and / = 0.5 . The results are as 
follow: 
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a) Equation (2.9) has a globally stable positive fixed point 
whenever2 <Rj < le^'^ (that is,0 < r < 3.3 see figure 1). 
b) As the parameter R^ is increased so that it is greater than le (that is, r is 
increased past3.5), the positive equilibrium undergoes period-doubling 
bifurcation resulting in a stable 2 - cycle (figure 1). The total population 
assumes a steady state at the stable 2 - cycle. 
c) This process of period doubling bifiircation continues indefinitely. Figure 1 
indicates a chaotic regime in the demographic model. 
Figure 1: Period-doubling bifurcations route to chaos in the demographic equation 
under Richer's model with 3<r<5. 
Example 2: In this example, Chavez and Yakubu [2] assume the deaths, infections 
and recoveries modeled as poison processes with rates ^ , a and y ,^ respectively. 
Consequently, the probability of k successful encounters is the Poisson 
distribution j3(A:) = ——- vi^ here 9 is the parameter for the distribution. Notice that 
Kl 
/7(o) = e"^ represents the probability that a given event has not occurred. Hence, the 
Chapter 2 
probability that a susceptible individual does not become infective is e"" and the 
probability of not recovering from the disease ise"^ . With these assumptions, system 
(2.6) reduces to the following equations: 
a/(/i) 
S(n + l) = fiT{n)) + e-' Sin)e~ '"^ "^  + e-'/(n)(l - e"'') 
Iin + \) = e-''(l-e ''^''^)Sin) + e-''e-^I(n) 
It can be seen that system (2.10) is (2.6) with e''' =y Q "^M =G T{n)), 
andg"^ = (7. By numerical illustrations, Chavez and Yakubu [2] show the possibility 
of chaotic dynamics in the susceptible and infective populations whenever the 
demographic population is governed by Ricker's model under a chaotic regime (See 
figure 1, 2, and 3). In all the figures 1, 2 and 3 the parameters are fixed 
asa = 0.01,;9 = O.Ol,^ / = ln2 and k = l- Increasing rvalues past 3 (as illustrated in 
figures 1,2, 3) gives rise to a hierarchy of stable cycles of period 1,2,4, 8 and so on in 
the populations of the new recruits, the susceptible and the infective. 
.^t 
y 
V, -= ^ 
— < : s 
. . ^ 
Figure 2: Period-doubling bifurcations route to chaos in the susceptible population 
with 3 < r < 5. 
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Figure 3: Period-doubling bifurcations route to chaos in the infective population with 
3 < r < 5 . 
2.4. Single patch S-I-S Epidemic models with variable impact of prevalence 
17] 
Under the same assumptions and definitions of various entities as for model 
(2.6) and assuming that 
|?(y) = G(yaO0) (2.11) 
r(n) 
Chavez and Yakubu [7] modify model (2.6) as follows: 
where y = - ^ is the prevalence and «(y) represents the impact of prevalence on C, 
S{n +1) = /(r(n))+ yg{y{n))s{n)-v y{\ - <y)l{n) 
l(n +1) = r{\ - g{y{n)))s(n)+ ycrl(n) 
where 0<y,a<l and T(n)>0- (2.12) 
It may be noted that Model (2.12) reduces to the model (2.6) of Chavez and 
Yakubu [2] for the constant transmission function a. Here Chavez and Yakubu [7] 
assume that the total population has reached a demographic equilibrium before the 
disease invades. In other words they assume that the total population has reached a 
positive steady state T^ and fiarther by settingr(n) = T^ x(n) ~ ^ ^ and y(n) = — 
in (2.12), they write the resulting one-dimensional autonomous "limiting system" for 
y{n) as follows: 
y{n + \) = y{\-g{y{n))){\-y{n))^yay{n), ,(2.13) 
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Using computer simulations, Chavez and Yakubu [7] reach the conclusion that 
system (2.13) exhibits the same qualitative dynamics as those of system (2.12). 
Thus assuming that system (2.13) and system (2.12) have the same qualitative 
dynamics whenever there is a unique positive stable equilibrium r„ and defining the 
average number of secondary infections generated by a small pioneer population of 
infected individuals over their life time as 
^ 0 = 
ya if a(Q) = 0, 
ifa{Qi)^Q, 
1-^(7 
Chavez and Yakubu [7] present the following result when a(y)is a constant function. 
Theorem 2.2 [7] 
Let a = «(, be a positive constant 
a) If /?o <1 then the solutions {x{n),y{n)), of system (2.13) approach the disease 
free equilibriimi, (l,0) as« -> oo. 
b) If i?o > 1, then the solutions {x{n),y{n)), of system (2.13) approach the unique 
positive endemic equilibrium, (l-5',>')e (0,<x))x(0,oo) as 
« —> 00 (where y denotes the smallest positive fixed point of h in [0,1]). Note that 
Ky) = y{\-G{a,y)^-y) + ray. 
When a = a{y)is not a constant function. Theorem 2.2 does not apply. 
However, i?o<l implies 0</i'(0)<landi?o > 1 implies A'(0) > 1. If in addition 
a{y) + ya'(y) > 0 and 2a'iy) + ya"(y) < 0, then h\y) < 0 for >; e (0,1] and they 
produce the following result: 
CoroUary 2.1 [7] 
Assume aCy) + ya'iy) > 0 and 2a'(y) + ya"{y) < 0 . 
a) If RQ <lthen the solutions ix(n),y{n)), of system (2.13) approach the disease 
free equilibrium (l,0) as « —> oo. 
b) If/?o > 1 , then the solutions (x(«), >>(«)), of system (2.13) approach the unique 
positive endemic equilibrium, (l -y,y)e (o, oo)x (o, oo) as « -^ oo. 
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2.4.1 Bistability 
Typical epidemic models have a imique stable equilibrium with the 
reproductive number of the disease serving as a threshold parameter. If the 
reproduction number is less than 1, the disease dies out and if the reproduction is 
greater than 1, the disease persist (Theorem 2.2 and corollary 2.1). When the 
transriiission rate a = a{y)is a non-constant function then two stable equilibria for 
system (2.13) are possible. 
Assuming infections as modeled by Poisson processes and that 
a(y) = y so that giy) = e"*' ^ 1 - y^ [see 8] and using the following 
variables 
'^  -' r(«)' -"^ ' Tin) 
Chavez and Yakubu [7] reduce the system (2.12) with / ( r ( n ) ) = ttT{n) to 
M+r M+r M+y 
y{n + i} = -^^y(nyx(n) + -^oy(n). (2.14) 
M+r M+y 
Remarkl: a(y) - y impliesa(O) = 0, a(y)+ ya'{y)=2y > Oand 
2a'{y)+ya''iy)= 2>0. 
Defining the demographic basic reproductive number i?^and the basic 
reproductive numberi?^ as follows 
and 
Ro = 
if aiO) = 0, 
-ra(0)G'(0) ^ , ^ 
Chaves and Yakubu [7] produce the following bistability result: 
Theorem 2.3 [7] 
(a) If 
0 < /? ,< ! ^ 
"•0 4(//+/) 
28 
Chapter 2 
Then the solutions WrJ/r] of system (2.14) approach the disease-free equilibrium, 
(1,0) a sn^Qo . 
(b)If 
y 
^°=^"4(/. + r) ' 
Then system (2.14) has an unstable endemic equilibrium at 1 1 Xi) coexisting with 
the locally asymptotically stable disease-free equilibrium at(l,0). 
( c ) I f / ? o > l - Y 
4(M + /)' 
Then system (2.14) has an unstable endemic equilibrium at 
' l ' 
^^j-^i^-R.) 
'2 
1_J1_4(^^(1_^^) >^ 
r 
and a locally asymptotically stable endemic equilibrium at 
^ 1 ^ 
'-f-^('-«.) ^ 1 ^ ,^|_iOi±Z)(,_^.) \A 
coexisting with the locally asymptotically stable disease-free equilibrium at (l,0). 
Remarks 2: (a) RQ = Y<T 
((\-R,)y + R,) 
simplifies to R^ = ycT i.e. i?jj < 1 always 
( w h e r e i ? , = - ^ ) . 
\-y 
(b) An increase inc, the probability that an infective does not recover in the time 
interval can give rise to two stable equilibria (bistability). 
Example3: Set the following parameter // = 0.01 and/ = 0.98 . 
The disease-free equilibrium (l,o) is locally stable for all values of the 
parameter and in Example 3, it is globally stable whenever i?o < 0.7525. A saddle 
node bifiircation (bistability) occurs at^g ~ 0.7525 . When^,, « 0.7525 , an unstable 
endemic equilibrium appears, and for values oiR^ in the interval (0.7525,1) the 
system has two stable equilibria (an endemic equilibria coexisting with the disease-
free equilibrium (see figure 4 and theorem 2.3). 
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Figure 4: The relationship between the proportion of infectives and R^. 
2.5 Discrete time SIS epidemic model with infected new borns [9] 
For each / e {1,2},let ^, :[0,oo)—>[0,1] be a monotone concave probability 
function with ,^. (o) = 1,^/(JC) < 0 and ^"{x) > 0 for all x e [0,oo). At generation n, here 
it is assumed that the new recruits and the susceptible individuals respectively become 
infected with non- linear probabilities (l - ^,((a,/(n))/(iV(n)+ /(iv(n))))) 
and(l-^2((^2^("))/(M")'+"/(M"))))) P^ i" generation, where the transmission 
constants a,,a2 > 0 i.e. a, model the impact of prevalence, 
Z{n) = . I{n) on^j. When infections are modeled as Poisson processes, then 
N{n) + f{N[n)) 
^,(Z(n)) = e~'^ '^ ^"\The above assumptions and notations lead to the SIS epidemic 
model given below: 
S(n +1) = ,^ (a,Z(«))/(iV(«))+/,^2 {GC2Z{n))s{n)+y, (l - cr)/(«) 
l(n +1) = (1 - (!>, (a,Z(«)))/(yv(«))+ y, (1 - (/>, {a,Z(n)))S{n)+y,al(n) (2.15) 
with 0 < X,, cr < 1 and N{n) > 0 for each / e {l,2}. 
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where 
S{n) denotes the population of susceptible at generations. 
l{n) denotes the population of infective at generations. 
1 — a: is the probability of recovery of infected individuals per generation. 
<r: is the probability of individuals not being recovered. 
>',,X2 are the probabilities of survivorship per generation. 
The first terms of model (2.15) ^,(a,Z(«))/(A^(n)) and 
(1 - </>^ (a,Z(n)))/(iV(n)), model the infection of new bom individuals. It can be seen 
that under the assumptions a, = Oand /i = ^^2 = ^»model (2.15) reduces to following 
model of Castillo-Chavez and Yakubu 
S{n +1) = f(N{n)) + M [a, Z{n)]s{n)+/{l - CT)l{n) 
l(n +1) = y{\ - <l)^ [a^ Z{n^S(n) + y(d{n) (2.16) 
where Z(n) = 4 4 -N{n) 
The total population in generation n +1 i.e. S{n +1) + l{n +1) can be obtained 
by adding two equations of (2.15) as follows 
Nin +1) = /(iV(n))+ r,5(«)+ Y2l(n) 
i .e./(iV(«))+(min(r„/2))^(«)<iV(« + l ) < / ( ^ ( « ) ) + (max(;'„/,))A^(«) (2.17) 
When an infected individual has lesser chance than a susceptible individual to 
survive one generation, then (2.17) reduces to 
f{N{n))+r^N{n)< N{n +1)< /(iV(n))+ rMn) (2.18) 
In inequality (2.18), the non-linear N-dynamics generated by the 
equation (2.16) are bounded by N-dynamics and also generated by the 
demographic equation 
N(n + l) = f(Nin))+}N(n) (2.19) 
where/ is either/, OT/^ . To simplify analysis Abdul Aziz Yakubu [9] assumed that 
disease is non-fatal as above and all individuals (infected and susceptible) have equal 
probability of surviving one generation i.e./ = /, =/2and the model (2.15) assumes 
that a non-fatal disease that infects new-bom individuals has invaded the total 
population and partitioned the population into susceptible and infective, where the 
total population in generation n + l isA (^n + l)=5'(« + l)+/(n + l). Note that although 
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model (2.15), has no disease induced mortality, the population does experience death 
via density dependence. 
The demographic equation (2.19) suggests period doubling bifurcation 
and chaos. 
Here, Yakubu [9] used Ricker model to show complex dynamics in 
(2.15) and (2.19). In particular, he numerically illustrates that the 
demographic dynamics drive the discrete dynamics whenever R^ > 1. 
When 0 < r < + ln(l - y), the total population is asymptotically constant and 
i-r 
assumes the positive steady s ta teN^=r- ln ( l -y) . . 
If in addition RQ > 1, then the infective population persists uniformly on a 
globally attracting positive fixed point while if RQ < 1, the infective population goes 
extinct (Theorem 2.4). 
Theorem 2,4 [9] 
Let the demographic dynamics in model (2.19) be compensatory in (0,Qo)(that 
is, lim„_,^ N{n} = N^>0 whenever A'^ (o)> 0) and/ = 7, = / j • 
(a) If i?o < 1, thenlim„^„ l{n) = 0 in model (2.15), whenever /(o) < A^(o).That is, the 
disease goes extinct. 
(b) If^o >l,then model (2.15) has a unique endemic equilibrium/'such that 
li"^ n-.«> l{n) = l' whenever A'^ (o) > /(o) > 0 .That is, the infective population persists 
uniformly on a fixed point attractor. 
2 
However, as r, increases past + ln ( l - / )>0 , the dynamics are over 
\-y 
compensatory and the positive fixed point undergoes period-doubling 
bifurcation route to chaos (see figure 5). 
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Figure 5: In Model (2.19), the total population undergoes period-doubling 
bifurcation route to chaos as r is varied between 2 and 6, 
where/{N) = Ne""^ and/= 0.1. On the horizontal axis, 2<r<6 and on the 
vertical axis, 0 < A'' < 100. 
Note that when in model (2.15) and (2.19),the dynamics are over 
compensatory and the total population is either a cyclic (non-chaotic) or 
chaotic attractor then the ultimate disease outcome depends on initial 
population sizes. 
Example 4 In model (2.15), let 
f(N) = Ne'-\<^,{z) = e-"^\<^,{z) = e-''^' 
where 2<r< 6,Q:, =a2= \0,y = /^ = y^ = 0.1 and cr = 0.5. 
Here the recruitment function is the Ricker model (figure 5) and 
infection is modeled as Poisson process. When r = 1.9, 
thenA^^ =2.01 and/?o =55.402 > 1 . From theorem 2.4, it is clear that model 
(2.15) has endemic equilibrium(0.107,1.898) and the disease persists on a fixed 
point attractor. As r is varied between 2 and 6, figures 5-7 show that both the 
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dynamics of 5and/follow the A'^ dynamics as it undergoes period-doubling 
bifurcations route to chaos. 
Figure 6: In example 4, the susceptible population dynamics follows the total 
population dynamics and undergoes period-doubling bifurcation route to 
chaos as r is varied between 2 and 6. On the horizontal axis, 2 < r < 6 and on 
the vertical axis. 0 < 5 < 100. 
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A-/L rakidju 
Figure 7: In example 4, the infective population dynamics follows the total 
population dynamics and undergoes period-doubling bifurcation route to 
chaos as r is varied between 2 and 6. On the horizontal axis, 2<r<6 and on 
the vertical axis, 0 < / < 20. 
2.6 Conclusions: 
In this phapter, we have considered the simple non-linear epidemic 
model with constant impact of prevalence, single patch SIS epidemic model 
with variable impact of prevalence and discrete time SIS epidemic model with 
infected new horns. These models show that epidemic models can have quite 
a complex dynamics. 
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Chapter 3 
HOST PARASITOm INTERACTIONS 
3.1 Introduction 
About 14% of all insect species are estimated to belong to a group of insects 
cslled parasitoids. The term "parasitoid" was first used by Reuter to describe insects that 
develop as larvae on the tissues of other host insects (called arthropods), which they 
eventually kill. Adult female parasitoid forage for hosts and deposit their eggs in, on, or 
near host individuals, sometimes host is paralyzed by adult female parasitoids. 
Parasitoids play an important role in biological control. A successful example is 
Trichogramma wasps that parasitize insect eggs. These wasps are reared in factories for 
field releases. 
The importance of parasitoids in pest control stimulated both empirical and 
theoretical work. Theoretical studies of host-parasitoid interactions go back to Thompson 
(1922) and Nicholson and Bailey (1935). The work of Nicholson and Bailey was 
particularly influential. They introduced discrete generation, host-parasitoid models. 
In 1975, Beddington et al. showed that discrete time host parasitoid models have 
much richer dynamics as compared to continuous-time models. 
3.2 Host-parasitoid models 
3.2.1 Model of Thompson (1922) 
H,^x = H, exp 
^ PF^ 
Ro 
Pt^i - H, 
K ^i J 
1-exp —'•— 
H. ^. (3.1) 
where the given entities have the following interpretation. 
// , is the host density at generation /. 
P, is the female parasitoid density at generation /. 
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F is the number of eggs laid by one female, i.e. parasitoid fecundity. 
exp ' /•* 
\ ^t J 
is the host survival. 
/?o represents reproduction. 
q is the number of parasitoids multiplied by proportion of females. 
Thompson in his model assumed that parasites always lay all their eggs. 
Thus, the above model may overestimate parasitism rates especially if host 
density is low. 
Thompson's model was not a good description of parasitoid / host interactions 
when the situation occurred in which the hosts were comparatively rare and the parasite's 
searching ability became important. When "unparasitized" hosts became rare many of the 
previously parasitized hosts were attacked more than once. 
3.2.2 Nicholson and Bailey model (1935) 
Nicholson and Bailey (1935) assumed that each encounter with the host 
results in depositing 1 egg, the realized fecundity equals the product of the area 
of discovery and host density, i.e.F = aH. Substituting F = aH in (3.1) 
Nicholson and Bailey (1935) introduced the new model as 
/ / , „ = / / , e x p ( - a / ^ X 
/^„=/f ,[ l-exp(-a/^)] , (3.2) 
where 
H, is the host density at generation / . 
P, is the female parasitoid density at generation t. 
a is the area of discovery. 
RQ represents reproduction. 
Model (3.2) is more realistic than the model given by Thompson (3.1) 
and is widely used by ecologists. Model (3.2) may overestimate parasitism rates 
at high host density. 
The main drawbacks of the Nicholson -Bailey model are: 
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1. The model is unstable. Both the parasitoid and host go to extinction. The 
parasitoid wipes out the host and then dies due to a lack of host material (sounds 
something like Thompson's model). 
2. The model does not work in a direct density dependent manner, but in a delayed 
density dependent manner. This has been referred to as the effect of a 
"Nicholsonian parasitoid" - delayed density dependent mortality. 
3.2.3 Model of Rogers (1972) 
The model of Rogers (1972) is derived from model of Holling which was 
originally developed for predator-prey system. The model is as follows 
H,^i=H,cxd-
F^+aH, % 
PM - ^i 1-exp t max (3.3) 
The above model assumes two kinds of limitations: 
(1) Limited parasitoid fecundity (as in the model of Thompson (1922). 
(2) Limited search rate (as in the model of Nicholson and Bailey (1935)), 
3.2.4 Model of Kaitala and Heino [1] 
77,,, = H, exp r ( l - i / , ) - aTP, 
l + aT,H, 
^ . > = ^ , 1-exp 
aTP, 
l + aT,H,j (3.4) 
where the given entities have the following interpretation. 
H^ is the host density at generation i. 
P, is the female parasitoid density at generation t. 
a is the instantaneous search rate. 
T is the total time for which hosts are exposed to parasitoid. 
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T^ is the time between host being encountered and search being resumed. 
r is the intrinsic growth rate of the host population. 
In the model (3.4), host population growth is limited and described like 
Moran and Ricker models [2, 3]. The main assumptions of the model (3.4) are 
that each parasitoid searches at random, the average number of parasitoid 
progeny produced per host attacked is assumed to be one, and the functional 
response is of Holling type II, which is typical for insects. 
The equilibrium point for the model (3.4) is E' = (H\P') 
where 
^ " a{T{X-\)-T,XhxX) ' ^ ~ a{T{A-i)-T,AlnX) ' ^ -^^PITV'^ iJ) 
3.2.4.1 Bifurcation analysis 
0.010 0.015 0.020 0.025 0.030 0.035 
Instantaneous search rate, a 
OMO 0,045 0,049 
Figure I: Bifurcation diagram of the host population in the host parasitoid 
interaction for r = 0.2, 0.01 < a < 0.049 and initial values H^ =0.5,P^ =0.5. For 
each a, the 20000 first simulated host population values were omitted to 
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remove the initial transients, and only next 300 host population values were 
plotted. 
Figure 1 shows the bifurcation diagram of the host population dynamics 
forr = 0.2, and for the initial values HQ =0.5,PO =0.5 as a increases. Note that 
the host dynamics is stable atr = 0.2 in the absence of parasitism and unstable 
atr = 2. As a increases passing the level a = 0.0101, a stable coexistence 
between the host and the parasitoid is observed. When a increases further, a 
Hopf bifurcation occurs ata « 0.030. From an ecological point of view, it can be 
seen from figure 1, that parasitism may easily destabilize stable host dynamics 
into more complex dynamics. 
0.011 0.031 0.051 0.071 0.091 0.111 
Instantaneous search rate, a 
0.131 0.140 
Figure 2: Bifurcation diagram of the host population in the host parasitoid 
interaction for r = 2.1, 0.011 < a < 0.14 and initial values H„ =0.5,PQ =0.5. 
Figure 2 shows that for A-= 2.1, the coexistence between host and 
parasitoid becomes possible ata « 0.011. Contrary to the observation above that 
Chapter 3 
parasitoids may act as a destabilizing force, it can be noted here that parasitism 
may also act as a stabilizing factor. The nature of the stable coexistence 
changes as a Hopf bifurcation takes place at a» 0.032, initiating a range of 
complicated dynamics. The first range 0.032 <a< 0.051 represents quasiperiodic 
attractors with frequency lockings. For a«0.051, chaotic attractors can be 
observed. The range 0.066 < a < 0.072 includes non unique attractors e.g. two 
different types of alternative periodic attractors at a = 0.0671, which depend on 
initial conditions. 
1.8 
1.6 
0.030 0.035 0.040 0.045 
instantaneous search rate, a 
0.050 
Figure 3: Bifurcation diagram of the host population in the host parasitoid 
interaction for r = 2.8, 0.03 <a< 0.05 and initial values H^ = 0.5, P^ , = 0.5. 
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0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 
Host population size 
Figure 4: Two alternative attractors for r = 2.8, a = 0.043; four-cycle and 16-
cycle. 
Forr = 2.8, first it can be seen stable coexistence, then a Hopf 
bifurcation and quasiperiodic range with major period-four frequency locking 
and finally chaotic region. Figure 3 shows only the range of coexistence so that 
the non-uniqueness of the attractors between values 0.0425 and 0.0445 can be 
clearly seen. It also shows sudden type of changes from one type of attractor to 
another which do occur quite often, one such change occurs at a w 0.043, here a 
period-4 attractor changes to an attractor which shows period-16 type dynamics 
(figure 4). Model (3.4) also has four piece chaos and four cycles 
for r = 2.8,0 = 0.044. 
3.2.5 Zhu and Zhao model [4] 
Host parasitoid ecological model with Hassell growth function [5] for 
the host is as follows 
H (+1 [\ + a{H,-Hj 
P,.. = H, (3.5) 
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where, 
H, is the host population density at generation /. 
H^ is the number of encounters of hosts with parasitoid in generation /. 
P, is the parasitoid population density at generation U 
a is a scaling parameter affecting the equilibrium population size. 
r is the reproductive rate of population growth. 
6 is a parameter which incorporates density dependent effects. 
The above model (3.5) is based on the following assumptions [6]. 
1. Only the first encounter between a host and a parasitoid is significant, and 
the encounter is random. Furthermore, one viable egg is laid by a parasitoid 
on a single host which is killed by the parasitoids progeny. 
2. Following the law of mass action, the number of encounters H^ of hosts 
with parasitoids in generation I is proportional to the product of their 
densities, so that 
H,=AH,P,. 
where ^ is a constant known as the searching efficiency of the parasitoid. 
3. Parasitoids in the next generation result from infection of hosts in the 
present generation. 
4. Hosts not infected give rise to their own progeny. 
Using Poison distribution, model (3.5) can be rewritten as 
_ r//,exp(-^/^) 
'^ ' " [ l + . / f , exp( -^ /^ f 
i^,, =i/ ,[ l-exp(-^/^)] (3.6) 
where exp(-^/^) is the fraction of the hosts that remain uninfected. 
Using Hassell and Varley equation [7], the above model becomes 
^ ^ r//,exp(-g/^'-") 
[l + a//,exp^e/^'-jf 
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P,^,=H\l-cxp(-QPr)\ (3.7) 
where 
Q is the searching efficiency when P = l. 
m is the mutual interference constant. 
Following is the positive equilibrium point E» =(H,,P,) of system (3.7) where 
/f. = 
•exp(-gf . '"")^-l 
aexp(-QP:-'') 
l[rexp(-eP.'"'"f -ll[l-exp(-ei ' , '- '" j 
aexp[-QP, } 
3.2.5.1 Linear Stability results 
(3.7) can be represented as 
H,,,=F{H„P,) 
P,^,=GiH„P,) 
whose linearized form can be written as 
H. t+i 
' f + i 
dH 
dG_ 
dP 
dG_ 
dPj (H.,P.) 
m 
UJ (3.7a) 
The characteristic equation of the matrix of system (3.7a) is A^  - 5A + C = 0 
where B = — 
dH (H.,P.) 
dG_ 
dP (ff..p.) 
dH (H.,P.) 
dG_ 
dP (//.,/>.) 
5F 
dP {H.,P.) dH (H.,P.) 
The roots of the above equation are 
Both eigen values are real and |/l, jl < 1 if^^ -4C > 0 and 
-\<~\B±^B^ -Ac]<\ which yields 
4 C < 5 ' <4C + 4 (CI) 
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The eigen values /I, j become complex and are inside the unit circle in the 
complex A plane for B^-4C<0 andB^+(4C-B^)<4 
which yields 
B^<4C<4 (C2) 
Condition (CI) and (C2) imply that the positive equilibrium point 
E, ={H„P,) is stable. 
3.2.5.2 Bifurcation analysis 
a 
2-
" O.S 1 IS 2 2.S 
m 
Figure 5: Bifurcation diagram of system (3.7) withQ = \,a = ^^t-,b-2.5,r = 30, 
0.01 <m< 2.584, and initial values Hf, = 5,PQ = 1 .• (a) parasitoid population size. 
P (b) host population size, H. 
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6: 
5^  
4 
3 
t-
0 2.62 2 .^ 2.56' 2,56 2 6 
m 
Figure 6: Magnification of part of figure 5(b): (a) 0.01 <m< 0.275 (b) 
0.275 <m< 0.35 fc^ 2 < m < 2.5 (d) 2.5 <m^ 2.584. 
Figure 5 shows the bifurcation diagram of system (3.7) for the parasitoid 
population and host population with 2 = 1, a = 2 ^ , , 6 = 2.5, r = 30 as the 
parameter m increases. Because of the similarity of the bifurcation diagrams, 
only figure 5(b) is magnified in figure 6. As m increases from 0.01 to 0.2, 
unstable coexistence between host and parasitoid occur, with chaotic bands 
having narrow and wide periodic windows subsequently a cascade of period 
halving is observed. Again when m increases from 0.3 toQ34, system enters in 
quasiperiodic region (Hopf bifurcation occurs atw = 0.3), beyond which system 
exhibit stable coexistence between the host and the parastoid for a large range 
of parameters . Again at m « 2.1 system shows quasiperiodicity. 
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a 
H 
8' 
5. 
4' 
2.53 2,535 2.54 2.545 2.55 
m 
2,55 25522.5542.556 2.^8 2 ^ 
m 
Figure 7: Magnification of part of figure 6 (d): (a) 2.53 < m < 2.55 (b) 
2.55 </n< 2.56 
Figure 7 shows that when2.38 < w < 2.56, window is not a periodic 
window, but it includes more complex dynamics pattern, such as several 
attractors coexist in this region. It is clear from figure 5 to7, that the behavior 
of the model (3.7) is very complicated, including chaotic bands, period-halving 
bifurcation, tangent bifurcation, non-unique attractors, and crisis. 
a 6 
5-
4-
P . 3-
2' 
1' 
A 
/ \ 
3 
,'i 
r^ 
• M 
l \ 
!, Tj 
/; I ' H 
Figure 8: Bifurcation diagram of system (3.7) with 
m = 0.5l,a^^^^,b = 2.5,r = 59,0<Q<5. and initial valuesH^ =5,P, =\; (a) 
parasitoid population size, P (b) host population size. H . 
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Figure 8 shows the bifurcation diagram of system (3.7) for the parasitoid 
population and host population with/M = 0.51,a = 58/35,Z) = 2.5,r = 59. As the 
parameter Q increases the host parasitoid system begins with period-2 followed 
by stable coexistence, but as Q increases slightly beyond 1.71 Hopf bifurcation 
occurs. Again when Q^ 1.74, there is a cascade of period doubling bifurcation 
leading to a wide chaotic region. 
b 10i 
8-
6: 
H 
4: 
2: 
' I ' ' • ! • 
10 20 30 40 SO EO 10 20 30 40 50 K] 
Figure 9: Bifurcation diagram of system (3.7) with 
e = 0.0232,a = 0.7,6 = 4,w = 1.75,4<r< 68, and initial valuesH, ^5,P, =\; (a) 
parasitoid population size, P (b) host population size, H. 
Figure 9 shows the bifurcation diagram of system (3.7) for the parasitoid 
population and host population with e = 0.0232,a = 0.7,Zj = 4 ,^ = 1.75, as the 
parameter r increases. Stable coexistence occurs between the host and 
parasitoid for a large range ofr . But when r is increased beyond 51.2, a chaotic 
attractor abruptly appears and the periodic attractor disappears. Again when the 
parameter/-« 51.6, the chaotic regime suddenly disappears in a crisis and the 
system enters a periodic window with a cascade of period-doubling bifurcation 
leading to a chaotic attractor with periodic windows. 
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3.2.6 Songjuan and Zhao model [8] 
Songjuan and Zhao [8] have studied inter specific interaction between 
host and parasitoid with a lower bound for the host. Their model is 
H{t + \)=H{t)exp 
P(f + l) = / f ( m - e x p (• 
abPJf) (3.8) 
Where various entities have the following interpretation 
Hi}) is the host population size at generation t. 
P{f) is the parasitoid population size at generation t. 
c is the lower bound for the host. 
a is the instantaneous search rate. 
6 is a conversion factor. 
m is a constant. 
r is the intrinsic growth rate. 
k is the carrying capacity of the environment. 
After introducing the model (3.8) they focus on analyzing how the lower 
bound affects the dynamic complexities of host parasitoid interactions based on 
the Holling type functional response [9]. There are two equilibrium points for 
system (3.8).The total extinction solution is £'o=(0,0) and the coexistence 
1 c 
solution for the two species is E^=[H\P*) where H* ^—r 1 
a[q\n^ + bq-b\ 
andP* = 
a[q\n^^+bq-b[ ^ = exp 
H 
H' +171 
*\ 
V-i) 
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Here q stands for the net rate of increase in the host per generation. Note that 
the equilibrium point £", =\H*,P*) cannot be solved in a closed form. Therefore 
they have given long term bifurcation analysis. 
3.2.6.1 Bifurcation Analysis 
tJE tJlE l i7 lite idE 
10: 
tm dii^  tm yps m 
Figure  Bifurcation diagram of system (^-8) 
with r = 2,b = l00,k = 5,c = 0.2, 0.005 <a <0.0l, m = 0.0000land initial conditions 
H{O) = 5,P{O) = 2.5 (a) parasitoidpopulation size, P (b) host population size, H. 
FigurelO shows the bifurcation diagram of system (3.8) for the 
parasitoid population and host population. Because of the similarity of the 
bifurcation diagram only figure 10(a) is magnified in figure 11.The parasitoid 
population size is plotted as a function of the bifurcation parameter a forr = 2 . 
As the parameter a is increased from 0.005, stable coexistence between host 
and parasitoid can be observed. As a further increases from 0.0062 to 0.00826, 
the system goes through quasi periodicity (Hopf bifurcation at a = 0.0062), 
including frequency locking and tangent bifurcation. When a is increased 
beyond 0.00826, the chaotic attractor abruptly disappears, thus constitutes a 
type of attractor crisis. At the same time, period 13 attractor appears. When a 
increases beyond 0.008358, crisis occurs again. 
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Figure 11: Magnification of figure 10(a): (a) 0.005 < a < 0.0082 (b) 
0.0082 <a< 0.0086 (c) 0.0086 < a < 0.01. 
Figure 11(b) shows cascades of period doubling bifurcations (see figure 
12) and period-halving bifurcations (figure 13). Chaos abruptly appears through 
a crisis when a « 0.00925, and then disappears beyond a = 0.00925, after which 
the parasitoid becomes extinct. 
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• ' » 
' fc • * f * * 
i i 1 i i" 
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% 
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Figure 12: Period doubling bifurcation; (a) period-40 attractors ;(b) period-80 
attractors ; (c) period-160 attractors. 
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Figure 13: Period halving bifurcation (a) period-80 attractors; (b) period-40 
attractors (c) period-20 attractors. 
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14: Bifurcation 
liliitme \wA%. em r 
Figure Bifurcation diagram of system (3.8) 
with a = O.OOS,b = lOO,k = 5, c = 0.08, 2.8< r < 3.44, m = 0.00001, and initial 
conditions H{O) = 5,P{O) = 2.5 (a) parasitoid population size, P (b) host 
population size.H. 
Figure 14, shows the bifurcation diagram of system (3.8) for the 
parasitoid population and host population with changes in parameter r 
for a = 0.008. Due to the similarity between figure 14a and figure 14b, only 
figure 14a is magnified in figure 15. Figure 14 shows a complex dynamical 
structure containing bifurcation phenomenon previously encountered in figure 
10. The details of the bifurcation diagram in figure 15a within the range 
[2.88,2.92] shows that this window is not a period window with a cascade of 
period attractors, but that it includes more complex dynamic patterns. 
a ^H 
?» 2) J» 3 ISHHK )!», S l » 3ir» ,1IW Jiff 1 ( » SSB 
hhttsit tw^i nit I 
Figure 15: Magnification of part of figure 14a: (a) 2.8<r<3.04 (b) 
3.04<r<3.08 (c) 3.08<r<3.44. 
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Figure 16: (a) Two alternative attractors of system (3.8) 
with r = 2.9\, a = 0.00S,m = 0.0000l,c = 0.01; perod-8 and period-4; (b) two 
alternative attractors of system (3.8) with 
r = 2.95,a = 0.008,m = 0.000001,c = 0.07; perod-12 and period-4. 
Figure 16a, b show that in the range [2.84,2.95] two attractors coexist 
i.e.period-8 and period-4 attractors at r « 2.915. In other range, [2.915,3.05] two 
other attractors coexist, i.e. period-4 and period-12 attractors atr » 2.95 . 
Figure 17: Strange attractor of system (3.8) w7Ar = 2, a = 0.00944, w = 0.00001, 
c = 0.2, and initial conditions H{O) = 5, P(o) = 2.5. 
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Figure 17 shows that typical strange attra?T i^> t^mmlnff with 
r = 2,a = 0.00944,c = 0.2, in which initial transient has been omitted, and only 
long term values of {H{t),P{t)) are shown. 
&.* 6 • • • 6 1 03 03 0' 
Figure 18: Bifurcation diagram of system (3.8) with a = 0.008,^ = 100, A: = 5, 
r = 2.6, 0 < c < 0.4, m = 0.00001, and initial conditions H{O) = 5,P{o) = 2.5 (a) 
parasitoid population size, P (b) host population size, H. 
Figure 18 shows the bifurcation diagram of system (3.8), with c as the 
bifurcation parameter. 
i iff "^ fcil: 
iij cii iik sti HI ail C'X QS tijt ai i i ac aa I T 
l:«!r teste 
F/g«re ;p.- Magnification of part of figure 16: (a) 0<c<Q.n(b) 0.12 <c< 0.3 
(c)03<c<QA. 
As the parameter c increases from 0 to 0.14, figure 19a shows quasi-
periodicity including frequency lockings and tangent bifurcation and also 
frequent crisis. Again as c slightly increases, chaotic behavior eventually 
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enters through period-doubling bifurcation. Furthermore, the chaotic behavior 
disappears after experiencing period halving bifurcation when c increases 
to 0.2488. 
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Figure 20: Period doubling bifurcation (a) period-5 attractors (b) period-10 
attractors (c) period-20 attractors. 
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Figure 21: Period halving bifurcation; (a) period-40 attractors; (b) period-20 
attractors; (c) period-10 attractors. 
As c slightly increases, chaotic behavior eventually enters in five 
branches, when it is destroyed in a crisis; subsequently it leads to period-
doubling bifurcation which finally leads the system to chaos, (as shown in 
figure 20). Furthermore, the chaotic behavior disappears after experiencing 
period halving bifurcation when c increases to0.2488, (figure 21). When 
c « 0.2488 crisis appears again and leads the system into chaotic bands and 
periodic windows, tangent bifurcation and attractor crisis. 
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3.2.7Xiao and Tang model [10] 
The model including self-limiting host population growth to ensure the 
persistence of two populations is 
H,,,=H,txM-H,/K)-aP,] 
i^ , .=i / , [ l -exp(-a^)] (3.9) 
where the given entities have the following interpretation. 
// , is the host population size at generation /. 
P, is the parasitoid population size at generation /. 
r is the intrinsic growth rate. 
K is the carrying capacity. 
a is the measure of parasites searching efficiency. 
exp(-ai^) is the probability of host not being parasitized. 
Furthermore, Xiao and Tang [10] extend the model (3.9) including parasitoid 
intergenerational survival rate and rewrite the model (3.9) as given below 
P,,,=H,[\-Qxp{rOcP,)]+SP, (3.10) 
where 
^ > 0 denotes the density independent survival rate of the parasitoid at 
generation t. 
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3.2.7.1 Bifurcation analysis 
1.5 2 2.5 3 3.5 
Figure 22: Bifurcation diagram of model (3.9). For each r the first llOi 
simulated values are omitted and only the next 100 values are plotted. The host 
and parasitoid populations are plotted for 300 values of r over [1.5,3.5J. The 
other parameters are fixed as K = \ and a = 4. The green points are boundary 
attractors with initial conditions[HQ,PQ)=(3,\) and the magenta points are 
interior attractors with initial conditions[Hf^,PQ)= (0.2,0.5). 
1.5 2 2.6 3 3.5 
Figure 23: Bifurcation diagram of model (3.10). For each r the first 1101 
simulated values are omitted and only the next 100 values are plotted. The host 
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and parasitoid populations are plotted for 300 values of r over [1.5,3.5]. The 
other parameters are fixed asK = \, a = 4 andS = 0.1. The green points are 
boundary attractors with initial conditions{HQ,Po) = (l2,i) and the magenta 
points are interior attractors with initial conditions{HQ,PQ) = {0.2,0.5). 
Results of figures 22 and 23 show that the boundary attractors (where 
the parasitoid is absent) and interior attractors of the host and parasitoid 
populations can occur with a wide range of parameters [11]. The solution of 
model (3.9) with different values of r and starting from (3, l) will approach to 
boundary attractors (shown in figure 22 by green points) and starting from 
(0.2,0.5) tend to interior attractors (shown in figure 22 by magenta points). 
Solution of system (3.10) starting from (3, l) will tend to interior attractors 
(shown in figure 23 by magenta points) but after a certain threshold value of 
the ratio of host-parasitoid sayl2:l in figure 23 all solutions of system (3.10) 
will approach to boundary attractors (shown in figure 23 by green points). 
Results given above show that the models (3.9) and (3.10) have several 
different attractors which can coexist for a wide range of parameters such as 
three stable attractors of the model (3.9), including two interior periodic 
attractors and one boundary periodic attractor (as shown in figure 24) and three 
stable, attractors of the model (3.10), including two interior periodic attractors 
and one boundary chaotic attractor (as shown in figure.25). 
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Host Paiasitoid 
mhuiimumifimhimt 
1000 1020 1040 1SS0 1080 2000 1900 1920 1940 1060 1980 20C 
Generations Generations 
Figure 24: Three coexisting attractors of system (3.9) with 
parametersr = 3.\\, a = 4. The initial conditions from top to bottom are 
(//•o,Po) = (0.25,0.5),(0.5, 0.5) and (3, l) respectively (a) periodic attractor with 
period 4 (b) periodic attractor with period 12, (c) boundary attractor with 
period-3. 
Host ParasltoW 
a . c t ' • • ' 3 0.8, . . . . 1 
1000 1920 1040 1060 1080 2O0O 1900 1020 1040 1960 ISa-D 20CK:I 
Generations Generations 
60 
Chapter 3 
Figure 25: Three coexisting attractors of system (3.10), with parameters 
r = 2M,a = 4,S = 0.l. The initial conditions from top to bottom are 
(//o,Po) = (0.5,0.5),(0.2,0.5) and (l3,l) respectively (a) periodic attractor with 
period 5(b) periodic attractor with period 8 (c) boundary chaotic attractor. 
3.2.8 Parasitoid host parasitoid ecological model of Yu, Zhao, Songjuan and 
Zhu [12] 
The population dynamics of this parasitoid-host-parasitoid system is 
H{t +1) = i/(Oexp[r(l - "^f k)- aPif)-"'' - 6/3^(0""' 
P{t +1) = H{t% - exp(- aP{t)-' - bPQit)-') 
Q{t +1) = Hitfl - exp(- aPity-*' - bPQi})-"'') 
\-m+\ 
bfiQit)-"'' (3.11) (aPity-^'+bfiQity-^'l 
where different entities have the following interpretation. 
H{t) is the host population size at generation t. 
P{t) is the parasitoid population size at generation t. 
Q{t) is the parasitoid population size at generation t. 
r is the hosts intrinsic growth rate in the absence of any parasitoid. 
k is the carrying capacity. 
/3 is the relative superiority of parasite Q. 
oand b indicate the searching efficiency for each parasitoid species. 
m and n indicate the interference coefficient in the absence of a parasitoid. 
In forming model (3.11), authors assumed that the two types of 
parasitoid search independently and randomly and also simultaneously for hosts 
and that super parasitism by either parasitoid species does not occur [13]. 
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3.2.8.1 Bifurcation analysis 
It should be noted here that the system (3.11) cannot be solved 
explicitly; therefore its long term behavior through computer simulation is 
discussed here. 
1 T 3 
Ifttrii»ic frowth r«t« r 
? i » I « t • • • » I ^ ^ 4 
1 2 3 4 
Intrinsic growth rtte r 
Figure 26: Bifurcation diagram of system (3.11) with initial 
conditions H{O) = 5, P{0)= 2.5,Q{o) = 3.5,andk = 20,a = 0.9,6 = 0.8, w = 0.7,« = 0.4 
fi = \A, (a) host population size, H (b) parasitoid population size, P, (c) parasitoid 
population size, Q. 
Figure 26 shows the bifurcation diagram as a function of the bifurcation 
parameter r for /?=:1.4 of the system (3.11). Due to the similarity, only figure 
26b is magnified in figure 27. 
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Figure 27: Magnification of part of figure 26b; (a)\.9,<r<2.9S 
(b) 2.95 < r < 3.12; (c) 3.12 < r < 3.35; (d) 3.35 < r < 4. 
Figure 27a shows the stable coexistence among the host and two 
parasitoids when r is between 0 and 1.9625. As r , further increases 
from 1.9625 to 2.95, the system goes through quasiperiodicity (Hopf bifurcation 
a t r « 1.9625), including frequency-lockings, tangent bifurcation, a narrow 
periodic window and a wide periodic window. When r is slightly increased 
beyond 2.9575, the chaotic attractor abruptly disappears, thus constitutes a type 
of attractor crisis. Again when r is increased from 2.9575 to 3.0585, the 
behavior of the model becomes complicated, with many chaotic bands and 
period-doubling bifurcations, period-halving bifurcations, and tangent 
bifurcations (figure 27b).When r increased beyond 3.2685, the system enters 
into many period-doubling bifurcations (figure 27c). Increasing rbeyond 3.2945 
brings the system to a wide chaotic region, characterized by tangent 
bifurcations and an attractor crisis (figure 27c and d). 
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"^^^slff^S^i '^ 
Figure 28: Period-doubling bifurcation; (a) period-5 attractors (r = 3.13), (b) 
period-10 attractors {r = I Ml) , (c) period-20 attractors {r = 3.1925) , (d) 
period-40 attractors[r = 3.19995) , (e) period-80 attractors {r = 3.2015) , (f) 
chaos {r = 3.2\). 
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Figure 28 shows that when r is slightly increased beyond 3.1275, the 
system enters into period-doubling bifurcation and then finally to chaos. 
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Figure 29: Bifurcation diagram of parasitoid population P with respect to the 
intrinsic growth rate r in the system (3.11) (a)fi = 0.55, (b) /? = 1.4, The 
parameters a = 0A,b = 0.6,k = 50,m = 0J,n = 0A and the initial values 
//(0) = 5,P(0) = 2.5,e(0) = 3.5. 
Figure 29 shows that the system (3.11) with superiority coefficient 
fi = 0.55,J3 = 1.4 and r as the bifurcation parameter illustrates the stabilizing 
effect of y0. 
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Figure 30: Bifurcation diagram of the system (3.11) with initial 
conditions H{0) = 5,P{0)=2.5.Q{0) = 3.5,k = 30,a = 0.9,6 = 0.8, m = 0.7,« = 0.2 
r = 2.4 (a) host population size, H (b) parasitoid population size, P, (c) 
parasitoid population size, Q. 
Figure 30 shows the bifurcation diagram for the system (3.11) as a 
function of the bifurcation parameter/?. Due to the similarity only figure 30b is 
magnified in figure 31. 
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Figure 31: Magnification of part of figure 30b (a)0.5< fi<lM, (b) 
\.0A<P<\.\5. (c) \.\5.<P<\M. (d) \3\<P<\.5. 
As the parameter p increases from 0.5 to 102, there is a quasiperiodicity 
(figure 31a) including frequency lockings and a tangent bifurcation also; in this 
range there is a wide periodic window. As /? increases beyond 1.0485, the 
system is destroyed in a crisis at y0 = 10495. 
Figure 32: Quasiperiodicity bifurcations; (a) period 13-attractors{p = \MS) ; 
(b) 13-attractors{p = 1.06). 
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Figure 32a and 32b show the period 13-attractors and 13-piece chaotic 
attractors and the system enters into chaos via period-halving bifurcations at 
(/? = 1,0855) but when P increases to 1.2835, chaos destroyed in a crisis. 
H 20 0 5 
Figure 33: Period-doubling bifurcations (a) period-13 attractors {/S = 1.34), (b) 
period-26 attractors {j3 = \3S), (c) period-52 attractors (y5 = 1.3871), (d) chaos 
{P = \A). 
When p increases from 1.31 to 1.5, chaos abruptly disappears in a crisis 
at/? = 1.3315 and the system includes more complex dynamic patterns. It 
appears that there are many period-doubling bifurcations, period-13 attractors, 
period-26 attractors etc which ultimately lead to chaos (figure 33). 
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3.3 Conclusion 
In this chapter we have focused on some models which govern the dynamics of 
host-parasitoid interactions and their variants. It is seen that these models can have very 
rich dynamics including Hopf bifurcation, period doubling bifurcation, period 
halving bifurcation, quasi periodicity including frequency lockings, chaotic 
bands, and attractor crisis. 
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Chapter-4 
MODELS WITH ALLEE EFFECT 
4.1 Introduction 
The ecologist W.C. Allee (1931) was one of the first authors to write 
extensively on the ecological significance of animal aggregation and because of this, 
the positive relationship between pofxilatioa dei^ity and the rqxoduction and siffvival 
of iiKlividuals is often known as the "Alice effect". An Allee effect or under-
population effect occurs when the per-capita growth rate (B] increases with 
population density (.V) to some maximum value, the reproductive potential of the 
species and the death rate [D] remains constant (see figure 1 in the following). The 
point U where the two rales intersect is an unstable equilibrium because; 
1. When N = U then births equal deaths, the rate of change R = 0 and the 
population remains unchanged. 
2. WhenN<U, then births are less than deaths, R<0 and the population 
declines to extinction. 
3. When A' > U, then the births exceed deaths, R > 0, and the population grows 
continuously. 
The equilibrium point U created by the action of positive feedback is an 
unstable or divei^ent equililnium, sometimes called a repeller. It is also called a 
thre^iold because it separates two quite dififereirt kinds of dymamc befaatvior i c 
population going to extinction or increasii^ continuously. 
Figure 1: Under-population threshold U created by the Allee effect. Per capita births 
increase with population density due to higher mating frequency. Death remains 
constant and hence, i? = hi(l + 5 - D ) rises with density. 
In AUee effect, an average individual fitness is an increasing function of 
population size or density. These effects are typically thought to result from 
cooperative behaviors such as cooperative breeding, foraging, or defense or fi-om 
mate limitation in sexually reproducing species. An interesting feature of these effects 
is that if strong enough, an AUee effect induces a lower unstable equilibrium 
population size known as the critical density. The critical density is a hurdle in 
colonizing population and accelerates declines in populations headed for extinction. 
Past work on AUee effect has three approaches. 
1. Theoretical models to show when and how severe AUee effects might limit 
colonization. 
2. Experiments with lab populations in which attempt has been made to 
experimentally induce AUee effects. 
3. Analyses of field data on invading species to detect statistical "signatures" of 
AUee effect like critical densities. 
The presence of AUee effects indicates that there is a minimal population size 
necessary for a population to maintain itself in nature. AUee effects have been 
reported in many natural populations, including plants, marine, invertebrates, insects, 
birds, and mammals. Interest in the djoiamics of small populations, including Allee 
effects, has increased in recent years due to the increasing number of rare and 
endangered species, invasions of exotic species, depletions of species due to over 
harvest or disease, and the presence of meta-populations due to the fragmentation of 
habitats. 
Interest has also increased in how small populations interact with other 
populations, including predator-prey and host-parasitoid systems. In these instances, 
Allee effects can occur at either the higher trophic level (predator, parasite), the lower 
level (prey, host), or in the interaction between them. Recent work has shown that 
adding AUee effects to a predator-prey system can be destabilizing, depending on the 
formulation of the equations, and where Allee effects are added. In host-parasitoid 
systems, Allee effects may change the dynamics of the host-parasitoid system in 
unexpected ways. For example, in a recent field study on an endangered plant and its 
seed-eating parasite, AUee effects in the parasite population due to low densities of 
the host plant enabled small populations of the host plant to have higher net seed 
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production than larger populations. The AUee effect in the interaction therefore 
reversed some of the negative effects of habitat fragmentation on the host plant. 
4.2 May and Anderson model: Host-Microparasite model without AUee effect [1] 
May and Anderson in [1] introduced a simple model to study the dynamical 
behavior of a population with discrete non overlapping generations regulated by a 
microparasite. They assumed a pathogen that spread in every generation. Following is 
the model. 
N,,,=ANXI-I{N,)) (4.1) 
with /(iV) given by 
l-I = cxp(-'%X (4.2) 
Various entities in this model have the following interpretations: 
iV,^ , is the host density at time / + 1 . 
A'^ , is the host density at time t. 
A is the per capita growth rate. 
/ is the fraction of the infected and killed hosts. 
Nj is the threshold density characterizing virulence and transmissibility of the 
parasite. 
Note that if N <Nj. then / = 0 is the only solution of 1 - / = exp(-' %Jbut 
iiN>N^, then 1^0 is the non-trivial solution o f l - / = exp(-^%J, so the 
pathogen does exist and spread. The main assumption is that the lethal infection does 
occur before reproduction. May [2] pointed out that the above model behaves in a 
very complex manner; it is chaotic for every A > 1 (figure 2(a)). Doebeli and Koella 
[3] modified the above model assuming the host as a diploid randomly mating sexual 
population. 
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Figure 2: Bifurcation diagram of the actual fitness A^ ,+, / A^ , in the host-microparasite 
system as a function of intrinsic growth rateX, {NJ- = l) (a) the asexual system is 
chaotic at all growth rate (b) the sexual system with one locus and two alleles 
(Doebeli and Koella model (f3J). The system is periodic at low X values and becomes 
chaotic if A > 1.6 . Fitness fluctuations are smaller than those of the asexual system. 
They have shown that the mixing of alleles due to sexual reproduction can stabilize 
population dynamics. Numerical simulation demonstrates that the genetic coupling in 
the sexual system has a general stabilizing effect (figure 2(b)). 
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4.3 Scheuring model: Host-Microparasite model with Allee effect [4] 
Scheuring in [4] modified May and Anderson model [1] by introducing Allee 
effect in it to get 
where 
N^^i is the host density at time t + 1. 
N, is the host density at time t. 
I is the fraction of the infected and killed hosts. 
XN 
' is the Allee function. 
D is the average area that can be searched by an individual. 
In (4.3), the parameter X is selected such that j - ^ = A in a long range 
time average ofN, .Scheuring simulates equation (4.2) and (4.3) and finds that the 
Allee effect increases the stability of the system considerably. 
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Figure 2: Bifurcation diagram of the actual fitness A^ ,^ , / N, in the host microparasite 
system as a function of intrinsic growth rateX,{N.^ = l) (c) the host microparasite 
system with Allee effect. Normalized growth rate denotes the function =— '-— 
where N, is the long average of population density. The fixed point of the host loses 
stability if X> 1.75 (X) = 0.5) (d) increasing the cost of rarity {/u = 1) increases the 
stabilizing effect as well, and the fitness fluctuations are decreased compared to the 
asexual model. 
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4.4 Jang and Diamond model [5] 
4.4.1 Richer stock recruitment model [6]; A single-species population 
model without Allee effect 
Under the biological assumptions of the classical Ricker stock 
recruitment model [6], the single species population model is given as 
x,>0, (4.4) 
where the entities have the following interpretation. 
X, is the population size of a species at time^. 
r is a positive parameter. 
e"""' is the population per capita growth rate. 
In equation (4.4), e"""', is a decreasing function of population size x. 
It models negative density dependence of intra-specific competition between 
individuals within the population. Equation (4.4) has two steady states 
Oandr, where 0 is always unstable and r is locally asymptotically stable 
i f 0 < r < 2 . Moreover period-doubling bifurcation occurs whenr = 2, and as r 
increases, the equation undergoes period-doubling bifurcation cascade to chaos. 
The behavior of (4.4) with respect to rcan be summarized as follows: 
Proposition 4.1 [5] 
Solutions of (4.4) satisfy x, <e'"'' for all t large and steady state r is globally 
asymptotically stable in R^ \{o} ifO < r < 2 _ Moreover, Eq. (4.4) is uniformly 
persistent, i.e., there exists c > 0 such that liminf,_^^ x,>c for all solutions of (4.4) 
with^o > 0 . 
4.4.2 Ricker Stock recruitment model with Allee effect [5] 
Jang and Diamond [5] modified model (4.4) by incorporating Allee 
effect as follows 
•^ (+1 ~ ^1^ 
r-x, •"•/ 
m + x, 
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Xo>0 (4.5) 
where 
X is the probabiUty of an individual successfully finding a mate to reproduce or a 
m + x 
cooperative individual to exploit resources. 
m is the Allee constant. 
— > 0 is an individual's searching efficiency. 
m 
Denoting 
\m'+4m-m , m + 2 + \m'+Am . -m + \m'+4m , 
To = + ln ,x and 
" 2 2 2 
_ \-m + J(m -1)' + 8m _ 
x= 1\.—i ,;C| = 0.3618,X, =1.1794 at 
r = 2.0,m = 1.5 andx, = 0.0685,3c, = 2.7668 at r = 3.2,m = 1.5 . Solutions of (4.5) are 
bounded and the main results for the dynamics of model (4.5) can be summarized as 
follows: 
Theorem 4.1 [5] 
(a) If r<A-o then 0 is the only steady state of (4.5) and solutions of (4.5) 
converge to 0. 
(b) lfr = rg, then (4.5) has two steady states 0 andic>0. Solutions with 
XQ <x satisfylim,^^x, =0 and solutions with X<XQ<X satisfylim,_^^ X, = X . 
Solutions with x^  > 3c converge to either 0 orx. 
(c) If r>ro then (4.5) has three steady states 0,J,and x^. Solutions of (4.5) 
withxo<3c, converge to 0 Further assuming^2 <X, solutions converge to 
either 0 orxj . 
From (4.4) and (4.5) it is clear that population under the single species model 
with Allee effect will stabilize in a smaller level than the population under the single 
species model without Allee effect. 
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4.4.3 Host parasitoid model based on classical Nicholson-Bailey model without 
Allee effect [5] 
The model is 
A^o.^o^O (4.6) 
where the entities have the following interpretation. 
A'^ , is the host population size at time?. 
P, is the parasitoid population size at time t. The parasitoid here is a specialist and 
must search for a specific host in which to deposit its eggs. 
fi is the average number of offspring which a parasitoid can reproduce from a 
parasitized host. 
i is a searching efficiency which is constant. 
e"*'' is the probability of host not being parasitized. 
Since A^ ,^ , < N,e'~^' and P,^ , <fiN, for ? > 0 therefore solutions of (4.6) are 
bounded. The dynamics of (4.6) can be explained as 
Theorem 4.2 [5] 
(a) If 0 < r < 2 and /3br<l, then £'o=(0,0) and E^=(r,0) are the only steady 
states for system (4.6) and all solutions with A^^ > 0 converge to E^. 
(b) If 0 < r < 2 andfibr>\,then steady states E^,£, andE^={N\P*)where 
P' P 
N' =—t - n andP* satisfies \ = e'-''^'"^'''^''\noie that/»(P)= y , 0 all exist 
where E^'is unstable and E^ is a saddle point with global unstable manifold 
Ui^''(r,"),where r;{N) = Pr + '"^~^^''N-^^-^N'+0{N') is the local 
«>o or br 
unstable manifold of E^ = (r,0) andF is the map induced by (4.6). Moreover system 
(4.6) is uniformly persistent, i.e., there i s C > 0 , such that 
liniinf,^A^, > C a n d l i m i n f , ^ i ^ > C for any solution (N,,P^), of system (4.6) 
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withiVo>0 mdPo>0. In addition ifj3)I^\l-N*e'*^j<l then ^2 is locally 
asymptotically stable. 
(c) If r > 2 and yff 6r < 1, then (4.6) has only two steady states E^ and E^ where £"0 
and £i =('',0) are saddle points. The local stable manifold of £^ , is given as 
y / (N) = /3r + ^ " ^ " ^ ^ ^ N+^N'+0(N'). ]n addition, if y^^/"' < 1 then 
br br ' 
lim,_^ /^ = 0 for all solutions of (4.6). 
(d) Ifr > 2 and/3br> 1, then (4.6) has three steady states-£"0, E^ andEj where EQ is 
a saddle point and £", is a repeller. If in addition y ^ O 1, (where c > 0 as defined in 
Proposition (4,1)), then system (4.6) is uniformly persistent. 
4.4.4 Host parasitoid model based on Classical Nicholson-Bailey model with Allee 
effect[5] 
N,^,=N,e-^--^e---
N„P,>0 (4.7) 
where the entities have the following interpretation: 
N, is the host population size at time?. 
P, is the parasitoid population size at time t. The parasitoid here is a specialist and 
must search for a specific host in which to deposit its eggs. 
/? is the average number of offspring which a parasitoid can reproduce fi-om a 
parasitized host. 
i is a searching efficiency which is constant. 
e"*''is the probability of host not being parasitized. 
m is the Allee constant. 
The solutions of (4.7) are bounded and thus (4.7) is point dissipative. 
Moreover the map induced by (4.7) is asymptotically smooth and therefore (4.7) has a 
global attractor [7]. 
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Note that system (4.7) has a trivial steady state E^ = (0,0) for all parameter 
values. Forr < Q^ , the following result has been proved. 
Theorem 4.3 [5] 
If r < TQ then^o = (0,0) is the only steady state for system (4.7) and all solutions of 
(4.7) converge to EQ . 
On comparing Theorems 4.2 and 4.3, Jang and Diamond [5] concluded that 
both populations are more likely to become extinct when Allee effects are 
incorporated into this host parasitoid interaction. 
Theorem 4.4 15] 
Ifr = ro then (4.7) has two steady states £"0 = (0,0) and E^ = [N,Q] 
t •!'T " ~ fn + ym + 4 / 7 I _ . , , , . . . , , 1 T^  • 
where N = x = , EQ IS locally asymptotically stable and £, is non-
hyperbolic. 
(a) If pbN>\, then solutions of (4.7) all converge to £„. 
(b) Ifj3bN<l, then solutions of (4.7) satisfylim,_^/^ = 0. In addition if either 
1 JVo'e'-^° 
A^o <A''or No>Nand Po satisfies ^ ^T^'^TiT 7^ then the solution converges b Nim+N^) 
to^o 
From Theorem 4.4 , it follows that if r = /•(, the parasitoid will extinct and the 
host may survive only if /3bN < 1 and A^o -^  '^• 
Proposition 4.2 [5] 
Let r > ro. Then in addition IOEQ = (0,0), system (4.7) has two other boundary steady 
states £„ =(A^,,O) with N, = ^ = 0.3618, at r = 2.0,m = 1.5and A^ = ]^ = 0.0685, at 
r = 3.2,m = l.5 and £,2=(A^2»O) with A^^ = Z = 1.1794at r = 2.0,m = l.5md 
N^=x.= 2.7668 at r = 3.2,m = 1.5 where £,, is a saddle point if^N^ < 1 and a 
repeller if /2)A ,^ > 1. Steady state £,2 is locally asymptotically stable if 0^^ < 1 and 
-iVj +{2-m)N^ +3m>0 holds. Moreover for any solution of (4.7) withA^, > 0 
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lim,_,„(N,,P,) = (0,0),if either N^ ^ N^ or if A^^ > N,andP^ 
satisfies ^o - 7 ^ T T T T T T I • 
Proposition 4.3 [5] 
Letr > KQandfibN^ < 1 . Then system (4.7) has no interior steady state. Steady state 
£,] is a saddle point with local stable manifold 
rn*{N)=PN,+{-2/J-mo)N + ^ ^tJ^N'+o(N') and E,, is locally 
asymptotically stable ifN^<N. Moreover, solutions (A/^ , , P,) of (4.7) 
satisfy lim,_,„/', = 0 . 
Mathematical analysis for r> r^ is very limited. Nevertheless, it has been 
shown that solutions converge to the trivial steady state E^ = (0,0) when initial host 
population sizes are small, and the system may undergo a Hopf bifurcation when an 
interior steady state exists. 
4.4.5 Bifurcation Analysis 
(a) (b) 
Figure 3: (a)Bifurcation diagram of Eg. (4.5) with m = \.5(b) Bifurcation diagram of 
Eq.(4.5)whenm = 2.0. 
Figure 3 shows the bifurcation diagram of (4.5) with r as the bifurcation 
parameter.The first 6000 iterations were eliminated and the next 50 iterations were 
recorded. Since r^ , =1.8450 it can be seen that all solutions converge to 0 if r < r,md 
solutions converge to either Oor a positive steady state when r is roughly between 
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1.85 and 2.85 as demonstrated in Theorem 4.1(c) whereXj ^X. A period-doubling 
bifurcation occurs when r is about2.85. The next period-doubling bifiircation occurs 
when r is around3.25 . 
<a) (b) 
ItXJ 
<c) (d) 
Figure 4: Bifurcation diagrams (a) and (b) for system (4.6) respectively when /? = 25 
andb = 0.03. (c) and (d) provide one solution of system (4.7) when r = TQ . 
Figures 4(a) and (b) show the bifurcation diagrams for system (4.6) when 
^ = 0.03 andyff = 25. Note that the parasitoid population becomes extinct as ris 
increased somewhat beyond 3 (e.g., ;56e''' < J3be* =0.81897225 <1 and parasitoid 
population becomes extinct). Therefore the system is not uniformly persistent if r is 
large as mentioned in Theorem 4.2 (d). Figures 4(c) and (d) plot host and parasitoid 
populations against time respectively. It is clear that the host population can survive 
while the parasitoid becomes extinct. Herer^r^, /JbN<\ and NQ>N is small. 
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Figure 5: (a) and (b) are bifurcation diagrams for system (4.6); (c) and (d) are 
bifurcation diagrams for system (4.7). 
Figures 5(a) and (b) show the bifurcation diagram for system (4.6) when 
b = 0.03 and /? = 25. Figures 5(c) and (d) provide bifurcation diagram for system 
(4.7) using m = 0.5. b = 0.03 /? = 25. From figure 5, it may be concluded that the 
host population is more likely to become extinct when the population experiences the 
Allee effect. 
4.5 Celik and Duman model [8] 
4.5.1 Discrete- time predator prey system: without Allee effect 
N,,^=N,+rN,i\-N,)-aN,P, 
F,^^=P,+aPXN,-P,) (4.8) 
where the entities have the following interpretation: 
N, is the density of prey population at time t. 
P, is the density of predator population at time /. 
N, {1 + r(l - N,)} is the rate of increase of prey population in the absence of predator. 
aN^P, is the rate of decrease due to predation. 
a is the predation parameter. 
r is the positive constant. 
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P,{l + a(N,-P,)) is the variation of predator density with respect to the prey 
population. 
Note that if the predator density disappears in the model (4.8), then the prey 
density satisfies the discrete logistic type model. 
System (4.8) has three equilibriums i.e. (o,0),(l,0) and(A^*,P*) 
where N* =P* = . For the equilibrium point (0,0), the corresponding 
a+r 
characteristic equation is X^ -2A. + l = 0 and its roots are/I, =7^ =land for the 
equilibriimi point (l,0) the corresponding characteristic equation 
isA^ -(r-2)A + l-r = 0. Note that [N\P*) is the unique positive equilibrium 
point. The equilibrium point (0,0),(l,0) are non-hyperbolic equilibrium points and the 
nature of [N',P*) can be stated as follows. 
Theorem 4.5 [8] 
The positive equilibrium point {N',P*) of the predator-prey system (4.8) is 
asymptotically stable if 
^ 4 ar , 
2 — < <1 . (A) 
r a + r 
The next result follows fi"om above theorem immediately. 
CoroUary 4.1 [8] 
The positive equilibrium point (A'^*,P')of the predator-prey system (4.8) is unstable 
if and only if either 2 — > or >1 . 
r a+r a+r 
4.5.2. Discrete- time predator prey system: with Allee effect on prey population [8] 
N,,, =N,+rN,{\-N,)-^-aN,P, 
P,,,=P,+aPXN,-P,) (4.9) 
where 
most of the entities have the same meaning as given in (4.8). 
N,/(u +7V,) represents the Allee effect function. 
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r u is the AUee constant satisfying the assumption 0 < M < —. 
a 
The three equiUbrium points of the new system (4.9) are 
(0,0),(l,0)and(iSr*„ ,P*„), where 
Again, the equilibrium point (0,o),(l,0) are non-hyperbolic equilibrium 
points and the nature of \N* ,Pj) can be stated as follows 
Theorem 4.6 [8] 
If 0 < M < — the positive equilibrium point {Nl, P„') of the predator-prey system (4.9) 
a 
is asymptotically stable if 
2-i^:(?i±lI<i^<i. (B) 
The following result is an immediate consequence of Theorem 
CoroUary 4.2 [8] 
If 0 < w < — the positive equilibrium point (NI,P*) of the predator- prey system 
a ^ ' 
4r(u + l) (r-ua^ ^ (4.9) is unstable if and only if either 2 ^  f > a (r - ua) y a + r J or a 
r-ua ] 
ya + r J 
f 
Under assumption 0 < « < — the predator-prey system (4.9) has unique 
a 
positive equilibrium point(7/*,P„'). From above, it is clear that both prey and 
predator densities at the equilibrium are decreased due to Allee effect. 
Remark: If the Allee constantM=0 (i.e. if there is no Allee effect on the prey 
population), then (B) reduces to (A) immediately. 
4.5.3 Numerical Simulations 
For the numerical simulation, Celik and Duman [8] fixa = 2. Then the 
positive equilibrium points {N',P') and (N\^,P'',.) reduce to 
N'=P'=-^ and N:=P: = r-2u 
2+r " " 2 + r 
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Then it follows from theorems (4.5) and (4.6) that [N\P) is asymptotically 
stable if 0 < r <2and [N^,P^) is asymptotically stable if 2u <r <4u + 2. 
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Figure 6: The trajectories of predator and prey densities with and without Allee effect 
by using the initial conditions N^ = 0.3, PQ = 0.2 and by fixing a = 2. The graph in (a) 
(resp (c)) indicates the solution of model (4.8) with r-\A (resp r = 2.2>, however 
the graph in (b) (resp d) corresponds to model (4.9) when the prey population is 
subject to the Allee effect with r = 1.4 (resp r = 2.2^ and u - 0.09. 
Figure 6 shows the trajectories of predator and prey densities in systems (4.8) 
and (4.9) using a = 2 and the initial conditions A^^ = 0.3, P^ = 0.2. The value r = 1.4 
has been used in figure 6(a) and (b) while r = 2.2 in figure 6 (c) and (d). Here (a) and 
(c) show the trajectories of predator and prey densities in model (4.8), however, (b) 
and (d) correspond to model (4.9) taking the same parameters as in figure 6(a) and (c). 
Figures 6(a) and (b) indicate that when the prey population is subject to an Allee 
effect, the local stability of the equilibrium point increases and trajectory of the 
solution approximates to the corresponding equilibrium point much faster. 
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Furthermore, figures 6(c) and (d) represent that the corresponding equilibrium point 
move from instability to stabiHty under the Allee effect. Taking Allee effect function 
as NJ{u+N,) and Allee constant M = 0.09, these figures show that the numerical 
simulations agree with the analytical results on the stabilizing effect of the Allee 
function when applied on prey population. 
23 11 ?» 
Gr««lhr«la 
ti 
Figure 7: Bifurcation diagrams of predator and prey densities in model (4.8) and 
(4.9) with the initial conditions N^ =0.3,Po -0.2, and the parameter values 
a = 2,u = 0.09 and r = 1.94:0.001:2.6. The graphs on the right hand side are given 
by model (4.9) when the prey population is subject to the Allee effect while the others 
correspond to model (4.8) 
Figure 7 show the bifurcation diagrams of predator and prey densities of 
model (4.8) and (4.9) with the initial conditions N^ = 0.3, P^  = 0.2 and the parameter 
values a = 2, w = 0.09 and r = 1.94:0.001:2.6. Figures 7 (a) and (c) show the 
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bifurcation diagrams of model (4.8) and Figures 7(b) and (d) show the bifurcation 
diagrams of model (4.9). 
4.6 Liu et al model [9] 
4.6.1 The host parasitoid model with Allee effect for the host and clumping effect 
for the parasitoid 
Authors in Liu et al [9] consider the following model 
N„, = N, exp 
N,+m 
^ aP "^* 
1 + ^ 
k 
P =N r 1 - 1 + aP, (4.10) 
where the given entities have the following interpretation. 
N, is the host population size at time^. 
P, is the parasitoid population size at time /. 
r is the intrinsic growth rate. 
K is the carrying capacity of the environment. 
c is the lower bound for the host. 
k is the clumping parameter. 
(N -C) 
—'• represents the Allee effect function. (N,+m) 
m is the Allee constant. 
a is the searching efficiency. 
hi natural world, parasites are neither randomly distributed nor evenly 
distributed in space but they are usually aggregated or clumped distributed, i.e. many 
host harbor a few or no parasites while a few hosts harbor a large number of parasites. 
As the encounters between host and parasitoid are assumed to be aggregated, the 
number of encounters nper unit time can be approximated by Negative binomial 
distribution, where the probability mass function is given by 
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Note that the fraction of the host that remain unaffected can be described as 
F(0) = 9 - = ( ! + ;,)-* 
where k is the clumping parameter and 
g=l + p=aPy^ + 1 
4.6.2 Stability analysis 
In this section, local stability analysis of the non negative equilibria of system 
(4.10) is discussed. There are two non negative equilibrium points for system (4.10). 
The total extinction solution E,^ = (0,0) (trivial equilibrium) and the coexistence 
solution for the two species is^"* = [N*,P*) (non trivial equilibrium). 
System (4.10) can be rewritten in the form given below 
Nit + l) = F,iN„P,) 
P{t + l) = F,{N,,P>) (4.11) 
The eigenvalues for£'o = (0,0) are A, = e '^ '^  \ ^r= 0 which shows that E^ = (0,0)is 
a stable node. The equilibrium point E* = {N*,P' ) satisfies the following equation 
1 / * \ Qk\Q' - 1 k / I g / * - i 
a{Q-\) 
where g is the net rate of increase in the host per generation, which in this model is 
Q = e N*+m 
Note that E* = {N*,P*) cannot be solved in a closed form. The eigenvalues 
for E* = (N*, P *) are real and U,, |< 1 if 
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5 ^ - 4 C > 0 a n d - 1 < - ( 5 ± V 5 ^ - 4 c ) < l 
which yields 
4C<B^ <4C + 4 (4.12) 
dF, dF, 
Where 5 = ^ 1 . + ^ 1 . 
dN dP 
dN '^ * dP ^' dN '' dP ^' 
The eigen values U, 2|< 1 become complex and are inside the unit circle in the 
complex A - plane for 5^ - 4C < 0 and B^ + [4C -B^)<4 which yields 
B^<4C<4 (4.13) 
where B and C are coefficients of the quadratic characteristic equation. 
Positive equilibrium point E* = {N*,P*) is stable if (4.12) and (4.13) are satisfied. 
4.6.3 Bifurcation analysis 
(«) 
r^~ 
• 
"^  ^tfl HI 
•1 k-.idHH 
I 
tb) 
I 
1 2 3 
SearcNne efficiency,a 
1 2 3 
dumping index, k 
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Figure 8: Bifurcation diagram of parasitoidpopulation in model (4.10) without Allee 
effect (m = 0,c = 0) (a) with respect to the searching efficiency a. the 
parametersr = XK.=S,k = \.5 and the initial valuesN^ = 5, PQ = 2.5 (b) with 
respect to the clumping indexk, the parametersr = 3,a = 2,K = 5, and the initial 
values. NQ =5,PQ= 2.5. 
Figure 8, shows the bifiircation diagrams for the two major parameters a and 
k when Allee effect is not included (m = 0,c = o). Figure 8(a) represents the 
bifurcation diagram of parasitoid population with respect to the bifurcation parameter 
a, while figure 8(b) with respect to the clumping index k These two bifurcation 
diagrams are similar to classical bifurcation diagrams, where the routes to chaos is 
through periodic doubling and crisis. Particularly, for a large range of these 
parameters, the host and parasitoid can coexist, although the system dynamics are 
chaotic and non periodic. 
0 0.02 004 0.C6 0X» 0.1 0.12 014 0,16 0.18 
l,<»w«rbi>ufid,c 
H:: :. ' 
a5|0>) 
25 y 
S. 2 
S1.S 
• 0 6 
Oi—X-
0123S 0,1236 0.T237 0.1236 
Lower bound, c 
0.1239 0,124. 
Figure 9: Bifurcation diagram of parasitoid population with respect to the lower 
bound c in model (4.10), (a) Parasitoid population size P and (b) gives details of (a). 
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The parameter values arer = 3,a = 2,K = 5,k = l.5,m = O.OQOland the initial values 
N,=5,P,=2.5. 
Figure 9 shows the bifurcation diagrams of parasitoid population when Allee 
effect is included. From figure 9(a), it can be seen that the host parasitoid system 
begins with period-4 fluctuations. As c approaches to 0.02913, system experienced a 
period doubling from period-4 to period -8, and then immediately experienced a 
period halving bifurcation from period -8 to period -4 ate = 0.05315 . As c further 
increases, the system suddenly changes into quasiperiodic ate = 0.05688.In figure 9 
(b), quasiperiodic attractor abruptly disappears and goes period -5 ate = 0.12352.thus 
constitute a type of attractor crisis. 
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Figure 10: Bifurcation diagram of parasitoid population and host population with 
respect to the searching efficiency a in model (4.10) (a) parasitoid population size P 
and (b) host population size N. The parameters values 
arer = 3,K = 5,k = \.5,c = 0A,m = 0.0002, with initial valuesN^^ = 5. P^ =2.5. 
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Figure 10 illustrates the bifurcation diagrams of model (4.10) for the 
parasitoid and the host population dynamics which are almost similar except the left 
part, where parasitoid goes extinct and host is 3-period dynamics so only parts of 
figure 10 (a) is magnified in figurell.The parasitoid population size is plotted as a 
fiinction of the bifixrcation parameter a and the parameter values 
are c = 0.1,m = 0.0002. From figure 10 (a), it is clear that system experiences a 
period-doubling reversal fi-om chaotic dynamics at a = 0.3335 to period 32, period 
16, period 8 and then period-4, period-2, and ata = 0.4134 stable coexistence (details 
plotted in figurell(a)). When the parameter a further increases, the system dynamics 
will quasiperiodic through a Hopf bifurcation (the critical value isa = 1.6362). From 
figure 11(b), it is clear that when a is slightly increased beyond 2.2003, the 
quasiperiodic attractor abruptly disappears, thus constituting a type of attractor crisis. 
At the same time period 5-attractor arises. When a increases beyond 2.394 crisis 
occurs again (figurel 1(c)). 
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Figure 11: Magnification of part of figure 10 (a), (a) 0.32 < a < 0.44; fb; 
2.2<a< 2.202; and (c) 2.375 <a< 2.42. 
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O.S 1 1.S 
Clumpinig index, k 
1J 1.81 1.62 1.63 1.84 1.85 1.63 187 .1.33 
Ckimping index, k 
Figure 12: Bifurcation diagram of parasitoid population with respect to the clumping 
index k in the host -parasitoid model (4.10) for (a) Parasitoid population size P 
and (b) give details of (a). The parameter values used are 
r = 3,a = 2K = 5,c = 0A,m = 0.0002 with initial valuesiVg = 5,PQ = 2.5. 
Intrinsic growtti rate, r 
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Figure 13: Bifurcation diagram of parasitoid population with respect to the intrinsic 
growth rate r in the host - parasitoid model (4.10). The parameters values are 
a = 2,K = 5k = \.5,c = Q.\,m = 0.0002 with initial valuesNQ = 5,P(, = 2.5. 
Figure 12 shows the bifurcation diagrams with respect to A: for model (4.10) 
which illustrates the stabilizing effect of the aggregation of the parasitoid attacks. 
Figure 12(a) shows that the system will first experience a period doubling reversal 
fi*om chaotic dynamics with periodic windows to period-32, period-16, period-8, 
period-4, period-2 and then becomes stable atk = 0.2568. It can be clearly observed 
that host and parasitoid can coexist stably in the range of(0.2568,1.4349). Figure 12 
(b) shows the periodic window within the region of quasiperiodicity. Finally, 
parasitoid goes extinct atA; = 1.9147. Note that the clumping effect can be considered 
as a stabilizing factor, especially for moderate clumping level. 
In figure 13 parasitoid population is plotted as a function of intrinsic growth 
rate r and the initial values arejVo =5,PQ= 2.5. Figure 14 gives details of figurelS. 
01 ^ u , . ^ 
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Figure 14: Magnification of part of figurelS (a)2.42<r< 2.5 (b) 3.15<r<3.17 
and(c) 3 .2<r<3 .3 . 
Figure 14(a) shows a periodic window with a cascade of periodic attractors. 
Figure 14(b), shows the window which is not a periodic window with a cascade of 
periodic attractors in the range of r €(3.1563,3.1683). Figure 14(c) shows another 
complex dynamics of attractor crisis. As r increases from3.23 Uo 3.2812, parasitoid 
goes extinct. But for several concrete r such asr = 3.27136,r = 3.27137 , parasitoid 
persist in the form of chaos. Figures 14 (b) and 14(c) also show that there are some 
ranges where multiple attractors coexist in the range[3.1563,3.1683] U[3.231,3.2812]. 
By comparing the bifurcation diagrams with and without AUee effect, they notice 
that the chaotic parameter range shrinks, although complicated dynamics are not 
thoroughly removed. 
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4.7 Conclusion 
In this chapter we have focused on some models which include AUee effect. 
These models govern the dynamics of host-microparasite interactions, host parasitoid 
interactions, predator-prey interactions and their variants. It is seen that these models 
can have very rich dynamics including, period doubling bifurcation, period halving 
bifurcation, hopf bifurcation, including quasi periodicity and attractor crisis. 
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Chapter 5 
BIFURCATION ANALYSIS OF A HOST-PARASITOID MODEL 
Abstract 
A two species host-parasitoid model system is considered. The global dynamic 
behavior of the model is investigated through (local) stability results for its equilibriums 
and large time computer simulations. Bifurcation diagrams are plotted for different 
parameter values. It is observed through these diagrams that the model has the possibility 
of chaotic behavior through period doubling. 
5.1 Introduction 
May [1] in (1976) demonstrated that several discrete-time models describing the 
dynamics of isolated single species populations displayed chaos for large range of 
parameters. Since then, a large volume of research (see e.g. [2, 3] and references therein), 
has emerged focusing on the possible existence of bifurcations and chaos in ecological 
nonlinear systems. 
hi Rolling fiinctional responses (type I and II both) [1965], it is assumed that 
predators do not interfere with one another when prey is in abundance but in case of 
depletion of prey, competition among predators for food occurs. Recently, Tang and 
Chen [4] reported the dynamic complexities of host-parasitoid interactions with a Rolling 
type II ftmctional response, and showed that discrete-time host parasitoid models can 
produce much richer set of dynamic patterns than those of continuous models. 
Tang and Chen model [4] is 
H{t + l) = H{t)exp r ^  1- Hit aTPJt) 
\] 
k {l + aTMt)). 
P{t + l) = H{t) 1-exp aTPJt) 
where different entities have the following interpretations: 
(5.1) 
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H{t) is the host population size at generation /. 
P{t) is the parasitoid population size at generation t. 
r is the intrinsic growth rate of the host population. 
k is the carrying capacity of the environment. 
a is the instantaneous search rate. 
T is the total time initially available for the search. 
T^ is the handling time. 
One of the well-known fimctional response is the Beddington De-Angelis 
functional response (1975). The main difference of this functional response from classical 
HoUing type response is that it contains an extra term representing mutual interference by 
predators. 
In this chapter, we study Tang and Chen model [4] with Beddington-De Angelis 
fimctional response to extend its application to those situations where predator's mutual 
interference plays an important role. The aim of this study is to see how the dynamics of 
Tang and Chen model [4] changes with change in functional response. 
5.2 Our model 
Introducing Beddington-DeAngelis functional response into Tang and Chen 
model [4], it takes the form 
H{t + \) = H{t)exp 
I / ^ ; l + aT,H{t) + bP{t) 
P{t + \) = H{ti\-exp ( aTPit) ^ (5.2) \ + aT,H{tybP{t)^ 
In (5.2), 6 is a positive constant describing the magnitude of interference among 
the parasitoids and all other variables and parameters are the same as defined in (5.1). It 
can be noted that Tang and Chen model (5.1) is a special case of model (5.2) when* = 0. 
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53 StabiUty 
In this section, the existence and local stability of the non-negative equilibrium 
points of system (5.2) is investigated. System (5.2) has two non-negative equilibrium 
points namely the total extinction solution £„ = (0,0) and the coexistence solution for the 
two species £, = (/f *, P ' ) . The equilibrium point £, = (if*, P*) is given by 
-hyq \ + k(l + ^]{aT,+b~bq) 
aT{\-q) 
P-=^[1 + ^ ] (1- , ) 
i'-T 
where q -e 
Note that the equilibrium point E, =[H',P) cannot be solved in a closed form. 
It is well known that an equilibrium solution of a general discrete-time system such as 
H{t + l) = F{H{t),P{t)) 
P{t^\)=G{H{t),P{t)) (5.3) 
is (locally) asymptotically stable if all the eigenvalues X, of the Jacobian matrix J of 
(5.3) at the equilibrium He within a unit circle (or ;i,are such that |A, |<1 for all /). 
Otherwise, this equilibrium is unstable. 
The Jacobian matrix of system (5.2) at the equilibrium point E^ = (0,0) is 
[o 0) 
Accordingly, the eigenvalues are/l, = e', A^  = 0 and thus E^ = (o,0) is an unstable. 
5.4 Numerical simulations: Bifurcation diagrams 
It is very much clear from the previous section that system (5.2) can not be solved 
explicitly. Thus we have to study the long term behavior of this system by numerical 
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simulation. With a view to compare effects of two functional responses (i.e. Holling type 
II and Beddington-De Angelis responses) on the dynamics of the host and parasitoid 
populations of Tang and Chen model [4] (see model (5.1) in section (5.1)) we integrate 
our model (5.2) for both cases b = 0 midb^O. We consider rand a as bifurcation 
parameters and draw different bifurcation diagrams for total populations (i) varying 
a between 0.006 and 0.009 and (ii) varying r between 2 and 3.4. 
5.4.1 Case I: Holling type IIfunctional response (Le. b-0 in ntodel (5.2)) 
Figures 1 and 2 are bifurcation diagrams for total populations with Holling type II 
ftinctional response for different set of parameter values. In fact these figures given in [4] 
have been reproduced here by us just to verify the results of [4]. 
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Figure 1: Bifurcation diagram for total population of model (5.1) with 
r ^ 2.9, r = 100,r^ = 1,^ = 5 and a as the bifurcation parameter. 
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Bifurcation diagram 
Figure 2: Bifurcation diagrams for total population of model (5.1) with 
a = 0.008, r = 100, r^  =1,^ = 5 and r as the bifurcation parameter. 
5.4.2 Case II: Beddington- De Angelis type functional response (Le, b^O in model 
(5.2)) 
Figures 3 and 4 are bifurcation diagrams for total populations with Beddington-
De Angelis functional response for different set of parameter values. 
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Bifurcation diagram 
x10 
Figure 3: Bifurcation diagram for total population of model (5.2) with 
r = 2.9, r = 100,7], = 1, A: = 5,6 = 0.015 and a as the bifurcation parameter. 
Bifurcation diagram 
Figure 4: Bifurcation diagrams for total population of model (5.2) with 
a = 0.008, r =-100,7; = 1, A: = 5, ft = 0.015 and r as the bifurcation parameter. 
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5.5 Conclusion 
In this chapter we have introduced host parasitoid model with Beddington De-
AngeUs functional response. Comparing figure 1 (bifurcation diagram for bifurcation 
parameter a with Holling type II functional response) and figure 3 (bifurcation diagram 
for bifurcation parameter a with Beddington De-Angelis functional response), it can be 
clearly seen that as a increases from 0.006, a stable coexistence between the host and the 
parasitoid is observed. But in figure 1 Hopf bifurcation occur at a « 0.0065, and in figure 
3 it occurs at a « 0.0068. In figure 1 when a is slightly beyond 0.006685, chaotic 
behavior abruptly disappears but again returns in the form of four branches as a 
increases fiirther and again destroyed in crisis. In figure 3 chaotic behavior abruptly 
disappears as a slightly increases beyond 0.00729. As a further increases chaotic 
behavior returns in the form of four branches and again destroyed in a crisis as in figure 
1. In figure 1, period-doubling occurs at a«0.0083, and in figure 3, it occurs at 
a w 0.0087, and it leads to chaos in both figures. 
As can be seen from figure 2(biftircation diagram for bifurcation parameter r with 
Holling type II functional response), that the behavior of the model is very complicated 
including narrow periodic windows wide periodic windows, pitchfork bifurcation chaotic 
bands and crisis. Figure 4(bifurcation diagram for bifurcation parameter r with 
Beddmgton De-Angelis fimctional response) also shows complicated behaviors of the 
model mcluding narrow periodic windows,wide periodic windows and crisis. 
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