Understanding and modeling genetic or nongenetic factors that influence susceptibility to complex traits has been the focus of many genetic studies. Large pedigrees with known complex structure may be advantageous in epidemiological studies since they can significantly increase the number of factors whose influence on the trait can be estimated. We propose a likelihood approach, developed in the context of generalized linear mixed models, for modeling dichotomous traits based on data from hundreds of individuals all of whom are potentially correlated through either a known pedigree or an estimated covariance matrix. Our approach is based on a hierarchical model where we first assess the probability of each individual having the trait and then formulate a likelihood assuming conditional independence of individuals. The advantage of our formulation is that it easily incorporates information from pertinent covariates as fixed effects and at the same time takes into account the correlation between individuals that share genetic background or other random effects. The high dimensionality of the integration involved in the likelihood prohibits exact computations. Instead, an automated Monte Carlo expectation maximization algorithm is employed for obtaining the maximum likelihood estimates of the model parameters. Through a simulation study we demonstrate that our method can provide reliable estimates of the model parameters when the sample size is close to 500. Implementation of our method to data from a pedigree of 491 Hutterites evaluated for Type 2 diabetes (T2D) reveal evidence of a strong genetic component to T2D risk, particularly for younger and leaner cases. Genet. Epidemiol. 35:291-302, 2011. 
INTRODUCTION
Identifying the genetic and environmental factors that influence susceptibility to common complex diseases, such as T2D, is a major goal of current biomedical research. Although environmental risk factors can often be estimated by studying unrelated individuals, estimation of genetic risks requires related individuals. In fact, the presence of familial aggregation of a disease is often taken as indicative of a genetic factor in susceptibility. A common measure of the degree of familial aggregation is the sibling relative risk l s , the ratio of the risk of the disease in the sibling of a case to the risk in the general population. The relative risk to a sibling (or other relationship type) holds significant interest because the pattern of risk across different relatives may reveal information about the mode of transmission of the disease and because it is a critical parameter in determining the power to map disease loci [Risch, 1990a,b] . A typical study design for estimating l s would be to ascertain affected individuals from the population and measure the rate of disease among the probands' siblings, making adjustments for ascertainment bias, as needed [Olson and Cordell, 2000; Zou and Zhao, 2004] . This approach, however, does not easily account for individual specific risk factors, for example, age and gender, or common environmental effects. Apparent familial aggregation, then, may in fact be the result of shared nongenetic factors among families, but estimates of risk are uninformed by knowledge of these factors.
One approach to the analysis of binary traits that incorporate both environmental covariates and genetic correlation due to familial relatedness makes use of the generalized linear mixed model (GLMM) statistical framework. Although using GLMMs provides the necessary flexibility in modeling, it comes at the cost of large computational demands. In particular, the likelihood under such a model typically involves an integral of dimension equal to the number of individuals in the study. This difficulty, though, is ameliorated when the subjects can be grouped into nuclear families as the integral reduces to a product of integrals each of which has dimension equal to the size of the nuclear family. Recent work has addressed the case of binary trait data in nuclear families using either a Gibbs sampling approach [Burton et al., 1999] or an h-likelihood [Noh et al., 2006] .
Within the context of using a GLMM to model a binary trait, however, a sample of many related individuals presents significant computational challenges. Unlike the case of using nuclear families, where the likelihood separates into many independent likelihoods, with each being an integral of relatively small dimension, the likelihood for a large family will have a high-dimensional integral. Finding maximum likelihood estimates (MLE), then, becomes a daunting task. The particular application we undertake here involves the analysis of binary traits in hundreds of individuals, all of whom are joined together in a single, complex genealogy. Our approach is to use a Monte Carlo expectation-maximization (MCEM) algorithm to find MLEs of the GLMM [McCulloch, 1994 [McCulloch, , 1997 Booth and Hobert, 1999] . The Monte Carlo (MC) approach to the EM algorithm is computationally demanding because each calculation of the expectation calls for an MC sample. Here, we speed up the MCEM through the use of importance sampling [Levine and Casella, 2001] , which allows relatively few MC samples while maintaining the efficacy of the MCEM.
In this article, we first describe the GLMM framework and the likelihood associated with it, as well as the development of the MCEM and importance sampling implementations. We then demonstrate the validity of the method by applying it to a simple case where exact MLEs can also be computed. Simulations are used to show that the method gives reliable estimates in the more computationally challenging case of many related individuals. Finally, we demonstrate this method in a Hutterite pedigree in which 491 related individuals have been assessed for T2D, 36 of whom were affected.
METHODS HIERARCHICAL MODEL
Consider a family of arbitrary structure consisting of n members, and let y t 5 (y 1 ,y,y n ) be a vector of zeros and ones indicating whether an individual is affected (1), or not (0) by a binary trait of interest. We assume that for each person i the susceptibility to the trait is influenced by an underlying (unobserved) random polygenic effect u i and (potentially) by some known covariates x i (e.g., age, sex, etc.). Furthermore, suppose that given the random effects u i , each pedigree member i independently has the trait with probability p i . In other words, given u 5 (u 1 ,y,u n ), the y i 's are assumed to be independent Bernoulli trials, each with parameter p i . Finally, the probabilities p i are modeled as functions of the covariates and the random effects as follows
where b is a vector of fixed unknown regression coefficients and h is an appropriate function that takes values between zero and one. Although there are a variety of functions that satisfy this condition, throughout we will assume that h is the inverse logit function, that is hðtÞ ¼ e t =ð11e t Þ. To completely specify our model we assume that the random effects u follow a multivariate normal distribution with mean zero and some covariance matrix X, i.e., u$MVN(0,X). Under additivity across the effects of the trait contributing loci, it can be shown [Jaquard, 1974; Abney et al., 2000] that O has the following form
where s 2 a and s 2 d are the additive and dominance genetic variance in the population, s 2 h and Cov h (a,d) are the dominance variance and additive-dominance covariance in homozygous populations, and SS m h is the inbreeding depression. Finally, U is a known matrix whose (i,j)th element is the kinship coefficient between individuals i and j, while the elements of the V matrices are also known and are functions of the condensed coefficients of identity [Jaquard, 1974] . Here we make the simplifying assumption that all genetic variances other than additive are zero so that Equation (1) only retains the first term and in that case the total genetic variance s g is equal to the additive component s a . Also, note that unlike in the case of a quantitative trait, this formulation does not include residual environmental variance. Here, this random residual effect is captured by the Bernoulli trials for the affection status.
THE LIKELIHOOD
In order to estimate the genetic parameters of interest r 2 ¼ s 2 g , as well as the covariate parameters b that correspond to the fixed effects, we need to formulate the likelihood function given the observed data under our model. If the random genetic effects were observed, then this likelihood function would simply be L c ðb;r 2 ;y;uÞ¼ 1
where B(Á)and f u (0,X) denote the density functions for the Bernoulli and the multivariate normal with mean zero and variance-covariance matrix O, respectively. However, in practice we only observe the affection statuses y. Thus, we need to integrate out the u i 's to obtain the marginal likelihood
Evaluation, as well as maximization of this marginal likelihood requires the computation of an n-dimensional integral, where n is the number of individuals. In general, unless n is small or X has a fairly simple form, exact computation of the above integral is infeasible [Booth and Hobert, 1999] . Nevertheless, there are several approaches available that can be useful in overcoming this obstacle, such as the Monte Carlo Newton-Raphson (MCNR) method [Lange, 1995] , the Simulated Maximum Likelihood (SML) approach [Geyer and Thompson, 1992] , the Stochastic Approximation Expectation-Maximization (SAEM) [Delyon et al., 1999] , or the Monte Carlo EM (MCEM) [Wei and Tanner, 1990] , to name a few. We opt to use the last one since simulation studies suggest that it performs at least as well as the other approaches for a variety of models [McCulloch, 1997; Booth and Hobert, 1999] .
An EM algorithm is a natural method to use for this type of problem because the loglikelihood of the complete data (2) is considerably simpler than the observed data likelihood (3). In this case the E-step entails calculating the conditional expectation over u of the complete data loglikelihood given the observed y. It is this step that presents the primary computational challenge of this problem. Our approach combines MCMC and importance sampling techniques and is detailed in the Appendix.
CONVERGENCE OF THE ALGORITHM
In order to study the convergence properties of our algorithm we perform the following study. We created an artificial super-family of 208 individuals by concatenating 52 nuclear families. Note that the fact that not all the individuals are related to each other should not affect the behavior of the MCEM algorithm, except that the matrix F will simply have a block diagonal form. However, using the independence across families allows us to compute the exact likelihood curve for this super-family and obtain the true value of the MLE's for the model parameters. We analyzed this super family assuming a model with no covariates and only with additive genetic variance. The left graph in Figure 1 displays the likelihood curve around the vicinity of the MLE of the s g , 1.42, marked by the solid gray line. We can see that the likelihood seems to be well behaved in this region.
To gauge the effect of the choice of the starting point on the convergence of the algorithm, we maximized the likelihood 250 times each time randomly selecting a staring point in the interval from 0.5 to 6.5. We avoided starting points closer to 0, since from preliminary analyses such starting points seemed to result in an MCEM that takes too long to move away from that neighborhood. For all runs we used a burn-in period of 1,000 iterations before we switched to the importance sampling version. For the stopping rule we required that the criterion be met three consecutive times to avoid premature stopping of the algorithm. The resulting MCEM estimates from those runs are summarized in the middle and right graphs of Figure 1 . The solid gray line corresponds to the true value of the MLE, while the black dashed line on the third graph marks the 1,000 iteration where the algorithm switches to the importance sampling. As we can see from these graphs, the estimates of the MLE from these 250 runs were very close to the true MLE demonstrating that, as long as the starting point is not too far away from the neighborhood of the true MLE, the algorithm will converge to the right value with high accuracy with a mean relative error from the true MLE of 0.04. Furthermore, we can see that typically, regardless of the starting point, we need about 500 iterations for the MCEM to bring us in the neighborhood of the MLE. Finally, note that our model had only one parameter, the genetic variance component. As a result, the likelihood function was very sharp in the vicinity of the MLE, allowing the algorithm to converge quickly and with high accuracy. Due to the limited information inherent in binary data, adding more parameters (covariates) in the model would likely result in a flatter likelihood function [McCulloch, 1997; Sung and Geyer, 2007] . In such a case, the MCEM algorithm would require larger number of MC realizations to converge to the true MLE with the same accuracy, thereby resulting in longer runs of the algorithm.
A SIMULATION STUDY
To explore the properties of our method we performed a simulation study. We considered three different types of multi-generational pedigrees, all modeled after specific sub-branches of the Hutterite pedigree [Abney et al., 2000; Ober et al., 2001] . The first two pedigrees resembled a five and seven generation family with 220 and 382 members, respectively. The third pedigree, of 491 individuals, had exactly the same covariance structure as the Hutterite subpedigree we analyze below and consisted of the four most recent generations of a 1,623 member pedigree founded by 64 individuals of European descent (see description below). The genetic model we considered included two fixed effects, intercept (b 0 ) and gender (b 1 ), and a genetic additive random effect (s g ). The values of the parameters b 0 , b 1 , and s g , of the simulation model were set to À1, À0.25, and 4, respectively, and they were chosen in such a way as to yield an average disease prevalence in the family close to 12%, while making sure that the model would not generate pedigrees with too few affected individuals that could potentially cause problems in the algorithm (Table I ). For each pedigree type we generated phenotypes for 200 replicates and analyzed them according to the following scheme. First, values for the underlying quantitative risk for all family members were randomly generated from a multivariate normal with mean zero and covariance matrix given in (1). Then, for each member of the family we computed the person-specific probability of being affected by the trait using the logit function and the information on the covariates. These probabilities were then used to determine the affection statuses of the family members through conditionally independent Bernoulli trials. For the MCEM computations, we set the number of initial burn-in iterations B to 500. The stopping criterion used was the one described in the Appendix, where we required that the criterion be met for three consecutive times before convergence was declared. Finally, in order to moderate the effect of potential local maxima, we decided to run the MCEM algorithm five times, each time using a different starting point, and take as MLE's for each model parameter the median of the resulting values from these five runs.
The results from the simulations are summarized in Table II . We can see that when the family size was 220 individuals, the estimates of the parameters showed some bias. In particular, the estimates for the random polygenic effect seemed to be slightly positively biased. However, as the family size increased, the bias was significantly reduced. This is not entirely surprising. Biased estimates, especially for the random effects, may be expected in the GLMM context [Moreno et al., 1997; Burton et al., 1999; Noh et al., 2006; Yun and Lee, 2004] . Bias can be particularly pronounced in situations in which the trait prevalence is less than 15%, as it is in this case [Yi and Xu, 1999; Stock et al., 2007] . Furthermore, restricting the genetic variance to be positive was also expected to positively bias the MLEs [Burton et al., 1999] . Including more individuals in the analysis should, in principal, help moderate the bias on the estimates, whether this bias comes from low prevalence or from the constraint that the parameter has to be positive, however, at the cost of greater computational intensity.
The last column of Table II provides the observed coverage of the 95% confidence intervals based on the asymptotic normality of the MLEs. We can see that the coverage for the genetic variance component was lower than the nominal one. This is again not surprising. Low coverage probabilities of the confidence intervals for the variance components have also been observed before in the MCEM context [Burton et al., 1999] . The very low coverage probability may indicate issues with the starting points leading to local maxima. Such problems are not unusual in GLMMs, where non-unimodal likelihood functions are observed quite often [McCulloch, 1997; Sung and Geyer, 2007] . Furthermore, the coverage probably might have also been affected by the fact that the estimates of the parameters, and especially those for the genetic component, are biased. An additional reason for this low coverage probability may also be that the distribution of the MLE's seemed to not have reached asymptotic normality. Indeed, as we can see from Figure 2 , the observed distribution of the MLEs, and especially of that for the genetic variance, seem to be rather skewed even when the family comprised 491 individuals, implying that this size may not be sufficiently large for the central limit theorem to take effect. This could be the result of estimating the target function to be maximized using an MCMC sampling scheme, which can affect the validity of the asymptotic normality of the resulting MLEs [Sung and Geyer, 2007] . Moreover, we observed flatness in the likelihood function in the neighborhood of the MLE, suggesting asymptotic normality has not yet been achieved in the data set. To investigate the effect of the choice of the starting point on the bias of the estimates and the coverage of the asymptotic confidence intervals, we decided to increase the MCEM runs to 21, and again take the median estimates as MLEs. As we can see from Table III increasing the number of runs of the MCEM significantly reduced the bias. Even though the coverage probability was also significantly increased, it remained below the nominal value, indicating that the problem with the non-normality of the asymptotic distribution of the MLEs is probably still an issue.
TYPE 2 DIABETES IN THE HUTTERITES
The Hutterites are a religious isolate of more than 40,000 members living on approximately 400 communal farms in the northern United States and western Canada. Due to the small number of founders and their communal lifestyle, the Hutterites have been the focus of genetic studies for over 50 years [Ober et al., 2001 [Ober et al., , 2008 [Ober et al., , 2009 Steinberg et al., 1967; Hostetler, 1974] . Here we consider 491 Hutterites of age 15 years or older who were evaluated for T2D between 1996 and 1997. Information on pertinent covariates, such The values of the parameters b 0 , b 1 , and s g of the simulation model were set to À1, À0.25, and 4, respectively. as gender, age, and BMI, were available for all subjects. All individuals in our study are related to each other through a complex pedigree of 1,623 individuals that traces back to 64 ancestors who were born between the early 1700s and the early 1800s in Europe [Abney et al., 2000] . For more information on the history and the relationship of the pedigree members, the reader is referred to Ober et al. [2001] or Steinberg et al. [1967] . A total of 36 individuals were clinically diagnosed with T2D based on their fasting glucose levels, according to the American Diabetes Association criteria [2010] , yielding an overall prevalence of 7.5% (Table IV) . There were slightly more women with T2D than men, 20 (8%) versus 16 (6%). Hutterites with T2D were significantly older than those without T2D (average age of 60.1 versus 33.6 years, respectively), and more overweight (mean BMI 5 31.1 and 25.8, respectively). Only seven individuals with T2D were younger than 50 years at the time of study. Because of the highly polarized distributions of age and BMI, and possible differences in gender between the Hutterites with and without T2D, we fit several models that included That is, we set B to 500 and we required that the stopping criterion be met for three consecutive times before convergence was declared.
Based on the simulation results we decided to run the MCEM algorithm 21 times using different starting points and took as MLE's for the model parameters the medians of the resulting values from these runs. Table V displays the MLE estimates for the parameters for all five models we considered as well as their estimated standard errors. The results suggest that gender is not an important risk factor for T2D in the Hutterites. Models II and IV suggest that the other two covariates are significant risk factors for T2D, as expected [Narayan et al., 2007; Bays et al., 2007] , while Model V further indicates that age and BMI are independent because the interaction term was not statistically significant. Finally, all models clearly indicate a significant genetic component to the trait in the Hutterites, as for all models the estimate of the genetic variance component was statistically significant.
Interpretation of the coefficients of the fixed effects in our model is similar to that of the coefficients of the fixed effects in a logistic model and they are subject-specific and not population specific [Burton et al., 1999] . The genetic variance component can be interpreted in a similar fashion as in the case of variance components of a continuous trait but on the log scale [Burton et al., 1999] . Traditionally, in the context of continuous traits one gauges the contribution of genetics using a measure such as broad or narrow heritability, which are ratios of functions of the genetic variance components, over the total variance at the trait (sum of the genetic and the residual -environmental -variance). In our case estimation of heritabilities is hindered because our model does not include an explicit environmental variance component. One might consider using the binomial residual variance, appropriately transformed on the log scale, as an estimate of the environmental effect. However, this is not appropriate because the binomial residual variance is not analogous to the environmental variance in the continuous traits and as such it can lead to misleading conclusions [Burton et al., 1999] .
Instead, in Figure 3 we plot the population prevalence of the trait and the recurrence probability (risk) for siblings as a function of the age of a person. We only considered models III and IV (Table V) because neither sex nor the Age Â BMI interaction term was a significant predictor of risk. For the sibling recurrence risk we computed the probability of a person having T2D at a certain age, given that a sibling had T2D at the same age. To compute the risks under each model we worked as follows. First, using the MLEs of the parameters and for a given age, we computed the marginal probability of a single person being affected (i.e. the prevalence) using equation (3). This was an easy task because the data consist of a single individual resulting in a one-dimensional integral. In a similar fashion, we used the same equation to compute the joint probability of two siblings being affected by setting their phenotypes to y 1 5 y 2 5 1 in Equation (3) and using the same age value for both siblings. This was also easily computed as it involved a two-dimensional integral and computations were feasible using standard software packages. Finally, we divided the joint probability by the marginal probability to obtain the sibling recurrence risk. For the models that included BMI as a covariate, we computed the risks assuming the same BMI for both siblings. We selected two different BMIs that corresponded to the average BMI observed among Hutterites with T2D (BMI 5 31, which is considered obese) and among those without T2D (BMI 5 26, which is considered normal) at the time of examination.
From Figure 3A we can see that all models suggest a significant increase in the risk for T2D with increasing age, as expected [Bays et al., 2007] . Consistent with our observations, the risk of T2D is low for Hutterites younger than age 50 years and increasing sharply thereafter. Obesity is also a significant risk factor, as previously reported [Narayan et al., 2007; Bays et al., 2007] . A BMI of 31 increases one's risk for T2D between 30 and 100% relative to a person of the same age and with a BMI of 26. For instance, based on the model that included BMI (Model IV), a 50-year-old person with a BMI of 26 has a 5% chance of having T2D, while a 50-year-old person with a BMI of 31 has twice this risk (10%) of having T2D. Similarly, two individuals who are 60 years old have 24 and 32% chances of having T2D, depending on whether their BMI is 26 or 31, respectively, marking a 33% increase in the risk. Thus, the absolute risk for T2D in the Hutterites increases with increasing age and increasing BMI. We next specifically examined the contribution of family history (i.e., genetics) to T2D risk. Having a sibling with T2D increases the risk of T2D at all ages, regardless of BMI, in the Hutterites (Fig. 3B) . However, the increased risk for T2D is highest when the affected sibling is young and with lower BMI. For example, having a sibling with T2D by the age of 40 years is associated with a five-to eight-fold increased risk for having T2D at the same age, with absolute risk increasing from 1.5-3.5% to 15-18.5%, depending on BMI. The fold increase in risk is less pronounced at older ages, dropping to around 1.5 at 70 years or older. This indicates a potentially strong genetic component for early onset T2D, with a lesser contribution of genetics to T2D risk at later ages. Similar to the age effect, there is a stronger genetic component to T2D risk at lower BMI. Thus, the highest relative risk for T2D in the Hutterites are for siblings of T2D cases who are young and of normal weight.
DISCUSSION
We have described a likelihood method, developed in the context of the GLMMs [McCulloch, 1997] , for modeling dichotomous traits using data from a large complex pedigree. Our formulation provides a flexible tool that can capitalize on information on pertinent covariates by treating them as fixed effects, while at the same time it takes into account shared genetic background among related individuals through random effects. In particular, under our formulation, the common genetic background is captured by the covariance matrix of the joint unobserved genetic components. Usually, the structure of the covariance matrix is easily computed based on the known relationships of the individuals in the sample. When the relationship between individuals are not completely known, as in most association studies, the structure of the matrix can be estimated from marker data, thus uncovering any cryptic relatedness in the sample [Astle and Balding, 2009] .
Maximization of the likelihood function requires the computation of a multidimensional integral that is not feasible in analytical form. To overcome this hurdle we have devised an efficient automated MCEM algorithm.
Simulation results suggest that our method performs well, especially for sample sizes of more than 400 individuals. The estimates of the model parameters appear biased with respect to the target values, especially for the genetic variance parameters. This is not uncommon in the context of the GLMMs where biased estimates are expected due to the sparse nature of the data that often result in very flat likelihood functions or likelihoods that are nonunimodal [Sung and Geyer, 2007; Burton et al., 1999; Noh et al., 2006; McCulloch, 1997] . In order for the MCEM algorithm to distinguish between values of the parameters with similar likelihood values, one would need prohibitively large Monte Carlo sample sizes that would render computations cumbersome. This problem can be partially mitigated by running the MCEM multiple times with different starting points and setting as MLEs the means or medians of the MLE values from these runs. In addition, use of penalized likelihood functions may further reduce the magnitude of the bias [Noh et al., 2006; Yun and Lee, 2004] . Alternatively, one could consider using liability threshold models, such as the one implemented in SOLAR [Blangero and Almasy, 1996] . Even though such models may also potentially result in biased estimates in some cases [Moreno et al., 1997] , depending on the quality of the information on the fixed effects, they usually tend to provide essentially unbiased estimates of the genetic parameters [Williams et al., 1999; Duggirala et al., 1997] . Notice though that the interpretation of the genetic variance parameters of the liability model is different than that of the variance parameters in our modeling, since the liability-threshold model also includes an environmental variance component.
In order to ease the computational burden associated with the Monte Carlo part of the MCEM, we implemented an importance sampling scheme since it can significantly reduce the workload. Although importance sampling techniques work well when the MCEM is very close to the neighborhood of the MLEs, they may drift when this is not the case. To minimize this risk, we start our algorithm with a number of regular MCEM burn-in iterations to move in the vicinity of the MLE before switching to the IS version. A burn-in iteration period of around 500 seemed to have worked well in all the scenarios we examined. Another factor that seemed to have some effect on the convergence of the algorithm was the number of MCMC realizations used to estimate the target function for the EM algorithm in the burn-in period. We found that a sample size of 500 MCMC realizations were sufficient for the algorithm to behave appropriately, while smaller sample sizes tended to move the algorithm close to the boundary where the MCEM was eventually trapped. As in Burton et al. [1999] , in our simulations we observed a low coverage probability of the asymptotic confidence intervals for the true value of the genetic variance component. The low coverage could be partially attributed to the bias introduced in the parameter estimates because the random component parameter is constrained to be nonnegative. An additional explanation may rest on the asymptotic distribution of the MLEs that might not have reached normality either due to flatness of the likelihood in the neighborhood of the MLE, or due to the use of MCMC techniques for generating observations used to estimate the target function in the MCEM [Sung and Geyer, 2007] . Indeed, our simulations seem to corroborate the latter scenario, as the empirical distribution of the MLEs of the random effects displayed a clear non-normal pattern even when the family had almost 500 members. Nevertheless, the confidence intervals for the fixed effects seemed to have maintained the correct nominal coverage probability even for family sizes as small as 220 individuals.
We implemented our method using data for 491 Hutterites who were evaluated for T2D. We fit five models that included different combinations of relevant covariates such as BMI, age, and gender of the participants. Our analyses indicated that gender is not a significant factor for T2D in this population. On the other hand, similar to other studies [Narayan et al., 2007; Bays et al., 2007] , BMI and age are significant and independent risk factors for T2D. Overall, irrespective of the number and type of covariates used in the models we considered, our results suggest a strong genetic component contributing to risk, particularly among younger and leaner cases. In contrast, genetics appears to play a less important role in the development of diabetes among older and more obese individuals, in which case the disease is more likely due to environmental factors (i.e., such as the obesity itself).
Our current approach assumes an additive genetic model. This does not pose significant limitations to the method, as in most situations the ability to uncover non-additive effects is limited [Pawitan et al., 2004] . Nevertheless, our model can be easily modified to include additional genetic components such as dominance. From a theoretical point of view this is easily achieved. However, including more genetic components can potentially lead to problems with the convergence of the MCEM. Due to the sparseness of the binary data that often result in flat likelihoods, there is a great risk that the MCEM will drive the estimates of the fixed and the random effects to extreme opposites, increasing the bias in the estimates and resulting in singular fisher information [Sung and Geyer, 2007] . Instead, a penalized likelihood approach might be more preferable in that case.
Finally, a great advantage of our method is that it can serve as a framework for developing mapping techniques for loci contributing to complex traits. This can be easily accomplished in our method by including the genotype as a covariate in the model. One can then maximize the likelihood, obtain the MLE of the parameter corresponding to the locus of interest, and use this MLE to test the effect of the marker on the trait. Even though this is a simple approach, its practical utility is limited to candidate gene studies where the number of markers to be tested is small, thereby allowing for the analysis to be performed in a reasonable time frame. However, the computational intensity of the algorithm (typically around 4 hr for a pedigree of size 491 members on a single core E5530, 2.4 GHz, Dell Precision T7500 personal computer) prohibits genome-wide scans since they involve a very large number of markers that need to be tested. Instead, one can use an efficient scoring function as in Abney et al. [2000] that can significantly alleviate the computational burden of the method, thus making GWAS more amenable. The properties of this approach will be explored in future work.
SOFTWARE
The software package BVC implementing the methods described here is freely available at http://code.google.com/ p/papachristou-free-genetics-software/downloads/list. the MCEM will converge to the true MLEs [Booth and Hobert, 1999] .
Finally, it is worth mentioning that in (5), Q b;M involves only the fixed effect parameters b, while Q r 2 ;M is a function of only the parameters r 2 of the random genetic effects.
Thus, the task of maximizing Q M ðb; r 2 jb t ;r 2 t Þ reduces to that of separately maximizing Q b;M and Q r 2 ;M with respect to b and r 2 , respectively. But, Q b;M is simply the loglikelihood function of a generalized linear model (GLM) whose maximization can be easily done using iterative weighted least squares [McCullagh and Nelder, 1989] . In addition, Q r 2 ;M is the log-likelihood function of a multivariate normal and its maximization may be achieved quickly through a standard maximization routine (e.g. Newton-Raphson), as long as the number of variance components is small.
A METROPOLIS-HASTINGS (MH) ALGORITHM
The ability of the MCEM to quickly converge depends heavily on our ability to efficiently sample realizations from gðujy;b t ;r 
and obviously involves the likelihood function of the observed data, that we are trying to avoid computing. Thus, sampling directly from this distribution is not feasible. However, it is possible to obtain a sample either through a multivariate rejection sampling [Booth and Hobert, 1999] , or Gibbs sampling [McCulloch, 1994] , or a Metropolis-Hastings Markov Chain Monte Carlo (MCMC) sampler [McCulloch, 1997] . Due to the very low acceptance rate of the rejection sampler observed in our applications, we employ an efficient MH sampler. Generally, the MH algorithm requires the specification of a candidate distribution e(u) from which a potential new observation u Ã is drawn, and a function a(u, u Ã ) that will provide the probability of accepting the proposed value, u Ã , over the current one, u, as a possible realization from the target distribution.
The MH version that we implement is a componentwise sampler, where sequentially one by one we update all random effects to obtain a new realization from the target distribution [McCulloch, 1997] . Assuming that u was the previous draw from gðujy;b t ;r 2 t Þ, then, we obtain the next sample value u Ã by performing an n-step scan. At the ith step of the scan, we consider updating only the component u i by proposing a new value u Ã i , while the rest of the u i 's, denoted by u Ài , remain unchanged. For each step i, we choose e(u) to be f u i jðu Ài ;r 2 t Þ , the conditional distribution of the u i given the u Ài and the current estimates of the variance components parametersr 2 t . There are two major advantages to this choice of e(u). First, sampling from this univariate distribution is extremely easy because it is normal with mean 
AN AUTOMATED MCEM
The use of the random sample to approximate the expectation on the E-step of the EM algorithm introduces a random error in the estimation of the model parameters. Due to this error, holding the MC sample size M fixed through all iterations would not lead to convergence, unless it is significantly large causing the random error to become negligible [Booth and Hobert, 1999] . However, there is a trade-off between accurately estimating the parameters of interest and the required time for generating realizations from the target distribution. In general, it is wasteful and unnecessary to use a large M from the beginning when the MCEM steps are relatively large and, thus, larger random errors can be tolerated [Booth and Hobert, 1999] . On the other hand, it is inefficient to use small sample sizes when we are in the vicinity of the MLEs and greater precision is needed. Typically, one addresses this issue by gradually increasing the number of MC sample as the MCEM routine progresses. For example, one can choose to let the sample linearly increase with the number of iterations [McCulloch, 1994] , or even choose a fixed set of iteration r 1 , r 2 ,y, where the MC sample size will be increased to predetermined fixed values M 1 , M 2 ,y, [McCulloch, 1994] . Nevertheless, these strategies are not very efficient since they can potentially lead to many wasted MCEM iterations [Booth and Hobert, 1999] . Booth and Hobert [1999] proposed a more systematic approach that allows the algorithm to assess the adequacy of the current MC sample size at each iteration and to dynamically adjust it, should there is a need for it. The advantage of this approach is that early iterations use small values of M, thus saving computational cost, while late iterations use larger values of M, resulting in higher accuracy. For their approach, they assume the availability of an independent random sample from the distribution of interest. Based on this sample, they derive an estimate of the MC error at each iteration t and, assuming asymptotic normality, they use it to construct a confidence ellipsoid around the current estimates of the parameters ðb t ;r 2 t Þ for the true value of the parameters that we would obtain if we were able to perform the deterministic EM algorithm. Then, they perform one more iteration to get the new estimates of the parameters of interest ðb Þ that are close to the true MLEs. Levine and Casella [2001] recommended the use of a burn-in period, that is, they suggested that we first run a few, say K, regular MCEM iterations before switching to the importance sampling version, with ðb 0 ;r 2 0 Þ chosen to be the estimates at last iteration.
There is no universally optimal choice of the number of burn-in iterations K. Its value depends on how close to the true value of the MLE's we need to be and thus it is problem specific. Usually, a relatively small value of K, say 20, is sufficient since in most cases the regular MCEM converges to the neighborhood of the true MLE's relatively fast. However, our preliminary results suggested that for our method longer burn-in periods may be needed. Therefore, we chose to implement a slightly more flexible strategy. As in Levine and Casella [2001] we also start with an initial burn-in period with a relatively small K and then we switch to the IS version of the MCEM. However, for each of the subsequent iteration we check if the current estimates 
where l is some positive number. From our experience, a value of l 5 0.2 seems to give satisfactory results, and thus we opt to use this value for all of our simulation analyses and the analyses of the T2D data.
CONVERGENCE CRITERIA
The classic EM algorithm usually monitors convergence by checking if the relative change in the parameter estimates in two consecutive iterations is less than a predetermined small value [Booth and Hobert, 1999] [Booth and Hobert, 1999] . However, this criterion cannot be implemented in the context of the MCEM without taking into consideration the random error introduced by the MCMC sample, since it could lead to premature stop of the algorithm before convergence has been reached. This is why Booth and Hobert [1999] suggested to stop the MCEM iterations either when the above criterion has been met three consecutive times, or when max max 
