ABSTRACT This paper considers the effect of network structure on the reconstruction of information diffusion in a network. We employ the independent cascade model and a generalized independent cascade model to describe the network diffusing process with a single influence attempt and multiple influence attempts occurred between a pair of nodes, respectively. The diffusion reconstruction is formulated as a maximization likelihood problem. Based on this, we investigate the effect of the node number and the edge density of a network on the performance of diffusion reconstruction with numerical experiments on synthetic and real networks. The results show that reconstruction accuracies are inversely related to the node number and nonlinearly depends on the edge density. We also discuss the effect of the number of influence attempts in diffusion on the reconstruction accuracy.
I. INTRODUCTION
The study of information diffusion in social networks has received considerable interest due to its wide applications in many problems [1] , [2] . A number of studies on information diffusion focus on investigating the effect of network structure on spreading cascades because cascading processes are ubiquitous in networks, where a small set of nodes can affect a much larger set with intricate individual interaction patterns [3] - [7] . In practice, it is often incapable of directly accessing the path of diffusion processes; instead, only nodal states in cascades are available [8] . This raises the need for reconstruction approaches to infer the path of information diffusion from observed cascades. In general, the problem concerning reconstruction of information diffusion is challenging because a number of possible paths may be consistent with nodal states in the observation of cascading processes. So far, there have been several studies addressing the reconstruction problem under different observation conditions. For example, [5] and [9] inferred the network of diffusion and influence from observed multiple cascades. In [10] , the diffusion history was reconstructed from multiple snapshots of a single cascade, which were observed at The associate editor coordinating the review of this manuscript and approving it for publication was Jianquan Lu. different times. With available binary time series data of nodal states, the path reconstruction problem was also investigated in [11] .
However, sufficient observations cannot be obtained to infer the path of a diffusion process in many practical problems. For example, in the diffusion process of a highly lethal disease, multiple cascades are difficult to be obtained due to the death of infected individuals [12] , and for a rapidly spreading rumor, it is unrealistic to repeatedly observe its spreading process many times [13] . So, it is worthwhile considering the path reconstruction problem with a single observation of a cascade.
To our best knowledge, most investigations of information diffusion reconstruction mainly focus on reconstruction algorithms or methods, such as [9] - [11] , [15] , etc. Little work has been done to study the effect of network structure on information diffusion reconstruction. In this paper, we consider the effect of the node number and the edge density of a network on the reconstruction accuracy, based on an effective reconstruction method. To do so, on a more relatively accessible and a more challengeable condition that only an observation of a cascade is available, we develop a reconstruction method that maximizes the likelihood of nodal states in the observation. For the spreading cascade, we model the diffusion process as the independent cascade (IC) model [3] or a given generalized independent cascade (GIC) model. The former considers a single influence attempt occurred between two nodes in a diffusing process, whereas the latter considers multiple influence attempts occurred between two nodes. To explore the effect of network structure on influence diffusion reconstruction, we use the maximum likelihood based reconstruction method to infer the path of diffusion processes modeled by IC and GIC models on networks with different node numbers and edge densities. Furthermore, we investigate whether a similar effect can occur in experiments by using other existing reconstruction methods or not.
II. DIFFUSION MODELS
For an undirected network G = (V , E), V is the set of n nodes, and E = {e ij } is the edge set with the respective weight p ij ∈ [0, 1], i, j ∈ V . We use the classic IC model to describe the spreading cascade on networks, which is pointed in [14] to be suitable for modeling diffusion of information. Such diffusion behavior in the IC model is regarded as simple contagion by social scientists [16] . The key feature of the IC model is that diffusion events along each edge in the network are mutually independent [14] . Specifically, if information flows from node i to node j, node i is an in-neighbor of j, and node j is an out-neighbor of i. Once node i turns active at τ i , it has a chance to influence its inactive out-neighbor j at τ i + 1 with p ij as the probability of the successful influence attempt. Attempts of any active node to their out-neighbors are sequenced in an arbitrary order. If node i succeeds influencing j, node j maintains the active state from τ i +1, otherwise node i cannot make any attempt to influence j in subsequent steps. The process will be terminated until no more feasible attempts can be made.
However, there is a limitation in the IC model that it cannot describe repeated attempts between two nodes in many problems, such as susceptible-infected-susceptible and susceptible-infected-recovered epidemic problems [17] and shopping recommendations [18] , etc. In order to eliminate the limitation, we generalize the rule of the IC model that only one influence attempt is allowed to be made on each edge as the GIC model. In the GIC model, each active node can make repeated attempts to influence its inactive out-neighbors with a decaying probability
Specifically, if node i turns active at τ i , it can make multiple attempts to influence its inactive out-neighbor j from t = τ i with the probability p ij (t).
III. RECONSTRUCTION METHODS
In an undirected network consisting of n nodes, we aim to reconstruct the path of a cascade based on nodal states in an observation that indicates the time to be active of each node. Notice that for a cascade under the IC or GIC model, there will be many possible diffusion paths that can be inferred based on the time of being active for all nodes. The diffusion reconstruction problem aims to infer the most possible one among all possibilities by finding ''who-to-who'' relationships among nodes in the diffusing process. An effective approach for choosing a weighted path fitting to an observed cascade is based on the maximum likelihood method. Let X (t) = [X 1 (t), X 2 (t), . . . , X n (t)] T , t = 0, 1, . . . , T u be a variable representing nodal states at t, where T u is the terminal time of cascade u. If node i is inactive at t, X i (t) = 0; otherwise X i (t) = 1. In cascade u, x(t) = [x 1 (t), x 2 (t), . . . , x n (t)] T is a sample of X (t). We use τ i to denote the influenced time of node i in u, and
For each node, the transition from inactive state to active state is irreversible. Lemma [19] : If X (t), t = 1, · · · , T u is a variable with the Markov property, namely that the probability of X (t) moving to the next state depends only on the current state and not on the previous, which can be formulated as
is a discrete-time Markov process.
For each inactive node in the IC model, the probability of being influenced only depends on weights of corresponding edges between each node and its newly active in-neighbors. And in the GIC model, the probability of a node being influenced depends on probabilities of successful attempts from its all active in-neighbors. So, nodal states at t are determined by the states at t − 1 in IC and GIC models. Thus, diffusion processes under IC and GIC models have the Markov property.
Moreover, influence attempts for each node are mutually independent and totally different. Based on that, the conditional probability
Let T represent the influenced time of all nodes, the probability of T = τ is
where τ is the observation of cascade u,
conditional on the seed node. Then, the log-likelihood of
where θ = {p ij } denotes the set of edge weights. The influence diffusion reconstruction problem can be formulated as
In the case of the IC model, when t > τ i , node i is active and cannot turn inactive, so
when t = τ i , node i is influenced by one of its active inneighbors, and other influence attempts made to it are failed. For node i, the successful attempt from its in-neighbor i and failed attempts from other in-neighbors are mutually independent. So,
denotes the set of active in-neighbors of node i; and when t < τ i , node i is still inactive because all influence attempts before t = τ i are failed. Thus,
where
denotes the set of all active in-neighbors of node i before τ i − 2.
Substituting (4, 5, 6) into (2), we have
, θ i ) denotes the node-based term with θ i the set of weights of edges between node i and its in-neighbors and
the influenced times of in-neighbors of node i. In the case of the GIC model, when t > τ i , node i is active, so a i (t) = 1; when t = τ i , node i is influenced by its in-neighbor i . However, different from the case of the IC model, any active in-neighbor of node i has a chance to influence i at τ i ,
,
represents the set of active in-neighbors of i. When t < τ i , the influence attempts from all in-neighbors to node i are all failed. Similarly, we have
Therefore, log-likelihood functions of diffusion processes under IC and GIC models are both separable and can be evaluated based on node-based terms
, θ i ). For different nodes, edges connecting them with their respective in-neighbors are mutually different. Thus, (3) can be solved in isolation, that is to say, the global likelihood maximization problem can be solved by maximizing each node-based term
, θ i ). We summarize the above procedure for influence diffusion reconstruction in Algorithm 1. 
Algorithm 1 ML Algorithm
add (i, j) to patent_table 6: end for
IV. SIMULATION EXPERIMENTS
In this section, we give simulation results to compare our method with three existing reconstruction methods on synthetic and real networks. The node number of synthetic networks in experiments ranges from 20 to 500. The real networks in experiments are the western states power grid of the United States (Power Grid) network [21] , the Gnutella peer to peer (Gnutella) network [22] , and the Arxiv high energy physics paper citation (HepTh) network [23] .
To verify the effectiveness of the ML algorithm, we would like to compare it with the following reconstruction methods.
• A_ILP algorithm: A_ILP algorithm was developed in [24] to infer the contagion pattern in social networks, and the problem of inferring the most likely path of infection is formulated as a bi-linear integer program by the algorithm. • BFS algorithm: With the knowledge of network structure and the influenced time, the breadth-first search (BFS) tree is constructed by using the heuristic algorithm given in [25] .
• NETINF algorithm: In [9] , NETINF is a scalable algorithm to infer networks of diffusion, by maximizing the effect of adding edges to a spanning tree. 
TABLE 2. Structural features of real networks in experiments.
The reconstruction performance is measured by the reconstruction accuracy, which is the ratio of the number of correctly reconstructed edges to the number of edges in the influence diffusion path [11] .
A. SYNTHETIC NETWORKS
Synthetic networks in our experiments are generated as Erdös-Rényi random networks [26] . In each network, influence diffusion processes are simulated under IC and GIC models, and then we reconstruct the diffusion pathes by using A_ILP, BFS, ML, and NETINF algorithms, respectively. Structural features of the synthetic networks in our experiments are listed in Table 1 , where |V | and |E| denote the numbers of nodes and edges in networks respectively, and k denotes the average node degree. Fig. 1 shows the result of experiments on synthetic networks under IC and GIC models. The average reconstruction accuracies are obtained over 20 independent experiments for VOLUME 7, 2019 FIGURE 4. Heat maps of reconstruction experiments using A_ILP, BFS, and ML algorithms under IC and GIC models, respectively. In each map, The abscissa represents node numbers of synthetic networks, and the ordinate represents the edge density.
each set of parameters. From Fig. 1 , we can see that our method performs the best in all cases.
B. REAL NETWORKS
Structural features of the networks in our experiments are listed in Table 2 , where CC is the clustering coefficient, |E IC | and |E GIC | represent the average of the number of edges in simulated diffusion paths under IC and GIC models, respectively. The result of experiments on real networks are shown in Fig. 2 .
V. DISCUSSION
In experiments, we notice that there is a significant difference between the reconstruction accuracy on different networks. For example, the average reconstruction accuracy of experiments on synthetic networks consisting of 100 nodes under the IC model is about 88%, and the average reconstruction accuracies for Gnutella network under IC and GIC models are both larger than 90%. But the average reconstruction accuracies for synthetic networks consisting 500 nodes under IC and GIC models are both smaller than 50%.
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To explore the reason for such a difference of reconstruction accuracies, we further investigate the effect of the node number and the edge density on the reconstruction accuracy. Here, for a network with n nodes, the edge density is 2|E|/[n(n − 1)]. The effect of network structure on the reconstruction accuracy is related to the number of in-neighbors of each node and the homophily pattern among nodes, which are two difficulties in influence diffusion reconstruction. Considering the case of a newly active node with multiple in-neighbors, it is difficult to determine which in-neighbor successfully influences it. Intuitively, with more edges connecting to a node, it is more difficult to find the edge where the successful influence attempt occurs. Homophily explains that dyadic similarities between nodes create correlated action patterns among neighbors without direct causal relationships [20] . Fig. 3 is given as an example to illustrate influence and homophily. In Fig. 3(b) , node j turns active due to influence from its in-neighbor i; nodes i and j are both influenced by node s in Fig. 3(c) . Fig. 3(c) illustrates homophily, an indirect causal relationship, between nodes i and j. Fig. 4 shows that the reconstruction accuracy varies with the node number and the edge density by using A_ILP, BFS, and ML algorithms, respectively. We find that the reconstruction accuracy decreases with the increase of the node number when the edge density is small, and such a decrease is less pronounced with the increase of the edge density. Especially, when the edge density of a network is large, the reconstruction accuracy no longer changes with the increase of the node number. A reasonable explanation is the changing number of active in-neighbors, which is motioned above as a difficulty in the reconstruction problem. With the increase of the edge density, each node is more likely to have more active inneighbors, which makes the reconstruction accuracy worse. However, when the edge density is large, even though in a small scale network, the number of in-neighbors of each node is still large, which renders the effect of changing number of in-neighbors less pronounced. Besides, there exists a more complicated relationship between the edge density and the reconstruction accuracy, which is caused by the average and the maximum numbers of influence attempts. Roughly speaking, more influence attempts in the diffusing process result in worse reconstruction accuracies.
For convenience of statement, we consider the experiment result using the ML algorithm on synthetic networks consisting of 1000 nodes (shown in Fig. 5 ) as an example to discuss the effect of the edge density on the reconstruction accuracy.
As the edge density varies from 0.001 to 0.0035, the reconstruction accuracy gets better. Meanwhile, more edges are added in sparse networks, leading to a wider range of information diffusion. Empirically, the best reconstruction accuracy is obtained when the average node degree is in the interval (2, 6), which corresponds to the average node degree of many real networks such as the Power Grid network (the average node degree is 2.67) and the HepTh network (the average node degree is 5.26), etc. Thus, experiment results FIGURE 5. Reconstruction experiment on networks consisting of 1000 nodes using the ML algorithm under IC and GIC models, respectively. The abscissa represents the edge density ranging from 0.001 to 1, and the ordinate represents the reconstruction accuracy.
on real networks are better than experiment results on many synthetic networks.
Then, when the edge density varies from 0.0035 to 0.04, the reconstruction accuracy gets worse due to more influence attempts made to each node. Specifically, the increase of edge density results in more paths passing through each node. More neighbors in paths passing through a node are possible to show similar nodal state transitions with this node, which leads to a large effect of homophily and reduces the reconstruction accuracy.
With the edge density continuously increases to 0.07, the reconstruction accuracy gets better again. Meanwhile, the increase of the edge density produces shorter paths among nodes because of the small-world effect in random networks [26] , which results in less nodes in paths passing through each node. Furthermore, the effect of homophily is soon overwhelmed. Although, the number of neighbors increases, which makes reconstruction more difficult. However, the enhanced effect of multiple in-neighbors is smaller than the weakened effect of homophily, so the reconstruction accuracy increases again.
An interesting phenomenon about the effect of the reconstruction accuracy on the edge density between 0.0035 and 0.07 is that, with the increase of the node number, the edge density corresponding to the increase of the reconstruction accuracy gets smaller and the change of reconstruction accuracy is more pronounced. The reason of this phenomenon is the changing effect of homophily. Specifically, as pointed in [26] , for each node, the average number of paths from all nodes (except it) to all other nodes going through it, initially rises rapidly with the increase of the edge density, and then reaches a peak and decreases eventually. Moreover, the change of the average number of direct paths becomes more pronounced in a larger scale network, since the number of paths passing through a node is positively related to the effect of homophily.
With the increase of the edge density from 0.07, the reconstruction accuracy decreases due to more influence attempts made to each node, and it is more difficult to find the edge where successful influence attempts occur. When the edge density approximates to 0.26, the worst case of reconstruction accuracy is obtained. When the edge density is larger than 0.26, the duration of information diffusion keeps the minimum value. Although more in-neighbors can make influence attempts to each node in a denser network, which may lead to a worse reconstruction accuracy, the maximum number of influence attempts to each node decreases because too many influence attempts cannot take place to each node in the minimum duration. Thus, the reconstruction accuracy gets better.
From Fig. 4 , it can also be observed that reconstruction experiments using A_ILP, BFS, and ML algorithms show similar effects of network structure on the reconstruction accuracy. Besides, it can be seen in Fig. 6 that the reconstruction accuracy using the ML algorithm under the IC model is always better than that using the ML algorithm under the GIC model. Especially, when the edge density increases from 0.26, reconstruction accuracies under IC and GIC models tend to be the same due to the smaller difference of numbers of influence attempts on each edge in the models. Specifically, In the IC model, the influence attempt can be made only once on each edge. Due to repeated attempts in the GIC model, the number of influence attempts on each edge is more likely to be larger than 1, this raises the difficulty of finding the successful influence attempt. However, with the increase of the edge density in dense networks, the maximum number of influence attempts on each edge decreases and tends to 1, and is hence similar to the case of IC model.
We further discuss the effect of network structure on the reconstruction accuracy, which depends on both of the node number and the edge density. Particularly, for sparse networks, the average number of influence attempts on each node plays a leading role in reconstruction. Besides, homophily is another difficulty in the reconstruction problem, and it is soon overwhelmed with the increase of the edge density. However, when the edge density reaches a certain level, the duration of information diffusion achieves the minimum value, and the maximum number of influence attempts to each node decreases with the increase of the edge density. In general cases, the decrease of the average or the maximum number of influence attempts made to each node can lead to a better reconstruction accuracy. In addition, since the number of influence attempts made to each node in the GIC model is more likely to be larger than in the IC model, experiment results under the IC model are always better than results under the GIC model, and the difference of reconstruction accuracies is positively related to the maximum number of influence attempts on each edge.
VI. CONCLUSION
To investigate the effect of network structure on the information diffusion reconstruction accuracy, we first reconstructed the diffusing process by maximizing the likelihood of nodal states in an observation of a spreading cascade, which is applicable to the diffusion process modeled by IC and GIC models. The key of our method lies in the independence of all influence attempts, and the effectiveness has been validated by experiments on synthetic and real networks and comparisons with three other reconstruction algorithms. Our investigation demonstrates that the reconstruction accuracy depends on the node number and the edge density. In a sparse network, the reconstruction accuracy decreases with the increase of the node number. However, such a decrease is not pronounced in a dense network. With the edge density varies from 0 to 1, the reconstruction accuracy varies with it nonlinearly. The effect of network structure on the reconstruction accuracy is due to the changing number of neighbors and homophily. Moreover, similar effects are also observed in experiments by using other algorithms. Taken together, our method offers a deeper understanding of social networks from a restricted observation and has potential applications in reconstructing the path of information diffusion. 
