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Abstract
Recently, fine-tuning pre-trained cross-lingual
models (e.g., multilingual BERT) to down-
stream cross-lingual tasks has shown promis-
ing results. However, the fine-tuning process
inevitably changes the parameters of the pre-
trained model and weakens its cross-lingual
ability, which could lead to sub-optimal per-
formances. To alleviate this issue, we leverage
the idea of continual learning to preserve the
original cross-lingual ability of the pre-trained
model when we fine-tune it to downstream
cross-lingual tasks. The experiment on the
cross-lingual sentence retrieval task shows that
our fine-tuning approach can better preserve
the cross-lingual ability of the pre-trained
model. In addition, our method achieves better
performance than other fine-tuning baselines
on zero-shot cross-lingual part-of-speech tag-
ging and named entity recognition tasks.
1 Introduction
Recently, cross-lingual language models (Devlin
et al., 2019; Conneau and Lample, 2019), pre-
trained on extensive monolingual or bilingual re-
sources across numerous languages, have been
shown to have surprising cross-lingual adaptation
abilities, and fine-tuning them to downstream cross-
lingual tasks has achieved promising results (Pires
et al., 2019; Wu and Dredze, 2019). To improve the
cross-lingual performance, one line of research is
to obtain better pre-trained language models, such
as utilizing larger amounts of pre-trained data and
a larger size of pre-trained models (Conneau et al.,
2019; Liang et al., 2020), and leveraging more tasks
in the pre-training stage (Huang et al., 2019).
However, as shown in Figure 1, the cross-lingual
language model (multilingual BERT (mBERT)) for-
gets its original masked language model (MLM)
task and partially loses the quality of the cross-
lingual alignment (from the cross-lingual sentence
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Figure 1: Masked language model (MLM) perplexity
(top) and cross-lingual sentence retrieval (XSR) accu-
racy (bottom) before and after fine-tuning mBERT to
the English part-of-speech tagging task.
retrieval (XSR)1 experiment) after being fine-tuned
to the downstream task in English, which could
result in sub-optimal cross-lingual performance to
target languages.
Therefore, in this paper, we consider another
line of research to improve the cross-lingual perfor-
mance, which is to preserve the cross-lingual abil-
ity of pre-trained cross-lingual language models
in the fine-tuning stage. Motivated by the contin-
ual learning (Ring, 1994) that aims to learn a new
task without forgetting the previous learned tasks,
1This task is to find the correct translation sentence from
the target corpus given a source language sentence.
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we adopt a continual learning framework to con-
strain the parameter learning in the cross-lingual
pre-trained model when we fine-tune it to down-
stream tasks in the source language. Specifically,
based on the results in Figure 1, we try to maintain
the cross-lingual ability of mBERT by utilizing an
additional task (MLM or XSR) to constrain the
parameter learning in the fine-tuning stage.
The experiments show that mBERT fine-tuned
based on continual learning has better cross-lingual
ability than other fine-tuning baselines. In addition,
our approach surpasses other fine-tuning baselines
on zero-shot cross-lingual part-of-speech tagging
(POS) and named entity recognition (NER) tasks.
2 Related Work
Cross-lingual models alleviate the need for ob-
taining annotated data in target languages (Bel
et al., 2003; Wan, 2009), which copes with the data
scarcity problem (Lample et al., 2018; Winata et al.,
2020; Liu et al., 2020). Recently, cross-lingual
methods have been applied to multiple NLP tasks,
such as task-oriented dialogue systems (Liu et al.,
2019a,b), part-of-speech tagging (Wisniewski et al.,
2014; Zhang et al., 2016; Kim et al., 2017), named
entity recognition (Ni et al., 2017; Xie et al., 2018),
abstractive summarization (Duan et al., 2019; Zhu
et al., 2019), dependency parsing (Schuster et al.,
2019; Ahmad et al., 2019), and personalized dia-
logue agents (Lin et al., 2020).
Taking this further, pre-trained on large-scale
monolingual or bilingual resources across a great
many languages, cross-lingual language mod-
els (Devlin et al., 2019; Conneau and Lample, 2019;
Huang et al., 2019) have significantly improved the
cross-lingual performance upon the cross-lingual
word embeddings (Conneau et al., 2017; Artetxe
et al., 2018) based models (Wu and Dredze, 2019).
In the meantime, Conneau et al. (2019); Liang et al.
(2020) constructed a better pre-trained model to
improve the cross-lingual performance by enlarg-
ing the amount of pre-trained data and the size of
the pre-trained model. In this paper, we study an-
other line of research, which is to find a better way
to fine-tune the pre-trained cross-lingual language
model to downstream cross-lingual tasks.
3 Methodology
In this section, we first describe the gradient
episodic memory (GEM) (Lopez-Paz and Ranzato,
2017), a continual learning framework, that we
adopt to constrain the fine-tuning process. Then,
we introduce how we fine-tune the cross-lingual
pre-trained model with GEM.
3.1 Gradient Episodic Memory (GEM)
We consider a scenario where the model has already
learned n− 1 tasks and needs to learn the n-th task.
The main feature of GEM is an episodic memory
Mk that stores a subset of the observed examples
from task k (k ∈ [1, n]). The loss at the memories
from the k-th task can be defined as
L(fθ,Mk) = 1|Mk|
∑
(xi,k,yi)∈Mk
L(fθ(xi, k), yi),
(1)
where the model fθ is parameterized by θ.
In order to maintain the performance of the
model in the previous n − 1 tasks while learning
the n-th task, GEM utilized the losses for the previ-
ous n− 1 tasks in Eq. (1) as inequality constraints,
avoiding their increase but allowing their decrease.
More specifically, when observing the training sam-
ples (x, y) from the n-th task, GEM solves the
following problem:
minimizeθ L(fθ(x, n), y)
subject to
L(fθ,Mk) ≤ L(fn−1θ ,Mk) for all k < n, (2)
where f t−1θ is the model state at the end of learning
of the task n− 1.
3.2 Fine-tuning with GEM
GEM can also be considered as a method to con-
strain a model by making the losses of previous
learned tasks not increase when it starts to learn a
new task. In our experiments, we leverage mBERT
as the cross-lingual pre-trained model, and we uti-
lize GEM to constrain the fine-tuning process of
mBERT. In this paper, we propose two approaches
for the fine-tuning constraint.
Constraint based on the MLM task We con-
sider two tasks (n = 2) in total by applying GEM
to fine-tune mBERT. The first task is MLM, which
is the original task for training mBERT. The second
task is the fine-tuning task to the target downstream
task in the source language. We follow Eq. (2)
when we fine-tune mBERT, and we specify the
process as follows:
minimizeθ L(fθ(x, Tft), y)
subject to L(fθ, Tmlm) ≤ L(fmlmθ , Tmlm), (3)
where Tft and Tmlm denote the fine-tuning task and
the MLM task, respectively, and fmlmθ represents
the original mBERT after finishing the MLM task.
The intuition for this approach is that we make
mBERT not forget its original task after fine-tuning
so that the original cross-lingual ability can be bet-
ter preserved.
Constraint based on the XSR task We follow
the same process as the first approach except replac-
ing the first task MLM with XSR. We consider that
mBERT has already learned the XSR task given
the surprising cross-lingual ability it has. Then the
fine-tuning process can be described as
minimizeθ L(fθ(x, Tft), y)
subject to L(fθ, Txsr) ≤ L(fmlmθ , Txsr), (4)
where the Txsr represents the XSR task.
The intuition for this approach is that we make
mBERT not lose its cross-lingual ability after fine-
tuning by constraining it on XSR, which is directly
related to this ability.
4 Experiments
4.1 Dataset
For the cross-lingual POS task, we utilize Uni-
versal Dependencies 2.0 (Nivre et al., 2017) and
choose English (en), French (fr), Spanish (es),
Greek (el) and Russian (ru) to evaluate our ap-
proaches. For the cross-lingual NER task, we uti-
lize CoNLL 2002 (Tjong Kim Sang, 2002) and
CoNLL 2003 (Sang and De Meulder, 2003), which
contain English (en), German (de), Spanish (es)
and Dutch (nl) to evaluate our approaches. For
both tasks, we consider English as the source lan-
guage and other languages as target languages.
4.2 Baselines
Naive Fine-tune We follow the same fine-tuning
method as Pires et al. (2019) and Wu and Dredze
(2019), which is to add one linear layer on top of
mBERT while fine-tuning the whole model to POS
and NER tasks.
Fine-tune with Partial Layers Frozen Wu and
Dredze (2019) improved the mBERT fine-tuning
performance by freezing partial bottom layers of
mBERT.
Multi-Task Fine-tune (MTF) Since our ap-
proaches utilize training data from an additional
task (either the MLM task or the XSR task), we
en es fr el ru avg
Naive Fine-tune 96.23 82.95 89.12 84.21 85.45 85.43
w/ frozen layers 96.07 83.41 89.41 85.54 85.17 85.88
Multi-task Learning
MTF w/ MLM 94.47 83.01 88.08 84.48 80.46 84.01
MTF w/ XSR 96.39 82.41 87.05 72.51 86.09 82.01
Continual Learning
GEM w/ MLM 97.39 84.65 89.74 86.04 86.93 86.84†
GEM w/ XSR 96.97 84.53 89.83 86.53 86.36 86.81†
Table 1: Zero-shot cross-lingual POS results (evaluated
using accuracy). Our fine-tuning approaches (GEM w/
MLM and GEM w/ XSR) are based on the Naive ap-
proach. We utilize only the English Wikipedia corpus
for the MLM task, while the other setting for the MLM
task is in the ablation study. “avg” denotes the aver-
age performance over the target languages (English is
excluded). † indicates that the results are statistically
significant compared to all the baselines with p < 0.01
by t-test.
en es de nl avg
Naive Fine-tune 91.97 74.96 69.56 77.57 74.03
w/ frozen layers 91.90 75.90 70.40 78.10 74.80
Multi-task Learning
MTF w/ MLM 91.82 71.47 67.90 74.91 71.43
MTF w/ XSR 91.85 74.02 68.55 75.67 72.75
Continual Learning
GEM w/ MLM 91.93 76.76 71.59 79.54 75.96†
GEM w/ XSR 91.89 76.43 71.89 79.72 76.01†
Table 2: Zero-shot cross-lingual NER results (eval-
uated using F1-score). We utilize only the English
Wikipedia corpus for the MLM task. † indicates that
the results are statistically significant compared to all
baselines with p < 0.01 by t-test.
add a multi-task fine-tuning baseline, which con-
ducts the training of both the fine-tuning task and
the MLM task (or XSR task) for fair comparison.
4.3 Training Details
We follow the implementation details in Wu and
Dredze (2019) for fine-tuning mBERT.
For fine-tuning mBERT constrained on the
MLM task, we utilize the Wikipedia corpus. We
conduct the MLM constraint with two settings.
First, we only utilize the English Wikipedia cor-
pus since we fine-tune mBERT on English and we
observe the catastrophic forgetting in the English
MLM task based on Figure 1. Second, we utilize
both the source and target languages Wikipedia
corpus. Note that we do not use all the pre-trained
languages in mBERT for the MLM constraint be-
cause it would make the fine-tuning process very
time-consuming.
For fine-tuning mBERT constrained on the
XSR task, we leverage the Europarl parallel cor-
PPL. en es fr el ru
mBERT∗ 10.68 3.51 8.63 2.08 2.70
Naive Fine-tune 216.8 16.72 40.54 5.62 8.61
w/ frozen layers 95.17 9.33 30.04 3.44 5.34
Multi-Task Learning
MTF w/ MLM 9.50 5.10 8.62 2.56 3.47
MTF w/ XSR 121.5 100.1 96.50 773.0 180.8
Continual Learning
GEM w/ MLM 12.99 6.62 11.39 2.87 4.22
GEM w/ XSR 252.9 26.73 55.95 11.84 16.46
Table 3: Perplexities on the masked language model
(MLM). ∗ denotes the original mBERT without any
fine-tuning, and other models are fine-tuned to the En-
glish POS task. We only utilize English in the MLM
task. Bold numbers denote the best perplexity perfor-
mance among all the listed models.
pus (Koehn, 2005). We conduct the XSR constraint
by leveraging the sentence pairs between the source
and the target languages.
5 Results
5.1 Cross-lingual POS & NER Tasks
From Table 1, we can see that in the POS task, our
approaches surpass other fine-tuning baselines con-
sistently on all target languages. In terms of the
average performance, our methods outperform oth-
ers by an around or more than 1% accuracy score
with the statistically significant test. Also, we ob-
serve a similar improvement in the NER task from
Table 2. This is because fine-tuning mBERT with
GEM is able to better preserve mBERT’s cross-
lingual ability, which leads to better cross-lingual
performance. In addition, constraining mBERT
fine-tuning on the MLM task performs similar to
constraining it on the XSR task. We conjecture that
the effectiveness of both approaches are similar
although they are from different angles.
On the other hand, fine-tuning mBERT with
an additional task (MTF) decreases the perfor-
mance. We speculate that the cross-lingual ability
of mBERT becomes worse when one more task is
added to the fine-tuning process.
5.2 MLM & XSR Tasks
From Table 3, we can see that naive fine-tuning
mBERT significantly decreases the MLM perfor-
mance especially in English. Since mBERT is fine-
tuned to the English task, the English embeddings
are fine-tuned, which makes mBERT lose more
MLM task information in English. In the mean-
time, from Table 4, Naive Fine-tune also makes the
Spanish to English Italian to English
P@1 P@5 P@10 P@1 P@5 P@10
mBERT 56.26 68.8 73.92 48.5 61.32 66.70
Naive Fine-tune 37.72 52.20 58.43 25.2 37.46 46.69
w/ frozen layers 38.16 53.92 59.16 28.69 42.74 48.76
Multi-Task Learning
MTF w/ MLM 35.93 50.41 56.20 24.79 37.18 45.46
MTF w/ XSR 75.40 80.88 85.76 75.94 85.44 88.29
Continual Learning
GEM w/ MLM 42.9 57.26 63.58 31.66 44.16 50.16
GEM w/ XSR 63.65 75.45 80.56 63.56 78.18 83.42
Table 4: Cross-lingual sentence retrieval (XSR) results.
P@k (k=1,5,10) accounts for the fraction of pairs for
which the correct translation of the source language
sentence is in the k-th nearest neighbors. Listed mod-
els except mBERT are fine-tuned to the English POS
task. Bold numbers denote the best performance after
fine-tuning without using the XSR supervision.
XSR performance of mBERT significantly drop.
From Table 3, we observe that fine-tuning with par-
tial layers frozen is able to partly prevent the MLM
performance from getting worse, while fine-tuning
with GEM based on the MLM task almost pre-
serves the original MLM performance of mBERT.
Although we only use English data in the MLM
task, using GEM based on the MLM task can still
preserve the task-related parameters that are useful
for other languages. Additionally, from Table 4,
we can see that GEM w/ MLM achieves better XSR
performance than Naive Fine-tune w/ frozen layers,
which illustrates the effectiveness of fine-tuning
with GEM.
We notice that using the MLM task, MTF
achieves better perplexity than GEM since MTF
directly trains mBERT on the MLM task. However,
from Table 1 and Table 4, we can see that fine-
tuning mBERT on the MLM task would have nega-
tive effects on the cross-lingual performance. We
conjecture that it requires the same amount of cor-
pus data in more than 100 languages as pre-training
mBERT to preserve the cross-lingual ability for
MTF, which could make the fine-tuning process
very time-consuming. Since the data we use for the
MLM task is limited, MTF just learns the MLM
task information, while it makes the cross-lingual
ability of mBERT decrease.
In addition, both the GEM and MTF approaches
that are based on XSR make the MLM performance
worse. This is because XSR is a totally different
task compared to MLM, and constraining or train-
ing models based on the losses of XSR makes the
catastrophic forgetting worse. While, as seen in Ta-
ble 4, MTF w/ XSR and GEM w/ XSR improve the
Task Models en es fr el ru avg
MLM
mBERT 10.7 3.51 8.63 2.08 2.70 5.52
MTF w/ MLM (en) 9.50 5.10 8.62 2.56 3.47 5.85
MTF w/ MLM (all) 9.33 4.19 4.89 2.34 3.04 4.76
GEM w/ MLM (en) 13.0 6.62 11.4 2.87 4.22 7.62
GEM w/ MLM (all) 11.8 4.18 6.83 2.29 2.99 5.62
POS
Naive Fine-tune 96.2 82.9 89.1 84.2 85.5 85.4
MTF w/ MLM (en) 94.5 83.0 88.1 84.5 80.5 84.0
MTF w/ MLM (all) 94.7 77.5 83.3 81.9 77.0 79.9
GEM w/ MLM (en) 97.4 84.7 89.7 86.0 86.9 86.8
GEM w/ MLM (all) 97.2 83.9 89.2 85.9 87.1 86.5
Table 5: Ablation study on the two settings when lever-
aging the MLM task in the fine-tuning process. One is
only utilizing the Wikipedia corpus in English (MLM
(en)), the other is to utilize the Wikipedia corpus that
contains all languages in the POS task (i.e., including
en, es, fr, el, and ru) (MLM (all)).
XSR performance of mBERT since both of them
utilize the supervision from this task. We observe
that although MTF achieves the best performance
in the XSR task since it directly fine-tunes mBERT
on XSR task, we can see from Table 1 and Ta-
ble 2, that GEM w/ XSR boosts the cross-lingual
performance of downstream tasks, while MTF w/
XSR causes the opposite effect. We speculate that
brutally fine-tuning mBERT on XSR task (MTF
w/ XSR) just makes mBERT learn the XSR task,
while using GEM to constrain the fine-tuning on
the XSR task is able to preserve the cross-lingual
ability of mBERT.
5.3 Ablation Study
The ablation study on leveraging the MLM task in
the fine-tuning stage is conducted with the results
from the MLM and POS tasks illustrated in Ta-
ble 5. We can see that using GEM to constrain fine-
tuning on MLM with all languages (GEM w/ MLM
(all)) achieves better performance than it does with
only English (GEM w/ MLM (en)) on the MLM
task since more MLM supervision signals are pro-
vided, while their performances in the POS task
are comparable. Intuitively, since GEM w/ MLM
is able to improve the cross-lingual performance,
constraining on more languages should have bet-
ter performance. We conjecture that the constraint
with all languages could be too harsh, and then
mBERT might tend to learn the MLM task infor-
mation in all languages instead of preserving its
original cross-lingual ability. We leave the explo-
rations on this issue for future work.
In addition, MTF w/ MLM (all) achieves bet-
ter results than MTF w/ MLM (en) on the MLM
task, while the results are opposite on the POS task.
This is because mBERT is required to learn the
MLM task in more languages in MTF w/ MLM (all),
which further weakens mBERT’s cross-lingual abil-
ity.
6 Conclusion
In this paper, we propose to preserve the cross-
lingual ability of pre-trained cross-lingual language
models in the fine-tuning stage. We adpot a contin-
ual learning framework, GEM, to constrain the pa-
rameter learning in mBERT based on MLM or XSR
tasks when we fine-tune it to downstream tasks in
the source language. Experimental results show
that our approaches achieve better performance
than other fine-tuning baselines on zero-shot cross-
lingual POS and NER tasks. Additionally, further
analysis on MLM and XSR tasks illustrates that
our approaches have the capability to preserve the
cross-lingual ability of mBERT.
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