In this paper, we propose a new covering-based set in which the lower and the upper approximation operation are defined by neighborhood systems. We discuss this new type of covering-based set systematically in two steps. First, we study the basic properties of this covering-based set, such as the properties of normality, contraction, and monotone. Second, we discuss the relationship between the new type of covering-based set and the other ten sets proposed.
Introduction
The concept of rough set was first propsed by Pawlak [11] . It is a useful tool for handing uncertain things . Comparing with other methods, the rough set theory has its advantages. For example it does not need any additional information about data in the process of dealing with uncertain data. It has been applied successfully in process control, economics, medical diagnosis, biochemistry, environmental science, biology, chemistry, psychology, conflict analysis,and so on. From then on, many researchers have made some significant contributions to developing the rough theory [11, 13, 15, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26] . However, a problem with Pawlak's rough set theory is that partition or equivalence relation is explicitly used in the definition of the lower and upper approximations. Such a partition or equivalence relation is too restrictive for many applications because it can only deal with complete information systems. Zakowski generalized the classical rough set theory using coverings of a universe instead of partition [27] . Such generalization leads to various covering approximation operators that are both theoretical and practical importance [28, 29, 30] . The relationships between properties of covering-based approximation and their corresponding coverings have attracted intensive research. How to obtain this useful information and deal with uncertain data has become a widely studied problem. In the process of solving the problem, many methods have been proposed, such as statistical methods, fuzzy set theory [9, 16] , computing word [16] , and rough set theory [12, 14] .
In the following, Bonikowski et al. studied this type of covering-based rough sets from the viewpoint of formal concepts. At this time, covering-based rough sets theory was proposed. As a more powerful tool,it can be used to handled the problems which can not be solved by classical Rough set theory such as the granularity problems in information systems. Up to now, about ten types of covering-based rough sets have been proposed and studied [10, 19, 21] .
In this paper, a new type of covering-based rough set is proposed. This paper is arranged as follow: In section 2, the properties such as normality, contraction, and monotone are studied. If a property does not hold, the necessary and sufficient condition about neighborhood system in which this property holds is researched. In section 3, the condition that the type of covering-based rough set equals the other ten sets proposed by other scholars is evaluated and discussed.
The definition and properties of covering-based approximation operators
Let U be a finite set, called an universe, R be a equivalence relation on U , then the partition induced by R is denoted by U/R = {X 1 , X 2 , · · · X n }. For any X ⊆ U , two subsets of U are given as follows:
The first subset R(X) and the second R(X) are called lower approximation and upper approximation of X respectively.
Obviously, a partition of U is a covering of U , but a covering of U is not necessarily a partition of U , so the definition of covering approximation space has been introduced. Before definite the new type of covering-based rough set, it is necessary for us to give some basic definitions about covering approximation space. Definition 2.1 (Covering [25] ). Let U be an universe, a set of non-empty subsets C = {K i ⊆ U : i ∈ I} is called a covering of U if it satisfies ∪C = U , and K i ̸ = ∅ for each i ∈ I. Definition 2.2 (Covering approximation space [23] ). Let U be an universe, C a covering of U , then we call U together with covering C a covering approximation space, denoted by (U, C). Definition 2.3 (The neighborhood of a point x [24] ). Let (U, C) be a Covering approximation space. For x ∈ U , we call N (x) = ∩{K ∈ C : x ∈ K} the neighborhood of point x.
Definition 2.4 (Neighborhood system [24] ). Let (U, C) be a Covering approximation space. We call N = {N (x) : x ∈ U } the neighborhood system induced by (U, C).
From now on, symbol (U, C, N ) is used to represent a Covering approximation space (U, C), N is the neighborhood system induced by (U, C).
Proposition 2.1. Let (U, C, N ) be a Covering approximation space. N froms a partition of U ⇔ there does not exist a pair x, y ∈ U such that x ∈ N (y) and y / ∈ N (x).
Proof. Necessity is simple, we only need to prove the sufficiency. Suppose there does not exist a pair x, y ∈ U such that x ∈ N (y) and y / ∈ N (x), but N is not a partition of U . We take two conditions into consideration: (1) ∃x 0 , y 0 ∈ U such that x 0 ∈ N (y 0 ) and y 0 / ∈ N (x 0 ). It is a contradiction to the assumption.
, by lemma 2.1, we obtain a pair y 1 , z 1 ∈ U such that z 1 ∈ N (y 1 ) and y 1 / ∈ N (z 1 ). It is also a contradiction to the assumption. From condition (1)(2), the proof of the sufficiency is completed. 
And the covering-based upper approximation operation N : 2 U → 2 U is defined as
Theorem 2.1 below describe what is the essence of inner definable subset, outer definable subset and definable subset.
Proof. The proof is simple.
Remark 2.1. X is a definable subset ⇔ X is an inner definable subset ⇒ X is an outer definable subset, but X is an outer definable subset X is an inner definable subset.
Proof. The proofs of (1) − (7), (10)(11) are obvious. We only prove (8), (9) .
Firstly, we prove (8) .
Secondly, we prove property
On the other hand, from the condition that x 0 ∈ N (x) and Lemma 2.1, we have N (x) ∩ (X − N (X)) ̸ = ∅. This means x ∈ N (X). According to (a)(b), the proof of (9) is completed.
Generally speaking, suppose (U, C, N ) be a Covering approximation space.
, contradicts the assumption of necessity.
"⇐", proof by contradiction.
, contradicts the assumption of sufficiency.
Corollary 2.1. By using theorem 2.2, 2.3, we obtain the fact that
Proposition 2.3. Let (U, C, N ) be a Covering approximation space. The properties below hold.
Proof. "⇒", proof by contradiction. Suppose N does not form a partition of U . From proposition 2.1, we can obtain x 0 , y 0 ∈ U such that x 0 ∈ N (y 0 ) and
"⇐" is simple.
Theorem 2.5. Let (U, C, N ) be a Covering approximation space.
Proof. (1)"⇒", proof by contradiction. Suppose N does not form a partition of U . From proposition 2.1, we can obtain x 0 , y 0 ∈ U such that x 0 ∈ N (y 0 ) and
(2)"⇒", proof by contradiction. Suppose N does not form a partition of U . From proposition 2.1, we can obtain x 0 , y 0 ∈ U such that x 0 ∈ N (y 0 ) and y 0 / ∈ N (x 0 ). If we choose X 0 = N (x 0 ),
Relationships between
Definition 3.1. Let (U, C, N ) be a Covering approximation space. For each n ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}, C n and C n are called the n − th lower approximation operation and upper approximation operation respectively, defined as follow:
Remark 3.1. C n and C n (n = 1, 2, 3) can be found from [19] , C 4 and C 4 can be found from [21] , C 5 and C 5 can be found from [18] , C 6 and C 6 can be found from [21] , C 7 and C 7 can be found from [25] , C n and C n (n = 8, 9, 10) can be found from [10] .
Proposition 3.1. Let (U, C, N ) be a Covering approximation space. The properties below hold, but all the symbol"⊆" can not be replaced by symbol"=".
(
∀X(N (X)) ⊆ C 4 (X)).
This contradicts the assumption of necessity.
(2)"⇒", proof by contradiction. Firstly, we prove ∀x
Secondly, we prove that N forms a partition of U . Suppose N is not a partition of U , by proposition 2.1, ∃x 1 , y 1 ∈ U such that x 1 ∈ N (y 1 ) and
"⇐", ∀X ⊆ U , by theorem 3.1(1) and ∀x(|M d(x)| = 1), we have C 1 (X) = N (X) and ∀y(N (y) = ∪M d(y)). ∀z ∈ C 1 (X), we take two conditions into consideration:
On the other hand, ∀p ∈ N (X), We also take two conditions into consideration:
. By the definition of C 1 (X), we have p ∈ C 1 (X). Coming (♯)(♮) with (♯♯)(♮♮), N (X) = C 1 (X) holds.
(3), the proof of (3) is simple. (4), the proof of (4) is similar to (2) .
(5), "⇒", proof by contradiction. Firstly, we prove ∀x
Secondly, we prove
. ∀K ∈ C, we take two conditions into consideration:
Proposition 3.2. Let (U, C, N ) be a Covering approximation space. The properties below hold, but all the symbol"⊆" can not be replaced by symbol"=".
Proof.
(1) the proof of (1) is simple. (2)"⇒", proof by contradiction. Suppose N is not a partition of U , by proposition 2.1,
"⇐", ∀X ⊆ U . Firstly, we prove N (X) ⊆ C 5 (X). ∀x ∈ N (X), we take two conditions into consideration:
holds. By the assumption that N is a partition of U , we have N (x 0 ) = N (x). According to the definition of C 5 (X), we have x ∈ C 5 (X), this means N (X) ⊆ C 5 (X). Secondly, we prove C 5 (X) ⊆ N (X). ∀y ∈ C 5 (X), we also take two conditions into consideration: (♯♯) y ∈ X, we have y ∈ N (X). (♮♮) y ∈ C 5 (X) − X, ∃y 0 ∈ X − C 5 (X) such that y ∈ N (y 0 ). By the assumption that N is a partition of U , we have N (y) = N (y 0 ). That is to say y 0 ∈ X − N (X) and y 0 ∈ N (y) ∩ (X − N (X)) ̸ = ∅. By the definition of N (X), we have y ∈ N (X). This means C 5 (X) ⊆ N (X). Therefore C 5 (X) = N (X) holds.
(3)"⇒", proof by contradiction. Suppose N is not a partition of U , by proposition 2.1,
Proposition 3.3. Let (U, C, N ) be a Covering approximation space. The properties below hold, but all the symbol"⊆" can not be replaced by symbol"=".
(1), "⇒", proof by contradiction. Suppose N is not a partition of U , by proposition 2.1,
. This means N (X 0 ) ̸ = C 9 (X 0 ), contradicts the assumption of necessity.
(2), "⇒", proof by contradiction. Firstly, we prove ∀x
. Secondly, we prove that N is a partition of U . Otherwise, by proposition 2.1,
"⇐". ∀X ⊆ U , by proposition 3.3(2), we only need to prove C 8 (X) ⊆ N (X). ∀x ∈ C 8 (X), we take two conditions into consideration:
From the definition of N (X), we have x ∈ N (X). According to (♯)(♮), we finally have C 8 (X) ⊆ N (X).
(3), "⇒", proof by contradiction. Suppose N is not a partition of U , by proposition 2.1,
, then y 0 ∈ C 9 (X 0 ) and y 0 / ∈ N (X 0 ). This means C 9 (X 0 ) ̸ = N (X 0 ), contradicts the assumption of necessity.
"⇐" is simple. (4), "⇒", proof by contradiction. Suppose N is not a partition of U , by proposition 2.1, ∃x 0 ∃y 0 (x 0 ∈ N (y 0 ) ∧ y 0 / ∈ N (x 0 )). If we let X 0 = N (y 0 ) − N (x 0 ), then x 0 ∈ C 10 (X 0 ) and x 0 / ∈ N (X 0 ). This means C 10 (X 0 ) ̸ = N (X 0 ), contradicts the assumption of necessity. "⇐" is simple.
In order to show the structures of N (X) and N (X) more clearly, we introduce the conception of Alexander topological space. Let (U, C, N ) be a covering approximation space. As a topological base, N can induce a topology T on U . the topological space (U, T ) is called Alexander topological space.
∀X ⊆ U , let symbol int(X) represent the interior of X and cl(X) represent the closure of X , then
N (X) = int(X) ∪ cl(X − int(X))
As the end,we introduce definitions of n − th inner and outer accuracy to show the reason why we introduce the type of covering-based generalized rough set. From the definition 3.2, we easily see that ρ i (X) 1 for each i and X, and ρ i (X) 1 for each i and X. For a fixed subset X of U , if ρ i (X) ρ j (X),we say the i − th inner accuracy of X is higher than the j − th inner accuracy of X, similarly, if ρ i (X) ρ j (X),we say the i − th outer accuracy of X is higher than the j − th outer accuracy of X. ∀X(ρ 0 (X) ρ 7 (X)),
∀X(ρ 0 (X) ρ 9 (X)),
∀X(ρ 0 (X) ρ 4 (X)),
∀X(ρ 0 (X) ρ 6 (X)),
∀X(ρ 0 (X) ρ 8 (X)),
∀X(ρ 0 (X) ρ 9 (X)).
Proof. Straightforwardly by proposition 3.1,proposition 3.2,and proposition 3.3.
