It is one of the few studies which combine a suitable splitting-type block preconditioner with the group iterative scheme as a way to further improve the convergence rate of the method in solving the this equation.
INTRODUCTION
Consider steady two dimensional Burgers' equation ( [1] ; [2] ) as the following: 
THE PROPOSED PRECONDITIONED MEDG FORMULATION
Let n be a fixed positive integer. Determine the grid size h = 2/n so that a uniformly spaced square network is imposed on S. By using the centred difference approximation and neglecting the error terms, equations (1) and (2) can be discretised at the grid points (xi, yj) by the following finite difference equations:
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It can be seen that if v is known, then we can solve (3) iteratively for u, while if u is known, we can solve (4) iteratively for v, and vice versa. By the same manner of the schemes presented for the Navier-Stokes problem, we can devise a similar algorithm by first making initial guesses 0 ij u and 0 ij v , and then generate an alternating sequence of outer iterates. The iteration is continued until for some k such that ( 1) ( )
 generated are then taken to be the numerical solutions of the given problem ( [6] ; [7] ).
Another type of approximation that can represent the Burgers' equation under study is the cross orientation which can be obtained by rotating the i-plane axis and the j-plane axis clockwise by 45  as the following: 
When i-plane axis and the j-plane axis are rotated clockwise 45 0 with grid spacing 2h, then equations (5) 
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The four-point MEDG for solving the problem (1)-(2) can now formulated by using the above rotated finite difference approximation (7)- (8) . Without loss of generality, assume the generation of ( 1) k ij v  is done first using equation (2) followed by the generation of ( 1) k ij u  using equation (7) .Using the equation (8) 
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The system (7) leads to a decoupled system of (2×2) equations which can be made explicit as follows: Re ( 
By the same manner, from the generation of ij u using equation (8) 
The system (01) leads to a decoupled system of (2×2) equations whose explicit forms can be obtained as follows: Re (
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A preconditioner is a matrix that transforms the system into one that is equivalent in the sense that it has the same solution, but that has more favourable spectral properties. A good preconditioner should be constructed inexpensively and should be a good approximation to the inverse of coefficient matrix of the iterative method. By multiplication the following preconditioner matrix 1 P for both sides of equation (9) 
and multiply the following preconditioner matrix 2 P for both sides of equation (10) 
The effectiveness of this preconditioned MEDG method will be shown in the next section.
NUMERICAL EXPERIMENTATION AND RESULTS
In order to demonstrate the feasibility of the proposed method in solving steady two dimensional Burgers' equation, numerical experiments have been carried out to solve the Burgers' Equations (0)- (2) with the exact
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with the boundary conditions satisfying the exact solutions. Here, The software used to implement and generate the results was Developer C++ Version 4.9.9.2. Tables 1 and 2 list the iteration counts and timings for both the MEDG and PMEDG iterative methods respectively.
The results from PMEDG scheme portray similar behavior as the MEDG. However, it can be seen that the PMEDG requires only about 58-63% of the time required by the original MEDG system. Furthermore, the iteration count for the PMEDG system increases at a slower rate than the MEDG system. The best results were obtained when the model problem was solved using the four-point PMEDG inner iterative scheme. In conclusion, the new iterative schemes serve as viable alternatives in solving the two dimensional Burger's equation. 
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