The mission of the power system operator has become more complicated than before due to increasing load demand, which causes power systems to operate near their security limits. The deregulation of electricity markets, which requires independent system operation driven by economic considerations, is still an essential requirement of modern power systems. This study presents an enhanced model of developed adaptive artificial neural network (AANN) technique for security enhancement of Malaysian power grids, inclusive of a remedial action (generation redispatch/load shedding) at any scale of system operation. Automatic data knowledge generation systems for AANN inputs and data selection and extraction methods are developed. Results show that the proposed AANN can provide the required amount of generation redispatch and load shedding accurately and promptly for computing large sample data.
I. INTRODUCTION
The security of power system operations remains an essential issue in many countries. Normal operations are imperative to ensue in any post-contingency situation. Checking the security of power systems requires tools that quantify power system safety concerns arising from operational interferences. Power system security assessment encompasses static security assessment (SSA) and dynamic security assessment (DSA). An SSA involves security situation factors, such as overload and overvoltage. During the post-contingency conditions via the load flow calculation of the power system. Conversely, DSA analyses the post-fault transient stability of the power system in real time [1] - [3] .
Recent noteworthy occurrences of blackout incidents are a disturbance in Western Europe in September 2003 [4] , a power shutdown in northern India in July 2012 [5] , a power The associate editor coordinating the review of this manuscript and approving it for publication was Zhiyi Li . cut in Pakistan in January 2015 [6] - [8] , and a widespread power blackout in March 2015 in Turkey [9] . Malaysia faced a similar incident when a blackout affected the entire Peninsular Malaysian power grid in August 1996 [10] . Such blackouts can cripple the economy by disrupting all types of commerce and cause public safety problems. Immediate restoration of power is the primary concern during power outages, but it requires careful planning in the execution of the restoration. The reenergizing of power system modules must happen in the correct sequence; errors can destroy individual components, such as generator units, transmission lines, and substation buses [11] .
After a grid disturbance, the SSA of the power system ensues to determine whether the steady-state operating condition infringes the system's operational constraints. The power network must maintain equilibrium, and energy distribution must remain within acceptable limits. Overload conditions often arise due to the disconnection of sections of the power grid. These electrical power overload conditions cause VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ additional thermal load and risk burning out components. Recent studies have considered security monitoring solutions using static power system approaches to prevent line outages. These studies have focused on two types of solutions, namely, conventional methods and (2) artificial intelligence (AI) algorithms. Both solutions provide tools that assist policymakers and grid operators to plan a reliable power network [12] - [14] . The conventional method utilizes a scalar performance index (PI) that forms the basis for judging the static security performance of the power system. For example, the authors in [15] proposed a method for calculating voltage PI using Newton-Raphson load flow. Testing the PI requires classifying the voltage security level by performing (N−1) contingency on an IEEE 39-bus test system. The authors in [3] used an algorithm named least absolute shrinkage and selection operator (LASSO). LASSO applies to an online SSA (OSSA) and bases itself on an applied security index, which selects and screens contingencies. However, many of these studies have ignored the regulation capability of the power system by using adjustable devices, such as the transformers and reactive power compensation devices in the power system. Other suggested power system security technologies for evaluation, which incorporate statistical learning theory, include backpropagation artificial neural networks (BPANNs) [16] , self-organizing-map (SOM) neural networks [17] , adaptive neuro-fuzzy inference system (ANFIS) [18] , support vector machines (SVM) [19] , and artificial neural networks (ANNs) [20] . Most studies have discussed the applications of feedforward backpropagation (FFBP) ANN, which can resolve many problems, and its extensive use has suggested reliability [21] , [22] . However, backpropagation (BP) learning algorithms contain numerous parameters that need random tuning; as an over gradient method, it has overfitting problems, and it might slowly converge to reach the local minima.
The authors in [23] applied a SOM method to a data set consisting of tested online data from an actual power system. They classified the load profile from a Greek power system to obtain the security criterion by regression to reliably estimate the post-disturbance variables. They used a hybrid method of learning based on input-output or peer-to-peer mapping called ANFIS. The ANFIS model forms ''if-then'' decision pairs, and it has remarkable appeal because it uses nonlinear modeling to extract rules in time series and forecasting [24] . The authors in [25] applied support vector regression with ANFIS models to obtain four security statuses, namely, standard, alert, emergency_1, and emergency_2. They used these statuses to classify the security of the system. ANNs should be adept at solving nonlinear functions, sorting data, recognizing patterns, optimizing processes, predicting or forecasting outcomes, identifying system processes, and simulating and managing system functions [26] . The authors in [27] applied an ANN algorithm to enhance the security of power systems. In [28] , the static security index was predicted by adopting the ANN algorithm for contingency screening and ranking. In [13] , the ANN algorithm was applied to enhance the security of power systems. In [14] , an ANN module was used for SSA by considering the voltage and load flow in the power system A team of scientists led by Rumelhart and McClelland in 1986 first proposed BPANN, a multilayered feedforward network that trains using an error BP algorithm. BPANN has become the most commonly used neural network model [29] . In [30] , an integrated radial basis neural network with particle swarm optimization was used to reduce the training time and improve the intelligent agent performance for SSA with a single contingency. However, the authors considered the security index as part of the security assessment, which could be considered state of the art, and developed further to include the remedial actions. In [28] and [31] , multilayer feedforward artificial neural network was applied for security classification and contingency selection and ranking and then compared it with radial basis function network implementation. Both techniques showed the competence of accurately assessing the security of the power system against single-line outage and significantly faster than other conventional methods. These techniques demonstrated the online implementation for SSA and monitoring. The adaptive artificial neural network (AANN) takes this further by including the remedial action with the security assessment to act rationally with the system conditions.
The offline training speed for the AI system presents a challenging issue in the static risk assessment calculation [32] . A statistical analysis of wind farm historical data was used to train a chain model and SVM. However, the system could not adapt a new case after training. The adaption issue increases system performance, especially in large power system applications.
Meng-yu and Hsiao-dong [33] tested the accuracy of power flow and quasi-static state under different load conditions. The numerical evaluation showed some misclassifications of some security cases with heavy loading conditions. However, the load variations and generation redispatch patterns were considered during the increases in loading conditions. The authors suggested developing a full power flow model by including reactive power/voltage control aspects, which has been considered in the AANN algorithm.
This study aims to develop an AANN application module based on the ANN algorithm. To this end, the methodology is enhanced to screen contingencies and develop a security assessment ranking that subsequently reduced the computation scale of a real-time SSA. This developed application comprises the following procedural elements. (1) Automatic SSA data generation is developed. It evaluates the security of the power system's operating status and distinguishes them as secure, alarmed, and insecure states. (2) Variables, such as the status of the lines and the corresponding security to the developed AANN module, are adapted in the power system. The main contributions of this study are as follows.
1. An OSSA module that screens and ranks the severity of contingencies automatically is developed in this study. This module considers the effects of adjustable devices and identifies the operating status using current operating point variables (its computational time challenge that has been solved by using the AANN). 2. A novel method is developed based on AANN algorithm. The method predicts the security status and evaluates the operating status from any cascading case by suggesting the estimated generator redispatch and/or load shedding. 3. The system considers the varying base load conditions and generation aspects to estimate the remedial control action in a short computational time. The rest of this paper is organized as follows. Section 2presents the implementation of the proposed AANN method in security assessment. Section 3 describes the tests and the findings. The final section concludes and highlights the important contributions of this work.
II. AANN IMPLEMENTATION IN SECURITY ASSESSMENT
An AANN is applied to predict the optimum amount of generation redispatch and load shedding in megawatts. The definition of an AANN emphasizes its use in conjunction with an automatic data generation method. However, the additional adjective, that is, adaptive, refers to the enhancement of the ANN to be adaptive with the power system changing, not just within the neural network. Another aspect is to improve the learning for the BP algorithm by using the root mean square error (RMSE) for the error concentration [27] .
The AANN is developed to be included as a steady-state security assessment tool for supplying a possible control action to mitigate an insecure situation when a credible contingency occurs. It is based on function approximation, which is centered on the mapping between a pre-disturbance operation point and the security margin, including the control action of the contingencies. The AANN is developed by object-oriented programming using Python 2.7, which allows parallel processing for multiple neural networks. The implementation of the AANN for the Malaysian power grid security assessment shown in Fig. 1 , which requires four neural networks running in parallel. Two stopping criteria factors are considered for the AANN training schema. The first factor is when the RMSE reaches a performance goal value. The second factor is when the training reaches a certain number of iterations, and the network cannot reach the threshold error value. The limitation of the neural network is that the time taken for the training depends on the stopping criteria. For the first training, the neural network takes a long time when the RMSE is selected with a small value. Thus, numerous iterations should be assumed to stop the process. The AANN testing error increases with the RMSE. Therefore, a change in the number of hidden nodes should be applied. For this study, the selection of 4.0E+4 epochs shows good promise for the Malaysian power system. Practically, in a large system, a clustering method is used on the basis of system islands or areas [34] . The system is divided into many areas on the basis of the number of buses, generators, and loads. Furthermore, several networks are used to handle a large system, where each area uses different neural network architectures at the control central unit. Parallel computing can be implemented for the proposed control method because it has been previously used for the voltage and line flow security assessment [35] to speed up the training time of the neural network. At the final stage, the predicted action with optimal amount is finalized at the decision unit before final implementation.
A. AUTOMATIC DATA KNOWLEDGE GENERATION
The superior quality of data is essential for the neural network approach. Therefore, training data should be correctly generated, and the neural network should have good generalization capability. Therefore, the power system simulator will ensure all generated cases at different load levels are included in the training data knowledge. The following several points are considered for the developed AANN:
1. The automatic procedure at the data knowledge unit guarantees good data quality because various system operating points and contingencies are demonstrated for each load level by the simulator. 2. The accuracy and applicability of the proposed approach are based on the use of feature selection and extraction methods in data generation. Parameters from the contingency analysis are extracted as statistical features and used as an input feature for the classification problem. The simulation model is developed using PSSe software engine to build the training knowledge data for the neural network. However, the AANN adapts any new simulated case, making the neural network extendable. 3. The training data are generated from the minimum load up to maximum load level by constant increments.
In this manner the capability of the robust AANN in detecting a situation and recommending an appropriate action can be verified. 4. Optimization methods are used for the parameter estimation of the AANN. The RMSE equation improves the neural network sensitivity when the error reaches its minimum with a reduced number of iterations. Three optimization methods are used for the parameter estimation of the AANN. a) The number of hidden neurons is optimized for the best AANN performance. b) The optimization includes the selection of control actions to eliminate the voltage violations and line overloads. c) AANN is used to predict the optimum amount of generation redispatch and load shedding in megawatts after a contingency occurs to enhance system security These factors enhance the performance of the neural network application in predicting the desirable output accurately. The automatic data knowledge generation is based on the variation of operating points, which, in turn, is based on the load profile, production, contingency, and operational practices. Most contingency effects can be reduced by applying preventive/corrective control action. Conversely, the output or target data (amount of generation redispatch and load shedding) are automatically generated for each contingency to be included with a sample of the neural network. Generation rescheduling and load shedding are considered as a solution for increasing system reliability and security. Each load level or operating point is analyzed by power flow computation. All contingencies are considered without any ranking process to allow the AANN to solve the control issue. However, the training might be slow but not the testing, and not all contingencies require control action. The security margins are determined using the load flow by a simple computation method.
The load level profile is selected using the system load profile, as shown in Fig. 2 (usually it functions from a minimum operating point of 60% up to the maximum operating point of 100% using a specific increment of load scale distributed over all loads). The data are divided into different schemas, where the data has to be saved before the training. These schemas are divided as follows:
• Contingency analysis data: contain bus voltage, terminal line flow, and generation/ load amounts for each area and subarea;
• Corrective action data: contain the amount of generation redispatch and load shedding.
With these schemas, the neural network can determine its output over various levels of system operating points. However, a small increment of load level results in generating additional cases or patterns and vice versa. The scaling of a nonslack generator is required before running the load flow solution to ensure no mismatch tolerance in the system, which is used to check for the largest initial active or reactive power mismatch. In other words, no additional generation occurs when the load is increased or decreased. The maximum and minimum machine active power output, namely, PMAX and PMIN, are entered in megawatts and set as power limits contained in the working case.
Contingency analysis is used for security assessment. Thus, a report can be presented at this stage for the bus voltage or line overloading violation, as shown in Fig. 3 , where i is the bus number, and three security classifications exist, namely, alert, emergency, and extreme emergency. These classifications are estimated using conventional methods for testing and verification purposes (Appendixes A.1-A.4).
The aforementioned reports help in enhancing the system design by diagnosing the weak parts of the system. However, the contingency analysis depends on the model of the power system, which is used to study the outage effects and alert the operator of any overload or voltage violation. After corrective action is taken and stored in the data knowledge, the running case is saved for the record. Continually, this procedure is repeated until the maximum load level at which the system can operate without suffering any blackout case is reached.
B. DATA NORMALIZATION
Normalization is conducted at the beginning of the AANN to convert the data into a form that the neural function can handle [27] . Negative values are presented for generator rescheduling. Hence, normalizing the vector data for the inputs and targets are required to position all the data in the range between −1 and 1 to prevent any volatility in the network weights. For the same reason, the selection of the activation function for the hidden and output nodes is based on the input and output data range [36] . The number of neurons in the hidden layer is not specified. Therefore, an optimization method is developed to handle this matter [37] . The two other factors that can affect the ANN output are the learning rate coefficient, which changes the size of the weight adjustments, and the momentum term, which can improve the convergence rate when added to a grand expression. An effective selection method for the learning and momentum rates, which was reported in [38] , is considered in the current study.
C. TRAINING PROCESS
The BP algorithm is similar to the perceptron network algorithm with more than one layer, as shown in Fig. 4 . It contains three layers. The first one is connected to the inputs. The second layer contains the activation function. The third layer is the output of the network. The FFBP algorithm is the most commonly used method for training multilayer feedforward networks [39] . This technique was popularized by Rumelhart et al. [40] , and it is similar to the perceptron network algorithm with more than one layer (Fig. 4 ). In the current work, FFBP is developed as a training algorithm for the AANN. The proposed network architecture consists of three layers that satisfy the performance requirements. The weights are initialized with random values. The error is calculated at every single iteration, and the learning procedure is repeated for all patterns (p = 1, 2, . . . , N ) or epochs ([Input, Output]) to correct the initial value for all the weights. The BP algorithm has a high mathematical foundation. With smooth training, it can provide accurate testing results.
The AANN is applied to enhance system security by controlling the generator supplies and loads. In other words, the AANN is used to predict the optimum amount of generation redispatch and load shedding in megawatts after a contingency occurs to enhance the system security.
During training, the inputs are applied against their output targets and propagated through the network layers to calculate the sum of the errors. An enhancement is determined by using the sum of theRMSE, as shown in Equation (1). The RMSE shows a better performance than the mean square error in terms of sensitivity and accuracy.
where N is the total number of patterns. The activation function of the hidden and output neurons is a hyperbolic tangent function (the advantage of using a function is to be symmetrical with respect to the origin [40] ). The threshold error (RMSE) is calculated for finding the training error. Fig. 5 presents the pseudocode of the training process at the first stage. The AANN is plugged into the system where the training is performed to adapt any new data (not included in the first training data set) for the same power system area or cluster, as shown in Fig. 6 . The AANN training class for each power system area or cluster is shown in Fig. 7 .
D. TESTING PROCESS
Testing is the last step of the implementation approach to verify the model performance. Once the networks finish the training process and reach one of the two stopping criteria, network testing is required to verify the AANN and check if it is working remarkably under the required conditions. To this end, another input data set called testing data, which is not included in the training, is generated. In other words, the same system model with different load scales to those used in the training is selected. In this manner, a data set with the same 
number of inputs but under different operating conditions is generated.
Many contingencies can be tested under various load levels. Thus, the verification method compares the AANN output with the original output, as calculated by using the PSSTME simulator [41] . The result is displayed and saved after destabilization, which is conducted to return to the original values of the generator redispatch/load shedding in megawatts. Once the network completes training and passes the testing step, it is ready to be connected to the power system for predicting the optimum amount of generation redispatch and load shedding under steady-state analysis or real-time operation. The implemented testing is presented in Fig. 8 . 
III. RESULTS AND DISCUSSION
The novelty of this work is avoiding the retraining for new loading scenarios. Therefore, a long training is required to reach the expected results, and it is required for one time once the AANN is installed into the system. The new loading scenarios do not take a long time (depending on the number of cases that need to be adapted) because it is a discrete training process. Thus, the neural network starts from the last point (In the condition that it is the same system). The only case that requires to start the training again is when new transmission lines exist, the network structure is changed, or new generators are installed.
Regarding testing, error decreases up to some epochs and then increases. The final optimal results are achieved after a long optimization process and stability check. Stability check is performed by monitoring errors and ensuring that the error values are not frequently increased over the training and testingprocesses. The optimal network is used over different load level scenarios to check the validity of the developed AANN.
The proposed method is tested on a practical 87-bus system after an initial training of approximately 3 h. Nevertheless, the time during the adaption process is only a few moments. A long time is required for training a large-scale power system comprising several thousand buses. In this regard, the proposed method is addressed to reduce the computational time during the ANN training when the system configuration is changed slightly. The new cases are generated by the automatic data generation model and adapted to the AANN data knowledge. The weights between the neural network layers are changed and saved for the next adaption. The AANN output (amount of generation redispatch and load shedding) is compared with the actual data from the conventional steady-state security assessment and control to evaluate the performance of the suggested AANN.
The Peninsular Malaysian grid is divided into four areas, namely, north, east, central, and south (Fig. 9 ). The northern area is divided into four zones representing the states of Perlis, Kedah, Pulau Pinang, and Perak. The eastern area includes the zones of Kelantan, Terengganu, and Pahang. The central area consists of Selangor and Wilayah Persekutuan. The southern area comprises the states of Negeri Sembilan, Melaka, and Johor. The total of the system production and system load is 10652.4 and 10456.5 MW, respectively (the year is 2007). The percentage of system losses is 1.84% over the total generation. The subsystems interchange the power between each other to satisfy system security. A strategy of using a different neural network for controlling each area is applied. In this case, four neural networks are used to provide the optimal amount of generation redispatch and load shedding.
The new algorithm is demonstrated on the Malaysian power grid by using the developed AANN tool written in Python 2.7, which is tested on Windows 7 with Intel Core i7 processor and 4 GB RAM. The neural network is tested on three load levels (i.e., light load, medium load, and heavily congested) to check the capability of using an adaptive neural network application tool for security assessment.
The (N−1) contingency analysis is conducted on the system for the automatic data knowledge generation. Then, it is used to estimate the control action with different loading margins for any line outage. The data knowledge has four data sets representing the four areas in the system. Therefore, different AANN architectures are designed to provide an optimal value of the preventive/corrective action when the system is under a contingency and control action is required. The number of hidden neurons is adjusted on the basis of the network inputs and outputs in each area. The AANN configuration, including its input, hidden, and output layers for each area, is presented in Table 1 . The number of neurons in the input layer is fixed by the number of selected buses and lines. The number of neurons in the output layer is fixed by the number of selected generators and loads. The number of neurons in the hidden layer is based on optimization method, which depends on system training and testing errors.
The number of neurons in the input layer depends on the number of buses and lines in a particular area. Likewise, the number of neurons in the output layer depends on the number of generators and loads in the selected area. This method has been applied in many studies, such as in [42] . Four clustered AANNs are used in parallel for the Peninsular Malaysian grid (central, east, north, and south). The number of neurons in the output layer depends on the number of generators and loads in each selected area for generation redispatch and load shedding. Therefore, the total number of outputs are 79 (23+12+23+21) with 79 remedial actions when it is required.
The inputs are bus voltages and thermal flow percentages exclusive of transformers and generator buses. For all the cases conducted, the weights and thresholds are initialized with random values between −0.5 and +0.5. In addition, the number of hidden neurons is optimized for best AANN performance. The momentum factor is dynamically changed in the range of 0.1-0.04 on the basis of the redundancy of the RMSE in the BP algorithm to provide a smooth training error curve. The change results in a remarkable performance. The learning rate is set as constant at 0.01 for best accuracy.
The data knowledge of the training data containing (N−1) contingencies starts from the minimum load level (60% of the total system load) up to the maximum load with a 5% increment. The training patterns are generated by increasing the total load by 5%, assuming the increases are distributed equally. However, this practice is applied in the simulation stage in the industry, and the same practice by the Advance Power Solution Company is followed. This company provides consultation, simulation, and testing to verify the system configuration in the Peninsular Malaysian grid and prove the AANN performance and robustness to be applied for the power system SSA, which can supply the neural network with historical data in any further research. The main contribution of this study is the generation redispatch and load shedding in each zone. The distribution system simulation provides the load changing in each load. Therefore, the 5% increase, starting from the minimal load operating at 60%, can be covered. During testing, a different point is assigned to obtain new data within the range of 5%. The data can also be generated randomly. However, this possibility can be considered in another study where the AANN can be tested. The total number of contingencies used in the training data is shown in Table 2 . Meanwhile, the testing data sets are generated at different load levels (Table 3 ). Each area is tested using three load level scenarios to check the AANN accuracy at different operating points. Three testing load scenarios for each area are demonstrated to verify the AANN performance corresponding to a various level of security. The number of generators, loads, buses, branches, and switched shunts are listed in Table 4 .
Generally, a contingency in one area can affect the security in another area due to the power interchange among these areas. However, further development is required to eliminate these problems. In this case study, an individual area controller is considered a solution for the power system security assessment. Fig. 10 shows the testing results obtained from the AANN for the northern area of the system. The percentage RMSE of the training is 2.1524% using 4.0E+4 epochs. The difference between the maximum error and baseload (1129.521 MW) is in the neighborhood of 50 MW, thereby indicating an accuracy of more than 95.57% in the AANN test results. The AANN specifies the range of operation and the control actions allowed for different equipment and automatic controls. The most severe contingency depends on the location and the type of stability phenomenon considered. The influences of equipment outage or automatic controls are different, and they are specified for each security issue.
The east area of the system has a reduced number of contingencies. Hence, it has a better AANN performance, with an RMSE of 0.2111%, during training compared with other areas. Fig. 11 shows the AANN testing error in MW for each unit. The maximum difference between the actual and AANN outputs is less than 8 MW (Case (c) in Fig. 11 ). On this basis, the accuracy is approximately 99.99%.
For the central area, the AANN training RMSE is 1.71% using 4.0E+4 epochs. Fig. 12 shows a clear trend of an increase in the AANN testing error for some units. This increase is caused by the security criteria arising inside an area when the load is more than the generation. However, comparing the maximum testing error shows a significant accuracy of less than 52 MW with respect to the total load of 5201.18 MW when the system is highly loaded. The AANN performance in this area is approximately 99.99%.
As shown in Fig. 13 , the AANN controller performs well in the southern area of the system. The training RMSE is 2.35% using 4.0E+4 epochs. Therefore, the AANN tool can provide the optimal amount of generation redispatch and load shedding in megawatts. The AANN performance is approximately 99.99%.
Modern energy management systems frequently perform a steady-state security assessment and control to provide the power system the capability to withstand numerous credible contingencies.
The assessment of these contingencies involves the selection of credible contingencies and then the estimation of the system response to each particular contingency. Therefore, a remedial action and optimization process should be concerned with the selection of control actions to eliminate the voltage violations and line overloads. In this system, the AANN shows good promise in A.1 Security assessment report for the northern area.
A.1 (Continued.) Security assessment report for the northern area.
A.2 Security assessment report for the east area.
Light load

Flow violations > 80% of rating A
None
Low-voltage range violations
None
High-voltage range violations
None
Medium load
Flow violations > 80% of rating A
None
Low-voltage range violations
High-voltage range violations
None Heavily congested 
Flow violations > 80% of rating A
IV. CONCLUSION
This study presents an enhanced algorithm for the schema of Malaysian power system security assessment inclusive of remedial actions using developed AANN application. The AANN presented was designed to determine the effects of different disturbances and estimate the optimal amount of generation redispatch and load shedding in megawatts. Feature selection and data extraction methods, as well as power system clustering, were used to reduce the number of inputs and enhance the model generalization capability. The RMSE equation also brought advantages in terms of improving neural network sensitivity. This improvement was confirmed by the results obtained from testing. The proposed algorithm showed good promise to provide an appropriate solution for secure operation. The advantages of the presented approach are as follows.
1. The weights can be updated when new cases need to be adapted. 2. The testing procedure of the AANN model is rapid. 3. A security indication is provided quickly with a control action to recover the system from any security interruption. 4. Power system network clustering is applied to reduce the number of inputs/outputs. As a result, it can control each area individually and consider different network topologies. 5. The training data provide the opportunity for the AANN model to control the system under a contingency for a wide range of load levels. 6. Economic operation is increased by achieving minimum power losses when the system is operating under a contingency. 7. The accuracy of the proposed approach is based on automatic data generation and the use of feature selection and extraction methods. VOLUME 7, 2019 
