Abstract. Let p k (n) be given by the k-th power of the Euler Product
Introduction
This paper is devoted to the congruence properties of p k (n) modulo arbitrary integer m ≥ 2, where p k (n) is defined by the k-th power of the Euler Product
When k = 1, f 1 is called the Euler Product, and by Euler's pentagonal number theorem [12] , [1, pp. 11] , we see that When k = −1, p −1 (n) is the ordinary partition function p(n), which counts the number of ways of writing n as a sum of a non-increasing sequence of positive integers.
Recently, the congruences for p k (n) have drawn much more attention since many partition functions possess the same congruence properties as p k (n), such as ℓ-regular partition functions, the overpartition function, t-core partition functions. Recall that for any ℓ ≥ 2, a partition is called an ℓ-regular partition if none of its parts is divisible by ℓ. Let b ℓ (n) denote the number of ℓ-regular partitions of n, and the generating function of b ℓ (n) is given by
(1 − q ℓn ) (1 − q n ) with the convention that b ℓ (0) = 1. For any prime ℓ and j ≥ 0, it is easy to see that
(mod ℓ).
Combining with (1.1), we have for any n ≥ 0, b ℓ j (n) ≡ p ℓ j −1 (n) (mod ℓ).
In [10] , Cui, Gu and Huang obtained some infinite families of congruences for p k (n) (1 ≤ k ≤ 24) modulo 2 or 3 by using the modular equations of the fifth and the seventh order. To be specific, they established the following congruences p k ℓ tα n + (24i + ℓk) · ℓ tα−1 − k 24 ≡ 0 mod 2 or 3, where 1 ≤ k ≤ 24, α ≥ 1 and ℓ = 5 or 7, the positive integer t is determined by k, ℓ and the modulus 2 or 3. Moreover, they also obtained many infinite families of congruences for ℓ-regular partition functions and generalized Frobenius partition functions. For example, they proved that for any α ≥ 1, n ≥ 0 and 1 ≤ i ≤ 4, b 16 5 4α n + i · 5 4α−1 + 3 · 5 4α+1 − 15 24 ≡ 0 (mod 2).
Later, Xia [31] used the modular equations of the fifth and the seventh, as well as the thirteenth order to establish the generating functions of
where 1 ≤ k ≤ 24, α ≥ 0 and ℓ = 5, 7 or 13 and t(5, k) = ⌊ k 5 ⌋, t(7, k) = ⌊ 2k 7 ⌋ and t(13, k) = ⌊ 7k 13 ⌋, respectively. Based on the above generating functions, he derived that for a fixed prime ℓ ∈ {5, 7, 13}, 1 ≤ k ≤ 24 and any m ≥ 2, if there exists r(k, m) satisfying some restricted conditions, then for any α ≥ 1, n ≥ 0 and 1 ≤ i ≤ ℓ − 1, p k ℓ 2r(k,m)α n + (24i + ℓk) · ℓ 2r(k,m)α−1 − k 24 ≡ 0 (mod m).
Moreover, he obtained many infinite families of congruences for ℓ-regular partition functions, partition functions related to mock theta functions and generalized Frobenius partition functions. For example, he proved that for any α ≥ 1, n ≥ 0 and 1 ≤ i ≤ 12, b 23 13 22α n + (12i + 143) · 13 22α−1 − 11 12 ≡ 0 (mod 23).
In this paper, we determine the generating functions of p 8k (2 2α n + k(2 2α −1) 3
and p 3k (3 2β n + k(3 2β −1) 8
) (1 ≤ k ≤ 8) based on the modular equations of the second and the third order. Furthermore, combining with a result of Engstrom [11] about the periodicity of linear recurring sequences modulo m, we obtain infinite families congruences for p 8k (n) and p 3k (n) with respect to arbitrary modulus m ≥ 2.
To state our results more precisely, we adopt the notion
for any integer t ≥ 1. Note that the case of t = 1 is coincident with the Euler Product. By means of the modular equations of the second and the third order, we derive the following generating functions.
where the coefficients A k (α) and B k (α) satisfy the same recurrence relation
The values of f (k) and g(k) (1 ≤ k ≤ 3) and the initial values of A k and B k (1 ≤ k ≤ 3) are listed in Table 3 .
(1.5) 6) where the coefficients C k (β) and D k,i (β) satisfy the same recurrence relation
The values of h(k) and r(k) (1 ≤ k ≤ 8) and the initial values of C k and Table 4 .
Utilizing a result of Engstrom [11] , we prove that for any m ≥ 2, there always exist positive integers α and β satisfying B k (2α − 1) ≡ 0 (mod m) and D k,i (2β − 1) ≡ 0 (mod m) for 1 ≤ i ≤ k 3 in Theorem 3.2. Therefore we may define µ m (k) and ν m (k) by 8) and
In addition, let 0 ≤ c 1 ≤ m − 1 be the integer such that
We can establish the following infinite families of congruences for p 8k (n) and p 3k (n) modulo m with the aid of generating functions (1.2) and (1.5). Theorem 1.3. For any m ≥ 2 and 1 ≤ k ≤ 3, the following statements hold:
(ii) If there exists a positive integer α such that c α 1 ≡ 0 (mod m), then for any n ≥ 0,
Theorem 1.4. For any m ≥ 2 and 1 ≤ k ≤ 8, the following statements hold:
for any β ≥ 1, then for any n ≥ 0 and i = 1 or 2,
(ii) If there exists a positive integer β such that c β 2 ≡ 0 (mod m), then for any n ≥ 0,
It is worth mentioning that there are another two approaches to obtain some cases of Theorem 1.3 and Theorem 1.4. For the first one, the case of k = 1 in Theorem 1.3 and the case of k = 2 in Theorem 1.4 can also be obtained from Newman's Theorem [25, Theorem 1] . For the second one, the cases of (k, m) = (1, ≥ 2) in Theorem 1.3 and the cases of (k, m) = (2, ≥ 2), (k, m) = (3, 12), (k, m) = (4, 12), (k, m) = (5, 1836), (k, m) = (7, 53028) in Theorem 1.4 can be deduced with the aid of eigenforms. For more details, please refer to [10] and [26] .
As applications of Theorem 1.3 and Theorem 1.4, we obtain many infinite families of congruences for different kinds of partition functions. For example, we derive some congruences for ℓ-regular partition functions modulo 2, 3, 5, 17 and 19, some of which are stated as follows: for any α ≥ 1, β ≥ 0 and i = 1 or 2,
and
We also obtain some infinite families of congruences for the overpartition function and t-core partition functions by applying Theorem 1.3 and Theorem 1.4. Recall that an overpartition of n is a partition of n where the first occurrence of each distinct part may be overlined [9] . Denote by p(n) the number of overpartitions of n. The congruences for p(n) have been extensively studied, see, for example, [7, 13, 21, 24, 29] . We obtain some new infinite families of congruences for the overpartition function modulo the powers of 2,
where α ≥ 1, n ≥ 0 and i = 1 or 2.
For t ≥ 1, a partition is called a t-core partition if none of its hook lengths is divisible by t. Let a t (n) denote the number of t-core partitions of n. For congruences for t-core partition functions, see, for example, [15, 16, 18, 19, 27] . We obtain some infinite families of congruences for 2-core and 4-core partition functions, for example, for any α ≥ 1, β ≥ 0, n ≥ 0 and i = 1 or 2, we have
Note that this yields a special case of Hirschhorn and Seller's conjecture [20] when α = 1. This conjecture has been proved by Chen [6] .
The rest of this paper is organized as follows. In Section 2, we give the proofs of Theorem 1.1 and Theorem 1.2 by investigating the properties of the modular equations of the second and the third order under the Atikin U -operator. In Section 3, we first prove the existence of µ m (k) and ν m (k) via linear recurrence relations (1.4) and (1.7). Combining this with the generating functions in Theorem 1.1 and Theorem 1.2, we give the proofs of Theorem 1.3 and Theorem 1.4. Section 4 is devoted to infinite families of congruences for the overpartition function, t-core partition functions and ℓ-regular partition functions with the aid of Theorem 1.3 and Theorem 1.4.
Generating functions and modular equations
To derive the generating functions of p 8k (2 2α n+
, we first introduce the following three operators acting on ∞ n=−∞ a(n)q n . Let p = 2 or 3 and define
Clearly, we have
Note that U p is the Atkin U -operator [4] , and Cui, Gu and Huang [10] introduced the notation of g p and G p for p = 5 or 7.
In the notation of these three operators, the left hand sides of (1.2), (1.3), (1.5) and (1.6) can be written as
Thus, the proof of Theorem 1.1 (resp. Theorem 1.2) is equivalent to compute .
Then the modular equation of the second order is
This celebrated identity was discovered by Jacobi [30, p. 470] , which also appears in [28, p. 833] and [17, p. 394 ].
The next lemma shows that U 2 {T n } is a polynomial of S or S −1 .
Lemma 2.1. For any n ≥ 0, U 2 {T n } is an integer polynomial in S with degree at most ⌊ n 2 ⌋. Similarly, for n < 0, U 2 {T n } is an integer polynomial of S −1 with degree at most −n.
Proof. First, we prove the case of n ≥ 0 by induction on n. For n = 0, we have done since U 2 {T 0 } = 1. By the following 2-dissection of f 4 1 [5, p. 40, Entry 25]:
, we obtain
It implies that U 2 {T } = −8. Therefore, the lemma holds for n = 0 and 1. Suppose that the lemma holds for the case of 0 ≤ n ≤ λ (λ ≥ 1). By means of the modular equation of the second order (2.1), we get that
which means that U 2 {T λ+1 } is also an integer polynomial of S. Because ⌊ λ−1
This proves the case of n ≥ 0. From (2.1), we see that
For n < 0, it can be shown that
which imply that the lemma holds for n = −1 and −2. Suppose that the statement holds for −λ ≤ n ≤ −1 (λ ≥ 2). It follows from (2.2) that U 2 {T −λ−1 } is an integer polynomial of S −1 , and its degree is at most λ + 1.
For ease of calculation, we list U 2 {T n } for −2 ≤ n ≤ 3 in Table 1 . 
For the sake of brevity, we abbreviate
1 P (S)}) if no confusions arise, where P (S) is a power series of S.
Proof. We prove this lemma by induction on α. For α = 0, we see that
This, together with Lemma 2.1, yields that f −8k 2 g 2 {f 8k 1 } is a polynomial of S with integral coefficients, and its degree is at most ⌊ k 2 ⌋. Suppose that this lemma holds for α, then we set
where
Applying U 2 to both sides of (2.3), we obtain
By the definition of U 2 , we have for any integer i,
Combining (2.5) with (2.4), we arrive at
, the second statement of this lemma holds. Thus, we assume that
holds for any integer i, it follows from (2.6) that
Note that k − 3i < 0 may hold only if i = ⌊ k 2 ⌋. In this case, from Lemma 2.1, it can be seen that the degree of U 2 {T k−3i }, as an integer polynomial of S −1 , is at most 3i − k = 3⌊
} is an integer polynomial of S, and its degree is at most ⌊ k 2 ⌋. So the first statement is true. This completes the proof.
We are ready to prove Theorem 1.1 based on Lemma 2.2.
Proof of Theorem 1.1. We illustrate our method of proving Theorem 1.1 with an example of the case k = 2. By Lemma 2.2, we assume that for α ≥ 0 
It follows from (2.8) that
By (2.7), we obtain
Combining this with the expressions of U 2 {T 2 } and U 2 {T −1 } in Table 1 , we have
Comparing (2.10) with (2.9) implies the recurrence relations
On the other hand, multiplying f 16 2 on both sides of (2.9) and then applying U 2 , we obtain
In light of (2.5), the equality (2.12) yields
Substituting the expression of U 2 {T 3 } (see Table 1 ) into (2.13), we get
Comparing (2.14) with (2.8), we see that
It is obvious that A ′ 2 (0) = 1 and B ′ 2 (0) = 0. Hence, A ′ 2 (α) and B ′ 2 (α) are determined by the recurrence relations (2.11) and (2.15) and the initial values A ′ 2 (0) = 1 and B ′ 2 (0) = 0. It is easy to check that A ′ 2 (α) (resp. B ′ 2 (α)) and A 2 (α) (resp. B 2 (α)) satisfy the same recurrence relation and share the same initial values. Thus, A 2 (α) = A ′ 2 (α) and B 2 (α) = B ′ 2 (α). This completes the proof. .
Then the modular equation of the third order is of the form Now we proceed to derive some properties related to the modular equation of the third order.
Lemma 2.3. For any n ≥ 0, U 3 {Y n } is an integer polynomial in X with degree at most ⌊ n 3 ⌋. Similarly, for n < 0, U 3 {Y n } is an integer polynomial of X −1 with degree at most −n.
Proof. We first show the statements of the case of n ≥ 0 by induction on n. Due to Hirschhorn [17, p. 397, (43.3.14)], it is easy to deduce that
Therefore, the lemma holds for n = 0, 1 and 2. Suppose that the lemma holds for 0 ≤ n ≤ λ (λ ≥ 2). By means of the modular equation of the third order (2.16), we get that
which means that U 3 {Y λ+1 } is also an integer polynomial of X. Because ⌊ λ−2
This proves the case of n ≥ 0. From (2.16), we derive that
For n < 0, combining (2.18) with (2.17), we have
which show that the lemma holds for n = −1, −2 and −3. Suppose that the statement holds for −λ ≤ n ≤ −1 (λ ≥ 3). From (2.18), we derive that U 3 {Y −λ−1 } is also an integer polynomial of X −1 , and its degree is at most λ + 1. This completes the proof for n < 0. Table 2 :
For ease of calculation, we list U 3 {Y n } for −3 ≤ n ≤ 8 in Table 2 .
For the sake of convenience, we abbreviate G 3 (k){f 3k 1 P (X)} (resp. g 3 (k){f 3k 1 P (X)}) as G 3 {f 3k 1 P (X)} (resp. g 3 {f 3k 1 P (X)}) if no confusions arise, where P (X) is a power series of X.
We also obtain the following equalities similar to (2.5) and (2.7), for any integer i,
Based on the above two equalities, we can derive the following statements parallel to Lemma 2.2. Proof. The proof is analogous to the proof of Lemma 2.2, and hence is omitted.
We prove Theorem 1.2 with the aid of Lemma 2.4.
Proof of Theorem 1.2. Since there are eight cases should be considered for 1 ≤ k ≤ 8, we only prove this theorem for k = 7 without loss of generality. Other cases can be derived similarly. By Lemma 2.4, we assume that for any β ≥ 0,
Multiplying f 21 1 on both sides of (2.21) and applying g 3 , we have
Combining this with (2.20), we obtain that
Substituting the expressions of U 3 {Y −1 }, U 3 {Y 3 } and U 3 {Y 7 } (see Table 2 ) into (2.23), we get
Matching the coefficients of like powers of X in (2.24) and (2.22), we obtain
Meanwhile, the equality (2.22) implies that
By (2.19), we have
Due to the expressions of U 3 {Y 4 } and U 3 {Y 8 } (see Table 2 ), we arrive at
Combining this with (2.21), we see that 3 Congruences for p 8k (n) and p 3k (n)
In this section, we first prove that for any m ≥ 2, µ m (k) (1 ≤ k ≤ 3) and ν m (k) (1 ≤ k ≤ 8) always exist. Then we establish infinite families of congruences modulo m for p 8k (n) (1 ≤ k ≤ 3) and p 3k (n) (1 ≤ k ≤ 8) based on the generating functions in Theorem 1.1 and Theorem 1.2. Engstrom [11] studied the periodic property of linear recurring sequences for modulus m. We have proved that
Recall that
) is a linear recurring sequence in Theorem 1.1 (resp. Theorem 1.2). Using the above result of Engstrom, we prove that for arbitrary m ≥ 2, µ m (k) (resp. ν m (k)) defined by (1.8) (resp. (1.9) ) always exists. 
) obtained in Theorem 1.1 (resp. 1.2), the corresponding µ m (k) (resp. ν m (k)) always exists for any m ≥ 2.
Proof. We only prove the case of ν m (k) Table 4 , we observe that the corresponding a 0 of these linear recurring sequences {D k,i (2β)} ∞ β=0 are of the form ±3 t for some integer t. Therefore, by Lemma 3.1, if m is coprime to 3, then the integer sequences {D k,i (2β)} ∞ β=0 are periodic for the modulus m. This implies that there exist positive integers β 0 such that
This is because all the coefficients h(k) and r(k) in the recurrence relation (1.7) are divisible by 3. Second, by Lemma 3.1 again, we see that the integer sequences {D k,i (2β)} ∞ β=0 are periodic for the modulus ℓ. Let r i be the least period of the {D k,i (2β)} ∞ β=0 modulo ℓ. Then the least common multiple r of r i (1
Combining this with the fact that if
Let n 0 be an integer such that n 0 r ≥ N = max 1≤i≤⌊
⌋ N i and set β 0 = n 0 r. Combining (3.1) with (3.2), we have D k,i (2β 0 − 1) ≡ 0 (mod m). Therefore, we conclude that ν m (k) must exist. Similarly, we can show that µ m (k) always exists for any m ≥ 2. This completes the proof.
Recall that c 1 is the integer such that 0 ≤ c 1 ≤ m − 1 and c 1 ≡ A k (2µ m (k) − 1) (mod m) and c 2 is the integer such that 0 ≤ c 2 ≤ m − 1 and c 2 ≡ C k (2ν m (k) − 1) (mod m). According to Theorem 3.2, it follows from (1.2) and (1.5) that for any m ≥ 2,
(mod m),
(mod m).
Thus we can establish infinite families of congruences for p 8k (n) (1 ≤ k ≤ 3) and p 3k (n) (1 ≤ k ≤ 8).
Proof of Theorem 1.3. For any m ≥ 2, based on Theorem 3.2, we have
where 0 ≤ c 1 ≤ m − 1 and c 1 ≡ A k (2µ m (k) − 1) (mod m). Acting the operator U 2 , we obtain that G
Then for α ≥ 1, the following congruence holds
Acting the operator g 2 G
, we have
Equivalently,
As a consequence, if c α 1 ≡ 0 (mod m) for any α ≥ 1, then we have
Otherwise, there exists a positive integer α such that c α 1 ≡ 0 (mod m). Then for such positive integer α, it follows from (3.3) that
This completes the proof.
Comparing the constant terms on both sides of (3.3) yields Corollary 3.3.
Corollary 3.3. Let m and k be integers with m ≥ 2 and 1 ≤ k ≤ 3. Then for any α ≥ 1,
We are now ready to complete the proof of Theorem 1.4.
Proof of Theorem 1.4. For any m ≥ 2, based on Theorem 3.2,
where 0 ≤ c 2 ≤ m − 1 and c 2 ≡ C k (2ν m (k) − 1) (mod m). Acting the operator U 3 , we obtain that G
Then for β ≥ 1, we get
Acting the operator g 3 G
that is,
Consequently, if c β 2 ≡ 0 (mod m) for any β ≥ 1, then we have
where i = 1 or 2. Otherwise, let β be an integer satisfying c β 2 ≡ 0 (mod m), then we have
and hence the proof is complete.
Equating the constants on both sides of (3.4) directly implies Corollary 3.4.
Corollary 3.4. Let m and k be integers with m ≥ 2 and 1 ≤ k ≤ 8. Then for any β ≥ 1,
Congruences for certain partition functions
In this section, we derive infinite families of congruences for certain partition functions, such as the overpartition function, t-core partition functions, ℓ-regular partition functions in light of Theorems 1.1, 1.2, 1.3 and 1.4. The values of µ m (k) and ν m (k) play an important role in deducing congruences, and one can refer to Table 5 for the values about some small primes m.
Congruences for the overpartition function
Recall that an overpartition of n is a partition of n, where the first occurrence of each distinct part may be overlined. We denote the number of overpartitions of n by p(n). The generating function of p(n) is (2) By (4.2), we have for any n ≥ 0,
Due to Theorem 1.2, we deduce that ν 2 (4) = 1 and g 3 {f 12 1 } ≡ f 12 3 (mod 2). Combining this with Theorem 1.4, we derive that for any α ≥ 1, n ≥ 0 and i = 1 or 2,
Substituting this into (4.5) yields
(3) In terms of (4.3), we have for any n ≥ 0,
Due to Theorem 1.2, we deduce that ν 2 (6) = 2 and g 3 G 3 {f 18 1 } ≡ f 18 3 (mod 2). In light of Theorem 1.4, we obtain that for any α ≥ 1, n ≥ 0 and i = 1 or 2,
Substituting this into (4.6) yields
Remark 4.4. Yang, Cui and Lin [32] proved some infinite families of congruences modulo powers of 2 for p(n). For example, for α ≥ 0, n ≥ 0 and i = 1 or 2, they showed that
which contains the case of (3) in Theorem 4.3 when n is even.
Congruences for t-core partition functions
Next we will use Theorem 1.4 to prove some congruences for t-core partition functions. The following generating function of the number of t-core partitions of n is given by Garvan, Kim and Stanton [16] ,
Theorem 4.5. For any α ≥ 1, β ≥ 0, n ≥ 0 and i = 1 or 2,
and a 2 3 2β − 1 8 ≡ 1 (mod 2).
, it follows that for any n ≥ 0,
By Theorem 1.2, we have ν 2 (1) = 1 and g 3 {f 3 1 } ≡ f 3 3 (mod 2). Then Theorem 1.4 implies that for any α ≥ 1 and n ≥ 0,
where i = 1 or 2. Then the congruence (4.7) holds as claimed. By Corollary 3.4, we have for any β ≥ 0,
Hirschhorn and Sellers [20] conjectured that for any t ≥ 2 and k = 0, 2,
holds for all n ≥ 0, which has been proved by Chen [6] . We can also deduce congruences for the 4-core partition function. More specifically, we have for any α ≥ 1, β ≥ 0, n ≥ 0 and i = 1 or 2 
Congruences for ℓ-regular partition functions
Now we study arithmetic properties for ℓ-regular partition functions. Recall that the generating function of b ℓ (n) is given by
Theorem 4.6. For any α ≥ 1, β ≥ 0, n ≥ 0 and i = 1 or 2, 10) and
Proof. It is easy to see that Proof. By (4.12) and (4.13), we find that for any β ≥ 0, Substitute (4.9) and (4.10) into (4.15) and (4.14), respectively and the proof follows.
We also obtain some congruences for other ℓ-regular partition functions. Andrews et al. [2, Theorem 3.5] showed that for α ≥ 0 and n ≥ 0, 
