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Entropy
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Classical Quantum
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∣∣
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∣∣
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∣∣
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√
t)/(
√
t)2n
Addition
fX ?1 (fY ?1 ρ) = fX+Y ?1 ρ
where (fX , fY )→ fX+Y (z) =
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Classical heat diffusion semigroup
∂
∂tft = ∆ft where ∆ =
∑
j
∂2
∂x2j
t
e2H(ft)/nTheorem
d2
dt2 e
2H(ft)/n ≤ 0
Dembo, Thomas, Cover ’91
Villan ’00
Concavity of entropy power of diffusion semigroup
Quantum diffusion semigroup
d
dtρt = L(ρt) with L(ρ) = −pi
∑2n
j=1[Qj , [Qj , ρ]] + [Pj , [Pj , ρ]]
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Quantum Fisher information isoperimetric inequality
Proof:
d
dt
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1
2nJ(fZ ?t ρ)
]−1}
≥ 1
Take f = fZ in q. Stam inequality:
1
t
{
J(fZ ?t ρ)
−1 − J(ρ)−1
}
≥ J(fZ)−1 = (2n)−1
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Entropy power inequality
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1
t [N(ρ(t))−N(ρ)] ≥ 2pie
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Then S(ωn) = g(n) = (n+ 1) log(n+ 1)− n logn
Under L the state evolves as etL(ωn) = ωnt where nt = n+ 2pit
In particular, by de Bruijn identity
J(ωn) = 2
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N(ωn) = exp(S(ωn)/1) =
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Also
J(ωn)N(ωn) = 4pi
(
n+1
n
)n
log
(
n+1
n
)n+1 →
n→∞ 4pie
Therefore
Independent results by Rouze´, Datta, Pautrat
Quantum Nash Inequality
Non-commutative ultracontractivity
Quantum Blachman-Stam inequality
For n-mode Gaussian states {ρj}N1 , and λj ∈ C, let A =
∑
j λjρj
‖A‖2+2/n2 ≤ −C‖A‖2/n1 Tr(A∗L(A))
There exists κn > 0, s.t. for any t > 0:
‖etL‖1→2 ≤ κnt−n/2
‖etL‖1→∞ ≤ 2nκ2nt−n
here ‖Λ‖p→q = sup‖A‖p=1 ‖Λ(A)‖q
‖A‖pp = Tr(|A|p)
Therefore,
S(etL(ρ)) ≥ n log(2piκ− 2nn t)
For any α, β > 0 and t > 0,
(α+ β)2J(etL(ρ)) ≤ α2J(ρ) + 2nβ2t
Follows directly from Stam Inequality
Tr({etL(ρ)}2) ≤ κ2nt−n
Then
Quantum Ornstein-Uhlenbeck semigroup
Quantum Attenuator:
L−(ρ) = aρa† − 12{a†a, ρ}
Quantum Amplifier:
L+(ρ) = a†ρa− 12{aa†, ρ}
n = 1
Let ρ = ωn be a Gaussian thermal state with a mean photon number n. Then ρ±(t) = ωn±(t)
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Quantum Attenuator:
L−(ρ) = aρa† − 12{a†a, ρ}
Quantum Amplifier:
L+(ρ) = a†ρa− 12{aa†, ρ}
n = 1
Let ρ = ωn be a Gaussian thermal state with a mean photon number n. Then ρ±(t) = ωn±(t)
Under L−
n−(t) = e−tn
Under L+
n+(t) = e
tn+ et − 1
nn
tt
Quantum Ornstein-Uhlebeck semigroup
One-parameter group of CPTP maps {eLµ,λ}t≥0, generated by
Lµ,λ = µ2L− + λ2L+ for µ > λ > 0
Quantum Ornstein-Uhlebeck semigroup
One-parameter group of CPTP maps {eLµ,λ}t≥0, generated by
Lµ,λ = µ2L− + λ2L+ for µ > λ > 0
Fixed point of Lµ,λ is σµ,λ = (1− ν)
∑∞
n=0 ν
n|n〉〈n|, with ν = λ2/µ2
Quantum Ornstein-Uhlebeck semigroup
One-parameter group of CPTP maps {eLµ,λ}t≥0, generated by
Lµ,λ = µ2L− + λ2L+ for µ > λ > 0
Then ωn(t) is s.t.
n(t) = e−(µ
2−λ2)tn+ (1− e−(µ2−λ2)t)n∞ with n∞ = tr(σµ,λnˆ) = λ2µ2−λ2
Fixed point of Lµ,λ is σµ,λ = (1− ν)
∑∞
n=0 ν
n|n〉〈n|, with ν = λ2/µ2
n∞
t
Fast convergence of qOU semigroup
Theorem
D(etLµ,λ(ρ)‖σµ,λ) ≤ e−(µ2−λ2)tD(ρ‖σµ,λ) for all t ≥ 0
For any one-mode Gaussian state ρ we have
d
dt
∣∣∣
t=0
D(etLµ,λ(ρ)‖σµ,λ) ≤ −(µ2 − λ2)D(ρ||σµ,λ)
Moreover, for any ζ > µ2 − λ2 there exists a Gaussian state ρ s.t.
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Proved by Calren, Mass in Sep ’16
Quantum Log-Sobolev inequality
From Isoperimetric inequality for entropies
−S(ρ) ≤ AJ(ρ)− (2 + log(4piA))
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Quantum Log-Sobolev inequality
From Isoperimetric inequality for entropies
−S(ρ) ≤ AJ(ρ)− (2 + log(4piA))
for A > 0
−S(ρ) ≤ log
{
1
4pieJ(ρ)
}
using log x ≤ x− 1
log
(
1
4pieJ(ρ)
)
= log
(
AJ(ρ)
4pieA
)
= log
(
1
4pieA
)
+ log
(
AJ(ρ)
)
≤ AJ(ρ)− 2− log(4piA)
Quantum Log-Sobolev inequality
From Isoperimetric inequality for entropies
−S(ρ) ≤ AJ(ρ)− (2 + log(4piA))
for A > 0
Note that
D(ρ‖σµ,λ) = −S(ρ)− (log ν)n− log(1− ν)
Therefore
D(ρ‖σµ,λ) ≤ AJ(ρ)− 2− log(4piA) + n log 1ν − log(1− ν)
ν = λ2/µ2 < 1
Classical Log-Sobolev inequality
∫ |f |2 log |f |2e−pi|x|2dx ≤ 1pi ∫ | 5 f |2e−pi|x|2dx for ∫ |f |2e−pi|x|2dx = 1
Let g(x) = f(x)e−pi|x|
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Quantum case:
ν = λ2/µ2 < 1
A > 0
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[Buscemi et al. 16]:
J+(ρ) ≥ 2
[de Palma et al. ’16]:
J−(ρ) ≥ f(S(ρ))
For large S(ρ), e.g. µ2 = 2, λ2 = 1: S(ρ) & 0.5
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≥ J−(ωn) = −2n log(1 + 1/n)
For small n = Tr(ρnˆ), e.g. µ2 = 2, λ2 = 1: n . 0.67
Gaussian optimality:
Thank you!
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Gaussian optimality for energy-constrained entropy rates
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Step 1 (Correspondence to classical problem)
Let p = (p0, p1, . . . , ) be a prob. distribution
Denote (C−(p))n = −npn + (n+ 1)pn+1
Then p(t) = etC−(p) - pure-death process
Theorem
infρ:Tr(nˆρ)≤n ddt
∣∣∣
t=0
S(etL−(ρ)) = infp:Ep[N ]≤n
d
dt
∣∣∣
t=0
H(etC−(p))
Step 2 (Classical problem)
infp:Ep[N ]≤n
d
dt
∣∣∣
t=0
H(etC−(p)) = −n log(1 + 1n )
Gaussian optimality for energy-constrained entropy rates
Quantum Attenuator: L−(ρ) = aρa† − 12{a†a, ρ}
Theorem
infρ:Tr(nˆρ)≤n ddt
∣∣
t=0
J−(ρ)) = J−(ωn) = −n log
(
1 + 1n
)
Step 1 (Correspondence to classical problem)
Let p = (p0, p1, . . . , ) be a prob. distribution
Denote (C−(p))n = −npn + (n+ 1)pn+1
Then p(t) = etC−(p) - pure-death process
Theorem
infρ:Tr(nˆρ)≤n ddt
∣∣∣
t=0
S(etL−(ρ)) = infp:Ep[N ]≤n
d
dt
∣∣∣
t=0
H(etC−(p))
Step 2 (Classical problem)
infp:Ep[N ]≤n
d
dt
∣∣∣
t=0
H(etC−(p)) = −n log(1 + 1n )
Step 3 (Gaussian optimality) Let ωn be a Gaussian thermal state with a mean-photon number n
Then
d
dt
∣∣∣
t=0
S(etL−(ωn)) = −n log
(
1 + 1n
)
