Abstract-A fast eigenvector technique for obtaining good initial node partitions of netlists for use in interchange heuristics is described. The method is based on approximating the netlist or hypergraph by a weighted graph, G, such that the sum of the cut edges in G tightly underestimates the number of cut nets in any netlist partition. An eigenvector technique of Barnes [2] is used to partition the graph G into k blocks of fixed module size. Another feature of this graph underestimation model of the netlist is that it allows us to obtain lower bounds on the actual number of cut nets. A multiblock node interchange heuristic of Sanchis [20] is tested on the one resulting netlist partition obtained by this new eigenvector approach on a variety of small to large sized benchmark netlist partitioning problems (between 300 to 12 000 modules and nets). Test results on the larger netlists show that in most cases this eigenvector-node interchange approach yields netlist partitions with comparable or fewer cut nets than the best netlist partitions obtained by using node interchange heuristics alone on many random initial netlist partitions. Moreover, the running time of this method is a small fraction of the previous node interchange methods.
( [ 12] ), heuristics have been developed to obtain suitable partitions [lo] , [16] , [20] . These heuristics are known as interchange methods and are based on iteratively improving a series of partitions. In general, the quality of the final solution depends on the quality of the initial (starting) partition. In the heuristics described above the initial partition is randomly generated.
In this paper, we present a fast method for obtaining an initial partition to which any interchange method can be applied. The method is based on approximating the netlist or hypergraph by a weighted graph, G, that tightly underestimates the number of cut nets in any netlist partition. An eigenvector technique of Barnes [2] is used to partition the resulting graph, G, into k blocks of fixed module size.
A novel feature of this graph underestimation model of the netlist is that it allows us to obtain lower bounds on the actual number of cut nets. An efficient implementation of the Sanchis node interchange heuristic is developed to further reduce the number of nets connecting k blocks
This node interchange heuristics is tested on the one resulting netlist partitioned obtained by this new eigenvector approach on a variety of small to large sized benchmark netlist partitioning problems (between 300 to 12 000 modules and nets). Test results on the larger netlists indicate that in most cases this eigenvector-node interchange approach yields netlist partitions with comparable or fewer cut nets than the best netlist partitions obtained by using node interchange heuristics alone on many random initial netlist partitions. Also, the running time of this method is a small fraction of the previous node interchange methods.
The advantage of developing an eigenvector approach to solve the partitioning problem is that the generalized initial partitions tend to have many nodes placed in the "right blocks." This is due to the observation that eigenvector methods are more global for solving large-scale optimization problems. For example, eigenvector approaches have been used to solve many VLSI placement problems [3] , [ 
141.
On the other hand, node interchange methods are greedy or local in nature and get easily trapped in local optima.
P O I * 0278-0070/92$03.00 0 1992 IEEE More important, it has been shown that interchange methods may not converge to "optimal" or "near optimal" partitions unless they initially begin from "good" partitions [13] , [17] . We use an eigenvector approach to attempt to place most of the nodes in the correct blocks or node partitions for large-scale partitioning problems. An efficient node interchange approach is developed to move nodes that reduce the number of generalized hypergraph edges that connect modules in at least two blocks.
This paper is divided into five sections. Section I1 discusses how a netlist H can be estimated by a weighted graph, G. The edge weights of the graph G are determined by characterizing the solution of a related P , , ( p 1 1) minimization problem. In Section 111, we discuss how the graph G can be used to obtain initial node partitions using the eigenvector based approach of Barnes [2]. Lower bounds on the number of cut nets are obtained using the tightly underestimated graph approximation, G, of H and the simple eigenanalysis results from Donath and Hoffman [9] . The testing of this new eigenvector-based model and the efficient multiblock interchange method of Sanchis [20] is conducted on a variety of well-known benchmark test problems from VLSI circuit layout design and is presented in Section IV. Conclusions and directions for future research are given in Section V.
APPROXIMATING A NETLIST BY A GRAPH
The netlist partitioning problem can easily be described as a hypergraph partitioning problem. In general, hypergraph partitioning problems are NP-hard, even in the simple case where the hypergraph is a graph [ 121. However, there are cases where good heuristics exist for partitioning problems on graphs but not for the corresponding hypergraph partitioning problem. The problem of partitioning the modules of a netlist into blocks of specified size such that the number of nets with modules in more than one block is minimized falls into this category. In this case a good heuristic based on the eigenvalues and eigenvectors of the adjacency matrix of the graph has been given by Barnes [2]. As such, we are interested in finding ways to approximate a hypergraph by a graph. A method for approximating a netlist H by a graph, G, with weighted edges is given in [25], where we consider partitioning the netlist into two blocks only with no block size constraint.
The node set of G is the same as the node set of H. The edge set of G is obtained by replacing each net of H by the edge set of a clique containing the modules of the net. Edge weights are assigned so that G provides an underestimation of H . We say that G underestimates H if the weight of the edges of G that are cut by any module partition is not greater than the number of nets cut by the same partition. An underestimation can prove to be useful when either a lower bound or the optimal solution for the graph partitioning problem can be found. The reason the underestimation is useful is that any lower bound for the graph partitioning problem will also provide a lower bound for the netlist partitioning problem. If a general estimation is used, bounding results from graph partitioning cannot be exploited.
In this section, we extend the technique described in [25] to obtain weights for the edges of G when we consider partitioning the netlist into k blocks of specified sizes. In subsection A, we find a characterization of the weights on the approximating graph of the netlist. We provide an illustrative example using a netlist with five modules and three nets at the end of the section.
A. Determining Edge Weights
We generate the edge weights by considering the clique obtained by each generalized edge in turn. After considering each generalized edge we obtain a graph containing multiple edges. (If node i and n o d e j are contained in t generalized edges, there will be t (multiple) edges between i a n d j in the new graph.) We generate G by replacing each set of multiple edges by a single edge whose weight is the sum of the weights of the multiple edges.
By focusing on a particular generalized edge (net), we wish to assign values such that the weight of any cut in the clique underestimates any cut in the generalized edge. We show that all edge weights in the corresponding clique will have the same weight when we consider a single generalized edge (see Theorem 1).
Assume for simplicity that each generalized edge (net) has a unit weight and that we wish to partition the nodes (modules) among k blocks. Let a be the value assigned to each edge of the clique representation of a generalized edge. In order to find a graph fit that underestimates a partition of the netlist, we must have Ip(P)( a I 1, where I p(P) I is the number of cut edges in the Pth distinguishable partition of the net into k blocks. There are only a finite number of distinguishable partitions of the modules of a net. In order to minimize the error in the underestimation of a cut of generalized edge, we must choose the maximum value for a . The maximum possible value for a is 1 (1) max (IW)l * For example, in the case of a net connected to four modules where these modules are partitioned over two blocks, we see that the maximum number of interconnections arises if we assign two modules in each block. This implies that there are four interconnections between the two blocks. Thus a = 1 /4. The best four-node (modules) approximation of the netlist where the four modules are connected to one net is shown in Fig. 1 .
B. Theoretical Derivation of Optimal Edge Weights
In this subsection, we expand on the above observations by giving a proof that the intuitive edge weighting (1) is in fact optimal in the underestimation case. In general, to edge ( i , j ) in G we assign weight aij. Given a partition of the nodes, we want the edge weights to satisfy the property that, if the generalized edge is cut by a par-easy to verify that the number of edges cut by P E P is tition, then the sum of the edge weights of the cut edges in G' is less than or equal to 1 (i.e., the value underestimates the number of cut edges in the hypergraph).
We employ the following notations and definitions when finding the best underestimation edge weighting for these graphs.
Dejnition 1: A k-partition of the nodes V of the com-
be the set of all k-partitions of the nodes of a graph.
DeJinition 2: An equal partition of the node set Vis a k-partition such that ( 1 V, I -IV, 11 I 1 v i , j . We let E be the set of all equal partitions of the node set of a graph.
We can now give a system of equations describing the underestimation property described above: 
This is a contradiction.
0
Lemma 2: Assume there exists an optimal solution to S,, p 2 1 with a, = a for all i , j ; then there exists an optimal solution where
where P E E .
Proof: Given any feasible solution where a,, = a v i , j , we begin by noticing that for all P E P, sp decreases as a increases. Therefore, we are interested in finding the largest value of a (implying smallest error for each partition) that yields a feasible solution. Since there exists a feasible solution with a = 0, it follows that aopt 1 0.
Since sp 1 0, aopt 1 0, and I p(P)I 2 0, it follows that
So, the largest value of a occurs when 1 p (P) I is minimized over all P E P , i.e., 1 p(P)( is maximized. From
Lemma 1, we know that this occurs when Z is an equal 0 k-partition. Thus, aopt = I p(P)I-' for P E E .
Lemma 3:
For P E E , for all P E P. We can now formulate the problem of finding a best (underestimation) edge weighting a mathematical programming problem. There are various measures for determining a best edge weighting. Likely candidates are the lp n o m s for p = 1 , 2, ca. We let S, denote the mathematical programming problem
where l,(a, s) is the 1, norm of the elements of s.
, Vk} is a k-partition of the nodes of the complete graph K,, that maximizes the number of edges in p(P) over all k-partitions, then P is an equal partition (i.e., P E E ) .
Proof: We show this result by contradiction. It is Proof: First we define equivalence classes of all feasible partitions. Let Fd denote the equivalence class of partitions that yields the same partition after permuting the graph nodes. Now, let a* = (a;) denote an optimal edge weighting, let s* = ( s t ) be the corresponding errors, and let errd denote the sum of the errors for all partitions 
PEFd
Since the Pp norm ( p 2 1 and finite) of the errors is convex in the feasible region (i.e., underestimations), it is easy to see that the minimum of the errors subject to (6) for all d occurs when all errors sp* are equal for each equivalence class d . By symmetry of the complete graph it follows that this equality holds when all edge weights are equal. It follows that there exists an optimal solution with all edge weights equal. Applying Lemma 2 the theorem follows for finite p . For the P-case a similar argu-0 Table I shows the calculation of the values aip' (using Theorem 1 and Lemma 3) for different modules and required blocks.
We now illustrate this technique by means of a small five-module, three-net example and obtain the best graph underestimation. The hypergraph corresponding to the netlist is shown in Fig. 2 , and the best graph underestimation is shown in Fig. 3 .
Each edge in the clique on modules { 1, 2, 3, 4) will ment based on symmetry can be used.
get weights of 1/4, the edges of cliques (1, 4) and (4, 5) will get weights of 1. Notice that modules 1 and 4 occur in two nets together: Net #1 with four modules and Net #2 with two modules. Therefore the weight of edge
(1, 4) in G has weight 1.25 = 1 + 1/4.
GENERATING INITIAL PARTITIONS AND BOUNDS
Given the graph approximation, G, of the hypergraph H, we find an initial partition of graph G by using the eigenvector-based approach of Barnes [2] . We will use the resulting partition of the weighted graph G as a partition for the hypergraph (netlist) H. Barnes shows that the graph partitioning problem is equivalent to a matrix approximation problem. We summarize these results below.
Assume that the approximating graph, G, under consideration has n nodes that are to be partitioned into k disjoint blocks of sizes ml I m2 I --* 1 mk. A partition can be completely specified by a set of k node as- 
Technically, there are 2k transportation problems ( 7 ) that should be solved where k is small. Barnes [2] describes a selection procedure that allows one transportation problem to be solved. A powerful interior point algorithm proposed by Adler et al. is used to solve the linear transportation problem (7) [ 11.
In the two-block case, the transportation problem (7) can be further simplified by replacing x i 2 by 1 -xil . Making this substitution and letting xi = x i l , the objective function becomes
The transportation problem (7) reduces to the following { 0, 1 }-knapsack problem:
It is well known that the solution to (9) is obtained by sorting the objective coefficients in nonincreasing order and setting x, = 1 for the first m l variables in the sorted list (all other variables are set to zero). Recall the weight of any cut in the generated graph G underestimates the number of generalized edges cut in H. Donath and Hoffman [9] introduced an approach that finds lower bounds on the weight of any cut of G. Thus we can find a lower bound on the number of cut generalized edges of H. where E, is the sum of the edges cut by the optimal partition and A, is the ith largest eigenvalue of A + U. Now, let EH be defined as the sum of the nets cut by the optimal partition. Since the number of cut edges for any partition of the generated graph G underestimates the number of cut nets for the same partition in the netlist, it follows that the sum of the optimal cut edges, E,, is less than the sum of the optimal cut nets, EH; that is, The bound provided by inequality (12) shows the importance of tightly underestimating the number of cut nets by the cut edges of the graph G given in subsection 11-B.
We now illustrate the concepts that have been introduced by finding the best weighted graph approximation, partition, and lower bound on the smallest number of nets that are cut on the simple five-node, three-net example given in Fig. 2 . The best underestimation graph fit for this netlist is given in Fig. 3 .
Assume that we wish to partition the netlist into two blocks, one block containing three nodes and the other block two. The largest two eigenvalues of the adjacency matrix A (aij containing the weighted values connecting nodes i a n d j ) of this graph and the corresponding eigen- 
In other words, the diagonal elements, uii + A + U form the negative sum of all the weighted edges connected to node i .
We find that
This implies that at least one (i.e., r0.7191 ) net is cut.
Since the partition generated by S1 and S, cuts exactly one net, we have provably obtained the optimal partition.
IV. TEST RESULTS
An available FORTRANK code, NETPART, has been developed on a UNIX environment to incorporate the eigenvector-based model partitioning method desribed in the preceding two sections. We present experimental results from applying the eigenvector method and the node interchange method to several networks. All computational work was done on a MIPS/2000 RISC computer at the University of Waterloo.
The FORTRAN subroutine LASO [2 13 was used to obtain the k largest eigenvalues and their corresponding eigenvectors. The LASO code is based on the block Lanczos method for finding a few largest or smallest eigenvalues and corresponding eigenvectors of a sparse matrix [7] .
The calculation of the k largest eigenvalues and corresponding eigenvectors for larger netlists by LASO is modest [21] . This is accomplished by deleting the nets connected to a large number of modules ( > 20 modules).
This has the effect of not introducing large-sized cliques in the graph with weighted edges; that is, the approximating graph of the netlist is kept sparse. These nets were put back into the netlist when the Sanchis multiblock interchange heuristic was used and the lower bounds were determined by inequality (12) .
In the two-block case, a simple heap sort is used to solve the transportation problem (9) . A general transportation problem solver using an interior point method was developed to handle the multiple-block case [ 11. Our results show that the time required to solve the transportation problem is not significant in comparison with the time required to obtain the eigenvalues and eigenvectors using the block Lanczos code LASO.
A C program implementation of the efficient multiblock node interchange approach of Sanchis [20] which further reduces the number of cut nets of any initial partition was developed. This node interchange heuristic is capable of handling partitions involving an arbitrary number of blocks, and includes the feature of level gains to distinguish between node moves. Our implementation allows for nonuniform net weights without significantly changing the time complexity of the Sanchis method.
These techniques and the resulting computer codes were tested on five netlist partitioning problems, listed in Table  11 . Chipl is taken from the work of Fiduccia and Mattheyses [ 101 and Primary 1 , Primary2, Bio, and Industry2 are taken from the MCNC gate-array and standard cell test suite benchmarks. These netlists vary in size from 300 to 12 OOO nodes and 300 to 13 000 nets.
The preceding eigenvector-based procedure was tested on the netlists listed in Table 11 . In all cases, we attempted to partition the netlists into two, four, or six disconnected blocks of modules. Each block was allowed to have up to 10% more or less than the equipartitioned number of modules. Table I11 shows the number of cut nets and running time to obtain these results by applying the eigenvector approach of Sections I1 and I11 to these netlists. The CPU 
Best
Worst Time Runs Name eigenvectors, and finally solving the transportation problem. Table IV shows the results obtained by supplying the multiblock node interchange heuristic of Sanchis [20] to improve the number of cut nets found using the eigenvector approach for the two, four, and six block cases given in Table 111 . Tables V, VI, and VI1 give the results obtained from using node interchange on 30 random starting partitions. The level parameter setting was set to "1" in all test cases [20, Some general observations can be made from the results presented in Tables 11-VII. The final partitions that are obtained using the node interchange approach from the initial partition generated by the eigenvector technique compare favorably with those obtained using only random starting partitions. The total of the execution times for obtaining a starting partition using the eigenvector approach and then applying iterative improvement on this one generated partition is much less than the time required to perform the heuristic from 30 random starting partitions. For the four larger examples, the combined time of eigenvector and iterative improvement is from four to more than 20 times faster than using up to 30 random starting partitions.
In all cases, the results from the cascaded procedure of applying the eigenvector method and then iterative improvement are close to the best partitions that were obtained using iterative improvement alone from the random starting partitions. For most of the larger sized problems-Primaryl, Primary2, Bio, and Industry2-this new approach yields cuts that are 50%-100% better than the cuts found for the partitions generated from random starting partitions only. Also, the quality of the resulting partitions is much better as the size of the problem increases and the number of blocks increases. The results are superior for the four and six block cases.
More important, the large test problems Bio and Industry2 show the importance of getting the best partition possible from using a node interchange approach only once. The running time of the interchange method from one starting partition is becoming expensive. Thus, the method becomes more attractive for solving these practical large partitioning problems. Table VI11 shows lower bounds obtained on the number of cut nets for the five tested problems using the DonathHoffman bounds given by inequality (12) . The bounds generated in Table VI11 can be tightened considerably by looking at other diagonal values, uii, satisfying (10). Cullum et al. [6] describe a nondifferentiable mathematical programming approach for selecting uii values that improve considerably the bounds of the inequality (12) .
Rend1 and Wolkowicz [ 181 recently introduced another eigenvector-based scheme for finding bounds on the number of cut edges in a graph with weighted edges. An important feature of their approach is that their bounds are no worse than the Donath-Hoffman bounds given by inequality (12) . Preliminary results on small test examples [6] required to compute these bounds. This latter approach is being investigated by the authors.
V. CONCLUSIONS In this paper, we have introduced a new method to obtain initial node partitions for use in interchange heuristics where the aim is to minimize the number of nets (wires or signals) cut by the partition. This heuristic relies on a method to approximate a hypergraph or netlist by a graph with weighted edges in order to apply known partitioning results of Barnes [2] based on eigenvectors. The heuristic is very efficient in that the graph approximation of the hypergraph is easily obtained and the most expensive part of the procedure is finding and sorting the eigenvalues and eigenvectors corresponding to the adjacency matrix of the estimating graph.
An efficient implementation of Sanchis's interchange algorithm [20] is used to further reduce the number of cut nets for the k-partitions that are initially generated by the new eigenvector model. The outlined approach is tested on several small (300 modules /nets) to large size (12 000 modules /nets) netlist partitioning examples. This new approach is compared with the use of at most 30 random starting partitions and the interchange algorithm alone on these test examples.
Test results show that the new approach is comparable to the interchange approach on small examples but generates positions that are 50-100 % better on the larger test cases. The largest test problems, Bio and Industry2, show the importance of getting the best partition possible from using a node interchange approach only once. The running time of the interchange method from one starting partition is becoming expensive. Thus, the method becomes more attractive for solving these practical large cases.
The calculation of the k largest eigenvalues and corresponding eigenvectors for larger netlists by the block Lanczos code is modest 1211. This is accomplished by deleting the nets connected to a large number of modules ( > 20 modules). This has the effect of not introducing largesized cliques in the graph with weighted edges; that is, the approximating graph of the netlist is kept sparse. Future practical codes should attempt to balance denser graph approximations and the running time to find initial partitions. This work is currently in progress.
