Abstract
Introduction
Principal Component Analysis (PCA) is one of the classical data analysis tools. In digital signal processing, it is used for data compression, de-noising, pattern recognition, shape analysis and spectral analysis to mention a few examples. For an overview of its use, see [SI. It is often used as a black box, because of its mature implementation and ease of use. However, one important issue that is not satisfactorily addressed by classical theory is the choice of an optimal number of relevant principal components. Several criteria are available [2] based on various assumptions and approximations. Some applications, like denoising, are quite insensitive to selected order, but in many others it is an important part of the problem. A typical example is spectral analysis or functional analysis of dynamic image data. PCA is known to be a maximum likelihood estimation method for the special case of a model known as the factor analysis model. Recently, the problem was addressed using Bayesian methodology [3, IO] . Variational PCA (VPCA) seems to be a reasonable compromise between speed and accuracy for small scale problems. However, with increasing dimensionality, problems with numerical stability and convergence arise.
In this paper we introduce a modification of the original model and provide its variational estimation algorithms.
The results of a new algorithm, Orthogonal V5riationa.l PCA (OVPCA), correspond to those of VPCA but are obtained in significantly shorter time.
Mathematical Model
Functional analysis of dynamic image sequences is an analytical method used in medical imaging for estimation of the temporal activity of internal body organs. Its main application area is in nuclear medicine. A sequence of p images is taken within a given time range. The images are supposed to reflect the activity of a relatively small number, r, of underlying physiological organs.
Under the assumption that the shape and distribution of activity inside a single organ does not change, we can consider every measured image to be a linear combination of factor images reflecting organ shapes weighted by their activity at given time t. The evolution of activity of each factor image in time is called factor curve, illustrated in Figure 1 .
The images are stored in one row, of length n, where n is a number of pixels in each image. The whole sequence is then modelled as
where D E W X n is the matrix of observed image sequence, A E RP" is the matrix of r underlying factor curves, and X E Rrxn is the matrix of factor images, E E Enxn, denotes a matrix of realizations of zero mean noise with Gaussian distribution are composed of corresponding singular vectors.
The rotational indeterminacy (6) means that the maximum likelihood solution for parameters A and X is an infinite set indexed by each possible rotation matrix, T, 
Bayesian solution

Variational Bayes
A variational approximation can be applied to evaluation of a marginal distribution if the likelihood function is dependent on at least two parameters. This method is known also as ensemble learning or minimisation of free entropy [ l I]. It is summarised by the following theorem. The model is doubly degenerate, firstly, via additivity of the signal and noise (1) and secondly, via multiplication of parameters A, X which can be replaced by
with equal probability of data for any invertible matrix T E L""'. T is called a rotation matrix in the factor analysis literature. The problem of rotational ambiguity can be addressed by imposing extra restrictions on matrices A and X and deriving specialised algorithms, which is often the case in factor analysis [2] .
Maximum likelihood estimation
The maximum likelihood estimation of parameters A and X is easily found using singular value decomposition (SVD) [6] of data matrix D :
where U E L p x p and V E Lpxn are orthogonal matrices of so-called singular vectors, i.e. U' The above theorem provides a powerful tool for approximation of joint pdfs. It provides functional optimisation of a parameter pdf, i.e. it yields the form of its posterior. However, moments of the resulting distribution are mutually dependent, thus forming a set of implicit equations.
Variational PCA
For a full Bayesian treatment of model (3), prior distributions on the parameters are required:
with moments given by the following set of implicit equations: Note, that the maximum of the model (3) is the infinite set (9). The chosen prior distributions (IO) reduces this ambiguity but the joint likelihood on the set (9) remains very flat. The iterative algorithm may therefore be very slow if the starting point lies far from the optimal solution. The probability of this happening with random initialisation is, of course, high. The problem is aggravated with higher dimensions.
Orthogonal Variational PCA
The problem above can be solved by restriction of the search space and careful choice of the initial conditions. The existence of methods for rotation of the orthogonal solution to match additional restrictions allows us to restrict the space of inferred parameters to orthogonal decompositions.
Orthogonal model
The ambiguous parameterisation of mean value by product AX in the model (3) is replaced by SVD decomposition of the mean value:
where matrices A E R n x P and X E P X P are now restricted to he onhogonal:
, where 1 is vector of diagonal elements l < , i = l , . . . ,p. The rank of the mean value is no longer given by the size of matrices A and X but by the number of nonzero elements of 1.
A similar model was used for the solution based on Laplace approximation [IO] . In this paper we provide the solution based on the variational approach.
Variational Bayes solution
Solution of the new model (19) follows the methodology of variational estimates described in section 4.1. The first step of any Bayesian method is to set up prior distributions. Matrices A, X are restricted to he orthogonal; i.e. they exist on a Stiefel manifold with finite volume and thus we can choose prior distribution to be uniform. This space has finite volume and thus uniform distribution has a normalising constant given in [9] . However, its exact value does not influence further evaluations and we do not state it explicitly. Prior information for the remaining parameters is chosen as r ( a , b ) 
posterior distribution of matrices A and X in the von Mises- . The safest way is to choose the smallest eigenvalue,if it is distinct from zero. Otherwise heuristic suggestions such as the mean of last few eigenvalues can be used. 
Theorem 5.1 (Moments of von Mises-Fisher distribution)
Let X -M ( F ) be dismributed as von Mises-Fisher with
given parameter F , and F = OSP be SVD decomposition
ofmatrix F. Then mean value of X is
The convergence of the method is very fast and robust.
The stopping rule on increments of parameter i could be set close to the machine precision.
e The method does not involve any numerically sensitive operations like inversions.
The method was derived with priors (20). However, these do not have any regularising effects. Values a. = bo = q = 0 can be safely used.
The most problematic issue is operation (27). since evaluation of the hypergeometric function with a matrix argument
where S is a diagonal matrix with elements where 04 denotes the generalised hypergeometric function [7] . This result is proved in [9] . 
x(W --USy)
On the other hand, the logarithm of the same hypergemetric function, 0Fl (p, s), of a scalar argument can be ex-
pressed as a ratio of Bessel functions, 8: Moreover, the formula (30) could he transformed to a continuous fraction expansion as given in [I] . 
s = i -( l s ) e x p ( -s ) P -1 P -3
This gives an excellent approximation in this case.
as the differential of a scalar variable:
This motivates our decision to approximate function (27) where s; is the i-th singular value of the data matrix D.
Recently, a very good approximation of 04 with matrix argument was developed [4] . It is based on the Laplace approximation at the saddle point. The authors provide two solutions, one calibrated and one non-calibrated. For our purpose, the calibrated one gives better results. Results based on the saddle point approximation are almost identical with our approximation hut the convergence is slower and its evaluation is more computationally demanding.
Application
Both the non-orthogonal and orthogonal variational methods described above were applied to the estimation of the number of relevant underlying images in functional analysis of dynamic image data. Synthetic data were generated by the model (1) with values n = 4096, T = 3 , p = 60 and various levels of signal-to-noise ratio. The original factor images, Ao, and factor curves, X , are displayed in Figure 3 (left) . An image sequence with SNR=1 generated from this model is displayed in Figure 2 .
Results of estimation based on the sequence are displayed in Figure 3 (right) for comparison. The results were rotated towards the original simulations using Both methods were effective in estimating the number, r^, of underlying factor images. The significant differences in CPU time can be explained by the dependence of VPCA on n and by the indeterminacy (6) of its model, as discussed in Section 4.2. For the low intensity noise (SNR=2000) the expected precision of estimates c l d is very high. Thus the shift of parameters in one iteration is tiny. It explains extremely high computational burden of VPCA for low intensity noise. Figure 4 shows the typical evolution of parameters determining the number of underlying factors ( L for OVPCA and a for VPCA). Evolution of L is very fast with reliable convergence. Evolution of a is significantly slower and less reliable. Moreover it seems to drift to higher values. These artefacts can he explained as a consequence of model indeterminacy (6). The chosen prior distributions of VPCA are designed to deal with this problem, but they are not strong enough to prevent transitions to other allowed rotations, T .
Conclusion
In this paper, we have introduced an approximate 
