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ABSTRACT
Capillary forces and wetting dynamics by diffuse-interface modeling
Fanny Thomas
Wetting phenomena underlie many natural and industrial processes, from the
proper functioning of the lungs to the thin coating of surfaces. The three-phase
interactions involved at microscopic scales play a critical role. Adding solid particles
to an emulsion, for example, can drastically change the flow behavior due to capillary
bridging between the particles. The study of these three-phase systems is especially
relevant to the petroleum industry, where gas hydrates forming large clusters in subsea
pipelines during crude oil transportation is a major concern. The dynamics of such
systems is also of great interest from a fundamental perspective. Indeed describing
non-equilibrium situations involving a 3-phase contact line is a long-standing problem
that has never been explicitly resolved. The well-known moving contact line problem
falls outside the scope of classical hydrodynamics, and requires the use of approaches
inclusive of both local phenomena and larger scale effects.
In the first part of this dissertation, the dynamics of capillary bridges and the motion of the three-phase contact line are studied within the framework of the diffuse
interface theory. The key to understanding the dynamics of interfacial systems lies in
an accurate description of the capillary forces. In this work, we combine the diffuse
interface theory with a multiphase lattice Boltzmann algorithm to develop a description of the capillary forces in 2D binary systems. The forces and the surface tension
are derived on a continuum level through the use of the capillary stress tensor. This
approach provides a unified picture between fluid dynamics and thermodynamics,
consistent with the multi-scale nature of the problem. The method is implemented
for “pair" systems, composed of a liquid bridge connecting two solid elements. We
identify the mechanisms governing the motion of the three-phase contact line and
how the model handles the contact line singularity in comparison with the classic

sharp-interface approach. We describe the two-way coupling between the dynamics
of the solid elements and the fluid flow and discuss numerical challenges associated
with moving curved boundaries, and the tracking of the interface. Numerical results
are compared with theoretical predictions at equilibrium, and the capillary forces
obtained in non-equilibrium situations are examined.
The interparticle forces due to capillary bridging depend on the wetting conditions
of the solid surface. But these properties are not always well characterized: for
example, the wetting characteristics of clathrate hydrates strongly influence their
behavior in flow assurance situations, but direct experimental measurements are not
prevalent in the literature. In the second part of this dissertation, a new experimental
method is proposed for measuring the contact angle of various liquids on cyclopentane
hydrate, a structure II clathrate hydrate that forms at atmospheric pressure. This
method includes a protocol to obtain a smooth hydrate surface, followed by standard
image-based contact angle measurements. The contact angle of halogenated organics
drops immersed in brine is measured on cyclopentane hydrate and ice. Both the
hydrate and ice surfaces are found to be water-wetting. Finite contact angles are
obtained on the hydrate substrate but not on ice.
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Introduction

Capillary bridging is a key phenomenon in many interfacial problems. When two
immiscible liquids, or a partially wetting liquid and a vapor, come into contact with
a solid, a three-phase contact line is formed and interfacial forces are exerted by
the fluid-fluid system on the solid boundaries. The capillary forces resulting from
the bridging, and the three-phase interactions these forces involve at the microscopic
scale, play a significant role in the dynamics of the system. In suspensions, it was observed that adding a small amount of secondary wetting liquid can drastically change
the rheological properties of the mixture, creating a network of particles and liquid
bridges that increase the yield stress of the system by several orders of magnitude
(Koos, 2014). Two-phase flow through porous media is also affected by capillary
forces, which can prevent small volumes of liquids from being displaced (Datta et al.,
2014), as shown in Figure 0.1. The study of three-phase systems is also relevant
to the petroleum industry, where gas hydrates agglomerating into large aggregated
clusters in subsea pipelines during crude oil transportation is a major concern. Understanding the dynamics of interfacial systems and the role of capillary forces is thus
of interest for a wide range of applications, from enhanced oil recovery to the design
of new material with attractive rheological properties. Characterizing the wetting
characteristics of relevant solid surfaces such as clathrate hydrates is another closely
connected topic. In this thesis, we propose to address both these issues through first,
a numerical and theoretical study for the modeling of multiphase flows and then,
an experimental investigation on methods for measuring the wetting properties of
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cyclopentane hydrates.

Figure 0.1: (Left) From Koos and Willenbacher (2011). The capillary bridges formed
when adding a small amount of secondary fluid (here water for particles suspended
in an oil phase), can drastically change the properties of a mixture from a fluid-like
to a gel-like behavior. (Right) Oil (in red) trapped in the 2D porous medium because
of capillary forces while water (transparent) is flowing.

Modeling of three-phase systems
The equilibrium state of simple systems involving capillary forces is well understood.
At equilibrium the contact line is described in terms of the static equilibrium contact
angle, which is given by the Young-Dupre equation (Dupré and Dupré, 1869). The
shape of the interface is governed by the minimization of the total free energy of
the system, and the added pressure in the adjoining fluids resulting from the forces
induced on the interface due to surface tension, is calculated using the Laplace equation. The characterization of the dynamics of interfacial systems, and the motion of
the three-phase contact line in particular, is a long-standing problem that has never
been explicitly resolved. Because of the no-slip condition applied at the solid surface,
the classical hydrodynamic model yields an infinite stress at the contact line and fails
to describe any motion of the interface (Huh and Scriven, 1971). Several models have
been proposed to address this issue: one popular approach is to regularize the viscous
singularity by introducing a slip length in the immediate vicinity of the contact line
(Voinov, 1976; Dussan, 1979; De Gennes, 1985), which divides the system into an
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outside domain where the flow is described by classical hydrodynamics, and an inside
domain where the local dynamics are not explicitly elucidated but a slip condition
is used at the wall for numerical calculations. Inner and outer solutions are then
matched using asymptotic expansions. Previous work also used molecular kinetic
theory to describe the moving contact line (Blake and Haynes, 1969). More recently,
efforts have focused on adopting an energy based approach where the interface is
modeled as a layer of finite thickness where the characteristic properties of the fluids
such as the density or the composition vary sharply but continuously through the
interface (Jacqmin, 2000; Rowlinson and Widom, 2013). This method is of particular
interest for this project, as it attempts to capture the interplay between the microand macroscopic scales. How to incorporate the model in the continuum framework
of hydrodynamics even though it is derived from thermodynamic principles remains,
to our knowledge, unclear. There is a need to unify the different formulations in order
to connect the energy based approach with a fluid dynamics description.

Properly describing the forces governing the motion of the fluid and the solid elements is crucial to characterize the dynamics of interfacial systems. In this thesis, we
propose to combine the diffuse interface theory with a multiphase lattice Boltzmann
algorithm to develop a description of the capillary forces in liquid-liquid interfacial
systems on a continuum level. The lattice Boltzmann method is a natural candidate
for the modeling of multi-phase flow and diffuse interfaces (Lee and Lin, 2005). As
shown in Figure 0.2, the method followed is to start with a simple 2-phase system, for
which we know both the equilibrium state and the parameters governing the dynamics, and progressively build up the complexity. In the first part of this work, we use
a continuum approach through the capillary stress tensor to analytically characterize
the equilibrium of simple systems. The implementation in a numerical algorithm is
validated by comparison with the macroscopic predictions of the equilibrium state.
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Simulations based on the methods described above (LB and diffuse interface theory)
are used to gain insight into the distribution of the forces in the system, and the structure of the interface near the contact line. We consider the following "pair" systems:
first two flat plates connected by a liquid bridge, then two solid particles connected
by a liquid bridge. We assume that the solid surfaces are perfectly smooth and that
gravity is negligible. We examine the forces under non-equilibrium conditions. The
newly developed description of the capillary forces should be suitable for implementation into a many body simulation, in order to eventually improve our understanding
of the dynamics of more complex systems, i.e. the so-called capillary suspensions,
liquid displacement in porous media, or the flow behavior of hydrate slurries.

(a)

(b)

(c)

(d)

(e)

Figure 0.2: Modeling strategy. Increasing the complexity of the systems studied step
by step. (a) Two phases, interfacial dynamics. (b) 3-phase systems. (c) Contact line
dynamics. (d) Dual dynamics. (e) Multi-component systems.

Experimental investigation
The wetting properties of gas hydrates
Developing a robust modeling tool for three-phase systems is only useful if it captures
the relevant physics and can be used to gain insight on situations difficult to investigate experimentally. Modeling physical systems requires real input data, usually
provided by experiments. One key parameter for the capillary forces due to capillary bridging is the wetting conditions, or wettability, of the solid surface. But these
properties are not always well characterized: for example, the wetting characteristics
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of clathrate hydrates strongly influence their behavior in flow assurance situations,
but direct experimental measurements are not prevalent in the literature. Clathrate
hydrates, also called gas hydrates, are crystalline compounds with a hydrogen-bonded
structure that can enclathrate, or ‘cage,’ various organic molecules, such as methane,
propane or cyclopentane, or other small molecules such as hydrogen. Natural gas
hydrates form at conditions prevalent in subsea pipelines transporting natural gas or
crude oil, and thus it is critical to manage hydrate formation and accumulation to
avoid blockage in pipelines. Recently, new strategies have emerged that include the
use of low dosage hydrate inhibitors such as anti-agglomerants or kinetic inhibitors.
These have been shown to effectively prevent hydrate agglomeration into large aggregated clusters: by affecting the interfacial properties of the system, these additives
facilitate the transportation of hydrates as a slurry (Lee and Englezos, 2005; Kelland,
2006). Knowledge of the wetting properties of hydrates is therefore critical to optimize the use of these methods.

The rheological properties of hydrate forming emulsions have also been argued to
depend on capillary forces. Zylyftari et al. (2013) studied the viscosity of a hydrate
forming emulsion as a function of the maximum achievable conversion of water to
hydrate, at different shear rates and temperatures, with cyclopentane as the hydrate
forming compound. This work reported a peak in viscosity at 61%−85% conversion of
water to hydrate, followed by a significant decrease as the water was fully converted to
form a hydrate-in-oil suspension. It has been proposed that this behavior is related to
the influence of forces acting between the hydrate particles due to capillary bridging
between the particles (Aman et al., 2011; Yang et al., 2004; Karanjkar et al., 2016);
in this case, the bridges are assumed to be formed of water since oil is the continuous
phase. As can be seen in Figure 0.3, the maximum in viscosity is attributable to the
unconverted water of the system keeping the particles agglomerated in a connected
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network. As the water to hydrate conversion approaches 100%, there is decreasing
influence of these cohesive forces between the particles arising due to capillarity,
and the material reaches a lower viscosity. The interparticle forces due to capillary
bridging strongly depend on the wetting conditions of the hydrate surface.
(a) Adapted from Zylyftari et al. (2013)

(b)

Viscosity (Pa s)
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Figure 0.3: Hydrate-forming emulsion (a) viscosity plot (adapted from Zylyftari et al.
(2013)) and (b) postulated conceptual structure of the mixture as a function of theoretical conversion of water to hydrate for T < 0◦ C and at a shear rate of γ̇ = 1 s−1 .
At 70% conversion the viscosity reaches a maximum because of capillary bridging
between the newly formed hydrate particles. The cohesive forces due to the network
structure depend on the wetting properties of the hydrate surfaces.
From the foregoing, it is clear that knowledge of the wetting properties of hydrates
is also an issue of primary importance. Determining the surface energy and related
properties of hydrates provides critical input to efforts to improve our understanding
of gas hydrate slurry structure and properties, and ultimately to support the goal of
rationally designing methods to prevent agglomeration and plugging in pipelines.

Problem Statement
As of today, the dynamics of systems involving moving three-phase contact lines remain only partially understood. Because of the singularity arising at the contact line,
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classical hydrodynamic models that use a sharp interface approach fail to describe
the mechanisms governing partial wetting. The key to characterizing any dynamics
lies in the description of the forces of the system, and in particular for interfacial systems, of the capillary forces. Diffuse interface modeling adopts a free energy
approach that relaxes the singularity at the moving contact line.

In this project, we propose to combine the diffuse interface approach with a lattice
Boltzmann algorithm towards achieving the following goals:
• Elucidate the diffuse interface model and establish the connection
with the classical continuum mechanics approach. We would like to
understand how the model handles the singularity at the contact line and characterize the dynamics of the interface within the theoretical framework. We
will also discuss the relevance of the results to real physics.
• Develop a high fidelity description of the capillary forces governing
the dynamics of simple systems. We will examine systems composed of
two solid elements connected by a liquid bridge under equilibrium and nonequilibrium conditions. The surface tension force will be a particular focus of
attention.
• Implement this description in a multi-body simulation and gain understanding of the dynamics of fluid-fluid-particle systems.
• Gather new data on the wetting properties of relevant materials that
can then be used as an input in the model. This involves developing a robust
experimental method to measure contact angles on complex surfaces.
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Organisation of the manuscript
The manuscript is organized as follows
• Chapter 1 - Interfacial dynamics. The main equations of the diffuse interface model are reviewed and the numerical method is introduced. The primary
focus of this chapter is to unify the thermodynamic and continuum mechanics
approaches into a single formulation. The dynamics of a drop suspended in
liquid (2-phase system, no solid boundary) are studied for illustration.
• Chapter 2 - Contact line dynamics. The issues of the contact line singularity and how the model overcomes it are addressed. A mechanism is proposed
for the moving contact line within the DI framework. The liquid bridge sheared
between two flat plates is used as a benchmark case to study the motion of the
contact line under non-equilibrium steady conditions.
• Chapters 3 - Capillary forces description. A new description of the forces
in systems with controlled boundary motion (either fixed walls or imposed velocity) is developed using the capillary stress tensor. The approach is validated
by comparison at equilibrium with theoretical predictions. Forces during dynamics for the sheared liquid bridge are then examined.
• Chapters 4 - Dual dynamics with particles. The results for the dynamics
of more complex systems considered are reported. This involves 3-phase systems
with particles free to move under the action of the fluid forces. The numerical
challenges due to curved and moving boundaries on a fixed grid are discussed.
We study the case of a particle immersed at a flat liquid/liquid interface and
the case of a liquid bridge connecting two moving particles.
• Chapter 5 - Experimental investigation of the wetting properties of
gas hydrates. It is crucial to also gather experimental input data and make the
8

model relevant to real physics. A new method to create flat cyclopentane hydrate surfaces, suitable for droplet deposition and contact angle measurements
is proposed. Measurements of the contact angle of various liquids on the surface
are reported and the surface energy of cyclopentane hydrate is discussed.

9

Part I
Modeling of multiphase flows
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Chapter 1

Moving interfaces:
Connecting fluid mechanics and thermodynamics

In this chapter we introduce the diffuse interface theory for binary mixtures. We do
not consider the third phase and the contact line here, this will be addressed in the
next chapter. The approach taken for this review aims at unifying the thermodynamic
and continuum mechanics descriptions into a single formulation. In Section 1.1, we
briefly review the classic theory of capillarity. We derive the main equations of the
diffuse interface model in Section 1.2 and introduce the numerical method in Section
1.3. In Section 1.4, we use the example of an oscillating drop to examine how moving
interfaces are described within our theoretical framework.

1.1

Capillarity

Capillarity is the result of surface forces exerted at the interface between two liquids,
or a liquid and its saturated vapor. Capillarity is everywhere around us; from the
perfectly spherical shape of a small rain drop or a soap bubble, to the insects walking
on water, or the drink magically rising up in the straw of our glass. Capillarity was
first studied quantitatively at the beginning of the nineteenth century with the pioneer
works of Thomas Young (1749-1827) and Pierre-Simon de Laplace (1773-1829). They
introduced the idea of capillary forces, responsible for the interface ability to deform
and minimize its surface energy. These forces include the pressure difference due
to the curvature of the interface, and the surface tension. We briefly review these
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notions in the following.

1.1.1

Surface tension

From a thermodynamic viewpoint, surface tension is defined as the excess of free
energy due to the presence of an interface between two phases. Consider a closed
system of two phases, at constant volume V and temperature T . The surface tension
γ is the energy required to increase the surface area by one unit. It is then defined as
the derivative of the free energy of the system by unit area when keeping T, V and
the number of molecules N constant in the system:
γ=

∂F
∂A

!

,

(1.1)

T,V,N

where F is the Helmholtz free energy and A is the area of the interface between
two phases. Physically, the notion of excess energy can be understood as follows.
The molecules in a liquid are attracting each other but a molecule at the interface
is missing half of its attractive interactions. There is an increase of free energy to
compensate for the missing interactions.

Surface tension can also be defined mechanically, not as an energy but as an attractive force per unit length acting at the interface between two fluids, tangent to the
interface. For instance, consider a metallic frame that we dip into a soap solution to
form a film. A loop of string is placed on the film with a random orientation. If we
puncture the interior of the loop, it will immediately take a circular shape because the
the surface tension acting by unit length (hence, uniformly around the loop) along
the film interface.

Mechanics and thermodynamics can be connected by using the virtual work principle, as illustrated by the following example. Consider a planar interface of width L.
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To move the interface by dx (and thus increase the interface area), the work δW one
must provide is δW = F dx where F = γL is the total surface tension force acting
along the interface. From the thermodynamic point of view, the work provided to
the system is also equal to the free energy difference δW = γdS with dS = Ldx the
increase in interfacial area. In both cases, we obtain δW = γLdx.

Liquid / liquid or liquid / vapor interfaces are mobile, and able to deform in
order to minimize their surface energy. Because of the surface tension, there is a
pressure difference between the two sides of a curved interface. Pressure is higher
inside droplets or bubbles, for example. This pressure jump can be calculated with
Laplace’s equation, which expresses the force balance of a unit of curved interface.
The general expression is a second order nonlinear partial differential equation. It
can be reduced to a linear equation if the geometry allows it (e.g. axisymmetry). The
equation relates the pressure jump between the two phases and the curvature of the
interface:
1
1
+
,
∆P = γ
R1 R2




(1.2)

where R1 and R2 are the two principal radii of curvature.

The equilibrium of an interfacial system is fully described by the pressure and surface tension forces, as well as the gravity force if this is not negligible. Dynamics
of interfacial systems involve additional forces, to account for inertial and viscous
effects.

1.1.2

Sharp interface model for interfacial dynamics

The classical approach for describing two-phase flows is the so-called sharp interface
approach, where the interface between the two immiscible bulk phases is modeled as
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a surface of discontinuity of zero thickness. There is a set of balance equations for
each bulk phase, which are coupled through boundary conditions at the interface.
For non-miscible fluids and an isothermal system, there is no mass transfer across the
interface and the boundary conditions can be written as
v1 = v2 ,

(1.3)

τnt |2 − τnt |1 + t · ∇S γ = 0,
p1 − p2 + τnn |2 − τnn |1 = γ

(1.4)


1
1
+
,
R1 R2


(1.5)

where subscripts 1, 2 designate phases 1 and 2, respectively. τ is the viscous stress
tensor and n and t are for the normal and tangential directions to the interface. p
is the pressure, R1 and R2 are the two principal radii of curvature (locally) and γ
is the surface tension. ∇S is the gradient along the surface between the two phases.
The first two conditions mean that the velocity of the two phases are equal at the
interface (no slip and no mass transfer) and that the shear stress is continuous if the
surface tension is constant. A nonzero gradient of surface tension ∇S γ 6= 0 causes
Marangoni flows in the system. This may occur because of a temperature gradient or
surfactants nonuniformly distributed at the interface. The last boundary condition
is the normal stress balance and yields Laplace’s equation; it means that the normal
force is not continuous if the interface is curved.

This classical description of interfacial dynamics presents some limitations, in particular when the system is close to the critical point and the thickness of the interface
cannot be neglected anymore. In the presence of a solid boundary, the sharp interface
model combined with the no slip condition at the wall fail to describe moving contact
lines. We will explore and discuss these limitations in more detail in the next sections.
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1.1.3

Relevant dimensionless numbers

The dynamics of multiphase flows are governed by the interplay between intertia,
viscous, buoyancy and surface tension effects. The main dimensionless numbers used
for the description of multiphase systems are the Reynolds number Re, the capillary
number Ca and the Bond number Bo. The Weber number W e or Ohnesorge number
Oh are also commonly employed instead of Re and Ca:
Re =

U Lρ
,
µ

{z

|

}

{z

{z

}

Bo =

,

|

viscous / interfacial

U 2 Lρ
W e = ReCa =
,
γ
intertia / interfacial

µU
γ

|

inertia/viscous

|

Ca =

}

s

Oh =
|

gδρL2
γ

{z

,

}

buoyancy / interfacial

Ca
µ
.
=√
Re
ργL
{z

}

viscous / inertia.surface tension

Throughout this study we consider relatively small bridges and therefore neglect
the buoyancy effects (and thus the meniscus gravitational deformation) by assuming
Bo  1.

1.2

Diffuse interface theory

Gibbs was the first to introduce the idea of a diffuse interface and to derive the necessary conditions for an interface to be at thermodynamic equilibrium (Rowlinson and
Widom, 2013). Van der Waals developed the gradient theory for a single component
fluid, where the density varies sharply but continuously between a liquid and its saturated vapor (Rowlinson, 1979). Cahn and Hilliard extended the model to binary
fluids, in which the order parameter is the composition c (Cahn and Hilliard, 1958;
Cahn, 1961). The application of the thermodynamic model to fluid dynamics has
been widely studied in recent years (Anderson et al., 1998; Jacqmin, 2000; Jamet,
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2010).

1.2.1

Thermodynamic model and equilibrium conditions

The main assumption behind van der Waals theory of capillarity is that the free
energy density of a liquid-vapor system, when described in a classical way where it
only depends on local variables (density, temperature, etc.), is not satisfactory. To
obtain a non-vanishing surface tension and an interface of finite thickness, non-local
terms characteristic of the small length scale of the interface have to be included
(De Gennes, 1985). To address this issue, van der Waals proposed to add an extra
term to the volumetric free energy proportional to the square of the gradient of
density,
κ
F (ρ, ∇ρ, T ) = F0 (ρ, T ) + (∇ρ)2 ,
2

(1.6)

where F0 is the classical part of the free energy and κ is a constant called the capillary
coefficient. The density ρ, as all the other variables, is a continuous function even
across the interface.

For binary systems, Cahn and Hilliard postulated that the relevant thermodynamic
variable is the concentration of one species in the two-phase mixture (Cahn and
Hilliard, 1958). They therefore proposed to write the local free energy of the system
as:
κ
F (c, ∇c, T ) = F0 (c, T ) + (∇c)2 .
2

(1.7)

Similarly to the van der Waals model, the free energy of the two component fluid
is a function not only of the composition but also depends quadratically on the
local composition gradient. The structure of the interface and the surface tension at
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equilibrium can be obtained by minimizing the total free energy of the system. There
are several ways of deriving the equilibrium conditions. For simplicity, we consider the
system to be isothermal and incompressible. Equilibrium conditions can be obtained
by a classical variational procedure, minimizing the free energy under the constraint
of mass conservation,
δ

Z
V

(F (c, ∇c) + λρ0 c) dV = 0,

where λ is a Lagrangian multiplier to be determined. Using the differential of F for
an isothermal system,
dF =

∂F
∂c

!

!

∂F
dc +
d∇c,
∂∇c

one obtains the following equilibrium conditions:
∂F
∂F
−∇·
= λ = constant,
∂c
∂∇c

(1.8)

∂F
= µ0 (c) is the chemical potential of the system. Details of the derivation
∂c
are given in Appendix 7.1. If F is of the form given by (1.7), Equation (1.8) can be

where

rewritten as:

µ0 (c) − κ∇2 c = constant.

(1.9)

The thermodynamic equilibrium is characterized by a uniform generalized chemical potential defined as
µ̃(c, ∇c) = µ0 (c) − κ∇2 c.

(1.10)

This condition is valid in the bulk phases as well as in the interfacial region.

Structure of the interface and first intuition on surface tension. If we specify
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F0 (c, T ), the equilibrium condition also gives the structure of the interface at equilibrium. F0 (c) is often modeled as a double well function with two minima at the
bulk concentration values (Rowlinson and Widom, 2013), such as F0 (c) = βc2 (c − 1)2
(assuming here that c = 0 and c = 1 in the bulk phases). For a planar interface where
c = c(z) only, integrating Equation (1.9) through the interface yields a hyperbolic
tangent profile for the concentration at equilibrium:
1 1
2z
+ tanh
,
2 2



c(z) =



(1.11)

where  is the interface thickness.
interface
c=1
Phase 1
c=0

Phase 2
∇c

Figure 1.1: The structure of the interface at equilibrium

We can then easily compute the distortion or surface excess energy defined as
(De Gennes, 1985)
γd =

Z ∞

F (c, ∇c)dz =

Z 1

−∞

κ

0

Z 1q
dc
dc =
2κF0 (c)dc,
dz
0

(1.12)

which for c as in Equation (1.11) yields
√
γd =

2κβ
.
6

(1.13)

This energy, as we will see in more detail in Section 1.2.3, is the excess energy stored
at the interface and can be interpreted as the surface tension.

1.2.2

Balance equations and the capillary stress tensor

In the previous section, we have derived the equilibrium conditions from the thermodynamic model. We now would like to approach the problem from a fluid dynamics
18

point of view. To study the dynamics of multiphase systems within the diffuse interface framework, we need to first write the balance equations by deriving an explicit
form of the stress tensors and various fluxes. We start from a generic form of the
equations of motion and apply the principle of maximum of entropy to find the expressions for the diffusive mass flux j, the total stress tensor m and the heat flux qe .
The local balance laws of the mass, linear momentum, energy and entropy can be
written as:
dρ
+ ρ∇ · v = 0,
dt
dc
= −∇ · j,
dt
dv
ρ
= ∇ · m,
dt
du
ρ
= −∇ · qe + m : ∇v,
dt
ds
ρ = −∇ · qs + ∆s ,
dt

Total mass conservation

(1.14)

Mass diffusion of the species

(1.15)

Momentum equation

(1.16)

Internal energy equation

(1.17)

Entropy equation

(1.18)

where m is the total stress tensor, qe (resp. qs ) is the energy flux (resp. entropy flux),
respectively, and ∆s is the entropy production. The notation d/dt = ∂/∂t + u · ∇ is
the material derivative.

We assume for this derivation that the fluid is isothermal but not necessarily incompressible. The internal energy and its differential are:
F
+ T s,
ρ
dF
F
du =
− 2 dρ + T ds,
ρ
ρ
F
ρ du = dF − dρ + T ds.
ρ

u=
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As seen before, the free energy per unit volume is given by:
κ
F (ρ, c, ∇c) = F0 (ρ, c) + (∇c)2 ,
2

dF =

∂F0
∂F0
dρ +
dc + κ∇c d∇c.
∂ρ
∂c

Inserting this into the equation for u yields
∂F0
F
∂F0
dρ +
dc + κ∇c d∇c − dρ + ρT ds.
∂ρ
∂c
ρ
∂F0
Introducing the thermodynamic pressure P0 defined by P0 = ρ
− F0 ,
∂ρ

(1.19)

ρ du =

du
=
ρ
dt

P0 − 1/2κ(∇c)2
ρ

!

dρ ∂F dc
d∇c
ds
+
+ κ∇c
+ ρT .
dt
∂c dt
dt
dt

(1.20)

We now replace du/dt, dρ/dt, dc/dt and ds/dt using the equations of motion and
obtain:
h

i

−∇ · qe + m : ∇v = −P0 + 1/2κ(∇c)2 ∇ · v −

d∇c
∂F
∇ · j + κ∇c ·
∂c
dt

(1.21)

+ T [−∇ · qs + ∆s ] .
Rearranging yields
"

#

d∇c
∂∇c
κ∇c ·
= κ∇c ·
+ v · ∇∇c
dt
∂t
!
dc
∂c
− κ ∇2 c − κ∇c ⊗ ∇c : ∇v
= κ∇ · ∇c
∂t
dt
!
dc
= κ∇ · ∇c
+ κ∇2 c ∇ · j − κ∇c ⊗ ∇c : ∇v.
dt
Noticing that ∇ · v = I : ∇v, Equation (1.21) can be rewritten as
1
∂F
dc
−∇ · qe + m : ∇v = −P0 + κ(∇c)2 I : ∇v −
∇ · j + κ∇ · ∇c
2
∂c
dt




!

+ κ∇2 c ∇ · j − κ∇c ⊗ ∇c : ∇v + T [−∇ · qs + ∆s ] .
Rearranging to obtain the entropy production:
!

1
dc
∂F
∆s =∇ · qs − ∇ · qe + κ∇c
+∇·j
− κ∇2 c
T
dt
∂c




1
1
+
m + P0 − κ(∇c)2 I + κ∇c ⊗ ∇c : ∇v
T
2
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!

We identify the generalized chemical potential defined above:
µ̃ = µ0 (c) − κ∇2 c =

∂F
− κ∇2 c.
∂c

Let T be the tensor defined as
1
T = −P0 + κ(∇c)2 I − κ∇c ⊗ ∇c.
2




The entropy production is rewritten as
!

1
dc
1
∆s = ∇ · qs − ∇ · qe + κ∇c
+ µ̃ ∇ · j + (m − T) : ∇v.
T
dt
T

(1.22)

The second law of thermodynamics states that the production of entropy ∆s is positive for any motion of the fluid. To ensure that the second law is not violated, that
is, we need to specify the following expressions for m, qe and j:
1
Total Stress Tensor: m = T + τv = −P0 + κ(∇c)2 I − κ∇c ⊗ ∇c + τv ,
2
where τv is the viscous stress tensor that satisfies τv : ∇v ≥ 0 and T is the capillary




stress tensor that includes the pressure and interfacial effects,
1
T = −P0 + κ(∇c)2 I − κ∇c ⊗ ∇c.
2




(1.23)

The momentum equation becomes
ρ

dv
= ∇ · T + ∇ · τv = −∇ ·
dt



1
P0 − κ|∇c|2 I + κ ∇c ⊗ ∇c + ∇ · τv .
2




(1.24)

Diffusive mass flux: j = −M ∇µ̃, where M is the diffusion coefficient also called
mobility.
The mass diffusion equation becomes


dc
= M ∇2 µ0 − κ∇2 c .
dt

(1.25)

dc
∂c
=
+ v · ∇c includes the convection
dt
∂t
term. It is valid everywhere and shows that the mass flux, which drives the motion
This is the Cahn-Hilliard equation where
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of the interface by diffusion, is governed by the gradient of generalized chemical potential.
dc
dt
If we had considered a non-isothermal fluid, we would have obtained
Energy flux: qe = −κ∇c

qe = −κ∇c

dc
− k∇T,
dt

where k is a positive constant. This looks like a modified Fourier’s law.

1.2.3

Momentum equation and surface tension

We have now derived the balance equations within the diffuse interface framework. In
contrast with the sharp interface model which, as we have seen before, is discontinuous
at the interface, the diffuse interface model directly includes the surface tension effects
in the capillary stress tensor. We now rearrange the momentum equation to gain some
physical intuition of how surface tension is defined within this model and what this
means in terms of forces. We first write the momentum equation of the sharp interface
model as
ρ

dv
= −∇ · [pI − γ (I − n ⊗ n) δs ] + ∇ · τv ,
dt

where δs is the surface Dirac function that is nonzero only on the interface (Abu-AlSaud et al., 2018). γ is the interfacial tension and n is the unit vector normal to the
interface (Jamet, 2010). It is clear with this form that there is a discontinuity at the
interface.

Now for the diffuse interface model, Equation (1.24) can be rearranged into:
ρ

h

i
dv
= −∇ · P0 + 1/2κ|∇c|2 I − κ (∇c)2 (I − n ⊗ n) + ∇ · τv .
dt
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(1.26)

The momentum equations of the sharp and diffuse interface models are equivalent if
we identify
1
Pt = P0 + κ|∇c|2
2

(1.27)

as the total pressure and, most importantly, with the surface tension defined by
γδs ∼ κ (∇c)2 =⇒ γ ∼
where we used the identity

R

Z

κ (∇c)2 ,

(1.28)

δs = 1. This expression for γ is thermodynamically

consistent (Rowlinson and Widom, 2013) and clearly shows that in the diffuse interface theory, the tension force is directly included in the governing equations as a
volumetric force. The capillary stress tensor thus includes both the pressure and the
surface tension effects. Writing the divergence of the capillary stress tensor in this
form gives us some intuition on the direction of the local capillary forces; as expected
from the classical model, the pressure is isotropic and the surface tension part of the
stress tensor yields a force in the direction tangent to the interface.
We have seen with the Cahn-Hilliard equation that the mass flux at the interface is
driven by the gradient of generalized chemical potential. The momentum equation
can also be rearranged into a potential form
ρ

dv
= −∇ (P0 + F0 ) + µ∇c + ∇ · τv ,
dt

(1.29)

where µ∇c appears as a force normal to the interface and proportional to the curvature of the interface (included in µ). This is not the surface tension force. The
details of the derivation to obtain this equation can be found in Appendix 7.2. This
form of the momentum equation, with a reduced number of forcing terms, is easier
to implement numerically than the previous ones. It is therefore the one discretized
and used in our numerical implemention, as described in the next section.
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1.3

Lattice Boltzmann method

The lattice Boltzmann method uses microscopic models and mesoscopic kinetic equations to solve the dynamics of macroscopic flows. By its nature, the method can
therefore incorporate effects at micro- and macroscopic scales, which makes it an
ideal candidate for the numerical modeling of interfacial systems. Multiphase lattice Boltzmann methods are by definition already embedded in the diffuse interface
framework, because in such models the interface is spread over several grid points.
Numerous efforts have been made in the past years to develop LB schemes for simulating multiphase flows (He et al., 1999; Briant et al., 2004).

1.3.1

Governing equations

The discrete Boltzmann equation (DBE) for describing the flow of two phase fluids
was first formulated by He et al. (1999) for a van der Waals fluid. For a binary
mixture, it is written as
fα − fαeq (eα − u) · F
∂fα
+ eα · ∇fα = −
+
Γα ,
∂t
λ
c2s

(1.30)

where ρ is the density, fα is the particle distribution function associated with the
microscopic discretized velocity eα , u is the macroscopic velocity, cs is a constant
(speed of sound), F is the averaged intermolecular force exerted on each particle, and
Γα (u) = fαeq /ρ where fαeq is the equilibrium distribution function given by
"

fαeq = ρtα

#

eα · u (eα · u)2 u · u
1+
+
−
,
c2s
2c4s
2c2s

with tα a weighting factor associated with eα .

Equation (1.30) is the DBE for mass and momentum equations. It was shown to
be more stable when transformed into the DBE for pressure evolution and momentum equations (Lee and Lin, 2003) using a new distribution function defined by
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gα = fα c2s + (p − ρc2s )Γα (0). The DBE becomes:
∂gα
gα − gαeq (eα − u) · F
+ eα · ∇gα = −
+
Γα .
∂t
λ
c2s

(1.31)

The formulation of the intermolecular force F is crucial for the stability of the diffuse
interface model. For a van der Waals fluid, and neglecting the effect of gravity, He
et al. (1999) showed that F can be written as
F = ∇(ρc2s − P0 ) + ρκ∇∇2 ρ,
where P0 is the thermodynamic pressure and depends on the equation of state. The
first term on the right-hand side plays a key role in phase separation (He et al.,
1999). The second term is associated with surface tension. This term balances
the thermodynamic pressure gradient to preserve the equilibrium of the interface.
It was reported that when expressed this way, the intermolecular force generates
numerical instability and parasitic currents were observed for systems at equilibrium
(Jamet et al., 2002). Jacqmin (2000) and later Jamet et al. (2002) showed that using
the potential form for the force eliminates these currents while keeping the right
underlying physics. Lee and Fischer (2006) extended this result to the LB framework
by suggesting the following expression for F :




F = ∇ρc2s − ρ∇ µ0 − κ∇2 ρ .
The second component of the force is the gradient of the generalized chemical potential µ̃: it goes to zero as the system reaches equilibrium and the chemical potential
becomes uniform.
Similarly for a binary fluid, F can be obtained from the first forcing term of the
momentum equation (1.29):
F = ∇(ρc2s ) − ∇ (P0 + F0 ) + µ∇c.
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For an incompressible fluid the thermodynamic pressure reduces to P0 = −F0 . We
write the intermolecular force as
F = ∇(ρc2s − Pd ) + µ∇c,

(1.32)

where Pd = P0 + F0 is called the dynamic pressure and enforces incompressibility.
The total pressure is thus given by
1
1
Pt = P0 + κ|∇c|2 = Pd − F0 + κ|∇c|2
2
2

(1.33)

Equation (1.31) recovers the pressure and momentum evolution equations:
∂p
+ ρc2s ∇ · v = 0
∂t
h

i
dv
ρ
= −∇P0 + µ∇c + ∇ ρc2s λ ∇v + ∇T v ,
dt
The order parameter c is simulated using a new distribution function h = (c/ρ)fα and
heq = (c/ρ)feq . The DBE for h recovers the advective Cahn-Hilliard equation (1.25)
and is written as:
hα − heq
c
∂hα
α
+ eα · ∇hα = −
+ M ∇2 µΓα + (eα − u) · ∇c − 2 ∇Pd − µ∇c Γα .
∂t
λ
cs
"

#

(1.34)

1.3.2

Discretization and computation steps

The lattice Boltzmann Equations (LBE) are obtained by integrating the DBE (1.31)
and (1.34) over time step δt and applying the trapezoidal rule along characteristics
as described in several studies (Lee and Lin, 2005; Lee and Fischer, 2006; Lee and
Liu, 2010). Introducing the modified particle and equilibrium functions ḡα , ḡαeq , h̄α ,
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and h̄eq
α as in Lee and Liu (2010), the two LBE are written
ḡα (x, t) = ḡα (x − eα δt, t − δt) −
h

+ δt (eα − u) · ∇

MD

ρc2s

1
(ḡα − ḡαeq ) |(x−eα δt,t−δt)
τ + 1/2


MD

(Γα − Γα (0)) + µ∇



c Γα

i
(x−eα δt,t−δt)



1
h̄α − h̄eq
α |(x−eα δt,t−δt)
τ + 1/2
δt
δt
+ M ∇2 µ̃Γα |(x−eα δt,t−δt) + M ∇2 µΓα |(x,t−δt)
2
2
"
#


c
MD
MD
MD
+ (eα − u) · ∇ c − 2 ∇ p − µ∇ C Γα
,
ρcs
(x−eα δt,t−δt)

(1.35)
,

h̄α (x, t) = h̄α (x − eα δt, t − δt) −

(1.36)

with ∇M D referring to the second order mixed difference approximation for the calculation of the spatial gradient. The relaxation time τ = λ/δt is nondimensional and
is computed from the kinematic viscosity ν:
τ=

ν
.
δtc2s

(1.37)

If the two phases have different viscosities ν1 and ν2 , two relaxation times τ1 and τ2
are defined accordingly, and the global relaxation time is written as
c
1
1−c
=
+
.
τ
τ1
τ2
The LBE are solved in two steps: a collision step followed by streaming step. At
the end of the time step, the macroscopic variables such as the concentration, the
momentum and pressure are recovered on each lattice node using the newly computed
moments of the distribution functions:
c=

X

h̄α ,

α

ρv =

X

eα ḡα +

α

p=

X
α

ḡα +

δt
µ∇CD c,
2

(1.38)

δt
u · ∇CD ρc2s ,
2

where ∇CD is the central difference approximation for the calculation of the spatial
gradient. In the algorithm the bulk free energy F0 (c) is assumed to be of the simplified
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form:
F0 (c) = βc2 (c − 1)2 ,

(1.39)

where β is given as an input parameter in the simulations. Then the total free energy
of the system is written as
κ
F (c, ∇c) = βc2 (c − 1)2 + (∇c)2 .
2
The system is assumed to be isothermal. For this form of the free energy the generalized chemical potential (from now on referred to only as chemical potential) profile
is given by
µ = 4βc(c − 0.5)(c − 1) − κ∇2 c.

(1.40)

As seen before, the parameters β and κ are related to the surface tension γ and the
interface thickness  by
√
γ=

2κβ
,
6

and κ =

β2
.
8

.

(1.41)

If the thickness  is too low (< 3 in lattice units), the simulation becomes unstable
(Lee and Fischer, 2006). The general procedure followed by the algorithm with this
numerical method is described below.
Simulation Setup
1: Read input parameters
Box size nX × nY ,
Mobility M , surface tension γ, interface thickness ,
Oh number, density ratio, viscosity ratio.
2: Compute initial simulation variables
ν and τ from Oh and γ,
κ and β from Equ. (1.41),
Concentration c from geometry (hyperbolic tangent profile),
Chemical potential µ from Equ. (1.40),
Velocity profile v = 0, Dynamic pressure p0 = 0,
Distributions functions to their equilibrium values ḡ = ḡ eq , h̄ = h̄eq .
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Recurring Steps
1: Collision step
Compute ḡ and h̄ at each lattice node using Equ. (1.36)
2: Streaming step
From a lattice node to a neighboring node fα (x + eα , t + δt) = fα (x, t)
3: Recover macroscopic variables
Compute c, µ, p and v from Equ. (1.38)
4: Post process
Write output files if needed.

1.4
1.4.1

Example: oscillating drop
Equilibrium in terms of T, the capillary stress tensor

Consider a 2D droplet of an incompressible liquid suspended at equilibrium in another
non-miscible liquid as pictured in Figure 1.2. Gravity is neglected.
Phase 2
c = 0, P2
∇c

Phase 1
c = 1, P1

Figure 1.2: Schematic of a drop of liquid suspended in another liquid. The gradient
of composition ∇c is nonzero only in the interfacial zone.

At equilibrium the momentum equation reduces to
∇ · T = 0,
h

(1.42)

i

where T = −Pt + κ (∇c)2 I − κ∇c ⊗ ∇c is the capillary stress tensor. Assuming
that the concentration c only varies through the interface, T can be written in the
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polar coordinates system (r, φ) as








0

 Trr Trφ 
−Pt
.
=
T=




2
Tφr Tφφ
0 −Pt + κ (∇c)
Equation (1.42) then becomes

∇ · T = 0 ⇐⇒









−








1 ∂
(−Pt + κ|∇c|2 ) = 0.
r ∂φ

∂Pt κ
− |∇c|2 = 0,
∂r
r
(1.43)

With our assumptions, c 6= c(φ) and ∇c = 0 in the bulk phases. Pt is thus constant
in the bulk. Let P2 be the outside pressure and P1 the pressure inside the drop as
shown Figure 1.2. Integrating Equation (1.43) yields
P2 − P1 = −

Z
interface

κ
|∇c|2 dr.
r

We can now recover a well-known result for a 2D drop at equilibrium by taking the
above expression towards the sharp interface limit, where r ≈ R with R the radius
of the drop. We obtain
1Z
κ|∇c|2 dr,
∆P = P1 − P2 =
R interface

(1.44)

which is the Laplace’s equation jump with again, the surface tension γ defined within
the diffuse interface framework as the excess energy stored at the interface:
γ=

Z

κ|∇c|2 dr.

(1.45)

interface

We have chosen a continuum approach and thus we started this derivation from the
balance equations in the system at equilibrium. We could have obtained a similar
result with a thermodynamic approach, by minimizing the total energy of the system
(Jamet, 2010).
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1.4.2

Interfacial dynamics within the DI framework

We now examine the role played by the different parameters of the system on the interfacial dynamics. This examination will help us understand the mechanisms involved
in the dynamics of the liquid-liquid interface within the Cahn-Hilliard framework.
Consider the same 2D drop as in the previous section, but now the drop is set up out
of equilibrium in an ellipse-type shape. We have just seen that the equilibrium state
of such a system is a circular inclusion. The dynamics of a drop towards equilibrium
is shown Figure 1.3 with M = 0.5 for mobility and Oh = 0.15. This value of Ohnesorge number corresponds approximately to an oil drop of 1 mm radius suspended
in water, but with equal density and viscosity in both phases. The drop undergoes
several oscillations before reaching its equilibrium state.

(a) t0

(b) t/tv = 5

(c) t = 25

(d) tf

Figure 1.3: Oscillations of a 2D drop towards equilibrium. The velocity vectors v are
represented by the black arrows. tv = νRρ/γ is the viscous time scale.
The Cahn-Hilliard equation combined with the momentum equation suggest that
the fluid is moving both by diffusion and advection. These two mechanisms compete
at different length scales (Jacqmin, 2000); diffusion only occurs in the vicinity of the
interface, while advection is happening everywhere. They are both related to the
gradient of chemical potential. At t = 0, the curvature is not uniform in the system.
The gradients of curvature induce gradients of chemical potential which, in turn,
trigger fluid motion. We now present the results from several simulations changing
the key parameters of the system: first the mobility M which affects the diffusional
part of the motion, and then Oh, which is equivalent to changing the viscosity. Figure
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1.4 shows the radius of the drop along the semimajor axis (horizontal direction) with
time for the four cases tested. In all cases the system has reached equilibrium after
t/tv = 500, with tv = νRρ/γ the viscous time scale. There is no parasitic current
left in the system and the drop is circular at the macroscopic scale. As one would
expect, the effect of the viscosity is clearly visible on the damping of the oscillations.
The effect of mobility is less clear on this particular figure: the two plots (base case
and low mobility case) are very close to each other.

1.2

Drop radius

1.1

1.0

Model
Base case (Oh=0.15, Mb=0.5)

0.9

Low Mobility (Mb=0.1)
Low Viscosity (Oh=0.015)
High Viscosity (Oh=1.5)
0.8
0

100

200

300

400

500

Time t/tv

Figure 1.4: Semi-major axis (=radius in the horizontal direction) of the 2D drop with
time. The values are normalized by the expected radius for a disk of similar area.
tv = νRρ/γ is the viscous time scale. The drop is oscillating back to its equilibrium
shape in all cases.

The effect of mobility can be better understood by examining the chemical potential field in the system at separate times. Shortly after initial time in Figure 1.5,
the shape of the drop is similar for all cases but both the velocity and the chemical
potential fields show differences. In the low mobility case, the gradient of µ, and most
importantly the length scale over which µ varies around the interface are much larger
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than the base case, indicating that the structure of the interface out of equilibrium is
affected by the value of M ; the interface is more “spread out" even though it moves
at approximately the same speed as in the base case. This phenomenon can also be
observed later in the dynamics, in Figures 1.6 and 1.7.
Base Case

Low Mobility

Oh=0.15
Mb=0.5

Oh=0.15
Mb=0.1

Low Viscosity

High Viscosity

Oh=0.015
Mb=0.5

Oh=1.5
Mb=0.5

Figure 1.5: Early dynamics. Chemical potential field and composition contours during early dynamics. The gradient of µ and diffusion length are much higher in the
low mobility case, suggesting different interface structures. The large scale velocity
field is mostly affected by the value of viscosity.

The value of Oh – or viscosity of the liquid phases – clearly affects the dynamics
at the macroscopic scale. Low viscosity results in more convection: the material is
transported at a higher velocity, there are stronger pressure gradients and as a result
the interface moves faster. The pressure gradients come from the local instantaneous
response to the change in curvature. The surface tension also plays a role in this
advective mechanism.
From this simple example we have identified the two mechanisms involved in the
motion of a diffuse CH interface. Locally, the material in the interfacial zone is
transported by diffusion through the Cahn-Hilliard equation, and the mobility M is
therefore a key parameter controlling the structure and spreading of the interface
during dynamics. Convective motion of the fluid in the bulk and the macroscopic
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Base Case

Low Mobility

Oh=0.15
Mb=0.5

Oh=0.15
Mb=0.1

Low Viscosity

High Viscosity

Oh=0.015
Mb=0.5

Oh=1.5
Mb=0.5

Figure 1.6: Chemical potential field and composition contours at t/tv = 25 (corresponding to the peak of the first oscillation for the base case). In the high viscosity
case, the drop has not moved much from its initial state. The extra stretching of the
drop in the low viscosity case is clearly visible.

Base Case

Low Mobility

Oh=0.15
Mb=0.5

Oh=0.15
Mb=0.1

Low Viscosity

High Viscosity

Oh=0.015
Mb=0.5

Oh=1.5
Mb=0.5

Figure 1.7: Chemical potential field and composition contours during late dynamics.
In the low viscosity case, the drop is still oscillating. It also has not yet reached
equilibrium at high viscosity where it undergoes slow retractation.

velocity of the interface are controlled by the momentum equation and depend upon
macroscopic variables such as pressure, surface tension and viscous stresses.
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1.5

Summary of the formulations

In this chapter we have introduced the diffuse interface (DI) model for binary mixtures, and derived the main equations associated with this approach. DI modeling
has become quite popular recently, mostly because of its attractiveness from a numerical point of view. The theory behind DI models combines thermodynamics with
an energy based approach, and fluid mechanics with a continuum description for the
dynamics using the classical but slightly revised Navier Stokes equations. To our
knowledge, the connection between the thermodynamic and fluid mechanics descriptions remains unclear, and the issue of formulating the volumetric forcing terms in
the Navier Stokes equations needs to be addressed. The key points to be taken from
this chapter are the following:
1. Thermodynamic model and equilibrium
• The interface has a finite thickness. Binary fluids are described by an order
parameter, the composition c, varying sharply but continuously through
the interface.
• It is an energy based approach. The total free energy of the system includes
nonlocal terms; it depends on the order parameter and its gradient.
• The equilibrium conditions are obtained by minimization of the total free
energy and can be written as a constant generalized chemical potential.
• At equilibrium the order parameter varies through the interface as a hyperbolic tangent.
2. Dynamics and continuum model
• Interfacial dynamics are governed by a the diffusive Cahn-Hilliard equation
and the momentum equation.
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• The forcing terms in the momentum equation are derived as the sum of the
classical viscous stress tensor and a new tensor that we call the capillary
stress tensor T.
• T includes both the pressure and the surface tension effects as local volumetric forces. The surface tension force is locally tangent to the interface.
• The total pressure is the sum of the thermodynamic pressure and non-local
terms in ∇c.
3. Connection with macro- and microscopic descriptions
• Surface tension is defined as the excess energy stored at the interface.
• Surface tension is also the normal stress difference of the capillary stress
tensor.
• We recover Laplace’s equation ∆P = γ/R through the capillary stress tensor approach, starting from the equations of motion at equilibrium which
reduce to ∇ · T = 0.
• The motion of the interface towards equilibrium is governed by chemical
potential gradients. It involves both diffusional and advective mechanisms.
The diffusion mostly occurs near the interfacial zone. The advection depends on the pressure gradients and surface tension force created by the
local gradient of curvature of the interface and generates a more global
flow.
A summary of the formulations is given in Table 1.1.
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Order Parameter
Free Energy

Cahn-Hilliard Model
c
κ
F = F0 (ρ, c) + (∇c)2
2

Capillary Stress Tensor

T = −P0 +

Thermodynamic Pressure

P0 = ρ

Total Pressure

Pt = P0 +

κ
(∇c)2 I − κ∇c ⊗ ∇c
2
Anderson et al. (1998), Eq.(19)




∂F0
− F0 (ρ, c)
∂ρ
κ
(∇c)2
2

"

T in the (n, t) basis

T and ST Stress Tensor

#

−Pt
0
T=
0 −Pt + κ (∇c)2
Extra force in the tangential direction
Surface tension = normal stress difference
1
(∇c)2 I − ∇c ⊗ ∇c
2
h
i
T = −Pt I + κ (∇c)2 I − ∇c ⊗ ∇c
T = −P0 I + κ



|

{z

ST stress tensor



}

Jacqmin (2000), Eq.(2.9)
Different Forms of the
Momentum Equation

ρ dv/dt = ∇ · T + ∇ · τv
ρ dv/dt = −∇P0 − κ∇c∇2 c + ∇ · τv
ρ dv/dt = −∇(P0 + F0 ) + µ∇c + ∇ · τv
Jamet (2010), Eq.(68)

Table 1.1: Summary of the formulations derived for the use of the diffuse interface
model for binary mixtures. Surface tension is designated by "ST".

We have also described the lattice Boltzmann (LB) method that will be used for
the numerical implementation of our model. The main conclusions are the following:
• The LB method is a natural candidate for diffuse interface modeling.
• Two distribution functions are used to simulate the problem, one for the balance
equations and one for the Cahn-Hilliard equation.
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• The thickness of the interface needs to stay greater than 3 lattice units for the
simulation to be stable.
• The forcing term is written in the potential form for stability purposes.
The key point is the formulation of the forcing term, whose various forms are summarized in Table 1.2.
Lattice Boltzmann method
Forcing term

From momentum equation:
F = −∇ψ − κ∇c∇2 c
ψ = P0 − ρRT

Pressure form of F

F = ∇(ρc2s − P0 ) − κ∇c∇2 c

Potential form of F

F = ∇(ρc2s − P0 − F0 ) + µ∇c
F = ∇ρc2s − ∇Pd + µ∇c
With Pd = P0 + F0 the “dynamic pressure”

Stress form of F

Connington et al. (2015a),
 Eq.(7)
i
2
F = ∇(ρcs − Pt ) + κ∇ · [∇c)2 I − ∇c ⊗ ∇c
With Pt the total pressure
(also called modified/hydrodynamic pressure)

Table 1.2: Summary of the formulations for the forcing term used in a lattice Boltzmann implementation of the diffuse interface model.

A more extended version of this summary, for both the van der Waals and the
Cahn-Hilliard models, can be found in Appendix 8. Note that we have not considered
three-phase systems or addressed the issues of wetting and moving contact line yet.
This will be the subject of the next chapter.
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Chapter 2

Contact line dynamics

In this chapter we address the issue of three-phase systems and the dynamics of
the contact line. In Section 2.1, we review the paradox of the moving contact line
and the different approaches used to overcome the singularity. We establish the
boundary conditions of the DI model in Section 2.2 and the numerical implementation
in Section 2.3. In Section 2.4, we propose a mechanism for the contact line motion,
which connects the equilibrium conditions, boundary conditions and the classical
macroscopic uncompensated Young force. Finally, we examine the physical relevance
of the DI model and how the contact line motion is handled in Section 2.5 with the
benchmark case of a liquid bridge sheared between two flat plates.

2.1

Introduction

When two fluids come into contact with a solid surface, a three-phase contact line is
formed. The equilibrium state of systems involving contact lines shows two distinct
regimes as shown on Figure 2.1: partial wetting, when the interface forms a finite
angle θ with the solid surface, or complete wetting, when this angle is zero.

θ
(a) Partial wetting.

(b) Complete wetting.

Figure 2.1: Wetting regimes
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Wetting or spreading phenomena are the dynamic processes bringing a contact
line to equilibrium.

2.1.1

Three-phase contact line at equilibrium

The thermodynamic equilibrium state of partial wetting has been understood for
many years. It can be described in terms of a static equilibrium contact angle θeq ,
which is calculated from the balance of the tension forces in the tangential direction,
at the contact line (see Figure 2.2).
γ12

Phase 1
γ1S

θE

Phase 2
γ2S

Figure 2.2: Young’s law

This equation is known as Young’s law and is given by:
cos θE =

γ2S − γ1S
,
γ12

(2.1)

where γ1S and γ2S are the surface tensions of the solid/fluid 1 and solid/fluid 2
interfaces, respectively. The forces we introduced in this section are macroscopic in
nature. This description is thus only valid at macroscopic scale, where the long-range
interactions can be neglected. If the dimensions of the system are of the order of the
molecular scale, then other forces such as the van der Waals or sometimes electrostatic
forces have to be taken into account.

2.1.2

Huh and Scriven’s paradox

The dynamics of the three-phase contact line is, by contrast with equilibrium, not
very well understood. Huh and Scriven (1971) pointed out that the classical hydrodynamic description of the moving interface breaks down at the three-phase contact
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line. The application of the no-slip condition on this line leads to a singularity that
theoretically makes any motion of the fluid impossible. This paradox, now commonly
referred to as Huh and Scriven’s paradox, can be understood as follows.

Consider a small droplet spreading on a solid surface with an average velocity V .
Close to the contact line, it can be assumed that the interface meets the solid with a
constant contact angle θ (wedge approximation, see Figure 2.3). Because of the noslip condition, the velocity of the fluid at the wall is zero, whereas it reaches Vs > V
at the free surface. The velocity profile is parabolic and the velocity gradient can
be approximated for small angles θ to dv/dy ≈ V /θx which diverges for x → 0. As
a consequence, the local shear force is infinite (Jacqmin, 2000) and the dissipation
of energy per unit length Edis diverges logarithmically(Bonn et al., 2009). Huh and
Scriven concluded that according to this theory, “not even Heracles could sink a solid"!

y
For x → 0
v(y = 0) = ?
V

dv/dy ∼ V /θx → ∞
Edis = η
≈η

Z ∞
0

Z ∞

Z h(x)∼x

x
(dv/dy)2 dy dx

0
2

θ

!

(V /θx) x dx ∼ ln x → ∞

Figure 2.3: Illustration of Hu and Scriven’s
paradox

0

Of course, experimental work shows that contact lines do, in fact, move. Today,
it is generally accepted in the literature that the singularity arises from the fact that
the physics in the vicinity of the contact line is dominated by microscopic effects,
which are not included in the hydrodynamic description. The main difficulty in de-
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scribing the dynamics of a three-phase contact line is thus to include physical effects
at multiple scales. Different methods have been proposed to overcome the singularity,
and the efforts have been extensively reviewed in the literature (Bonn et al., 2009;
Blake, 2006; Yue and Feng, 2011a; Pomeau, 2011). There are three main approaches:
hydrodynamic theory with relaxed no-slip condition, molecular kinetic theory and
diffuse interface theory.

Here we briefly review the main ideas and results of each approach:
• Hydrodynamic theory considers the viscous dissipation in the vicinity of the
contact line and artificially truncates the solution at the molecular scale. Outside of the truncated domain, there is no singularity and the fluid flow can be
obtained using the classical hydrodynamic model. In the vicinity of the contact
line, an artificial slip boundary condition is introduced, such as the Navier slip
condition. Outer and inner flow equations are solved using matched asymptotic
expansions. The key result obtained with the hydrodynamic theory is the CoxVoinov law, which gives the apparent dynamic contact angle as a function of
the static contact angle and capillary number (Voinov, 1976; Cox, 1986). Similar results were reported by subsequent studies, which also considered viscous
dissipation of the contact line region, such as those of Dussan (1979), Hoffman
(1975) or Tanner (1979). The hydrodynamic approach gives an accurate description of the macroscopic flow, but fails to describe the local dynamics of the
contact line.
• The key idea behind molecular kinetic theory (MKT) is that the contact
line moves by successive jumps of the molecules near the contact line (Blake
and Haynes, 1969). This process of attachment/detachment is associated with
a dynamic friction and hence, an energy dissipation. The dissipation associated
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with the contact line motion occurs at the molecular scale. In contrast to the
hydrodynamic model, MKT predicts both the dynamic contact angle and the
contact line velocity as functions of the frequency of jumping, the distance between absorption sites and the temperature. The downside of this approach is
that these parameters cannot be predicted and thus have to be obtained from
experiments and included in the model. The theory also accurately predicts the
physics of the contact line, but is not connected to the wider hydrodynamics of
the system (Blake and Haynes, 1969; Blake, 2006; Yue and Feng, 2011a).

Several attempts have been made to combine the hydrodynamic theory and
the MKT into a model that would include both the wetting line friction and
the viscous dissipation. One example is the work from Brochard-Wyart and
De Gennes (1992), who calculated the total viscous dissipation of the system
and concluded that molecular features are important at large contact angle and
velocities, while viscous dissipation dominates at small angles.
• Finally, the diffuse interface theory, also known as phase-field theory, aims
to include both the macroscopic and microscopic effects in a single framework.
As described in the previous chapter, the interface is modeled with finite thickness, and an order parameter is defined to distinguish the two phases of the
interface. The gradient of the order parameter appears as an extra term in
the free energy, which in turn modifies the conditions for equilibrium and the
momentum balance equations to include the effect of the interface. In diffuse
interface theory, the contact line moves by diffusion across the interface rather
than by convection, as we will see in the next section.
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2.2

Problem specification in the DI framework

In this section we briefly review how the boundary conditions at the solid surface are
formulated with the diffuse interface approach.

2.2.1

Wall surface energy

It is postulated that the fluid/wall interactions are of short range (De Gennes, 1985)
and as such, can be described by an additional free energy term that is a function
on the fluid composition cs at the surface only (Jacqmin, 2000). We then write the
wall/fluid energy of the system as
φs (cs ) = φ0 − φ1 cs + φ2 c2s + h.o.t.,
where h.o.t. is for higher order terms. φ1 describes an attraction of the liquid by
the solid and φ2 a reduction of the liquid/liquid interactions due to the presence of
the wall. Note that φs is not the interfacial energy as we know it from the classical
macroscopic description. It is only the part of the wall/fluid interfacial energy that
comes from direct contact between the phases (De Gennes, 1985). The total interfacial
energy is the sum of φs and the distortion energy as defined by Equation (1.12). In
fact, according to Cahn (1977), any form of φs would be acceptable. Favoring one type
of boundary condition (linear, quadratic, ...) by truncating φs is a choice that depends
on the type of system studied. As our work focuses on liquid/liquid incompressible
systems with density ratio close to 1, we choose to retain the terms of φs up to the
third order, and derive from there the so-called cubic boundary conditions,
φs (cs ) = φ0 − φ1 cs + φ2 c2s − φ3 c3s .

(2.2)

With the introduction of the constant φ3 , only interactions between the interfacial
area and the solid are taken into account and there is no precursor film (depletion or
enrichment in the bulk phase) (Sibley et al., 2013).
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2.2.2

Wetting boundary conditions

We now derive the boundary conditions for a system with a three-phase contact line,
and make the connection with the classical theory of capillarity. The total free energy
of a liquid/liquid system with solid boundary is given by
ψb + ψs =

Z
κ
F0 (c, T ) + (∇c)2 dV + φs (cs ) dS.
2
S


Z 
V

The following conditions are obtained by minimization of the total free energy









dF0 (c)
− κ∇2 c = 0,
dc









κno · ∇c|s +

(2.3)
dφs
= 0,
dcs

where no is the outward wall normal (from liquid). The first condition is the exact
equilibrium condition obtained for an interface between two fluids, and can also be
written in terms of constant generalized chemical potential µ̃. The second condition
must be satisfied everywhere at the solid boundary. It is called the natural or wetting
boundary condition. The terms φ1 , φ2 and φ3 in Expression (2.2) are chosen (Liu
and Lee, 2009) so that φs reduces to
1
1
φs (cs ) = φc c2s − φc c3s .
2
3
The boundary condition becomes
1
no · ∇c|s = − φc (cs − c2s ).
κ

(2.4)

How does it connect to the classical wetting boundary condition, described at equilibrium by Young’s law? A first step towards this connection is to notice that the
scalar product no · ∇c|s is somehow related to the contact angle, as shown on Figure
2.4.
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∇c

Phase 1

Phase 2

θ
n0

Figure 2.4: Illustration of the wetting boundary condition within the DI framework

To determine the constant φc , we first integrate the equilibrium condition:
κ
|∇c|2 = F0 (c),
2
which yields for the surface free energy
q
q
dφs
= − 2κF0 (cs ) =⇒ φc (cs − c2s ) = − 2κF0 (cs )
dcs

(2.5)

The surface composition cs at equilibrium is obtained by graphical construction of
the above expression. Details of the construction can be found in the review of
De Gennes (1985) and the work of Liu and Lee (2009) for vapor-liquid systems.
Since the cubic boundary condition is designed to only account for the fluid interface
/ wall interaction, the surface compositions far from the interface are the same as the
bulk compositions (cs,1 = 0 and cs,2 = 1). In contrast with the linear or quadratic
boundary conditions, there is no attraction or repulsion of fluid material next to the
wall. With this boundary condition, the gradient of c is thus zero everywhere but in
the interfacial area.
Once the surface compositions are known, the energy of each interface (liquid 1 /
solid, liquid 2 / solid and liquid / liquid) can be computed. As it was noted earlier,
these interfacial energies are the sum of their respective distortion energy γd and, for
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interfaces involving solid surfaces, of the free surface energy φs :
γ12 = γd,12 =

Z 1q
0

2κF0 (c)dc,

γ1S = γd,1S + φs (cs1 ) =

γ2S = γd,2S + φs (cs2 ) =

Z cs1 q
0



2κF0 (c)dc +



1
1
2κF0 (c)dc + φc cs2 − φc c3s2 .
2
3

Z 1 q
cs2

1
1
φc cs1 − φc c3s1 ,
2
3





Since cs,1 = 0 and cs,2 = 1, the distortion energies γd,1S and γd,1S are null and the
interfacial energies reduce to
√
γ12 =

2κβ
,
6

γ1S = 0,

γ2S =

φc
.
6

(2.6)

Now φc can be properly related to the equilibrium contact angle by using the classical
theory of capillarity and writing Young’s law in the system:
cos θE =

γ1S − γ2S
φc /6
φc
,
=−
= −√
γ12
γ12
2κβ

(2.7)

and the cubic boundary condition is rewritten in its final explicit form
s

no · ∇c|s =



2β
cos θE cs − c2s .
κ

(2.8)

Using this condition as a boundary condition implies that instant relaxation is assumed at the wall (Jacqmin, 2000); it is equivalent to fixing the microscopic dynamic
contact angle to the equilibrium static contact angle. For a diffuse interface, it also
implies that the gradient of composition is imposed at the wall.

Other boundary conditions include the classical no-slip condition:
u = Uw ,
where Uw is the wall velocity.
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2.3

Numerical modeling of the boundary
conditions

One of the specificities of LB simulations is that they are performed on a fixed grid.
Solid walls are simulated in the algorithm by flagging grid nodes as fluid nodes,
boundary (wall) nodes or interior solid nodes. For flat walls the theoretical boundaries exactly match with actual boundaries. Curved boundaries such as particles are
approximated by a staircase shape as depicted in Figure 2.5, which is first order accurate (Connington et al., 2015a).

7

3

5

F
2

B

1

S
6
(a) Staircase shape approximation

4

8

(b) Bounce-back directions

Figure 2.5: Simulating solid walls with the lattice Boltzmann method. (a) Curved
boundaries are approximated as a staircase shape and the nodes are flagged as fluid
(F), boundary (B) or interior solid (S) nodes. (b) The streaming and bounce-back
directions for the D2Q9 model (2D systems).

Several boundary conditions are required at the solid wall: the gradients and
Laplacians of the macroscopic variables need to be prescribed, as well as the unknown
distribution functions. A bounce-back-on-the-node (BBN) scheme is used to compute
the unknown distribution functions streaming from the wall nodes and a normal free
boundary condition is imposed to all variables except for ∇2 c to avoid any mass or
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momentum transfer through the wall (Lee and Liu, 2008):
eα · ∇f = 0.
At the boundary node in any of the directions eα , the no-slip condition is applied by
as
f (x + eα δt) = f (x − eα δt).
For ∇2 c the cubic wetting boundary condition is applied. Note that the first derivative
of the composition ∇cs is not prescribed at the wall, only the Laplacian ∇2 c is. This
boundary treatment was shown to help eliminate parasitic currents that would appear
because of redundant boundary conditions (Lee and Liu, 2008). The procedure to
set up the wetting boundary condition is the following:
input θeq =⇒ compute φc =⇒ n · ∇cs =⇒ BC on ∇2 c
The numerical procedure is given below. In blue and underlined, the steps added
in the presence of solid boundaries.
Simulation Setup
1: Read input parameters
Box size nX × nY ,
Mobility M , surface tension γ, interface thickness ,
Oh number, density ratio, viscosity ratio, contact angle θ.
2: Set initial walls
Flag each lattice node as fluid, boundary or solid (interior)
3: Compute initial simulation variables
ν and τ from Oh and γ,
κ and β from Equ. (1.41),
Ωc , φc from Equ. for the wetting BC,
Concentration c from geometry (hyperbolic tangent profile),
Chemical potential µ from Equ. (1.40),
Velocity profile v = 0, Dynamic pressure p0 = 0,
Distributions functions to their equilibrium values ḡ = ḡ eq , h̄ = h̄eq .
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Recurring Steps
1: Collision step
Compute ḡ and h̄ at each lattice node using Equ. (1.36)
2: Streaming step
From a lattice node to a neighboring node fα (x + eα , t + δt) = fα (x, t)
3: Bounce-back
Compute unknown distribution functions at the wall nodes
4: Recover macroscopic variables
Compute c, µ, p and v from Equ. (1.38)
5: Post process
Write output files if needed.

2.4

Proposed dynamic mechanism for the contact
line motion

In this section we examine wetting boundary conditions under non-equilibrium conditions. In particular, we connect the boundary condition with the traction force
applied on the contact line during motion.

We have seen earlier that the contact angle at equilibrium θE results from the balance
of the tension forces at the contact line in the tangential direction. It is important
for the coming discussion to properly define the system on which this force balance
is applied. The contact line (or point) by itself is not a physical system and therefore no force can actually be applied on it. We could argue that it is better defined
when the liquid / liquid interface is modeled as diffuse, but even with this model the
solid / liquid interfaces remain surfaces of discontinuities. The force balance yielding
Young’s law is thus applied on the liquid wedge next to the contact point rather than
on the contact point itself (Marchand et al., 2011). As such, the forces involved are
both exerted by the solid and by the surrounding liquid as shown on Figure 2.6 .
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γ12

Phase 1
γ1S

Phase 2

θ

γ2S

Figure 2.6: Balance of forces on the liquid wedge next to the contact line. γ1S and
γ2S are the forces exerted by the solid. γ12 is the force exerted by the surrounding
liquid.

When the liquid wedge is out of equilibrium, the dynamic contact angle is different
from θE . In the tangential direction, the force γ2S − γ1S exerted by the solid does
not change but the force exerted by the surrounding liquid now is γ12 cos θD . The
resulting traction force, also called uncompensated Young force, is given by:
F = γ2S − γ1S + γ12 cos θD .
Using Young’s law at equilibrium to substitute for γ2S − γ1S , the force is rearranged
into
F = γ12 (cos θD − cos θE ) .

(2.9)

As shown on Figure 2.7, F = 0 at equilibrium and drives the motion of the contact
line towards equilibrium contact angle otherwise. Extensive work has been done
previously to establish a relationship between the force F and the velocity V of contact
line. Because the motion of the contact line involves both micro- and macroscopic
phenomena, this relationship is not trivial. It was shown that for small contact angles,
viscous effects are dominant (Dussan, 1979; Brochard-Wyart and De Gennes, 1992;
De Gennes et al., 2013) and F (V ) can be derived from the dissipation in the system.
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F

F =0

θE

F

θD > θE

(a)

θD < θE

(b)

(c)

Figure 2.7: Traction or uncompensated Young force on the liquid corner next to the
contact line. The force F drives the motion of the wedge of fluid at the contact line
as indicated by the arrows.

In the following, we first derive the uncompensated Young force with the diffuse
interface formulation. Using this result, we then propose a mechanism for the contact
line motion and illustrate it with two examples, the spreading drop and the liquid
bridge between flat plates.

2.4.1

Stress formulation of uncompensated Young force

Claim 2.1. : In the diffuse interface model,
F =

Z cs2
cs1

κno · ∇c|s +

dφs
dcs
dcs

(2.10)

is the uncompensated Young force. cs1 and cs2 are the surface concentrations at the
wall in the bulk. Integrating from cs1 to cs2 or the reverse way yields the direction of
the force.
We now prove this result before discussing its implications.
Proof. First consider the right hand side of Equation (2.10),
Z cs2
cs1

dφs
dcs = φs (cs2 ) − φs (cs1 ).
dcs

(2.11)

We know from the derivation of the wetting boundary conditions in Section 2.2 the


1 2 1 3
relationship between φs (cs ) = φc
c − c and the equilibrium contact angle.
2 s 3 s
First, Equation (2.7) is rearranged as
φc = −6γ12 cos(θE ),
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so that we compute
φs (cs2 ) − φs (cs1 ) = φs (1) − φs (0)


= −6γ12 cos(θE )

1
1 2 1 3
1
1 − 1 + 6γ12 cos(θE ) 02 − 03
2
3
2
3






1
= −6γ12 cos(θE ) = −γ12 cos(θE ).
6
Equation (2.11) becomes
Z cs2
cs1

dφs
dcs = −γ12 cos(θE ),
dcs

(2.12)

which is exactly the contribution from the wall interactions in the macroscopic uncompensated Young force (Eqn. (2.9)).

The left hand side of Equation (2.10) should then correspond to the force exerted
by the liquid. We show this using the capillary stress formulation. The capillary
stress tensor for a binary mixture (liquid-liquid) is given by
1
T = −p0 + κ|∇c|2 I − κ ∇c ⊗ ∇c.
2




The force exerted by the liquid on the wall along the tangential direction is obtained
by integration of the capillary stress tensor. For the purposes of simplicity, consider
a flat wall in a 2D system, with x being the coordinate along the horizontal direction.
The force is given by
Ft =

Z
x

t · T|s · n dx,

where t and n are the unit vectors in the tangential and normal directions, respectively. Then


t · T|s · n =







Txx 
Txy

∂c
 · n = Txy |s = −κ

∂x
s
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!
s

∂c
∂y

!

,
s

and
Z ∞

∂c
Ft =
−κ
∂x
x=0
=

Z cs2
cs1

=

Z cs2
cs1

∂c
−κ
∂y

!
s

∂c
∂y

!

dx
s

!

dcs
s

κ(−n) · ∇c|s dcs ,

where we have assumed here (dc/dx)s = (∂c/∂x)s . Finally, the tangential force
exerted by the fluid on the wall is
Ft =

Z cs2
cs1

κ no · ∇c|s dcs

(2.13)

This is the first component of Equation (2.10). We could write a similar derivation
for a curved solid boundary (such as a particle) using the polar coordinate system.

We have just proven that the quantity F defined in Equation (2.10) is the uncompensated Young force that includes both the wall and the liquid/liquid interactions:
F =

Z cs2
cs1

|

κno · ∇c|s dcs +
{z

Force from liquid

}

Z cs2
cs1

|

dφs
dcs
dcs
{z

.

}

Force from wall
−γ12 cos θE

γ12 cos θD

Discussion The integrand of the uncompensated Young force, Eqn (2.10), is equal
to the wetting boundary condition (2.3) that we choose to impose in our model and
use in the numerical method. It is equivalent to forcing the uncompensated Young
force to be zero at the wall, i.e., instantaneously and artificially setting the system
at the local equilibrium at the boundary. We thus assume instant wall relaxation
with F = 0 right at the boundary: at all times, the microscopic dynamic contact
angle at the wall is equal to the static equilibrium contact angle.
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This does not prevent the contact line from moving through diffusive fluxes along
the wall (Jacqmin, 2000), as we will see later with the sheared liquid bridge. The
mechanism for contact line motion that we propose is detailed below. It is illustrated
in Figure 2.8 with the example of a drop of equilibrium contact angle θE = π/2
spreading from initial surface contact to the equilibrium hemispherical shape.
Mechanism for the contact line motion
1: The wetting condition is applied at the boundary, which goes to local equilibrium
contact angle (instant wall relaxation).
2: It becomes a pure interfacial dynamics problem: the fluid does not "see" the wall
anymore, only a curvature constraint next to the wall.
3: The uncompensated Young force appears on the first piece of fluid out of equilibrium. On Figure 2.8, it corresponds to the point where the curvature is "broken".
In our simulations, it is the first fluid grid point after the boundary point, in
the direction normal to the boundary. In the sharp interface limit, this point is
microscopically close to the wall.
4: The curvature gradient induced by the BC next to the contact point is driving
the motion.
5: As in the classical theory of capillarity, F thus depends on the difference between
θE and θD .
6: At equilibrium, the curvature is constant, gradient of chemical potentials vanish
and F = 0.

It is interesting for the analysis of the force driving the motion of the contact line
to write it in the stress form. For this, we rearrange the wall component as
Z cs2
cs1

Z ∞
dφs
dφs
dcs =
dcs
dcs
x=0

=

Z ∞

dφs
dx

x=0

=

Z ∞
x=0

!
s

dcs
dx

!

dx
s

!

dx
s

t · ∇φs |s dx.

The total unbalanced Young force becomes
F =
=

Z ∞
x=0
Z ∞
x=0

t · T|s · n + t · ∇φs |s dx
t · (T · n + ∇φs )s dx.
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wall interactions
grid size (1 unit)
(a) Initial state

F

θD

F

θD
θE

F

θE
(b) Early dynamics

F

(c) Relaxation

F =0
θE
(d) Final state

Figure 2.8: Proposed mechanism for the CL motion for a drop spreading to equilibrium contact angle θE = π/2.. The red highlighted area is enlarged for clarity. It
represents the wall interaction zone over which wetting BCs are applied. F is the
uncompensated Young force. The magnitude and direction of F depend on the gradient of curvature at the black dots. Macroscopically, it is related to the quantity
cos θD − cos θE .
The key point here is to properly define (∇φs )s . This term is a space derivative at
dφs
,
the wall on a quantity defined as a function of cs . In particular, to compute
dx
we need φs (x) and thus cs (x). The equilibrium conditions and the Cahn graphical construction only give us the equilibrium surface concentrations in the bulk cs1
and cs2 . To accurately compute this force, we should find first a way to capture
the variation of cs through the interface. Whichever the form of φs chosen (linear,
quadratic, cubic, etc.), the concentration field at the surface should be such that
R∞
x=0

t · T|s · n + t · ∇φs |s dx = 0.

2.4.2

Simple example of the spreading drop

A simulation is performed for a drop deposited on a flat surface at initial contact
angle θI = π/2. The equilibrium contact angle is θE = 3π/4. The wetting boundary
condition is applied from the first time steps and the interface goes to local equilibrium
contact angle at the wall (over one grid point). This rapidly provokes a sharp gradient
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of curvature near the wall as can been seen on Figure 2.10a and accordingly, a gradient
of chemical potential that is driving the motion of the interface inwards (Figure 2.10).
The drop is then slowly retracting towards global equilibrium.

(a) t0

(b) t/tv = 0.4

(c) t/tv = 5

(d) t/tv = 25

(e) tf

0.5

0.1

Figure 2.9: LB simulations results for a drop spreading to equilibrium. The velocity
vectors v are represented by the black arrows. tv = µR/σ is the viscous time scale.
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Figure 2.10: Chemical potential field near the contact point. In black, the contour
lines of c at 0.1, 0.5 and 0.9 show the position and bending of the interface. At t = tf ,
the chemical potential field is uniform. tv = µR/σ is the viscous time scale.

2.4.3

Liquid bridge between two fixed flat plates

Consider now a liquid bridge between two fixed flat plates. Similarly to the drop,
we set the bridge at initial contact angle θI = π/2. The equilibrium contact angle is
θE = 3π/4. As shown on Figure 2.11, the mechanisms of contact line motion are the
similar: the bridge first goes to local contact equilibrium angle near the contact point,
then the gradient in curvature drives a slow relaxation to global equilibrium. The
radius of curvature of the bridge is plotted against time on Figure 2.13; this shows the
two step dynamics (local equilibrium then relaxation) of the bridge. By comparing
with Figure 2.12, there seems to be a correlation between the rate of dewetting of
the bridge and the distance over which the chemical potential varies in the system.
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During early dynamics, the gradient of µ is confined next to the contact point and
the interface moves quickly. The approach to equilibrium however, is much slower
and the chemical potential variations appear more diffuse. This length scale that we
will call diffusion length is discussed in more detail in the next section.

(a) t/tv = 0

(b) t/tv = 0.4

(c) t/tv = 5

(d) tf

Figure 2.11: Two-step dynamics of liquid bridge spreading to equilibrium contact
angle between two flat walls. The bridge first goes to local contact equilibrium angle
near the contact point, then the gradient in curvature drives a slow relaxation to
global equilibrium. tv = µR/σ is the viscous time scale.

(a) t/tv = 0.4

(b) t/tv = 5

(c) t/tv = 25

(d) tf

Figure 2.12: Chemical potential field of a liquid bridge spreading to equilibrium
contact angle between two flat plates. Only the right side of the bridge is shown as
the system is symmetric. In black, the contour lines of c at 0.1, 0.5 and 0.9 show
the position and bending of the interface. At t = tf , the chemical potential field is
uniform. tv = µR/σ is the viscous time scale.
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Figure 2.13: Radius of the bridge with time

The equilibrium profile of the bridge obtained from the simulations is shown on
Figures 2.14 and 2.15. The bridge is stable at equilibrium; there is no parasitic
current. The chemical potential field is uniform and total pressure is constant in the
bulk phases. We can compute the analytical radius of the curvature expected with a
sharp interface approach for this equilibrium contact angle and separation distance
between the plates. It is constant because the system is 2D. The interface, and more
specifically the contour line of composition at c = 0.5, fits the expected equilibrium
profile, indicating that the wetting boundary condition is correctly implemented in
the code, and the system went to the expected global minimum of energy. As can be
seen in Figure 2.15, where the pressure has been normalized by the expected capillary
pressure PC = γ/RC , the pressure jump through the interface also verifies Laplace’s
law. It also goes through some sharp variations across the interface, that will be
discussed in detail when we consider the force calculations in Section 3.1.3.
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(a) c field

(b) Near contact point

Figure 2.14: Concentration field and structure of the interface near the contact point
for a liquid bridge at equilibrium between two flat plates. The black dashed line represents the expected radius of curvature from sharp interface analysis. The interface
perfectly fits the expected equilibrium profile, even near the contact point.

Figure 2.15: Total pressure field of a liquid bridge at equilibrium contact angle between two flat plates. Only the right side of the bridge is shown as the system is
symmetric. In black, the contour lines of c at 0.1, 0.5 and 0.9 show the interface. The
pressure jump verifies Laplace’s law.

2.5

The sheared liquid bridge

We now examine the contact line motion under steady conditions. Consider a system
of two non-miscible liquids forming a liquid bridge between two flat plates. The two
liquids have the same density ρ = 1 (no gravity). We examine Couette flow in this
geometry, shearing the system by moving the walls horizontally at constant velocity
U as illustrated on Figure 2.16. The system is periodic and we only consider slow
flows (Re << 1), neglecting inertia.
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U
θE
W

U
Figure 2.16: Schematic of the liquid bridge sheared between two parallel plates

W is the gap size and U is the wall velocity. The equilibrium contact angle is
θE = 90◦ .

The interface is distorted from its initial state under the action of the moving walls.
Under certain conditions that need to be defined, the system reaches steady state and
the interface appears as deformed but stable, with the contact point "slipping" on the
wall. The questions we would like to address with this case study are the following:
1. What is governing the shape of the interface at steady-state? What are the
relevant length scales of the problem?
2. How is the contact line singularity handled by the Cahn-Hilliard model? Specifically, how can we relate the mobility parameter to the motion of the interface?
3. Can we make the model relevant to real contact line physics? In particular, does
it compare with macroscopic models and known laws such as the Cox spreading
law relating θM and Ca?

2.5.1

Relaxation of the CL singularity at steady state

The problem of the moving contact line under non-equilibrium steady conditions
has been examined analytically through asymptotic analysis by Seppecher (1996)
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and Sibley et al. (2013) for liquid/gas systems, and by Jacqmin (2000) for binary
mixtures. Their work focuses on showing how the diffuse interface model resolves the
stress and pressure singularity at the contact line. We will use their findings as a
baseline for the analysis of our numerical results throughout this section.

Steady state characterization
At steady state, the contact line is stationary in the reference frame of the laboratory.
It has a slip velocity exactly opposite to the wall velocity. Locally, near the contact
point, the microscopic dynamic contact angle is the same as the equilibrium static
contact angle because of the wetting boundary condition. We do not consider contact
angle hysteresis here because as noted earlier, we assume instant wall relaxation. The
role of wall relaxation on the flow behavior was studied by Yue and Feng (2011b) and
will not be considered in this work. Far from the contact point the interface shows
a linear profile. A macroscopic contact angle θM can be geometrically defined based
on the inclination of the interface, as shown on Figure 2.17. θM is the key observable
in this problem.
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Figure 2.17: Sheared liquid bridge at steady state. The interface is symmetrically
deformed under the action of the moving walls and reaches a steady state. The macroscopic contact angle is computed from central area where we assume the interface to
be linear. Here the static contact angle θS is equal to the equilibrium contact angle
θE because we assume instant wall relaxation.

The velocity field and the chemical potential contour lines are shown by Figures 2.18 and 2.19, respectively. In the vicinity of the contact line, there is a stagnation point and the gradient of chemical potential is strong. Far from the wall, the
flow is similar to the wedge flow as described by Huh and Scriven (1971). Below the
stagnation point, the flow is parallel to the wall and the velocity is close to the wall
velocity, almost as if there was a slip layer even though the no-slip condition is applied everywhere for the velocity. This flow pattern is similar to the one reported by
Jacqmin (2000) and Seppecher (1996). From these pictures, we can clearly see that
there is a length scale inherent to the motion of the contact line over which both the
flow and the chemical potential vary. This length scale ld that we will call diffusion
length is well recognized in the literature as the characteristic length over which the
Cahn-Hilliard diffusion takes place (Jacqmin, 2000; Briant et al., 2004; Yue et al.,
2010).
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(a) Velocity field

(b) Stagnation point

Figure 2.18: (a) Sheared liquid bridge between two flat plates at steady state. The
upper wall moves to the right and the lower to the left. (b) There is a stagnation
point near the contact point.

(a) Full view

(b) Near contact point

Figure 2.19: (a) Chemical potential contour lines of a sheared liquid bridge at steady
state. The upper wall moves to the right and the lower to the left. (b) The gradient
of chemical potential is the highest near the contact point.

Dimensional and scaling analysis
There are many parameters in this problem: to be able to properly characterize
the results from the simulations, we first determine the dimensionless groups of the
problem. We then derive scaling relationships for ld from the momentum equation
and the capillary stress tensor.
Dimensional analysis. There are 8 independent parameters in this problem as listed
in the table below.
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Parameter
W
V
µ1 , µ2
M
γ
θE


Dimensions
L
LT −1
M L−1 T −1
M −1 L3 T
M T −2
−
L

Description
Gap size
Wall velocity
Viscosity of fluid 1, 2
Mobility
Surface tension
Static (equilibrium) contact angle
Interface thickness

Table 2.1: Liquid bridge sheared between two parallel plates. Parameters and their
dimensions. M, L, and T here represent mass, length, and time, respectively.

The surface tension γ can be replaced by the energy density number κ or the
parameter β in this analysis. The parameters all depend on mass M , time T and
length L. From the Π theorem we obtain that 5 dimensionless groups are necessary
and sufficient to describe the problem. Writing θE , , M , µ2 and U as a function of
µ1 , W and γ then yields the following dimensionless numbers:

,
Cn =
W

µ1 V
Ca =
,
γ

√
S=

M µ1
,
W

µ∗ =

µ1
,
µ2

θE ,

where Cn is the Cahn number, Ca is the capillary number, µ∗ is the viscosity ratio
and S is a dimensionless length. There is an additional dimensionless parameter specific to our numerical method which is the dimensionless relaxation time τ . Its effects
are discussed at the end of this section.

Scaling analysis. We start from the assumption that there are two distinct length
scales in this problem: the composition C varies over the interface thickness  but
the chemical potential and the velocity vary over a larger diffusion length scale ld . At
steady state, the momentum equation reduces to
∇ · T + ∇ · τ = 0,
where T is the capillary stress tensor and τ is the viscous stress tensor. The scaling
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for the different terms is
∇·T∼κ

c2
,
3

U
∇·τ ∼ µ 2,
ld

which yields
κ

c2
U
∼ µ 2.
3

ld

From the Cahn-Hilliard equation at steady state, we obtain the following relationship:
u · ∇c = M ∇2 (µ0 − κ∇2 c) =⇒

M κc
U
M κc
∼ 4 =⇒ U ∼ 3 .




Combining the two above expressions and assuming C = O(1) yields
1∼

µM
,
ld2

and thus the diffusion length scales as
ld ∼

q

M µ.

(2.14)

Equation (2.14) is the same as proposed by Jacqmin (2000) and derived by Yue
et al. (2010) using different scaling arguments. It differs, however, from the scaling
obtained by Briant et al. (2004), which depends on the interface thickness. In the
following, we will justify based on the results of the lattice Boltzmann simulations
why ld should not depend on the interface thickness, once we have attained the sharp
interface limit.
Dimensionless mobility S and diffusion of the contact line
Multiple simulations are performed with W = 100 and values of dimensionless mobility ranging from 0.05 to 0.02. The Cahn number and the capillary number are kept
constant at Cn = 0.04 and Ca = 0.03. To obtain different values of S, we vary the
mobility M . Here the dimensionless relaxation time τh , an additional dimensionless
number specific to the lattice Boltzmann method, is kept low but there may still be
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some additional numerical effects on the fluid flow, such as a LB-related slip. The
following analysis will thus be kept on a qualitative level. A discussion of the effect
of the relaxation time is given at the end of this section.
a
a
S = 0.01
S = 0.007
S = 0.003

Dimensionless
parameters
Ca
0.02
0.02
0.02

Cn
0.04
0.04
0.04

µ∗
1
1
1

Dimensional parameters
(LB unit)
W
100
100
100


4
4
4

µh
0.1
0.1
0.25

U
2.0 E-04
2.0 E-04
2.0 E-04

σ
0.001
0.001
0.001

Numerical
parameters
θE
90
90
90

M
10
5
1

τh
0.3
0.3
0.3

Table 2.2: Parameters of the lattice Boltzmann simulations for the sheared liquid
bridge. The effect of the mobility number S is investigated. The mobility M varies.

Figure 2.20 shows the steady interfacial shapes obtained for varying mobility S. As
S decreases, the interface stretches further. The parameter S governs the dynamics
of the interface and how fast it "diffuses" in response to the motion of the wall. S → 0
means no slip condition at the contact line and the interface will deform under the
action of the moving wall until the bridge breaks. S → ∞ can be seen as a perfect
slip condition where the contact line moves almost immediately at velocity −V and
therefore the interface is not distorted from its initial state.
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1.0
0.0

0.2

0.4

Y/W

0.6

0.8

S=0.01
S=0.007
S=0.003

−0.2

−0.1

0.0

0.1

0.2

X/W

Figure 2.20: The steady-state interfacial shapes obtained for varying dimensionless
mobility S. The other parameters are kept fixed: θE = 90◦ , Ca = 0.03, µ∗ = 1 and
Cn = 0.04. The interface stretches less with larger S because of enhanced diffusion
or motion of the contact line.

Chemical potential contours: Figure 2.21 shows that as the dimensionless mobility
S increases, so does the area over which the chemical potential variations are strong,
suggesting that the "diffusion" of the material near the contact line is higher. It
confirms that the length of diffusion ld , which is related to S by S = ld /W , is the
characteristic length scale for the chemical potential.

(b) S = 0.02

(a) S = 0.01
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(c) S = 0.05

Figure 2.21: (a-c) Chemical potential in the vicinity of the contact line for varying S
numbers for a sheared liquid bridge between two flat plates at steady state (Ca = 0.03,
Cn = 0.04 , W = 100)).

Point of stagnation: As it can be seen on Figure 2.22, the point of stagnation
moves away from the wall as S increases: δ = 0.0195, δ = 0.0386 and δ = 0.053
for S = 0.003, S = 0.007 and S = 0.01, respectively. The implication is that the
slip layer grows with the mobility, confirming further that S → ∞ is equivalent to a
perfect slip (no deformation of the contact line). S = 0 then corresponds to δ = 0 or
"no slip" (no diffusion of material near the contact point), the point of stagnation is
the contact point. δ varies with S and, hence, with the diffusion length ld because W
is kept constant.
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(b) S = 0.007

(a) S = 0.003

(c) S = 0.01

Figure 2.22: Point of stagnation in the vicinity of the contact line for varying S
numbers for a sheared liquid bridge between two flat plates at steady state (Ca = 0.03,
Cn = 0.04 , W = 100). The point of stagnation moves away from the wall as S
increases: (a) δ0.003 = 0.00195, (b) δ0.007 = 0.0386 and (c) δ0.01 = 0.0053, with δ
the distance between the wall and the point of stagnation. This confirms that the
mobility is related to the "slip" of the contact line.

Dissipation at the contact point
As discussed in the introduction, the total viscous dissipation in the system can, in
some cases (small contact angles or low velocity) be related to the motion of the
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contact line as
FU =

Z

µγ̇ 2 dS,

(2.15)

s

with F being the uncompensated Young force, U = −Uwall is the velocity of the
duy
dux
+
is the shear rate (Dussan, 1979;
contact line, µ is the viscosity and γ̇ =
dy
dx
De Gennes, 1985). Figure 2.23 shows γ̇ for the benchmark case W = 100, S = 0.01
and Ca = 0.04. We can see that most of the dissipation occurs in the vicinity of the
contact line.

√
Figure 2.23: Local shear rate γ̇ (∝ dissipation) in a sheared liquid bridge between
two flat plates at steady state (Ca = 0.03, Cn = 0.04, θE = 90◦ , S = 0.01). The
upper wall moves to the right and the lower to the left. The dissipation is localized
in the contact line region.

2.5.2

Relevance to real contact line physics

For flows without a contact line, we have seen in Chapter 1 that the diffusion across
the interface does not have a strong effect on the dynamics, indicating that the problem can be independent of the interface thickness. The so-called sharp interface limit
can thus be attained. For systems involving 3-phase contact lines, the situation is
very different. The Cahn-Hilliard diffusion is the key to resolve the stress singularity and obtain a moving contact line. The interface needs to be of finite thickness
and hence, the question of the physical meaningfulness of the Cahn-Hilliard model
becomes relevant.
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Towards the sharp interface limit
One way to address the question raised above is to evaluate how the equilibrium
state varies with the Cahn number. In the sharp-interface limit, the result should
not depend on the thickness of the interface. Several simulations are performed with
values of Cahn number ranging from Cn = 0.02 to Cn = 0.04. The capillary number
is kept constant at Ca = 0.03.
a
a

Cn = 0.04
Cn = 0.03
Cn = 0.01

Dimensionless
parameters

Dimensional parameters
(LB unit)

Numerical
parameters

S

Ca

µ∗

W



µh

U

σ

θE

M

0.01
0.01
0.01
0.01
0.01

0.03
0.03
0.03
0.03
0.03

1
1
1
1
1

100
200
100
200
200

4
8
3
6
4

1
4
1
4
4

3.0E-04
7.5E-05
3.0E-04
7.5E-05
7.5E-05

0.01
0.01
0.01
0.01
0.01

90
90
90
90
90

1
1
1
1
1

Max time st.
(> exp. tc)
800,000
5,000,000
800,000
5,000,000
5,000,000

Table 2.3: Parameters of the lattice Boltzmann simulations for the sheared liquid
bridge. Two sets of simulations (W = 100 and W = 200 with W being the bridge
height). For each set, the interface thickness varies and hence, the Cahn number.

As shown in Figure 2.24, there is a unique converged solution for each set: reducing
Cn while keeping all the other parameters fixed does not change the equilibrium shape
of the interface. The sharp interface limits exists and can be reached within the range
of parameters available to us. For Cn ≥ 0.04 we start to see a slight deviation from
the interface profile. For Cn ≥ 0.05 the simulation becomes unstable and the bridge
does not reach steady state, and hence it is not pictured in Figure 2.24.
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τh
3
12
3
12
12

Figure 2.24: The interface at steady-state for a sheared liquid bridge between two
flat plates (Ca = 0.03) and for two sets of parameters (W = 100 and W = 200). For
each set, the interfacial equilibrium shape does not depend on Cn for Cn > 0.04.
The sharp interface limit is reached for this windows of Cn numbers. For Cn ≥ 0.05
the simulation becomes unstable and the bridge does not reach steady state.

Yue et al. (2010) established a criterion to reach the sharp-interface limit for
moving contact line problems:
 < 4ld ,
which is equivalent to
Cn < 4S.
In the results presented above, we have S = 0.01 and the deviation starts for Cn >
0.04, which is in line with this criterion and suggests that the scaling obtained for ld
is the right one.
Capillary number analysis
We now establish the connection between the diffusion length ld and the classic slip
length ls used in macroscopic models such as the theory of Cox (1986).
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We report the results of simulations with values of capillary number ranging from
Ca = 0.005 to Ca = 0.04. As summarized in Table 2.6, the other dimensionless
numbers are kept constant at Cn = 0.04, S = 0.01, µ∗ = 1 and Kn = 0.003 (corresponding to a relaxation time of τ = 0.3).
Dimensionless
Cn µ∗ Kn Ca
0.04 1 0.003 V

S
0.01

Dimensional (LB units)
W  µ h Uw
γ
θE
100 4 1
V 0.001 90

Numerical
M
τh
10
0.3

Table 2.4: Parameters for the simulations of the liquid bridge sheared between two
parallel plates. The letter “V” highlighted in yellow indicates the varying parameters
(here, the capillary number and thus the wall velocity).
Figure 2.25 shows the interfacial profile obtained at steady-state for each capillary
number. For Ca ≥ 0.05, the system reaches wetting failure and the bridge is distorted
to the breaking point. For each steady interface profile, we compute the macroscopic
contact angle θM , and measure the distance δ between the stagnation point and the

1.0

wall. These values are reported in Table 2.5.

0.0

0.2

0.4

Y/W

0.6

0.8

Ca=0.0005
Ca=0.002
Ca=0.005
Ca=0.01
Ca=0.02
Ca=0.03
Ca=0.04
Ca=0.05 (wet. failure)

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

X/W

Figure 2.25: Interface at steady-state under various Ca conditions. The bridge reaches
wetting failure for Ca ≥ 0.05
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Ca
0.05
0.04
0.03
0.02
0.01
0.005
0.002
0.001
0.0005

Uw (LB units)
4.97 × 10−4
3.98 × 10−4
2.98 × 10−4
1.99 × 10−4
9.94 × 10−5
4.97 × 10−5
1.99 × 10−5
9.94 × 10−6
4.97 × 10−6

δ/W θM (deg)
0.053
127.79
0.053
114.50
0.053
105.52
0.053
97.60
0.053
93.70
0.053
91.54
0.053
90.80
0.053
90.55

Table 2.5: Macroscopic contact angle θM and slip layer thickness δ/W for a liquid
bridge sheared between two parallel plates with varying capillary number. S = 0.01,
Kn = 0.003 and Cn = 0.04.

The following results hold for all cases, but for the purpose of clarity we only discuss three cases (Ca = 0.0005, Ca = 0.01 and Ca = 0.04) . As shown on Figure 2.26,
the chemical potential contours look similar for the three values of capillary number
even though the interface distortion is very different. Note that the values of chemical
potential on the pictures have been normalized by their respective maximum value.
This implies that while the variations of chemical potential are similar (that is, the
diffusion length ld is the same for all Ca) the absolute values of chemical potential
are different, because they are related on the gradient of curvature of the interface.
which obviously depend on the distortion. As noted earlier, δ varies accordingly to
the value of S = ld /W . Here, S is kept constant and we have in particular δ = 5.3ld ,
which is equivalent to δ/W = 5.3S as reported in Table 2.5.
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(a) Ca=0.0005

(b) Ca=0.01

(c) Ca=0.04

Figure 2.26: The distance over which the chemical potential varies, and the stagnation
point δ, do not depend on the value of capillary number Ca. In all cases, S = 0.01,
Kn = 0.003 and Cn = 0.04.

The flow pattern near the wall under the stagnation point resembles the slip layer
of classic macroscopic models. Under this assumption, δ which is is the distance
between the point of stagnation and the wall, is identified as the slip length. Cox
(1986) related the macroscopic contact angle to the capillary number with the wellknown Cox law as
g(θM ) = g(θS ) + Ca ln(W/ls ),

(2.16)

where W is the macroscopic length of the problem and ls a slip length chosen to
truncate the region near the contact line and the singularity. Here, g is a function
that reduces to θ3 /9 for small contact angles. The general expression can be found in
Cox (1986). We use this general expression for g and plot g(θM ) against the capillary
number Ca on Figure 2.27. We use δ = 5.3ld for the slip length. We find that for
this value of ls , the results of the simulations are in close agreement with Cox-Voinov
law, especially at low capillary nuber (Ca ≤ 0.02).
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LB simulations, δ/W = 0.053
Cox-Voinov law, Eqn.(2.16)

g(θM )

0.35

0.3

0.25

0.2
0.001

0.01
Capillary number Ca

Figure 2.27: The macroscopic angle θM obtained for varying Ca numbers with the
lattice Boltzmann (LB) simulations is compared with Cox-Voinov law (Cox, 1986)
to show the connection between Cox slip length ls and the Cahn-Hilliard diffusion
length ld . The results closely match with the empirical law for ls = 5.3ld , with 5.3ld
being equal to the distance between the stagnation point and the wall.The simulation
parameters are S = 0.01, Kn = 0.003, Cn = 0.04 and µ∗ = 1.
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Relaxation time analysis
The last piece missing to elucidate the mechanisms of contact line motion is to understand how the thickness of the slip layer δ is related to the parameters governing
the motion of the contact line. We have seen in the previous section that δ depends
on the dimensionless mobility S, but we have not quantified this dependance.
The total slip in the system includes both the "slip" due the Cahn-Hilliard diffusion
process, and the slip introduced in the system because of our numerical method. The
former is related to the gradients of chemical potential and thus, to the diffusion
√
length ld = µM , while the latter depends on the relaxation time τ . The total slip
layer thickness δ is then given by
δ = δLB + δCH ,
where δCH and δLB are characteristic of the slip induced by Cahn-Hilliard diffusion
and LB method, respectively. They can be written as functions of the parameters of
the problem as
δLB = δLB (µ, W ),
δCH = δCH (µ, M, W ),
where the µ dependence of δLB comes from the relaxation time τ = µ/δtc2s . In
dimensionless form, using the dimensional analysis presented earlier, we obtain
δ̄LB = δ̄LB (Kn),
δ̄CH = δ̄CH (S),
where Kn = τ δx/W the LB-equivalent of the Knudsen number for a fluid, and
√
S = ld /W the dimensionless mobility defined above (with ld = µM ).

We report in Figure 2.30 the results from the simulations where δ/W varies as a
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function of S, at fixed Kn. We consider in particular, Kn = 0.03, Kn = 0.009 and
Kn = 0.003. All profiles appear linear on the log-log scale, suggesting that δ ∝ S k .
For δLB → 0, the slip is diffusion-dominated and therefore, δ should be proportional
to S with k = 1. Here, we measure k ≈ 0.9 for Kn = 0.003 and Kn = 0.009, and
k ≈ 0.67 for Kn = 0.03, indicating that we approach the diffusion-dominated regime
at lower values of Kn.
Kn = 0.03
Kn = 0.009
Kn = 0.003

δ/W

0.1

0.01
0.001

0.01
S = ld /W

Figure 2.28: The relationship between the dimensionless mobility S and the slip
layer thickness δ/W at fixed Kn (or relaxation time). For lower Kn (red and green
plots), δ/W ∝ S 0 .9 suggesting that the slip is diffusion-dominated. For Kn = 0.3,
δ/W ∝ S 0 .67 indicating the presence of LB-induced slip.

Similarly, Figure 2.29 shows how δ/W varies as a function of the mobility M at
fixed Kn. Again, if the slip in the system only comes from Cahn-Hilliard diffusion,
the relationship should be δ ∝ M 1/2 . For Kn = 0.03, we measure δ ∝ M 1/3 . For
Kn = 0.003 and Kn = 0.009, we obtain δ ∝ M 0.45 . This confirms further the
presence of LB-induced slip for Kn > 0.01.

79

Kn = 0.03
Kn = 0.009
Kn = 0.003

δ/W

0.1

0.01
0.1

1
Mobility M

10

Figure 2.29: Slip layer thickness δ/W against mobility at fixed Kn (or relaxation
time). If there is no additional LB-induced slip (δLB → 0), the relationship should
be δ ∝ M 1/2 . For Kn = 0.03, we obtain δ ∝ M 1/3 . For Kn = 0.003 and Kn = 0.009,
δ ∝ M 0.45

We now vary Kn while keeping S fixed, for S = 0.005, S = 0.01 and S = 0.02.
We see that δ starts increasing for Kn ≥ 0.01. Hence, any relaxation time above
this threshold value produce substantial slip in the system, that has to be taken into
account in the analysis of contact line motion. Maintaining a low relaxation time
(τ < 1) is required to keep the results physically relevant.
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δ/W

0.1

S = 0.005
S = 0.01
S = 0.02
0.01

0.001

0.01
Kn

0.1

Figure 2.30: The relationship between Kn (or the relaxation time) and the slip layer
thickness δ/W at fixed S. δ/W starts increasing for Kn ≥ 0.01, indicating that the
presence of additional LB-induced slip.

However, we can show that we still recover the Cox-Voinov law despite any extra
LB-induced slip in the system. We report here the results for three sets of simulations,
each with a different Kn number. Within each set, we vary the capillary number from
Ca = 0.005 to Ca = 0.05.
a
a
Kn = 0.03
Kn = 0.01
Kn = 0.003

Dimensionless
parameters
S
0.010
0.006
0.010

Cn
0.04
0.04
0.04

µ∗
1
1
1

Dimensional parameters
(LB units)

Numerical
parameters

W
100
100
100

M
1
1
10


4
4
4

µh
1.00
0.32
0.10

γ
0.010
0.010
0.001

τh
3
1
0.3

Stagnation
point
δ
0.060
0.032
0.053

Table 2.6: Three sets of simulations for the liquid bridge sheared between two parallel
plates. For each set, multiple simulations are run with capillary number ranging from
Ca = 0.005 to Ca = 0.05. The mobility M , surface tension γ and viscosity µh are
varying between the sets (highlighted in yellow), and consequently so are Kn and S.
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0.4

Kn = 0.03, S = 0.01
Kn = 0.01, S = 0.006
Kn = 0.003, S = 0.01

g(θM )

0.35

0.3

0.25

0.2
0.001

0.01
Capillary number Ca

Figure 2.31: The results from the lattice Boltzmann simulations (symbols) are compared with the Cox-Voinov law (line plots) using δ, the distance between the stagnation point and the wall, as the slip length. There are three plots (each represented
by one color) because δ is unique for every set of simulations. In all cases, Cn = 0.04
and µ∗ = 1.

There are three plots (three colors) because δ is unique for every set of simulations.
As noted earlier, δ varies with the value of S, which represents the strength of the
Cahn-Hilliard diffusion in the system. At lower values of S, the bridge deformation is
higher and δ is also smaller. At S = 0.01, we obtain two different values for δ because
of varying relaxation time.

Overall, the simulation results are in really good agreement with the Cox-Voinov
law. For S = 0.006, the sharp-interface limit criterion (Cn ≤ 4S) is not verified. The
interface at steady-state is more deformed than what we should obtain had the system converged towards sharp-interface limit. In particular for Ca = 0.04, the bridge
deformation is too high for an accurate measurement of the macroscopic contact an-
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gle. At Ca = 0.05, the system reaches wetting failure and the bridge is deformed to
the breaking point as can be seen in Figure 2.32.

c
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

Figure 2.32: Wetting failure at Ca = 0.05 for τ = 0.95. The bridge is sheared to the
breaking point.

The results of this section have several implications: first, we have connected
50

100

150

200

250

300

350

the diffusion length characteristic of the Cahn-Hilliard model with the classical slip
length, indicating that the results obtained at the macroscopic scale are meaningful.
Second, we showed that the macroscopic features of the flow (θM ) do not depend on
the interfacial thickness, suggesting that the model is appropriate to simulate real
contact line physics.

2.6

Summary of the findings

In this chapter, we have addressed the question of moving three-phase contact lines
and examined how the Cahn-Hilliard model handles the singularity. We have reviewed the formalism for the wetting boundary conditions within the diffuse interface
framework and proposed a mechanism for the contact line motion given our numerical implementation. The benchmark case of the liquid bridge sheared between two
flat plates was studied for a close look at the flow features during steady contact line
motion.

We summarize the main results of this chapter.
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1. Wetting boundary condition in diffuse interface modeling. The wall interactions
are taken into account by adding an extra wall energy term to the total free energy of the system. The wetting boundary condition is obtained by minimizing
the total energy. It is derived as
κno · ∇c|s = −

dφs
,
dcs

with φs the additional wall energy.
We have connected this boundary condition to the classical theory of capillarity
and specifically Young’s law (Equation (2.1)) by showing that
– κno · ∇c|s is the force by unit length exerted by the surrounding fluid
(Equation (2.13)),
–

dφs
, which represents the wall interaction, is closely related to γ12 cos θE ,
dcs
with γ12 the liquid / liquid surface tension and θE the equilibrium contact
angle (Equation (2.12)).

2. Traction force under non-equilibrium conditions. We have established a stress
formulation for the traction or uncompensated Young force driving the contact
line in non-equilibrium situations. In the numerical method, we impose the wetting boundary condition at the wall (hence assuming instant wall relaxation):
this traction force is thus zero at the wall. In the simulations, it must be computed one grid point away from the wall as shown on Figure 2.8.
As a consequence, the spreading dynamics of a bridge or a drop follows a twostep mechanism; first, local equilibrium next to the contact line and then, relaxation towards global equilibrium.
3. The model captures the multiscale nature of the contact line motion. A conceptual picture of the steady moving interface in the vicinity of the contact point is
shown on Figure 2.33. At the microscopic scale, the interface meets the wall at
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a microscopic contact angle equal to the equilibrium or static contact angle θE ,
assuming instant wall relaxation. At the macroscopic scale, the contact angle
θM is governed by large scale hydrodynamics and depends on the velocity of
the wall. At the mesoscopic scale the bending of the interface yields gradients
of chemical potential, which in turn drive the motion of the contact line by
Cahn-Hilliard diffusion (mass flux through the interface).
Phase 1
θM

macroscopic
microscopic

Phase 2

θE
U

Figure 2.33: Conceptual picture of the shape of the interface near the contact point
for a liquid bridge sheared between two flat plates with θE = π/2. The bridge is
at local equilibrium at the microscopic scale. Large scale hydrodynamics govern the
inclination of the contact line and the macroscopic contact angle θM .

4. Structure of the flow and connection with the classical notion of “slip". The
√
Cahn-Hilliard diffusion length defined as ld = νM , with M the mobility and
ν the viscosity is the characteristic length scale of the contact line motion. It
is the length over which both the chemical potential and the velocity vary. At
steady state, there is a stagnation point near the contact point that depends on
ld . Between this stagnation point and the wall, the flow can be considered as
a slip layer. Above the stagnation point the classical macroscopic wedge flow
is recovered. The dissipation, which is related to the square value of the local
shear rate, is localized in the contact line region.
5. The model is able to simulate real contact line physics. The results from our
simulations show that the sharp interface limit could be reached under the
conditions established by Yue et al. (2010) ( ≤ 4ld with  the thickness of
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the interface). The variation of the macroscopic contact angle θM with the
capillary number is in close agreement with the Cox-Voinov law, showing that
the method is successful in recovering the macroscopic features of the flow.
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Chapter 3

Fluid-on-solid forces

In this chapter, we address the issue of the forces applied on the solid boundary
under both equilibrium and non-equilibrium conditions. We develop a high fidelity
description of the capillary forces from the diffuse interface formulation. In Section
3.1 we use the capillary stress tensor to derive the forces at equilibrium and validate
the approach by comparison with the analytical predictions from the macroscopic
model. We also properly define the surface tension force within the diffuse interface framework and study the different pressure terms. In Section 3.2 we focus on
nonequilibrium situations. We clarify the confusing relationship between uncompensated Young force and actual force balance on the solid. We then examine the forces
during dynamics for the sheared liquid bridge between flat plates. Finally, in Section
3.3 the forces exerted on curved (but fixed) boundaries are studied. In particular,
we describe the capillary forces on a liquid bridge between two fixed particles at
equilibrium and compare with theoretical expectations.

3.1

Formulation using the capillary stress tensor

As seen before, the capillary stress tensor for a binary fluid is given by
h

i

T = −Pt I + κ (∇c)2 I − ∇c ⊗ ∇c ,
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The capillary force per unit length exerted by the fluid on the lower solid plate is
given by
dF = T|s · ns dl,
where ns is the outward normal to the boundary. The normal and tangential components of this force are
dFn = ns · T|s · ns dl,
dFt = ts · T|s · ns dl.
The total capillary force is obtained by integration on the solid surface,
F =

Z
S

T |s · ns dl.

(3.1)

The force includes both the pressure and the surface tension effects, and the expression
(3.1) is valid out of equilibrium and on any wall geometry. In the next section, we
will show how from this description, we recover the well-known macroscopic forces
at equilibrium and we derive a formulation for the surface tension inclusive of both
macro- and microscopic effects.

3.1.1

Recovering the macroscopic forces at equilibrium

For clarity, we restrict the demonstration to the equilibrium state of a liquid bridge
between two fixed flat plates. However, the results established in the following section
are valid for any geometry. The out-of-equilibrium case is addressed in Section 3.2.

Classical macroscopic force balance
π
π
. For θE < , both
2
2
the contact line force and the pressure force due to bridge pressure deviation from
Consider a 2D bridge with equilibrium contact angle θE 6=

ambient are attractive as show in Figure 3.1.
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ns

θE
nt

R0
rm

h
Fp

Fs

Fs

Figure 3.1: Macroscopic force balance on a liquid bridge at equilibrium between two
π
flat plates. For θE < , both the contact line force Fs and the pressure force due to
2
bridge pressure deviation from ambient Fp are pulling the lower plate upwards.

The total force exerted by the bridge on the lower plate is the sum of the surface
tension force at the contact line Fs and of the capillary pressure Fp . Fs is oriented
tangent to the interface and is always attractive (“pulling" the plate) while Fp is
acting normal to the wall, and can be repulsive or attractive (meaning at pressure
below the surroundings) depending on the shape of the interface.
The problem being left-right symmetric, we only write the balance for the right half
of the bridge. To simplify the notation, we drop the subscript “E” and write θE as
θ. The total force exerted on the lower wall is
F = Fp + Fs ,
Ft = (Fp + Fs ) · nt = −γ cos θ,

(3.2)

Fn = (Fp + Fs ) · ns = −R0 Pc + γ sin θ.
Pc is the capillary pressure which can be written using Laplace’s law as a function of
the geometrical parameters of the problem:
Pc =

2γ cos θ
γ
=−
.
rm
h

Note that here we only consider the capillary pressure Pc , which is the deviation of
the pressure inside the bridge from the surroundings, in the force balance. By doing
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so, we neglect the pressure force exerted by the surroundings on the solid walls, and
only consider the effects of the liquid bridge. Finally, we have
!

2R0 cos θ
.
Fn = γ sin θ +
h

Ft = −γ cos θ,

At equilibrium the forces are balanced with the forces exerted by the solid wall on
the fluid. The balance of the tangential component of the capillary force is given
by Young’s equation. The solid exerts a normal force exactly equal to −Fy for the
system to rest at equilibrium.
Consider the basis of unit vectors (n, t), where n is the local inward normal to
the interface and t is locally tangent to the interface:

t

Phase 1

Phase 2

n

Figure 3.2: Basis of local unit vectors for the tracking of the interface. n is the inward
normal to the interface and t is tangent to the interface

Assuming that the composition only varies within the interface, we can write
∇c = |∇c| n,
∇c ⊗ ∇c = |∇c|2 n ⊗ n,
The capillary stress tensor in this basis is diagonal



T =




−Pt

0

0

−Pt + κ|∇c|2


,


We now write (ns , ts ) in the coordinates system defined by (n, t). Let θ be the
contact angle of the interface with the solid wall.
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erf
ace

ns
t

ts = − sin θ n − cos θ t
ns = − cos θ n + sin θ t

ts

θ
n

Figure 3.3: The unit vectors (ns , ts ), normal and tangent to the solid surface, written
as a function of (n, t), locally normal and tangent to the interface.

We now compute the normal and tangential components of the capillary force by
unit length:
 

 





0
− cos θ   −Pt
  − cos θ 
 dl
·
·

 
 
2
sin θ
0 −Pt + κ|∇c|
sin θ



dFn = ns · T|s · ns dl = 






= −Pt + sin2 θ κ|∇cs |2 dl,


 

 



− sin θ   −Pt
0
  − cos θ 
·
·
 dl
 
 

2
− cos θ
0 −Pt + κ|∇c|
sin θ



dFt = ts · T · ns dx = 


= − cos θ sin θ κ|∇cs |2 dl.
The total force is computed by integrating the two components from 0 to +∞ (half
bridge):
Fn = −

Ft = −

Z +∞
0

Z +∞
0

Pt dl +

Z +∞
0

sin2 θ κ|∇cs |2 dl,

cos θ sin θ κ|∇cs |2 dl.
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We rearrange the above expression by extracting sin θ from the integral and obtain
Fn = −

Z +∞
0

Ft = − cos θ

Pt dl + sin θ

Z +∞

Z +∞
0

sin2 θ κ|∇cs |2 dl,

sin θ κ|∇cs |2 dl.

0

One will recognize the macroscopic capillary forces (Eqn. 3.2) if we identify the surface
tension as
γ=

Z +∞
0

sin θ κ|∇cs |2 dl.

(3.3)

We now discuss this result for γ.

3.1.2

A consistent formulation for the surface tension

First, we rewrite Equation 3.3 in a more explicit form. Let  be the thickness of
the interface and R0 the radius of the bridge at the wall. Then, |∇c|2 6= 0 only for
[R0 − /2; R0 + /2]. Consequently,
γ=

Z R0 +/2
R0 −/2

sin θ κ|∇cs |2 dl,

Given the unit vectors (n, t), the natural associated coordinate system is the polar
system (r, φ) with origin the center of the circle associated with the curvature of the
∂c
interface. In this system, ∇c =
n.
∂r
Let x be the direction tangent to the wall. Assuming  << rm (sharp interface limit),
we can write x sin θ ≈ r in the vicinity of the interface for x ∈ [R0 − /2; R0 + /2].
Consequently, we have:
sin θ dl = dr =⇒ dl =

dr
.
sin θ

We use this to change variables in the integral above:
γ=

Z
interface
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κ|∇cs |2 dr

(3.4)

The total surface tension γ (integral form) can be seen as the excess surface energy
stored in the interface. We had suspected this form for γ on several occasions while introducing the main equations of the model, and now we have properly derived it from
the capillary stress tensor. This formulation is thermodynamically consistent (Rowlinson and Widom, 2013) and bridges the gap between the different scales. Indeed,
the interfacial tension force by unit length is given by the normal stress difference,
which agrees with molecular dynamics simulations (Qian et al., 2003; Koplik et al.,
1988). We have obtained this result through a force analysis in line with a continuum
mechanics approach, macroscopic by nature.

3.1.3

Volumetric force distribution

We have seen that we can analytically recover the macroscopic forces with the capillary tensor approach. We will now consider the numerical results and show that
using the continuum variables computed by the algorithm, we not only recover the
macroscopic values at equilibrium but we also obtain a local distribution of the capillary forces, consistent with a diffuse interface description.

The computations with the LB method are performed on a fixed Cartesian grid.
Therefore the information available to us is in the coordinates system (x, y) at each
lattice node, which is independent of the geometry of the boundaries. For flat walls,
the normal and tangent vectors are ex and ey therefore computing the capillary stress
tensor components of interest is straightforward. For curved boundaries, the method
chosen is to first compute the components of T in the Cartesian basis on each node,
then interpolate on the actual boundary and compute the force using the normal to
that boundary. Details of the interpolation method are discussed later Section 3.3.
In all cases, the first step is then to write T in the Cartesian coordinates system
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(x, y):
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0 1
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∂y

!

∂c

∂y 


.
!2 
∂c 
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The tensor is symmetric. We now examine the forces obtained for a bridge between
two flat plates. We purposely choose a configuration for which the net force is zero
at equilibrium, that is, the pressure and surface tension forces exactly balance each
other. Figure 3.4 shows the composition field at equilibrium. The composition is
constant everywhere in the bulk phases, including near the wall, where no depletion
or attraction of material is observed. There is no parasitic current and the bridge is
stable.

Figure 3.4: Composition field for a liquid bridge at equilibrium between two flat
plates. The equilibrium contact angle is θE = 3π/4

In Figure 3.5 the total pressure field, the thermodynamic and the nonlinear term of
the pressure through the interface at the bottom wall and the centerline are reported.
The system being symmetric with respect to the vertical centerline of the bridge, only
the right half of the bridge is presented. The pressure is higher inside the bridge, which
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is expected given the convex curvature of the boundary of the bridge material. Figure
3.5b shows in particular that the pressure difference between the two phases verifies
the Laplace law for a 2D bridge at equilibrium with ∆P = PC = γ/R with R the
radius of curvature of the bridge. The van der Waals loop is clearly visible through
the interface.
(a) Total pressure field PT .

(b) Total pressure PT = P0 + Pnl .
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(c) Thermodynamic pressure P0 .

(d) Pressure - Non local terms Pnl .
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Figure 3.5: Pressure through the interface for a liquid bridge at equilibrium between
two flat plates. The equilibrium contact angle is θE = 3π/4. PC = γ/R is the
capillary pressure. (a) Total pressure field and (b-d) pressure plots at the bottom
line and at the centerline, i.e. midway between the plates.
The net force per unit surface exerted by the liquid-liquid system on any horizontal
plane is F = T·ey = (Txy , Tyy ), where ey is the outward normal to the plane. Contour
plots for the two components of T are represented in Figure 3.6. Txy is symmetric
with respect to the horizontal centerline.
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(a) Normal stress Txx .

(b) Shear stress Txy .

(c) Normal stress Tyy .

Figure 3.6: (a-c) Capillary stress tensor components for a liquid bridge at equilibrium
between two flat plates. The equilibrium contact angle is θE = 3π/4.

Two horizontal planes are of particular interest to understand how the capillary
stress tensor is related to the surface tension force and the pressure force. The first
one is the plane at centerline, midway between the plates. At this point the force
exerted by the top part of the bridge on the bottom part is vertical because the
interface is normal to the plane. The second plane of interest is the solid wall, where
we should recover the results derived analytically in the previous section. The total
computed force is shown for both cases in Figure 3.7.
At the centerline, there is no tangential force, which is expected. The tangential
component at the bottom line is the one of the surface tension (per unit length), since
the pressure force is acting normal to the plane. The normal component of the total
force includes both the pressure force and the normal part of the surface tension force.
The system is at free equilibrium, i.e., the parallel plates are not exerting any force
on the bridge. It means that on any plane, integrating the total force over the surface
yields a zero net force in both directions. In particular in the normal direction, we see
that the pressure force, which is pushing against the wall (negative force) is balanced
by the surface tension force, which is pulling (positive).
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(a) Normal force distribution Tyy .
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(b) Tangential force distribution Txy .
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Figure 3.7: (a,b) Volumetric capillary force components exerted on the bottom wall
and on the centerline by a liquid bridge at equilibrium between two flat plates. The
equilibrium contact angle is θE = 3π/4 and the total net force obtained by integrating
the force over is zero.

We now subtract the total pressure from the capillary stress tensor components
to compute the surface tension force. The volumetric surface tension (ST) force is
shown in Figure 3.8 on the horizontal centerline and in Figure 3.9 at the bottom wall.
The composition is also plotted for a better visualization of the interface. Outside of
the interfacial zone, the ST force is zero.
At the centerline, the upper part of the bridge is pulling on the lower part, the
surface tension force is thus positive and located exactly at the interface. If we integrate the force per unit length along the x−direction, we recover the 2D macroscopic
force Fs = γt, with t the tangent to the interface at the contact point. For the local
equilibrium of the interface to be conserved, the bottom part of the bridge has to
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exert the exact same force but in the opposite direction on the upper part. At the
bottom line, the bridge is pulling on the solid wall. The normal component of the
surface tension force is positive as expected, and the sign of tangential component
agrees with the direction of the force. From this graph it is also possible to recover
the equilibrium contact angle, by integrating the force across the interface and using
tan θE = |FN /FT |.

(a) Normal component dFST,n .
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(b) Tangential component dFST,t .
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Figure 3.8: Volumetric surface tension force exerted on the centerline of a liquid bridge
at equilibrium between two flat plates. The equilibrium contact angle is θE = 3π/4.
(a) normal component and (b) tangential component.
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(a) Normal component dFST,n .
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(b) Tangential component dFST,t .
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Figure 3.9: Volumetric surface tension force exerted on the bottom wall of a liquid
bridge at equilibrium between two flat plates. The equilibrium contact angle is θE =
3π/4. (a) normal component and (b) tangential component.

We now examine the total pressure distribution in more detail. In particular,
we want to determine wether the variations of the pressure through the interface
contribute to the total pressure force that balances out the surface tension force. For
that, we compute the cumulative total pressure along the bottom wall as pictured
in Figure 3.10. We start from the far left of the box at x/Ri = −2 (with Ri the
initial radius of the bridge), where the outside bulk pressure is zero and add the
total pressure values through the bridge and then back in the outside bulk phase
until x/Ri = 2. We observe that when integrated, the variations of PT through the
interface are almost negligible. The surface tension force in the normal direction is
mostly balanced out by the capillary pressure inside the bridge, as can be seen by the
normalized cumulative pressure going from zero to 1 in this zone.
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Figure 3.10: Cumulative total pressure at the bottom wall, computed from outside
the bridge (far left, the outside bulk pressure is zero), through the bridge (linearly
increasing profile) to the far right of the box (outside bulk phase again). The value
is normalized by the total surface tension in the direction normal to the wall. The
variations of PT through the interface do not substantially contribute to the total
pressure force.

From the continuum fields of variables computed with the numerical method,
we thus recover the macroscopic description, which is well defined at equilibrium.
We obtain a local distribution of the surface tension force, which is useful for
instance, for more complex systems where the interface and its properties are not well
defined. We also established a clear picture of the pressure variations in the system.
We have validated the capillary stress tensor approach with the equilibrium state of a
liquid bridge. But the analysis is also valid out of equilibrium, where the macroscopic
approach fails to describe the dynamics of the system. In the next section, we will
use the same approach to describe the forces in non-equilibrium situations.
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3.2

Forces during dynamics

3.2.1

Force balance on the solid out of equilibrium

We have seen in the previous section that the motion of the contact line is driven
by the uncompensated Young force, which is a traction force pulling the contact line
towards the equilibrium contact angle. This force is tangent to the solid boundary at
the contact point. It is natural to then assume that during motion, the liquid phase
exerts an equal and opposite force on the solid. However, as pictured in Figure 2.6,
the uncompensated Young force is the resultant in the tangent direction of the force
balance on the liquid corner in the vicinity of the contact point. We now seek
to obtain the force on the solid on which the liquids rest. In the first case, the
force balance is local and the forces come both from the surrounding liquid and the
solid. In the second case, it is a global force balance involving only forces exerted
by the liquid. Out of equilibrium, the global force balance on the solid involves the
following forces (by unit length in 2D):
• The interfacial tension force γ12 t, where t is the unit vector tangent to the
interface at the contact point
• The pressure force −Pt ns , with ns the normal to the solid surface
• The viscous forces
The forces exerted locally near the contact point by the liquid on the solid have been
examined by Marchand et al. (2011), who established from a microscopic description
that the force at equilibrium in the tangential direction is γ12 (1 + cos θE ) and not
γ12 cos θE . This apparent discrepancy is solved at the global scale when taking into
account the curvature of the solid/liquid interface yielding an extra pressure force
equivalent to a liquid/solid Laplace pressure. This phenomenon does not affect the
dynamics of the solid as a body, and is therefore beyond the scope of our study. The
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interested reader is referred to Hadjiconstantinou et al. (2000) and references therein
for a detailed analysis.

We have seen that the wetting boundary condition is implemented numerically by
imposing instant relaxation to equilibrium at the wall. Macroscopically, the interface
(or equivalently the composition field) is constrained at the wall so that the interface
is locally at the equilibrium contact angle. To compute the forces during the dynamics, we thus need to use the values at the first fluid grid point. In Figure 3.11, the
zone over which all variables are constrained by the boundary conditions is indicated
by the red area. The hope with this simplified schematic is to convey the following points. The surface tension force is exerted on the solid at each contact point.
It is directed along the interface, which meets the wall with apparent (or dynamic)
contact angle θD . The uncompensated Young force is the force applied on the first
piece of interface that is out of equilibrium (where the curvature appears "broken")
and drives the flow towards constant curvature. The opposite of the uncompensated
Young force is not directly applied on the solid; it does affect, however, how fast
θD is changing over time. We now go back to the case of the bridge spreading to
equilibrium between two fixed flat plates. Figure 3.12 shows snapshots of the bridge
and plots of the forces and apparent contact angle over time (on the bottom plate).
The apparent (or dynamic) contact angle is computed from the surface tension force
as
tan θA =

FST,t
,
FST,n

(3.5)

where the surface tension force components are obtained by integration of capillary
stress tensor over the first row of fluid grid points (at y = 1). The equilibrium
contact angle is θ = 135◦ and it can be observed in Figure 3.12e that the apparent
contact reaches a limit slightly lower than this value. This result is expected for a
contact angle "one grid point away" from the actual wall, because of the curvature of
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(a) Forces on the CL

(b) Liquid-on-solid forces

F ∝ (cos θD − cos θE )

F ∝ cos θD
FP

θD

F

F

F

θD

F

θE
FL/CL

FL/CL

FST

FP

FST

FS/CL

FS/CL FS/CL

Figure 3.11: Conceptual schematic showing the difference between (a) the balance of
forces acting in the vicinity of the contact line and (b) the balance of forces exerted
on the solid in non-equilibrium situations. The red highlighted area is separated for
clarity. It represents the wall interaction zone over which wetting BCs are applied.
At the contact line, in the tangent direction, Ft is the uncompensated Young force.
Ft 6= 0 and Fn = 0. On the solid, the global balance yields Ft = 0 by symmetry, and
Fn 6= 0 if there are gradients of pressure due to local changes in curvature near the
wall. At equilibrium the net force is zero for both systems.
the interface at equilibrium. The net force is zero at equilibrium; the positive surface
tension force (pulling the bottom plate) balances the negative pressure force (pushing
it). Comparing the plots of the forces or apparent contact angle over time with the

(a) Initial state

(b) Dynamics

(c) Final state

one of the radius of the bridge (see Figure 3.13 below) yields interesting insight on
the mechanisms involved in the spreading. The forces are reaching their equilibrium
values quicker than the actual bridge, confirming the two-step dynamics proposed
earlier. During the late relaxation of the bridge, when the system slowly reaches
global equilibrium, the interface near the contact point is already at equilibrium and
the forces are stable.
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Figure 3.12: (a-c) Snapshots of the liquid bridge between two flat plates spreading to
equilibrium. (d) Total forces and (e) apparent contact angle are plotted against time
as the bridge spreads to equilibrium. The net force is zero at equilibrium, pressure
and surface tension forces balance out.
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Figure 3.13: Radius of the bridge with time

3.2.2

Sheared liquid bridge between two moving plates

We now consider the forces exerted on the boundaries by a liquid bridge sheared
between two flat plates. Figure 3.14 shows a conceptual schematic of the shape
of the interface in the contact zone for various wetting conditions. We have seen
in the previous chapter that at the microscopic scale, the interface meets the wall
at a microscopic contact angle equal to the equilibrium or static contact angle θS ,
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assuming instant wall relaxation. At the macroscopic scale, the contact angle θM
depends on the velocity of the wall and verifies Cox’s law. At the mesoscopic scale
the bending of the interface yields gradients of chemical potential and gradients of
pressure, which in turn drive the motion of the contact line by both diffusion and
advection mechanisms.

θM

θM

θS

θM

θS

θS

U

U

U

(a) θS = π/2.

(b) θS < π/2.

(c) θS > π/2.

Figure 3.14: Schematic of the interface near the contact point at steady state for (a)
neutral, (b) wetting and (c) non-wetting conditions, with the wetting fluid on the
right side. Assuming instant wall relaxation, the microscopic contact angle is the
static contact angle θS . At the macroscopic scale, the contact angle θM depends on
U.

Consider a liquid bridge sheared between two flat plates. The upper wall is moving
at velocity U and the lower wall at −U . After reaching steady state, the walls stop
moving and the system goes back to rest. The equilibrium contact angle is π/2. The
deformation of the bridge and the fields of interest (concentration, chemical potential
and Tyy of the capillary stress tensor) are shown in Figure 3.15. The chemical potential
is constant everywhere at rest. During motion and at steady state, the gradient
of chemical potential is the highest in the vicinity of the contact point, where the
interface is curved. The normal stress Tyy during motion is varying because the
dynamic pressure steadily increases in the bulk. The pressure jump between the two
phases due to the curvature of the bridge stays constant and the pressure profile is
uniform. The increase in dynamic pressure may be related to the energy added to
the system by forcing the wall motion.
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Bridge deformation with time
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(a) Bridge distortion distance with time
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Figure 3.15: Deformation of a liquid bridge sheared between two flat plates. (a)
The distortion distance, defined as the distance between the upper and lower contact
points of the interface is plotted against time. The concentration, chemical potential
and normal stress fields are shown at (a) rest, (b) t/tv = 25, (c) t/tv = 125 and (d)
steady-state. tv = ρνR/γ is the viscous time scale.
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Force distributions at steady state and at rest
We now examine the force distributions exerted at the bottom wall at steady state.
The pressure is shown in Figure 3.16, where it has been normalized by the outside
bulk pressure. In the bulk far from the interface, the pressure is equal in the two
phases. This can be understood as the interface near the wall is at the equilibrium
contact angle θE = π/2. The pressure only balances with the gradient of curvature
locally.
(b) Total pressure PT = P0 + Pnl .

(a) Total pressure field PT .
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Figure 3.16: Pressure in a liquid bridge sheared between two flat plates. The equilibrium contact angle is θE = π/2. The bulk pressure is equal in the two phases. (a)
Total pressure field and (b-d) the difference pressure terms on the bottom plate are
plotted at steady-state and at rest.
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(a) Normal force distribution Tyy .
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(b) Tangential force distribution Txy .
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Figure 3.17: Volumetric capillary force in (a) the normal direction and (b) the tangential direction exerted on the bottom wall by a liquid bridge sheared between two
flat plates. In light green the profile at rest for comparison.

The components of the surface tension force, exerted at the bottom wall at steady
state, are shown Figure 3.18. The composition at the bottom wall is also plotted
to indicate the position of the interface. The tangential component is close to zero
because in the vicinity of the wall the contact angle approaches the microscopic
contact angle θE = 90◦ .
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(a) Normal component FST,n .
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(b) Tangential component FST,t .
0.4
Concentration

0.0

0.5

Concentration

ST force FST,t γ

1.0
ST Force

0.2

−0.2
0.0

−0.4
−2

−1

0

1

2

X/Ri

Figure 3.18: Volumetric surface tension force exerted on the bottom wall by a liquid
bridge sheared between two flat plates.

Time evolution
The dynamic contact angle θD at the bottom wall is computed from the surface
tension components. θD is the angle between the horizontal wall and the interface,
one grid point away from the wall, where the curvature of the interface is the highest
(hence where the Cahn-Hilliard diffusion is the strongest). A schematic of the bridge
to show θD as well as the macroscopic contact angle θA is given in Figure 3.19a . θA is
obtained from the linear wedge profile of the interface far from the walls. θA and θD
are plotted against time in Figure 3.19c. At initial time and at rest when the walls
are not moving, θD = θA = θE = 90◦ . During the onset of the shearing motion, both
contact angles increase towards their steady state value. θD it is much lower than θA ,
which is directly related to the velocity of the wall.
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(a) Schematic of the bridge at steady-state
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Figure 3.19: (a) Schematic of the liquid bridge sheared between two flat plates at
steady-state showing the different definitions of contact angle. θS = 90◦ is the static
contact angle imposed by the wetting boundary conditions. θM is characteristic of
the macroscopic hydrodynamic flow and is related to U , the wall velocity. θD is
the dynamic contact angle. (b) Macroscopic vs. dynamic contact angle are plotted
against time. At initial time and at rest, the bridge is not deformed and θS = θD =
θM = 90◦ .

3.3

Curved boundaries

We now study systems with curved boundaries. We examine 2D systems composed
of two identical particles (for now, fixed) connected by a liquid bridge. The equilibrium state (or states) and a fortiori the dynamics of such systems are not as

110

straightforward as the one with two flat plates connected by the liquid bridge. The
curvature of the solid boundaries, in particular, affects the direction of the surface
tension force and, hence, the curvature of the interface. From a numerical point of
view, the capillary forces at equilibrium cannot be computed by simply integrating
the capillary tensor components along the fixed lattice nodes; it needs to be interpolated on the actual curved boundary from the surrounding lattice nodes. In this
section, we first review the equilibrium states of liquid bridges between fixed particles
using the macroscopic description. We then describe the interpolation scheme that
we developed to compute the capillary forces on the particles, and report the results
from the lattice Boltzmann simulations for a liquid bridge at equilibrium between
two identical circular 2D particles.

3.3.1

Macroscopic description at equilibrium

Consider a simple system involving curved boundaries: a liquid bridge between two
particles, where both particles are fixed as in Figure 3.20. We first describe the
macroscopic forces in the system to properly define the equilibrium states.

Geometric considerations for a system at equilibrium
Consider a 2D liquid bridge of volume A (per unit depth in the third dimension);
the distance x separating the centers of the two cylinders is fixed. The system is
at equilibrium, and the liquid bridge wets the particles with an equilibrium contact
angle θeq . Gravity is neglected in this problem, therefore at equilibrium the pressure
inside the bridge is constant. The pressure difference between the two sides of the
interface is given by Laplace’s law:
∆P =
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γ
,
Rc

where by convention Rc is negative for a bridge with a “neck" and positive for a convex
shape. It means that the radius of curvature is constant along the interface, which
is a feature of the 2D case that can be extended to 3D in the case of the toroidal
approximation.
Particle 1

Rp

x=0

Rc
θ
x

r

α

Particle 2
Figure 3.20: Geometry of a liquid bridge between two particles

For a fixed volume A and distance x, and for each equilibrium contact angle,
the equilibrium shape is thus uniquely defined. The bridge meets the particles at
the angle α (see figure 3.20). Geometric relations betweens the parameters of the
problem are:
"

r = Rp sin α

h = Rp cos α

x/2 − cos α
Rc =
sin(α + θ − π/2)

#

(3.6)

An equation that relates A, x, θeq and α can be derived from geometric considerations:
2
2
(x̄ − 2 cos α) − (α − 2 cos α sin α)
π
π
"
#2 



 (3.7)
2
x̄/2 − cos α
π
π
π
+
α + θ − − cos α + θ −
sin α + θ −
,
π sin(α + θ − π/2)
2
2
2

Ā =
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where Ā = A/πRp2 and x̄ = x/Rp are dimensionless. This equation defines the unique
shape of the bridge at equilibrium.

Mapping of the equilibrium states
We now map the equilibrium configurations as a function of the three parameters A,
x, and θ. For each set of parameters (A, x), we determine if the bridge exists and
characterize its shape, using the geometric relations established above and assuming
that the bridge is at local equilibrium (constant pressure and contact angle).

The phase diagrams give us insight on the forces in the system: because it is 2D,
the shape of the bridge (concave or convex) correlates with the sign of the Laplace
pressure force (negative or positive, respectively). We also compute the total net force
F = Fp + Fs and find the global equilibrium, which is defined by F = 0. The phase
diagrams are shown in Figures 3.21a and 3.21b for θ = 0, θ = π/4 and θ = 3π/4, and
the net force is represented by the red line.

The system can only reach equilibrium with bridges of convex shape, which is expected: both the pressure (deviation from ambient) and the surface tension forces are
pulling when the bridge is concave. The pressure force is attractive here because we
only consider the pressure deviation from ambient (so the bridge pressure is below
the surroundings). In the case of total wetting (θ = 0), the particles need to be
totally immersed in the liquid for the system to rest at equilibrium. Finally, as the
contact angle increases at fixed volume A, the equilibrium state is found for greater
separation distance x: a larger contact angle means a larger Laplace pressure, so the
pressure force is pushing the particle harder (for convex bridges) when the contact
angle increases.
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= 3π/4

CONVEX
(R>0)

Net force = 0

NO BRIDGE

(c) θ = 135◦

Figure 3.21: Phase diagram showing the equilibrium states of a liquid bridge between
two particles with equilibrium contact angle (a) θE = 0, (b) θE = 45◦ and (c) θ = 135◦
.

For θ ≥ π/2 the bridge only shows a positive curvature (convex).

3.3.2

Interpolation scheme for the capillary forces

For the case of the flat parallel plates, we computed the various components of T
by simply adding the values of the variables of interest along the wall nodes. We
now consider curved boundaries and specifically, solid circular particles. The lattice
Boltzmann method computes the fluid flow on a discrete lattice. The circular particles
are approximated to a staircase shape and the LB directions are preserved for the
bounce back steps. The loss of accuracy associated with the use of staircase shape
strongly depends on the radius of the particle in lattice units, as it can be seen in
Figure 3.22.
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(a) Small particle R = 6

(b) Large particle R = 20

Figure 3.22: Staircase shape approximation for circular particles. R is given in lattice
units.

Another important parameter is the thickness of the interface which can, in turn,
affect the surface tension force. For instance, in Figure 3.22, an interface of thickness
 = 4 lattice units (which is the minimum allowed) would meet the small particle by
covering a substantial part of its surface. With a sharp interface approach, it would
clearly be a problem as it is impossible to define a unique normal to the surface, and
a unique tangent to the interface. With the diffuse interface approach and the local
distribution of the forces, however, computing the total force on the particle does not
require tracking the interface. Rather, we only need to interpolate the continnum
variables of the problem from the lattice nodes to the actual surface.

Several questions must be addressed before developing the interpolation scheme.
1. Which variables should be interpolated? We choose to interpolate the dynamic
pressure Pd , the composition c and the gradient of composition ∇c, and not
just Pd and c, to stay in line with the way the wetting boundary conditions are
implemented and limit the interpolation to a single surface. Indeed, if we had
to compute ∇c afterwards (based on interpolated c), we would need at least
three surfaces of different radii. The components of the capillary stress tensor
T and the total pressure PT are computed using the interpolated variables.
116

2. Which lattice nodes should we use for the interpolation? As for the flat walls, we
cannot use the boundary nodes since this is where the boundary conditions are
applied so the values of c and ∇c are imposed and not meaningful if we want to
capture the local dynamics. We thus take the values of the “first” surrounding
fluid points, where everything happens in terms of diffusion of the contact line.
See Figure 3.23 for illustration.

F

Figure 3.23: The surrounding fluid nodes (indicated by the red-filled circles) are used
for the interpolation scheme to compute the composition c, dynamic pressure Pd and
gradient of composition ∇c on the actual boundary.

3. Which interpolation method? We explored various interpolation schemes, from
the bilinear interpolation to a more sophisticated scheme including the gradient
of each variable; the results from different methods were reported very similar.
We thus chose to implement the most numerically attractive, which is a linear
interpolation as illustrated Figure 3.24.
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Figure 3.24: The interpolation method selected to compute the capillary forces on
the particle is a linear scheme. The red-filled square symbol represents the point to
be interpolated. The open circles (numbered 1, 2 and 3) are the surrounding fluid
nodes. The information at the boundary node (indicated by the black-filled circle) is
not taken into account for the interpolation.

4. How many points should we use to discretize the surface? This requires consideration of a balance between the accuracy of the integration over the surface
(to compute the forces) and the consistency with the fixed grid size used for
the LB algorithm. If we discretize over a large number of points, the integral
of the stress over the surface will be more accurate (the limit is a continuous
integral). However, we have a limited number of grid nodes from which we get
the information for the interpolation. If we discretize over too many points,
the variations between two points only depends on the selected interpolation
method and may not be meaningful. We also lose accuracy. The best choice is
around one point per grid cell, i.e. 2πR/N ≈ 1.
The final script used for the interpolation can found in Appendix 9.

3.3.3

Results from the lattice Boltzmann simulations

We now report the results from the lattice Boltzmann simulations of a liquid bridge
between two fixed particles. Multiple simulations were performed for various wetting
boundary conditions. The initial state is the same for all simulations: two fixed particles of radius Rp = 20 lattice units. The distance between the center of the particles
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is d = 4Rp . A drop of liquid of radius Rd = 2Rp is placed between the two particles
at initial state, which corresponds to a (volume) area of liquid of A = 3.16πRp2 . The
viscosity ratio between the two liquids is µ1 /µ2 = 1. The density ratio is also equal
to 1. The Ohnesorge number is Oh = 0.15.

At t = 0, the liquid bridge starts to relax towards its equilibrium state, contracting or extending from its initial spherical shape depending on the equilibrium contact
angle. Figure 3.25 shows the equilibrium states obtained for various contact angles.

(a) θE = 30◦

(b) θE = 45◦

(c) θE = 60◦

(d) θE = 90◦

(e) θE = 120◦

(f) θE = 150◦

Figure 3.25: (a-f) Equilibrium state of a liquid bridge between two fixed particles for
various equilibrium contact angles.

All the systems were able to reach a stable equilibrium. In all cases, the shape
of the interface at equilibrium (that is, the radius of curvature at the contour line
c = 0.5) is in close agreement with the theoretical predictions from Section 3.3.1. The
comparison is shown in Figure 3.26 for two extreme values of equilibrium contact angle
θE = 10◦ and θE = 170◦ . The interface shape matches with expectations, even in
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the vicinity of the contact point. This result indicates that the wetting boundary
condition is applied properly despite the staircase shape approximation.

(a) θE = 10◦

(b) θE = 170◦

Figure 3.26: Comparison of equilibrium radius of curvature with sharp interface expectations for extreme values of equilibrium contact angles (a) θE = 10◦ and (b)
θE = 170◦ . The red dashed line is the theoretical prediction for this volume of liquid
and distance between the particles.

The ratio of the interface thickness to the particle radius, which can be defined
here as the Cahn number, plays a critical role, especially for extreme values of contact
angles. On the above picture for θE = 10◦ , Cn = e/Rp = 0.2, with e the interfacial
thickness. It can be observed that the contour line c = 0.1 of the interface spreads
almost to the top of the particle. If we define the diffuse interface as the zone for
which ∇c 6= 0, we can argue that the particle is totally wetted by the liquid bridge.
Reducing the ratio of interface thickness to particle yields a more precise profile near
the contact point, as can be seen in Figure 3.27 for θE = 135◦ .
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(a) Cn = 0.1

(b) Cn = 0.2

Figure 3.27: The effect of the Cahn number on the equilibrium state of a liquid bridge
between two particles for θE = 135◦ . (a) Cn = e/Rp = 0.1 and (b) Cn = 0.2, with e
the thickness of the interface and Rp the particle radius.

The issue we just raised regarding the thickness of the interface compared to the
size of the particle becomes problematic if it affects the forces on the particle and,
thus, the dynamics of the system for moving particles. Indeed the interface can be
diffuse and spread on the particle but still exerts a total surface tension force close to
the sharp-interface prediction. To assess the effect of a thick interface, we compute
the surface tension force using the capillary stress tensor and the interpolation scheme
described earlier, for e/RP = 0.2 and e/RP = 0.1, and various equilibrium contact
angles. The results are plotted in Figure 3.28 against the theoretical sharp interface
prediction. The simulation results are in good agreement with the theory, even for
e/R = 0.2; reducing e/R improves the accuracy of the surface tension force, especially
for very small or very large contact angles. It should be noted that this plot depends
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0.5

on the volume of liquid and distance between the particles.

Theory sharp
Simulations e/R=0.2
Simulations e/R=0.1
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Figure 3.28: Surface tension force in the vertical direction for a liquid bridge at
equilibrium between two fixed particles. The distance between the center of the
particles is d = 4R with R the particle radius. The dimensionless volume of liquid is
A = 3.2. Comparison with the sharp interface model for various equilibrium contact
angles and interfacial thickness to particle radius ratios. The simulations results are
in good agreement with the analytical expectations. Reducing e/R improves the
results.
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3.4

Summary of the findings

In this chapter, we have studied the forces exerted by the fluid on the solid under both
equilibrium and non-equilibrium conditions. In particular, we have used the capillary
stress tensor approach to develop a description of the capillary forces consistent with
the diffuse nature of the interface. The systems considered for this analysis include
either fixed boundaries, or boundaries with a controlled motion. The dynamics of the
solid elements moving in response to the fluid forces is the subject of the next chapter.

The main findings from this chapter are summarized below.
1. The capillary stress tensor approach is used to obtain the capillary forces. The
forces are computed by integration of the tensor components over the surface
of interest:
F =

Z
S

T · ns dS,

with ns being the outward normal to the surface. F includes both the pressure
and the surface tension effects. The method is validated by comparison with
the macroscopic description for a liquid bridge at equilibrium. The analysis is
also valid out of equilibrium, where the macroscopic approach fails to describe
the dynamics of the system. Through this approach, we also (properly) derived
a thermodynamically consistent formulation for the interfacial tension:
γ=

Z
interface

κ|∇cs |2 dr

(3.8)

2. Volumetric force distributions. The forces computed through the capillary stress
tensor are volumetric in nature. We obtain a local distribution of the surface
tension force and hence, an insight on the structure of the diffuse interface.
It is useful for complex systems where the interface cannot be tracked and its
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properties are not well defined. The local distribution of the forces also yields
a clear picture of the pressure variations through the interface.
3. The forces capture the local dynamics in non-equilibrium situations. Without
having to determine the shape of the interface near the contact point, we are
able with the capillary stress tensor method to compute the capillary forces
during the dynamics, and characteristic observables such as the dynamic (or
apparent) contact angle.
4. The surface tension force is well described on curved boundaries. By interpolation from the lattice nodes to the actual boundary, we can compute a local
distribution as well as the total surface tension force on the wall. Simulations
for a bridge between two fixed particles show that not only is the interface
approaching the right equilibrium contact angle, but the surface tension force
computed with our method is in good agreement with theoretical predictions
from the macroscopic theory, even for extreme values of contact angles or high
Cahn number.
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Chapter 4

Coupled dynamics of fluid-fluid-particle systems

In this chapter, we address the two key computational challenges that arise when
simulating three-phase systems with moving particles: (a) computing the coupled
dynamics between the fluid flow and the particles and (b) managing curved boundaries moving on a fixed Cartesian grid. In Section 4.1, we describe the numerical
method used for the two-way coupling and the related computational challenges in
more detail. In Section 4.2, we present the results from lattice Boltzmann simulations of a particle immersed at a flat fluid/fluid interface moving to equilibrium
contact angle. In Section 4.3, we present the results from simulations of the liquid
bridge between two moving particles. We first use a simple macroscopic model based
on Newtonian dynamics to compute the particle motion. We then discuss the results from lattice Boltzmann simulations. The equilibrium states are compared with
theoretical predictions.

4.1

Numerical modeling of the two-way coupling

The dynamics of multicomponent systems involve a two-way coupling between the
fluid phase(s) and the solid phase. The solid phase, in our case the particles, are free
to move under the actions of the fluid forces. Fluid forces, as we have just seen in the
previous chapter, are restricted in this work to the macroscopic forces: pressure and
viscous forces, and the interfacial forces. The particles, because of their finite size,
also affect the fluid when moving. Capturing the coupled dynamics of such systems
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requires the use of complex numerical algorithms. Many algorithms simulate the
particles as point forces with a local effect on the fluid. However, in our study where
capillary forces are prevalent, the finite size of the particles must be explicitly resolved
for the interactions between the phases to be captured. The lattice Boltzmann method
has become a popular choice for simulating both suspensions of solid particles in single
phase flows, and multiphase flows. Recent efforts have focused on combining the two
models to develop an algorithm capable of simulating the dynamics of multi-phase,
multi-component systems (Joshi and Sun, 2009; Onishi et al., 2008; Stratford and
Pagonabarraga, 2008).
In this work, we use the multicomponent algorithm developed by Lee and Liu (2010)
and later extended to include particle dynamics by Connington et al. (2015b). The
Newtonian dynamics scheme is based on the method proposed by Joshi and Sun
(2009).

4.1.1

Changes and challenges for the fluid flow calculation

The algorithm described in prior Chapters has to be modified to account for the effect
of moving boundaries on the fluid phase. In the case of curved boundaries such as
particles, the effects are even more prominent and sometimes problematic. Here, we
review briefly the main changes required for the flow calculation, and the challenges
that we faced during their implementation. The discussion is summarized at the end
of the section in Table 4.1.

Staircase shape approximation and boundary conditions As noted earlier, a circular 2D particle is mapped on the fixed grid using the staircase shape approximation.
Each node on the grid is flagged as fluid, boundary or solid node as illustrated in
Figure 4.1. The boundary conditions are applied on the boundary nodes. The interior or solid nodes do not have any fluid information. Note that the particle can
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move without its representation on the fixed grid changing. In this case, from the
fluid point of view, the particle has not moved, but the velocity of the particle has
changed. This discontinuity between the fluid and the particles dynamics is an issue
whose implications remain to be clarified.

F
B
S

(a) Staircase approximation

(b) Actual boundary

Figure 4.1: The difference between (a) the representation of the particle on the fixed
grid and (b) the actual boundary. Each node is flagged as fluid (F), boundary (B)
or interior solid (S) node. The particle can move from one time step to the other
without its representation on the fixed grid changing.

The lattice Boltzmann algorithm does not know that the particle is circular for
the fluid calculation. Instead, the particle is simulated as a series of corners on
which applying the boundary conditions is a challenging task. The evaluation of the
gradients and Laplacians at the boundary points requires great care and could be the
source of instabilities or loss of mass, as shown in Figure 4.2. The moving contact line
passing corners is another situation that could yield force instabilities. These points
need to be kept in mind throughout the analysis of the simulation results reported
later in this chapter.
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B

B

F

B

B

Figure 4.2: Computing gradients at a boundary node (here the red-filled circle) in
the presence of a corner is not straightforward. In the direction indicated by the red
arrows the gradient of any quantity should be zero to avoid nonphysical mass fluxes
through the wall. In the direction indicated by the blue arrows, it is not necessarily
zero. The algorithm does not see the difference between the two directions because
both only involve boundary nodes (no solid node).

Modified streaming and bounce-back schemes at moving solid boundaries. Consider
the case a boundary node with streaming to a neighboring solid node. We have seen
earlier that the no-slip condition is applied by using a classic bounce-back on the
node (BBN) scheme. The unknown distribution function streaming back from the
solid node is computed as:
f (x + eα δt) = f (x − eα δt).
For moving boundaries, this scheme must be supplemented for the no-slip condition
to remain valid and the boundary node velocity to match with the wall velocity. It
was shown by Ladd (1994) that the BB scheme should be modified as
f (x + eα δt) = f (x − eα δt) + 6ρwα (uw · eα ),
where wα is the weight of direction α and uw is the velocity of the wall node. The
distribution functions g and h used for the Cahn-Hilliard model are then written as
g(x + eα δt) = g(x − eα δt) + 2ρwα (uw · eα ),
h(x + eα δt) = h(x − eα δt) + 6wα c(uw · eα ),
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(4.1)

as reported by Connington et al. (2015a). The change of momentum is also applied
on the particle in return, as will be discussed in the next section. This method minimizes the change of mass and momentum in the system (Joshi and Sun, 2009).

The issue of covered/uncovered nodes during particle motion. When the particles
move from one time step to the next, their representation on the lattice can change.
In other words, some nodes that were previously fluid nodes can become solid nodes,
or the other way around. For a circular particle (2D), this process is not necessarily
symmetric: if a fluid node is covered on one side of the particle, there might not
be a solid node uncovered on the opposite side. The effect of covering/uncovering
nodes on the particle dynamics is discussed in the next section. Here we focus on the
implications for the fluid flow, with two particular points to address:
– The first one concerns the method to compute the local variables such the composition, pressure and velocity at an uncovered node. In the current algorithm
we use an interpolation scheme based on the surrounding nodes. However, nodes
surrounding an uncovered node are very often solid or boundary nodes, which
either do not have meaningful values for the flow variables, or whose values
are imposed by the boundary conditions. Therefore the interpolation scheme
is lacking in accuracy. This is particularly problematic if the uncovering occurs
in the interfacial zone as it can be the source of flow or force instabilities.
– The second point is related to curved boundaries. Consider for instance a node
covered in the interfacial region for a particle represented on the lattice by
a staircase shape. At the grid scale, the shape of the particle has changed.
For instance, a new corner has appeared. But the structure of the fluid phase
and in particular, the direction of the interface, stays unchanged. The wetting
boundary conditions on this new configuration may not be properly applied
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in the new condition. In this case, the covering/uncovering process can create
non-physical gradients of chemical potential and pressure and hence, fluid flows.
The issues we just raised are illustrated in Figure 4.3 for the case of a node being
uncovered in the interfacial region. The non-physical bending of the interface in
response to the uncovering is clearly visible. The forces on the particles, as we will see
on many occasions throughout this chapter, are largely affected by this phenomenon.
At the time of completion of this thesis, this issue remains unsolved. A more thorough
discussion is given in Section 5.2.

(a) i − 1

(b) i - Uncovering

(c) i + 1

(d) i + 3

Figure 4.3: Covered/uncovered nodes during particle motion induce flow instabilities.
(a) At the time step before uncovering, i.e. step i − 1, the interface is at local equilibrium contact angle. (b) The green open circle (formerly boundary) becomes a fluid
node, the red open circle (formerly solid) becomes a boundary node. The interface is
locally bended due to the new representation of the particle on the fixed grid. (c,d)
After nodal uncovering, the interface is relaxing back to equilibrium contact angle.
This phenomenon is the source of forces fluctuations in the system.

a
a

Curved
Boundaries

Bounce-Back (BB)
-Wetting conditions
-Boundary conditions

X

Covered/uncovered
fluid nodes

-

Moving
Boundaries

Current
Strategy

X

Corner issues with
staircase approximation

X

Modified BB-scheme
Interpolation for
uncovered nodes

Table 4.1: Summary of the modifications (and related challenges) required for the flow
calculation when simulating curved and/or moving boundaries with the LB method.
The issues of covered/uncovered nodes only arise when the particles are moving.
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4.1.2

Particle dynamics

In this section, we describe the numerical method for simulating particle dynamics.
To compute the new position and velocity of the particles at each time step, Newton’s
second law is applied on each individual particle:
Mp

dUp X
=
F,
dt

Ip

dΩ X
=
T,
dt

(4.2)

where Mp = ρp πRp2 , Up , and Ip = 12 ρp Rp2 are the mass, the velocity and the moment
of inertia of the particle, respectively. The forces F exerted on the particles are the
macroscopic fluid forces due to the pressure, viscous and interfacial effects, and an additional force to account for the change of momentum due to the covering/uncovering
of nodes. The force and torque balances are written as:
Mp [Up (t + 1) − Up (t)] = FH + FST + FCU ,

(4.3)

Ip [Ωp (t + 1) − Ωp (t)] = TH + TST + TCU .
We now elucidate each forcing term.
• FH is the hydrodynamic force that includes the pressure and viscous effects.
The force is exerted because of the change of momentum of the LB fluid particles
streaming from a boundary point along the direction eα and getting reflected
along the opposite direction eᾱ . The impulse of force in each direction and
boundary node is written as
∆FH (α, bn) = [gα + gᾱ ] = [2gα + 2ρtα (uw · eα )] eα ,
with “bn” for boundary node. The above expression mirrors the modified BB
scheme (Equation 4.1) for the change of momentum on the fluid nodes. It means
that the change of momentum exerted on the particle is equal and opposite the
one the moving particle exerts on the fluid. This method is called the momentum exchange (ME) method. The total hydrodynamic force on the particle is
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obtained by summing over all the directions and boundary nodes:
FH =

XX

[2gα + 2ρtα (uw · eα )] eα .

(4.4)

α

bn

The total hydrodynamic torque is given by
TH =

XX

(Xp − xb ) × ∆FH (α, bn),

(4.5)

α

bn

with Xp the center of mass of the particle, and xb the boundary node. uw
in the above expressions is the particle velocity. It was shown that if FH is
computed explicitly, that is, if we use uw = Up (t), the algorithm is unstable
(Joshi and Sun, 2009). Therefore we use uw = Up (t + 1).
• FST is the surface tension force and is computed from the capillary stress tensor
according to the interpolation scheme described in Section 3.3.2. The surface of
the particle is discretized over N points. At each discrete point xs , the surface
tension force by unit length is given by
∆FST (xs ) = (T(xs ) + PT (xs )I) · ns ,
with T, PT and ns the capillary stress tensor, total pressure and normal to
the surface at xs , respectively. The total surface tension force is obtained by
adding up dFST over N :
FST =

X

(T + PT I) · ns ,

N

The surface tension torque is
TST =

X

(Xp − xs ) × ∆FST (xs ).

N

• FCU is the force due to the covering / uncovering of lattice nodes. When a
node is covered, the momentum of the fluid at this node is transferred to the
particle through the force
∆FC = ρC uC ,
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where ρC and uC are the density and the macroscopic velocity of the fluid at
the current time step, at the covered node indicated by subscript C. Similarly,
when a node is uncovered by the particle, the momentum is lost by the particle
and the force is
∆FU = −ρU uU ,
Here, we use the interpolated values of ρ and u once the node has been uncovered. This means that FCU is applied only at the next time step. The summary
of the numerical procedure is given in the next section. The total force is obtained by summing over all the nodes that were covered and uncovered at time
t:
FCU =

X

ρC uC −

X

ρU uU .

U

C

The total torque is given by
TCU =

X

(Xp − xC ) × ∆FC (xC ) −

X

(Xp − xU ) × ∆FU (xU ).

U

C

Equation 4.3 is solved for Up (t+1) and Ωp (t+1) by inserting the above forcing terms.
For 2D systems, it yields a set of three linear equations for the unknown (Ux , Uy , Ω)
as described in detail by Joshi and Sun (2009).

4.1.3

Final numerical procedure

The final numerical procedure followed by the lattice Boltzmann algorithm for the
simulation of the dynamics of multi-component interfacial systems is given below. The
solid components can be particles or flat walls. The size and shape of the particle
are tunable. The results presented in this study are for two particles only, but the
algorithm is designed to handle complex multi-body systems.
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Simulation Setup
1: Read input parameters
Box size nX × nY , Particle geometry,
Mobility M , surface tension γ, interface thickness ,
Oh number, density ratio, viscosity ratio, contact angle θ.
2: Set initial walls
Flag each lattice node as fluid, boundary or solid (interior)
3: Compute initial simulation variables
ν and τ from Oh and γ,
κ and β from Equ. (1.41),
Ωc , φc from Equ. for the wetting BC,
Concentration c from geometry (hyperbolic tangent profile),
Chemical potential µ from Equ. (1.40),
Velocity profile v = 0, Dynamic pressure p0 = 0,
Distributions functions to their equilibrium values ḡ = g¯eq , h̄ = h¯eq .

Recurring Steps
1: Collision step
Compute ḡ and h̄ at each lattice node using Equ. (1.36)
2: Streaming step
From a lattice node to a neighboring node fα (x + eα , t + δt) = fα (x, t)
3: Bounce-back
Compute unknown distribution functions at the wall nodes
4: Recover macroscopic variables
Compute c, µ, p and v from Equ. (1.38)
5: Compute surface tension force
6: Compute new velocity of the particles
7: Momentum exchange at the boundary and surrounding fluid nodes
8: Move particles
9: Treat covered / uncovered nodes, compute FCU for the next time step
10: Post process
Write output files if needed.

4.2

Particle at interface

The first case studied, which requires consideration of solid body motion, is a particle
sitting at a fluid-fluid interface. Consider a particle of radius R = 40 lattice units
placed at initial time with its midline at the interface, forming a contact angle θi = 90◦
as pictured in Figure 4.13a. Periodic boundary conditions are applied on the sides
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of the domain. The equilibrium contact angle is 45◦ and it is defined as the angle
between the particle and the lower liquid. The most favorable state (minimum of
energy) for the interface is to be flat. We thus expect the particle to move downward
until it reaches the equilibrium immersion depth defined by:
d = RP cos θE ,
where Rp is the radius of the particle. Figure 4.13 shows snapshots of the system at
initial time, during early dynamics and at final time. In Figure 4.5, the trajectory
and velocity of the particle, and the forces exerted by the liquid on the particle
are plotted over time. The interface first moves up on the particle to reach local
equilibrium contact angle on the particle and a gradient of curvature is created in the
vicinity of the contact line.

(a) Initial state

(b) Early dynamics

(c) Final state

Figure 4.4: Snapshots of the early dynamics of a particle at a flat interface moving
towards equilibrium contact angle. (a) At initial time, the particle is placed with its
midline at the interface, forming a 90◦ contact angle. (b) The interface is bending
to reach local equilibrium contact angle during early dynamics. The black lines
represent the velocity streamlines. (c) At final state, the particle has reached its
equilibrium state and the angle between the interface and the particle in the lower
liquid is θE = 45◦ .
As seen in Figure 4.5a, the particle is first pushed upwards by the flow. Then the
surface tension force acting along the curved interface starts pulling the particle back
down. The particle oscillates around its equilibrium position before stabilizing. The
problem symmetry is preserved and all forces in x are zero over time. All forces in y
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are also zero at equilibrium, which is expected for a flat interface. Figure 4.5 shows
both the plots of the real forces and the smoothed ones. The smoothing process
uses a local weighted least square regression scheme as described in more detail in
Appendix 10. As it can be seen on the close-up of the net force in Figure 4.5e, the
actual force data are very noisy and show numerous sharp peaks over time. The
origin of these peaks was studied in detail. It was concluded that the fluctuations
are strongly correlated with the covering / uncovering of the nodes. More work is
needed to determine whether the peaks are the physical response of the system to a
numerical artifact (covering/uncovering) and to propose ways to address this issue
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Figure 4.5: (a-e) Dynamics of a particle at a flat interface towards equilibrium contact
angle θE = 45◦ . tv is the viscous characteristic time tV = Rν/σ. For (b-e), the actual
data (light colored plots) were smoothed using local weighted linear regression scheme
as described in Appendix 10.

Simulations are now performed for a full range of equilibrium contact angles and
the equilibrium state obtained for each contact angle is shown in Figure 4.6. Even
for the most extreme contact angles tested (θ = 30◦ and θ = 120◦ ), the system is
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able to reach a stable equilibrium state. The depth of immersion is computed for
each case and compared with theoretical predictions at equilibrium (see Figure 4.7).
The error bars correspond to the thickness of the interface. The ratio of interface
thickness to particle radius, which is the Cahn number, is e/R = 4/40 = 0.1. The
numerical results are in good agreement with the analytical expectations. The depth
of immersion exactly matches for θ = 90◦ (the particle has not moved) and for all
the other cases, the particle travels slightly too far compared to the predictions. The
discrepancies become higher as the contact angle approaches the limit values (total
wetting by the lower liquid or total dewetting).

(a) θE = 30◦

(b) θE = 45◦

(c) θE = 60◦

(d) θE = 90◦

(e) θE = 120◦

Figure 4.6: (a-e) Equilibrium state of a particle at a flat interface for various equilibrium contact angles (numerical results).

4.3

The pair problem for two particles

We now consider the dynamics of the liquid bridge between two particles, where one
particle is fixed and the other one is free to move under the action of the fluid forces.
At equilibrium the net force in the system is zero; which means that the total capillary
force on each particle vanishes. In other words, the pressure force exactly balances
the surface tension force:

FC = FST + FP = 0.
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(4.6)
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Figure 4.7: Analytical vs. numerical results for a particle sitting at equilibrium at
a flat interface. Comparison of the depth of immersion as a function of equilibrium
contact angle.
For 3D bridges, Mason and Clark (1965) established that the condition expressed by
(4.6) constrains the bridge at equilibrium to be a portion of a sphere. This result is
also true for 2D bridges, with the equilibrium shape of a free system being a portion
of a circular disk as pictured in Figure 4.9. We can get an intuition of this result by
writing the force balance on a particle in the vertical x direction as:
Particle 1

Rp

x=0

FST,x + FP,x = −2γ sin(α + θ) + 2r∆P,
Rc

r
= −2γ sin(α + θ) −
,
Rc




θ

(4.7)

x

r

α

Particle 2
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where Rc is the radius of curvature of the liquid bridge. For the above expression to
be zero we need
r = Rc sin(α + θ),
which is only true if Rc is the radius of a circle centered exactly at the mid-plane
between the particles. The bridges at equilibrium for free systems are thus only of
convex shape, where the Laplace pressure force is pushing the particles apart and the
surface tension force is pulling together.
Particle 1
Particle 1

Rp

y=0

y=0
θ

θ
y
yfree

Particle 2

Particle 2

(a) Fixed particles.

(b) Free system with net force = 0.

Figure 4.8: Difference in the equilibrium state of a liquid bridge between (a) fixed or
(b) moving particles

The distance between the particles at free equilibrium can be computed by combining Equations (4.7) and (3.7). Figure ?? shows the equilibrium plots of the systems
for various contact angles and volume of liquid.
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Figure 4.9: Equilibrium distance between two particles connected by a liquid bridge
and free to move under the action of the capillary forces, for various volume of liquid
and equilibrium contact angle conditions.

4.3.1

Simple macroscopic model

We write first a simplifying model to understand the effects of the forces on the
dynamics of the system. We use Newtonian dynamics with simplified forces to solve
for the particle dynamics without having to solve the fluid flow.

Assumptions and governing equations
Newton’s second law on the moving particle is given by
ma =

X

F = FST + Fp + Fv ,

where a is the acceleration, m is the mass of the particle, FST is the surface tension
force, Fp is the pressure force and Fv is the viscous drag exerted by the liquid on the
particle. We assume that the viscous drag resists motion and acts on each particle
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independently, and we write it as a damping term that depends only on the velocity
of the particle:
Fv = −kv.
Here, k can be seen as a drag coefficient. Projected in the direction of allowed motion
(y−direction) as pictured in Figure 4.9, the forces are written as
FST,y = −2γ sin(α + θ),

Fp,y = 2r∆P = 2r

γ
,
Rc

Fv = −k ẏ,

where we applied Laplace’s law for the pressure difference ∆P , which means that we
made another important assumption, that is, the system is at any t at a local equilibrium (quasi-static): the contact line does not deviate from the equilibrium contact
angle and the interface has a constant curvature.

Finally the equation of motion is:
2γ
k
r
ÿ + ẏ = −
sin(α + θ) −
,
m
m
Rc




which is in the non-dimensional form:
r
W e ȳ¨ + Ca ȳ˙ = − sin(α + θ) −
,
Rc




where W e = ρV 2 L/γ is the Weber number, Ca = µV /γ the capillary number, V a
characteristic velocity and L a characteristic length. The Weber number can also be
written as the product of the Reynolds and capillary numbers W e = Re Ca. The
equation of motion solved by the algorithm is thus:
r
Ca(Re ÿ + ẏ) = − sin(α + θ) −
,
Rc




(4.8)

where y, ẏ and ÿ are dimensionless but the bar was dropped for convenience. The
procedure to solve this equation includes the following steps:
1. Input parameters A, y0 , y˙0 , Ca, Re.
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2. Solve for α, r and Rc using Eq. (3.6) and (3.7) assuming equilibrium shape.
3. Solve for y(t + ∆t) by discretizing the equation of motion, where t is the time.
The shape of the bridge is updated at each time step assuming an equilibrium contact angle. The nonlinear differential equation is discretized and integrated using a
MATLAB solver that is based on the Runge-Kutta method combined with a variable
time step to optimize the computation efficiency. There are three time scales in this
problem, associated with the two dimensionless numbers defined above: the convective time scale tc = L/U , the viscous time scale tv = ρL2 /µ and the time scale over
which surface tension effects are transmitted over the distance L: ts = ρU L2 /γ.

The remaining question concerns the choice of the input parameters A and y0 . We
want to ensure that the initial configuration is physically possible and the system
will eventually be able to reach an equilibrium. We use the maps of the equilibrium
configurations established in Section 3.3.1.
Results
To examine the dynamics of the system as it approaches equilibrium, we choose a set
of input parameters (A, y0 ) close to an equilibrium state. The effects of Ca and Re
on the dynamics are investigated for θ = 45◦ , δ0 = y0 − 2 = 1, y˙0 = 0 and A = 3.

Figure 4.10 shows the effect of capillary number for W e = 1. The implication is
that surface tension and inertia effects are of the same order of magnitude, while viscous effects vary. In this case, as expected, the capillary number acts as a damping
coefficient: as Ca increases, the system takes more time to go to equilibrium. At low
Ca, the system oscillates around its equilibrium state. At initial state, the particles
are closer to each other than at equilibrium state: the total net force is positive,
pushing the lower particle away. As the bridge gets longer, the system gains some
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inertia: it overshoots the equilibrium point. The capillary force changes sign and
starts to pull the particle back, which makes the particle slow down to zero velocity
and change direction. Energy is dissipated because of small viscous effects, therefore
the amplitude of the oscillations decrease with time. It is worth noting that Re also
varies in these simulations in such a way that W e = Re Ca remains constant.
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Figure 4.10: Effect of the capillary number on the lower particle position relative to
the upper one (fixed) to go to equilibrium for W e = 1. Parameters are Ca = 0.01,
0.1, 1, 10 and 100 with θ = 45◦ , y0 = 3, y˙0 = 0 and A = 3.

Another simulation is performed at low Reynolds numver: Re = 0.01 is fixed and
Ca varies. In this case, we assume inertia effects to be very low compared to viscous
effects. As shown in Figure 4.11, over the time frame considered, the system does not
go to equilibrium at high Ca numbers: viscous effects are so high that any motion
of the system takes a very long time. Because of the low Re assumption, inertia is
negligible so there is no oscillation.
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Figure 4.11: Effect of the capillary number on the lower particle position relative
to the upper one (fixed) to go to equilibrium at low Reynolds number (Re = 0.01).
Parameters are Ca = 0.01, 0.1, 1, 10 and 100 with θ = 45◦ , y0 = 3, y˙0 = 0.

Finally, Figure 4.12 shows the effect of Re on the particle position as it approaches
equilibrium.. The capillary number was maintained constant at Ca = 1. As inertia
effects become significant (Re increases), the system oscillates around equilibrium,
which is not surprising. On the scale shown, plots are indistinguishable for the values
of Re < 1, where inertia does not play any role.
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Figure 4.12: Effect of the Reynolds number on the lower particle position relative to
the upper one (fixed) to go to equilibrium for Ca = 1. Parameters are Re = 0.01,
0.1, 1, 10 and 100 with θ = 45◦ , y0 = 3, y˙0 = 0.
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This short study provides us with some insight on the effects of the different forces
acting in the system. Many assumptions were made for this analysis. In particular,
we consider the dynamic system as a succession of equilibrium states, assuming that
the contact line moves at constant equilibrium contact angle, and that the meniscus
of the bridge keeps a constant curvature. In reality, we have seen that the dynamics
of the contact line, and the value of the dynamic contact angle is more complex. The
quasi-static assumption also implies that the pressure stays constant within the liquid
bridge. Consequently, no effect of the moving fluid is taken into account, except for
the viscous forces, which are modeled as a simple damping effect. Simulations with
the lattice Boltzmann algorithm relax most of these assumptions and bring a more
detailed picture of the problem.

4.3.2

Lattice Boltzmann simulations

We now use the lattice Boltzmann algorithm with the diffuse interface description
to examine the dynamics of a liquid bridge between two neutrally-buoyant particles,
with the lower one fixed and the upper one free to move under the action of the fluid
forces. For all the simulations performed in this study, the initial state is the same:
the distance between the center of the particles is d0 = 4Rp and the volume (area)
of liquid in the bridge is A = 3.16πRp2 . The bridge is initially circular, as pictured
in Figure. During the first part of the simulation, both particles are held fixed so
that the liquid bridge goes to the equilibrium contact angle, with a constant radius
of curvature and constant capillary pressure everywhere inside the bridge. The net
force in the system at this point is not zero. We then let the upper particle free to
move under the action of the fluid forces. The system goes to what we will call global
free equilibrium, for which the net force vanishes. The expected equilibrium state is
a circular shaped bridge with equilibrium contact angle at the contact points.
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(a) Initial state

(b) Equilibrium state between fixed particles

(c) Global free equilibrium

Figure 4.13: Snapshots of the 2D liquid bridge with equilibrium contact angle θE =
135◦ . (a) At initial state a circular drop is placed between the particles, θ 6= θE . (b)
The particles are first held fixed and the liquid bridge is going to equilibrium contact
angle. The net force is not zero, it is pushing the particles outwards. (c) The upper
particle is let free to move, the system is going to global equilibrium with a zero net
force on the particle. The bridge is circular and the pressure and surface tension
forces balance out at equilibrium.

Dynamics for θE = 60◦
We first examine the forces during dynamics for the case θE = 60◦ . A simulation
was performed with Cahn number /Rp = 0.2, Ohnesorge number Oh = 0.16, and
mobility M = 0.5. In each case, the two bulk phases have the same density and
mobility. The distance between the particles and the velocity of the upper particle
are plotted against time in Figure 4.14. The forces are plotted against time in Figure
4.15. The lateral forces (in the x−direction) are zero showing that the symmetry is
preserved and the particle does not move off the bridge axis during motion., even
though we do not impose the symmetry in the code.
During the first part of the simulation when the particles are held fixed, the interface
is going to its equilibrium contact angle. The surface tension force is negative on
the upper particle, indicating that it is pulling the particle downwards. The pressure force is positive, which agrees with the convex shape of the bridge, but does
not totally balance out the surface tension force: the net force on the particle is
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negative. Therefore when the particle is released, it starts moving downwards. The
particle first undergoes a sharp increase in (negative) velocity, which corresponds to
a negative net force as shown in Figure 4.15c, followed by a quick deceleration. The
net force then oscillates around zero, which induces small velocity fluctuations. The
fluctuations have a negligible effect on the particle trajectory. The particle stabilizes
at its expected equilibrium position.
As for the particle immersed at a flat interface, the forces plotted in Figure 4.15
exhibit sharp peaks over time, which are correlated with nodal covering/uncovering.
To capture the main features of the dynamics, the forces were smoothed using a local
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weighted least square regression scheme described in Appendix 10.
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Figure 4.14: Liquid bridge between two moving particles with Cn = 0.2 and
Oh = 0.16. (a) The interparticle distance and (b) the upper particle velocity are
plotted against time. Only the upper particle is free to move. The system is going to
equilibrium contact angle θE = 60◦ .
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Figure 4.15: Liquid bridge between two moving particles with Cn = 0.2 and Oh =
0.16. Only the upper particle is free to move. (a,b) The viscous/pressure (FH ) and
surface tension (FST ) forces on the upper particle are plotted against time. (c) A
close-up on the resultant or net force shows that the system is going to equilibrium
contact angle θE = 60◦ with Fnet = 0.
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Full range of contact angles
Simulations were performed with the same parameters (Cn = 0.2, Oh = 0.16, M =
0.5) but with varying equilibrium contact angle. The global free equilibrium state is
shown in Figure 4.16 for each case. All systems were able to find a stable equilibrium
state, even the small or large values of contact angle θE = 30◦ and θE = 150◦ .

(a) θE = 30◦

(b) θE = 45◦

(e) θE = 120◦

(c) θE = 60◦

(f) θE = 135◦

(d) θE = 90◦

(g) θE = 150◦

Figure 4.16: (a-g) Equilibrium state of a liquid bridge between two mobile particles
for various equilibrium contact angles (numerical results). Input parameters are Cn =
0.2, Oh = 0.16, A = 3.1, d0 = 4Rp and d˙0 = 0. Contour lines at c = 0.1, c = 0.5 and
c = 0.9 are shown.

Figure 4.17 shows the plots of interparticle distance and particle velocity against
time. For small contact angles θE = 30◦ and θE = 45◦ , the approach to equilibrium
is not smooth because of the late peaks in the velocity. For θE ≥ 90◦ , the particle
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is pushed upwards with an initial velocity that is proportional to the contact angle. For the largest contact angle θE = 150◦ , the particle slightly oscillates around
its equilibrium position. No (or few) oscillation indicates that viscous effects are
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Figure 4.17: Liquid bridge between two particles. The upper particle is free to move.
(a) The distance between particles and (b) the velocity of the upper particle are
plotted against time for a full range of equilibrium contact angles.A = 3.1, d0 = 4.

We now validate the results by comparison with theoretical predictions at equilibrium. One quantitative way is to measure the interparticle distance at equilibrium
and compare with the value derived from the mapping of the equilibrium states in
Section 3.3.1. The surface tension force at equilibrium was also derived analytically
(see Equation 4.7). Results from the simulations are compared to the analytical expectations in Figure 4.18 for two Cahn number (Cn = 0.1 and Cn = 0.2) and various
contact angles. The simulation results are in reasonable agreement with the theory.
The deviation from expected equilibrium is the highest for small contact angles, for
instance, θE = 30◦ , and it is also for these extreme values of contact angle that
the difference between Cn = 0.1 and Cn = 0.2 is the highest. It indicates that for
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this system, the sharp interface limit has not been reached, and the thickness of the

2
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interface plays a critical role in the accuracy of the algorithm.
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Figure 4.18: Equilibrium state of a liquid bridge between two moving particles. The
net force is zero at equilibrium. Comparison of (a) the distance between particles and
(b) the surface tension force with theoretical predictions (derived in Section 3.3.1),
for Cahn number Cn = 0.1 and Cn = 0.2 and various equilibrium contact angle. The
value of Cn strongly affects the accuracy of the results, especially for small contact
angles.

Parametric study
We now conduct a parametric study similar to the one of the previous section. Three
simulations are performed with different Ohnesorge numbers. To vary Oh, the viscosity is changed while all the other parameters are kept fixed (γ, ρ and Rp ). The
interparticle distance and upper particle velocity are plotted against time in Figure
4.19. The same equilibrium state is reached in the three simulations, which is expected. The dynamics to equilibrium is different: at low Oh, the particle undergoes
large oscillations. At high Oh, the particle is slowly pushed upwards and the velocity
stays positive. There is a sharp peak in the velocity of the high viscosity case around
80, 000 time steps, which destabilizes the particle. Overall the system behaves as one
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Figure 4.19: The effect of viscosity on the dynamics of a liquid bridge between two
particles with equilibrium contact angle θE = 135◦ and Cn = 0.2. (a) The interparticle distance and (b) the upper particle velocity are plotted against time for varying
Oh number. The particles are held fixed for the first 20, 000 time steps (corresponding to t/tv = 50 for the base case with tv = ρRν/γ the viscous time scale), then the
upper particle is let free to move.

We now examine the forces during dynamics. Figure 4.20 shows the hydrodynamic force (pressure and viscous effects) in the vertical direction during early dynamics when the two particles are held fixed. No fluctuation or sharp peak can
be observed, which indicates that the peak issue only arises when the particles are
moving, corroborating the assumption that it comes from nodal covering/uncovering.
The viscous/pressure force oscillates for low viscosity, as expected.
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Figure 4.20: The effect of viscosity on the dynamics of a liquid bridge between two
fixed particles. The equilibrium contact angle is θE = 135◦ and Cn = 0.2. The
viscous/pressure (FH ) force on the upper particle is plotted against time in the vertical
(y) direction for varying Oh number.

We now examine the forces in the system when the upper particle is let free and
the system goes to its global free equilibrium state. The component in the direction
of motion of the viscous/pressure force FH , surface tension force FST and a close-up
of the net force exerted on the upper particle are plotted against time in Figure 4.21.
Only the vertical y−component is shown as symmetry is well preserved during the
simulations and all the lateral forces in the x−direction are null. As before when the
particles are moving, the actual force data as well as the smoothed data are plotted.
The smoothing method is the same as previously described. The amplitude of the
peaks in the forces is higher in the low viscosity case, but their effects seems negligible
on the particle trajectory. In the high viscosity case, on the other hand, the cluster
of peaks around 80000 time steps is causing the particle to deviate from its smooth
approach to equilibrium. The net force is consistent with the velocity and trajectory
plot in each case, indicating that the dynamics of the particle, though implicitly
computed in the code, is meaningful.
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Figure 4.21: The effect of viscosity on the dynamics of a liquid bridge between two
moving particles with equilibrium contact angle θE = 135◦ and Cn = 0.2. Only
the upper particle is free to move. (a) The viscous/pressure force (FH ) and (b) the
surface tension force (FST ) exerted on the upper particle are plotted against time in
the vertical (y) direction, for varying Oh number. (c) A close-up on the net force is
shown. Actual data is represented by the light colored plots. The dark colored lines
are the smoothed data.
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4.4

Conclusions

In this chapter we examined the validity of the lattice Boltzmann method for simulating the dynamics of multi-component systems with moving particles. We know from
the previous chapter that the algorithm is able to accurately simulate the fluid flow
when the boundaries are fixed. New challenges arise when the boundaries are moving.
First, the computation for the dynamics of the fluid flow and the particles have to
be coupled to include the effect each phase has on each other. Then, a treatment for
curved boundaries moving on a fixed Cartesian grid has to be carefully developed.

The main results from the chapter are summarized below:
1. Numerical method for the dual dynamics. The lattice Boltzmann multiphase
algorithm is coupled with a Newtonian dynamics scheme for the particles. Three
forces are included in the force balance of the particle. The surface tension force
is computed with the capillary stress tensor approach at the surrounding fluid
nodes and interpolated on the actual particle surface using the method described
in Section 3.3.2. The hydrodynamic force, including the pressure and viscous
effects, is computed implicitly through the momentum exchange method. The
force due to nodal covering/uncovering during particle motion is designed to
respect momentum conservation between the fluid and solid phases. On the
fluid side, the bounce-back scheme of the algorithm is modified to include the
effect of the moving walls.
2. The numerical method was validated at equilibrium. First, we showed that
a particle placed out of equilibrium at a flat liquid/liquid interface was able
to reach its expected equilibrium immersion depth under various equilibrium
contact angle conditions. Then the case of the liquid bridge between two moving
particles was studied. The equilibrium state obtained for a wide range of contact
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angles was in good agreement with the predictions derived earlier from the
classic theory of capillarity. The accuracy of the simulation results was improved
by reducing the Cahn number, indicating that the sharp interface limit was not
attained.
3. The dynamics of the liquid bridge with moving particles was examined. The
approach to equilibrium was analyzed through a force analysis. A simplifying
macroscopic model was first used to gain insight on the effects of each force on
the dynamics of the pair system. The same qualitative features were obtained
with the lattice Boltzmann simulations. The system behaves as one would
intuitively expect from physical considerations, with for instance, oscillations
of the particle around it equilibrium position when the viscosity in the system
is low.
4. Numerical issues remain to be addressed. The staircase shape representation of
curved boundaries on a fixed grid is problematic, especially for moving particles.
It was identified that nodal covering/uncovering combined with the singularities
due to corners, lead to flow instabilities, and thus, forces instabilities, during
motion. This point is discussed in more detail in Section 5.2.
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Chapter 5

Conclusions

5.1

Contributions

We summarize below the main contributions of this work.

The moving contact line in diffuse-interface modeling
We obtain a detailed description of moving contact lines on a solid substrate by combining the diffuse interface approach together with a lattice Boltzmann algorithm.
Importantly, our model is able to capture the multi-scale nature of the contact line
motion and to simulate real contact line physics. At the microscopic scale, our choice
of implementation for the boundary conditions implies that the interface meets the
wall at a microscopic contact angle equal to the equilibrium contact angle. At the
macroscopic scale, the flow is governed by large scale hydrodynamics, which is consistent with classical theories such as the Cox-Voinov law, relating the macroscopic
contact angle to the capillary number. In the vicinity of the contact line, the gradient
of curvature of the interface yields gradients of generalized chemical potential. These
gradients govern the motion of the interface through diffusional and advective mechanisms. The diffusion is a local mass flux across the interface and depends on the
mobility, a key parameter that we relate through a scaling analysis to the classical
notion of slip.
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The capillary forces with the capillary stress tensor method
We propose a description of the capillary forces based on the capillary stress tensor
approach. The forces are computed by integration of the stress tensor components
over the surface of interest and are volumetric in nature. Consequently, we obtain
a local distribution of the surface tension force, which yields a better understanding
of the structure of the interface. Furthermore, this description is useful for complex
systems where the interface cannot be tracked and its properties are not well defined.
The local distribution of the forces also yields a clear picture of the pressure variations
through the interface. From a technical perspective, the surface tension is derived
within this framework as (1) the excess surface energy stored at the interface, and
(2) the normal stress difference of the capillary stress tensor. This formulation is
consistent with the multiscale nature of the problem. From a numerical perspective,
the results from the lattice Boltzmann simulations show that the local dynamics of
the system is captured in non-equilibrium situations. We would like to emphasize that
the capillary forces are computed during the dynamics without an explicit tracking
of the interface. Macroscopic observables such as the dynamic contact angle are then
examined over time.

A numerical tool for multiphase, multi-component systems
We couple our lattice Boltzmann algorithm and diffuse interface description together
with a Newtonian dynamics scheme for the particle motion. The presence of moving
curved boundaries presents numerous numerical challenges, which we identify and discuss. To validate this method, we verify that the equilibrium states of simple systems,
and the dynamics obtained for a liquid bridge involving moving particles are in good
agreement with physical expectations. Finally, the numerical tool developed over the
course of this thesis is designed for implementation in a multi-body simulation, and
can be extended to three dimensional systems and non-spherical particles.
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5.2
5.2.1

Concluding remarks and perspectives
Limitations of the model

Thickness of the interface and real systems
One of the downsides of diffuse interface theory is that it uses interfaces much thicker
than the real ones. Modeling a real interface is challenging because of numerical limitations (Jamet, 2010). Indeed, the interface thickness of a system far from its critical
point is of the order of 10 Angstroms (d ∼ 10−9 m). With the lattice Boltzmann
model, we have seen that numerical stability is achieved under the condition d ≥ 4
lattice units. This implies that simulating a 3D droplet sitting on a solid surface with
a contact radius of 1 cm would require more than 1021 grid points.

Before exploring ways to expand our numerical capabilities, one should first assess
whether the non-physical thickness of the interface in the model really affects the
dynamics of three-phase systems. A general agreement on this question is that the
results become physically meaningful if they no longer depend on the thickness of the
interface. This so-called sharp interface limit is not always well defined, and its physical relevance sometimes remains to be established. We show that the sharp interface
limit could be reached for the sheared liquid bridge problem, and that the hydrodynamic results are physically meaningful. For systems involving moving particles,
the equilibrium states obtained with the numerical simulations are dependent on the
interface thickness, indicating that sharp interface limit is not reached. The results
are in good agreement with the expectations, but small deviations are observed for
extreme values of equilibrium contact angles. This question will require careful consideration when moving towards mutli-body simulations and smaller particles. An
adaptive mesh refinement method is a good starting point to address the issue.
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Contact angle hysteresis
In this work, we consider perfectly smooth surfaces, excluding any hysteresis effect:
this is an important limitation because hysteresis, and the related mechanisms such
as the pinning of the contact line, are fundamental effects observed in real systems.
Modeling a system without hysteresis should be the first step of any analysis. Indeed
hysteresis effects can properly be identified by comparing the results of a smooth
surface with those of a similar system with hysteresis. Nonetheless, it is crucial to
address the question of the implementation of these effects in the diffuse interface
model. There are mainly two causes of contact angle hysteresis: chemical heterogeneities and roughness (Bonn et al., 2009). Both these reasons result in a change
of the contact angle (static or dynamic), and of the free energy of the system. The
concept of energy barriers as a theoretical model for hysteresis has been widely studied in the literature (Marmur, 1994; Long and Chen, 2006). These barriers prevent
the system from reaching the global free energy minimum, “pinning" the contact line.
Since our model is mainly based on thermodynamic principles, one approach that
could be considered is to examine how the free energy can be modified to include
hysteresis effects. Since the interface used in the model is already thicker than the
real one, the roughness of the solid surface can also be simulated at the macroscopic
scale.

5.2.2

Numerical challenges with the LB method

As noted on multiple occasions in this thesis, simulating moving circular particles
on a fixed grid is numerically challenging. The problem was first identified when
examining the forces computed on the particles during the dynamics. The force
data, very smooth when the boundaries are fixed, show numerous sharp peaks during
particle motion for the liquid bridge between two circular particles. These peaks
have strong repercussions on the particle velocity and sometimes even deviate the
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particle from its initial trajectory. After careful examination, it is determined that
the peaks are highly correlated with the nodal covering/uncovering process occurring
when the staircase representation of the particle on the grid changes. Both covered
and uncovered nodes, when they are in the interfacial region, are responsible for the
force fluctuations as illustrated in Figure 5.1.

Figure 5.1: Early dynamics of a liquid bridge between two particles with the upper
particle free to move. The hydrodynamic force Fbbk and surface tension force Fst on
the particle exhibit sharp peaks, which are correlated with the lattice nodes being
covered or uncovered in the interfacial region during particle motion. The letters C
and U referred to “covered” and “uncovered”, and “CU” means that both events are
happening simultaneously. At the onset of motion the interface is on the lower half of
the particle where nodes are being covered. At ∼ 45000 time steps the interface has
moved up on the particle and nodes are being uncovered in the interfacial region.The
equilibrium contact angle is θE = 60◦ and the Cahn number is Cn = 0.2.

The phenomenon is even more striking if it happens when the system is at quasiequilibrium. The velocity, which until then is approaching zero, would suddenly see
a sharp increase in absolute value, and it would then take a few thousand time steps
for the system to recover from the perturbation. An interesting observation is that
the fields of variables are not impacted on the same time scale. The composition c
and chemical potential µ recover from the perturbation within a few time steps. In
contrast to these two variables, there is a large wave of dynamic pressure Pd starting
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in the vicinity of the uncovered node, whose effects are still visible hundreds of time
steps later in the interfacial region. The wave of pressure is largely responsible for
the perturbation of the hydrodynamic force.
An important question related to this issue is whether these fluctuations are nonphysical in nature, or the physical response to an artifact of the numerical method.
Indeed the staircase representation of the particle implies the flow passing corners,
which are known sources of instabilities. In the present case, it seems that the problem
occurs when the interface is passing corners, which is a singularity that has not been
examined in detail over the course of this thesis. The answer to the question raised
above will determine the course of action to address the issue of the force fluctuations
observed in our simulations. At the time of completion of this thesis, the investigation
is still ongoing.

5.2.3

Moving towards more complex systems

From two to three dimensions
In this thesis, we study two dimensional systems only. The extension of the results
to three dimensions (3D) is an interesting point. From a geometrical point of view,
we can expect 3D systems to behave differently from 2D systems, mainly because the
Laplace pressure in 3D involves more than one radius of curvature:
1
1
+
,
∆P = γ
R1 R2




where R1 and R2 are the two principal radii of curvature. Both radii vary along the
bridge, but the mean radius of curvature, and thus ∆P , stays constant at equilibrium
(if gravity is neglected). The constant mean curvature is a necessary condition for
a surface of minimal area (Kralchevsky and Nagayama, 2001). It is then possible in
3D to obtain a concave capillary bridge (R1 < 0) with a positive capillary pressure
∆P > 0 ! Thus, the features of 3D capillary bridges can be counter-intuitive, and
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the dynamics of such systems are difficult to predict. Computing the exact shape of
the bridge in this case requires numerically solving the general form of the Laplace
equation (Kralchevsky and Nagayama, 2001). In the literature, the meniscus of the
bridge is often approximated as a part of a toroid, where we assume R2 >> R1 (a
short bridge of large volume). In that case, we have ∆P ≈ γ/R1 ; R1 is therefore
approximately constant and the results are very similar to the 2D case.
The results of this work are often valid for three dimensions, and there is no specific limitation that prevents the numerical method from being extended to three
dimensional systems.

Multi-body systems
Understanding the effects of capillary forces on particle-liquid-liquid, or particleliquid-vapor systems is a major focus of attention of this thesis. We limit our analysis
to simple pair systems with two solid bodies connected by a liquid bridge. Multibody systems, whether so-called capillary suspensions, gas hydrate slurries, or liquid
displacement in porous media, are composed of multiple solid particles immersed in
two immiscible fluids. Because of the interface between the two fluids, there is an
additional force applied on the solid particles, which in turn modifies the rheological properties of the suspension (or the forces resisting displacement in a porous
medium).
There are several types of capillary suspensions, depending on the volume fraction
and wetting properties of each of the immiscible fluids. The pendular state, where the
preferentially wetting fluid has a low volume fraction, is relevant to our study. In this
state, the wetting liquid forms capillary bridges between the particles. The different
states that particle-liquid-liquid can take as a function of the volume fraction of each
phase is shown on Figure 5.2. On the other edge of the chart is the capillary state,
where the minority liquid does not wet the solid particles very well compared to the
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liquid occupying the highest volume. The particle network in this case is not made of
capillary bridges but of droplets of non-wetting liquids with particles at the interface.

Figure 5.2: From Koos (2014). A ternary diagram showing the different states a
particle-liquid-liquid can take as a function of the volume fraction of each phase. The
pendular state on the far left of the chart is of particular interest for us.

There are several interesting questions coming up when extending the pair-problem
to a suspension. First, one should determine how important the capillary forces are
compared to the other forces in the system and the effects of the key parameters
such as particle size, particle volume fraction or wetting liquid volume fraction. The
predominance of capillary forces over van der Waals forces, for instance, has been
examined in previous work (Koos and Willenbacher, 2011). Then, a crucial point is
to examine how to include the capillary force contribution of each pair of particles
to bulk quantities such as the yield stress of the suspension. The following relation
was proposed in the literature for a monodisperse suspension in the pendular state
(Koos, 2014):
σy = f (φ)

Fc
,
r2

where σy is the yield stress, f (φ) depends on the particle volume fraction φ but still
needs to be defined, Fc is the capillary force and r is the radius of the particles.
Capillary forces in suspensions can drastically alter the rheological properties of
the system (Karanjkar et al., 2016). Because of the network created by the liquid
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bridges connecting the particles together, the mixture can change from a fluid state
to a strong gel. The yield stress and the viscosity of the mixture increase accordingly,
sometimes up to several orders or magnitude (Zylyftari et al., 2013; Koos, 2014).
This effect can be used to tune material properties or design new types of materials.
Multiphase flow through porous medium is different in nature from suspensions, but
the underlying physics present some similarities. The extension of this work to multibody systems should be a primary focus in the future.
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Part II
Experimental investigation:
the wetting properties of gas
hydrates
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Chapter 6

Measuring the wetting properties of cyclopentane hydrates

6.1

Introduction

Clathrate hydrates have long presented a major concern in the petroleum industry
(Hammerschmidt, 1934; Sloan, 2010). Clathrate hydrates, also called gas hydrates,
are crystalline compounds with a hydrogen-bonded structure that can enclathrate, or
‘cage,’ various organic molecules, such as methane, propane or cyclopentane, or other
small molecules such as hydrogen. Natural gas hydrates form at low temperature
and high pressure and are found to be stable above the ice melting point (Hammerschmidt, 1934). As these conditions are prevalent in subsea pipelines transporting
natural gas or crude oil, it is critical to manage hydrate formation and accumulation
to avoid excessive pressure drop or even blockage in pipelines.
Today the methods used to maintain flowable conditions, i.e. method for flow assurance, apply both thermodynamic and kinetic approaches. However, injecting thermodynamic inhibitors such as methanol or glycol to shift the pressure and temperature conditions for hydrate formation requires large volumes, and thus is limited in
terms of efficiency and economic feasibility (Lee and Englezos, 2005). Recently, new
strategies have emerged that include the use of low dosage hydrate inhibitors such
as anti-agglomerants or kinetic inhibitors. These have been shown to effectively prevent hydrate agglomeration into large aggregated clusters: by affecting the interfacial
properties of the system, these additives facilitate the transportation of hydrates as a
slurry (Lee and Englezos, 2005; Kelland, 2006). Knowledge of the wetting properties
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of hydrates is therefore critical to optimize the use of these methods.
Understanding the rheological properties of hydrate forming emulsions is also directly
relevant to flow assurance, and these properties have been argued to depend on capillary forces. Previous work has shown that hydrate slurries exhibit shear thinning
behavior in general, and that an important parameter affecting the mechanical properties of the slurry is the initial water fraction and its fractional conversion to hydrate
(McCulfor et al., 2011; Zylyftari et al., 2014, 2015; Karanjkar et al., 2016). Zylyftari
et al. (2013) studied the viscosity of a hydrate forming emulsion as a function of the
maximum achievable water to hydrate conversion, at different shear rates and temperatures, with cyclopentane as the hydrate forming compound. This work reported
a peak in viscosity at 61% − 85% conversion of water to hydrate, followed by a significant decrease as the water was fully converted to form a hydrate-in-oil suspension.
It has been proposed that this behavior is related to the influence of forces acting
between the hydrate particles due to capillary bridging between the particles (Aman
et al., 2011; Yang et al., 2004; Karanjkar et al., 2016); in this case, the bridges are
assumed to be formed of water since oil is the continuous phase. As can be seen on
Figure 6.1, the maximum in viscosity is attributable to the unconverted water of the
system keeping the particles agglomerated in a connected network. As the water to
hydrate conversion approaches 100%, there is decreasing influence of these cohesive
forces between the particles arising due to capillarity, and the material reaches a lower
viscosity. The interparticle forces due to capillary bridging strongly depend on the
wetting conditions of the hydrate surface.
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(a) Adapted from Zylyftari et al. (2013)

(b)
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Figure 6.1: Hydrate-forming emulsion (a) viscosity plot (adapted from Zylyftari et al.
(2013)) and (b) postulated conceptual structure of the mixture as a function of theoretical water to hydrate conversion for T < 0◦ C and at a shear rate of γ̇ = 1 s−1 .
At 70% conversion the viscosity reaches a maximum because of capillary bridging
between the newly formed hydrate particles. The cohesive forces due to the network
structure depend on the wetting properties of the hydrate surfaces.

From the foregoing, it is clear that knowledge of the wetting properties of hydrates
is an issue of primary importance in flow assurance. Determining the surface energy
and related properties of hydrates provides critical input to efforts to improve our
understanding of gas hydrate slurry structure and properties, and ultimately to support the goal of rationally designing methods to prevent agglomeration and plugging
in pipelines. The wetting properties of a solid can be studied by measuring the contact angle of a liquid droplet sitting on a smooth and rigid surface (Drummond and
Israelachvili, 2002; Israelachvili, 2011). However, hydrate nucleation and growth are
stochastic in nature and obtaining a smooth and rigid hydrate surface is a challenging
task. As a consequence, direct experimental measurements of the wetting properties
of hydrates surfaces are not prevalent in the literature. Asserson et al. (2009) studied
the wetting properties of freon (tradename by Chemours, CCl3 F [R11]) hydrate and
the effects of various additives on the interfacial energy. These authors developed a
method to create a smooth freon hydrate surface at the oil/water interface and mea170

sured contact angles of various hydrocarbon droplets sitting on this surface when it
was immersed in the aqueous phase. Brown et al. (2018) reported finite contact angles
for water droplets resting on cyclopentane hydrate particles with liquid cyclopentane
as the surrounding phase, and provided estimates of the interparticle cohesion force.
Surprisingly, this work reported a 94◦ contact angle, indicating that the hydrate surface is oil-wet and not water-wet as would be expected from a compound which is
largely water and very similar to ice in structure. This counter-intuitive result, as
well as a general lack of direct contact angle measurements on proper gas hydrate
surfaces, further motivates our study. In this work, we develop a novel and robust
method to create smooth, flat and rigid cyclopentane (CP) hydrate surfaces. We
then report two sets of contact angle measurements: first, water drops immersed in
cyclopentane or various oils on CP hydrate surface, and second, halogenated organics
drops immersed in brine on CP hydrate surface and on ice.

6.2

Materials and methods

Materials For the hydrate-forming experiments, the oil phase was composed of
liquid cyclopentane (98+% pure, Sigma Aldrich). Deionized water obtained from a
Millipore QTM system was used as the aqueous phase. Cyclopentane (CP) is known
to form structure II clathrate hydrates stable at atmospheric pressure with an equilibrium temperature of T = 7.1◦ C (Sloan and Koh, 2007). The stoichiometric ratio
in CP hydrates is 17 molecules of water for one molecule of CP. Various liquids were
used for the contact angle measurements; brine was obtained by dissolving 5% (w/w)
sodium chloride (NaCl, hereafter simply salt) in deionized water. Several oils were
tested against brine or water on the hydrate surfaces, and three chlorinated hydrocarbons were studied: dichoromethane, 1,2-dichloroethane and chloroform. Relevant
physical properties of the materials used in this study are shown in Table 1.
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Material

Chemical formula

DI Water
Brine

H2 O
H2 O+ NaCl

Cyclopentane
C5 H10
Dichloromethane CH2 Cl2
1,2-Dichlorethane C2 H4 Cl2
Chloroform
CHCl3

Density at 20◦ C Freezing point
(g mol−1 )
(◦ C)
1.00
0
1.02
-4.5
0.75
1.30
1.20
1.50

-93.9
-96.7
-97
-63.5

Table 6.1: Material physical properties.

As shown on Figure 6.2, the samples were prepared in a cuvette of inner dimensions
20×20×24 mm (W ×L×H) and placed on a Peltier stage in a temperature controlled
chamber for temperature variations between −30◦ C and 90◦ C. A thermocouple was
introduced in the cuvette during the experiment to monitor the temperature and
insulated windows on each side of the chamber allowed visualization of the hydrate
formation and measurement of the contact angle.

Drop shape analyzer The temperature controlled chamber was mounted on a
drop shape analyzer (KRUSS DSA25); images were captured using a high resolution
camera equipped with a 6.5× manual zoom. The system was illuminated through the
hatches of the chamber using a high power monochromatic light-emitting diode. The
placement of the droplets and the position of the syringes was software-controlled
and the real-time images were displayed and processed at the same time by the
software (KRUSS ADVANCE). Interfacial tension between the droplet phase and the
surrounding phase was measured using the pendant drop method (Stauffer, 1965).
The shape of the drop, which results from the balance between interfacial tension
and gravity, is analyzed by the software and the Young-Laplace equation,


∆P = γ

1
1
+
,
R1 R2
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(6.1)

is applied to compute the value of interfacial tension between the two liquids. Here
∆P is the Laplace pressure and R1 and R2 are the principal radii of curvature.

Figure 6.2: Schematic of the experimental setup

Theory and analysis of the surface properties The wetting properties of a
solid surface can be characterized by measuring the contact angle of a sessile drop
sitting on the surface at thermodynamic equilibrium. In particular, the balance of
forces at the contact line, where the liquid/liquid interface meets the solid, yields
Young’s law (Young, 1805):
γ12 cos θ = γ2S − γ1S ,

(6.2)

where γ12 is the interfacial tension between the two liquids, θ is the equilibrium contact
angle, and γ1S and γ2S are the surface tensions between the solid and each of the
liquids. By measuring θ and γ12 in our experiments, we can compute the difference
γ2S − γ1S and gain information on the surface properties of cyclopentane hydrate.
Note, however, that γi,S cannot be obtained separately. Another useful quantity is
the work of adhesion of the liquid drop to the substrate, W12S , defined as the energy
per unit area needed to separate the droplet phase from the solid phase; this process
removes the droplet/solid interface while creating two new interfaces, one between the
surrounding phase and the droplet, and the other between the surrounding phase and
the solid. The quantity W12S can be calculated from the contact angle and interfacial
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tension values using the Dupré equation (Dupré and Dupré, 1869), which yields the
Young-Dupré equation when combined with equation (6.2):
W12S = γ12 + γ2S − γ1S = γ12 (1 + cos θ) .

(6.3)

It should be noted that equations (6.2) and (6.3) are only valid for an ideal surface. For surfaces that are not perfectly smooth, flat and chemically homogeneous,
the equilibrium contact angle is not unique and depends on whether the liquid is
advancing or receding on the surface (De Gennes, 1985; Israelachvili, 2011). Consequently for those surfaces, the work of adhesion varies locally as the droplet has to
overcome local energy barriers to wet the surface. To account for the contact angle
hysteresis produced by surface roughness and/or chemical heterogeneity in this work,
each experiment was repeated over a large number of droplets deposited at different
locations on the hydrate surface, and for multiple replicates of the same material.
The contact angles were measured over time for chemically stable systems (that is,
no further reaction / hydrate formation expected). The results reported in the next
section are the average values calculated from all the measurements for each system.

6.3
6.3.1

Results and discussion
Experimental procedure: formation of a flat hydrate
surface

Hydrate formation consists of two steps; nucleation and growth. Previous work has
shown that nucleation occurs at the oil-water interface and that for cyclopentane
hydrates, growth will also be limited to that liquid/liquid interface in absence of any
surfactant (Karanjkar et al., 2012; Zylyftari et al., 2013), but this surface is generally
not smooth. This generates the challenge for wetting studies. To enable droplet
deposition and measurement of meaningful contact angles, the hydrate surface needs
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to be as smooth as possible. Developing a robust and reproducible method involves
finding the balance between a systematic nucleation and a controlled and slow growth
of the hydrate layer.

Method development In the exploratory phase, deionized water and cyclopentane were layered in the cuvette in stochiometric proportions, forming an interface
at the center of the cuvette. The sample was left at rest in the chamber overnight at
constant temperature T < Teq . Spontaneous nucleation, however, is very improbable
at low subcooling temperatures (Mullin, 2001; Sloan and Koh, 2007). Classical methods to initiate nucleation such as stirring or hydrate seeding led to a quick growth of
the hydrate layer, but with a resulting structure not suitable for droplet deposition.
Another means of starting the nucleation is to seed the solution with ice; in
particular, it was shown that the water to hydrate conversion rate is qualitatively
controlled by the temperature ramp of the experiment (Zylyftari et al., 2014), i.e.
the ice melting rate. Ice seeding was also observed to be less effective than hydrate
seeding, which in the context of our study is an advantage for a more controlled
growth at the interface. To test this method, the temperature in the chamber was
first lowered to −20◦ C to freeze the water layer, then slowly raised above the melting
point of ice but below the hydrate equilibrium temperature. Several temperature
ramps were tested. The hydrate layer was then left to grow at rest in the chamber.
With this method, similar to the one used by Brown et al. (2018), a uniform coverage
of the interface by hydrate could be observed, with no pores visible at the macroscopic
scale. As seen on Figure 6.3a, the surface obtained with this method was rigid enough
for a droplet to be deposited on the cyclopentane side, but exhibited a somewhat
rough or ‘spiky’ structure. This surface roughness may induce droplet pinning and
make the contact angle measurements inaccurate. Therefore another procedure, also
using seeding by ice, was developed to improve the smoothness of the hydrate surface.
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(a)

(b)

Figure 6.3: Formation of a flat hydrate surface. (a) Preliminary method yields a
uniform but non smooth coverage of the interface by the hydrates. (b) With the
proposed protocol, a smooth and rigid surface is obtained.

Final protocol A thin layer of deionized water (volume about 0.5 mL) was immersed in liquid cyclopentane and submitted to temperature variations around the
freezing point of water, i.e. 0 o C, allowing for successive nucleation events and slow
conversion to hydrate. The procedure to obtain the flat hydrate surface is illustrated
schematically in Figure 6.4 and follows the steps below:
1. Temperature T was lowered to −20◦ C, inducing ice crystallization of the water
layer immersed in cyclopentane.
2. T was slowly raised above ice melting point and held constant at T = 0.5◦ C,
initiating hydrate nucleation at the CP-water interface.
3. Temperature was lowered to T = −3.5◦ C to freeze the underlying water layer
and the solid sample was manually flipped in the liquid CP by sliding a scalpel
against the side wall of the cuvette. The hydrate layer was now lying against
the bottom wall of the cuvette.
4. The temperature was raised once again above the ice melting point to initiate
nucleation at the new CP-water interface. A last temperature cycle around the
melting point promoted conversion of the remaining water into hydrate, and
the sample was left overnight at T = +0.5◦ C.

176

After the overnight rest period, the cyclopentane had evaporated and a solid hydrate
sample was left in the cuvette. It was packed to form a flat rectangular block and
flipped one last time. The side that was lying against the bottom wall before flipping
is a flat, smooth and rigid cyclopentane hydrate surface. The sample obtained with
this method was left in the chamber at T = 2◦ C for several hours to ensure that
there was no residual ice (no melting) and to allow for evaporation of any residual

Temperature [◦ C]

cyclopentane.
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Figure 6.4: Experimental procedure for the formation of a flat hydrate surface. The
sample is submitted to temperature variations around water freezing point and manually flipped between steps to induce hydrate nucleation at the interface and waterto-hydrate conversion on each side. The offset between the temperature set on the
Peltier plate and the actual temperature in the cuvette at the CP/water interface is
due to the temperature gradient in the chamber and was continuously measured with
a thermocouple during the experiment

6.3.2

Wetting properties of cyclopentane hydrates

The hydrate surface is maintained at the bottom of the cuvette using a pin and
immersed in the surrounding phase. A droplet of a denser liquid immiscible with the
surrounding phase is then deposited on the surface. The spreading dynamics of the
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droplet are recorded and the equilibrium contact angle in the case of partial wetting
is measured. All the systems tested in these experiments are summarized in Table
6.2. Each system includes an aqueous phase (pure deionized water or brine) and an
oil- or hydrocarbon-based phase.
System
1
2
3
4
5
6

Surrounding phase
cyclopentane
oils (pump, silicone, olive and canola)
brine
brine
brine
air

Drop phase
DI water
brine
dichloromethane
1,2-dichlorethane
chloroform
all of the above

Table 6.2: Selected liquid-liquid systems for contact angle measurements

Set 1: Water droplet immersed in oil or cyclopentane In systems 1 and 2,
the hydrate surface was immersed in cyclopentane or one of various oils at T = 1.5◦ C.
A droplet of the aqueous phase (deionized water or brine in systems 1 and 2, respectively) was then deposited on the surface. In all of these cases, near total wetting of
the surface by the droplet was observed. Figure 6.5 shows the spreading dynamics
of a 20µL droplet of deionized water in cyclopentane on the hydrate surface. Within
seconds of the deposition, the macroscopic contact angle decreases to less than 10◦ .
Smaller contact angles could not be measured because new hydrates quickly started
to form on the surface of the droplet after the first ten seconds. The experiment was
repeated with multiple droplets and over different hydrate surfaces. Even surfaces
with visible asperities, including surfaces obtained with the preliminary method described in the previous section, did not prevent rapid spreading of the water droplet.
The cyclopentane hydrate is highly water wet, as we would expect from a compound close to ice in structure. Aman et al. (2013) estimated the surface tension of
hydrate/cyclopentane and hydrate/water at 47 ± 5 mN/m and 0.32 ± 0.05 mN/m,
respectively, and a water/cyclopentane interfacial tension of 51 mN/n. Applying
178

Young’s law with these values yields a small equilibrium contact angle for a water
droplet in cyclopentane sitting on the surface, which corroborates the assumption of
a hydrophilic hydrate surface. Our findings do not, however, agree with the results
obtained by Brown et al. (2018), who reported a water-in-cyclopentane contact angle
of 94.2◦ ± 8.5◦ on a CP hydrate particle. A contact angle of the water droplet greater
than 90◦ means that the hydrate surface is hydrophobic, which would be very surprising. Indeed both the cage-like structure of gas hydrate compounds, which is made
of water molecules, and the strong capillary forces involved in particle agglomeration and pipeline plugging, are consistent with water-wet rather than oil-wet surface
properties. It is conjectured that in Brown et al. (2018), hydrate formation from the
water of the spreading droplet occurred at the contact line soon after deposition and
pinned the droplet on the surface, resulting in a misleading and unreliable measurement of the contact angle. Differences in temperature between the liquid phases may
affect the spreading dynamics of the droplet: hydrate would more likely form at the
contact line if the droplet is equilibrated in temperature with the surrounding phase.
For system 1, the droplet was directly deposited on the substrate without being equilibrated beforehand. This might have allowed for a short time without pinning of the
contact line and near full wetting of the surface by the slightly warmer droplet could
be achieved, before new hydrates started to form.
The relevance of total removal of the hydrate-forming cyclopentane was confirmed
by system 2. Total wetting of the hydrate surface by water was obtained for system
2 with any of the oils (pump oil, silicone or vegetable oil) as the surrounding phase.
In this case, no residual cyclopentane was left in the cuvette, and the total spreading
of the droplet could be recorded without any new hydrate nucleating on the surface
as the hydrate former is absent. Within less than two seconds, the hydrate surface
was fully wetted by the water drop, and no finite contact angle could be measured.
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(a) t = 0 s

(b) t = 0.2 s

(c) t = 0.5 s

(d) t = 1 s

(e) t = 4 s

(f) t = 7 s

Figure 6.5: Spreading dynamics of a water droplet on the hydrate surface. The
system is immersed in cyclopentane. The hydrate surface is fully wetted by water.
T = 1.5◦ C

Set 2: Halogenated hydrocarbon droplet immersed in brine In systems 3,
4 and 5, brine (5% w/w) was the surrounding phase and a droplet of chlorinated
hydrocarbon was deposited on the hydrate surface. The temperature in the system
was about 1.5◦ C. Brine was used instead of pure deionized water to avoid freezing
for the experiments with ice as the substrate. For the ice systems, the temperature
in the cuvette was kept constant at −2◦ C.
The average contact angles obtained for each system and the standard deviation
calculated from all the experiments are reported in Table 6.3. Examples images captured and used for contact angle measurements are shown in Figure 6.6. The contact
angles measured are all higher than 90◦ which indicates that in all the systems, the
hydrate surface is water-wet. The chloroform droplet forms the lowest contact angle,
θ = 125◦ ± 1.4◦ , with dichloromethane forming the largest at θ = 149◦ ± 0.7◦ . These
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results are in general agreement with the range of values seen in the measurement of
wetting by the same compounds on freon hydrate surfaces in the work of Asserson
et al. (2009), although in that system, the smallest angle is seen for 1,2-dichloroethane.
In all of these cases, the droplets are observed to rest steadily in contact with the
substrate; no deterioration of the surface or pinning could be observed, and the contact angle measurements were stable over time. In addition to considering long-time
measurement, in each case the average value presented is calculated from approximately 50 measurements, taken over multiple individual droplets, with measurement
on each side of the droplet, and over separately formed hydrate surfaces.
Droplet phase
dichloromethane
1,2-dichlorethane
chloroform

θ at T=1.5◦ C
Hydrate substrate
149◦ ± 0.7◦
140◦ ± 3.4◦
125◦ ± 1.8◦

θ at T=−1◦ C
Ice substrate
180◦ (dewetting)
135◦
180◦ (dewetting)

Asserson et. al. (2009)
Freon hydrate substrate
153◦ ± 2.9
133◦ ± 5.1
151◦ ± 5.7

Table 6.3: Contact angles for the chlorinated hydrocarbons / brine systems

(a) Dichloromethane (b) 1,2-Dichloroethane

(c) Chloroform

Figure 6.6: Contact angles of various chlorinated hydrocarbons droplets sitting on
the hydrate surface immersed in brine (5% (w/w)). T = 1.5◦ C. The lowest contact
angle was obtained with chloroform.

Clathrate hydrates are often described as ice-like compounds because of their
crystalline structure composed of water molecules forming hydrogen-bonded cages.
Intuitively, we thus expect the wetting properties of hydrate and ice to be very similar,
with a high affinity for water. For the three systems, however, the contact angles
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obtained with ice as the substrate differ measurably from those found with the hydrate
substrate. As shown on Figure 6.7, the droplets were not able to form a finite contact
angle on the ice surface over time; dewetting of the droplet could be observed within
the first seconds after deposition (as pictured on Figure 6.7b), and the droplet would
then roll off to the side wall of the cuvette if the ice surface was not sufficiently
horizontal. The implication is that ice has a high affinity for brine in all systems and
the hydrocarbon-substrate surface energy is lower for hydrate than for ice.
(a) Drops of halogenated hydrocarbons on ice vs. hydrate substrate

(b) Dewetting of a drop of dichloromethane on ice within seconds of deposition.

Figure 6.7: The difference in the wetting properties of ice and cyclopentane hydrate
surfaces. The surrounding phase is brine. (a) At equilibrium the hydrocarbon phase
(dichlorethane or chloroform here) does not wet the ice. The last picture (3) shows
for comparison a drop of chloroform sitting on the hydrate surface with 125◦ contact
angle. (b) The drop of dichloromethane instantaneously dewets the ice surface after
deposition. Pictures taken at t = 0, 1 and 3 s, respectively, after droplet deposition.

Interfacial tension between the droplet phase and brine was measured using the
pendant drop method at T = 1.5◦ C. Values are reported in Table 6.4. From equations
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(6.2) and (6.3), the difference between the surface energies γ2S − γ1S and the work
of adhesion W12H were computed. The interfacial tension values are similar for the
three systems, as the chlorinated hydrocarbons have similar affinity for the aqueous
phase. The difference γ2S − γ1S is always negative, indicating that the drop phase
is non-wetting for the hydrate surface, i.e. the hydrate surface is hydrophilic but
not fully wetted by the water phase, unlike the systems 1 and 2 (see Table 2 for the
system descriptions). The work of adhesion is the thermodynamic energy required
to detach the droplets from the surface (W12H > 0). This is found to be largest
for chloroform, for which the work of adhesion on cyclopentane hydrate substrate is
almost three times higher than that of dichloromethane on this surface. The surface
tension γ1S of chloroform against this hydrate is the lowest of all three systems, which
means that the force exerted by the drop along the surface (towards the interior of
the drop) is also the weakest. This agrees with the contact angle values only because
the interfacial tensions γ12 are comparable for the three systems.
Contact angle
θe
Droplet phase
dichloromethane
1,2-dichlorethane
chloroform

149◦ ± 0.7◦
140◦ ± 3.4◦
125◦ ± 1.8◦

Interfacial tension
γ12
(mN/m)
27.9 ± 0.1
26.5 ± 0.2
27.7 ± 0.1

Surface tension
γ2H − γ1H
(mN/m)
−23.9
−20.3
−15.9

Work of adhesion
W12H
(mN/m)
4.0
6.2
11.2

Table 6.4: Wetting properties of cyclopentane hydrates for the chlorinated hydrocarbons / brine systems at T = 1.5◦ C. Subscript 2 represents the surrounding phase
(brine) and subscript 1 is the drop phase (hydrocarbon).

6.4

Conclusions

In this work, we have proposed a robust method to generate smooth, rigid and flat
cyclopentane (CP) hydrate surfaces, with no pore visible at the macroscopic scale.
The hydrate surfaces obtained with this method were used for measuring the contact
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angle of various liquid droplets. The following results were obtained:
• The CP hydrate surface is fully wetted by water for the water-CP system and
for the water-oil (silicone, pumping or vegetable) systems. The result for the
water-CP system agrees with expectations and compares well with the surface
tension values estimated by Aman et al. (2013).
• Finite contact angles, in the range of 125 ≤ θ ≤ 149◦ , were obtained for various
chlorinated hydrocarbons-brine systems on CP hydrate, indicating that the
hydrate surface is hydrophilic, but not fully wetted by water. The values are in
the same range as those obtained by Asserson et al. (2009) for these compounds
on freon hydrates.
• The work of adhesion for each system was determined based on the interfacial
tension and contact angle measurements, and estimated at 4.0, 6.2 and 11.2
mN/m for the dichloromethane, 1,2-dichloroethane and chloroform drops in
brine, respectively. We find that chloroform has the highest affinity for the
hydrate surface.
• The wetting properties of CP hydrates differ from the ones of ice; none of the
tested chlorinated hydrocarbon drops was able to wet the ice substrate immersed
in brine (180◦ contact angle), showing that the hydrocarbon-substrate surface
energy is lower for hydrate than for ice.
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Chapter 7

Additional derivations

7.1

Equilibrium conditions

The equilibrium conditions can be obtained by a classical variational procedure as
detailed in this section. We minimize the free energy under the constraint of mass
conservation,
δ

Z
V

(F (c, ∇c) + λρ0 c) dV = 0,

(7.1)

where λ is a Lagrangian multiplier to be determined. Using the differential of F for
an isothermal system,
∂F
∂c

dF =

!

!

∂F
dc +
d∇c,
∂∇c

Equation (7.1) becomes:
Z "
V

∂F
∂c

!

!

#

∂F
δc +
δ∇c + λρ0 δc dV = 0.
∂∇c

(7.2)

Noticing that
!

!

∂F
δ∇c =
∂∇c

∂F
∇δc
∂∇c
!
!
∂F
∂F
δc,
=∇·
δc − ∇ ·
∂∇c
∂∇c

we rearrange Equation (7.2) as
Z "
V

!

#

"

Z
∂F
∂F
∂F
−∇·
+ λρ0 δc dV −
∇·
δc
∂c
∂∇c
∂∇c
V
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!#

dV = 0.

(7.3)

We apply the divergence theorem on the second term of the above equation:
Z "

∂F
δc
∇·
∂∇c

V

!#

dV =

Z

n·

∂V

∂F
δc dS
∂∇c

where ∂V is the boundary of the domain V and n is the outward normal. In the
∂F
absence of wall, n ·
= 0.
∂∇c
Thus, we have
Z "
V

!

#

∂F
∂F
−∇·
+ λρ0 δc dV = 0.
∂c
∂∇c

(7.4)

For the above equation to be satisfied for any variation of δc, the integrand has to be
zero. we obtain the equilibrium conditions of the system:
∂F
∂F
−∇·
= constant,
∂c
∂∇c

(7.5)

∂F
= µ0 (c) is the chemical potential of the system. If F is of the form given
∂c
by (1.7), Equation (7.5) can be rewritten as:

where

µ0 (c) − κ∇2 c = constant.

(7.6)

The thermodynamic equilibrium is characterized by a uniform generalized chemical potential defined as
µ̃(c, ∇c) = µ0 (c) − κ∇2 c.

7.2

(7.7)

Another form for the momentum equations

We describe below the steps to derive the potential form of the momentum equation:
ρ

dv
= −∇ (P0 + F0 ) + µ̃∇c + ∇ · τv ,
dt

where τv is the viscous stress tensor, µ̃ is the generalized chemical potential, P0 is the
thermodynamic pressure and F0 is the classical part of the free energy of the system.
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We start from the general form of the momentum equation derived in Section 1.2.2:
ρ

dv
= ∇ · T + ∇ · τv ,
dt

(7.8)

with T the capillary stress tensor given by
1
T = −P0 + κ|∇c|2 I − κ ∇c ⊗ ∇c.
2




(7.9)

We write the divergence of T:
∇ · T = −∇P0 + κ ∇c · ∇∇c − κ∇ · (∇c ⊗ .∇c) .

(7.10)

We notice that
∇ · (∇c ⊗ ∇c) = ∇c(∇ · ∇c) + (∇c · ∇)∇c
= ∇c∇2 c + ∇c · ∇∇c.
Inserting this term into Equation (7.10) yields


∇ · T = −∇P0 + κ ∇c · ∇∇c − κ ∇c∇2 c + ∇c · ∇∇c



= −∇P0 − κ∇c∇2 c.
We now rearrange the second term of the right hand side as


−κ∇c∇2 c = ∇c µ0 − κ∇2 c − µ0



= ∇c (µ̃ − µ0 ) ,
where µ̃ = µ0 − κ∇2 c is the generalized chemical potential and µ0 =
Finally, we have
!

dF0
∇ · T = −∇P0 + ∇c µ̃ −
.
dc
We use ∇c

dF0
= ∇F0 and obtain
dc
∇ · T = −∇(P0 + F0 ) + µ̃∇c,

which yields the potential form of the momentum equation:
ρ

dv
= −∇ (P0 + F0 ) + µ̃∇c + ∇ · τv .
dt

This form for the momentum equation agrees with Jamet (2010).
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∂F0
dF0
=
.
∂c
dc

Chapter 8

Summary of the formulations

We summarize the formulations for both the van der Waals model (for gas/liquid
systems) and the Cahn-Hillard model (for binary mixtures), and for the forcing term
used for the implementation with the Lattice Boltzmann (LB) method. The main
difference between the van der Waals (vdW) and the Cahn-Hilliard models is an extra
term in the vdW total pressure, and a potential form for the LB forcing term that
directly depends on the generalized gradient of the chemical potential.
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Table 8.1: Summary of the formulations derived for the use of the diffuse interface
196 and binary mixtures (Cahn-Hilliard).
model for as/liquid systems (van der Waals)
Surface tension is designated by “ST".

Different forms of the
Momentum Equation

T and ST Stress Tensor



#

{z

ST stress tensor

2



}

ρ dv/dt = ∇ · T + ∇ · τv
ρ dv/dt = −∇P0 + ρκ∇∇2 ρ + ∇ · τv
He et al. (1999), Eq.(16)

|



{z

ST stress tensor

}



ρ dv/dt = ∇ · T + ∇ · τv
ρ dv/dt = −∇P0 − κ∇c∇2 c + ∇ · τv
ρ dv/dt = −∇(P0 + F0 ) + µ∇c + ∇ · τv
Jamet (2010), Eq.(68)

Jacqmin (2000), Eq.(2.9)

|



1
T = −P0 I + κ (∇c)2 I − ∇c ⊗ ∇c
h2
i
T = −Pt I + κ (∇c)2 I − ∇c ⊗ ∇c

κ
(∇c)2
2

1
T = −P0 I + κ ρ∇ ρ + (∇ρ)2 I − ∇ρ ⊗ ∇ρ
2
h
i
T = −Pt I + κ (∇ρ)2 I − ∇ρ ⊗ ∇ρ

"

Pt = P0 +

∂F0
− F0 (ρ, c)
∂ρ



−Pt
0
T=
0 −Pt + κ (∇c)2
Extra force in the tangential direction
Surface tension = normal stress difference

#

κ
(∇ρ)2
2

P0 = ρ



−Pt
0
T=
0 −Pt + κ (∇ρ)2
Extra force in the tangential direction
Surface tension = normal stress difference

"

Pt = P0 − κρ∇2 ρ +

Total Pressure

∂F0
− F0 (ρ)
∂ρ

P0 = ρ

T in the (n, t) basis



κ
T = −P0 + (∇c)2 I − κ∇c ⊗ ∇c
2
Anderson et al. (1998), Eq.(19)

2

κ
T = −P0 + κρ∇ ρ + (∇ρ)2 I − κ∇ρ ⊗ ∇ρ
2
Anderson et al. (1998), Eq.(10)


Thermodynamic Pressure

Capillary Stress Tensor

Order parameter
Free Energy

Cahn-Hilliard Model
c
κ
F = F0 (ρ, c) + (∇c)2
2

Van der Waals Model
ρ
κ
F = F0 (ρ) + (∇ρ)2
2

Table 8.2: Summary of the formulations for the forcing term used in a Lattice Boltzmann implementation of the diffuse interface model.
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Stress form of F



2

F =
− Pt ) + κ∇ · [∇ρ) I − ∇ρ ⊗ ∇ρ
Lee and Lin (2005) , Eqn. (9)

∇(ρc2s

F = ∇ρc2s − ρ∇ (µ0 − κ∇2 ρ)
F = ∇ρc2s − ρ∇µ
Lee and Fischer (2006), Eqn. (2.7)

i

Connington et al. (2015a),
 Eq.(7)
i
2
F = ∇(ρcs − Pt ) + κ∇ · [∇c)2 I − ∇c ⊗ ∇c
With Pt the total pressure
(also called modified/hydrodynamic pressure)

F = ∇(ρc2s − P0 − F0 ) + µ∇c
F = ∇ρc2s − ∇Pd + µ∇c
With Pd = P0 + F0 the “dynamic pressure”

F = ∇(ρc2s − P0 ) − κ∇c∇2 c

F = ∇(ρc2s − P0 ) + ρκ∇∇2 ρ
Lee and Fischer (2006), Eqn. (2.3)

Pressure form of F

Potential form of F

From momentum equation:
F = −∇ψ − κ∇c∇2 c
ψ = P0 − ρRT

He et al. (1999)
F = −∇ψ − κ∇c∇2 c
ψ = P0 − ρRT

Cahn-Hilliard Model

Forcing Term

Van der Waals Model

Chapter 9

Script for the interpolation scheme

The objective is to compute the capillary forces on the particle, which requires integrating the force distributions over a curved boundary. We first develop an interpolation scheme to obtain the values of the forces on the actual boundary. The total
force by unit length is given by:
dF = T|s · n dl
, where T|s is the capillary stress tensor at the surface and n is the normal to the
surface pointing outwards. The total pressure force by unit length is written as:
dFP = −Pt |s n dl
. The surface tension force by unit length is obtained by subtracting the pressure
force from the total capillary force:
dF = dFP + dFST =⇒ dFST = (T|s + Pt |s I) · n dl
, where I is the identity tensor. To compute the total force on the particle, we
integrate over the angular coordinate:
F=

Z
φ

T|s (φ) · n(φ) Rp dφ

. We compute the T components and Pt from the concentration field, its first order
partial derivatives, and the dynamic pressure Pd .
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The subroutine used in the Lattice Boltzmann algorithm to compute the surface
tension force on the surface of the particle is given below.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49

SUBROUTINE GetST_Force_Cap (STF , STT)
N_surf=NINT( 2 ∗ Pi ∗R)

! number o f p o i n t s o v e r which t h e s u r f a c e i s d i s c r e t i z e d

! Initialization
STF = 0 . d0 ! t o t a l ST f o r c e
STT = 0 . d0 ! t o t a l ST t o r q u e
xc =0. d0
yc =0. d0
d l =2∗Pi ∗R/ N s u r f

! unit length

DO pNum=1, NumParticles
! L o c a l c o o r d i n a t e s o f t h e c e n t e r o f t h e p a r t i c l e ( not l a b frame )
xc=TransPos (pNum,1)+1
yc=TransPos (pNum,2)+1
! Initialization
a t =0. d0 ; xs =0. d0 ; ys =0. d0
p h i =0. d0 ; nx_i =0. d0 ; ny_i =0. d0
c_i =0. d0 ; pp0_i =0. d0 ; pt_i =0. d0
gradcx_i =0. d0 ; gradcy_i =0. d0
Txx_i=0. d0 ; Txy_i=0. d0 ; Tyy_i=0. d0
TotF_i =0. d0 ; PF_i=0. d0 ; STF_i=0. d0
uu_i =0. d0 ; vv_i =0. d0
DO i =1, N s u r f

! f o r each i n t e r p o l a t e d p o i n t on t h e s u r f a c e

! I n i t i a l i z e surrounding points
x1 =0; x2 =0; y1 =0; y2=0
xx =0; yy=0
A=0. d0
c =0. d0
p=0. d0
uu=0. d0 ; vv =0. d0
gradcx =0. d0 ; gradcy =0. d0
p h i ( i )=2∗ Pi / N s u r f ∗ i −Pi /2
nx_i ( i )= c o s ( p h i ( i ) )
ny_i ( i )= s i n ( p h i ( i ) )
xs ( i )=xc+R∗ c o s ( p h i ( i ) )
ys ( i )=yc+R∗ s i n ( p h i ( i ) )

!
!
!
!

! angular coordinate
normal x d i r e c t i o n
normal y d i r e c t i o n
x−c o o r d o f t h e i n t e r p o l a t e d p o i n t
y−c o o r d o f t h e i n t e r p o l a t e d p o i n t

x1=FLOOR( xs ( i ) )
x2=x1+1
y1=FLOOR( ys ( i ) )
y2=y1+1
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50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103

! i n t e r p o l a t i o n − surrounding points
xx (1)= x1
xx (2)= x2
xx (3)= x2
xx (4)= x1
yy (1)= y2
yy (2)= y2
yy (3)= y1
yy (4)= y1
! Surfaces
IF ( Walls ( xx ( 1 ) , yy (1))==0)
IF ( Walls ( xx ( 3 ) , yy (3))==0)
IF ( Walls ( xx ( 2 ) , yy (2))==0)
IF ( Walls ( xx ( 4 ) , yy (4))==0)

A(1)=ABS( ( ys ( i )−yy ( 3 ) ) ∗ ( xs ( i )−xx ( 3 ) ) )
A(3)=ABS( ( ys ( i )−yy ( 1 ) ) ∗ ( xs ( i )−xx ( 1 ) ) )
A(2)=ABS( ( ys ( i )−yy ( 4 ) ) ∗ ( xs ( i )−xx ( 4 ) ) )
A(4)=ABS( ( ys ( i )−yy ( 2 ) ) ∗ ( xs ( i )−xx ( 2 ) ) )

DO j =1 ,4
! get the co nce ntr ati on values at the surrounding g r i d p oi nt s
c ( j )= r c 0 ( xx ( j ) , yy ( j ) )
! dynamic p r e s s u r e pp0
p ( j )= pp0 ( xx ( j ) , yy ( j ) )
! gradient of c
gradcx ( j )=dox ( xx ( j ) , yy ( j ) )
gradcy ( j )=doy ( xx ( j ) , yy ( j ) )
! velocity
uu ( j )=uu0 ( xx ( j ) , yy ( j ) )
vv ( j )=vv0 ( xx ( j ) , yy ( j ) )
END DO

! end j l o o p o v e r 4 s u r r o u n d i n g p o i n t s

! Compute t h e s u r f a c e s
a1 ( i )=A( 1 )
a2 ( i )=A( 2 )
a3 ( i )=A( 3 )
a4 ( i )=A( 4 )
a t ( i )=sum (A)
IF ( a t ( i )< e p s i l o n ) THEN
! exact point
c_i ( i )= r c 0 ( x1 , y1 )
pp0_i ( i )=pp0 ( x1 , y1 )
gradcx_i ( i )= dox ( x1 , y1 )
gradcy_i ( i )= doy ( x1 , y1 )
uu_i ( i )=uu0 ( x1 , y1 )
vv_i ( i )=vv0 ( x1 , y1 )
ELSE
c_i ( i )=sum ( c ∗A) / a t ( i )
pp0_i ( i )=sum ( p∗A) / a t ( i )
gradcx_i ( i )=sum ( gradcx ∗A) / a t ( i )
gradcy_i ( i )=sum ( gradcy ∗A) / a t ( i )
uu_i ( i )=sum ( uu∗A) / a t ( i )
vv_i ( i )=sum ( vv∗A) / a t ( i )
END IF
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104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134

! compute t o t a l p r e s s u r e and T components o v e r t h e i n t e r p o l a t e d s u r f a c e
p0_i= − b e t a ∗ c_i ( i ) ∗ ∗ 2 ∗ ( c_i ( i ) −1. d0 ) ∗ ∗ 2
! −F_0
pnl_i= +0.5 d0∗ kappa ∗ ( gradcx_i ( i )∗∗2+ gradcy_i ( i ) ∗ ∗ 2 )
! non l i n e a r p r e s s u r e term
pt_i ( i )= pp0_i ( i )+ pnl_i+p0_i
! total pressure
Txx_i ( i )= −pt_i ( i )+kappa ∗ gradcy_i ( i ) ∗ gradcy_i ( i )
Tyy_i ( i )= −pt_i ( i )+kappa ∗ gradcx_i ( i ) ∗ gradcx_i ( i )
Txy_i ( i )= − kappa ∗ gradcx_i ( i ) ∗ gradcy_i ( i )
! f o r c e s d i s t r i b u t i o n along phi d i r e c t i o n
! Total f o r c e d i s t r i b u t i o n
TotF_i ( 1 , i )= Txx_i ( i ) ∗ nx_i ( i ) + Txy_i ( i ) ∗ ny_i ( i )
TotF_i ( 2 , i )= Txy_i ( i ) ∗ nx_i ( i ) + Tyy_i ( i ) ∗ ny_i ( i )
! Pressure force d i s t r i b u t i o n
PF_i ( 1 , i )= −pt_i ( i ) ∗ nx_i ( i )
PF_i ( 2 , i )= −pt_i ( i ) ∗ ny_i ( i )
! Surface tension force distribution
STF_i ( : , i )= TotF_i ( : , i )−PF_i ( : , i )
STT_i ( i ) = STF_i ( 2 , i ) ∗ ( xs ( i )−xc)−STF_i ( 1 , i ) ∗ ( ys ( i )−yc )
END DO ! i l o o p
! Total f o r c e s
STF(pNum,1)= d l ∗SUM( STF_i ( 1 , : ) )
STF(pNum,2)= d l ∗SUM( STF_i ( 2 , : ) )
STT(pNum,3)= d l ∗SUM( STT_i ( : ) )
END DO

! num p a r t i c l e s

END SUBROUTINE GetST_Force_Cap
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Chapter 10

Details of the smoothing method

The smoothing process uses a polynomial weighted least square regression scheme as
first proposed by Cleveland (1979). This technique, also known as variable bandwidth
smoother or loess, is different from the classic polynomial least square regression
which tries to fit all the points of the data set with a single polynomial function.
With loess, each data point is fitted locally and separately with its own polynomial.
To estimate the Yk variable from a point at Xk , the scheme uses local data, i.e. the
information at the points in the vicinity of Xk . The size of the interval on which the
regression is applied is controlled by a parameter α called “span”. The span α is a
number between 0 and 1 that represents the proportion of the total number of points
that will be used for the weighted estimation. Thus, α is strongly correlated to the
degree of smoothing. For instance, setting α = 0 implies that only the data point
being fitted is used for the regression, so there will be no smoothing. On the other
hand, by choosing α = 1 we include all the points of the data set for the regression.
Consequently, the smoothing, although strong, may not be accurate or relevant.
For illustration, consider a data set with 200 points (Xi , Yi ). As illustrated in Figure
10.1, a 10% span (α = 0.1) implies that at each point Xk , 20 points are entering the
smoothing, so the regression is applied on the interval [Xk−10 ; Xk+10 ]. With 1% span
(α = 0.01) only 2 points are entering the smoothing, Xk−1 and Xk+1 .
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X0

Xk−1 Xk Xk+1

X200

X0

Xk−10 Xk Xk+10

X200

1% span, α = 0.01

10% span, α = 0.1

Xk−40

X0

Xk

Xk+40 X200

40% span, α = 0.4
Figure 10.1: Illustration of the role of the span parameter α in the smoothing process
for a data set with 200 elements. Each data point Xk is fitted with a regression
scheme using the neighboring points included in the blue interval [Xk−N ; Xk+N ], with
N determined by the span parameter α. The highest α, the smoothest the curve.

Specifically, at each point Xk being fitted, the regression scheme finds β ∈ Rp+1
to minimize the residuals below:
N
X



Wi (Xk ) Yi −

p
X

2

βj Xij 

(10.1)

j=0

i=1

The span α determines the value of N in the above equation. The weight of each
point Xi ∈ [Xk−N/2 ; Xk+N/2 ] is Wi (Xk ) = (1 − d3 )3 , with d the distance between Xi
and Xk normalized by the maximum distance.

In all our simulations, we try different values for α during post-processing. We determine that in most cases, a 10% span yields reasonable results, smoothing the sharp
peaks but keeping the main features of the underlying data. For a simulation with
200, 000 time steps, this implies that the regression at each point is based on 2, 000
points. Figure 10.2 below shows the smoothing obtained with different span values
for the net force on the particle immersed at a flat liquid / liquid interface with
equilibrium contact angle θ = 45◦ (example studied in Section 4.2). The force data
for this case is very noisy; multiple sharp peaks are observed during particle motion.
With a 0.5% span, the peaks are still visible but we can distinguish a trend with
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a net force slowly oscillating around zero. With a 10% span, these oscillations are
preserved and the peaks are smoothed. The very early dynamics, however, are not
captured. With a 30% span, the fitting is very smooth but clearly inaccurate: the

1.0

variations of the net force first are reverse compared to the two other cases.

0.0
−1.0

−0.5

Fnet, y / γ

0.5

Net force − data
Smoothed, 0.5% span
Smoothed, 10% span
Smoothed, 30% span

0

100

200

300

Time t / tv

Figure 10.2: The effect of the span parameter in the smoothing method on the plot
of the net force on a particle at a flat interface moving towards it equilibrium contact
angle θE = 45◦ . Both the 0.5% and the 10% span keep the main features of the
underlying data while smoothing the sharp peaks.

The optimal span varies depending on the data and the nature of the peaks. For
sharp peaks like in the above example, low values of α should be preferred. Therefore,
even the smoothed plot with 0.5% span is acceptable. For wider peaks, moderate
values of α such as 10% would be better candidates. An example is given in Figure
10.3 for the velocity plot of the same particle at the flat interface. With a 2% span,
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−0.005

Net force − data
Smoothed, 2% span
Smoothed, 10% span
Smoothed, 30% span

−0.015

−0.010

uy ⋅ ρν γ

0.000

0.005

almost no smoothing is visible.

0

100

200

300

Time t / tv

Figure 10.3: The effect of the span parameter in the smoothing method on the plot
of the velocity on a particle at a flat interface moving towards it equilibrium contact
angle θE = 45◦ . The 10% span is the best candidate for the smoothing. The 2% span
smoothed curve is covering the original data (grey plot).

It should be emphasized that the smoothing of the data in this work was applied during the post-processing step of the simulation. Smoothing functions using
this method, usually known as “loess()” or “lowess()”, are among the ready-to-use
smoothers in post-processing environments such as MATLAB or R.
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