Abstract-One of the key benefits of using intrusion-tolerant systems is the possibility of ensuring correct behavior in the presence of attacks and intrusions. These security gains are directly dependent on the components exhibiting failure diversity. To what extent failure diversity is observed in practical deployment depends on how diverse are the components that constitute the system. In this paper we present a study with operating systems (OS) vulnerability data from the NIST National Vulnerability Database. We have analyzed the vulnerabilities of 11 different OSes over a period of roughly 15 years, to check how many of these vulnerabilities occur in more than one OS. We found this number to be low for several combinations of OSes. Hence, our analysis provides a strong indication that building a system with diverse OSes may be a useful technique to improve its intrusion tolerance capabilities.
I. INTRODUCTION
One important application of Byzantine fault-tolerant protocols is to build intrusion-tolerant systems, which are able to keep functioning correctly even if some of their parts are compromised. Such protocols guarantee correct behavior in spite of arbitrary faults provided that a minority (usually less than one third [1] ) of components are faulty (for an overview of the area see [2] ). To respect this condition, system components need to exhibit failure diversity. However, when security is considered, the possibility of simultaneous attacks against several components cannot be dismissed. If multiple components exhibit the same vulnerabilities, they can be compromised by a single attack, which defeats the whole purpose of building an intrusion-tolerant system in the first place. To reduce the probability of common faults, diversity can be employed: each component uses different software to perform the same functions, with the expectation that the differences will reduce the occurrence of common vulnerabilities. This is an orthogonal aspect that affects all works on Byzantine fault-tolerant replication (e.g., [3] - [9] ).
Nearly all software systems built today rely on off-theshelf (OTS) components, such as operating systems and database management systems. This is mostly due to the sheer complexity of such components, coupled with benefits such as the perceived lower costs from their use (some of the components may be open-source and/or freely available), faster deployment and the multitude of available options. Most OTS software, however, have not been designed with security as their top priority, which means that they all have their share of security flaws that can be exploited. At times, supposedly secure systems are compromised not due to vulnerabilities in application software but in a more surreptitious manner, by compromising a critical component in their software infrastructure (e.g., the operating system). On the other hand, given the ready availability of OTS software, leveraging OTS components to implement diversity is less complex and more cost-effective than actually developing variants of software. One of the prime examples is the operating system (OS): realistically, people will resort to an OTS operating system rather than build their own. Given the variety of operating systems available and the critical role played by the OS in any system, diversity at the OS level can be a reasonable way of providing good security against common vulnerabilities at little extra cost.
The focus on common vulnerabilities is an important distinctive of this work. Since intrusion tolerance is usually applied to critical systems, it is safe to assume that maximum care will be exercised in protecting system components, including applying all security patches available. However, even an up-to-date system can be compromised through an undisclosed vulnerability (using a 0-day exploit), since patches usually only appear after a vulnerability has been publicized. If such a vulnerability affects several components, there is a window of opportunity for compromising many or all of them at the same time.
The main question we address in this paper is: What are the gains of applying OS diversity on a replicated intrusiontolerant system? To answer this question, we have collected vulnerability data from the NIST National Vulnerability Database (NVD) [10] reported in the period between 1994 and 2010 for 11 operating systems. We focus our study on operating systems for several reasons: they offer a good opportunity for diversity, many intrusions exploit OS vulnerabilities, and the number of OS-related vulnerability reports in the NVD is sufficiently large to give meaningful results. Each vulnerability report in the NVD database contains (amongst other things) information about which products the vulnerability affects. We collected these data and checked how many vulnerabilities affect more than one operating system. We found this number to be relatively low for most pairs of operating systems. This study was then extended to larger numbers of OSes, with similar conclusions for selected sets. These results suggest that security gains may be achieved if diverse operating systems are employed in replicated systems.
As a cautious note, we do not claim that these results are definite evidence (although they look quite promising). The main problem is that the available reports concern vulnerabilities and not how many intrusions or exploits occurred for each vulnerability; this makes their use in security evaluation more difficult. Complete intrusion and exploit rates would be much more useful as statistical evidence, but they are not widely available. To most practitioners the only direct security evidence available for these products often are the vulnerability reports. It is the lack of detailed intrusion and exploit data and the lack of known approaches that can utilize existing vulnerability reports of OTS components in security evaluation that has motivated the research detailed in this paper. Our contributions can be summarized as:
1) A hand-made classification of the vulnerabilities that affect 11 operating systems in drivers, kernel, system software and applications; 2) A study of how many common vulnerabilities appear for several pairs of operating systems divided in four families (BSD, Solaris, Linux and Windows) that capture different users preferences; 3) An in-depth discussion of the limitations and opportunities provided by the data available on NVD to assess the dependability and security properties of a system.
II. RELATED WORK
Design diversity is a classical mechanism for fault tolerance introduced in the 1970s [11] . N-version programming is a technique for creating diverse software components introduced also in those early years [12] . The main idea behind this mechanism is to use N different implementations of the same component, programmed by N different teams, ideally using distinct languages and methodologies. The objective was to achieve fault tolerance, assuming that designs and implementations developed independently will exhibit failure diversity.
The seminal work on using diversity to improve security is due to Joseph and Avizienis [13] . The paper, however, does not focus so much on diversity but on using diverse components to detect the presence of viruses. Later, Forrest and colleagues applied notions from biologic systems to computer security and argued that diversity is an important natural mechanism to reduce the effects of attacks [14] , [15] . Randomized compilation techniques to automatically create diversity in applications were proposed but not developed. Taxonomies of diversity techniques for improving security have been introduced in [16] , [17] . However, most of these studies lack empirical or statistical evaluation to support their independence claims.
An experimental study of the benefits of adopting diversity of SQL database servers is presented in [18] . The authors analyzed bug reports for four database servers and verified which products were affected by each bug reported (the focus of their study is on overall dependability, not specifically on security). They found a few cases of a single bug affecting more than one server, and that there were no coincident failures in more than two of the servers. Their conclusion is that diversity of off-the-shelf database servers is an effective means of improving system reliability. Some of the limitations of our data set (see Section V) prevent us from making the same type of study with NVD data.
Given the criticality of operating systems, there are many papers that study the distribution of bugs and vulnerabilities in OS code. Miller et al. [19] , [20] analyzed how commands and services in different UNIX variants dealt with random input and found out that between 25 and 50% of them (depending on the study) would crash or hang. Chou et al. [21] used compiler extensions to perform static analysis of the Linux and OpenBSD kernels; their study shows that device drivers exhibit more flaws than the rest of the kernel, and that some types of bugs in the Linux kernel take an average of 1.8 years before being fixed. Ozment and Schechter [22] studied how OpenBSD security evolved over time, using data from OpenBSD security advisories and the project's source code repository to conclude that many vulnerabilities are still found in legacy code, that bugs in security-related code are more likely to be vulnerabilities, and that the rate of vulnerability reports for OpenBSD is decreasing over time. Anbalagan and Vouk [23] analyzed vulnerabilities in Bugzilla and Fedora Linux and found out that 34% of the vulnerabilities are exploited before being disclosed. None of these papers attempted to analyze the occurrence of common vulnerabilities across different OSes.
A comparison of the robustness of 15 different POSIXbased operating systems is presented in [24] . This study was based on fault injection: combinations of valid and invalid parameters were supplied to often-used system calls and C library functions, and the effects of this on reliability (e.g., system crash, process hang/crash, wrong or no error code returned, etc.) were observed. The authors found out some commonalities among the systems studied, especially with respect to the common mode failures of C library functions. However, from the available data it is impossible to conclude whether there were specific bugs that affected more than one system (the paper only shows how many failures were observed for each system call in several degrees of severity). Still, their evidence indicates that, from a reliability standpoint, using different operating systems reduces the number of common failure modes.
Some vulnerability discovery models, which attempt to forecast the amount of vulnerabilities found in software, have been proposed [25] - [27] . Alhazmi and Malayia [28] investigate how well these models fit with vulnerability data from the NVD, and conclude that the vulnerability discovery process follows the same S-shaped curve of "traditional" software reliability growth models [29] , which measure all defects found in a system (not only those that affect security). This conclusion is disputed in [30] , where it is claimed that the number of vulnerabilities disclosed in the NVD grows linearly with time (this contrast might be due to methodological differences). These studies cross-validate our idea of using the NVD as a source of vulnerability data; however, they are more concerned in modeling how many vulnerabilities are found in specific software over its lifetime [28] and if there are significant differences between open-and closed-source software [30] , while our focus is on assessing the degree of independence between different operating systems. Ozment [31] points out some limitations of the NVD database, which we discuss further in Section V.
Littlewood and colleagues [32] survey a number of issues in software diversity modeling, presenting models that have been developed for assessing the reliability of systems that adopt diversity. The models discussed aim to provide a measure of the reliability of a system as a function of the demands presented to the system and how these demands influence the correctness of the behavior of the system; these parameters are, for the most part, expressed as probability distributions. Some of these ideas have later been extended to the security domain as well [33] . They show that, although diversity does not provide complete failure independence (since design faults are correlated to some extent), it is an effective means of increasing overall system reliability. They also discuss a number of caveats regarding software diversity modeling. It would be desirable to use these models in our context, but this is currently unfeasible, since we lack sufficiently detailed data (operational profiles and vulnerability exploitation rates) to apply them.
III. METHODOLOGY
This section presents the methodology adopted in our study, with particular focus on how the data set (i.e., the vulnerabilities) was selected and how this data was processed and analyzed.
Data source: We have analyzed OS vulnerability data from the NVD database [10] . NVD uses the Common Vulnerability Enumeration (CVE) definition of vulnerability [34] , which is presented below.
Definition 1 (CVE Vulnerability) An information security "vulnerability" is a mistake in software that can be directly used by a hacker to gain access to a system or network.
CVE considers a mistake a vulnerability if it allows an attacker to use it to violate a reasonable security policy for that system (this excludes entirely "open" security policies in which all users are trusted, or where there is no consideration of risk to the system).
For CVE, a vulnerability is a state in a computing system (or set of systems) that either:
• allows an attacker to execute commands as another user;
• allows an attacker to access data that is contrary to the specified access restrictions for that data • allows an attacker to pose as another entity • allows an attacker to conduct a denial of service NVD aggregates vulnerability reports from more than 70 security companies, forums, advisory groups and organizations, 1 being thus the most complete vulnerability database on the web. All data is made available as XML files containing the reported vulnerabilities on a given period, called data feeds. We analyze feeds from 2002 to 2010. 2 Each NVD data feed contains a list of reported vulnerabilities sorted by its date of publication on a given period. For each vulnerability, called entry in the NVD parlance, interesting information is provided such as an unique name for the entry, in the format CVE-YEAR-NUMBER; the list of products (with version numbers) affected by the vulnerability; the date of the vulnerability publication; and the security attribute(s) that are affected when the vulnerability is exploited on a system.
We developed a program that collects, parses and inserts the XML data feeds into an SQL database, deployed with a custom schema to do the aggregation of vulnerabilities by affected products and versions.
Data selection: Despite the large amount of information about each vulnerability available in NVD, for the purposes of this study, we are only interested in the name, publication date, summary (description), type of exploit (local or remote) and the list of affected configurations. We have collected vulnerabilities reported for 64 Common Platform Enumerations (CPEs) [35] . Each one of these describes a system, i.e., a stack of software/hardware components in which the vulnerability may be exploited. These CPEs were filtered, resulting in the following information that was stored in our database:
• Part: NVD separates this in Hardware, Operating System and Application. For the purpose of this study we choose only enumerations marked as Operating System; • Product: The product name of the platform;
• Vendor: Name of the supplier or vendor of the product platform.
Those 64 CPEs were, by manual analysis, clustered in 11 OS distributions: OpenBSD, NetBSD, FreeBSD, OpenSolaris, Solaris, Debian, Ubuntu, RedHat The schema of the resulting database is displayed in Figure 1 . The tables with prefix cvss, vulnerability_type and security_protection are employed to optimize the database. The most important tables are:
• The cvss tables refer directly to the CVSS metric of the stored vulnerabilities; • vulnerability: stores some information about a vulnerability (name, publication date, etc.); • vulnerability_type: stores the vulnerability type assigned by us (see Section III-B); • os: stores the operating systems platforms of interest in this study; • os_vuln: stores the relationship between vulnerabilities and operating systems, and their affected versions.
The use of an SQL database brings at least three benefits when compared with analyzing the data directly from the XML feeds. First, it allows us to enrich the data set by hand, for example, by assigning to each vulnerability information regarding its type (see Section III-B), and also by associating release times and family names to each affected OS distribution. Second, it allows us to modify the CVE fields to correct problems. For example, one of the problems with NVD is that the same product is registered with distinct names for different entries. For example, ("debian_linux", "debian") and ("linux", "debian") are two (product,vendor) pairs we have found for the Debian Linux distribution. This same problem was observed previously by other users of NVD data feeds [36] . Finally, an SQL database is much more convenient to work with than parsing the feeds on demand.
A. Filtering the Data
From the more than 44000 vulnerabilities published by NVD at the time of this study, we selected 2120 vulnerabilities. These vulnerabilities are the ones classified as OS-level vulnerabilities ("/o" on its CPE) for the operating systems under consideration.
When manually inspecting the data set, we discovered and removed vulnerabilities that contained tags in their descriptions such as Unknown and Unspecified. These correspond to vulnerabilities for which NVD does not know exactly where they occur or why they exist (however, they are usually included in the NVD database because they were mentioned in some patch released by a vendor). We also found few vulnerabilities flagged as **DISPUTED**, meaning that product vendors disagree with the vulnerability existence. Due to the uncertainty that surrounds these vulnerabilities, we decided to exclude them from the study. Table I shows the distribution of these vulnerabilities on the analyzed OSes, together with the total number of valid vulnerabilities. An important observation about table I is that the columns do not add up to the number of distinct vulnerabilities (last row of the table) because some vulnerabilities are shared among OSes and are counted only once. Notice that about 60% of the removed vulnerabilities affected Solaris and OpenSolaris. Moreover, these two systems are the only ones that have more than 10% of its vulnerabilities removed. We should remark that this manual filtering was necessary to increase the confidence that only valid vulnerabilities were used in the study.
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B. Distribution of Vulnerabilities by OS parts
For NVD, an operating system is not only the kernel, but the complete product that is distributed for installation. Therefore an operating system product is composed by the kernel, several drivers, optional modules, system software and applications. So, besides knowing how many vulnerabilities affect different operating system products, it is also important to understand what part or module of these systems is compromised by the vulnerability. Since NVD does not provide any information other than the vulnerability description, we inspected manually each of the 1887 entries and classified them in one of four categories: Driver, Kernel, System Software and Application. The rationale for this classification is the following:
• Kernel: vulnerabilities that affect the TCP/IP stack and other network protocols whose implementation is OSdependent, file systems, process and task management, core libraries and vulnerabilities derived from processors architectures; • Driver: vulnerabilities that affect drivers for wireless/wired network cards, video/graphic cards, web cams, audio cards, Universal Plug and Play devices, etc; • System Software: vulnerabilities that affect the majority of the software that is necessary to provide common operating system functionalities such as login, shells and basic daemons. We account just for software that comes by default with the distribution (although sometimes it is possible to uninstall these components without affecting the main OS operation); • Application: vulnerabilities in software products that come with the operating system but that are not needed for basic operations, and in some cases require specific installation: database management systems, messenger clients, text editors and processors, web/email/FTP clients and servers, music/video players, programming languages (compilers and virtual machines), antivirus, Kerberos/LDAP software, games, etc. The classification above facilitates the analyses of which parts of the operating systems may suffer most from common vulnerabilities, which would influence the architectural decisions of how one designs a diverse system.
IV. OS DIVERSITY STUDY
This section presents the results of the study. In particular, it presents an overall analysis of the counts of vulnerabilities for each OS component class, and shows how many vulnerabilities affect OS pairs. The section also provides empirical evidence to demonstrate if there are security gains in using diverse OSes when deploying an intrusion-tolerant system.
A. Distribution of OS Vulnerabilities
Vulnerability classification: The descriptions of 1887 vulnerabilities were examined, and then they were assigned to one of the OS component classes presented in the previous section. Table II Table II VULNERABILITIES PER OS COMPONENT CLASS.
contain a larger set of pre-installed applications, when compared to more stripped down products like BSD family OSes. Therefore, there is a tendency to include more applications in platforms based on these OSes, causing more vulnerabilities of this type to appear in the statistics. The last row of the table presents the percentage of each class on the total data set. One can observe that most vulnerabilities occur in the Application and Kernel components, which is then followed by the System Software group of utility programs. It is interesting to notice that Drivers account for a very small percentage of the published OS vulnerabilities. This observation seems to contradict previous studies showing that drivers are the main contributor of crashes [37] , and it is somewhat surprising given that drivers usually account for a large percentage of the OS code [21] . One, however, should keep in mind that crash-inducing bugs do not necessarily translate into vulnerabilities, since they might not be exploitable by an adversary (e.g., because the conditions to activate the fault might be extremely hard to force). On the other hand, large and complex codes are a typical breeding ground for programming flaws, and we may experience a rise in driver vulnerabilities in the future.
Temporal distribution of the vulnerabilities: Figure The graphs lead to some interesting observations. First, it is possible to notice a strong correlation among the peaks and valleys of both the Windows and Linux families, and somewhat to a lesser extent in the BSD family. This could mean that some vulnerabilities might be shared across the family members (see next section for a better discussion). Second, some OS families have less vulnerabilities being reported in the recent past (last 5 years) when compared with the more distant past. This is true both for the BSD and Linux families, which could indicate that the systems are becoming more stable, but also that the employed development process imposes stronger requirements on the quality of the software. Temporal distribution of vulnerability publication data for four operating system families Finally, it is also important to compare the vulnerability dates and the year of the first OS release. NVD classifies vulnerabilities when they are first discovered, and then lists the OSes that might be compromised by their exploitation. Therefore, it was possible to find Windows 2000 in seven entries earlier than 1999, sharing vulnerabilities with Windows NT. This confirms that Windows 2000 was built with some of the code of Windows NT, but apparently it seems that this code was not fixed from all already known vulnerabilities 4 . Table III shows the common vulnerabilities that were found in every combination of OS pair over the period of 1994 to (Sept) 2010. The columns with v(A) and v(B) show the total number of vulnerabilities collected for OS A and B respectively, whereas v(AB) is the count of vulnerabilities that affect both the A and B systems. Three filters were applied to the data set: All corresponds to all vulnerabilities, representing the raw data; No Applications removes from the data set the vulnerabilities classified as Applications (see Section III-B); No Applications and No Local: same as the previous filter but only considers remotely exploitable vulnerabilities (vulnerabilities with "Network" or "Adjacent Network" values in their CVSS_ACCESS_VECTOR field). The aim of the first filter is to characterize a platform with a reasonable number of installed applications (called a Fat Server). The second filter captures only the fundamental OS vulnerabilities, and it basically corresponds to a server platform that, to decrease security risks, is stripped of all applications with the exception of the offered single service (called a Thin Server). The third filter represents a similar configuration, but where the machine is physically protected 4 We found three cases in other OS versions where a vulnerability was reported much earlier than the corresponding release. After examining the NVD entry, we were able to exclude them as errors in the database, and therefore, they are not shown in the graphs. from illegal access and therefore it can only be remotely attacked (called an Isolated Thin Server).
B. Common Vulnerabilities
The number of shared vulnerabilities between two OSes is substantially reduced when compared to the overall set of vulnerabilities. Even considering a Fat Server configuration, it is possible to find out OS pairs that do not have common flaws (e.g., NetBSD-Ubuntu). As expected, OSes from the same family are affected by more common vulnerabilities due to the software components and applications that are reused (e.g., Debian-RedHat or Windows2000-Windows2003). The use of an Isolated Thin Server, when compared with a Fat Server, has a strong impact on the security of the platform because it decreases the number of common vulnerabilities by 56% on average. This means that a significant portion of common vulnerabilities are local (i.e., cannot be exploited remotely) or come from applications that are available on both operating systems. The second family of OS with more common vulnerabilities is BSD, which also re-utilizes several components of the operating system. A somewhat surprising result is the fact that most Linux distributions have much less common vulnerabilities than we anticipated. We inspected manually the vulnerabilities in order to find an explanation, and we discovered that Linux distributions customize both their kernels and system software, and thus the vulnerabilities are less common. Another interesting point about OSes from the Linux family is that they have an almost negligible number of driver vulnerabilities (see Table II ), and none of them appears in more than one OS. We extended the study of common vulnerabilities to higher numbers of OSes, however, due to space limitations we can only present a summary of the results. When we created combinations of three OSes, we found that there are still 285 vulnerabilities that could compromise the systems (in general these three systems are from the same family). This number is reduced to 102 and 9 vulnerabilities, respectively, in groups of four and five OSes. There are only two vulnerabilities shared by six OSes (with identifiers CVE-2008-1447 and CVE-2007-5365), and one vulnerability that appears in nine OSes (with identifier CVE-2008-4609). The first two cases correspond to protocols that are implemented in a similar manner in various systems, namely DNS and DHCP, and the last one to a well-known denial of service problem in the TCP design. Table IV COMMON VULNERABILITIES ON ISOLATED THIN SERVERS.
C. Selecting the OS for the Replicas
Recall that when building an intrusion-tolerant replicated system, one would like to pick a group of OSes for the servers that share a minimum number of vulnerabilities (ideally zero). This selection ensures that the adversary spends more effort and time to break the system, since he or she has to compromise each replica separately. 5 Typical intrusion-tolerant systems require at least 3 f + 1 replicas to tolerate f faults (e.g., [3] , [7] , [9] ), and in some specific services they might only need 2 f + 1 or more replicas (e.g., [4] , [5] ).
The results from the previous section give a strong indication that it should be possible to choose groups of OSes 5 This is valid under the assumption that the cost to compromise each OS is non-negligible and approximately the same. with few common vulnerabilities over long intervals of time. However, we would like to understand if the data from the NVD database is effective at suggesting these groups of OSes. To address this point, we divided the data in two subsets: the history period comprising the data from the interval 1994 to 2005 (2/3 of the valid vulnerabilities), and the observed period for the years between 2006 and 2010 (1/3 of the valid vulnerabilities). The objective is to employ the history period to pick groups of OSes to deploy in an hypothetical intrusion-tolerant system (e.g., BFS [3] or DepSpace [7] ), and then use the data on the observed period to verify if the number of shared vulnerabilities is as small as expected. Table V presents For the base case consider that one wants to tolerate a single intrusion, i.e., f = 1, in a set of four identical (nondiverse) replicas (e.g., because one wants to keep administrative tasks simple). The best strategy for this scenario would be to pick the OS with the least vulnerabilities during the history period. Debian would be the best choice because it only had 16 vulnerabilities that could be remotely exploited either in the drivers, kernel or system programs. Over the observed period, this system would have 9 shared vulnerabilities (i.e., the ones that were reported for Debian between 2006 and 2010) that could compromise the four replicas of the hypothetical system (see Figure 3) .
If one had chosen to employ the "most diverse" operating system group based on what was reported on the history period, then the selected OSes would be Set1 of Figure 3 have a single common vulnerability (between NetBSD and Windows 2003). Therefore, in both configurations of the intrusion-tolerant system, the number of common vulnerabilities would be extremely small, and lower than in the base case.
The results also point out that one can deploy an intrusiontolerant system with few common vulnerabilities, which is based only on Linux distributions and BSD flavors (Set4 in Figure 3 ). Since these four OSes can be managed in a relatively similar way, this type of configuration can be extremely useful for organizations that need to operate with tight budgets -e.g., it would not be necessary to hire personnel that knows how to administer Solaris or Windows machines. Table V shows that it is possible to build a set of six operating systems with few vulnerabilities: two from the BSD family (OpenBSD and NetBSD), one from the Windows family (Windows 2003), the two Linux (Debian and RedHat) and Solaris. By adding one extra operating system, either FreeBSD or OpenSolaris (which only had 6 common vulnerabilities with Solaris in the observed period), we would have seven options available, making it possible to deploy diverse systems with f = 2 and f = 3, for 3 f + 1 and 2 f + 1 replicas, respectively.
D. Exploring Diversity Across OS Releases
The results from the previous section are encouraging if one wants to build systems capable of tolerating a few intrusions, since it is possible to select OSes for the replicas with a small collection of common vulnerabilities. It is hard, however, to support critical services that need to remain correct with higher numbers of compromised replicas or to use some Byzantine fault-tolerant algorithms that trade performance by extra replicas (e.g., [6] , [8] ). The number of available operating systems is limited, and consequently, one rapidly runs out of different OSes (e.g., it is necessary 13 distinct OSes to tolerate f = 4 in a 3 f + 1 system). On the other hand, our experiments are relatively pessimistic in the sense that they are based in long periods of time and no distinctions are made between OS releases. Newer releases of an OS can contain important code changes, and therefore, current vulnerabilities may not appear in previous versions. As a result, if we consider (OS, release) pairs, one may augment the number of different systems that do not share vulnerabilities.
This section presents some preliminary results about exploring diversity across OS releases. We looked for security advisories (or trackers) available in the various OS websites to determine if they correlate the vulnerabilities patched in each release with the information in NVD. This correlation was found in a meaningful way in four of the OSes under study: NetBSD, 6 Debian, 7 Ubuntu, 8 and RedHat. 9 From all combinations of pairs of these OSes in an Isolated Thin Server configuration, the pair with highest number of common vulnerabilities is Debian-RedHat (see Tables III and IV) . Table VI ) . These same kind of benefits were also reported in a previous work related with non-security bugs for database management systems [18] . 
E. Summary of the Results of our Study
The main findings of the study can be summarized as:
1) The number of common vulnerabilities on the studied operating system pairs was reduced by 56% on average if the application and locally-exploitable vulnerabilities are filtered out; 2) More than 50% of the 55 OS pairs studied have at most one non-application, remotely exploitable common vulnerability; 3) The top-3 diverse setups for a four-replica system (tolerating a single failure in typical intrusion-tolerant The numbers we have presented are intriguing and point to a potential for serious security gains from assembling a intrusion-tolerant system using different operating systems. But they are not definitive evidence. Even though the NVD is arguably the most complete and referenced database for security vulnerabilities and it is regularly updated with contributions from several sources, there are several uncertainties that remain about the data, which limit the claims we can make about the benefits of diversity to increase security. Ozment [31] points out some problems with the NVD (chronological inconsistency, inclusion, separation of events and documentation); for our purposes, the first two and the last one are the most relevant. "Chronological inconsistency" means that the NVD data has inherent inaccuracies about the dates when vulnerabilities were discovered and when the vulnerable code was released, which not only complicates reasoning about the lifetime of vulnerabilities but also affects the versions that are vulnerable (for instance, sometimes obsolete versions of a product are vulnerable but are not listed in the NVD as such). "Inclusion" refers to the fact that not all vulnerabilities are included in the NVD, only those with a CVE number; as CVE and NVD have gained traction, this has become less of an issue. Finally, there is little documentation about the NVD, and, in the past, the meaning of some fields has occasionally changed without prior notice, which might make comparisons less meaningful. In what follows, we will discuss some other limitations and the implications that they have on the claims we can make about the benefits of diversity:
1) The NVD does not provide "reproducible scripts" or exploits -probably wisely -which would allow one to check whether the vulnerability can be exploited. From our past experience of working with non-security related bugs [18] , a bug report usually contains a script that reproduces the failure that the reporter has observed. Relying solely on the data available in the NVD, it is not possible to confirm that a reported vulnerability is actually exploitable.
Implication:
The lack of exploitability information makes it harder to adequately assess the risk posed by a vulnerability. Caution forces us to consider that all vulnerabilities are exploitable, and must be remediated in due time, a strategy that has obvious implications both in terms of cost and in terms of complexity of management. 2) When a vulnerability is reported for more than one operating system, it is not clear whether the reporter has checked that it has been confirmed to exist in the OSes, or it is just an indication that the vulnerability may exist in each of the operating systems listed. Implication: The implications of the previous item apply here as well. Additionally, we have the implication that we cannot claim with certainty whether our estimates of the benefits of diversity, given earlier in the paper, are conservative or optimistic. If a vulnerability has been reported for operating systems A and B but in fact only exists in A, then our estimates are conservative. On the other hand, if the vulnerability has been reported for operating systems A and B only, but in fact it exists additionally in operating systems C and D, then our estimates are optimistic. 3) Although more than 70 organizations (including many important OS vendors) use CVE to identify vulnerabilities, it is not clear if all products are equally represented in the NVD. Another related issue is that the vulnerability reporting process is inherently biased, both in timing and in coverage, although not necessarily in an intentional manner. For instance, when a new class of vulnerabilities is discovered or disseminated, there is often a surge of new reports involving this class, as it has happened with format string bugs [38] and integer overflows [39] . Finally, not all targets are given the same attention by vulnerability researchers. Software with smaller user bases tend to attract less scrutiny than popular ones, vulnerabilities with higher impact usually receive more attention, and there is even the case when specific vendors are targeted for some reason, as when Oracle claimed their database was "unbreakable" only to have several vulnerabilities disclosed within 24 hours [40] , and the rise in exploitation of Adobe software in the last 15-20 months [41] . Implication: With any analysis of bug or vulnerability reports from an open database, there is uncertainty about how many of the vulnerabilities are actually reported. This fraction is certainly less than 100%. If all vulnerabilities had the same probability of being reported, the ratio between our predicted vulnerability counts for AB (mAB -those that affect both products A and B) and A or B (mA or mB -those that affect only one of the products) would still be the ratio mAB/mA or mAB/mB respectively. But, in fact, we do not know whether the vulnerabilities of some operating systems are less likely to be reported in NVD than others (or conversely). It is not clear if the vulnerabilities of some operating systems are reported to the vendors only (or some other vulnerability database) and do not appear in NVD. This again has implications about the claims that we can make about the benefits of diversity, as data entries may be missing which overestimate the benefits of diversity for some products.
B. Decisions about deploying diversity
We have underscored that these results are only prima facie evidence for the usefulness of diversity. On average, we would expect our estimates to be conservative as we analyzed aggregated vulnerabilities across releases: common vulnerabilities could be much smaller in a "specific set" of diverse OS releases. But, there are limitations on what can be claimed from the analysis of the NVD data alone without further manual analysis (other than what we have done, e.g., developing/finding and running exploit scripts on every OS for each vulnerability). A better analysis would be obtained if the NVD vulnerability reports were combined with the exploit reports (including exploit counts), and even better if they also had indications about the users' usage profile. However, vendors are often wary of sharing such detailed dependability and security information with their customers. There are partial exploit reports available from other sites (e.g., [36] ), but they are incomplete and a significant amount of manual analysis is required to match the vulnerabilities with exploits for each operating system. Given these limitations, how can individual user organizations decide whether diversity is a suitable option for them, with their specific requirements and usage profiles? The cost is reasonably easy to assess: costs of the software products, the required middleware (if any), added complexity of management, difficulties with client applications that require vendor-specific features, hardware costs, run-time cost of the synchronization and consistency enforcing mechanisms, and possibly more complex recovery after some failures. The gains in improved security (from some tolerance to 0-day vulnerabilities and easier recovery from some exploits, set against possible extra vulnerabilities due to the increased complexity of the system) are difficult to predict except empirically. This uncertainty will be compounded, for many user organizations, by the lack of trustworthy estimates of their baseline security. We note that, for some users, the evidence we have presented would already indicate that diversity to be a reasonable and relatively cheap precautionary choice, even without highly accurate predictions of its effects. These are users who have serious concerns about security (e.g., high costs for interruptions of service or undetected exploits), and applications which can run on multiple operating systems.
VI. CONCLUSIONS
One way to decrease the probability of common vulnerabilities on the replicas of intrusion-tolerant systems is by using diverse OTS software components. In this paper we analyzed the likelihood of common vulnerabilities on an important class of OTS components used in intrusiontolerant systems: operating systems. We analyzed more than 15 years of vulnerability reports from NVD totaling 2120 vulnerabilities of eleven operating system distributions. The results suggests substantial security gains by using diverse operating systems for intrusion tolerance. We also discussed in detail the limits on the claims we can make about the benefits of diversity from NVD data alone, and discussed what additional data, analysis and clarifications may be needed to increase our confidence about the claims on the benefits of diversity. Despite these limitations, we argue that on average our estimates may be seen as conservative as we analyzed aggregated vulnerabilities across releases -hence common vulnerabilities could be smaller in a "specific set" of diverse OS releases.
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