Introduction
Predation is a central organizing process in ecology (Krebs et al. 2001; Schmitz 2008) . Since the inception of the discipline, ecologists have strived to understand the importance of the direct effects of predation-mainly the killing of prey. Further, almost a century ago, Walter B. Cannon, a pioneer in the study of stress, recognized that the risk of predation could induce changes in prey physiology (Canon 1915) and established the "fight or flight" paradigm (Wingfield et al. 1998 ). However, ecologists and resource managers were slow to recognize the importance of these non-consumptive effects as they were believed to be too transitory to affect prey demography. Only recently have we begun to appreciate that predation risk itself can influence prey demography, community structure, and ecosystem processes (Fig. 1) . Predation risk, the non-consumptive effects a predator can have on prey (also called "non-lethal effects," "risk effects," "fear," etc.), can drive changes in prey behavior, morphology, physiology, and can alter developmental pathways, changes which can persist into adulthood (Skelly and Werner 1990; Sheriff et al. 2010; Clinchy et al. 2013) . Further, studies have demonstrated that these non-lethal effects can be as large if not larger than actual lethal, killing of prey (Preisser et al. 2005 ). While we know prey deploy multiple responses to predation risk, the focused on changes in stress hormone levels in response to predation risk (Boonstra 2013 ). Here we build on this understanding and delve into other functional physiological traits that are deployed in the face of predation risk. For example, snowshoe hares are well studied for the impact of predation risk on stress hormone levels (e.g., Boonstra et al. 1998; Sheriff et al. 2011); here, Lavergne et al. (2014) build upon this understanding and show that gene expression involved in metabolic processes, hormone responses, immune function, and blood cell formation also change in response to increased risk. Importantly, whether a prey escapes or otherwise survives attack, the presence of predators can have widespread long-term consequences on prey physiology.
The eight papers in this special feature explore the ecophysiological responses of prey to predation risk from the level of the individual to the ecosystem. The objective of this special feature is to explore the ecophysiological effects of predation risk across the disciplines of ecology, physiology, and neurobiology, and to highlight in a single issue the great diversity of ways that predation risk can alter prey. We hope this issue may act to inspire new questions, integrating across disciplines.
Features of the special issue
1. One of the tenets of ecology is that animals must eat and not be eaten. As such, one of the primary challenges in studying the ecophysiological effects of predation risk is that prey respond to multiple stressors; principal among these are predation and food, but importantly, scared prey also typically eat less. Thus, can we distinguish prey responses to predation risk from those caused by food limitation and can we separate responses caused by predatorinduced reductions in food intake from absolute food shortage (Capellan and Nicieza 2007). These challenges are discussed by Zanette et al. (2014) who explore how physiological measures may be used to unambiguously diagnose predation risk effects. The authors begin by reviewing recent papers investigating physiological effects of risk and present a conceptual framework describing the pathways by which predators and food can affect prey. To construct an effective diagnostic toolkit to distinguish predation risk effects (including reduced food intake) from reductions in absolute food availability it is critical to collect multiple physiological measures.
In addition to distinguishing predation risk effects from other stressors, it is also important to understand the interactions between predation risk and other potentially stressful ecological factors such as disease, conspecifics, and food availability (Clinchy et al. 2004; Monclús et al. 2009; Sheriff et al. 2012; Thaler et al. 2013; Janssens and Stoks 2014) . For most prey, food quality and predation risk vary greatly across a landscape. Prey often face a foraging dilemma of choosing between high-quality food in a risky environment or low-quality food in a safe environment. McArthur et al. (2014) explores how and why the interaction between toxic food and predation risk affects foraging decisions. Central to their argument is that detoxification physiology induced by toxic food and stress physiology induced by exposure to predators are not independent because toxic food may also induce stress physiology via the hypothalamic-pituitary-adrenal axis. Thus, Fig. 1 Via changes in prey physiology, predation risk can scale up to alter population and community dynamics, and ecosystem processes. A The interactive effects of both abiotic and biotic stressors with predation risk will shape the physiological response of prey; B prey physiological responses are mechanistic drivers of behavioral and morphological responses to predation risk, which in turn feedback to alter prey physiology; C these responses directly (solid lines) impact individual prey fitness, which can scale up to alter population and community dynamics. Further, these responses can both directly, via changes in nutrient cycling, and indirectly (dashed lines), via changes in population and community dynamics, alter ecosystem processes prey foraging decisions will integrate both stresses (Kaplan and Thaler 2010) . Further, they predict that the degree of diet specialization (specialist to generalist) and personality (bold to shy) will alter the relative costs of foraging and risk, and that this can scale down to the individual level, thus creating an individualistic landscape of food and fear.
Abiotic stressors can also influence responses to predation risk. For example, physiological processes are generally sensitive to temperature and accordingly, most organisms adjust their growth and behavior in response to shifts in temperature. Culler et al. (2014) explores this idea, investigating the interactive effects of fish predation risk and temperature on damselfly nymphs. Their experiments and models show that predation risk dampens the typical positive effect of temperature on growth rates. Growth rates were low even at high temperatures in the presence of predator cues, likely due to the higher metabolic rate under risk that was only partially compensated for by changes in consumption and assimilation efficiencies. Not only can predators shape prey growth responses to temperature, but predation risk may have complex impacts on behavioral thermoregulation within and across generations. A recent paper by Bestion et al. (2014) shows that gravid female lizards exposed to snake predator cues give birth to offspring that thermoregulate differently, choosing cooler environments and reducing basking behavior. Collectively, these findings have strong implications for our general understanding of how climate warming will impact species interactions.
2. Information quality plays a key role in prey appropriately responding to predators. Information can be collected from a number of sources and from different modalities. Prey organisms rely on visual, chemical, and mechanical cues from predators and, as a general rule from behavioral studies, the stronger and riskier the cue detected, the stronger the resulting antipredator response (Relyea 2003) . In this issue, Hermann and Thaler (2014) show that a terrestrial beetle uses olfactory cues and other information to detect predators and that the olfactory cues differ for male and female predators. Interestingly, beetles find male predators "smellier" than females even though females are more lethal, potentially creating a disjunct between information and actual risk. Differences in prey personality may also affect their ability to assess information and learn. DePasquale et al. (2014) show how an individual's personality can alter their associative learning ability, which could have upstream effects on foraging ability and predator detection, particularly if predators are sit-and-wait hunters and risky areas are associated with habitat cues.
3. Predation risk acts at the level of the individual and the consequences of individual responses can scale up to alter ecosystem processes. Risk effects can begin not only at first encounter, but prenatally through epigenetic programming and maternal stress effects (Weaver et al. 2004; Sheriff and Love 2013) . Thus, predators can cause not only activational responses (those changes which alter behavioral pathways) but also organizational responses (alterations in developmental pathways) in prey; predators can induce phenotypic plasticity among prey. Elucidating the developmental and genetic control of predator-induced phenotypic plasticity is critical to understanding the full impact predators have on prey, particularly because these traits will feedback to direct the entire life history of the prey and their future perception of risk (sensu McArthur et al. 2014) . In this issue, Dennis et al. (2014) uses molecular tools to test alternative mechanisms of developmental control in daphnia. They show how a small network of genes can differentiate phenotypic expression, linking predatorinduced plasticity to juvenile hormone regulation. Lavergne et al. (2014) also found differential gene expression in the hippocampus of wild snowshoe hares exposed to different intensities of risk. Compared to hares that lived during the population peak (relatively safe), hares that lived during the decline (extreme predation risk) showed increased expression of genes involved in metabolic processes and hormonal responses, and decreased expression of genes involved in immune responses and blood cell formation. This is the first study to link changes in neuronal RNA transcript abundance to changes in population demography.
Ecosystem processes can also be altered by predation risk, indirectly via changes in population demography (e.g., Peckarsky et al. 2008) or by directly altering ecosystem processes through consumer-driven nutrient recycling, changing the availability of limiting nutrients at the base of food webs (Schmitz 2003) . A physiological mechanism for the changes in ecosystem processes was first proposed by Hawlena and Schmitz (2010) who showed that predation risk altered metabolism, food selectivity, digestive efficiency and tissue nutrient content of grasshoppers. In this issue, Dalton and Flecker (2014) test the effects of predation risk on the nutrient recycling and nutrient budgets of Trinidadian guppies. They show that although guppies strongly reduce food intake, they increased nitrogen retention efficiency when exposed to predation risk, excreting 39 % less nitrogen than control guppies. Thus, by changing prey excretion rates of a limiting nutrient, predators may reduce the primary productivity and alter ecosystem processes via bottom-up control.
As we explore further we are finding more and more physiological systems play a role in the prey's responses to predators and are important mechanisms of predator-prey interactions. These mechanisms underlie many of the costs, benefits and trade-off decisions prey make in defensive investment and antipredator responses (Relyea and Auld 2004) . Clearly, predators alter prey directly through killing and indirectly through alterations in their physiology. Yet, we are a long way from fully understanding the impact of risk on prey physiology. For example, de Vos et al. (2010) found that aphids exposed to their alarm pheromone up-or down-regulated almost 15 % of the 10,000 genes measured, yet we know little related to the control these genes exert. The field of ecophysiological effects of predation risk is in its infancy and we must move beyond simple stress hormone analysis and delve into other physiological responses and understand their interactive effects to fully appreciate how predation risk shapes system-wide changes in prey.
