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Abstract
This paper presents a neuro-symbolic agent that combines deep reinforcement learn-
ing (DRL) with temporal logic (TL), and achieves systematic out-of-distribution
generalisation in tasks that involve following a formally specified instruction.
Specifically, the agent learns general notions of negation and disjunction, and
successfully applies them to previously unseen objects without further training.
To this end, we also introduce Task Temporal Logic (TTL), a learning-oriented
formal language, whose atoms are designed to help the training of a DRL agent
targeting systematic generalisation. To validate this combination of logic-based
and neural-network techniques, we provide experimental evidence for the kind of
neural-network architecture that most enhances the generalisation performance
of the agent. Our findings suggest that the right architecture can significatively
improve the ability of the agent to generalise in systematic ways, even with abstract
operators, such as negation, which previous research have struggled with.
1 Introduction
Systematic generalisation [1], sometimes also called combinatorial generalisation [2], concerns the
human ability of compositional learning. It refers to the algebraic capacity of understanding and
producing novel utterances by combining already known primitives [3]. For instance, once a person
understands the task "get wood or get iron", the same person will also understand the instruction "get
iron or get wood". This is a desirable feature for a computational model because it suggests that once
the model is able to understand the components of a task, it should be able to satisfy tasks with the
same components in possibly different combinations.
A recurrent point of debate in the machine learning [4] literature is the ability of neural-based agents
to generalise beyond the training environment and seen instructions [5, 6, 7, 2, 8]. The recent
contribution in [9] suggest that systematic generalisation in neural networks is not a binary question,
but an emergent property of agents interacting with a situated environment [10]. However, successful
examples of generalisation have been mainly focused on the execution of simple instructions based
on natural language.
Contribution. The main aim of this work is to solve out-of-sample, compositional instructions
expressed in Temporal Logic (TL). To this end, we first define a new TL language called Task
Temporal Logic (TTL), a learning-oriented formalism that allows for easily extending Markovian
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models to facilitate the training of Deep Reinforcement Learning (DRL) agents targeting systematic
generalisation. Further, we introduce a neuro-symbolic agent capable of fulfilling zero-shot specifica-
tions, i.e., instructions that have never appeared in training, situated in out-of-sample environments
by applying task decomposition from TL and atomic generalisation capabilities from neural-based
agents. Additionally, we provide empirical evidence that suggests neural-network architectures as
a critical feature enabling the emergence of systematic generalisation in a DRL agent. Given the
right architecture, we find that a DRL agent can achieve out-of-sample generalisation after learning
on a small set of training instructions even with negation, an abstract, highly non-compositional
operator [11] which the latest research have not tackled [7, 2, 12] or have struggled with [9] despite
its importance in language processing [13, 14].
Related work. Since the literature on task generalisation is vast, here we focus on the works most
relevant for the present research. Zero-shot generalisation has been approached with Hierarchical
Reinforcement Learning (HRL) and task decomposition of language-like instructions in [15]. Later
work from [16] introduced a Neuro-Symbolic Concept Learner that jointly learns visual concepts,
words, and semantic parsing of sentences from natural supervision. In [12], the authors report strong
generalisation in a 2D world that is intended for language understanding of positive instructions.
Focusing on systematic generalisation, there has been a renewed interest in the recent years [17, 7, 2].
A significant contribution is given by [9], where authors suggest that neural-network-based agents
can learn beyond training instructions, extracting general information about how natural-language
symbols combine and the ways these compositions affect the agent’s behaviour. Our work contrasts
with these previous approaches by leveraging on the strengths of TL on a symbolic module that
facilitates the emergence of systematic generalisation on the given formal language. Particular
attention is here given to the negation operator, which previous research have tackled either in training
sets [18] or in tests sets only after training on a large number of instructions [9].
This contribution is also related to the literature that combines the strengths of TL with Reinforcement
Learning (RL). The use of TL formulas to synthesize reward functions is a promising approach to
train agents capable of satisfying temporally extended goals [19, 20, 21, 22, 23]. Current research on
this line focus on using increasingly expressive formal languages and finite state machines to express
reward functions for RL [21, 24, 22, 25]. In [20] the authors apply such machines as a tool to handle
partially observable domains, which is also one of the themes of this work. A number of studies have
considered as well the combination of RL and TL aiming to generalise beyond the training set. This
includes [26], where authors propose a modular DRL approach to satisfy one-shot TL specifications
in continuous state and action spaces. Another work from [27] also uses the modularity of TL and
automata together with hierarchical RL for skill composition to generalise from trained sub-tasks to
complex specifications. A common feature of these works is that they decompose TL specifications
into sub-tasks and then extend the state of the environment by adding a minimal "overhead". While
efficient, these overheads are typically biased towards the specific sub-task the agent is being trained
with. Our work focus instead on providing overheads that allow the agent’s systematic generalisation
ability to emerge beyond the given sub-task, facilitating the execution of zero-shot sub-tasks and
instructions.
2 Systematic Generalisation with Symbolic Tasks
Real-world instructions are typically compositional and temporally extended. Additionally, real-world
agents usually have partial observability of the environments they act in. Thus, we are interested in
solving zero-shot, non-Markovian specifications in partially observable environments. The section
below introduces the concepts needed to present our approach.
The Model. We start by defining a model to solve our tasks following the fashion that previous works
adopted in fully observable scenarios [28, 29, 24], but applied to partially observable environments.
Definition 1 (PONMRDP). A Partially Observable Non-Markovian Reward Decision Process is
a tupleM = 〈S,A, P, (ϕ, r), Z,O, γ〉 where (i) S is the set of states s, s′, . . .. (ii) A is the set of
actions a, a′, . . .. (iii) P (s′|s, a) : S ×A× S → [0, 1] is the (probabilistic) state transition function.
(iv) r(ϕ) : (S × A)∗ → R is the reward associated to the correspondent to a formally expressed
specification ϕ, which in this work is defined in TL. Note that the reward depends on a history of
states and actions that we will refer to as traces τ . (v) Z is the set of observations z, z′, . . .. (vi)
O(s, a) : S ×A→ Z is the observation function. (vii) γ ∈ [0, 1) is the future reward discount factor.
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At each time step, the learning agent chooses an action a ∈ A triggering a transition on the system
according to the state transition function P . The agent’s goal is to accumulate reward, given r(ϕ) and
the discount factor γ. Since this is a partially observable model, the agent does not have access to the
full states. Instead, it draws individual observations z ∈ Z according to the observation function O.
Reinforcement Learning and Partial Observation. In RL, the learning agent’s goal is to maximize
the expected reward from some state st, where t refers to a given timestep. A partially observable
problem is typically modeled in RL as a Partial Observable Markov Decision Process (POMDP),
which is a tupleM = 〈S,A, P,R,Z,O, γ〉where S,A, P, Z,O and γ are defined as in a PONMRDP,
and the reward function depends only on the last state and action taken: R(s, a) : S ×A→ R. We
define a policy pi : S → A as a map from states to actions. The value of a state s under policy pi is
defined as V pi(s) = E [Rt|st = s], which is the expected return for following pi from s. Similarly,
the action value Qpi(s, a) = E [Rt|st = s, a] is the expected reward for selecting action a in state s,
then following pi. An optimal policy is one that always takes the actions determined by the optimal
value function Q∗(s, a) = maxpi Qpi(s, a). When working in a partial observable environment the
agent does not have access to the real state s but to the observation z. In DRL, where neural networks
are typically used as functions approximator, this is addressed by adding recurrency to the network
[30], which allows the agent to retain information from previous observations [31].
3 Solving specifications in Task Temporal Logic
In order to build our Neuro-Symbolic agent we start by defining a new TL language whose atomic
components are used to train the neural module in the agent. The final goal is to have an agent capable
of solving a class of well-formed specification built from these atoms by using temporal operators.
To this end, we define Task Temporal Logic (TTL), a simple and learning-oriented TL language
interpreted over finite traces, i.e, over finite episodes. The syntax of TTL is defined as follows:
Definition 2 (TTL). Every formula T in Task Temporal Logic is built from atomic tasks α by using
negation ∼ (on atoms only), sequential composition ; and non-deterministic choice ∪:
ϕ ::= α | α ∼ | T ;T | T ∪ T ′
Intuitively, atomic task α are reachability goals in the TL literature, in the sense that the fulfilment
condition associated with α will eventually hold. Formula α ∼ encapsulates negation as defined in
[9]; informally it means that something different from α will eventually hold. Note that the negation
symbol is intentionally positioned after the atomic task. We found that this positioning helps with the
training of the neural module. Formulae T ;T ′ express that task T ′ will follow task T in sequential
order; whereas T ∪ T ′ means that either T or T ′ holds. We can also introduce an abbreviation for the
concurrent (non-sequential) composition: T ∩ T ′ ≡ (T ;T ′) ∪ (T ′;T ).
We say that our language TTL is learning-oriented as its logical operators and their positions in
formulae are so chosen as to help the training process of the learning agent. TTL is meant to be
expressive enough to encapsulate both the tasks described in [32], which is a common benchmark
in the RL-TL literature [23, 21, 19], as well as tasks with negated objects as in [9], i.e., a language
that encapsulates "not wood" as "get something different from wood". TTL is interpreted over finite
episodes, that is, a finite sequence of states and actions in a PONMRDP, referred to as a path λ. The
length of an path is represented as |λ|. We denote time steps, i.e., instants, on the path as λ[j], for
0 ≤ j < |λ|; whereas λ[i, j] is the (sub)path between instants i and j.
In order to define satisfability in TTL we associate with every atomic task α an atomic proposition pα,
which intuitively represents α’s fulfilment condition. Note again that in this context that condition is
a reachability goal, typically expressed in TL by the eventually operator "". Then, a model is a tuple
N = 〈M, L〉, whereM is a PONMRDP, and L : S → 2AP is a labelling of states in S with atomic
propositions in some set AP .
Definition 3 (Satisfaction). Let N be a model and λ a finite path. We define the satisfaction relation
|= for a task T in path λ as follows:
(N , λ) |= α iff for some 0 ≤ j < |λ|, pα ∈ λ[j]
(N , λ) |= α ∼ iff for some 0 ≤ j < |λ|, for some q 6= pα, q ∈ λ[j] and pα /∈ λ[j]
(N , λ) |= T ;T ′ iff for some 0 ≤ j < |λ|, (N , λ[0, j]) |= T and (N , λ[j + 1, |λ]) |= T ′
(N , λ) |= T ∪ T ′ iff (N , λ) |= T or (N , λ) |= T ′
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By Def. 3, an atomic task α corresponds to a formula pα of temporal logic, where pα is the fulfilment
condition associated with task α. The syntax of TTL contains the atomic tasks and operators the
agents will need to learn. To better understand the language we present a toy example.
Example 1. We consider the specification on making shears in [32], but according to the interleaving
interpretation from [24] , which can be expressed in TTL as:
ϕshears , (get_wood ∩ get_iron) ; use_workbench
Intuitively, the formula above means "get wood and iron, in any order, and then use the workbench".
3.1 The Neuro-Symbolic Agent
While the results in [9] suggest that, given the right drivers, neural-based agents can achieve systematic
generalisation, the findings from [2] indicate that this type of agent struggles when tackling longer
specifications than the ones observed in training. Building on this, we introduce a neuro-symbolic
agent, where each module applies its corresponding strengths.
3.1.1 The Symbolic Module
We design an agent capable of solving zero-shot specifications in a PONMRDP. The goal of the
symbolic module (SM) is to decompose the TTL specification into a set of sequential Markovian sub-
tasks for the neural module (NM). Intuitively, the SM transforms the PONMRDP into a progression
of POMDPs to be tackled by the NM, which is a well known procedure in the literature of RL with
TL [21, 20].
Symbolic Module
function EXTRACTOR(ϕ)
Initialize ordered list of sub-tasks K
Retrieve NM’s syntax A
switch (ϕ) do
case ϕ ∈ A then
K.append(T )
case ϕ = T ;T ′ then
K.append(EXTRACTOR(T ))
K.append(EXTRACTOR(T ′))
case ϕ = T ∪ T ′ then
t1 ← EXTRACTOR(T )
t2 ← EXTRACTOR(T ′)
if (t1 ∪ t2) ∈ A then
K.append(t1 ∪ t2)
else
K.append(t1; t2)
return K
function PROGRESSION(K, NM)
Get initial observation z
for all κ ∈ K do
repeat
z′ ← z extended with κ
Get new observation: z ← NM(z′)
pα ← LI(z)
Reward transition: NM← RI(pα)
if κ is ∩ task then
κ← pα′ , where (pα′ 6= pα) ∈ κ
until pα ∈ κ
To this end, the first component of the Symbolic Module is the sub-task extractor. This function
decomposes the TTL instruction ϕ into an ordered list K of sub-tasks κ ∈ A that can be directly
tackled by the NM. We define A as the full syntax the NM is intended to solve. In the context of
this research, that syntax includes positive and negative atomic propositions, i.e., "α" and "α ∼"
respectively, and propositions with atomic positive non-deterministic choices, "α ∪ α′".
The second functionality of the Symbolic Module is called progression. Here, the SM presents the
ordered sub-tasks κ ∈ K to to the NM so that it satisfies them in a sequential or non-deterministic
fashion. First, the SM expands the agent’s observation z with a sub-task to solve. Specifically, the
agent’s observation is a matrix ofN×N positions centered on itself, and such observation is extended
by adding an extra row with the TTL formula; thus, the extended observation has size (N + 1)×N .
Once the NM has interacted with the environment, a new observation is retrieved and the SM makes
use of an internal labelling function LI : Z → 2AP , which maps the agent’s observations into true
evaluations of the atomic propositions in AP . This function is used by the agent to measure the
fulfilment of the current sub-task and progress to the next one. Note that, for this approach to be
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effective, the partial observation should contain enough information to measure the validity of the
propositions, so that both the agent’s internal and the model’s overall labelling functions remain
aligned. From the internal labelling function the SM generates an internal reward function RI that
returns to the NM depending on the action taken in the last observation. We define RI as follows:
RI (z) =
 −0.1 if LI(z) = ∅1 if LI(z) = pα, for α occurring in T−1 otherwise (1)
Intuitively, the proposed reward function gives a small penalisation every time the agent has not
interacted with any object, so that the the NM is encouraged to go after the closest objects that satisfy
the current sub-task. A bigger penalisation is given when the agent interacts with an object that is not
asked by the current sub-task. Finally, a positive reward is granted to the NM when the agent satisfies
the current sub-task. The internal reward function is critical for the NM since, otherwise, the rewards
given by the original PONMRDP are given exclusively with the satisfaction or violation of the whole
formal instruction, leading to a problem of sparse rewards [33].
One significant advantage of our SM is the observation’s extension procedure. Since well-known
neural network architectures allow us to tackle larger input spaces, we propose to extend the agent’s
observation with the full representation of the current sub-task by using a specialised language such
as TTL. This allow us to make use of the generalisation capabilities of neural networks to satisfy a
wider variety of tasks and even zero-shot specifications.
3.1.2 The Neural Module
The neural module consists of a DRL algorithm which, in the context of this work, is based on A2C,
a synchronous version of the advantage actor-critic function introduced in [34]. At each time step,
the DRL algorithm receives an extended observation from the SM with the current TTL sub-task to
solve. The policy network from A2C performs an action that leads to a transition in the environment
and an updated observation. The NM receives then an internal reward from the SM as a result of the
last state and action taken. Given this procedure, it is not difficult to obtain an agent that performs
well on the training set, but in order to achieve systematic generalisation with TTL instructions, we
identify two features that significantly impact on the agent’s performance.
Obs
Subtask
Conv. 9x9, stride 9, 1 filter
FC 128
ReLu
FC 128
ReLu
pi(a)Vt
1-layer CNN
Obs
Subtask
Conv. 9x9, stride 9, 1 filter
FC 128
ReLu
LSTM 128
pi(a)Vt
LSTM
Obs
Subtask
Conv. 8x8, stride 4, 16 filters
ReLu
Conv. 4x4, stride 2, 32 filters
ReLu
FC 128
ReLu
pi(a)Vt
2-layer CNN
Figure 1: The different neural network architectures evaluated for the Neural Model.
Perspective invariance. We take a pseudo-egocentric perspective, where the original observation of
the agent with itself at the center is extended by an additional row with the TTL task. As suggested in
[9], the visual invariance introduced by constraining the agent perspective is a relevant feature for
our agent to succeed. We tried first by providing the full map to the agent as input. However, this
translated into policies that were barely better than a random walker even in the training set. The
critical feature of the pseudo-egocentric perspective is that the agent is always in a fixed location
within the visual input, which reduces the difficulty of perception in this context.
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Table 1: Average reward obtained in a set of 1k maps with positive and negative operators only.
1-layer CNN 1-rand-layer CNN 2-layer CNN Random walker
|X1| Train Test Train Test Train Test
6 8.54±0.1 7.56±0.25 8.72±0.24 6.85±0.47 8.54±0.0 2.09±0.37 3.67±0.29
10 8.85±0.05 8.15±0.25 8.63±0.08 7.27±0.18 8.85±0.0 2.16 ±0.28 3.67±0.29
20 9.06±0.2 8.98±0.08 8.15±0.33 7.53±0.12 7.90±0.22 4.83±0.21 3.67±0.29
Table 2: Average reward obtained in the 500 binary choice maps with reliable instructions.
1-Layer CNN 1-rand-layer CNN 2-Layer CNN Random walker
|X1| Positive Negative Positive Negative Positive Negative
6 8.50±0.25 7.38±0.48 9.78±0.13 7.74±0.41 4.41±0.37 5.35±0.31 4.98±0.23
10 9.19±0.0 8.23±0.17 9.86±0.09 7.66±0.16 4.54±0.23 5.56±0.27 4.98±0.23
20 9.67±0.06 8.46±0.11 9.67±0.18 7.68±0.43 5.09±0.4 6.36±0.3 4.98±0.23
Neural Network architecture. Figure 1 illustrates the different neural architectures tested in this
work. The 2-layer CNN is a well known architecture used in various research with Atari games
[35, 34]. The other two architectures use a singular, small convolutional layer designed exclusively to
work as a light encoder for the inputs in the experiments of Sec. 4. These architectures are designed to
have a convolutional layer that works exclusively to map each object of the environment to a value in
an internal space representation, i.e., a kind of "dictionary" to simpler representations. Thus, during
training, the parameters of the convolutional layer in the 1-layer CNN and LSTM networks remain
always frozen. This prevents the layer from overfitting to the training set. A limitation of using such
a simple encoder is that, before training the agent, we need to select for the learning process the two
objects that represented the limits of the environment’s distribution. Otherwise, the agent may overfit
to a sub-sample of such environment. Intuitively, this means that if the environment is encoded with
a distribution whose values range from 0 to 255, the agent needs to be trained with objects 0 and 255.
Beyond the encoding layer, in Sec 4 we show that, while all of these architectures can easily tackle
any kind of training instructions in TTL, their generalisation performance vary significatively.
4 Experimental Evaluation
Our experimental setting follows the fashion of the Minecraft-like maps in [24, 19], which are also
similar to the 2D maps employed in [9]. Specifically, our setting consists of 5× 5 maps surrounded
by a wall 1-square wide, for a total size of 7 × 7. The agent’s observation extended with the TTL
sub-task has size 6 × 5. In order to speed up the learning process, sub-tasks are specified in the
extended observation with the object itself, e.g., the TTL formula "wood ∼" is represented by the
wood object followed by the negation operator ∼. This save us from grounding words into objects.
Each position has a resolution of 9 × 9 pixels. Thus, the total input to the NM is a matrix of size
54× 45.
The global set of objects is referred to as X , where the total number of objects is |X | = 26. The set is
split into a train set X1 and test set X2, where X = X1 ∪X2 and X1 ∩X2 = ∅. We trained our agents
with different sets X1 ⊂ X that we will refer to as small (|X1| = 6), medium (|X1| = 10), and large
(|X1| = 20) sets. During training, each episode starts with the agent in a random position on the map,
which is populated by a random number of objects (2 to 8) from the given training set. Extended by
the TTL tasks, the number of states ranges between ∼ 4.16e14 and ∼ 1.92e19. Results labelled as
"Train", resp. "Test", refer to those obtained on maps with only train objects, resp. out-of-distribution
objects.
4.1 Systematic Generalisation of Negation from Small Training Sets
Given the importance of negation, our first set of experiments focus exclusively on assessing the
ability of our agent to solve zero-shot negative tasks, i.e., task formulae of type α ∼, in contrast
with positive instructions, in test maps. For this setting, we use two versions of the 1-layer CNN:
the standard approach, whose convolutional layer (CL), before being frozen, has been pre-trained to
6
Table 3: Average reward obtained in the 500 binary choice maps with deceptive instructions.
1-layer CNN 1-rand-layer CNN 2-Layer CNN Random walker
|X1| Positive Negative Positive Negative Positive Negative
6 -10.11±2.87 0.85±1.38 -17.06±1.1 4.97±0.15 4.50±0.29 5.18±0.42 4.98±0.23
10 -9.41±3.08 1.26±0.81 -18.31±1.78 3.29±0.97 4.17±0.41 5.77±0.24 4.98±0.23
20 -9.43±2.37 1.72±0.54 -12.86±6.25 4.27±0.41 4.66±0.60 6.27±0.67 4.98±0.23
distinguish objects by using positive tasks only on the full set X of objects; and the variant 1-rand-
layer CNN, whose CL was randomly initiated and frozen without any pre-training. Table 1 shows
train and test performance (with a +10 offset to improve readability) obtained by the neuro-symbolic
agent for these two networks, as well as for the 2-layer CNN. We observe that both versions of the
1-layer CNN are capable of generalisation on the test set for all sizes of the training set, i.e., they
achieve better performance than a random walker. This is not the case for the 2-layer CNN in the
two smallest training sets. Generally an agent had 100M training steps, except for the 2-layer CNN,
whose training was halted when the performance was on par with the best one obtained by the 1-layer
CNN in the corresponding training set. We do so to prevent the 2-layer CNN from overfitting. One
relevant feature of the 1-layer architectures is the high correlation between the performance of the
agent and how much similar the encoder layer perceives two objects. This is critical in the case of the
1-rand-layer CNN, whose random encoder has not learnt to differentiate objects, leading to a worse
performance. As a result, the 1-rand-layer CNN perceived "too many" objects of the default large
training set as "similar" and it was not able to relate goals with TTL tasks, failing to beat the random
walker. The agent overcame this limitation when we modified the three objects of the large set that
were "perceived" more "similar" by the random CL. All of the results presented with the large set and
the random network correspond to this modified set.
Table 4: Average reward obtained in 2k maps with the
3 logical operators.
1-layer
CNN LSTM
2-layer
CNN
Random
walker
Train 7.42±0.05 7.49±0.18 7.42±0.0 3.98±0.1
Test 6.25±0.49 6.94±0.17 3.84±0.34 3.98±0.1
In order to compare the agent’s ability to
generalise positive and negative sub-tasks,
we generated a set of test maps that we refer
as Binary Choice Maps (BCMs). Each BCM
contains only two test objects. In each map
there is only one valid object that "solves"
the PONMRDP providing a positive reward
independently of the instruction given by the
SM. This is, regardless of the TTL extension
given by the SM to the NM, the optimal
policy is always the same. Table 2 reports the results when the SM provides reliable instructions,
i.e, a TTL formula that points to the valid object, either with a positive or negative formula. 1-layer
networks are able to generalise both positive and negative operators for all the training sets, even when
- as expected - the performance is worse for negated instructions. The 2-layer network may seem to
achieve some degree of generalisation with the large training set, especially on negation. However,
there are sub-optimal policies that, while not exhibiting generalisation, may do better than random
in the test set. Because of this, we include the results in Table 3, obtained by agents working with
instructions pointing to the wrong object. An agent that has some degree of systematic generalisation
and is able to do better than a random walker with reliable instructions, should do worse than random
with deceptive instructions. This is always the case with both 1-layer networks, which confirms that
the pre-training step in the 1-layer CNN helps to improve the agent’s performance, but it is not a
critical feature for the emergence of generalisation. We also conclude that the 2-layer architecture is
not able to achieve any form of systematicity on the given set, which is inferred from contrasting
results in Tables 2 and 3, where we observe that for every setting where the 2-layer CNN does better
than a random walker using reliable instructions, it does better as well with the deceptive ones.
4.2 Systematic Generalisation of TTL Tasks
Once proved the ability of the 1-layer CNN to generalise even with negation, we trained our agent
with the full set of A-type TTL formulae. In the following, we fix the training set X1 for |X1| = 10.
Note that we are training a single actor-critic network to generalise to zero-shot objects and tasks that
are either positive, or have negative or non-deterministic operators.
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Table 4 shows the results on train and test atomic tasks. All networks were trained for 70M training
steps, the lower training time is motivated by the LSTM network, which takes significantly longer
to train than the other two. Once again, the 2-layer network overfitted to the training set. The
LSTM’s better performance than the one of the 1-layer CNN can be explained by the ability of
the first network to retain information from previous observations. It is also important to highlight
that while the number of training parameters of the 1-layer CNN (∼ 21k) is significantly lower
than in the 2-layer CNN (∼ 92k), the number in the LSTM is the highest (∼ 136k). This further
suggests that it is the right architecture, and not the number of training parameters, the critical
feature to achieve systematic generalisation on this setting. Given the architectures that achieve
better results, this suggests that hidden layers with a higher number of connections, e.g., fully
connected or recurrent layers, are better suited to reach systematicity of abstract logical operators.
Table 5: Average reward and number of steps in
a set of 200 maps with 5 complex tasks.
1-layer
CNN LSTM
Random
walker
Reward 15±2.17 17.46±1.15 1.63±0.88
Steps 60±5 58±5 115 ±3
Finally, Table 5 shows the average number of
actions (steps) and reward (with a +30 offset)
obtained by agents with the two best architec-
tures on a set of 5 zero-shot complex instructions.
These agents were trained with the full syntax
A evaluated in this research. We observe that,
since both agents take a similar number of steps
in average, the better performance in the LSTM
agent is mainly motivated because it avoids more
frequently iterations with non-desired objects.
5 Discussion and Conclusions
Our results suggest that specific neural architectures are critical for agents to achieve systematic
generalisation abilities on small training sets. To the best of our knowledge, our work is the first to
provide evidence that a neural-based situated agent is capable of exhibit systematicity with negated
instructions, even when training only on a small (i.e., as little as 6) sample of instructions. In relation
to recent literature about generalisation, our experimental findings contrasts with various contributions
suggesting that neural networks typically struggle to generalise in this kind of settings [7, 2], while we
align with [9], where systematicity is considered an emergent phenomenon. However, our work also
contrasts with one of the main points in [9], where the authors suggest that in the case of hard logical
operators such as negation, a large number (i.e., approx. 100) of training instructions is critical for the
emergence of generalisation. We believe this work is also first introducing TL, a learning-oriented
formalism, in order to achieve systematic generalisation in combination with DRL algorithms.
Previous literature working with RL and TL has already proposed extending observations by en-
hancing the agent’s input with some form of finite state machine generated from TL specifications
[19, 20, 26, 21]. However, these works extend observations with minimal representations, e.g.,
if the machine induced from the current specification has three states, the agent’s observation is
typically extended with values 0, 1 or 2 respectively. While efficient in terms of adding minimal
overheads to the observation, this form of representation lacks any re-usability and requires to retrain
the policy network of the DRL algorithm for every new sub-task. This can be clearly appreciated in
state-of-the-art algorithms merging DRL and TL, such as LPOPL and DQRM [24, 20], which need
to train a policy network for every sub-task even when those sub-tasks are asking for similar kinds of
interactions, e.g., "get_wood" and "get_iron".
Our work still has several limitations. An obvious one is testing if larger training sets would allow
the 2-layer CNN to achieve generalisation. However, we believe this is outside the scope of this
contribution as in [9] the authors already tested a large CNN architecture on using larger samples of
training instructions. As mentioned in Sec. 4, we are also limited by the way whereby objects are
represented in the TTL instructions as well as the size of the experimental set. This is motivated by
hardware and time constrains, since each experiment required a week of training on average. We
believe this does not hinder the significance of our contribution, which focus on the potential that
combining the strengths of TL and DRL can bring to the topic of systematic generalisation even with
hard logical operators and a limited number of instructions.
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To conclude, we presented a neuro-symbolic agent capable of learning to execute zero-shot complex
instructions expressed in Task Temporal Language. This was obtained by leveraging on the best
features of TL and DRL: the ability to generalise and the ability to learn respectively. This "marriage"
of symbolic logic and RL can be fruitful to achieve deeper systematic generalisation. As future
work, we intend to scale this solution to more complex environments. It remains open a wider and
deeper study on how well different neural network architectures can achieve systematic generalisation
from symbolic instructions. Additionally, the implementation of finite state automata such as reward
machines to automatically generate internal reward functions, or more expressive task-oriented TL
languages are also open lines to continue this research.
Broader Impact
As discussed in Sec. 1, systematic generalisation is a key feature for computational models. An
intelligent agent capable of this form of generalisation will be applicable not only in existing areas
where DRL has led to significant progress, such as board games [36], videogames [37] or robotic
systems [38], but also to more safety-critical applications, including autonomous driving [39]. In this
work, we provided empirical evidence that systematic generalisation can emerge in a neuro-symbolic
agent with hard logical operators, even when such agent has only learnt from a small number of
instructions. The symbolic module provides the agent the ability to tackle complex instructions in a
formally defined language. Formal languages are also a beneficial component, in contrast to natural
language instructions, as they may help in the verification process of learning agents [40].
While our results are still limited to small-scale scenarios, further research in this line will definitely
strengthen the proposed solution, possibly leading to applications in real-world problems. Neverthe-
less, we believe that such solution would still adhere to some form of formally-specified instructions,
as it is done in the present research. We uphold that the development of agents capable of systematic
generalisation will have an impact on the deployment of easy-to-verify instructions in safety-critical
applications.
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A Experiment details
Here we provide further details on the experimental setting together with the training procedure.
A.1 Environment
The A2C algorithm [34] used a learning rate of 8e−5, which is the value that gave us best results when
testing with values in the range 1e−5 to 1e−3. The entropy and value loss regularization terms are
1e−2 and 0.5 respectively, as it is done in [34]. The expected-reward discount factor is a fixed value
of 0.99, which is also a typical value for this term. All the architectures used these hyperparameters
for all the experiments in this work.
The action set consists of 4 individual actions: Up,Down,Left,Right, that move the agent one
slot from its current position according to the given direction. If the agent moves against a wall, its
position remains the same for the next transition. Note that moving against walls is discouraged
by the internal reward function that provides a negative reward at each timestep if the agent has
not solved the current sub-task. As explained in the main text, during training maps are randomly
generated with a number of objects that ranges from 2 to 8, there are no restriction on the number
of objects on a training map that can be the same as long as one of the objects solves the current
sub-task.
A.2 Training
The various architectures were trained on computing clusters with GPUs such as Nvidia Tesla K80,
Testla T4 or TITAN Xp. We employed Intel Xeon CPUs and consumed 5 GB of RAM per three
independent runs working in parallel. Each experiment typically takes 1 week to train on this
hardware except for the 2-layer CNN which (because of overfitting) typically requires only 1 day. All
the results present both in the main text and supplemental material are obtained from the mentioned
three independent runs per experiment.
Figure 2 includes the training performance of the three architectures with the full syntax A. We
recall that this syntax includes positive, negative and positive non-deterministic choice sub-tasks.
Lines represent the average reward of the last 20k episodes with a +10 offset in accordance with the
tables of this submission. The shadowed areas are the 25th and 75th percentiles obtained across 3
independent runs. Note that we do an early stop of the training with the 2-layer CNN, which seems
to work the best on the training set, to prevent this network from further overfitting. We recall that
this architecture struggles when working on a test set with zero-shot instructions.
A.3 Complex instructions
Table 6 contains the five complex instructions that we use to test our agent. They include the two
hardest interleaving specifications from [24]. The three additional instructions were defined by aiming
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Figure 2: Average reward obtained in the training set with the full syntax A plus an offset of +10
for combinations of negated tasks and inclusive/exclusive non-deterministic choices with non-atomic
components together with sequential instances. We recall that operator ∩ can be defined in terms of
sequential composition ; and non-deterministic choice ∪.
Table 6: Complex instructions.
TTL Intuitive meaning
((iron;workbench) ∩
wood); toolshed; axe
Get iron and then use workbench, also get wood. Then use the
toolshed. Then use the axe.
(wood ∩ iron);workbench Get wood and iron. Then use the workbench
(grass ∼ ); grass; (workbench ∪
toolshed)
Get an object different from grass. Then get grass. Then use
either the workbench or the toolshed.
((workbench ∼
) ∩ (toolshed ∼ )); toolshed
Use an object different from the workbench and use another
object different from the toolshed. Then use the toolshed
((wood; grass) ∪
(iron; axe));workbench; (toolshed ∼ )
Get either wood and then grass or iron and an axe. Then use the
workbench. Then use something different from the toolshed.
B Control experiments
These additional experiments are meant to further support some claims from the main text. Specifi-
cally, we first provide further results illustrating that the 1-layer CNN and the LSTM architectures
show some degree of systematic generalisation on the test set with all the abstract operators. Secondly,
we provide detailed experiments to show the impact of the "perceived" similarity between objects has
on the agent’s performance.
B.1 Systematic generalisation with the full syntax
Tables 7 and 8 show the results of some control experiments carried out with the agents trained with
the full syntax A and |X1| = 10. These control experiments are done to ensure that the agent is still
generalising with some degree of systematicity when trained with the full syntax.
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Table 7: Average reward obtained in the 500 binary choice maps with real instructions.
TTL instruction
Positive Negative FirstChoice
Second
Choice
1-Layer CNN 8.63±0.29 7.45±0.25 8.45±0.31 8.28±0.40
LSTM 8.77±0.19 6.91±0.47 7.94±0.52 9.81±0.20
Random Walker 4.96±0.22 4.96±0.22 4.96±0.22 4.96±0.22
Positive and negative refer to test experiments with positive and negative test formulas respectively.
First and second choice mean that the TTL formula presents the reliable or deceptive goal as the first
or second element of the non-deterministic choice respectively.
Table 8: Average reward obtained in the 500 binary choice maps with deceptive instructions.
TTL instruction
Positive Negative FirstChoice
Second
Choice
1-Layer CNN -0.99±3.15 4.29±0.33 2.03±1.57 1.88±1.52
LSTM -13.55±0.76 1.87±0.81 -0.48±1.89 0.60±0.32
Random Walker 4.96±0.22 4.96±0.22 4.96±0.22 4.96±0.22
B.2 Similarity impact
In Sec. 4 we stated that, for the architectures using the light encoder of a single small convolutional
layer, the performance of the agent was significantly influenced by how similar the agent perceived
two objects. This is reflected in Table 9, where we normalize the difference between pair of objects
according to the correspondent encoder distribution. That is, if the encoder layer maps objects to
values that range between 0 and 255, then 255 is considered a difference of the 100%. In this example,
we call 255 max_diff . Given these values we normalize the difference between two objects (a, b) as
Diff(a, b) = a−bmax_diff 100%. For each column, values are normalized to the highest value of the given
column to focus exclusively on the variance of the performance with respect the similarity of the two
test objects.
We can appreciate that in all cases the highest performance in the BCMs is obtained with the most
different pair of objects, while the lowest happens with the most similar ones. In some cases it does
not seem to be a direct correlation across the various architectures, as we observe some samples
where more similar objects have better results than other more different pairs. However, given the
general high variance of these results, we believe that a higher number of independent runs (from
networks trained with different random seeds) might show a complete correlation. We notice as well
that the 1-rand-layer CNN seems to be the most robust of the three to similarity variations between
objects. This may be motivated by the fact that the encoder of this network produced a higher number
of "similar" objects from the train set.
Table 9: Performance in the BCMs given the similarity of two objects, |X1| = 10
Positive Negative
Difference 1-layerCNN
1-rand-layer
CNN LSTM
1-layer
CNN
1-rand-layer
CNN LSTM
∼ 35% 1.00 1.00 1.00 1.00 1.00 1.00
∼ 20% 0.73±0.04 0.99±0.02 0.89±0.05 0.37±0.11 0.81±0.01 0.60±0.25
∼ 15% 0.71±0.04 0.95±0.02 0.78±0.06 0.57±0.11 0.79±0.00 0.15±0.32
∼ 9% 0.58±0.05 0.93±0.03 0.86±0.04 0.78±0.17 0.65±0.04 0.43±0.33
< 2% 0.13±0.14 0.23±0.07 0.45±0.05 0.29±0.12 0.10±0.09 0.09±0.28
13
C Requirements for Logical Operators
Below we include a detailed explanations about the requirements to train the neuro-symbolic agent to
generalise the operators for negation and non-deterministic choice.
C.1 Negation
When learning positive and negative instances concurrently, we noticed that the position of the
negation operator impacted on the agent’s behavior in training. Specifically, placing the negation
symbol after the negated object helps the agent to learn both types of instances concurrently, while,
when placed otherwise, the agent focus only on the positive tasks first, which can lead to saddle
points.
We believe that this result is not related to linguistic processing. Note that all of our architectures
process the specification as a whole, as part of the observational input processed by the convolutional
layer. Thus, the order is not important from the point of view of temporal processing. We believe
the difference was caused because affirmative formulas are represented with one symbol, e.g., "get
wood" is represented as "wood"; while negation is represented by two symbols, e.g., "get an object
different from wood" as "wood ∼". By placing the negation operator after the object we force the
neural network to "observe" the first two inputs to differentiate affirmative tasks from negative ones.
An alternative approach that could have a similar effect is adding an explicitly positive operator so
that both negative and positive formulas have the same length.
C.2 Non-deterministic Choice
Training the agent to effectively learn non-deterministic choice ∪ required episodes where only one
of the two disjuncts of the non-deterministic choice was present, as well as some other episodes
with the two objects present simultaneously. Intuitively, if we have the instruction "get axe or get
gold", there should be training episodes where gold is present in the map, but there are no axes, and
similarly, other maps where there are axes, but there is not gold. This prevents the agent from biasing
with the object that appears either in the first or second position of the instruction. Additionally,
the agent should also interact with episodes where both objects are present. Otherwise, the policy
network of the agent will allocate a similarly high probability to go after the two objects, instead of
to the one that is closer or "safer", i.e, far from non-desired objects.
D Translating TTL into LTL
In this section we show that our Task Temporal Logic is a fragment of the more popular Linear-time
Temporal Logic (LTL) [41]. In particular, we provide truth-preserving translations of TTL into LTL.
For reasons of space, we do not give the details on the syntax and semantics of LTL, which are
completely standard, but refer instead to [41, 42].
Definition 4. Translations τ1 and τ2 from Task Temporal Logic to Linear-time Temporal Logic are
defined as follows:
τ1(α) = pα, where pα is the fulfilment condition associate with task α
τ1(¬α) = (
∨
β 6=α pβ ∧ ¬pα)
τ1(T ;T
′) =
{(τ2(T1) ∧ τ1(T2;T ′)) if T = T1;T2
(τ2(T ) ∧ τ1(T ′)) otherwise
τ1(T ∪ T ′) = τ1(T ) ∨ τ1(T ′)
and
τ2(α) = pα
τ2(¬α) = (
∨
β 6=α pβ ∧ ¬pα)
τ2(T ;T
′) =
{
(τ2(T1) ∧ τ1(T2;T ′)) if T = T1;T2
(τ2(T ) ∧ τ1(T ′)) otherwise
τ2(T ∪ T ′) = τ2(T ) ∨ τ2(T ′)
We immediately prove that translations τ1 and τ2 preserve the interpretation of formulas in TTL.
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Proposition 1. Given a model N and path λ, for every formula T in TTL,
(N , λ) |= T iff (N , λ) |= τ1(T )
(N , λ) |= T iff (N , λ) |= τ2(T )
Proof. The proof is by induction on the structure of formula T . The base case follows immediately
by the semantics of TTL and LTL.
As for the induction step, the case of interest is for formulas of type T ;T ′. In particular, (N , λ) |=
T ;T ′ iff for some 0 ≤ j < |λ|, (N , λ[0, j]) |= T and (N , λ[j + 1, |λ]) |= T ′. By induction
hypothesis, this is equivalent to (N , λ[0, j]) |= τ2(T ) and (N , λ[j + 1, |λ]) |= τ1(T ′). Finally, this
is equivalent to (N , λ) |= (τ2(T ) ∧ τ1(T ′)). The case for T = T1;T2 is dealt with similarly.
Finally, the case for T ∪ T ′ follows by induction hypothesis and the distributivity of  over ∨.
As a consequence of Proposition 1, our specification language TTL can be seen as the fragment
of Linear-time Temporal Logic comprising of the formulas τ1(T ) that are the translation of some
formula T in TTL.
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