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We study a recently proposed quantum action depending on temperature. We construct a
renormalisation group equation describing the flow of action parameters with temperature. At zero
temperature the quantum action is obtained analytically and is found free of higher time derivatives.
It makes the quantum action an ideal tool to investigate quantum chaos and quantum instantons.
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1. Introduction.– Renormalisation is a well known con-
cept in QFT as well as in Q.M. [1]. In Ref. [2] we pro-
posed the conjecture that to each classical action S =∫
dtm2 x˙
2−V (x) corresponds a quantum/renormalized ac-
tion S˜ =
∫
dt m˜2 x˙
2−V˜ (x). The quantum action takes into
account quantum effects via renormalized action param-
eters. The physical principle is well known from solid
state physics: A charged particle propagating in a solid
interacts with atoms. This results in an effective mass
and charge, different from that of free propagation. Here
we refer to renormalisation to describe the difference in
propagation between classical and quantum physics. The
definition of the quantum action S˜ is
G(xfi, tfi;xin, tin) = Z˜ exp[
i
h¯
S˜[x˜cl]
∣∣∣xfi,tfi
xin,tin
] , (1)
where G is the transition amplitude, x˜cl is the classical
path, which minimizes the action S˜ and Z˜ is a normali-
sation factor. Eq.(1) is valid with the same S˜ and Z˜ for
all sets of boundary positions xfi, xin for a given time
interval T = tfi− tin. Any dependence on xfi, xin enters
via the trajectory x˜cl. Z˜ and the parameters of S˜ depend
on time T .
It has become very popular to study classical and quan-
tum chaos in billard systems. Milner et al. [3] and Fried-
man et al. [4] studied the motion of ultra-cold atoms in
a billard formed by laser beams. Dembrowski et al. [5]
tested the prediction of a generalized semi-classical trace
formula for billards in the regime between regular and
chaotic motion. The quantum action is a new link be-
tween classical and quantum physics. In Refs. [6,7] the
quantum action has been used to define quantum instan-
tons and quantum chaos, and to present first numerical
results. Here we ask: (A) Can one obtain the quantum
action analytically when the temperature goes to zero or
infinity? (B) Is the quantum action suitable to describe a
double well potential with a bi-stable ground state? (C)
In QFT the renormalisation group equation predicts the
flow of parameters when changing the scale. Can one find
a similar equation for the quantum action when changing
temperature?
2. Analytic quantum action for small and large T.–
In statistical field theory with a single phase transition,
there are two fixed points of the renormalisation group,
namely at zero and infinite temperature. In those lim-
its we find an analytical form for the quantum action.
(i) Limit T → 0. In this limit, according to Dirac, the
transition amplitude is given by the classical action,
G(x, T ;xin, 0)
T→0−→ Z exp[−S[xcl]|x,Txin,0/h¯] . (2)
Consequently, we have the analytical result Z˜ = Z,
S˜ = S. (ii) Limit T → ∞. In this limit the transition
amplitude is determined by the ground state (Feynman-
Kac),
G(xfi, T ;xin, 0)
T→∞−→ 〈xfi|ψgr〉e−EgrT/h¯〈ψgr|xin〉 . (3)
We assume that the quantum potential V˜ (x) is a positive,
parity symmetric function increasing without bounds
when |x| → ∞ (”confining potential”), with a non-
degenerate minimum at x = 0. As shown in Fig.[1], the
trajectory x˜cl starts at xin and arrives at xfi such that
the action S˜ =
∫ T
0 dt m˜x˙
2/2 + V˜ (x) becomes a minimal.
For large T the trajectory stays most of the time close
to the bottom of the potential valley V˜ = v˜0. Energy is
conserved, ǫ = −T˜kin + V˜ = const. In the limit T →∞,
this implies V˜ → v˜0, T˜kin → 0 and ǫ → v˜0 (note that v˜0
is independent of xin, xfi). Then holds
Σ˜ ≡ S˜[x˜cl]|xfi,Txin,0 =
∫ T
0
dt T˜kin + V˜ =
∫ T
0
dt 2T˜kin + ǫ
= v˜0T + m˜
∫ T
0
dt x˙2 = v˜0T + m˜
(∫ T/2
0
+
∫ T
T/2
dt x˙2
)
= v˜0T + m˜
(∫ 0
xin
+
∫ xfi
0
dx x˙
)
∗Corresponding author, Email: hkroger@phy.ulaval.ca
1
= v˜0T +
(∫ 0
xin
+
∫ xfi
0
dx ±
√
2m˜(V˜ (x) − v˜0)
)
. (4)
Energy conservation allows to express x˙ =
±
√
2
m˜(V˜ (x)− v˜0), where the sign depends on initial and
final data. In Fig.[1] we considered the case: xin < 0,
x˙in > 0, xfi > 0, x˙fi > 0. The conjecture says
G = Z˜ exp[−Σ˜/h¯]. Subsuming Z˜/Z˜0 into Σ˜ (where
Z˜0 is a constant of dimension 1/L) this gives
G(xfi, T ;xin, 0) = Z˜0 e
−v˜0T/h¯ ×
e
−
∫
xfi
0
dx
√
2m˜(V˜ (x)−v˜0)/h¯ e
−
∫
0
xin
dx
√
2m˜(V˜ (x)−v˜0)/h¯
. (5)
Comparison of Eqs.(3,5) shows agreement in the form.
The wave function normalisation misses subleading terms
in the 1/T expansion of v˜0 [2], v˜0(T ) ∼T→∞ A+B/T +
C/T 2 + · · ·. Including the term B gives the proper nor-
malisation. Comparing Eqs.(3,5) yields
ψgr(x) =
1
N
e
−
∫
|x|
0
dx′
√
2m˜(V˜ (x′)−v˜0)/h¯, Egr = v˜0, (6)
with N = (Z˜0 exp[−B/h¯])−1/2. From this we compute
h¯2
ψ′′gr(x)
ψgr(x)
= 2m˜(V˜ (x)− v˜0)−
h¯m˜ ddx V˜ (x)√
2m˜(V˜ (x)− v˜0)
sgn(x) . (7)
Comparison with the stationary Schro¨dinger equation
h¯2
ψ′′gr(x)
ψgr(x)
= 2m(V (x)− Egr) , (8)
leads to the transformation law
2m(V (x)− Egr) =
2m˜(V˜ (x)− v˜0)− h¯
2
d
dx2m˜(V˜ (x)− v˜0)√
2m˜(V˜ (x) − v˜0)
sgn(x) . (9)
Example. Consider a particle of mass m moving in
the potential V (x) = v4x
4 − h¯
√
2v4/m|x|. Choosing
m˜ = m, Eq.(9) determines the quantum potential and
Eq.(6) reproduces exactly the ground state wave function
ψgr(x) =
1
N exp[−
√
2mv4|x|3/(3h¯)] and energy Egr = 0.
Another example is the inverse square potential, given
by the potential V (x) = 12mω
2x2 + g/x2, g > 0. It
can be considered as a double well potential with an in-
finitely high wall at the origin. We consider the motion of
the particle only for x > 0. The transition amplitude is
known analytically [9]. The ground state energy is given
by Egr = h¯ω(1 + γ), with γ =
1
2 [1 + 8mg/h¯
2]1/2. Its
wave function is ψgr(x) = N
−1xγ+1/2 exp[−mω2h¯ x2]. We
write the quantum action S˜ =
∫
dt m˜2 x˙
2 + V˜ (x) with
V˜ (x) = µx2 + ν/x2, and choose m˜ = m. The quan-
tum potential has a minimum at xmin = (ν/µ)
1/4 and
v˜min = 2
√
µν.
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Fig.[1]. Trajectory x˜cl at bottom-of-the-valley.
The transformation law with the minimum at xmin
now reads
2m(V (x) − Egr) =
2m˜(V˜ (x) − v˜min)− h¯
2
d
dx2m˜(V˜ (x)− v˜min)√
2m˜(V˜ (x) − v˜min)
sgn(x− xmin) . (10)
This determines µ = 12mω
2, ν = h¯
2
2m [1/2+γ]
2 and repro-
duces the exactly Egr . The wave function derived from
the quantum action is now given by (for x > xmin)
ψgr(x) =
1
N
e
−
∫
x
xmin
dx′
√
2m˜(V˜ (x′)−v˜min)/h¯
, (11)
which reproduces the exact wave function. Moreover, one
finds that Egr = v˜min and the location of the minimum
of the quantum potential coincides exactly with the max-
imum of the wave function. This is an example where the
renormalized action has the same structure as the classi-
cal action, and only a single coefficient (1/x2) has been
tuned.
The previous results can be generalized to 3-D. Con-
sider a rotationally invariant potential V (r) with a
unique minimum at r = 0 and giving an s-wave ground
state, ψgr(x) = Y00(θ, φ)φgr(r). The path x˜cl (bottom-
of-the-valley) minimizes the action. It starts out from
xin goes in radial direction towards the origin, and after
a long time departs from the origin in radial direction to
arrive at xfi. This gives, in analogy to Eq.(4),
S˜[x˜cl]|xfi,Txin,0 = v˜0T +
(∫ rin
0
+
∫ rfi
0
dr
√
2m˜(V˜ (r) − v˜0)
)
. (12)
The ground state properties are given by
φgr(r) =
1
N
e
−
∫
r
0
dr′
√
2m˜(V˜ (r′)−v˜0)/h¯, Egr = v˜0 . (13)
Finally, the transformation law reads
2
2m(V (r) − Egr) = 2m˜(V˜ (r) − v˜0)
− h¯
2
d
dr2m˜(V˜ (r) − v˜0)√
2m˜(V˜ (r) − v˜0)
− 2h¯
r
√
2m˜(V˜ (r) − v˜0) . (14)
Eaxamples. (a) For the harmonic oscillator (mass m and
potential V (r) = 12mω
2r2), choosing m˜ = m, Eq.(14)
determines the quantum potential (coinciding with the
classical one up to an additive constant) and Eq.(13)
yields the exact ground state wave function φgr(r) =
1
N exp[−mωr2/(2h¯)], and energy Egr = 32 h¯ω.
(b) Secondly, consider the system with mass m
and potential V (r) = v˜6r
6 − 5h¯
√
v˜6/(2m)r
2. Again,
Eqs.(14,13) determine the quantum potential and re-
produce the exact ground state wave function φgr(r) =
1
N exp[−
√
2mv˜6r
4/(4h¯)] and energy Egr = 0.
(c) Finally, let us consider the radial motion (sta-
tionary Schro¨dinger equation) in a fixed sector of an-
gular momentum l > 0 in the hydrogen atom. Classi-
cally, this corresponds to S =
∫
dtT + V , T = m2 r˙
2,
Vl(r) =
h¯2l(l+1)
2m /r
2 − e2/r (centrifugal plus Coulomb
term). In the zero temperature limit, the transition am-
plitude is projected onto the states of lowest energy com-
patible with quantum number l. This is the state with
quantum number n = l + 1 (held fixed in the follow-
ing). The radial Schro¨dinger equation gives the energy
En = R/n
2 (R Rydberg constant) and the wave function
Φn,l(r) = 1/Nn,l(r/a0)
l exp[−r/(na0)] (a0 Bohr radius).
For the quantum action we make the ansatz m˜ = m
and V˜ (r) = µ/r2 − ν/r. The quantum potential has a
minimum at rmin = µ/ν, with v˜min = −ν2/(4µ). The
transformation law reads now
2m(V (r) − En) = 2m˜(V˜ (r) − v˜min)
− h¯
2
d
dr2m˜(V˜ (r) − v˜min)√
2m˜(V˜ (r)− v˜min)
sgn(r − rmin)
−2h¯
r
√
2m˜(V˜ (r) − v˜min)sgn(r − rmin) . (15)
From this we determine the coefficients of the quantum
action µ = h¯
2
2m l
2, ν = e2l/(l − 1) and reproduce exactly
the energy En. The quantum action also predicts the
wave function, given by (for r > rmin)
Φgr(r) =
1
N
e
−
∫
r
rmin
dr′
√
2m˜(V˜ (r′)−v˜min)/h¯
, (16)
which coincides with the exact wave function for n = l+1.
Also we find that En coincides with the minimum of the
quantum potential, and the location of this minimum
coincides with the maximum of the radial wave func-
tion. The renormalized action has the same structure
as the classical action, but both the centrifugal and the
Coulomb term get tuned. It is remarkable that the quan-
tum potential has only terms with exactly the same r-
dependence, which is a necessary condition for the exis-
tence of the Runge-Lenz vector and at the quantum level
of the higher O(4) symmetry. In this case the quantum
action at zero temperature is capable of reproducing a
part of the excitation spectrum. Finally, the previous re-
sults valid for l > 0 can be continued to n = 1, l = 0
and reproduce the exact ground state energy and wave
function.
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Fig.[2]. Double-well quantum potential and bi-stable
ground state.
We found at the zero temperature (i) analytic ex-
pressions for the quantum action, ground state wave
function and energy. The transformation law does not
specify both, potential and mass, but only the product
m˜(V˜ − v˜0). The reason is that this product is an in-
variant under the global scale transformation (α > 0)
m˜→ m˜/α, V˜ (x)→ αV˜ (x), T → T/α (similar to a global
gauge transformation in gauge theory). Another invari-
ant is S˜[x˜cl]. Applying the same scale transformation to
m, V (x) and T leaves invariant the Q.M. transition am-
plitude G(y, T ;x, 0) and the wave function of the ground
state and excited states. (ii) While the quantum action is
local, the standard effective action displays non-localities,
as discussed by Gosselin et al. [1]. This shows up in the
kinetic term given by an asymptotic series of increasing
order time derivatives [8].
3. Quantum action for double-well potential.– The
scalar φ4 theory in QFT has a symmetric and a spon-
taneously broken phase, corresponding to a degenerate
vacuum. The QM analogue of this is the symmetric
double-well potential. The QM analogue of the symmet-
ric phase is a ground state wave function with a single
maximum, while the degenerate vacuum has its analogue
in a ground state with two maxima. This distinction vis-
ible in the wave function also shows up in the quantum
action, i.e. in the quantum potential. One can show that
the location of the maxima of the wave function coincide
3
with the minima of the quantum potential. As an exam-
ple, we considered m = 1, V (x) = 12 − 2x2 + 12x4. We
present (Fig.[2]) the ground state computed from the sta-
tionary Schro¨dinger equation and the double-well quan-
tum potential, obtained by fitting the quantum action to
transition amplitudes.
4. Renormalisation group equation for temperature de-
pendence of action parameters.– In QFT the dependence
of action parameters upon variation of a scale parame-
ter (cut-off Λ, lattice spacing as and at) is governed by
a renormalisation group equation (Callan-Symanzik). In
the QM system considered here, we are close to the con-
tinuum limit (∆x/aB = 0.045 and ∆t/aB = 5×10−6, aB
is the groundstate Bohr radius of the system considered
below (Tab.[1])). As scale and temperature dependence
of the action are similar, we apply here the term renor-
malisation group to describe temperature dependence.
We consider the transition amplitude as a function of x
and t, keeping initial data xin, tin fixed. It satisfies the
Schro¨dinger equation and initial condition
− h¯ d
dt
G(x, t;xin, tin) =
[
− h¯
2
2m
d2
dx2
+ V (x)
]
G(x, t;xin, tin)
lim
t→tin
G(x, t;xin, tin) = δ(x− xin) . (17)
In the limit t → tin, the transition amplitude is given
by the classical action, Eq.(2), consistent with the initial
condition, Eq.(17). Going over to inverse temperature β,
the conjecture Gij = Z˜β exp[−Σ˜β,ij] and Eq.(17) imply
− 1
Z˜β
dZ˜β
dβ
+
dΣ˜β
dβ
+
h¯2
2m
[(
dΣ˜β
dx
)2 − d
2Σ˜β
dx2
]− V = 0.
(18)
Σ˜β is given by the quantum action along its classical tra-
jectory from xin, βin = 0 to x, β
Σ˜β = S˜β[x˜cl]|x,βxin,0 =
∫ x,β
xin,0
dβ′
m˜
2h¯2
(
dx˜cl
dβ′
)2 + V˜ (x˜cl)
= Σ˜β [m˜(β), v˜0(β), v˜1(β), . . . , x, β] . (19)
It is convenient to parametrize the potential V˜ (x) in
terms of v˜k|x|k, if V (x) is parity symmetric. In gen-
eral the number of terms is infinite. The weight of higher
terms decreases rapidly (Tab.[1]). Eqs.(19,18) yield the
renormalisation group equation for the action parame-
ters, m˜(β), v˜0(β), v˜1(β), . . . as function of β,
− 1
Z˜β
dZ˜β
dβ
+
∂Σ˜β
∂m˜
∂m˜
∂β
+
∑
k
∂Σ˜β
∂v˜k
∂v˜k
∂β
+
∂Σ˜β
∂β
+
h¯2
2m
[(
dΣ˜β
dx
)2 − d
2Σ˜β
dx2
]− V = 0. (20)
This equation is valid for all x, xin. The parameters
m˜(β), v˜k(β) are independent of x, xin. This constitutes
a system of equations to determine ∂Z˜β/∂β, ∂m˜/∂β and
∂v˜k/∂β. The solution of the differential equations re-
quires initial values. For β = 0, Eq.(2) suggests to choose
as initial values Z˜β(β → 0) ∼ Z(β → 0) (note: singular-
ity at origin), m˜(β = 0) = m, v˜k(β = 0) = vk, k =
0, 1, . . .. Starting from initial values the renormalisation
group equation determines the flow of the renomalized
parameters when β increases.
For the systemm = 1, V (x) = x2+0.01x4, we have car-
ried out a numerical solution of the flow of the quantum
action parameters, by solving a set of differential equa-
tions, Eq.(20), for a common initial point and a number
of end points. We have compared this with a global fit
of the quantum action to QM transition amplitudes (see
Ref. [2]). The comparison is shown in Fig.[3]. One ob-
serves reasonable agreement in the range of β between
0.5 and 4.
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Fig.[3]. Quantum action parameters. Comparison flow
equation vs. fit to transition amplitudes.
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