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INTRODUCTION
The top quark is the heaviest known fundamental particle in nature, as well
as the most recently discovered quark.
Its existence was suggested already in 1977 when its weak isospin partner,
the b-quark, was discovered, and its mass was constrained from electroweak
precision data in the following years. It was finally discovered in 1995 by the
CDF and D0 experiments at the Fermilab Tevatron, a pp¯ collider at a centre-
of-mass energy of
√
s = 1.8 TeV. For 15 years the Tevatron has been the only
place where top quarks were produced and studied directly. Since 2010 the
top quark has been studied by both the ATLAS and CMS experiments at
the Cern Large Hadron Collider (LHC), the world largest particle accelerator,
colliding protons at a centre-of-mass energy of
√
s = 7 TeV (and
√
s = 8 TeV
in 2012).
At hadron colliders the top quark can be produced in pairs (tt¯), via strong
interaction, or singly, via electroweak processes, with the tt¯ production being
dominant. In the Standard Model (SM) theoretical framework, top quarks
are predicted to decay to a W-boson and a b-quark nearly 100% of the times.
Events with a tt¯ pair can then be classified as “single-lepton”, “dilepton”,
III
or “all hadronic”, according to the decay of the two W -bosons: a pair of
quarks or a lepton-neutrino pair. The most precise tt¯ production cross-section
measurements both at the Tevatron and at the LHC colliders are performed
selecting events in the single-lepton channel, combining a high branching
ratio (≈ 30% excluding the events with a τ lepton) with the presence of a
high pT electron or muon allowing to trigger the events and to reduce the
QCD multi-jet background.
The top-antitop production cross-section measurement at the LHC has
been of central importance in the physics program of the two experiments
during the past two years, for several reasons. Given these final states in-
volving high energy jets, electrons, muons and missing transverse energy,
measuring the tt¯ production cross-section is important to test the capability
of the detector in reconstructing such complex signatures, which are also typ-
ical of many new physics processes. For the same reason tt¯ is an important
background in many searches for new physics.
The uncertainties on the theoretical predictions on this measurement are
now less than 10% and are in good agreement with the most recent measure-
ments. In this scenario, considering also the rapidly increasing integrated
luminosity, the focus is starting to switch to the “differential” measurements
of the top properties, such as the cross section as function of the system
kinematic variables. Comparing these kind of experimental measurements
performed in different channels, allows a precision test of the predictions of
perturbative QCD. New physics may also give rise to additional tt¯ produc-
tion mechanisms or modifications of the top quark decay channels that can
be discovered looking at the differential spectra, since the integrated cross
section is already well-measured and compatible with the Standard Model
prediction.
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The analysis presented on this thesis is focused on the relative top-anti
top production cross section 1/σ dσ
dX
1 as a function of the mass, transverse
momentum and rapidity of the system. The topology under study is the
single-lepton channel. The analysis has been performed using a cut-based
approach: events are been selected in order to reduce the background contri-
bution and enhance the signal-over-background ratio. Once the reconstruced
kinematic distribution are extracted, the cross section is calculated in the
full phase space at the parton level via unfolding methods.
Structure of the thesis
This thesis is divided in six chapters:
• in Chapter 1 a discussion on the current knowledge of the Standard
Model and the top quark is presented;
• in Chapter 2 a brief description of the experimental apparatus (the
collider and the detector) is presented;
• in Chapter 3 all the data and Monte Carlo samples used in this analysis
are presented and discussed;
• the reconstructed object (i.e. the “ingredient” used in the analysis) are
described in Chapter 4;
• the way the events are selected, the systematic uncertainties and the
data/MC comparisons (control plots) are shown in Chapter 5;
1The relative, or normalized, differential cross section is affected by lower systematic
errors, since many sources of uncertainty do not modify the shape of the reconstructed
distributions, but only their normalization.
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• the actual measurement, and the final results, are then presented in
Chapter 6.
Finally, in the conclusions, the summary of the analysis, as well as the
open issues and plans for the future, are presented.
In appendix to this thesis, the data/MC comparisons using the Alpgen
generators (Appendix A), the datails on the break-down of the uncertain-
ties (Appendix B) and a brief description of the measurement performed
using the “two-tags selection (i.e. requiring at least two jets tagged as b-jets,
Appendix C) are presented.
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CHAPTER 1
THE TOP QUARK
1.1 The Standard Model of Particle Physics
The interactions of the known fundamental spin-1/2 fermion constituents of
matter, through the exchange of spin-1 gauge bosons, is successfully described
by the Standard Model of elementary particle physics (SM). The fermions
and gauge bosons included in the framework of the SM are listed in Fig. 1.1.
Both quarks and leptons occur in pairs, differing by one unit of electric
charge e = 1.60 × 10−19C, and are replicated in three generations with a
strong hierarchy in mass. The top quark mass, for example, is measured to
be five orders of magnitude larger than the mass of the electron. The origin
of this flavor symmetry breaking and the consequent mass hierarchy are still
not understood but can be accommodated in the SM, as shown in Sect. 1.1.1.
The SM is a particular quantum field theory, based on a set of fields cor-
responding to the known fermions and on the gauge symmetries SU(3)c ⊗
SU(2)L⊗U(1)Y . It includes both the strong interaction and the electroweak
1
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Figure 1.1 – The known fundamental fermions and gauge bosons and their
properties: mass, charge and spin.
interaction theories. The gravitational force, on the contrary, cannot be in-
cluded in the current formulation of this framework. In any case its strength
is negligible compared to that of the other interactions at the typical energy
scales of the particle physics experiments, since quantum gravity effects arise
at Planck scale (ΛPlanck ≈ 1019 GeV).
The theory of the strong interactions, coupling three different “color”
charges carried by the quarks and the eight mass-less gauge bosons (glu-
ons), is called Quantum Chromodynamics (QCD), and is based on the gauge
group SU(3)C [1, 2]. This is an exact symmetry, and the gluons carry both
a color and an anti-color charge. At increasingly short distances (or large
relative momenta), the interaction becomes weaker and weaker (asymptotic
freedom), making possible a perturbative treatment.
Via the strong interaction, quarks can form bound color-singlet states
called hadrons, consisting of either a quark and an anti-quark (mesons) or
three quarks (baryons). The fact that only color-neutral states and no free
quarks are observed in nature is referred to as the “confinement” of quarks
in hadrons. This has the important experimental consequence that quarks
2
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produced in high energy particles interactions manifest themselves as colli-
mated showers of hadrons called “jets”. The energy and direction of a jet
are correlated to the energy and direction of its parent quark. The process
by which the quark evolves into a jet can be divided in two phases: the
parton shower (the analogue to the QED bremsstrahlung radiation), which
can be perturbatively calculated, and the fragmentation process, which is a
non-perturbative process modeled using Monte Carlo (MC) techniques.
Due to its large mass, the top quark decays faster than the typical hadroniza-
tion time of the QCD (Γt  ΛQCD ), being the only quark that does not form
bound states. Its decay offers the unique possibility to study the properties of
an essentially bare quark. Top quark pair production, furthermore, is one of
the dominant backgrounds in many BSM theories that include gravity (such
as the SuGra extensions of the Supersymmetry models). A detailed study
of the top production properties is therefore mandatory when performing
studies on these models.
The theory of electroweak interactions was developed by Glashow, Wein-
berg and Salam [3, 4, 5] and is based on the SU(2)L⊗U(1)Y gauge group of
the weak left handed isospin T and hypercharge Y . Since the weak (V −A)
interaction only couples to left-handed particles, the fermion fields Ψ are de-
composed into left-handed and right-handed fields ΨL,R = 1/
√
2 (1∓ γ5) Ψ,
arranged in weak isospin doublets (T = 1/2) and singlets (T = 0):
first family:
 νe
e−

L
 u
d

L
e−R uR dR
second family:
 νµ
µ−

L
 c
s

L
µ−R cR sR
3
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third family:
 ντ
τ−

L
 t
b

L
τ−R tR bR.
Gauge invariance prevents the existence of explicit mass terms for the
gauge bosons and the fermions. A minimal way to introduce these ob-
served masses is to implement a spontaneous electroweak symmetry breaking
(EWSB) at energies around the mass scale of the W and Z bosons, often
referred to as the “Higgs mechanism” [6], by introducing an SU(2) doublet
of complex scalar fields φ = (φ+, φ0)
T .
1.1.1 The Lagrangian of the Standard Model
Once the gauge symmetries and the fields with their quantum numbers are
provided, the Lagrangian of the Standard Model is fixed by requiring it to
be gauge-invariant, local, and renormalizable. The SM Lagrangian can be
factorized in the sum of four pieces:
LSM = LGauge + LFermions + LHiggs + LY ukawa. (1.1)
The first piece describes the kinetic energy of the gauge bosons and their
self-couplings:
LGauge = −1
2
Tr GµνGµν − 1
8
Tr WµνWµν − 1
4
TrBµνBµν . (1.2)
The second is the matter Lagrangian:
LFermions = iQ¯iLγµDµQiL + iu¯iRγµDµuiRi+ d¯iRγµDµdiR +
iL¯iLγ
µDµL
i
L + ie¯
i
Rγ
µDµe
i
R, (1.3)
4
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where and Q and L are the quark and lepton doublets, uR,dR,eR are the
singlets. The sum over the three generations is implied. This formula con-
tains the kinetic energy of the fermions and their interactions with the gauge
fields, which are contained in the covariant derivative Dµ, whose most com-
plete form is:
Dµ = ∂µ + igsGµ +
ig
2
Wµ +
ig′
6
Bµ. (1.4)
This definition can be applied only to the isospin doublets Qi, since the Li
doublets do not couple with the G field and the singlets don’t couple with
the W field.
The next term is the Higgs Lagrangian, given by:
LHiggs = Dµφ†Dµφ+ µ2φ†φ− λ
(
φ†φ
)2
. (1.5)
This piece contains the kinetic energy of the Higgs field, its gauge interac-
tions, and the Higgs potential with its self-interactions Fig. 1.2. The quartic
term, must be positive in order to make the Higgs potential lower bounded.
Figure 1.2 – Higgs self-interactions Feynman diagrams.
The sign of the quadratic term is chosen such that the Higgs field has a
non-zero vacuum-expectation value in the Higgs-field space given by
〈φ0〉 = µ
2λ
≡ v
2
, with v ≈ 246 GeV. (1.6)
Gauge symmetries allow a specific expansion of the Higgs field around its
5
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minimum
φ =
 0
v+H√
2
 . (1.7)
In this form, the Dµφ
†Dµφ term in (1.5) introduces explicit mass terms for
the gauge bosons. In particular, the masses of the physical W and Z-bosons
can be written as:
MW = g
v
2
MZ =
√
g2 + g′2 v. (1.8)
The last piece of the Lagrangian is the Yukawa interaction of the Higgs
field with the fermions:
LY ukawa = −λiju Q¯iLφ∗ujR − λijd Q¯iLφ∗djR − λije L¯iLφ∗ejR + h.c., (1.9)
where  = iσ2 is the totally antisymmetric tensor required to ensure each
term to be electrically neutral and −λiju,d,e are 3× 3 complex matrices. They
don’t need to be diagonal, so their general form can allow mixings between
the different fermion generations.
Using the expression of the Higgs field in (1.7) in the Yukawa Lagrangian
(1.9), the masses of the fermions appear in the form
mf = yf
v√
2
, (1.10)
where yf represents the Yukawa coupling relative to the fermion f mass
eigenstate, obtained by diagonalizing the Yukawa matrix λij.
Since the top quark is the heaviest among the fermions, it is character-
6
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ized by the largest Yukawa coupling, yt ≈ 1. This makes the top quark an
important probe to access information on both the Higgs sector and new
physics.
1.1.2 Fermion generations and mixings
As shown in (1.9) and (1.10), fermion families can mix. In the quark sector,
the mixing between the weak eigenstates of the down-type quarks d′ , s′ and
b′ , and the corresponding mass eigenstates d, s and b, is described by the
Cabibbo-Kobayashi-Maskawa (CKM) matrix [7, 8]:

d′
s′
b′
 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


d
s
b
 (1.11)
Since the CKM matrix is not diagonal, charged current weak interactions can
cause transitions between quark generations with coupling strengths with the
W± boson given by the above matrix elements. By convention, the mixing
takes place between down-type quarks only, while the up-type mass matrix
is diagonal.
This unitary matrix has diagonal entries close to unity and off-diagonal en-
tries that are around 0.2 between the first and second generation, around 0.04
between the second and third generation and even smaller for the transition
of the first to the third generation [9]. In particular, the matrix element Vtb is
constrained indirectly making use of the unitarity of the CKM matrix and as-
suming three quark generations to be very close to 1: 0.9990 < |Vtb| < 0.9992
at 90% confidence level (C.L.).1 This fact forces the top quark to couple
1Recently, direct measurements of Vtb have been made by CDF [10] and D0 [11] first
and then ATLAS [12] and CMS [13] through the observation of the single top production.
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almost exclusively to bottom quarks. This affects both the top quark pro-
duction, suppressing the electroweak single top production mechanisms with
respect to the pair production one, and its decay, and makes the presence of
b-quark jets in the final state a strong experimental signature in top searches.
In the lepton sector, if the neutrinos are assumed to be mass-less, such a
mixing does not take place. However, from experimental evidence [9], neutri-
nos also have mass, which has led, among other things, to the introduction of
an analogue leptonic mixing matrix, the Pontecorvo-Maki-Nakagawa-Sakata
(PMNS) matrix [14, 15]. For the purpose of this thesis, a mixing in the
lepton sector would have no effect, and therefore a mass-less neutrino SM
formulation is assumed.
In summary, the SM is a unitary, renormalizable theory, that can be used
to perturbatively calculate processes at high energies. It incorporates 18
parameters that have to be provided through experimental measurements:
• 9 Yukawa couplings for the fermion masses;
• 4 parameters for the CKM mixing matrix;
• 3 coupling constants gS , g, g′ for SU(3)C , SU(2)L and U(1)Y , respec-
tively;
• 2 parameters from the EWSB: v and mH .
At the currently accessible energy scales, the SM describes successfully the
interactions of fundamental fermions and gauge bosons. Its predictions have
been verified at recent colliders (SPS, LEP, Tevatron and LHC), with very
high precision. Recently, ATLAS and CMS found a strong evidence of the
presence of a Higgs-like boson with a mass around 126 GeV [16, 17].
Those measurements are in good agreement with the indirect determination, but suffer of
larger uncertainty.
8
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1.2 The top quark
As shown in Fig. 1.1, the top quark is the heaviest of the quarks, signif-
icantly heavier than the other quark in its generation, the bottom quark.
Once the bottom quark was experimentally discovered in 1977, the existence
of a charge-2/3 quark in the third quark generation was expected because the
Standard Model is not a renormalizable gauge theory in the absence of the
top quark. Diagrams containing so-called “triangle anomalies” like the one
shown in Fig. 1.3, where an axial-vector current couples to two vector cur-
rents, cancel their contribution to any process, and thus avoid breaking the
renormalizability of the SM, only if the sum of electric charges of all fermions
circulating in the triangular loop is zero:
∑
Q = −1+3× [2/3+(−1/3)] = 0
where -1 is the electric charge of leptons, and 2/3, 1/3 are the charges of up-
and down-type quarks, while the additional factor of three accounts for the
three colors of each quark. It is evident that each complete generation of left-
handed fermions has a zero sum of electric charges, while an incomplete third
generation -one with a tau, a tau neutrino, three b-quarks, and no up-type
partners of the b-quarks would contribute a non-zero total charge: triangle
anomalies would thus make the SM non-renormalizable, hence useless. The
top quark was eventually observed with the collision energies reached at the
Tevatron collider. The top quark was the last quark discovered by both the
CDF [18] and D0 [19] collaborations in 1995.
The top quark is special not only due to its large mass, but also due to its
short lifetime. This means a free top quark produced in a collision decays
before it hadronizes, i.e. there are no bound state hadrons made of top
quarks. This allows to experimentally test the properties of the bare top
quark itself through its decay products without diluting information in the
hadronization process.
9
Chapter 1. The Top Quark
Figure 1.3 – Feynman diagram leading to a triangular anomaly.
As the properties of the top quark are precisely predicted by the Standard
Model, top quark physics provides a sensitive probe of the validity of the
Standard Model and a tool to indirectly learn about the Higgs boson and to
potentially discover physics beyond the Standard Model.
Studying top quark pair production is only possible in the data taken by
the CDF and D0 experiments at the Tevatron accelerator and by the current
experiments at the LHC, which can be considered as a “top quark factory”
due to the high rate of top quark production (≈ 820000 top-anti top pairs
produced in 2011).
1.2.1 Top quark pair production
In pp¯ or pp collisions, top quarks can be produced individually or in pairs.
The pair production occurs via the strong interaction. The leading order
processes for the tt¯ production in the gluon fusion and quark anti-quark
annihilation are shown in Fig. 1.4. Some examples of NLO diagrams are
shown in Fig. 1.5. The relative contribution of these diagrams depends on
the parton distribution functions (PDF). The PDFs describe the momentum
distribution of the quarks and gluons that constitute the protons [20]. Each
parton i carries a momentum fraction xi in the hadron A and its momentum
10
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Figure 1.4 – Leading-order Feynman diagrams for top-antitop pair produc-
tion via gluon fusion processes and the quark-anti-quark annihilation process.
Figure 1.5 – Examples of next-to-leading-order Feynman diagrams for top-
antitop pair production via gluon fusion processes and the quark-anti-quark
annihilation process.
11
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is given by pi = xipA. The cross sections are calculated as a convolution of
the two PDFs fi/A(xi, µ
2) and fj/B(xj, µ
2) for the colliding hadrons (A,B)
and the factorized hard parton-parton cross section σˆij:
σAB→tt¯+X(sˆ,mt) =
∑
i,j=q,q¯,g
∫
dxidxjfi/A(xi, µ
2
F )fj/B(xj , µ
2
F )σˆ
ij→tt¯(sˆ,m2t , αs(µ
2
R), µ
2
R).
(1.12)
The variable sˆ represents the square of the center-of-mass energy of the col-
liding partons sˆ = (pi + pj)
2 = (xipA + xjpB)
2. The sum runs over all pairs of
partons (i, j) that contribute to the process. The PDF fi/A(xi, µ
2
F ) describes
the probability density for finding a parton i inside the hadron A carrying a
momentum fraction xi .
The PDFs and σˆij have a residual dependence on the factorization and
renormalization scales due to uncalculated higher orders [21]: the scale at
which fi/A and fj/B PDFs are evaluated is the factorization scale (µ
2
F ); the
scale at which αs is evaluated is the renormalization scale (µ
2
R), and accounts
for divergences coming from loop diagrams. Since both scales are to some
extent arbitrary parameters they are chosen to be equal and in the case of
top quark production, one typically evaluates the cross sections at µ = mt.
The changes when varying µ between mt/2 and 2mt are usually quoted as an
indicative theoretical uncertainty due to unknown higher order contributions.
The PDFs are determined from fits to deep-inelastic-scattering (DIS) cross
section measurements performed by a variety of experiments. The fits to the
DIS data are performed by a number of different collaborations and are
made available as software packages. Common choices are the MRST [22]
and CTEQ [23] PDF fits.
The total cross section of top quark pair production has a significant de-
pendence on the top quark mass and on the center-of-mass energy of the
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colliding hadrons as shown in Fig. 1.6.
(a) (b)
Figure 1.6 – (a): tt¯ production cross section as a function of top mass at
NLO (blue band) and NNLO (red band) in pp collisions at sqrts = 7 TeV
and (b): tt¯ production at the LHC as a function of the center of mass energy
Ecms for mt = 172.5 GeV and for three different scales µ = mt/2,mt, 2mt
[24]
The increase in rate shown in Fig. 1.6b can be understood by consider-
ing the structure of the proton. The proton is composed of three valence
quarks (two up quarks and one down quark) bound together by gluons. The
probability of finding a gluon with fraction x of the proton momentum grows
extremely rapidly with decreasing x, as shown in Fig. 1.7. At threshold for
the tt¯ production at Tevatron (
√
s ≈ 2 TeV), each of the two initial par-
tons must carry a large fraction x ≈ 0.2 of the proton momentum, so the
tt¯ production is mostly (80-90%) from collisions between valence quarks. At
the LHC, the initial partons only need a small fraction x ≈ 0.02 of the pro-
ton momentum, so tt¯ production is mostly (80-90%) from collisions between
gluons.
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Figure 1.7 – PDFs of quarks and gluons inside the proton, using CT10
parametrization with µf = 80 GeV[25].
Figure 1.8 – Single top production channels at leading order.
1.2.2 Single top production
Top quarks can also be produced as single quarks in electroweak interactions
in pp and pp¯ collisions. Three different mechanisms contribute to single top
quark production and their leading-order Feynman diagrams are shown in
Fig. 1.8. The timelike process (s-channel) produces a bottom quark together
with the single top quark, while in the spacelike production (t-channel) an
additional, mostly light flavor, quark is produced. The third production
mechanism is the production of a single top quark in association with an
14
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on-shell (real) W boson (Wt-channel). In this channel there is an issue with
the correct definition of the Wt cross section itself. At NLO and beyond
there is a potentially large interference with top quark pair production, as
shown in Fig. 1.9. However, it has been shown [26, 27] that this problem can
be bypassed with particular kinematic cuts that suppress the tt¯ background
in this interference, making possible a definition for the Wt production cross
section.
Figure 1.9 – Examples of diagrams contributing to Wt production at NLO,
in which a top-antitop pairs is produced with one of them decaying in Wb.
The first observation of single top quark production was achieved by the
Tevatron experiments CDF and D0 in 2009 [10, 11] and was only possible
applying several multivariate analysis techniques due to the low cross sections
of the processes and large background contamination.
While at the typical Tevatron energies the Wt-channel has a negligible
contribution to the combined single top quark production cross section, the
contributions from the three production mechanisms are significantly differ-
ent at the LHC. The spacelike production dominates, with major additional
contributions from the Wt-channel and only minor contribution from the
timelike production. The expected cross sections at
√
s = 7 TeV are shown
in Tab. 1.1.
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Channel σ[ pb]
t-channel 64.57± 1.33(scale)+1.38−0.68(PDF)
Wt 15.74± 0.40(scale)+0.66−0.68(PDF)
s-channel 4.63± 0.07(scale)+0.12−0.10(PDF)
Table 1.1 – Expected single top quark production cross sections in different
channels at a center-of-mass energy of 7 TeV, given by approximate NNLO
calculation by Kidonakis [28, 29, 30].
1.2.3 Top quark pair decays
Due to its extremely short life time, only the top quark decay products can
be measured by the detectors. In the Standard Model, the only two-body
decays of the top quark which are possible to lowest order are t→ b(s, d)W .
Their rates are proportional to the squares of the CKM matrix elements
|Vtq|2.
The total decay width Λt of the top quark is given by the sum of the widths
of these three decay modes. The analysis of data from weak decays of hadrons
yields 0.9990 < |Vtb| < 0.9992 at 90% C.L., using the unitarity of the CKM
matrix [9]. This implies that the total decay rate is completely dominated
by t→ bW , as shown in Tab. 1.2, therefore the other decay channels are not
considered in the following discussion.
Process BR
t→ bW 0.998
t→ sW 1.9× 10−3
t→ dW ∼ 10−4
Table 1.2 – Top decay branching ratios in the SM quarks.
In the Standard Model, including first order QCD corrections and neglect-
ing terms of order m2b/m
2
t , α
2
s and (α
2
s/pi)m
2
W/m
2
t , the top quark total width
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is [31]:
Γt =
GFm
3
t
8pi
√
2
|Vtb|2
(
1− m
2
W
m2t
)2(
1 + 2
m2W
m2t
)[
1− 2αs
3pi
(
2pi2
3
− 5
2
)]
, (1.13)
where GF = 1.167× 10−5 GeV−2 is the Fermi constant.
The world average for the top decay width Γt = 1.99
+0.69
−0.55 GeV is compatible
with the value predicted by (1.13) Γt = 1.29 GeV assuming mt = 171 GeV
and αs(MZ) = 0.118 [9].
Since the top quark decays almost exclusively to a W -boson and a b-quark,
the tt¯ final state is determined by the decays of the two W-bosons from t and
t¯. In Fig. 1.10 the Feynman diagrams of t and t¯ quark decays are shown.
Figure 1.10 – Top and anti-top decay chains.
W bosons decay into either a pair of quarks, or into a lepton and a neutrino.
A W boson hadronically decays into ud and cs pairs with three color degrees
of freedom. The final states with cd and us are Cabibbo-suppressed. As a
result, there are six hadronic final states for W boson decay. Furthermore,
there are three additional final states from leptonically decaying W bosons,
which decay into an electron, a muon or a tau lepton with corresponding
flavored neutrinos. Counting both decay modes, there are nine possible W
boson final states which are summarized in Tab. 1.3
The final states for the tt¯ events can be divided into three classes depending
17
Chapter 1. The Top Quark
Decay mode Fraction
W± → e±νe 1/9
W± → µ±νµ 1/9
W± → τ±ντ 1/9
W± → l±νl 3× 1/9 = 1/3
W± → qq¯ 2/3
Table 1.3 – W boson decay modes.
on the decay modes of two W bosons: dilepton mode, single lepton mode,
full hadronic mode.
Dilepton mode In this channel both W bosons decay leptonically and the
events consist of two oppositely charged leptons, two b-quarks and large
missing transverse energy due to neutrinos in the final state. This is
the cleanest channel from the background contamination point of view,
since there are not many processes with two high transverse momentum
leptons in the final state and significant missing transverse momentum.
However, the presence of two neutrinos make the full reconstruction of
the final state impossible and the branching ratio of the process is
relatively small compared with other channels. It is only 10.3% of the
total which is sliced more finely into three channels with two same flavor
leptons, each with a 1.2% branching fractions (ee, µµ, ττ) and three
channels with two different flavor leptons, each with 2.4% branching
fraction (eµ, eτ , µτ). Experimentally only two leptons, electron and
muon, can be directly observed. Due to its short life time, only the
decay products of the tau lepton can be observed.
Single-lepton mode Here one W boson decays into leptons and the other
decays into quarks. The final state is characterized by one lepton, two b-
quarks, two light quarks from the hadronic W decay and relatively large
18
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missing transverse energy. The branching ratio of this channel is quite
high, 43.5%, however at the same time the signal to background ratio is
not so high as for the dilepton channel. In spite of the presence of one
high transverse momentum lepton and quite large /ET , the processes
as QCD or W boson production contribute to this channel as a not
negligible source of background.
Full hadronic mode In this channel both W bosons decay hadronically.
The channel is characterized by the presence of two high-pT b-quarks
and four light quarks in the final state. This is the only channel where
all final state constituents are available to be observed by the detector
and the branching ratio is the highest, 46.2%, but the lack of any high-
pT lepton in the final state makes it difficult to suppress the contribution
from background processes such as QCD multi-jet production.
1.2.4 Top quark mass
The top quark mass, mt, is a free parameter of the Standard Model and must
be determined experimentally. A precise determination of mt is important
since quantum loops including top quarks induce large corrections to theory
predictions for many precision electroweak observables, including the mass
of the Higgs boson.
All electroweak quantities (mass, width and couplings of the W and the
Z boson) depend in the SM only on five parameters. At leading order this
dependence is reduced to only three parameters, two gauge couplings and the
Higgs-field vacuum expectation value v. This three parameters can be deter-
mined by the three best-measured electroweak quantities: the electromag-
netic coupling constant α, measured in low-energy experiments, the Fermi
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constant GF , determined from the µ lifetime, and the mass of the Z-boson,
measured in ee annihilation at LEP and SLC. By defining the electroweak
mixing angle θW through sin
2 θW ≡ 1−m2W/m2Z , the W boson mass can be
expressed as:
m2W =
piα/
√
2GF
sin2 θW (1−∆r)
, (1.14)
where ∆r contains the one-loop corrections. Fig. 1.11 shows the top loop
diagrams involved in ∆r, whose contributions are:
(∆r)top ≈ −
3GF
8
√
2pi2 tan2 θW
m2t . (1.15)
Figure 1.11 – Virtual top quark loops contributing to the W - and Z-boson
masses.
The top quark mass has been experimentally measured by the CDF and
D0 collaborations with 0.5% accuracy. The measured top mass is [32]:
mt = 173.2± 0.6(stat)± 0.8(syst) GeV. (1.16)
Fig. 1.12 shows the most recent combination results of measurements from
the Tevatron and LHC experiments [33].
The latest prediction from precision electroweak data yield is [34]:
mt = 178.9
+11.7
−8.6 GeV. (1.17)
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Figure 1.12 – Overview of the mt measurements from ATLAS and CMS,
including the latest CDF and D0 combination.
The successful prediction of mtop without relying on its direct observation
gives some confidence in the precision and predictive power of the radiative
corrections in the SM. Therefore, the SM fit to the electroweak precision data
including the direct measurements of mtop and MW have been used to infer
mH .
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CHAPTER 2
THE LHC AND THE ATLAS EXPERIMENT
2.1 The Large Hadron Collider
The LHC [35] is currently the largest and highest-energy particle accelerator
in the world. It’s located at CERN, inside the 27 km long circular tunnel at a
depth varying between 50 and 175 meters below the ground, which previously
hosted the Large Electron Positron Collider (LEP). A schematic view of the
facility is shown in Fig. 2.1
The LHC can provide both proton-proton (pp) and heavy ion (HI) colli-
sions. For pp collisions, the design luminosity is 1034cm−2s−1 and the design
center-of-mass energy for the collisions is 14 TeV. The LHC started its oper-
ations in 2008; during 2010 and 2011 runs, collisions at 7 TeV center-of-mass
energy have been provided, in the 2012 the energy has been increased up
to 8 TeV. The maximum instantaneous luminosity that has been reached in
2010 is slightly higher than 2 · 1032cm−2s−1, while during 2011 run a peak of
≈ 4 · 1033cm−2s−1 has been achieved.
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Figure 2.1 – Schematic view of the CERN accelerator complex. Only the
sections relevant for the LHC operations are highlighted with different colors.
HI collisions are designed with lead ions at an energy of 2.8 TeV per nu-
cleon, reaching a design peak luminosity of 1027cm−2s−1. In 2010 HI collisions
at 2.76 TeV per nucleon took place, reaching a peak instantaneous luminosity
of 30 · 1024cm−2s−1.
The LHC collider contains 1232 dipole magnets, which provide a magnetic
dipole field of 8.33 T and keep particles in their orbits, and 392 quadruple
magnets for focusing the beams. The operating temperature of the magnets
is 1.9 K, cooled by super-fluid helium. The proton beam is separated into
bunches and each bunch contains ≈ 1011 protons. Bunches have a spacing of
25 ns which corresponds to a collision frequency of 40 MHz. There are 2808
bunches per beam at the designed luminosity.
Before entering the LHC main ring, protons are accelerated up to 450
GeV by several pre-accelerators, which form the injector chain. Protons are
created by an ion source which injects them into a radio-frequency (RF)
cavity which accelerates them to 750 keV. After this, they are injected into
the Linear Accelerator (LINAC) which brings their energy to 50 MeV. Next,
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protons are transmitted to the Proton Synchrotron Booster (Booster) which
increases the energy up to 1.4 GeV and sends then to the Proton Synchrotron
(PS). Protons leave the PS with 25 GeV energy and and enter the Super
Proton Synchrotron (SPS) where their energy reaches 450 GeV. Afterwards,
beams are directed to the LHC tunnel, where two separate proton beams
circulating in opposite directions accelerate particles to the maximum value.
Four big experiments have been built around the collision points: ATLAS
[36], CMS [37], LHCb [38] and ALICE [39]. ATLAS and CMS are general
purpose experiments, designed to study high transverse momentum events
for the search of the Higgs boson and other phenomena beyond the Standard
Model (BSM). LHCb is designed especially to study b-physics, and ALICE
for heavy ion collisions (HI), to study the formation of the so-called quark-
gluon plasma.
Colliding particles are grouped together into a number of bunches, each
containing ≈ 1011 protons. The design number of bunches is 2808, so that
interactions happen every 25 ns. During the commissioning phase, the num-
ber of colliding bunches has been progressively increased to reach the design
value. At the end of 2010 the maximum number of colliding bunches has
been 348, while 1092 has been then reached in June 2011.
The LHC started its operations on September 10th 2008, with the first
beams circulating into the rings, in both directions, without collisions. After
a commissioning phase, the first collisions were expected few days later. Un-
fortunately, on September 19th a major accident happened, due to a defective
electrical connection between two magnets and 53 magnets were damaged.
This caused a long stop of the machine, to do all the necessary reparations,
to check the electrical connections and to improve the safety systems. During
the Autumn 2009, after more than one year, the operations started again,
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with the first collisions at a center-of-mass energy of 900 GeV recorded by
the four experiments on 23 November 2009.
After the 900 GeV collisions data taking, the center-of-mass energy was
further increased to 2.36 TeV, beating the Tevatron’s previous record of 0.98
TeV per beam and giving collisions at the highest energy ever reached before.
After some months, on 30 March 2010, the first collisions at 7 TeV were
registered, starting a new running period that went on until the beginning of
November, when the LHC provided the first heavy ion collisions. After the
lead ions collisions period and a technical stop during the winter, pp collisions
have started again on 13 March 2011. At the end of the 2010 pp running
period, ATLAS accumulated an integrated luminosity of 45 pb−1 out of the
total 48.9 pb−1 delivered by the LHC Fig. 2.2. Data taking then re-started
Figure 2.2 – Online plot of the cumulative luminosity versus day delivered
to (green), and recorded by ATLAS (yellow) during stable beams and for pp
collisions at 7 TeV center-of-mass energy. The delivered luminosity accounts
for the luminosity delivered from the start of stable beams until the LHC
requests ATLAS to turn the sensitive detector off to allow a beam dump or
beam studies.
in March 2011 until November 2011 accumulating 5 fb−1 of data (Fig. 2.3,
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when another HI collisions period started to end the 2011 LHC run. In the
Figure 2.3 – Cumulative luminosity versus day delivered to (green), and
recorded by ATLAS (yellow) during stable beams and for pp collisions at 7
TeV center-of-mass energy in 2011.
2012 the center of mass energy was raised to 8 TeV. The current delivered
luminosity for this run is shown in Fig. 2.4
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Figure 2.4 – Cumulative luminosity versus day delivered to (green), and
recorded by ATLAS (yellow) during stable beams and for pp collisions at 7
TeV center-of-mass energy in 2012 (snapshot taken on the 22th of october).
2.2 The ATLAS detector
The ATLAS (A Toroidal LHC ApparatuS) detector [36, 40, 41] is a multi-
purpose particle detector 25 m high, 44 m long and weighting 7000 tons. A
schematic overview of the apparatus is shown in Fig. 2.5. It is built around
one of the interaction points of the LHC (Point 1) and composed of three
main sub-detectors: the inner detector (ID), the calorimeter and the muon
spectrometer (MS). The detector is divided into a barrel part and the two
endcaps. The barrel is constructed from cylindrical layers around the beam
axis while endcaps are perpendicular to the beam axis.
The barrel and two endcaps cover almost the full solid angle around the
interaction point, which is defined as the origin of the coordinate system.
The beam direction defines the z-axis and the x − y plane is transverse
to the beam direction. The positive x-axis is defined as pointing from the
interaction point to the center of the LHC ring and the positive y-axis is
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Figure 2.5 – Sliced view of the ATLAS detector, with the indications of the
main sub-systems.
defined as pointing upwards. The azimuthal angle φ is measured around
the beam axis, and the polar angle θ is the angle from the beam axis. The
pseudorapidity is defined as
η = − ln tan θ/2 (2.1)
and the rapidity as
y =
E + pz
2 (E − pz) . (2.2)
The pseudorapidity tends to the rapidity in the limit of a mass-less particle.
The distance between physics objects is usually defined in the η−φ space as
∆R =
√
(∆η)2 + (∆φ)2 (2.3)
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2.2.1 The magnet system
The momentum of a charged particle is determined by measuring the cur-
vature of its trajectory through the detector. To achieve this, all tracking
devices need to be placed in a magnetic field to bend the particles’ trajecto-
ries. The ATLAS detector contains a solenoid magnet to provide a magnetic
field for the inner detector and barrel and endcap toroidal systems of eight
magnet coils to induce the magnetic field inside the muon system. Both mag-
net systems consist of superconducting magnets, operating at a temperature
of about 4.5 K.
The solenoid
The solenoid magnet covers the space between 1.22 m < r < 1.32 m of
the detector geometry, in between the inner detector and the calorimeter
system. The main design constraint is therefore that the material budget
of the magnet is reduced as much as possible to reduce energy losses of
particles traversing it before reaching the calorimeters. Alongside the z-
axis the solenoid covers a distance of 5.8 m. To further reduce the passive
detector material the magnet is assembled inside the same vacuum vessel of
the calorimeter. A magnetic field of 2 T is produced in the central region of
the inner detector.
The toroid
Three independent air-core toroid systems (Fig. 2.6), each consisting of eight
coils, are used in the barrel region (4.7 m < r <10.1 m, length of 25.3 m)
and endcap regions (0.8 m < r < 5.4 m, length of 5 m) on each side. The
endcap toroids are rotated by 22.5◦ to ensure optimal bending power in the
transition region. The magnetic field provided in the central part is 3.9 T
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and grows to 4.1 T in the forward region. While each of the eight coils in the
barrel is housed inside its own cryostat, the full endcap toroid system shares
one cryostat on each side.
Figure 2.6 – The ATLAS toroid magnetic system layout.
2.2.2 The Inner Detector
The Inner Detector (ID) is the innermost system of the ATLAS detector. Its
schematic view is shown in Fig. 2.7.
It is composed of three sub-detectors: two silicon detectors, the Pixel De-
tector and the SemiConductor Tracker (SCT), and the Transition Radiation
Tracker (TRT). It is embedded in an axial magnetic field of 2 T and its
overall dimensions are 2.1 m in diameter and 6.2 m in length.
The ID measures the tracks produced by the passage of charged particles.
It can measure the charged particles position and, making use of the the
curvature of the trajectory due to the magnetic field, also their pT and charge.
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(a)
(b)
Figure 2.7 – Longitudinal ((a)) and transversal ((b)) schematic view of the
ATLAS inner systems.
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In addition, thanks to the high precision of the track reconstruction, the ID
is able to measure the position of the primary vertex in a collision, and to
identify secondary vertexes due to pile-up or in flight decays of unstable
particles.
A detailed description of the sub-detectors is given in the following sub-
sections and a summary of their main characteristics is reported in Tab. 2.1.
Subdetector Radius [cm] Element Spatial Hits/track Readout
size resolution [µm] channel
Pixel 5− 12 50µm× 400µm 10(R− φ)× 115(z) 3 80× 106
SCT 30− 52 80µm 17(R− φ)× 580(z) 8 6× 106
TRT 56− 107 4 mm 130 30 3.5× 105
Table 2.1 – Summary of the main characteristics of the three ATLAS ID
sub-detectors.
The Pixel detector
The Pixel Detector is the system closest to the interaction point and it is
built directly around the beryllium beam pipe in order to provide the best
possible primary and secondary vertex resolution. It is composed of three
cylindrical layers in the barrel region (with a radius of 50.5 mm, 88.5 mm
and 122.5 mm respectively) and two end-caps, each consisting of three disks
(located at 495 mm, 580 mm and 650 mm from the detector center).
The Pixel Detector provides three precision measurement points for tracks
with pseudorapidity |η| < 2.5 and it has a full φ coverage. The detector
structure is made of low-mass carbon fibers and integrates the cooling system,
resulting in a total contribution to the radiation length (X0) crossed by the
particles produced in the collisions of about 3% per layer. Moreover, all the
detector components are designed to sustain a radiation dose of ≈ 500 kGy,
which is the one expected to be absorbed during the detector life time.
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The basic elements of the Pixel Detector are the silicon sensor “modules”,
identical for barrel and disks. The 250 µm thick modules are divided into
50 µm wide and 400 µm long pixels, with 47232 pixels on each of the 1744
modules. The total number of channels for the whole detector is ≈ 80.4
millions.
The SemiConductor Tracker
The SCT has quite similar functionality to the pixel detector, but is much
larger in surface area than the pixel detector, which allows to measure tracks
over longer distance. It consists of four cylindrical barrel layers with radial
range between 30 cm and 51 cm and two endcaps with nine discs on each side
of the barrel with radial range between 28 cm and 56 cm. There are 4088
modules made of four silicon microstrip sensors glued back to back with 40
mrad stereo angle. The strip pitch is about 80 µm with an intrinsic resolution
of 17× 580µm.
The Transition Radiation Tracker
The TRT is the outermost system of the ID and its sensitive volume covers
radial distances from 563 mm to 1066 mm. The detector consists of 298304
proportional drift tubes (straws), 4 mm in diameter, with a read out of
≈ 351000 electronic channels. The straws in the barrel region are arranged
in three cylindrical layers and 32 φ-sectors. The straws in the end-cap regions
are radially oriented and arranged in 80 wheel-like modular structures.
The TRT straw layout is designed so that charged particles with transverse
momentum pT > 0.5 GeV and with pseudorapidity |η| < 2.0 cross typically
more than 30 straws. The TRT can also be used for particle identification.
Its tubes are interleaved with layers of polypropylene fibers and foils: a
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charged particle passing through the boundary region between materials with
a different refraction index emits X-ray radiation. Since the photons created
from transition radiation cause a considerably larger signal amplitude in the
straws a distinction between the ionization from the initial charged particle
and the transition radiation is possible. For this reason the straw read-out
operates with two different thresholds to detect hits at the same time - a
lower threshold to detect the charged particles from the main interaction and
a higher threshold to detect the photons emitted due to transition radiation.
The cooling system
For the Pixel Detector and the SCT, cooling is necessary to reduce the effect
of the radiation damage on the silicon. Those two detectors share a cooling
system, which uses C3F8 fluid as a coolant. The target temperature for the
silicon sensors after irradiation is 0◦ C for the Pixel Detector and −7◦ C for
the SCT. Because the TRT operates at room temperature, a set of insulators
and heaters isolates the silicon detectors from the ATLAS environment.
2.2.3 The calorimeters
The purpose of calorimeters is to measure the energy of charged and neu-
tral particles with energy up to few TeV with high resolution and linearity.
The calorimeter system consists of an electromagnetic (EM) calorimeter and
hadronic calorimeters. Calorimeters cover the range of |η| < 4.9 which is very
important for the precise measurement of missing transverse energy. Fig. 2.8
shows an overview of the ATLAS calorimeters. Calorimeters must provide
good containment for electromagnetic and hadronic showers, and must also
limit punch-through into the muon system.
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Figure 2.8 – Schematic view of the ATLAS calorimeter system.
The Electromagnetic Calorimeter
The EM calorimeter is a lead Liquid-Argon (LAr) detector. To ensure the
maximum azimuthal coverage, the EM calorimeter was designed with an
accordion geometry, as er is a lead Liquid-Argon (LAr) detector. To ensure
the maximum azimuthal coverage, the EM calorimeter was designed with
an accordion geometry, as shown in Fig. 2.8: the readout electrodes and
the lead absorbers are laid out radially and folded so that particles cannot
cross the calorimeter without being detected. It is divided into one Barrel
part (|η| < 1.475) and two End-Caps (1.375 < |η| < 3.2), each one with its
own cryostat. The position of the central solenoid with respect to the EM
calorimeter demands optimization of the material in order to achieve the
desired calorimeter performance. As a consequence, the central solenoid and
the LAr calorimeter share a unique vacuum vessel. The Barrel calorimeter
consists of two identical half-barrels, separated by a small gap (4 mm) at
z = 0. Each End-Cap is mechanically divided into two coaxial wheels: an
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inner wheel covering the region 1.375 < |η| < 2.5, and an outer wheel covering
the region 2.5 < |η| < 3.2.
Over the region devoted to precision physics (|η| < 2.5), the EM calorime-
ter is segmented into three longitudinal parts: the strips, middle and back
sections. While most of the electrons and photons energy is collected in the
middle, the fine granularity of the strips is necessary to improve the γ − pi0
discrimination and the back measures the tails of highly energetic electro-
magnetic showers, and helps to distinguish electromagnetic and hadronic
deposits. For the End-Cap inner wheel, the calorimeter is segmented in two
longitudinal sections and has a coarser lateral granularity than for the rest
of the acceptance.
Since most of the central calorimetry sits behind the cryostat, the Solenoid
and Inner Detector, EM showers begin to develop well before they are mea-
sured in the calorimeter. In order to take into account and correct for these
losses, up to |η| = 1.8 an additional presampler layer is mounted in front of
the sampling portion of the calorimetry. The presampler is 11 mm (5 mm)
thick in the Barrel (End-Cap) and includes fine segmentation in η. Differing
from the rest of the calorimetry, the presampler has no absorber layer. It
practically behaves almost like a single-layer LAr tracker.
The transition region between the Barrel and End-Cap EM calorimeters,
1.37 < |η| < 1.52, is expected to have a poorer performance because of the
higher amount of passive material in front; this region is often referred to as
“crack region”. Electrons which are detected in that region are discarded for
the purpose of this analysis.
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The Hadronic Calorimeter
The Hadronic Calorimeter is made with a variety of techniques depending
on the region: Central, End-Cap and Forward.
In the central region there is the Tile Calorimeter (Tile), which is placed di-
rectly outside the EM calorimeter envelope. The Tile is a sampling calorime-
ter which uses steel as absorber and scintillating tiles as active material. It is
divided into a Barrel (η| < 1.0) and two Extended Barrels (0.8 < |η| < 1.7).
Radially, the Tile calorimeter goes from an inner radius of 2.28 m to an outer
radius of 4.25 m. It is longitudinally segmented in three layers of approxi-
mately 1.5, 4.1 and 1.8 λ thickness for the Barrel and 1.5, 2.6, and 3.3 λ for
the Extended Barrel.
The Hadronic End-Cap Calorimeter (HEC) consists of two independent
wheels for each end-cap, located directly behind the End-Cap EM calorime-
ter and sharing the same cryostats. It covers the region 1.5 < η| < 3.1,
overlapping both with the Tiles and the Forward Calorimeter. The HEC
uses the LAr technology. Each wheel is divided into two longitudinal seg-
ments, for a total of four layers per End-Cap. The wheels closest to the
interaction point are built from 25 mm parallel Copper plates, while those
further away use 50 mm Copper plates. The outer radius of the Copper
plates is 2.03 m, while the inner radius is 0.475 m (except in the overlap re-
gion with the Forward Calorimeter where this radius becomes 0.372 m). The
Copper plates are interleaved with 8.5 mm LAr gaps, providing the active
medium for this sampling calorimeter.
The Forward Calorimeters
The Forward Calorimeter (FCal) covers the 3.1 < |η| < 4.9 region and is
another LAr based detector. Integrated into the End-Cap cryostats, it is
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approximately 10 λ thick, and consists of three 45 cm thick independent
modules in each End-Cap: the absorber of the first module is Copper, which
is optimized for electromagnetic measurements, while for the other two is
Tungsten, which is used to measure predominantly the energy of hadronic
interactions. Both materials have been chosen for their resistance to radi-
ation. The region where the FCal is placed is very close to the beam pipe
and the expected radiation dose is then very high. Therefore the electrode
structure is different from the accordion geometry, consisting in a structure
of concentric rods and tubes parallel to the beam axis. The LAr in the gap
between the rod and the tube is the sensitive medium.
The performance of the calorimeter system is summarized in Tab. 2.2.
Detector component Energy resolution (σE/E) η coverage
EM calorimeter 10%×√1 GeV/E ⊗ 0.7% |η| < 3.2 (< 2.5 for the trigger)
Hadronic calorimetry
Barrel and Endcap 50%×√1 GeV/E ⊗ 3% |η| < 3.2
Forward 100%×√1 GeV/E ⊗ 3.1 3.1 < |η| < 4.9
Table 2.2 – Nominal detector performance specifics and coverage for the
ATLAS colorimetric system.
2.2.4 The Muon Spectrometer
The MS is the largest and outermost subdetector of ATLAS and measures
muon momenta within the |η| < 2.7 region. The MS consists of two types
of precision measurement chambers: Monitored Drift Tubes (MDT) and
Cathode-Strip Chambers (CSC), and two types of trigger chambers: Re-
sistive Plate Chambers (RPC) and Thin Gap Chambers (TGC). Fig. 2.9
shows a schematic view of the system.
The muon system has two different functions: it is needed for high precision
tracking of muons and also for triggering on them. Muons frequently indicate
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Figure 2.9 – A sliced view of the ATLAS Muons Spectrometer.
an interesting event and, therefore, a muon-based trigger is useful for selecting
some new physics signals. On the other hand, in order to precisely measure
the decays of new particles, one needs to make accurate measurements of
each muon’s momentum.
The momentum measurement is based on the reconstruction of the muon’s
trajectories bent by a magnetic field. The large volume magnetic field is pro-
vided by the toroid magnetic system, as explained in Sect. 2.2.1. The momen-
tum measurement is performed over most of the η-range by the Monitored
Drift Tubes (MDT). At large η and close to the interaction point, Cathode
Strip Chambers (CSC) with higher granularity are used: they have been
designed to withstand the demanding rate and background conditions. The
stringent requirements on the relative alignment of the muon chamber layers
are obtained by the combination of precision mechanical-assembly techniques
and optical alignment systems both within and between muon chambers.
The triggering function of the muon system covers the pseudorapidity
range |η| < 2.4. Resistive Plate Chambers (RPC) are used in the barrel
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and Thin Gap Chambers (TGC) in the end-cap regions. The trigger cham-
bers for the MS fulfill a three-fold purpose: to provide bunch-crossing iden-
tification, to provide well-defined transverse momentum thresholds and to
measure the muon coordinate in the direction orthogonal to that determined
by the precision-tracking chambers.
The barrel chambers are positioned on three cylinders concentric with the
beam axis, at radii of about 5, 7.5, and 10 m. They cover the pseudorapidity
range |η| < 1. The end-cap chambers cover the range 1 < |η| < 2.4 and
are arranged in four disks at distances of 7, 10, 14 and 21-23 m from the
interaction point, concentric with the beam axis.
The MS reconstruction efficiency and resolution were measured using cos-
mic ray events in 2008 and 2009 [42]. The reconstruction efficiency, integrated
over the detector acceptance, is ≈ 94%. At η = 0 there is a gap in the detec-
tor for cable routing. If the region of the detector near this gap is excluded,
the reconstruction efficiency is increased to 97%. The transverse momentum
resolution determined from this data is:
σpT
pT
=
0.29 GeV
pT
⊗ 0.043⊗ pT
4.1 GeV
in the range 5 GeV < pT < 400 GeV.
2.2.5 The luminosity detectors
One measurement which is very important for almost every physics analysis
is the luminosity measurement [43]. As it is a fundamental quantity, three
different detectors help in its determination. At ±17 m from the interac-
tion region there is the LUCID (LUminosity measurement using Cerenkov
Integrating Detector). It detects inelastic pp scattering in the forward di-
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rection and it is the main online relative-luminosity monitor for ATLAS. It
is also used, before collisions are delivered by the LHC, to check the beam
losses. For the beam monitoring, another detector has been inserted: the
BCM (Beam condition Monitor). The other detector used for luminosity
measurement is ALFA (Absolute Luminosity For ATLAS). It is located at
±240 m from the interaction point. It consists of scintillating fiber trackers
located inside Roman pots which are designed to approach as close as 1 mm
from the beam. The last detector is ZDC (Zero-Degree Calorimeter). It is
located at ±140 m from the interaction point, just beyond the point where
the common straight-section vacuum-pipe divides back into two independent
beam-pipes. Neutral particles with |η| ≥ 8.2, not being affected by the mag-
netic fields which bend the proton beams, are detected and measured by the
ZDC modules.
2.2.6 Trigger and data acquisition
At the LHC design luminosity 1034cm−2s−1 with 25 ns bunch spacing the
crossing rate is 40 MHz. The data writing to storage however is limited to
200 Hz. This means that only 0.0005% of the total events can be saved. The
trigger task of selecting and saving interesting physics processes for future
oﬄine analysis is then quite challenging.
The ATLAS trigger system [36] has three distinct levels: Level-1 (L1),
Level-2 (L2), and the event filter level (EF). Each trigger level refines the
decisions made at the previous level and, where necessary, applies additional
selection criteria. The L2 and EF together form the High-Level Trigger
(HLT). The L1 trigger is implemented using custom-made electronics, while
the HLT is almost entirely based on commercially available computers and
networking hardware. A block diagram of the trigger and data acquisition
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Figure 2.10 – ATLAS trigger and data acquisition system.
systems is shown in Fig. 2.10.
The L1 trigger searches for signatures from muons, electrons/photons, jets
and τ -leptons decaying into hadrons. It also selects events with large missing
transverse energy and large total transverse energy. The L1 trigger uses
reduced-granularity information from a subset of detectors: the RPC, TGC
and calorimeter subsystems. It rejects the main part of low-energy events,
reducing the rate to 75 kHz and makes a decision within 2.5 µs after the
bunch-crossing. Results from the L1 trigger are processed by the Central
Trigger Processor (CTP), which implements a trigger “menu” made of trigger
items corresponding to different thresholds and signatures. Events passing
the L1 trigger selection are transferred to the next stages where all detector
channels are read out to the Read Out Drivers (RODs) and then into Read
Out Buffers (ROBs). The L1 trigger uses only the multiplicity of the triggered
objects, the position information of the objects are not used. In each event,
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the L1 trigger also defines one or more Regions-of-Interest (RoI’s), i.e. the
spatial coordinates in η and φ, of those regions where its selection process
has identified interesting features. This information is subsequently used by
the HLT.
The L2 trigger uses RoI information on coordinates, energy, and type of
signatures to limit the amount of data which must be transferred from the
detector readout. The L2 trigger reduces the event rate to below 3.5 kHz,
with an average event processing time of approximately 40 ms. The infor-
mation is stored in the ROBs until the L2 processing finishes. If the event is
not rejected by the L2 trigger the events goes to the next trigger level, the
EF, where the event building process starts.
The EF uses oﬄine analysis procedures and completes the event building
procedure. It reduces the event rate to approximately 200 Hz, with an av-
erage event processing time of order four seconds. The HLT algorithms use
the full granularity and precision of calorimeter and muon chamber data, as
well as the data from the inner detector, to refine the trigger selections. The
EF, in addition to the selection, classifies the selected events according to
the ATLAS physics streams. The same event can be stored in more than
one streams, if several stream requirements are satisfied. The physics data
streams are classified as electrons, muons, jets, photons, missing transverse
energy, τ -leptons and b-physics. In particular, for the purpose of analysis
presented in this thesis, data from the electron and muon trigger streams are
used. ı¨¿
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3.1 Data samples
Only data for which all the subsystems described in Sect. 2.2 are fully
operational are used in the analysis. Applying these requirements to the
√
s = 7 TeV pp collision data taken in stable beam conditions during the
2011 LHC run, results in a data sample of 4.7 fb−1.
The luminosity is determined from proton scattering measurements and
Van der Meer scans, with a relative uncertainty of 3.4% for 2011 data [44].
Data samples are divided in several data-taking periods, characterized by
different beam and detector conditions. Fig. 3.1 shows the number of selected
events in 2011 data, applying only the “lepton veto” described in Chapter 5
as a function of the data-taking periods considered for the analysis, divided
by the integrated luminosity shown in Tab. 3.1. These plots are useful to
check the stability of the event selection efficiency and its dependence on the
different beam and detector conditions.
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(a)
(b)
Figure 3.1 – Number of events per period divided by the luminosity of the
period requiring exactly one good electron and no muons (a) and requiring
exactly one good muon and no electrons (b). The definitions of “good”
electrons and muons are presented in Chapter 4.
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Period Integrated Luminosity ( pb−1)
B 17
D 179
E 50
F 152
G 560
H 278
I 399
J 233
K 660
L 1568
M 1121
Total 5217
Table 3.1 – The luminosity delivered by LHC divided per data period for
the 2011 data taking.
3.2 Monte Carlo simulations
The purpose of Monte-Carlo (MC) generators is the simulation of processes
resulting from hard interactions due to inelastic scattering processes, which
are called “events”. Events in MC are generated according to the theoreti-
cal predicted cross sections. Simulated MC samples serve a broad range of
purposes: they can be used to test theoretical models against the detector
response, develop analysis strategy, estimate efficiencies, resolutions of the
reconstructed objects, validate reconstruction algorithms, evaluate statistical
and systematic uncertainties and so on.
The event simulation process is usually divided into two steps:
• Generation of the event by calculating the production process originat-
ing from an inelastic pp scattering and immediate decays into a final
state of stable particles.
• Simulation of the detector geometry and digitization of the energy de-
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posited in the sensitive regions of the detector in order to reproduce
the real detector response.
3.2.1 Generation
The generation of the events consists in the production of a series of particles
through a simulation process. Every event generator produces a set of sta-
ble particles (like electrons, muons, pions and photons) and many unstable
particles (like quarks and gluons).
The major part of the generators are designed for LO calculations. Among
these are the AcerMC [45] and Alpgen [46]. There are matrix element genera-
tors designed for next-to-leading order (NLO) calculations such as MC@NLO
[47, 48] and Powheg [49]. For parton showering and hadronization Pythia
[50] and Herwig [51] and for multiple interactions Herwig by the interface to
Jimmy [52] can be used. There are many other generators available, but only
those which are used for this analysis have been included in this discussion.
Usually the generation of simulated physical events is done in several steps:
• hard process;
• parton shower;
• hadronization;
• decay;
• multiple interaction and beam remnants (also known as minimum bias
collisions).
Fig. 3.2 show the schematic workflow of a typical Monte Carlo event gener-
ation.
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Figure 3.2 – Schematic workflow of a typical Monte Carlo event generation.
Hard process
The Hard Process is the most theoretically understood part of the interac-
tion. The simulation of this part is usually done with fixed-order perturbative
matrix elements, which describe the transitions between the initial and final
state in Feynman diagrams. At the LO, the squared matrix elements are
positive definite, so all complications involving the regularization of matrix
elements are avoided, and the codes are based either on the direct computa-
tion of the relevant Feynman diagrams or on the solutions of the underlying
classical field theory [53]. Tree-level matrix element generators can be au-
tomated and used for generation of arbitrary or specific processes. On the
contrary, Next-to-Leading-Order calculations are more difficult to automate,
because the real and virtual contributions which are considered have equal
and opposite divergences, and so generators need to know ahead the way to
carry on the hadronization level.
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Parton shower
Once the hard scattering partons are produced they will irradiate energetic
gluons, just like accelerated electrical charges irradiate photons (Fig. 3.3).
This process links the highly virtual state from the hard scattering to the
initial (space-like emission) and final (time-like emission) observable state,
and goes on until the virtuality of the generated shower becomes too small
to be treated by the perturbative QCD (pQCD) [54].
Figure 3.3 – Example of parton shower.
Hadronization
This step is typically non-perturbative and therefore is described only by
phenomenological models. In Pythia [50], for example, it’s implemented the
model called “Lund Model” [55] (other models exist, like the “Cluster Model”
implemented in Herwig [51]). This model is based on the approximation in
which, at large distances, the field lines between the two partons tend to get
“packed” in “strings”, resulting in an effective potential that is linear at a
first approximation:
V (R) = V0 + κR− e
R
+
f
R2
, (3.1)
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where κ ≈ 1 GeV/fm. Therefore, quark-antiquark pairs can be produced by
tunnel-effect with a probability ≈ exp[−b(m2q + p2T )].
Multiple interactions and additional processes
The underlying structure of the event, beam remnants, multi-parton interac-
tions, initial and final state radiations (ISR/FSR), and pile-up, are superim-
posed to the hard scattering process. Beam remnants are the parts of hadrons
which did not participate in the hard scattering process. Multi-parton inter-
actions happen when, beside the two partons involved in the hard scatter-
ing, other partons from the colliding protons interact producing additional
activity. ISR/FSR are the emissions associated with incoming and outgoing
particles, respectively. Lastly, due to the large number of particles per bunch,
more than one collision can occur simultaneously. The presence of more than
one interaction in the same bunch crossing is called pile-up. Pile-up includes
also such effects as beam halo, beam gas, cavern background events detector
responses to long-lived particles, as well as overlapping detector responses
from interactions of neighboring bunch crossings, called out-of-time pile-up.
The challenge of the matching
The simulations produced with the Monte Carlo generator at the Matrix El-
ement level, need to be interfaced with a parton shower MC to described the
soft QCD emission (collinear region). In Tab. 3.2 are shown the main features
of these two types of approach for the multi-parton final states generation.
Since these two approaches describe different regions of the parameter
space, it can happen that the same configuration could be described both
at ME level (n + 1 partons) and PS ( n partons + one soft emission). It’s
therefore necessary to correctly handle overlaps in order to avoid double
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Matrix Element Parton shower
Correct description far Correct description in
from the collinear region the soft/collinear approximations
Fixed final state multiplicity No limits to the multiplicities
Can simulate hard jet emission Can’t simulate hard jet emission
Heavily CPU-demanding Lightweight and fast to run
Table 3.2 – Features and differences between the ME and PS generators.
countings. The procedures that allow this kind of checks are called “matching
algorithms”. For the samples used in this analysis, the “MLM” approach has
been adopted [56].
3.2.2 Simulation
The detector response is simulated by transporting generated events through
the detector using the simulation toolkit Geant4 [57]. It provides models
for physics and infrastructure for particle propagation through a detector
geometry. The energies deposited in the sensitive portions of the detector
are recorded as “hits” containing the energy deposition, position, and time.
The digitization takes the hit output from simulated events; hard scatter-
ing signal, underlying event, pile-up, and converts it into detector responses.
The information of each subdetector can be presented in either an object-
based format or in a format identical to the output of the ATLAS data
acquisition system, i.e. similar to the real detector output (raw data). This
allows to process both simulated and “real” data using the same ATLAS
trigger and reconstruction packages [58].
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3.2.3 Monte-Carlo samples
The generation of tt¯ signal and single top events uses the MC@NLO software
with the CTEQ6.6 PDF set [23], with the top mass set to 172.5 GeV. The
tt¯ production cross section is normalized to 164.57 pb using the approximate
Next-to-Next Leading Order QCD (aNNLO QCD) calculation provided by
Hathor [59]. On the truth level the sample is filtered for single-lepton and
dilepton decay final states, which means at least on of the W -bosons from top
quark should decay to a neutrino and an electron, a muon or a tau. Single
top quark production includes the t, Wt and s channels and the cross section
is normalized to the MC@NLO predicted cross section using the “diagram
removal scheme” final state [26].
The generation of Z+jets events uses the Alpgen MC generator, using the
MLM matching scheme and PDF set CTEQ6L1 in a phase space restricted
to 10 < mll < 40 GeV and 40 < mll < 2000 GeV regions. These samples are
normalized with an NLO/LO k-factor of 1.25. These k-factors are used to
scale the cross section from LO simulations to higher order. Z+jets samples
used for the analysis include also the full Drell-Yan contribution from the
γ∗ → ll process and take the Z/γ∗ interference into account.
The relative small background due to diboson WW/WZ/ZZ events is
modeled using the Alpgen generator (using Herwig for the hadronization
and Jimmy for the underlying event model), normalized with appropriate
k-factors of 1.26 (WW ), 1.28 (WZ) and 1.30 (ZZ).
Details on the MC samples used are shown in Tabs. 3.3-3.8. A complete
description of the MC samples used for signal and background is given in
[60].
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ID Description ME + PS σ[ pb] k-factor
105200 No full-had MC@NLO+Herwig/Jimmy 80.11 1.12
105860 No full-had Powheg+Herwig 79.12 1.13
105861 No full-had Powheg+Pythia 79.12 1.13
117862 No full-had, I/FSR max AcerMC+Pythia 41.01 2.208
117863 No full-had, I/FSR min AcerMC+Pythia 58.23 2.209
Table 3.3 – tt¯ samples which do not include all hadronic decays (No full-
had). The 105200 sample is used for the nominal analysis, the others are
used for systematic evaluation.
ID Description ME + PS σ[ pb] k-factor
117360 Single top (t-chan) → eν AcerMC+Pythia 8.06 0.865
117361 Single top (t-chan) → µν AcerMC+Pythia 8.06 0.865
117362 Single top (t-chan) → τν AcerMC+Pythia 8.05 0.866
108343 Single top (s-chan) → eν MC@NLO+Herwig/Jimmy 0.47 1.064
108344 Single top (s-chan) → µν MC@NLO+Herwig/Jimmy 0.47 1.064
108345 Single top (s-chan) → τν MC@NLO+Herwig/Jimmy 0.47 1.064
108346 Single top (Wt-chan) inclusive MC@NLO+Herwig/Jimmy 14.59 1.079
Table 3.4 – Single top samples.
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ID Description ME + PS σ[ pb] k-factor
116250/107650 Z(→ ee) + 0p Alpgen+Herwig 3055.2 / 668.3 1.25
116251/107651 Z(→ ee) + 1p Alpgen+Herwig 84.9 / 134.4 1.25
116252/107652 Z(→ ee) + 2p Alpgen+Herwig 41.4 / 40.5 1.25
116253/107653 Z(→ ee) + 3p Alpgen+Herwig 8.4 / 11.2 1.25
116254/107654 Z(→ ee) + 4p Alpgen+Herwig 1.9 / 2.9 1.25
116255/107655 Z(→ ee) + 5p Alpgen+Herwig 0.5/0.8 1.25
116260/107660 Z(→ µµ) + 0p Alpgen+Herwig 3054.9 / 668.7 1.25
116261/107661 Z(→ µµ) + 1p Alpgen+Herwig 84.9 / 134.1 1.25
116262/107662 Z(→ µµ) + 2p Alpgen+Herwig 41.5 / 40.3 1.25
116263/107663 Z(→ µµ) + 3p Alpgen+Herwig 8.4 / 11.2 1.25
116264/107664 Z(→ µµ) + 4p Alpgen+Herwig 1.9 / 2.8 1.25
116265/107665 Z(→ µµ) + 5p Alpgen+Herwig 0.5 / 0.8 1.25
116270/107670 Z(→ ττ) + 0p Alpgen+Herwig 3055.1 / 668.4 1.25
116271/107671 Z(→ ττ) + 1p Alpgen+Herwig 84.9 / 134.8 1.25
116272/107672 Z(→ ττ) + 2p Alpgen+Herwig 41.4 / 40.4 1.25
116273/107673 Z(→ ττ) + 3p Alpgen+Herwig 8.4 / 11.3 1.25
116274/107674 Z(→ ττ) + 4p Alpgen+Herwig 1.9 / 2.8 1.25
116270/107670 Z(→ ττ) + 5p Alpgen+Herwig 0.5 / 0.8 1.25
Table 3.5 – Z/γ∗+jets samples with phase space cuts 10 GeV < mll <
40 GeV (left) and mll > 40 GeV(right).
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ID Description ME + PS σ[ pb] k-factor
107860 W → eν + 0p Alpgen+Herwig/Jimmy 6930.50 1.196
107861 W → eν + 1p Alpgen+Herwig/Jimmy 1305.30 1.196
107862 W → eν + 2p Alpgen+Herwig/Jimmy 378.13 1.196
107863 W → eν + 3p Alpgen+Herwig/Jimmy 101.86 1.196
107864 W → eν + 4p Alpgen+Herwig/Jimmy 25.68 1.196
107865 W → eν + 5p Alpgen+Herwig/Jimmy 6.99 1.196
107690 W → µν + 0p Alpgen+Herwig/Jimmy 6932.40 1.195
107691 W → µν + 1p Alpgen+Herwig/Jimmy 1305.90 1.195
107692 W → µν + 2p Alpgen+Herwig/Jimmy 378.07 1.195
107693 W → µν + 3p Alpgen+Herwig/Jimmy 101.85 1.195
107694 W → µν + 4p Alpgen+Herwig/Jimmy 25.72 1.195
107695 W → µν + 5p Alpgen+Herwig/Jimmy 7.00 1.195
107700 W → τν + 0p Alpgen+Herwig/Jimmy 6931.80 1.195
107701 W → τν + 1p Alpgen+Herwig/Jimmy 1304.90 1.195
107702 W → τν + 2p Alpgen+Herwig/Jimmy 377.93 1.195
107703 W → τν + 3p Alpgen+Herwig/Jimmy 101.96 1.195
107704 W → τν + 4p Alpgen+Herwig/Jimmy 25.71 1.195
107705 W → τν + 5p Alpgen+Herwig/Jimmy 7.00 1.195
Table 3.6 – Samples including W + light jets, W + charm (mass-less charm)
and W + bb (where the bb pair is produced in the parton shower).
ID Description ME + PS σ[ pb] k-factor
117293 W → c+ 0p inclusive Alpgen+Herwig/Jimmy 644.4 1.20
117294 W → c+ 1p inclusive Alpgen+Herwig/Jimmy 205.0 1.20
117295 W → c+ 2p inclusive Alpgen+Herwig/Jimmy 50.8 1.20
117296 W → c+ 3p inclusive Alpgen+Herwig/Jimmy 11.4 1.20
117297 W → c+ 5p inclusive Alpgen+Herwig/Jimmy 2.8 1.20
117284 W → cc+ 0p inclusive Alpgen+Herwig/Jimmy 127.53 1.20
117285 W → cc+ 1p inclusive Alpgen+Herwig/Jimmy 104.68 1.20
117286 W → cc+ 2p inclusive Alpgen+Herwig/Jimmy 52.08 1.20
117287 W → cc+ 3p inclusive Alpgen+Herwig/Jimmy 16.96 1.20
107280 W → bb+ 0p inclusive Alpgen+Herwig/Jimmy 47.35 1.200
107281 W → bb+ 1p inclusive Alpgen+Herwig/Jimmy 35.76 1.200
107282 W → bb+ 2p inclusive Alpgen+Herwig/Jimmy 17.33 1.200
107283 W → bb+ 3p inclusive Alpgen+Herwig/Jimmy 7.61 1.200
Table 3.7 – Samples including W + heavy quarks (c and b). “Inclusive”
means that the W can decay in either an electron, muon or tauon and a
neutrino
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ID Description ME + PS σ[ pb] k-factor
105985 WW Herwig 11.5003 1.48
105986 ZZ Herwig 0.9722 1.30
105987 WZ Herwig 3.4641 1.60
Table 3.8 – Samples including WW/WZ/ZZ, filtered requiring one lepton
with pT > 10 GeV and |η| < 2.8.
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3.3 tt¯ signal estimation
As shown in Sect. 3.2.3, top quark pair production is simulated using the
MC@NLO event generator interfaced with HERWIG and JIMMY to model
the parton showering and the underlying event.
The assumed central value for the top quark mass is mt = 172.5 GeV. The
sample is split into a subsample including only the all-hadronic decay channel,
not used in the analysis1, and another sample containing the dileptonic and
the lepton+jets channels.
While MC@NLO predicts an inclusive top quark pair production cross
section at NLO plus parton shower, more precise predictions for the total
rate of top quark pair production are available at approximate NNLO, so
the simulated tt¯ sample is rescaled via a k-factor to the prediction from
the aNNLO QCD calculations evaluated with the Hathor framework [59],
σtt¯ = 164.6± 9.3(scale)± 6.5(PDF ) pb.
Beside the NLO prediction, the nominal sample of top pair events was
generated also using the ALPGEN generator and CTEQ6L1 PDF set. The
sample was generated for tt¯ with zero to four exclusive and five inclusive
additional light partons. Parton showering and fragmentation was performed
by HERWIG. The MLM parton-jet matching scheme was applied (ETCLUS
20 GeV, RCLUS 0.7, ETACLUS 6.0) to avoid double counting of configurations
generated by both the parton shower and the matrix-element calculation.
In addition to this central sample used for the design of the analysis, sev-
eral samples are generated with varied settings and generators to estimate
systematic uncertainties caused by the differences between models. To study
the differences between available signal generators, tt¯ production is also mod-
1The all-hadronic tt¯ decay channel generates a final state (6 jets, in the “tree level
picture”) that, for the sake of this analysis, is not discernible from the multijet QCD .
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eled using POWHEG, interfaced both with HERWIG/JIMMY and PYTHIA,
and Alpgen, interfaced with HERWIG/JIMMY.
In particular, beside the NLO prediction, the analysis has been performed
using also the nominal sample of top pair events generated using the ALP-
GEN generator and CTEQ6L1 PDF set. The sample was generated for tt¯
with zero to four exclusive and five inclusive additional light partons. Parton
showering and fragmentation was performed by HERWIG. The MLM parton-
jet matching scheme was applied (ETCLUS 20 GeV, RCLUS 0.7, ETACLUS 6.0)
to avoid double counting of configurations generated by both the parton
shower and the matrix-element calculation. The Alpgen generator provides
a more precise description of the events with high jet multiplicities, as shown
in Fig. 3.4 and Fig. 3.5. This phase space region is crucial for the sake
of this analysis, since the tt¯ kinematic variables, especially the pT Fig. 3.6,
are strongly dependent on the description of the extra parton emissions. In
particular, the low pT region is strongly dependent by the parton shower
modeling, in the extreme case of events generated without parton shower the
spectrum is exactly δ(0) due to the transverse momentum conservation (red
line in Fig. 3.6); in the higher pT region, on the contrary, the hard parton
emission plays a major role, and thus Alpgen is expected to provide a better
description.
Since none of the NLO generators for tt¯ production allows for variation
of the amount of initial- and final-state-radiation , AcerMC samples with
PYTHIA showering are generated where the ISR (PARP(67), PARP(64)), and
FSR (PARP(72), PARJ(82)) parameters in PYTHIA are varied by a factor
1/2 and 2 (see Fig. 3.7 for an explanation of their meaning), centered around
the Perugia 2011C tune [62]. The PDF set MRST2007LO** is used in the
generation of these samples.
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(a) (b)
Figure 3.4 – Number of jets spectra in the electron channel after the one-tag
selection (as described in Chapter 5) using the MC@NLO generator (a) and
the Alpgen generator (b) to model the signal.
(a) (b)
Figure 3.5 – Number of jets spectra in the muon channel after the one-tag
selection (as described in Chapter 5) using the MC@NLO generator (a) and
the Alpgen generator (b) to model the signal.
60
3.3. tt¯ signal estimation
Figure 3.6 – tt¯ pT spectra using Madgraph [61] without (red) and with (blue)
parton shower, Alpgen+Herwig (green) and MC@NLO+Herwig (black).
Figure 3.7 – Meaning of the Pythia parameters used for the up and down
variations.
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3.4 Background estimation
Usually, two basic categories of background processes can be defined: physics
backgrounds and instrumental backgrounds. Physics backgrounds are those
processes that are characterized by the same final state as the signal events.
Instrumental backgrounds are those instead which mimic the signal final
state due to a detector effect, resulting in a mis-identification of some of the
final state objects. Although the mis-identification rates are typically very
small, instrumental backgrounds can still significantly contribute to the final
selected samples due to the very large production cross-sections.
Instrumental backgrounds are generally estimated using control data sam-
ples, while physics backgrounds are estimated using MC simulations, re-
normalized using higher order theoretical calculations (as explained in Sect. 3.2.3)
or data-driven methods. Examples of instrumental background for the tt¯ sig-
nal in the single lepton channel are the QCD multi-jet and W+jet processes
(which might be also physics background).
The inclusive QCD process pp→ jets has a production cross-section which
is about nine orders of magnitude larger than the tt¯ one. The jets come
mainly from light quarks (u−, d−, s−quarks) or gluons; b-quark jets are pro-
duced in a few percent of these events. For semi-leptonic final states, the
QCD background is sometimes referred to as “fake lepton” background. It
is a consequence of the mis-identification of a jet as an isolated high energy
lepton and of a mismeasurement of the /ET that makes the event fall into the
selected sample. This is especially the case for the electron + jets selection,
while for the muon + jets the contamination is mainly due to “true” non-
prompt muons coming from heavy-quark decays. If b-quark jet identification
is required, a further mis-identification of one of the light quark or gluon jets
is also necessary in order for the event to survive all selection criteria.
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The W+jets process has a production cross-section about three orders of
magnitude greater than the tt¯ process and is the most important background
for the tt¯ semileptonic final state. When the W decays leptonically, there
are a high energy lepton and /ET in the event. If the b-tag requirement is
dropped, this background appears as a physics background, while after a b-
tag selection, W+jet events can contribute both as instrumental background,
when the W is produced in association with light jets only (and therefore
to pass the selection cuts one of the jets has to be mis-identified as b-jet),
and as physics background, when at least one of the jets is originated from
a heavy b or c-quark (the so called “W +heavy flavor” production shown in
Tab. 3.7). The shapes of the distributions for W+jet events is taken from
MC simulation, while their normalization is extracted from the data (exploit-
ing the charge asymmetry in W production) since there are large theoretical
uncertainties involved. These uncertainties arise since complete calculations
of the W + 3 jets and W + 4 jets cross sections, including heavy flavor con-
tributions, are unavailable and current estimates rely on a mixture of partial
calculations at lower orders and parton shower MC models to extrapolate to
larger jet multiplicities.
A related background, Z+jets, has a production cross-section roughly a
factor of ten smaller than the W+jets background. It can contribute to
the selected sample if the Z decays to e+e− or µ+µ− and one of the lep-
tons escapes undetected giving rise to fake /ET . This effect is dominated by
the limited geometric acceptance of the detector and is estimated using MC
simulation as shown in Tab. 3.5. Moreover, Z → τ+τ− events, when one
of the τ leptons decays leptonically and the second one hadronically, can
present a very signal-like final state. Once the relevant branching fractions
are included, this turns out to be a small background and is estimated from
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MC.
The production of a single top quark via electroweak interactions has a
production cross section about a factor of two smaller than the tt¯ production.
These single top events have usually final states with a smaller number of
jets than tt¯ and their contribution to the high jet multiplicity samples is
small. On the contrary, in the low jet multiplicity control samples their
contribution is important, especially after the b-tag requirement. The single
top background is estimated using MC simulation and normalized using the
theory predicted cross-section.
The diboson processes pp → WW,WZ,ZZ have small cross-sections and
usually don’t contribute significantly to the high jet multiplicity samples, but
their contribution is still taken into account using MC simulation normalized
by using the theoretical predictions.
3.4.1 QCD background estimation
tt¯ decays are selected through their high pT leptons in the final state. While
semi-leptonic electroweak processes can produce real electrons or muons
(prompt leptons from W and Z decays) passing these selections, there is an
additional component from mis-identified leptons or “fake leptons”, called
QCD background.
The dominant sources of these fake leptons are from:
• semi-leptonic B-hadron decays;
• long lived weakly decaying states such as pi± or K mesons;
• electrons from photons conversions or direct photons;
• mis-identification of hadronic jets.
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While the probability of a multi-jet event passing the selection is very low,
the production cross-section for multi-jet events is orders of magnitude above
that of the tt¯. These background sources are also highly detector dependent.
Therefore, data-driven methods are the most appropriate to estimate the
rate of fake leptons in an analysis.
The Matrix Method
The Matrix Method (MM), has been extensively used at the Tevatron [63]
and is based on selecting two categories of events using “loose” and “tight”
lepton selection requirements. This method is in principle valid for every
event selection based on single-lepton identification and can be extended to
di-lepton selections as well [64].
The tight lepton selection is usually the standard lepton selection used in
the analysis, described in Chapter 4, while the loose one is obtained reducing
some of the lepton identification requirements. In this way, all the leptons
passing the tight selection (“tight leptons”) are also passing the loose lepton
selection (they are “loose leptons” as well).
Based on these loose and tight lepton selections, one can distinguish be-
tween a loose and a tight event selection, differing only in the lepton identi-
fication criteria.
It is important to note that, even if the tight lepton selection is actually a
subset of the loose one, this is not necessarily the case for the corresponding
event selection. Indeed, if the event selection includes a lepton veto (i.e. a
requirement of the form “exactly N lepton” or “no more than N leptons”), it
might happen that some events are passing the tight selection without passing
the loose one. This is the case when, i.e. for the e+jets selection, there are
two electrons in the event, one passing the tight selection, and the other one
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passing the loose selection but not the tight one; this event has exactly one
tight electron, and is therefore passing the tight event selection, but on the
other hand it has two loose electrons, which means that it’s not passing the
loose event selection, which is requiring “exactly one” loose electron. In this
case, these events are not considered, since the tight events must be a subset
of loose events.
The number of selected events in each sample (N loose and N tight) can be
expressed as a linear combination of the numbers of events with real and fake
leptons, in such a way that the following system of equations can be defined
(hence the name “Matrix Method”):
N loose = N loosereal +N
loose
fake
N tight = N tightreal +N
tight
fake . (3.2)
where N loosereal(fake) and N
tight
real(fake) is the number of events passing the loose and
tight selection, containing a real(fake) lepton. By defining the “real” and
“fake” efficiency
real =
N tightreal
N loosereal
fake =
N tightfake
N loosefake
(3.3)
one can re-write (3.2)
N tight = realN
loose
real + fakeN
loose
fake . (3.4)
In particular, the number of “tight” events coming from “fake” leptons (the
definition of our QCD background) can be expressed by solving the system
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(3.2) using (3.4) :
N tightfake =
fake
real − fake
(
realN
loose −N tight) . (3.5)
Once N tight and N loose are extracted from the “tight” and “loose” samples,
the only missing variables are the efficiencies real and fake. Usually, both
the efficiencies are dependent on the lepton η and pT . The pT −η grid used in
this analysis is shown in Tab. 3.9. In this analysis, electrons which are in the
cracks between the barrel and the endcaps of the electromagnetic calorimeter
are removed, so the efficiency in those regions is set to 0.
ηgrid
-2.47, -2.37, -2.01, -1.81, -1.52, -1.37, -0.8, -0.6, -0.1, 0,
0.1, 0.6, 0.8, 1.37, 1.52, 1.81, 2.01, 2.37, 2.47
pgridT [GeV] 25, 30, 35, 40, > 45
Table 3.9 – Binning definition in pT − η space for the determination of
real/fake.
To make this method actually usable in the analysis, (3.5) can be general-
ized in order to obtain a weight wi to be applied to the data events passing
the “loose” selection:
wi =
fake
real − fake (realisLoose(i)− isT ight(i)) , (3.6)
where isLoose/isT ight is a boolean value that indicates if the event passes
the loose/tight selection. These weights are built in such a way that their
sum running on all the data events is N tightfake .
Real efficiency determination The measurement of the lepton identifica-
tion efficiency real is derived through the tag-and-probe method with a
sample of Z → e+e− events. The sample of Z events is selected follow-
ing the same cleaning as for top studies, the only exception being that
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the overlap removal procedure is applied with loose leptons. No specific
requirement on the amount of jet activity in the event is considered.
Events with two loose leptons are selected. The tag is a well-identified
lepton passing the Tight requirement.
For each pair of electrons, the invariant mass is calculated. A total of
nearly two millions probes are finally available in the electron channels
for the extraction of the identification efficiency. Pairs of same-sign and
opposite sign charges are then considered separately.
Different background subtraction methods can be applied. They are
all based on the peak structure of the invariant mass distribution:
• removal of same-sign events in the signal region (OS-SS),
• side-band method on same-sign events,
• fit using a model for the signal (Breit-Wigner convoluted with a
Crystal-ball function) and for the background (convolution of a
Gaussian and an exponential decay) components.
The first method assumes the lepton charges are uncorrelated in back-
ground events.
The side-band method relies on the background having a linear shape
over the considered invariant mass range. In this case, the invariant
mass distributions for opposite-sign and same-sign pairs at the denom-
inator and numerator levels are divided in three regions A, B and C.
The number of background events in region B and its uncertainty are
estimated from the extrapolation of the side-bands A and C of the
same-sign distribution.
Lastly, for the extraction of the efficiency with fits, one assumes the
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functions used model well the signal and the different background com-
ponents. Two fits need to be performed: one for the probe at loose level
(denominator) and one for the probe at tight level (numerator). The
efficiency is then computed taking the ratio of the estimated number
of signal events under the Z-boson peak in the two selections.
The main systematics on the efficiency measurements are linked to the
contamination of the sample of probes by background. To assess the
precision of its subtraction, different variations of the probe selection
have been used to change the level of the background and different
methods to estimate it.
Fake efficiency determination The fake efficiencies are estimated in a
sample with at least one jet (pT > 25 GeV) and exactly one loose
lepton. A minimum distance between the jet with highest pT and the
lepton of ∆R(leading jet, lepton) ≥ 0.7 is required. The efficiency fake
is equivalent to the fraction of loose probe candidates passing the tight
cut. It is measured in a control region with /ET < 20 GeV in order
to enhance the sample in QCD jets. Other /ET regions are used to
estimate the corresponding systematic uncertainty.
3.4.2 W+jets background normalization
Since the theoretical uncertainties on the estimate of the W+jets background
for high jet multiplicities (especially after b-tag selection) are large, data-
driven methods that combine measurements from several control sample are
used.
The approach described here consists in two steps. The first step is to
get an estimate of the number of W+jets events Nj after a specific selection
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without including any b-tagging requirement (W
Nj
pretag) with the method de-
scribed in the following section. As a second step, needed for the W+jets
background estimation in a b-tag sample, the pretag estimate is extrapo-
lated to the corresponding b-tag selection (W
Nj
tagged) by multiplying it by an
appropriate factor f
Nj
tag (“W -tagging rate”). In such a way, one can write:
W
Nj
tagged = W
Nj
pretag · fNjtag (3.7)
The Charge Asymmetry Method
The “Charge Asymmetry” approach is based on the fact that, in pp collisions,
while the tt¯ production is associated to the same number of positive and
negative lepton candidates (is “charge-symmetric”), the W+jets production
is characterized by an excess of positive leptons (is “charge-asymmetric”).
Infact, positively charged W -bosons can be produced from parton level pro-
cesses such as ud¯ → W+ or cs¯ → W+ whose cross section depends upon
products of PDFs such as u(x1) · d¯(x2). On the other hand, the production
of negatively charged W−bosons from, e.g., du¯ → W− depends upon the
d(x1) · u¯(x2) PDF product. The PDFs of up and down valence quarks are
different in a proton, hence there is a charge asymmetry.
The cross-section ratio, R = σ(pp → W+)/σ(pp → W−) is relatively well
understood [65]. The main theoretical uncertainty on R is due to the PDF
uncertainties, so that R is predicted to within a few percent at LHC energies,
i.e. better than the prediction of the cross section for W -bosons produced
in association with three or more jets. One can therefore use the theoretical
prediction for R to measure the W+jets background for the tt¯ production in
the l+jets channel.
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The amount of W -bosons in a given sample can be expressed as:
(
W+ +W−
)
=
(
W+ +W−
W+ −W−
)
MC
·(D+ −D−) = R + 1
R− 1 ·
(
D+ −D−) (3.8)
where D+(D−) are the data events with a positive (negative) lepton, and R
is evaluated using the kinematic selection of the MC sample.
The formula is valid due to the fact that the processes ttbar, QCD and
Z+jets are symmetric, so thatW+−W− ≈ D+−D− is a good approximation.
However, other important processes like single top and diboson production
are charge-asymmetric as well, so they have to be taken into account and
subtracted from D+ and D−, according to the sign of the reconstructed
lepton.
W+jets flavor composition
Like the overall W+jets normalization, also its heavy flavor composition, i.e.
the fraction of Wbb¯, Wcc¯ and Wc events, suffers from a big uncertainty from
MC simulation. Knowing these heavy flavor fractions (HFFs) in W+jets is
essential to extract the W+jets background after a b-tag selection.
The determination of the W HFF in the high jet multiplicity region is dif-
ficult due to the significant amount of tt¯ contamination. A common solution
to the problem is to measure the HFF in the 1- and 2-jet bins and extrapolate
to the signal region using the MC simulation.
To determine the HFFs in the 1- and 2-jet bins in data, a “tag-counting”
method is used. Basically, it consists in a comparison of the pretag and b-
tagged samples between data and MC. Counting the number of events in data
and subtracting the number of expected non-W background events (tt¯, single
top, Z+jets, diboson and QCD) in different jet multiplicity and b-tag bins,
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keeping from MC some constraint (the ratio between the HFFs in 1- and 2-jet
bins, the ratio between Wbb¯ and Wcc¯ fractions and the tagging probability
for each specific flavor type), a set of data-driven correction factors for the
different flavor fractions in the MC simulation can be extracted.
This method suffers of the following systematic uncertainties:
• cross-section uncertainties for tt¯, single top, Z+jets and diboson;
• QCD normalization uncertainty;
• b- and light-tagging efficiency uncertainty;
• jet energy scale.
The second step consists in extrapolating the obtained HFF scale factors
(SFs) from the 1- and 2-jet bin to higher jet multiplicity bins. The HFFs in
MC are simply scaled by the same SFs, and an uncertainty obtained from
MC is assigned. To assess the MC uncertainties associated with the HFF
extrapolation, ALPGEN generator parameters are varied in both W+light
and heavy flavor simultaneously, and the results are checked using NLO event
generator.
This analysis is performed for the full 2011 dataset, combining the e+jet
and µ+jet samples to reduce the statistical uncertainty. Results and related
uncertainties are summarized in Tab. 3.10 and Tab. 3.11 respectively.
jet bin Kbb Kc Klight
1 jet 1.156 1.106 0.976
2 jet 1.104 1.095 0.966
3 jet 1.097 1.088 0.960
4 jet 1.091 1.082 0.955
Table 3.10 – Heavy flavor fraction in the W+jets sample for the 2011
dataset.
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Source Kbb(%) Kc(%) Klight(%)
tt¯ cross section 16/-16 -5.1/5.2 -1.1/1.2
Kbb (stat) -3.2/3.2 0.39/-0.39 0.39/-0.39
Kc (stat) 0.34/-0.34 -1.6/1.6 0.34/-0.34
Klight (stat) 0.52/-0.51 0.52/-0.51 -0.2/0.2
WbbWcc jet 9.2/-8 -8.4/7.2 0.61/-0.5
Wc jet 28/-50 -24/44 1.5/-3
Wt cross section 17/-17 -4.6/4.7 -1.4/1.4
Single top cross section 6.9/-6.9 -1.5/1.5 -0.7/0.7
Z cross section -4/4.5 -1.4/1.4 0.95/-1
WW/ZZ/WZ cross section 0.14/-0.14 -0.025/0.024 -0.015/0.016
QCD 6.9/-7.6 1.3/-1.3 -1.4/1.5
Pratagged QCD -11/12 -0.0039/-0.32 1.7/-1.8
Jet Energy Scale -9.6/11 -2/-0.43 2.1/-1.9
Symmetrized jet energy resolution 2.3/-2.3 -4.6/4.6 0.82/-0.82
b-tag efficiency 74/-65 -17/17 -7.2/5.9
b-tag mis-identification -2.6/2.6 1.1/-1.1 0.15/-0.15
Total uncertainty +85/-88 +49/-32 +7.3/-8.7
Table 3.11 – Main uncertainties on the heavy flavor fraction in the W+jets
sample for the 2011 dataset.
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CHAPTER 4
OBJECT DEFINITIONS AND SELECTION
In this chapter, I’ll describe the way the physics objects are reconstructed
in ATLAS. Assuming a “leading order” picture of the topology of the events
under study (Fig. 4.1), the reconstructed objects of interest are:
• the jets from the hadronic decay of the W (and b-jets originating di-
rectly from the top);
• the leptons (electrons, and muons);
• the missing transverse energy ( /ET ) carried out by the invisible neutrino.
Only the objects used in this analysis are considered here, and only general
reconstruction and identification algorithms used in ATLAS are described,
while the specific kinematic cuts chosen for the analysis are discussed in
Sect. 5.1. A detailed description and definition of the objects used in this
analysis can be found in [66].
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Figure 4.1 – Leading order Feynman diagram of the “semileptonic” tt¯ topol-
ogy.
4.1 Jets
Hadronic particles deposit their energies mainly in the calorimeter system.
In an attempt to resolve particles coming from the hard scatter, these energy
deposits may be grouped into objects called jets.
The “anti-kT” algorithm [67] with ∆R = 0.4 is used to reconstruct the jets.
Jets are required to have pT > 25 GeV and |η| < 2.5. Since reconstructed
electrons might also be reconstructed as jets in the calorimeter, any jet over-
lapping with a selected electron within a cone of ∆R = 0.2 is removed from
the list of jets.
A cut on the “jet vertex fraction” variable is applied: this variable rep-
resents the fraction of the tracks associated to the jets that are matched to
the primary vertex. The threshold is 0.75 and this cut is needed to avoid the
contamination due to the high-pileup.
Jet quality criteria are applied to identify those jets not associated to in-
time real energy deposits in the calorimeters (bad jets) due to various sources
as hardware problems in the calorimeter, the LHC beam conditions, and the
atmospheric muon-ray induced showers. When a bad jet is found, the whole
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event is discarded.
4.1.1 Jet reconstruction algorithms
In ATLAS the so called anti-kT algorithm [67] has been adopted as default. It
is part of the wider class of “Cluster Algorithms”, based upon pair-wise clus-
tering of the initial constituents.1 Two “distances” are defined: dij between
objects i and j and diB between object i and the beam (B):
dij = min
(
k2pT,i, k
2p
T,j
) · ∆R2ij
∆R20
(4.1)
diB = k
2p
T,i, (4.2)
where ∆R2ij = (φi−φj)2 +(yi−yj)2 (φi and yi being the azimuthal angle and
rapidity of object i) and kt,i is the transverse momentum of i. The clustering
proceeds by identifying the smallest distance among all the entities in the
event:
• if it is dij , i and j are combined in a single objects,
• if it is diB, i is considered as a single jet and it is removed from the list
of entities.
This algorithm relies on two parameters: ∆R0 and p. For large values of
∆R, the dij are smaller, and thus more merging takes place before jets are
complete (jets get “wider”). The p parameter, instead, causes a preferred
1For the definition of these constituents, it’s not very convenient to use individual calo
cell signals, because they can be negative, due to noise effects, and because it is difficult
to determine the source of the signal without using also the information from neighbor
cells. Cells have thus to be collected into larger objects like towers or topological clusters
(topoclusters). The jets considered in this thesis are built starting from topoclusters.
Unlike calorimeter towers, that are built projecting the cell energy onto a two-dimensional
grid in η − φ space, topological clusters reconstruct three-dimensional energy deposits.
Starting from seed cells with high signal-to-noise ratio, neighboring cells with a signal-to-
noise ratio above a certain threshold are iteratively added to the cluster.
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ordering of clustering: if the sign of p is positive, clusters with lower energy
will be merged first, if it’s negative the clustering will start from higher energy
clusters. In the anti-kT algorithm p = −1 (hence the name “anti”), meaning
that objects with high relative momentum kT are merged first.
Jet energy calibration
The ATLAS calorimeters are non-compensating, and the energy of hadronic
particles is underestimated. In order to correctly reconstruct the energy of
the jets, a calibration procedure is needed. ATLAS has developed several
calibration schemes with different levels of complexity.
The jets used in this analysis are calibrated using the simplest scheme, the
so called “EMJES” because it is applied on top of the EM scale. The goal of
the Jet Energy Scale (JES) calibration is to correct the energy and momen-
tum of jets measured in the calorimeter, using as reference the kinematics of
the corresponding jets in the MC simulation. The jet energy scale calibration
is derived as a global function depending on pT and η. JES calibration is one
of the major sources of systematic uncertainty and will be further discussed
in Sect. 5.2.3.
Furthermore, a pile-up subtraction scheme that accounts for the effect of
both in-time and out-of-time pile-up is applied to jets at the EM scale. This
correction is parametrized according to the number of primary vertices in an
event (NPV ) and the number of average interactions in a luminosity block
(µ), in bins of jet pseudorapidity η.
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Jet energy resolution
The jet energy resolution (JER) measured with the di-jet balance2 and the
bi-sector 3 techniques in data and Monte Carlo agrees within uncertainty.
For this reason, no systematic smearing is applied to jets in Monte Carlo
simulation for central value measurements. The uncertainty on the jet en-
ergy resolution is evaluated by smearing jets according to the systematic
uncertainties of the resolution measurement in the full 2011 dataset.
4.1.2 b-tagging algorithms
The aim of b-tagging algorithms is to identify jets containing b-flavored
hadrons. For each selected jet they provide b-weights reflecting the prob-
ability that it originates from a b-quark. The discrimination of b-quark jets
from light quark jets is made possible mainly by the relatively long life time
of b-flavored hadrons, resulting in a significant flight path length L of the
order of some millimeter. This leads to measurable secondary vertices and
impact parameters of the decay products.
The transverse impact parameter d0 is defined as the distance in the trans-
verse plane (x, y) between the point of the closest approach of a track to the
primary vertex (i.e. the impact parameter) and the primary vertex itself; the
2The di-jet balance method for the determination of the jet pT resolution is based on
momentum conservation in the transverse plane. It works properly in the ideal case where
only two jets with the same particle level transverse momentum are present in the event.
Jets at particle level are defined as those composed by stable interacting particles with
a lifetime longer than 10 ps but excluding muons and neutrinos, that have not yet been
passed through the simulation of the ATLAS detector.
3The bi-sector method is based on the definition of an imbalance (transverse) vector,
PT , which is defined as the vector sum of the two leading jets in the di-jet event. This
vector is projected along an orthogonal coordinate system in the transverse plane, (ψ, η),
where η corresponds to the azimuthal angular bi-sector of the di-jet system while the ψ-
axis is defined as the one orthogonal to the η-axis. For a perfectly balanced di-jet event,
PT = 0.
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longitudinal component z0 is the z-coordinate of this point. Various b-tagging
algorithms are used in ATLAS, based on these discrimination variables (L,
d0 and z0 ), on secondary vertex properties and on the presence of leptons
within b-quark jets. Each tagging algorithm defines a “weight” w, associated
to the probability for a given jet to have been originated from a b-quark. For
each tagging algorithm, different “working points”, i.e. different threshold
on the w variable, can be used. The choice of the working point sets the
tagging efficiencies for b-, c- and light quark jets.
For the sake of this analysis, the MV1 algorithm with a working point
of 70% efficiency is used. The MV1 algorithm is a neural network-based
algorithm that uses the output weights of SV1 and JetFitterCombNN [68]
as inputs.
SV1 The SV1 tagging algorithm is based on the reconstruction of secondary
vertices from tracks within a jet. The search of the secondary starts by
building all two-track pairs that form a good vertex, using only tracks
associated to the jet and far enough from the primary vertex. Vertices
compatible with a primary vertex or material interaction are rejected.
All tracks from the remaining two-track vertices are combined into a
single inclusive vertex. The vertex decay length significance L/σ(L)
measured in 3D and signed with respect to the jet direction can be
used as a discriminating variable between b-jets and light jets. To
increase the discriminating power, the tagging algorithm SV1 takes
advantage of three of the vertex properties: the invariant mass of all
tracks associated to the vertex, the ratio of the sum of the energies of
the tracks in the vertex to the sum of the energies of all tracks in the
jet, and the number of two-track vertices. These variables are combined
using a likelihood ratio technique. SV1 relies on a 2D-distribution of
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the two first variables and a 1D-distribution of the number of two-track
vertices. In addition the distance ∆R between the jet axis and the line
joining the primary vertex to the secondary one is used.
JetFitterCombNN The JetFitterCombinedNN algorithm is the combina-
tion of two tagging algorithms: JetFitter and IP3D. JetFitter exploits
the topology of weak b- and c-hadron decays inside the jet, using a
Kalman Filter to define a common line on which the primary vertex
and the b- and c-hadron decay vertices lie, as well as their position on
this line, giving an approximated flight path for the b-hadron. The
discrimination between b-, c- and light jets is based on a likelihood
which uses the masses, momenta, flight-length significances and track
multiplicities of the reconstructed vertices as inputs.
The IP3D algorithm uses a likelihood ratio technique in which input
variables are compared to predefined smoothed and normalized distri-
butions for both the b- and light jet hypotheses, obtained from Monte
Carlo simulation. The distributions in this case are two-dimensional
histograms of the signed transverse impact parameter significance d0/σ(d0)
and longitudinal impact parameter significance z0/σ(z0) of tracks, tak-
ing advantage of the correlations between the two variables.
4.2 Electrons
Electron reconstruction and identification algorithms are designed to achieve
both a large background rejection and a high and uniform efficiency for iso-
lated high-energy (ET > 20 GeV) electrons over the full acceptance of the
detector. Isolated electrons need to be separated from hadron decays in QCD
jets and from secondary electrons originating mostly from photon conversions
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in the tracker material.
Electron reconstruction is based on the identification of a set of clusters in
the EM Calorimeter [69].For each reconstructed cluster, the reconstruction
algorithm tries to find a matching track in the Inner Detector. While the
energy of the electron is determined using the calorimeter information, the
more precise angular information from the ID track is used to evaluate the
trajectory.
The baseline ATLAS electron identification algorithm relies on variables
which deliver good separation between isolated electrons and fake signatures
from QCD jets. These variables include information from the calorimeter,
the tracker and the matching between tracker and calorimeter. Cuts are
applied on the energy in the Had Calorimeter inside the electron cone, on
the shape of the electromagnetic shower, on the track impact parameter, on
the number of hits in the different layers of the ID, on the difference between
the calorimeter cluster and the extrapolated track positions in η and φ, on the
ratio of the cluster energy to the track momentum ratio. Electrons passing
all the following identification requirements are called tight electrons, while
loose and medium electrons pass only some of the listed requirements:
• “LAr error == 0” (0:OK, 1:Noise Burst, 2:Data Integrity Error + time
veto around identified noise bursts);
• “tight++” ID flag: this flag is built by looking at the shower shapes in
the calorimeter, the matching of the cluster to the associated track and
at the number of hits in the inner part of the tracker. The tight++
operating point provides efficiencies ≈ 78% for Z electrons with a small
dependence on the number of interactions/crossing;
• author== 1 or author== 3. author== 1 means that the object has
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been found by only the standard (cluster based) electron reconstruction
algorithm. author== 3 means that the object has been found by the
standard (cluster based) and the track-based algorithms;
• |z0(vs PV )| < 2mm: z0(vs PV ) is the projection on the z-axis of the
track impact parameter respect to the Primary Vertex;
• ET > 25 GeV, where ET = Ecluster/ cosh ηtrack
• 0 < |ηcluster| < 2.47 excluding 1.37 < |ηcluster| < 1.52: this takes in
account the EM calo acceptance, as described in Sect. 2.2.3;
• isolation cuts ‘Etcone20” and “Ptcone30” @ 90%: “Etcone20” is a
variable built summing the ET deposited in the calorimeter towers in
a cone of radius ∆R = 0.2 around the electron position. “Ptcone30”
is an analogue variable built by summing the pT of the tracks in the
ID around a cone of ∆R = 0.3. The working points for these cuts are
tabulated in a η − pT grid, characterized by an efficiency of 90%;
• ∆R(e, jet) > 0.4 after the electron-jet overlap removal (as explained
in Sect. 4.1), since the electron scale factors from are calibrated for
∆R(e, jet) > 0.4;
• OQ_flag&1446==0. The Object Quality Flag is a 32bit word: for each
electron all the cells of the cluster are analyzed and if any important
problem is found, then the corresponding bit is set to 1.
4.2.1 Electron reconstruction performance
Besides improving the quality of the electron reconstruction, the isolation
cut is very effective in selecting those electrons that are coming from the
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(a) (b)
Figure 4.2 – Electron “tight++” scale factor as a function of the η (a) and
ET (b) of the electron.
W -boson decay while removing the electrons coming from the hadron decays
within a hadronic jet. The latter electrons are expected to be characterized by
electromagnetic clusters having on average a greater energy, because they are
likely to be contaminated by the others nearby calorimeter energy deposits.
The electron reconstruction efficiencies are measured with the Tag & Probe
method, using Z → e+e− samples. The scale factors, defined as data/MC
are calculated in 9 η bins. In particular, the “Tight++” scale factors are
binned in 9 η bins with ET -corrections in 6 ET bins, as shown in Fig. 4.2.
The main source of the systematic uncertainties comes from the background
subtraction in data for both sample, and is much more in the endcap regions
that in the barrel ones.
The dependence of the reconstruction efficiencies on the pile-up conditions
can be evaluated by integrating them over η and ET and measuring them as
a function of the number of reconstructed vertices, as shown in Fig. 4.3.
The energy scales of electrons are calculated using Z → e+e−, J/ψ → e+e−
or E/P studies with isolated electrons from W → eν. The data energy scale
is corrected as a function of ηcl, φcl and ET of the electrons and systematic
uncertainties are within ±(1−−1.5)% for the |ηcl| < 2.47 range. In this re-
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Figure 4.3 – Electron reconstruction efficiencies shown for different number
of reconstructed primary vertices, going from 1 to 10 in bins of unit size and
then wider bins 11-12, 13-14 and 15-20.
gion the dominant uncertainties arise from the interactions with the detector
material and the presampler energy scale, but there are also uncertainties on
the event selection, pile-up, and hardware modeling. ling.
4.3 Muons
Muon reconstruction is based on information from the Muon Spectrometer,
the Inner Detector and the calorimeters. Different kinds of muon candidates
can be built, depending on how the detector information is used in the re-
construction, as shown schematically in Fig. 4.4. In the analysis described
in this thesis, the so called combined muons are used. The information from
the MS and from the ID is combined trough a fit to the hits in the two
sub-detectors to derive the muon momentum and direction.
The two main reconstruction algorithms used in ATLAS are STACO [70]
and MuId [71]. Both muon combination algorithms create combined tracks
out of pairs of MS-only and ID-only tracks. To do this, a χ2 match is used
and corrections are made for energy loss in the calorimeters. However, the
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Figure 4.4 – Schematic representation of the different muon reconstructions
methods.
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two algorithms handle the combined track in a slightly different way:
• STACO does a statistical combination of the track vectors to obtain
the combined track vector;
• MuId re-fits the combined track, starting from the ID track and then
adding MS measurements.
The two algorithms have shown very similar performances and can be both
used for the analysis. In the analysis described in this thesis, muons recon-
structed with MuId algorithm are used and selected applying the following
requirements:
• “tight” muon ID flag. The tight flag requires the candidate muon to
be:
– combined (see Fig. 4.4);
– OR standalone at |η| > 2.5 AND has at least three MDT+CSC
stations;
– OR fitted by MuGirl4 with extended track AND (at least two
MDT+CSC stations OR less than six MDT+CSC holes on track);
• additional hit requirements in the Inner Detector;
• |z0(vs PV )| < 2mm;
• isolation:
– Ptcone30 < 2.5 GeV;
4MuGirl performs a search for segments (short tracklets inside one layer of the muon
spectrometer) and tracks in the muon spectrometer using an inner detector track as seed.
If the full track refit is successful a Combined Muon is made. If the track refit is not
succesfull a Tagged Muon is made.
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– Etcone20 < 4 GeV
– ∆R(muon, jet) > 0.4, where only jets with pT > 25 GeV and
|jvf | > 0.75 are considered.
4.3.1 Muon reconstruction performances
In the muon reconstruction, the introduction of an isolation condition is
particularly effective in separating the muons originating from the boson
decay (prompt muons) from the ones coming from the decays of hadrons
in hadronic jets. Fig. 4.5a, shows the number of reconstructed muons as a
function of the transverse energy (not associated to the muon) in a ∆R = 0.2
cone (etcone20) for two classes of reconstructed muons: muons coming from a
Z-boson decay (red line histogram) and muons originating from an hadronic
jet (green filled histogram). For the signal, the process Z → µµ has been
used, because of its very clear signature. In addition, a constraint on the
invariant mass of the reconstructed di-muon system has been imposed: its
difference from the very well known Z boson mass must be at maximum
15 GeV. From this plot, one can see that a cut at etcone20 < 4 GeV is
very effective in isolating prompt muons and rejecting most of the muons
coming from hadronic jets. The data (black dots) confirm the goodness of
the simulations.
Muons originated within jets can also have associated tracks in the inner
detector. For the same considerations of above, we will consider the sum
of the transverse momentum of all the tracks within a radius of ∆R = 0.3
(ptcone30) around the muon, and this sum must be lower than 2.5 GeV, as
shown in Fig. 4.5b. The efficiencies of the cuts based on those two variables
are shown in Fig. 4.6.
In addition to the cuts on the isolation quantities, there is also a re-
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(a) (b)
Figure 4.5 – Number of muons with respect to the etcone20 (a) and ptcone30
(b) variable.
(a) (b)
Figure 4.6 – Efficiency of the etcone20 (requiring ptcone30 < 2.5 GeV) (a)
and ptcone30 (requiring etcone20 < 4 GeV) (b) selections, evaluated on the
tt¯ MC sample [66].
89
Chapter 4. Object definitions and selection
Figure 4.7 – Efficiency of the possible ∆R(µ, j) requirements as a function
of the number of vertices in the event, measured with the tag-and-probe
method in Z events.
quirement on the muon-jet separation ∆R(µ, j) > 0.4 from any jet with
pT > 25 GeV. In the high luminosity periods, because of the high pileup,
this cut becomes inefficient due to additional low pT jets from the additional
pp interactions. To solve this issue, a study has been performed on the
efficiency of the ∆R requirement as measured in the Z events along with
variations of the requirement where the jet vertex fraction (JVF) selection is
applied and where the jet pT threshold is increased. As shown in Fig. 4.7, the
pileup dependence is mostly removed by using only jets with pT > 25 GeV
and |JV F | > 0.75.
The resulting scale factors, defined as the ratio data/MC , after these re-
quirements are evaluated separately in the B-I, J-K and L-M data periods
and are within 1% of unity, as shown in Fig. 4.8.
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Figure 4.8 – Muon reconstruction efficiency as a function of η.
4.4 Missing Transverse Energy
Neutrinos, as well as possible BSM particles which are expected not to in-
teract with the detector, can be reconstructed using the difference between
the initial state and final state total momentum. In hadron colliders, the
initial momentum of the colliding partons along the beam axis is not known
a priori,5 so that the amount of total missing energy cannot be determined.
However, the initial momentum transverse to the beam axis is in good ap-
proximation zero, so that the missing transverse energy ( /ET ) can be mea-
sured.
The measurement of the /ET in an event with a top quark pair decay-
ing semileptonically gives the possibility to infer the energy of the neutrino,
coming from the leptonic W -boson decay.
The /ET reconstruction presently used in ATLAS for physics analysis, in-
cludes contributions from transverse energy deposits in the calorimeters, cor-
5Also the final total momentum along the beam direction cannot be determined due
to final state particles which escape detection at very large values of |η| inside the beam
pipe.
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rections for energy losses in the cryostat and measured muons. Its compo-
nents along the coordinate axes in the xy-plane are:
/Ex(y) = /E
calo
x(y) + /E
cryo
x(y) + /E
µ
x(y) (4.3)
therefore
/ET =
√
/E
2
x + /E
2
y. (4.4)
The calorimeter term in (4.3) is built starting from the calorimeter cells
over the range |η| < 4.9. Only cells belonging to topological clusters are con-
sidered. The most refined scheme developed in ATLAS calibrates cells energy
on the base of the reconstructed high-pT physics object they belong to: elec-
trons, photons, hadronically decaying τ -leptons, jets and muons. Depending
on the type of associated object, the cells are separately and independently
calibrated. The calorimeter term components is then evaluated by summing
different terms:
/E
calo
x(y) = /E
e
x(y) + /E
γ
x(y) + /E
τ
x(y) + /E
jets
x(y) + /E
µ(calo)
x(y) + /E
CellOut
x(y) , (4.5)
where each term is calculated from the negative sum of cell energies calibrated
according to the corresponding objects. The /E
µ(calo)
x(y) term is the contribution
to /E
calo
x(y) lost by muons in the calorimeter. The /E
CellOut
x(y) term is calculated
from the cells in topoclusters which are not included in the reconstructed
objects.
The /E
µ
x(y) term in (4.3) is directly calculated using the information from
the ID and MS for the isolated muons in |η| < 2.5, and using the information
from the MS for non-isolated muons or muons outside the ID η range.
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The cryostat between the LAr barrel electromagnetic calorimeter and the
Tile barrel hadronic calorimeter has a thickness of about half an interaction
length and it can lead to significant energy losses in hadronic showers. The
/E
cryo
x(y) term, calculated by using the correlation of energies between the last
layer of the LAr calorimeter and the first layer of the Had calorimeter, takes
into account this lost energy.
4.4.1 /ET reconstruction performance
Control samples
The performance of the /ET detection has been studied comparing data and
Monte Carlo simulations. Three main selection criteria were used to perform
the comparisons. In all cases the object selections were done in the standard
way as described in the previous sections. The event selection was done as
follows:
1. semileptonic tt¯ decay:
• exactly one electron or muon passing single lepton trigger;
• electron channel: /ET > 30 GeV, mWT > 30 GeV;
• muon channel: /ET > 20 GeV, mWT > 60 GeV;
• at least four jets;
• no b-tagging requirements.
2. Control sample with W → lν (l = e, µ) plus jets:
• same lepton selection requirements tt¯ semileptonic selection;
• /ET > 35 GeV and MWT > 50 GeV;
• exactly two jets.
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3. Control sample with Z → ll (l = e, µ):
• single lepton trigger;
• two oppositely charged, same flavor leptons;
• |Mll −MZ | < 15 GeV.
Resolution of /ET
The resolution of /ET in semileptonic tt¯ events featuring real /ET has been
studied using the simulated tt¯ sample and applying the selection described
above. It is expected to be dependent on the scalar sum of the transverse
energy of the cells in the calorimeter (
∑
ET ). For events with real /ET ,
one can define the “true” missing transverse energy originating from all the
non-interacting particles in the event, ENonIntx,y .
The resolutions on /Ex and /Ey are thus estimated from a Gaussian fit
to the /Ex( /Ey) − ENonIntx (ENonIntx ) distributions in bins of
∑
ET . The two
resolutions σ( /Ex) and σ( /Ey), as expected, are found to be equivalent, and
the final resolution is taken from a Gaussian fit to the combined residual
distribution. The resolutions for the tt¯ semileptonic sample in the electron
and muon channels are shown in Fig. 4.9.
4.5 Trigger
In this section, a description of the triggers used to select the events for the
analysis is presented.
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Figure 4.9 – The /Ex,y resolution in bins of
∑
ET for the tt¯ semileptonic
selection in the electron and muon channels.
4.5.1 Electron trigger
The Level 1 (L1) electron triggers operate on reduced granularity (0.1× 0.1
in η×φ) calorimeter trigger towers which cover the range |η| < 2.5. A central
cluster of four towers is formed in the electromagnetic and hadronic calorime-
ters, along with a ring of 12 towers around this central cluster. The ring is
used to select candidates using isolation criteria (if needed) by cutting on
the amount of energy deposited around the central cluster. At Level 2 (L2),
electromagnetic clusters are formed, tracking is then performed for the first
time, and, finally, the reconstructed cluster is matched to a track. In the final
stage, the Event Filter (EF), tracking and cluster determination is performed
with more accurate algorithms, further refining the trigger decision.
Because of different running conditions, different triggers are used for dif-
ferent data taking periods. In the selection used in this analysis, “EF-e20-medium”
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trigger chain has been chosen for periods from B to H, and “EF-e22-medium”
for the I to M periods. The requirements are:
• an EM cluster at the L1, with ET > 14 GeV;
• a ID track match at L2;
• an EF electron with ET > 20 GeV (22 GeV in I-M data taking periods).
4.5.2 Muon trigger
The L1 muon trigger consists of fast electronics establishing coincidences be-
tween hits of different detector layers of the muon system inside programmed
geometrical windows. The size of the window defines the transverse momen-
tum interval corresponding to the deflection of the muon in the toroidal
magnetic field. One of six programmable pT thresholds is assigned to the
candidate.
The L2 processing consists of three reconstruction steps applied to full
granularity data of the region defined by L1. First, the muon candidate
is reconstructed in the muon spectrometer. Then inner detector tracks are
reconstructed around the muon candidate. Both are combined to form the
L2 muons upon which the trigger decision is based. Currently only the pT of
the muon candidate is checked. The muon reconstruction in the Event Filter
is done using oﬄine algorithms.
For the muon channel the “EF-mu18” trigger chain is used. This requires
the following prescriptions:
• a first trigger at L1 with a muon with pT > 10 GeV (L1 MU10);
• a combination at L2 with an Inner Detector track;
• at the EF the event must have a combined muon with pT < 18 GeV.
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Muon trigger scale factors
The efficiency of the muon triggers (mu18 and mu18 medium) is measured
through the Tag-and-Probe method applied to Z data and Monte Carlo
samples. This efficiency is parametrized as a function of muon φ and η and
the data-taking period, since it varies during the run because of hardware
issues in individual trigger chambers. The measured scale factors are shown
in Fig. 4.10 and Fig. 4.11. The scale factors are split into the three data
taking periods: B-I, J-K and L-M.
The statistical uncertainty on these scale factors is typically 1% per bin
and is due principally to the Z statistics. The systematic uncertainty is
estimated by varying the Tag-and-Probe selections and is typically 1% per
bin. Regarding the data taking period L, it is important to note that there
is a set of data where the trigger efficiency in the barrel is systematically
lower because of a timing problem in the RPC. The scale factors for the two
different RPC configurations in period L are shown in Fig. 4.12.
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(a) (b)
(c)
Figure 4.10 – Trigger scale factors in the barrel for (a) mu18 trigger in
periods B-I, (b) the mu18 medium trigger in periods J-K and (c) the mu18
medium trigger in periods L-M.
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(a) (b)
(c)
Figure 4.11 – Trigger scale factors in the endcaps for (a) mu18 trigger in
periods B-I, (b) the mu18 medium trigger in periods J-K and (c) the mu18
medium trigger in periods L-M.
(a) (b)
Figure 4.12 – Trigger scale factors in the barrel for the mu18 medium
trigger in (a) period L data with the wrong RPC timing configuration (runs
189205-189610) and (b) the remaining period L data.
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CHAPTER 5
EVENT SELECTION AND SYSTEMATIC
UNCERTAINTIES
After having discussed in Chapter 4 the reconstruction of the various objects
entering the analysis, the trigger requirements and the signal and background
Monte Carlo samples, the event selection requirements can be described.
The event selection cuts in the electron and muon channels have been
“symmetrized” (with an exception for the trigger requirements) in order to
produce comparable yields and distributions.
5.1 Selection cuts
Using the object definitions described in the previous sections, the event
selection requirements for both electron and muon channels, after the trigger
requirements, are:
• one primary vertex with more than four tracks coming from it;
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• one, and only one, good electron/muon with pT > 25 GeV;
• no good lepton of the other flavor with pT > 15 GeV;
• lepton must match the corresponding leptonic trigger object;
• there must be no bad jet in the events;
• at least four jets;
• missing transverse energy greater than 30 GeV;
• W boson transverse mass greater than 35 GeV;
• at least one jet tagged as b-jet.
The W boson transverse mass is a special variable, built using the neu-
trino and the lepton momentum on the transverse plane (for the neutrino,
/ET is used), that helps to discriminate between the signal from the QCD
background events, and it’s defined as:
mT (W ) =
√
2plTp
ν
T − cos (φl − φν). (5.1)
The choice to base the analysis on the one-btag selection, in stead of the
more obvious two-tags selection, is due to the still poor knowledge of the
uncertainties on the two-tags efficiencies. Some preliminary studies on this
matter are presented in Appendix C.
Tab. 5.1 shows the yields for both channels, applying the pretag (no b-tag
requirement) and tag selections.
5.2 Systematic uncertainties
Uncertainties can be classified into three main classes:
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Pretag Tag
e+jets channel µ+jets channel e+jets channel µ+jets channel
tt¯ single lepton 16208 13964 19330 16628
tt¯ dilepton 2019 1765 2332 2039
Single top 1434 1147 1699 1355
W + jets 12943 2246 17985 3053
Z + jets 2574 397 1247 206
Diboson 225 45 256 50
QCD 4996 3872 975 340
Total prediction 40339 21012 43827 23673
Data 38987 20910 45909 25063
Table 5.1 – Event yield in the two channels (electron and muon) in the
pretag (no b-tag requirement) and one tag selection. The tt¯ generator used
is Mc@NLO.
• signal modeling, which are the systematics affecting the simulation of
the hard-process, the parton shower and the PDF;
• background modeling, which are the systematics affecting the estimates
made by the data-driven methods;
• detector modeling. All the uncertainties due to the non-perfect under-
standing of the detector belong to this class.
5.2.1 Signal modeling
As discussed in Sect. 3.3, different event generators with possible different
settings are compared to check the dependence of the analysis on the spe-
cific event simulation. The following sources are considered as systematic
uncertainties in the tt¯ sample generation:
MC generation The effect of using different NLO or LO MC generators is
considered comparing the standard sample generated with MC@NLO,
with samples generated with POWHEG and Alpgen. The same parton
shower, Herwig, has been used for both the generators. The largest
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difference between MC@NLO and Alpgen and MC@NLO and Powheg
is taken as a (symmetric) systematic uncertainty.
Parton shower the effect of different showering models is taken into ac-
count by comparing the results using POWHEG+HERWIG and POWHEG+-
PYTHIA. The full difference of those two predictions is symmetrized
and taken as uncertainty.
Initial and final state radiation The uncertainty is estimated as 1/2 of
the difference between the Acer+Pythia samples with the “up” and
“down” parton shower settings, as shown in Sect. 3.3. These samples
use the variations suggested by the data in the rapidity gap analysis
[72].
PDF The impact of the choice of parton density functions (PDF) in sim-
ulation was studied by reweighting the events by different NLO PDF
sets according to PDF4LHC working group recommendations [73]. For
the calculation of uncertainties, the envelope provided by the central
values and PDF+σs errors from the MSTW08, CT10 and NNPDF2.0
PDFs has been used. The extremum (min and max) of all variations
is taken and the half of the interval is taken as the uncertainty. This is
also called the envelope Fig. 5.1. For the three main PDFs there exists
also different methods to evaluate the PDF uncertainty:
• CTEQ66/CT10: symmetric Hessian, in addition reduce the un-
certainty by 1.645 to correspond to 68% C.L. errors (these PDF
sets are shipped with the 90% C.L. errors);
• MSTW2008nlo68cl: asymmetric Hessian;
• NNPDF20: sample Standard deviation.
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Figure 5.1 – Definition of the PDF uncertainty envelope (data from the
“dilepton” analysis in the ee channel).
For the Hessian method there is a symmetric and asymmetric version.
The result for the cross section with both methods is similar, the choice
was symmetric version for CTEQ and asymmetric for MSTW. The idea
behind this is that a PDF has n (uncorrelated) parameters and hence
each parameter can be varied independently by +/−1σ and a new PDF
is calculated. This is basically what should be propagated then to the
observable X. The outcome using the central value PDF is called X0,
the outcome of X using the error PDF is X
+/−
i where i is one of the
parameters varied of +/−1σ. This uncertainty is calculated as follows:
• Symmetric Hessian:
∆X =
1
2
√∑(
X+i −X−i
)2
; (5.2)
• Asymmetric Hessian:
∆X+ =
√∑(
X+i −X0
)2
if Xi > X0
∆X− =
√∑(
X+i −X0
)2
if Xi < X0. (5.3)
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5.2.2 Background modeling
W+jets background
Systematics related to the modeling of the W+jets normalization are of sev-
eral sources. In general, the shape is taken from tree-level Alpgen simulation,
with additional hard-parton emission included, matched to the partons gen-
erated by the parton shower using some cone radius, which is varied as one
systematics source. After applying theory scale-factors (with their uncertain-
ties) accounting for the NLO/LO total cross-section difference, data-driven
scale factor is applied, based on the measurement of the charge asymmetry
on the W+jet events, as explained in Sect. 3.4.2. Those uncertainties are
±28% in the muon channel and ±27% for the electron channel.
QCD background
The QCD multijet has been evaluated by loosening the lepton isolation and
using signal and fake efficiencies to pass the tight isolation criteria as shown
in Sect. 3.4.1. The uncertainty on the normalization of this background
component has been accounted for by varying its contribution by 20% and
50%, for the muon and the electron channel, respectively.
5.2.3 Detector modeling
Jets
Jet energy scale The determination of the JES is a rather challenging task
in the difficult environment of an hadron-hadron collider. While several
methods are proposed such as using γ+jet events to propagate the
electromagnetic scale to the hadronic scale, the jet energy scale depends
on a variety of detector and physics effects. This includes non-linearities
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in the calorimeter response due, for example, to energy losses in dead
material, hardware problems of the detector, and additional energy
due to the underlying event and the pile-up. Energy lost outside the
jet cone can also affect the measured jet energy. Effects due to the
initial and final state radiation (ISR/FSR) modeling could also affect
the jet energy scale but they are evaluated separately.
The uncertainty on the energy scale has been analyzed with the full
2011 dataset. It takes into account several sources, like the effect of
dead material, the known area where the calorimeters is affected by
hardware problems, but also the effect of the different behavior of jets
with different energies.
This leads the uncertainty on JES to change with the transverse mo-
mentum of the jet, but also change from region to region of the calorime-
ter. In Fig. 5.2 there is an example of the pT dependence of the JES
for a fixed pseudorapidity value (η = 0.5).
Figure 5.2 – JES uncertainty for anti-kt ∆R = 0.4 jets calibrated with the
EM+JES scheme for the full 2011 dataset.
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Jet energy resolution As shown in Sect. 4.1, the energy resolution of jets
was measured in dijet events and agrees with predictions from simula-
tions within 10%.
Jet reconstruction efficiency The jet reconstruction efficiency was esti-
mated using minimum bias and QCD dijet events. An uncertainty of
2% was assigned based on the agreement between efficiencies measured
in data and simulations.
b-tagging scale factors The b-tagging efficiencies and mis-tag rates for the
MV1-tagger have been measured in data [74, 75]. Jet pT -dependent
scale factors, applied to simulations to match the data, have uncertain-
ties which range from 5% to 15%.
Leptons
Lepton reconstruction The mis-modeling of muon (electron) trigger, re-
construction and selection efficiencies in simulations were corrected for
by scale factors derived from measurements of the efficiency in data.
Z → µµ(Z → ee and W → eν) decays were used to obtain scale factors
as functions of the lepton kinematics. The uncertainties were evaluated
by varying the lepton and signal selections and from the uncertainty
in the evaluation of the backgrounds. Systematic uncertainties at the
level of a 1% were found for both cases.
Lepton momentum scale and resolution The Z → ll processes were
used to measure the lepton momentum scale and resolution. Correc-
tion factors and associated uncertainties were derived to match the
simulation to observed distributions in collision data.
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Missing transverse energy
The uncertainties from the energy scale and resolution corrections on leptons
and jets are propagated into the calculation of the missing transverse energy.
Additional uncertainties are added from contributions of calorimeter cells
not associated to any jets and soft jets (7 GeV < pT < 20 GeV) due to the
uncertainty on the description of the pileup conditions.
5.2.4 Luminosity
The luminosity was measured from Van Der Meer scans. His uncertainty
was estimated to be 3.7%. This uncertainty is applied on all non-normalized
differential cross section measurements.
5.3 Control plots
In order to verify whether the measurements are well described by the Monte
Carlo simulation and whether the analysis is done correctly it is useful to
check the distribution of some physical quantities. Many control plots have
been performed separately for the electron channel and for the muon channel.
In the plots, the distribution obtained by the real data are represented by
the black points, while the Monte Carlo simulation corresponds to a series
of colored histograms. The uncertainty band is built from the systematic
uncertainties described in Sect. 5.2. The binning for each plot has been
calculated using the “quantile” approach: each bin is required to contain
≈ 10% of the total events; in this way the statistical uncertainties are almost
the same in each bin. In order to avoid flat distributions, the bin content is
then normalized to the bin width.
In the following plots, MC@NLO has been used to generate the signal
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events. In Appendix A the same plots, using the Alpgen generator for the
signal sample, are presented.
In general, the distributions are well described by the Monte Carlo sim-
ulation, as shown by the ratio present in the bottom part of each plot. In
this ratio the black dots are the ratio between data and MC@NLO, while the
green band represents the uncertainty.
5.3.1 Jet-related plots
The number of jets spectra have already been showed in Sect. 3.3.
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(a) (b)
Figure 5.3 – Jet pT spectra for the electron (a) and muon channels (a) after
the one-tag selection.
(a) (b)
Figure 5.4 – Jet η spectra for the electron (a) and muon channels (a) after
the one-tag selection.
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(a) (b)
Figure 5.5 – Jet pT spectra for the electron (a) and muon channels (a) after
the one-tag selection.
5.3.2 Lepton-related plots
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(a) (b)
Figure 5.6 – lepton pT spectra for the electron (a) and muon channels (a)
after the one-tag selection.
(a) (b)
Figure 5.7 – lepton η spectra for the electron (a) and muon channels (a)
after the one-tag selection.
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(a) (b)
Figure 5.8 – lepton pT spectra for the electron (a) and muon channels (a)
after the one-tag selection.
5.3.3 /ET -related plots
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(a) (b)
Figure 5.9 – Missing transverse momentum spectra for the electron (a) and
muon (b) channel after the one-tag selection.
(a) (b)
Figure 5.10 – W transverse mass (defined in (5.1)) spectra for the electron
(a) and muon (b) channel after the one-tag selection.
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(a) (b)
Figure 5.11 – ∆φ( /ET,p
lepton
T ) spectra for the electron (a) and muon (b)
channel after the one-tag selection.
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DESCRIPTION OF THE MEASUREMENT
Once the events are selected applying the requirements described in Chap-
ter 5, the full tt¯ system can be reconstructed.
6.1 tt¯ system reconstruction
The tt¯ system reconstruction is performed trough a kinematic fit that assesses
the compatibility of the selected event with a typical top pair semi-leptonic
decay, using a likelihood approach [76]. This method takes into account all
the kinematic variables of the event: measured energies, pseudorapidities and
azimuthal angles of the jets, the b-tag likelihoods for each jet, the energy of
the lepton and the missing transverse momentum. The parton energies, the
lepton pT and the three components of the neutrino momentum are used as
fit parameters. Through the likelihood, the measured jets are assigned to the
decay products of the tt¯ system, taking into account all permutations with
four out of the possible five leading jets. The non-Gaussian partonic energy
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resolution of the final state objects, expressing the resolution of the particle
jets with respect to the partons, is taken into account using object-specific
transfer functions.
The likelihood can be expressed as
L = B
(
E˜p,1, E˜p,2|mW ,ΓW
)
· B
(
E˜l, E˜ν |mW ,ΓW
)
·
· B
(
E˜p,1, E˜p,2, E˜p,3|mt,Γt
)
· B
(
E˜l, E˜ν , E˜p,4|mt,Γt
)
·
· W
(
Êmissx |p˜x,ν
)
· W
(
Êmissy |p˜y,ν
)
· W
(
Êlep|E˜lep
)
·
·
4∏
i=1
W
(
Êjet,i|E˜p,i
)
· P (b tag | quark), (6.1)
where:
• E˜p,i are the energies of partons associated to reconstructed jets’ energy
Êjet,i;
• W are the transfer functions associating the reconstructed quantities,
represented by X̂, to quark and leptons produced at generator level (
X˜). These transfer functions are derived from Monte Carlo simulations;
• B(E˜X,i|mY ,ΓY ) = 1[(∑ E˜X,i)2−m2Y ]2+m2Y Γ2Y , where mY and ΓY are the mass
and the decay width of the particle Y as in PDG. These are the Breit-
Wigner functions, evaluated using invariant masses of sums of appro-
priate parton and lepton four-vectors at the generator level;
• P (tagged—parton flavor) are the b-tagging probability or the jet rejec-
tion efficiency, depending on the parton flavor, as obtained from Monte
Carlo simulations.
The pole masses of the W boson and the top quark are fixed to mW = 80.4
GeV and mt = 172.5 GeV, while the width are ΓW = 2.1 GeV and Γt = 1.5
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GeV. This likelihood must be maximized with respect the energy of the
partons, the energy of the charged lepton, and the component of the neutrino
momentum.
The transfer function are fitted with a double Gaussian function
W (Etrue, Ereco) = 1
2pi (p2 + p3p5)
(
e
− (∆E−p1)2
2p22 + p3e
− (∆E−p4)2
2p25
)
(6.2)
where the parameters p1, p2, p3, p4 and p5 are functions of the true energy of
the correspondent particle and ∆E = Etrue−Ereco. Two examples of transfer
functions are shown in Fig. 6.1.
(a) (b)
Figure 6.1 – (a): the transfer functions mapping the measured electrons
to the corresponding generated objects in the range objects in the range
0.8 < |η| < 1.37. (b): the transfer functions mapping the measured b jets to
the corresponding partonic objects in the range |η| < 0.8.
Fig. 6.2 show the kinematic likelihood distribution after the one-tag selec-
tion. A cut on the fit likelihood can be used to avoid events with a badly
reconstructed tt¯ system. A further requirement, logL > −52, has been ap-
plied on the selected samples. The performance of this cut will be discussed
in the following section.
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(a) (b)
Figure 6.2 – Kinematic fit likelihood distribution in the tagged sample for
the electron channel (a) and muon channel (a).
6.1.1 Performance of the fit
The performance of the kinematic fit has been assessed by evaluating the
resolution RMS(Xreco − Xtruth) in each Xtruth bin, i.e. the “goodness” of
the reconstruction of the tt¯ kinematic variable X. This quantity is strongly
related to the kinematic fit likelihood. In Fig. 6.3-Fig. 6.8 it is shown how
the overall resolutions improve when the “good likelihood cut” is applied.
This improvement, however, is obtained at the cost of a loss in efficiency,
expecially at high tt¯ pT , as shown in Fig. 6.9.
6.1.2 Binning choice
The resolution studies for the tt¯ kinematic variables are crucial for the bin-
ning choice for the final distributions. This choice, infact, should grant a
reasonable compromise between:
• the smaller is the bin, the better (it’s a “differential” measurement,
after all);
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(a) (b)
Figure 6.3 – RMS of the absolute (a) and relative (b) pT reconstruction
discrepancy precoT − ptruthT in the electron channel.
(a) (b)
Figure 6.4 – RMS of the absolute (a) and relative (b) tt¯ pT reconstruction
discrepancy precoT − ptruthT in the muon channel.
(a) (b)
Figure 6.5 – RMS of the absolute (a) and relative (b) tt¯ mass reconstruction
discrepancy mreco −mtruth in the electron channel.
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(a) (b)
Figure 6.6 – RMS of the absolute (a) and relative (b) tt¯ mass reconstruction
discrepancy mreco −mtruth in the muon channel.
(a) (b)
Figure 6.7 – RMS of the absolute (a) and relative (b) tt¯ rapidity recon-
struction discrepancy Y reco − Y truth in the electron channel.
(a) (b)
Figure 6.8 – RMS of the absolute (a) and relative (b) tt¯ rapidity recon-
struction discrepancy Y reco − Y truth in the muon channel.
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(a) (b)
Figure 6.9 – Efficiency for the tt¯ pT variable without any likelihood require-
ment (red) and requiring logL > −52 (blue) in the electron channel (a) and
in the muon channel (b).
• stability against the migrations due to the reconstruction algorithm
(the bin width should not be much lower than the reconstruction res-
olution);
• good statistics in each bin;
• stability against systematic fluctuations.
The current choice for the width of the bins is the same of the one used
in the measurement using the first 2 fb−1 of data collected in 2011 [77], with
an exception for the tt¯ pT , where one bin has been added. This choice has
been made in order to allow a direct comparison between the final results.
The bins used for the variables under study are summarized in Tab. 6.1
For the tt¯ pT , in particular, the number of bins have been increased from
three [77] to four thanks to the improved description of the systematic effects
and the higher statistics. Looking at Fig. 6.3 it seems reasonable, resolution-
wise, to add another bin, by dividing the second bin (40-170 GeV) in two
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Variable Binning
pT (tt¯) [GeV] 0−40, 40−170, 170−340, 340−1200
Mass (tt¯) [GeV] 250−450, 450−550, 550−700., 700−960, 960−2700
Rapidity (tt¯) -2.5−-1, -1−-0.5, -0.5−0, 0−0.5, 0.5−1, 1−2.5
Table 6.1 – Binning choice for the dσ/dX (X being the pT , mass, rapidity
of the tt¯ system and pT of the individual top) measurement.
parts.
6.1.3 Reconstructed spectra
In this section the reconstructed spectra of the kinematic variables under
study is presented (Fig. 6.10-Fig. 6.12). The binning is the one described in
Tab. 6.1. For all the distributions the measurements are in good agreement
with our MC predictions, at the level of the 10 % for both the channels, well
inside the bands due to the systematic uncertainties.
(a) (b)
Figure 6.10 – tt¯ mass spectra in the electron (a) and muon (b) channel after
the one-tag selection.
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(a) (b)
Figure 6.11 – tt¯ pT spectra in the electron (a) and muon (b) channel after
the one-tag selection.
(a) (b)
Figure 6.12 – tt¯ rapidity spectra in the electron (a) and muon (b) channel
after the one-tag selection.
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6.2 Unfolding
One of the main problems in high-energy physics is the distortion of the
measurements of the physical observables, due to the resolution and limited
geometric acceptance of the detectors. Because of this, the reconstructed
distributions of physical quantities can not be directly compared to theoret-
ical predictions and distributions obtained by different experiments. So the
data must be corrected for these detector effects before any comparison, with
a procedure called “unfolding”. This kind of procedure returns a distribu-
tion f(x) of a certain physical quantity x, starting from the experimental
measurement y with its distribution g(y), different from the true distribu-
tion because of effects coming both from the detector and from the analysis
methods.
The effects due to the detector has two aspects: a limited acceptance and
a limited resolution of the observed physical quantities.
A limited acceptance means that non every event can be used to measure
the physical quantity of interest, because of the geometrical acceptance or
trigger efficiency or the selection efficiency. All these factors contribute to a
total efficiency .
A limited resolution means that it is impossible to measure any physical
quantity with an infinite accuracy. The measured value y will be hence
different from the “true” one x, leading to a smeared distribution g(y) with
respect to the real f(x). The real and measured quantities are linked by the
folding integral
g(y) =
∫
A(y, x)f(x)dx (6.3)
where A(y, x) is the function which describes all the smearing effects on the
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measurement, i.e. the probability to reconstruct a true x value as y. An
estimation of A(y, x) can be made through Monte Carlo simulations which
allow to evaluate the detector effects on a known distribution f(x), and so
to determine the relation between g(y) and f(x).
The unfolding procedure tries to infer the true distribution starting from
the reconstructed one and is the inverse problem of the folding integral shown
in (6.3). The problem solution become easier using discrete variables x and
y, and representing f(x) and g(y) as histograms. In this way, the unfolding
equation can be written as
g = Rf (6.4)
where f is a n-dimensional vector (the true spectrum), g is a m-dimensional
vector (the reconstructed spectrum), and R is a m×n matrix called response
matrix (containing the information on the acceptance and smearing of the
reconstruction process).
The R matrix is generally not diagonal, because some events generated
in bin j could be reconstructed in bin i 6= j: this phenomenon is called
migration. From the response matrix is possible to build another matrix,
called migration matrix, by factorizing out the acceptance of the detector:
Mij =
1
Aj
Rij, (6.5)
where Aj is the efficiency of the reconstruction in the true j-th bin. The
migration matrix expresses the probability that an event generated (and
selected) in bin j is reconstructed in bin i. The migration matrix is built in
such a way that the elements in the columns are normalized to unity, since,
once the acceptance is accounted for, the probability to reconstruct an event
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in any bin is 1.
In an ideal situation, with infinite resolution and no migrations between
the bins, the response matrix is diagonal with the various elements represent-
ing the reconstruction efficiency of the x quantity in the j-th bin (and the
migration matrix becomes the identity). In this ideal case, the “unfolded”
spectrum f¯ can be extracted for the reconstructed spectrum g¯ simply by
diving each bin in g¯ by the reconstruction efficiency. This method is called
bin-by-bin unfolding. In realistic situations, with no-negligible migrations
between bins, this approach is not viable. The most used approaches, which
will be described in the following sections, are:
• the simple matrix inversion method;
• the iterative Bayesian method;
• the single value decomposition (SVD) method.
6.2.1 Simple matrix inversion
In presence of migrations, the M matrix is not diagonal. The simplest way
to solve the unfolding problem is to perform a matrix inversion
f = M−1g, (6.6)
where M−1 is the inverse matrix of M . The Matrix Inversion method is
conceptually the simplest one, but presents some disadvantages, mainly re-
lated to the stability of the solutions. Since the unfolding is inherently a
statistical problem, small deviations from the input distribution could lead
to large differences in the output unfolded results, and the solutions can have
oscillations due to the measurement uncertainties.
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6.2.2 Iterative Bayesian unfolding
The unfolding procedure can be seen as a cause and effect model based on
the Bayes theorem [78]. Suppose that, for variable under study, there are n
reconstructed bins and m truth bins. We can define the effect Ej as the nj
events in reconstructed bin j, while the cause Ci as the ni events in the truth
bin i.
While the effect is measured, it is impossible to unequivocally identify the
cause, which has to be estimated. The probability for an effect to come from
a particular cause P (Ej|Ci) can be estimated assuming some knowledge of
the migration matrix, and a measurement efficiency and resolution calculated
from Monte Carlo.
The unfolding procedure can be done performing a standard Bayesian in-
ference analysis. The probability of a cause given a particular effect (the
so-called posterior ) is given by the Bayes theorem
P (Ci|Ej) = P (Ej|Ci) · P0(Ci)∑nC
l=1 P (Ej|Cl) · P0(Cl)
(6.7)
while the number of events in the i-th cause bin which is expected is
nˆ(Ci) =
1
i
nE∑
j=1
P (Ci|Ej)n(Ej), (6.8)
where n(Ej) is number of events in the “effect” bin j, P0(Ci) is the a priori
probability (prior) of the cause Ci and i is the efficiency of the selection in
the bin i.
The population in the cause bins can be written in terms of the unfold
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matrix :
nˆ(Ci) =
nE∑
j=1
M−1ij n(Ej). (6.9)
In this case, the unfold matrixM−1ij is not the algebric inverse of the migra-
tion matrix Mij but is defined as
M−1ij =
P (Ej|Ci) · P0(Ci)∑nE
l=1 P (El|Ci)
∑nC
l=1 P (Ej|Cl) · P0(Cl)
. (6.10)
It’s then possible to evaluate the posterior probability of each cause Ci
Pˆ (Ci) =
nˆ(Ci)∑
j nˆ(Cj)
, (6.11)
In order to stabilize the solution, the Bayesian method can be used iteratively,
making a polynomial fit of the posterior solution and using it as the prior for
the next iteration. Each iteration will give a better estimation of the actual
distribution, until the algorithm reaches a certain stability in which each new
result does not differ significantly from the previous one.
6.2.3 Single Value Decomposition
The Single Value Decomposition [79] is an extension to the simple matrix in-
version, where direct solutions can lead to rapidly oscillating solution. This
procedure is done making a single value decomposition of the migration ma-
trix M and regularizing the solutions with a normalization term. The matrix
M can be written as
M = USV T (6.12)
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where U is an m×m orthogonal matrix, V is an n×n orthogonal matrix and
S is an m × n diagonal matrix with no negative diagonal elements, defined
as
Sij = 0 if i 6= j, Sii = si, si > 0. (6.13)
The inverted migration matrix is, then
M−1ij = V S
−1UT (6.14)
This method greatly simplifies the inversion process but, on the other
hand, finding the right decomposition martices is in general a difficult task.
The elements of the columns of this matrix are normalized to unity and, in
order to reduce the oscillations of the obtained distribution, a regularization
condition in extracted from the previous knowledge on the system, which can
be expressed with a matrix. The weight of the regularization conditions on
the final distribution depends on the regularization parameter k, which has
to be set depending on the boundary conditions and typically has a value of
k ≡ n/2, where n is the number of bins of the histogram.
6.2.4 Migration matrices and efficiencies
As seen in the previous sections, all unfolding methods require three main
ingredients:
• the reconstructed spectra (shown in Fig. 6.10-Fig. 6.12);
• the migration matrices;
• the selection efficiencies.
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The migration matrices, for the three variables pT,tt¯,mtt¯, Ytt¯ are shown
in Fig. 6.13-Fig. 6.15. It’s again evident that the likelihood cut improves
the overall precision of the measurement (in this case, by increasing the
“diagonality” of the matrices, especially for the pT of the system, Fig. 6.14).
Fig. 6.16-Fig. 6.18 show the one-tag selection efficiency for the tt¯ mass, pT
and rapidity respectively, using both Mc@NLO and Alpgen as Monte Carlo
generators. Alpgen shows an overall higher efficiency respect to Mc@NLO,
such effect is due to the increased population in the high number of jets phase
space region.
(a) (b)
(c) (d)
Figure 6.13 – Migration matrices for mtt¯ without likelihood cut (right) and
with likelihood cut (left) for the electron (top) and muon (bottom) after the
one-tag selection.
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(a) (b)
(c) (d)
Figure 6.14 – Migration matrices for pT,tt¯ without likelihood cut (right) and
with likelihood cut (left) for the electron (top) and muon (bottom) after the
one-tag selection.
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(a) (b)
(c) (d)
Figure 6.15 – Migration matrices for Ytt¯ without likelihood cut (right) and
with likelihood cut (left) for the electron (top) and muon (bottom) after the
one-tag selection.
(a) (b)
Figure 6.16 – Efficiency for the tt¯ mass for the electron (a) and muon (b)
channel, in the one-tag selection.
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(a) (b)
Figure 6.17 – Efficiency for the tt¯ pT for the electron (a) and muon (b)
channel, in the one-tag selection.
(a) (b)
Figure 6.18 – Efficiency for the tt¯ rapidity for the electron (a) and muon
(b) channel, in the one-tag selection.
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6.2.5 Propagation of the uncertainties through the un-
folding
The effect of systematics on the unfolded spectrum have been evaluated by
applying the systematic variation to the prediction (i.e. background, signal
efficiency and migration matrix) and then unfolding the data using these in-
gredients instead of the central ones. The uncertainty on the measurement is
then calculated as the difference between the actual unfolded result and the
unfolded nominal one (with no systematic variation). The total systematic
uncertainty in each bin is calculated adding all deviations in quadrature, de-
pending on its sign (positive deviations contribute to the “up” uncertainty
while negative to the “down” uncertainty). Only for the I/FSR systematic a
different approach is used, since the corresponding samples have been gener-
ated with a LO generator, and thus not compatible with our NLO reference.
In this case, the relative difference between the I/FSR up and I/FSR down
(see Sect. 5.2.1) is considered, and the systematic is extracted by scaling up
and down the central measurement.
In Appendix B there is a summary of the effects of the systematic uncer-
tainties which have been considered in the analysis.
6.2.6 Combination of the channels
Once the measurement has been extracted for each channel, electron and
muon, it’s possible to improve the final results by combining the two channels.
In this thesis a basic approach is used: the results after the selection cuts, for
both channels, have been summed up, and then unfolded as a unique sample.
Special care has to be taken when handling the systematics: the system-
atic variations have been applied simultaneously for both channels in the
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case of “correlated” source of uncertainties (i.e. uncertainties, like the jet
energy scale, that affect the two channels in the same way); in the case of
“uncorrelated” systematics (i.e. variations whose sources and/or estimation
procedures are different for the two channels, such as the QCD) the variations
are applied to one channel keeping the other fixed.
In [77] the unfolded cross-sections from the two channels are combined
using a weighted mean which includes the full covariance matrix between the
channels. In this case, since the covariance matrix is used in the weighting,
the estimate is a best linear unbiased estimator of the cross section. This
second approach is currently under development for this analysis, and its
results are not included in this thesis.
6.3 Results
Unfolding procedures start from reconstructed distributions (Ni) where the
backgrounds (Bi) have been subtracted. The bins of the generated events are
linked to the bins of the reconstructed events through the migration matrix
Mij, derived from the tt¯ signal simulations
Ni =
∑
j
MijjσjβSLL+Bi (6.15)
where L is the integrated luminosity, j is the acceptance, and βSL is the
branching fraction of the decay channel under study, in our case the “Single
Lepton” (electron or muon) channel. The cross section can be extracted
solving by “inverting” (6.15)
σj =
∑
iM
−1
ij (Ni −Bi)
jβSLL (6.16)
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where M−1 is estimated through the unfolding procedures described in the
previous sections. SVD has been chosen as main unfolding method, since it
grants a better stability against statistical fluctuations, especially in the low
population bins. The simple matrix inversion method as been used as a cross
check.
The calculation of three differential cross sections has been performed with
respect to the mass, transverse momentum and rapidity of the tt¯ system,
using the binning presented in Tab. 6.1.
In order to improve the precision of the measurements, the relative differ-
ential cross section is evaluated, because many of the systematic uncertainties
have a minimal effect on the shape of the distribution and cancel in the ratio
1
σ
dσ
dX
.
The unfolded distributions obtained by the measured data are compared
with the prediction from MC@NLO, MCFM [80] and Alpgen. The first two
the generators perform the full NLO matrix element calculation (MC@NLO
including also the Parton Shower) of the pp → tt¯ process, while Alpgen
generates events at the leading order for the pp→ tt¯+N jets.
6.3.1 1σ
dσ
dM
The resulting spectra of the unfolded normalized differential cross section as a
function of the mass of the tt¯ system are shown in Fig. 6.19 and Tab. 6.2 using
the SVD method and Fig. 6.20 and Tab. 6.3 using the simple matrix inversion
method. The spectra for the combined sample are shown in Fig. 6.21 for the
SVD unfolding and Fig. 6.22 for the matrix inversion unfolding.
The unfolded distribution, represented by the black dots, is in good agree-
ment with the theoretical predictions: for every bin of the histogram describ-
ing the distribution, the ratio between the population from the unfolding of
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Figure 6.19 – 1
σ
dσ
dM
spectra in the electron (a) and muon (b), unfolded using
the SVD method with regularization parameter k = 3.
mtt¯ [GeV] 1/σdσtt¯/dmtt¯ [1/TeV]
e+jets µ+jets l+jets
250 – 450 2.4 +0.14/-0.15 2.46 +0.13/-0.12 2.44±0.13
450 – 550 2.84 +0.13/-0.12 2.77 +0.11/-0.12 2.8±0.11
550 – 700 1.08±0.07 1.03 +0.05/-0.06 1.05±0.06
700 – 960 0.23±0.02 0.241±0.018 0.236 +0.017/-0.018
960 – 2700 0.007 +0.001/-0.0012 0.0081 +0.001/-0.0009 0.0076±0.0009
Table 6.2 – Normalized differential tt¯ production cross section as a function
of the mass of the system, unfolded using the SVD method with regulariza-
tion parameter k = 3.
mtt¯ [GeV] 1/σdσtt¯/dmtt¯ [1/TeV]
e+jets µ+jets l+jets
250 – 450 2.4 +0.16/-0.18 2.46 +0.16/-0.15 2.44±0.15
450 – 550 2.8 +0.2/-0.19 2.79 +0.19/-0.2 2.79±0.17
550 – 700 1.14 +0.1/-0.09 0.99±0.07 1.06 +0.07/-0.06
700 – 960 0.23±0.03 0.26±0.03 0.24±0.02
960 – 2700 0.005 +0.0018/-0.002 0.0075±0.0019 0.0064 +0.0015/-0.0016
Table 6.3 – Normalized differential tt¯ production cross section as a function
of the mass of the system, unfolded using the simple matrix inversion method.
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Figure 6.20 – 1
σ
dσ
dM
spectra in the electron (a) and muon (b), unfolded using
the inversion method.
real data and the Monte Carlo simulations (shown in the bottom part of
the plots) is within the theoretical uncertainties obtained using MCFM (the
blue band is obtained by varying the scale µ = 2mtop in the range [µ/2, 2µ]),
MC@NLO and Alpgen (in these two cases the error band is obtained by
propagating the systematic uncertainties to the unfolded result, as described
in Sect. 6.2.5).
6.3.2 1σ
dσ
dpT
The resulting spectra of the unfolded normalized differential cross section as
a function of the transverse momentum of the tt¯ system is shown in Fig. 6.23
and Tab. 6.4 using the SVD method and Fig. 6.24 and Tab. 6.5 using the
simple matrix inversion method. The spectra for the combined sample are
shown in Fig. 6.25 for the SVD unfolding and Fig. 6.26 for the matrix inver-
sion unfolding.
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Figure 6.21 – Normalized differential tt¯ production cross section as a func-
tion of the mass of the system for the combined sample, unfolded using the
SVD method.
pT,tt¯ [GeV] 1/σdσtt¯/dpT,tt¯ [1/TeV]
e+jets µ+jets l+jets
0 – 40 13.6±1.6 13.1 +1.7/-1.6 13.3±1.6
40 – 170 3.1±0.3 3.2±0.3 3.1±0.3
170 – 340 0.27 +0.05/-0.06 0.27±0.05 0.27±0.05
340 – 1200 0.0062±0.0016 0.0058±0.0015 0.0059±0.0015
Table 6.4 – Normalized differential tt¯ production cross section as a function
of the Pt of the system, unfolded using the SVD method with regularization
parameter k = 3.
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Figure 6.22 – Normalized differential tt¯ production cross section as a func-
tion of the mass of the system for the combined sample, unfolded using the
matrix inversion method.
pT,tt¯ [GeV] 1/σdσtt¯/dpT,tt¯ [1/TeV]
e+jets µ+jets l+jets
0 – 40 13.5±2 13 +2/-1.9 13 +2/-1.9
40 – 170 3.1±0.3 3.3 +0.3/-0.4 3.2 +0.3/-0.4
170 – 340 0.27 +0.07/-0.08 0.24±0.07 0.26±0.07
340 – 1200 0.006±0.0018 0.0053±0.0018 0.0056±0.0013
Table 6.5 – Normalized differential tt¯ production cross section as a function
of the Pt of the system, unfolded using the simple matrix inversion method.
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Figure 6.23 – 1
σ
dσ
dpT
spectra in the electron (a) and muon (b), unfolded using
the SVD method with regularization parameter k = 3.
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Figure 6.24 – 1
σ
dσ
dpT
spectra in the electron (a) and muon (b), unfolded using
the matrix inversion method.
143
Chapter 6. Description of the measurement
0 200 400 600 800 1000 1200
]
G
eV1
 
[
t
T,
t
dp
tt
σd
 
σ1
-210
-110
1
10 Cross Section Relelative l+jets
=173∫Data 
=161∫NNLO 
=166∫MC@NLO 
=166∫Alpgen 
0 200 400 600 800 1000 1200
D
at
a/
M
CF
M
0.5
1
1.5
0 200 400 600 800 1000 1200
D
at
a/
M
C@
NL
O
0.5
1
1.5
tT,t
p
0 200 400 600 800 1000 1200
D
at
a/
Al
pg
en
0.5
1
1.5
Figure 6.25 – Normalized differential tt¯ production cross section as a func-
tion of the Pt of the system for the combined sample, unfolded using the
SVD method.
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Figure 6.26 – Normalized differential tt¯ production cross section as a func-
tion of the Pt of the system for the combined sample, unfolded using the
matrix inversion method.
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The unfolded distribution, represented by the black dots, is in good agree-
ment with the theoretical description made by MC@NLO and Alpgen. On
the contrary, the theoretical prediction from MCFM doesn’t correctly de-
scribe the behavior in the first two bins within the provided uncertainties
because, as already seen in Fig. 3.6, that region of the tt¯ pT spectra is
strongly sensitive to the additional radiation due to the non-perturbative
parton shower, that is not included in the calculation provided by MCFM.
6.3.3 1σ
dσ
dY
The resulting spectra of the unfolded normalized differential cross section as
a function of the rapidity of the tt¯ system is shown in Tab. 6.6 using the SVD
method and Tab. 6.7 using the simple matrix inversion method.
ytt¯ 1/σdσtt¯/dytt¯ [1/TeV]
e+jets µ+jets l+jets
-2.5 – -1 0.078 +0.006/-0.007 0.085±0.005 0.083 +0.004/-0.005
-1 – -0.5 0.317±0.015 0.312±0.014 0.315±0.013
-0.5 – 0 0.43±0.02 0.423 +0.019/-0.018 0.424±0.017
0 – 0.5 0.416±0.02 0.421±0.018 0.418±0.017
0.5 – 1 0.318±0.015 0.316±0.014 0.317±0.013
1 – 2.5 0.088±0.006 0.088±0.005 0.088±0.005
Table 6.6 – Normalized differential tt¯ production cross section as a func-
tion of the Rapidity of the system, unfolded using the SVD method with
regularization parameter k = 3.
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6.3. Results
ytt¯ [GeV] 1/σdσtt¯/dytt¯ [1/TeV]
e+jets µ+jets l+jets
-2.5 – -1 0.068 +0.007/-0.009 0.084 +0.005/-0.006 0.078 +0.005/-0.006
-1 – -0.5 0.35±0.02 0.308 +0.018/-0.017 0.326±0.015
-0.5 – 0 0.42 +0.03/-0.02 0.43±0.02 0.43±0.02
0 – 0.5 0.4±0.02 0.42±0.02 0.41±0.019
0.5 – 1 0.33±0.02 0.316±0.018 0.323±0.015
1 – 2.5 0.086 +0.006/-0.007 0.087±0.006 0.087±0.005
Table 6.7 – Normalized differential tt¯ production cross section as a function
of the Rapidity of the system, unfolded using the simple matrix inversion
method.
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CONCLUSIONS
The aim of this analysis was to extract the measurement of the top pair
production differential cross section, with respect to the mass, the transverse
momentum and the rapidity of the tt¯ system.
The analysis has been performed in the single lepton decay channel on the
data from proton-proton collisions made at LHC at
√
s = 7 TeV and collected
by the ATLAS detector during the 2011, corresponding to an integrated
luminosity of
∫ L = 4.7 fb−1.
The data have been compared with the prediction obtained through Monte
Carlo generated events (in particular the tt¯ signal and the single top, Z+jets
and diboson backgrounds) and data driven methods (the W+jets and QCD
backgrounds).
In order to improve the signal-over-background ratios, a cut based analysis
has been performed. The events have been selected to have one isolated lep-
ton with high transverse momentum, missing transverse energy due to the
presence of the neutrino, constraints on the transverse mass of the recon-
structed leptonic W in order to reject the QCD multijet background, and at
least four high energy jets, of which at least one compatible with the presence
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of a bottom quark.
Once the events have been selected with such criteria, the tt¯ system is re-
constructed using a kinematic fit, based on a maximum likelihood approach,
that assesses the compatibility of the selected event with a typical top pair
semi-leptonic decay. The likelihood from the fit is used to further select the
events, in order to reduce the events with a badly reconstructed tt¯ system.
Since the differential distributions of the reconstructed variables are af-
fected by the resolution of the measurements, the acceptance of the detector
and the efficiency of the selection, unfolding techniques have been used in
order to remove such effects and to extend the measurement to the full phase
space, so that the measurements can be directly compared with the theoret-
ical predictions and results from other experiments. Two unfolding methods
are compared, the single value decomposition (SVD) and the simple matrix
inversion as a cross-check.
A detailed analysis of the sources of systematic uncertainties has been
performed with the Jet Energy Scale being the dominant one (especially in
the one-tag selection).
The unfolded normalized differential cross sections have been compared
with the prediction obtained using MC@NLO, Alpgen and MCFM. All re-
sults are compatible with the predictions within the systematic uncertainties,
with an exception for the differential cross section versus the pT of the sys-
tem in the low-pT range, which shows a significant incompatibility with the
prediction provided by MCFM. This effect was expected, since the pT of the
system is strongly dependent on the description of the parton shower, that
is not included in the calculation provided by MCFM.
A possible extension of this analysis would be the study of the so-called
“boosted topology” of the top decay. Actually, when the top is highly
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boosted, the jets produced by its decay tend to join in one large jet and
the “resolved” approach used in this analysis becomes largely inefficient.
Exploiting this boosted topology will allow hence to gain efficiency in the
very interesting region of high tt¯ mass and pT . Such study is going to be
performed using the much larger data set collected in 2012 at
√
s = 8 TeV
(
∫ L ≈ 24 fb−1).
In summary, the presented study, allowing detailed comparisons between
data and MC predictions for several basic variables of the tt¯ system, gives im-
portant contributions to improve our knowledge of one of the crucial sectors
of the Standard Model.
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APPENDIX A
CONTROL PLOTS WITH THE ALPGEN GENERATOR
A.1 Jet-related plots
The number of jets spectra have already been showed in Sect. 3.3.
(a) (b)
Figure A.1 – Jet pT spectra for the electron (a) and muon channels (a) after
the one-tag selection.
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Appendix A. Control plots with the Alpgen generator
(a) (b)
Figure A.2 – Jet η spectra for the electron (a) and muon channels (a) after
the one-tag selection.
(a) (b)
Figure A.3 – Jet pT spectra for the electron (a) and muon channels (a) after
the one-tag selection.
A.2 Lepton-related plots
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A.2. Lepton-related plots
(a) (b)
Figure A.4 – lepton pT spectra for the electron (a) and muon channels (a)
after the one-tag selection.
(a) (b)
Figure A.5 – lepton η spectra for the electron (a) and muon channels (a)
after the one-tag selection.
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Appendix A. Control plots with the Alpgen generator
(a) (b)
Figure A.6 – lepton pT spectra for the electron (a) and muon channels (a)
after the one-tag selection.
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A.3. /ET -related plots
A.3 /ET -related plots
(a) (b)
Figure A.7 – Missing transverse momentum spectra for the electron (a) and
muon (b) channel after the one-tag selection.
(a) (b)
Figure A.8 – W transverse mass (defined in (5.1)) spectra for the electron
(a) and muon (b) channel after the one-tag selection.
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Appendix A. Control plots with the Alpgen generator
(a) (b)
Figure A.9 – ∆φ( /ET,p
lepton
T ) spectra for the electron (a) and muon (b)
channel after the one-tag selection.
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APPENDIX B
UNCERTAINTIES TABLES
For the sake of compactness, the many systematic sources have been divided
in five groups:
• jets (see Sect. 5.2.3);
• leptons (see Sect. 5.2.3);
• energy scale (affecting mainly the /ET measurement, see Sect. 5.2.3);
• fake-lepton and W background, containing the uncertainties on the
data driven background estimation (see Sect. 5.2.2);
• monte Carlo gen., theory, IFSR and PDF, affecting both signal and
background modeling (Sect. 5.2.1).
The uncertainty on the luminosity isn’t included because, since this measure-
ments are about the normalized cross section 1
σ
dσ
dX
, the luminosity induced
fluctuations on the 1
σ
systematically cancel with the ones on the dσ term.
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Appendix B. Uncertainties tables
B.1 1σ
dσ
dm
Tab. B.1 and Tab. B.2 show the uncertainties on 1
σ
dσ
dm
using the SVD unfold-
ing method in the electron and muon channel, respectively. Tab. B.4 and
Tab. B.5 show the same uncertainties, but obtained using the simple matrix
inversion method. Tab. B.3 and Tab. B.6 show the uncertainty for the two
channels, combined.
1/σdσtt¯/dmtt¯ mtt¯, e+ jets
Uncertainty [%] 250 – 450 450 – 550 550 – 700 700 – 960 960 – 2700
Total 6/-6 5/-4 7/-6 9/-10 15/-17
Stat. only ±3 ±2 ±3 ±5 ±9
Syst. only 5/-6 4/-4 6/-5 7/-8 12/-14
Jets 3/-3 1.2/-0.6 5/-4 5/-7 8/-12
Leptons 0.06/-0.09 0.08/-0.09 0.14/-0.02 0.04/-0.17 0/-0.7
Energy Scale 0.09/-0.05 0.07/-0.12 0.11/-0.015 0.2/-0.4 0.4/-1.4
Fake-lepton and W back-
ground
6/-6 5/-5 6/-5 4/-4 8/-9
Monte Carlo gen., theory,
IFSR and PDF
1.6/-1.6 1.0/-1.0 2/-2 4/-4 10/-10
Table B.1 – Systematic uncertainties for the normalized differential cross
section with respect the mass of the system in the electron channel, using
the SVD unfolding method with k = 3.
1/σdσtt¯/dmtt¯ mtt¯, µ+ jets
Uncertainty [%] 250 – 450 450 – 550 550 – 700 700 – 960 960 – 2700
Total 5/-5 4/-4 5/-6 7/-7 12/-12
Stat. only ±2 ±2 ±3 ±5 ±7
Syst. only 5/-4 3/-4 4/-5 6/-6 9/-9
Jets 3/-2 1.2/-1.8 3/-4 5/-5 6/-6
Leptons 0/-0.04 0/-0.07 0.07/-0 0.11/-0.16 0.3/-0.04
Energy Scale 0.10/-0.2 0.3/-0.11 0.13/-0.10 0.15/-0.9 0.12/-1.8
Fake-lepton and W back-
ground
4/-4 4/-4 4/-4 4/-4 4/-4
Monte Carlo gen., theory,
IFSR and PDF
1.1/-1.1 0.5/-0.5 1.7/-1.7 1.8/-1.8 7/-7
Table B.2 – Systematic uncertainties for the normalized differential cross
section with respect the mass of the system in the muon channel, using the
SVD unfolding method with k = 3.
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dm
1/σdσtt¯/dmtt¯ mtt¯, l + jets
Uncertainty [%] 250 – 450 450 – 550 550 – 700 700 – 960 960 – 2700
Total 5/-5 4/-4 5/-5 7/-8 12/-12
Stat. only ±1.8 ±1.6 ±2 ±3 ±6
Syst. only 5/-5 4/-4 5/-5 6/-7 10/-11
Jets 3/-3 1.2/-1.2 4/-4 5/-6 7/-8
Leptons 0/-0.02 0/-0.04 0.04/-0 0.06/-0.09 0.15/-0.019
Energy Scale 0.07/-0.08 0.2/-0.10 0/-0.04 0.18/-0.6 0.3/-0
Fake-lepton and W back-
ground
5/-5 4/-4 4/-4 4/-4 5/-5
Monte Carlo gen., theory,
IFSR and PDF
1.3/-1.3 0.7/-0.7 1.9/-1.9 3/-3 8/-8
Table B.3 – Systematic uncertainties for the normalized differential cross
section with respect the mass of the system in the lepton (e or mu) + jets
channel, using the SVD unfolding method with k = 3.
1/σdσtt¯/dmtt¯ mtt¯, e+ jets
Uncertainty [%] 250 – 450 450 – 550 550 – 700 700 – 960 960 – 2700
Total 7/-8 8/-7 9/-8 11/-12 40/-40
Stat. only ±3 ±5 ±6 ±9 ±30
Syst. only 6/-7 6/-5 7/-6 7/-8 20/-40
Jets 3/-4 4/-2 6/-5 5/-8 17/-30
Leptons 0.3/-0.10 0.008/-0.7 0.8/-0.06 0/-0.5 2/-0.8
Energy Scale 0/-0.3 0/-0.9 0.8/-0.06 1.3/-0.6 3/-9
Fake-lepton and W back-
ground
7/-8 6/-6 6/-5 5/-5 20/-30
Monte Carlo gen., theory,
IFSR and PDF
1.5/-1.5 3/-3 2/-2 3/-3 15/-15
Table B.4 – Systematic uncertainties for the normalized differential cross
section with respect the mass of the system in the electron channel, using
the simple inversion unfolding method.
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dσtt¯/dmtt¯ mtt¯, µ+ jets
Uncertainty [%] 250 – 450 450 – 550 550 – 700 700 – 960 960 – 2700
Total 14/-12 20/-19 17/-15 20/-19 30/-30
Stat. only ±2 ±4 ±6 ±7 ±16
Syst. only 13/-12 20/-18 16/-14 21/-18 30/-20
Luminosity 4/-4 4/-4 4/-4 4/-4 4/-4
Jets 10/-8 18/-16 14/-12 20/-17 30/-30
Leptons 0/-0.07 0/-0.07 0.2/-0 0.3/-0.3 0/-0.3
Energy Scale 0.5/-0.6 0.08/-0.4 0/-0.6 0.7/-2 1.7/-1.7
Fake-lepton and W back-
ground
9/-9 7/-7 8/-8 7/-7 11/-11
Monte Carlo gen., theory,
IFSR and PDF
6/-6 6/-6 3/-3 8/-8 11/-11
Table B.5 – Systematic uncertainties for the normalized differential cross
section with respect the mass of the system in the muon channel, using the
simple inversion unfolding method.
dσtt¯ mtt¯, l + jets
Uncertainty [%] 250 – 450 450 – 550 550 – 700 700 – 960 960 – 2700
Total 15/-14 20/-18 19/-16 20/-20 30/-30
Stat. only ±1.7 ±3 ±4 ±6 ±14
Syst. only 15/-14 20/-18 18/-16 20/-20 30/-30
Luminosity 4/-4 4/-4 4/-4 4/-4 5/-5
Jets 10/-8 17/-14 16/-14 20/-18 30/-30
Leptons 0/-0.04 0/-0.04 0.12/-0 0.20/-0.17 0/-0.13
Energy Scale 0.5/-0.17 0.3/-0.3 0.6/-0.3 0.7/-1.2 1.9/-0
Fake-lepton and W back-
ground
15/-15 11/-11 11/-11 12/-12 21/-21
Monte Carlo gen., theory,
IFSR and PDF
6/-6 6/-6 3/-3 7/-7 9/-9
Table B.6 – Systematic uncertainties for the normalized differential cross
section with respect the mass of the system in the lepton (e or mu) + jets
channel, using the simple inversion unfolding method.
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B.2. 1
σ
dσ/dpT
B.2 1σdσ/dpT
Tab. B.7 and Tab. B.8 show the uncertainties on 1
σ
dσ
dpT
using the SVD un-
folding method in the electron and muon channel, respectively. Tab. B.10
and Tab. B.11 show the same uncertainties, but obtained using the simple
matrix inversion method. Tab. B.9 and Tab. B.12 show the uncertainty for
the two channels, combined.
1/σdσtt¯/dpT,tt¯ pT,tt¯, e+ jets
Uncertainty [%] 0 – 40 40 – 170 170 – 340 340 – 1200
Total 12/-12 9/-9 20/-21 30/-30
Stat. only ±3 ±3 ±7 ±12
Syst. only 12/-12 8/-8 19/-19 20/-20
Jets 8/-8 5/-6 13/-15 16/-19
Leptons 0.4/-0.2 0.2/-0.2 0.9/-0.15 1.8/-0.10
Energy Scale 3/-4 3/-3 3/-1.5 3/-0.3
Fake-lepton and W background 4/-4 4/-4 7/-7 8/-9
Monte Carlo gen., theory, IFSR and
PDF
10/-10 7/-7 20/-20 20/-20
Table B.7 – Systematic uncertainties for the normalized differential cross
section with respect the Pt of the system in the electron channel, using the
SVD unfolding method with k = 3.
1/σdσtt¯/dpT,tt¯ pT,tt¯, µ+ jets
Uncertainty [%] 0 – 40 40 – 170 170 – 340 340 – 1200
Total 13/-12 8/-9 20/-20 30/-30
Stat. only ±3 ±3 ±6 ±12
Syst. only 13/-12 8/-9 19/-19 20/-20
Jets 10/-8 5/-7 14/-15 17/-17
Leptons 0.08/-0.02 0.013/-0.06 0.06/-0.08 0.3/-0.05
Energy Scale 4/-3 2/-3 1.7/-4 0.8/-1.7
Fake-lepton and W background 5/-5 4/-4 3/-3 4/-4
Monte Carlo gen., theory, IFSR and
PDF
11/-11 7/-7 21/-21 30/-30
Table B.8 – Systematic uncertainties for the normalized differential cross
section with respect the Pt of the system in the muon channel, using the
SVD unfolding method with k = 3.
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1/σdσtt¯/dpT,tt¯ pT,tt¯, l + jets
Uncertainty [%] 0 – 40 40 – 170 170 – 340 340 – 1200
Total 12/-12 8/-9 19/-20 20/-30
Stat. only ±2 ±1.9 ±5 ±9
Syst. only 12/-12 8/-9 19/-19 20/-20
Jets 9/-8 5/-6 13/-15 17/-18
Leptons 0.05/-0.010 0.006/-0.04 0.03/-0.04 0.18/-0.02
Energy Scale 4/-3 3/-3 2/-3 2.0/-1.8
Fake-lepton and W background 4/-4 4/-4 5/-5 7/-7
Monte Carlo gen., theory, IFSR and
PDF
11/-11 7/-7 20/-20 30/-30
Table B.9 – Systematic uncertainties for the normalized differential cross
section with respect the Pt of the system in the lepton (e or mu) + jets
channel, using the SVD unfolding method with k = 3.
1/σdσtt¯/dpT,tt¯ pT,tt¯, e+ jets
Uncertainty [%] 0 – 40 40 – 170 170 – 340 340 – 1200
Total 15/-15 11/-11 30/-30 30/-30
Stat. only ±3 ±3 ±10 ±30
Syst. only 14/-15 11/-11 30/-30 12/-11
Jets 9/-10 6/-7 14/-16 6/-8
Leptons 0.4/-0.4 0.3/-0.4 0.8/-0.4 5/-0.18
Energy Scale 4/-5 5/-4 1.9/-1.7 6/-0
Fake-lepton and W background 4/-4 4/-4 9/-11 6/-6
Monte Carlo gen., theory, IFSR and
PDF
12/-12 9/-9 30/-30 11/-11
Table B.10 – Systematic uncertainties for the normalized differential cross
section with respect the Pt of the system in the electron channel, using the
simple inversion unfolding method.
1/σdσtt¯/dpT,tt¯ pT,tt¯, µ+ jets
Uncertainty [%] 0 – 40 40 – 170 170 – 340 340 – 1200
Total 17/-15 10/-11 30/-30 30/-30
Stat. only ±3 ±3 ±9 ±30
Syst. only 16/-15 10/-11 30/-30 20/-20
Jets 13/-10 6/-9 19/-16 20/-20
Leptons 0.12/-0.04 0.05/-0.10 0/-0.4 2/-0
Energy Scale 6/-5 4/-5 0.7/-2 6/-0
Fake-lepton and W background 5/-5 4/-4 5/-5 6/-7
Monte Carlo gen., theory, IFSR and
PDF
14/-14 9/-9 30/-30 12/-12
Table B.11 – Systematic uncertainties for the normalized differential cross
section with respect the Pt of the system in the muon channel, using the
simple inversion unfolding method.
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B.3. 1
σ
dσ/dY
1/σdσtt¯/dpT,tt¯ pT,tt¯, l + jets
Uncertainty [%] 0 – 40 40 – 170 170 – 340 340 – 1200
Total 13/-12 8/-9 20/-20 30/-30
Stat. only ±2 ±1.9 ±5 ±9
Syst. only 12/-12 8/-9 20/-19 30/-20
Jets 9/-8 5/-6 13/-15 17/-18
Leptons 0/-0 0/-0 0/-0 0/-0
Energy Scale 4/-3 3/-3 2/-3 2.0/-1.8
Fake-lepton and W background 4/-4 4/-4 5/-5 7/-7
Monte Carlo gen., theory, IFSR and
PDF
11/-11 7/-7 20/-20 30/-30
Table B.12 – Systematic uncertainties for the normalized differential cross
section with respect the Pt of the system in the lepton (e or mu) + jets
channel, using the simple inversion unfolding method.
B.3 1σdσ/dY
Tab. B.13 and Tab. B.14 show the uncertainties on 1
σ
dσ
dm
using the SVD
unfolding method in the electron and muon channel, respectively. Tab. B.16
and Tab. B.17 show the same uncertainties, but obtained using the simple
matrix inversion method. Tab. B.15 and Tab. B.18 shows the uncertainty
for the two channels, combined.
1/σdσtt¯/dytt¯ ytt¯, e+ jets
Uncertainty [%] -2.5 – -1 -1 – -0.5 -0.5 – 0 0 – 0.5 0.5 – 1 1 – 2.5
Total 7/-8 5/-5 5/-5 5/-5 5/-5 7/-7
Stat. only ±5 ±3 ±3 ±3 ±3 ±5
Syst. only 6/-7 4/-4 4/-4 4/-4 4/-4 4/-5
Jets 3/-5 0.7/-0.9 1.5/-1.0 1.4/-1.3 0.4/-0.10 1.4/-1.8
Leptons 0.16/-0.7 0.3/-0.13 0.2/-0.08 0.014/-0.3 0.09/-0.08 0.5/-0.3
Energy Scale 0.02/-0.9 0.06/-0.2 0.016/-0.14 0.13/-0.09 0.5/-0 0.3/-0.3
Fake-lepton and
W background
7/-8 4/-4 4/-4 4/-4 4/-4 4/-5
Monte Carlo gen.,
theory, IFSR and
PDF
0.8/-0.7 1.3/-1.3 0.7/-0.7 0.9/-0.9 0.5/-0.5 2/-2
Table B.13 – Systematic uncertainties for the normalized differential cross
section with respect the Rapidity of the system in the electron channel, using
the SVD unfolding method with k = 3.
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1/σdσtt¯/dytt¯ ytt¯, µ+ jets
Uncertainty [%] -2.5 – -1 -1 – -0.5 -0.5 – 0 0 – 0.5 0.5 – 1 1 – 2.5
Total 6/-6 4/-4 4/-4 4/-4 4/-4 6/-6
Stat. only ±4 ±3 ±2 ±2 ±3 ±4
Syst. only 4/-4 4/-4 4/-4 3/-3 3/-3 4/-4
Jets 1.8/-3 0.3/-0.4 1.2/-1.1 0.8/-0.9 0.6/-0.6 2/-1.5
Leptons 0/-0.04 0.07/-0 0/-0.12 0.14/-0 0/-0.08 0.04/-0.07
Energy Scale 0.15/-0.6 0.19/-0.07 0.007/-0.06 0.18/-0.11 0.18/-0.016 0/-0.6
Fake-lepton and
W background
4/-4 4/-4 3/-3 3/-3 3/-3 3/-3
Monte Carlo gen.,
theory, IFSR and
PDF
1.0/-1.0 0.5/-0.5 0.3/-0.3 0.4/-0.4 0.4/-0.4 1.7/-1.7
Table B.14 – Systematic uncertainties for the normalized differential cross
section with respect the Rapidity of the system in the muon channel, using
the SVD unfolding method with k = 3.
1/σdσtt¯/dytt¯ ytt¯, l + jets
Uncertainty [%] -2.5 – -1 -1 – -0.5 -0.5 – 0 0 – 0.5 0.5 – 1 1 – 2.5
Total 5/-6 4/-4 4/-4 4/-4 4/-4 5/-5
Stat. only ±3 ±1.9 ±1.8 ±1.9 ±2.0 ±3
Syst. only 4/-5 4/-4 4/-4 4/-4 4/-4 4/-4
Jets 2/-4 0.5/-0.6 1.1/-0.8 1.0/-1.0 0.5/-0.3 1.5/-1.3
Leptons 0/-0.02 0.04/-0 0/-0.07 0.08/-0 0/-0.04 0.03/-0.04
Energy Scale 0.08/-0.7 0.02/-0.05 0.07/-0.02 0.2/-0 0.3/-0 0.2/-0
Fake-lepton and
W background
4/-5 4/-4 4/-4 4/-4 4/-4 4/-4
Monte Carlo gen.,
theory, IFSR and
PDF
0.6/-0.6 0.9/-0.9 0.4/-0.4 0.7/-0.7 0.3/-0.3 1.8/-1.8
Table B.15 – Systematic uncertainties for the normalized differential cross
section with respect the Rapidity of the system in the lepton (e or mu) +
jets channel, using the SVD unfolding method with k = 3.
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B.3. 1
σ
dσ/dY
1/σdσtt¯/dytt¯ ytt¯, e+ jets
Uncertainty [%] -2.5 – -1 -1 – -0.5 -0.5 – 0 0 – 0.5 0.5 – 1 1 – 2.5
Total 11/-13 6/-6 6/-6 6/-6 6/-6 7/-8
Stat. only ±7 ±5 ±4 ±4 ±5 ±6
Syst. only 8/-11 4/-4 4/-4 4/-4 4/-4 5/-5
Jets 5/-8 1.1/-0.7 1.8/-0.9 1.2/-2 1.6/-0.4 1.0/-2
Leptons 0.14/-0.5 0.4/-0.6 0.9/-0.15 0/-1.0 1.2/-0 0.8/-0.9
Energy Scale 0/-1.8 0.2/-0.08 0.08/-0.4 0.06/-0.3 0/-0.9 0.11/-0.5
Fake-lepton and
W background
11/-13 6/-5 4/-4 4/-4 4/-4 5/-5
Monte Carlo gen.,
theory, IFSR and
PDF
2/-2 0.9/-0.9 1.1/-1.1 1.5/-1.5 0.17/-0.17 2/-2
Table B.16 – Systematic uncertainties for the normalized differential cross
section with respect the Rapidity of the system in the electron channel, using
the simple inversion unfolding method.
1/σdσtt¯/dytt¯ ytt¯, µ+ jets
Uncertainty [%] -2.5 – -1 -1 – -0.5 -0.5 – 0 0 – 0.5 0.5 – 1 1 – 2.5
Total 6/-7 6/-6 5/-5 5/-5 6/-6 6/-6
Stat. only ±4 ±4 ±4 ±4 ±4 ±4
Syst. only 4/-5 4/-4 4/-4 4/-3 4/-4 5/-5
Jets 3/-5 1.3/-1.0 2/-1.7 0.8/-0.6 3/-1.7 3/-2
Leptons 0/-0.05 0.07/-0.3 0/-0.4 0.5/-0 0.03/-0.05 0.04/-0.09
Energy Scale 0.2/-1.5 1.5/-0.04 0/-0.8 0.2/-0.3 0.5/-0.09 0/-1.1
Fake-lepton and
W background
4/-4 4/-4 3/-4 4/-3 3/-3 3/-3
Monte Carlo gen.,
theory, IFSR and
PDF
0.8/-0.8 0.3/-0.3 0.15/-0.15 0.6/-0.6 0.8/-0.8 2.0/-2.0
Table B.17 – Systematic uncertainties for the normalized differential cross
section with respect the Rapidity of the system in the muon channel, using
the simple inversion unfolding method.
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1/σdσtt¯/dytt¯ ytt¯, l + jets
Uncertainty [%] -2.5 – -1 -1 – -0.5 -0.5 – 0 0 – 0.5 0.5 – 1 1 – 2.5
Total 6/-7 5/-5 5/-5 5/-5 5/-5 6/-6
Stat. only ±4 ±3 ±3 ±3 ±3 ±3
Syst. only 5/-6 4/-3 4/-4 4/-4 4/-4 5/-5
Jets 3/-6 0.7/-0.4 1.9/-1.2 0.6/-1.4 0.3/-0.3 1.8/-2
Leptons 0/-0.04 0.03/-0.15 0/-0.2 0.2/-0 0.015/-0.03 0.02/-0.05
Energy Scale 0.12/-1.5 0.9/-0.03 0.007/-0.6 0.3/-0.18 0.7/-0 0.7/-0
Fake-lepton and W back-
ground
6/-6 4/-4 4/-4 4/-4 4/-4 4/-4
Monte Carlo gen., theory,
IFSR and PDF
0.8/-0.8 0.5/-0.5 0.6/-0.6 1.0/-1.0 0.3/-0.3 2/-2
Table B.18 – Systematic uncertainties for the normalized differential cross
section with respect the Rapidity of the system in the lepton (e or mu) +
jets channel, using the simple inversion unfolding method.
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APPENDIX C
DIFFERENTIAL CROSS SECTION USING THE
TWO-TAGS SELECTION
In this appendix, the very preliminary results using the two-tags selection are
presented. Requiring at least two jets tagged as coming from a b quark has the
big advantage to drastically improve the signal-over-background ratio, since it
eliminates a big fraction of the surviving W and QCD events, with minimal
impact on the signal. The loss in statistics, on the other hand, it’s not a
big issue, since the measurement is dominated by systematic uncertainties,
and can be overcome by combining the two channels (thus ≈ doubling the
statistics).
The real problem, that prevented the measurement to adopt this selection
in the first place, is the still poor knowledge of the behavior of the tagger
algorithm response when requiring two b-tags. This affects the systematic on
the b-tag scale factors as well the evaluation of the data-driven backgrounds.
The results presented in this appendix are thus to be considered preliminary,
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(a) (b)
Figure C.1 – Kinematic fit likelihood distribution in the two-tags sample
for the electron channel (a) and muon channel (a).
since the one-tag recipes and methods for the evaluation of the systematics
and data driven backgrounds are used. Even the likelihood cut is the same
of the one-tag selection (in principle it should be re-optimized). Fig. C.1,
anyway, shows no big changes in the likelihood distribution respect to the
same distribution obtained in the one-tag selection (Fig. 6.2).
Only results from the combined sample, with the SVD unfolding, are pre-
sented.
C.1 Reconstructed spectra, efficiencies and
migration matrices
For the following spectra, the binning is the one described in Tab. 6.1. For all
the distributions the agreement of the measurements with our MC predictions
is worse than the one-tag selection, but still within the bands due to the
systematic uncertainties.
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C.1. Reconstructed spectra, efficiencies and migration matrices
(a) (b)
Figure C.2 – tt¯ mass spectra in the electron (a) and muon (b) channel after
the two-tags selection.
(a) (b)
Figure C.3 – tt¯ pT spectra in the electron (a) and muon (b) channel after
the two-tags selection.
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(a) (b)
Figure C.4 – tt¯ rapidity spectra in the electron (a) and muon (b) channel
after the two-tags selection.
The migration matrices, in Fig. C.5-Fig. C.7, show a very slight, and prob-
ably not significant, improvement (a better “diagonality”) with respect those
obtained in the one tag selection.
The efficiency plots, Fig. C.8-Fig. C.10, show a flat efficiency loss of the
order of 50%, that can be compensated by combining the two channels.
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C.1. Reconstructed spectra, efficiencies and migration matrices
(a) (b)
(c) (d)
Figure C.5 – Migration matrices for mtt¯ without likelihood cut (right) and
with likelihood cut (left) for the electron (top) and muon (bottom) after the
two-tags selection.
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(a) (b)
(c) (d)
Figure C.6 – Migration matrices for pT,tt¯ without likelihood cut (right) and
with likelihood cut (left) for the electron (top) and muon (bottom) after the
two-tags selection.
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C.1. Reconstructed spectra, efficiencies and migration matrices
(a) (b)
(c) (d)
Figure C.7 – Migration matrices for Ytt¯ without likelihood cut (right) and
with likelihood cut (left) for the electron (top) and muon (bottom) after the
two-tags selection.
(a) (b)
Figure C.8 – Efficiency for the tt¯ mass for the electron (a) and muon (b)
channel, in the two-tags selection.
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(a) (b)
Figure C.9 – Efficiency for the tt¯ pT for the electron (a) and muon (b)
channel, in the two-tags selection.
(a) (b)
Figure C.10 – Efficiency for the tt¯ rapidity for the electron (a) and muon
(b) channel, in the two-tags selection.
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C.2. Results
C.2 Results
In this section, the results obtained by applying the two-tags selections, are
presented. The overall results are encouraging: even if there is a slight
increase of the statistical error, there is a significant drop in the systematic
uncertainties, expecially those related to the QCD background. The only
systematic that increases is the b-tag scale factor uncertainties, and it was
expected since it becomes crucial when applying the two tags requirement.
C.2.1 1σ
dσ
dM
The resulting spectrum of the unfolded normalized differential cross section
as a function of the mass of the tt¯ system is shown in Fig. C.11 and Tab. C.1
mtt¯ [GeV] 1/σdσtt¯/dmtt¯ [1/TeV]
e+jets µ+jets l+jets
250 – 450 2.42 +0.13/-0.14 2.48 +0.18/-0.14 2.46 +0.13/-0.12
450 – 550 2.77±0.11 2.81 +0.09/-0.11 2.79 +0.08/-0.09
550 – 700 1.07±0.07 1.02 +0.08/-0.11 1.04 +0.06/-0.08
700 – 960 0.24±0.02 0.22 +0.04/-0.019 0.23 +0.03/-0.018
960 – 2700 0.0079±0.0012 0.0071 +0.0014/-0.001 0.0075 +0.0011/-0.0009
Table C.1 – Normalized differential tt¯ production cross section as a function
of the mass of the system, unfolded using the SVD method with regulariza-
tion parameter k = 3.
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Figure C.11 – Normalized differential tt¯ production cross section as a func-
tion of the mass of the system for the combined sample after the two-tags
selection, unfolded using the SVD method.
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C.2.2 1σ
dσ
dpT
The resulting spectrum of the unfolded normalized differential cross section
as a function of the Pt of the tt¯ system is shown in Fig. C.12 and Tab. C.2
pT,tt¯ [GeV] 1/σdσtt¯/dpT,tt¯ [1/TeV]
e+jets µ+jets l+jets
0 – 40 14±1.5 13.7±1.6 13.8±1.5
40 – 170 3±0.3 3.1±0.3 3±0.3
170 – 340 0.28±0.05 0.25 +0.06/-0.08 0.26 +0.05/-0.06
340 – 1200 0.0067±0.0015 0.005 +0.003/-0.0015 0.006 +0.002/-0.0014
Table C.2 – Normalized differential tt¯ production cross section as a function
of the Pt of the system, unfolded using the SVD method with regularization
parameter k = 3.
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Figure C.12 – Normalized differential tt¯ production cross section as a func-
tion of the Pt of the system for the combined sample after the two-tags
selection, unfolded using the SVD method.
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C.2. Results
C.2.3 1σ
dσ
dY
The resulting spectrum of the unfolded normalized differential cross section
as a function of the rapidity of the tt¯ system is shown inand Tab. C.3
ytt¯ 1/σdσtt¯/dytt¯ [1/TeV]
e+jets µ+jets l+jets
-2 – -1 0.143±0.01 0.128 +0.019/-0.009 0.134 +0.012/-0.007
-1 – -0.5 0.343±0.019 0.32 +0.04/-0.017 0.33 +0.02/-0.015
-0.5 – 0 0.43±0.02 0.428 +0.019/-0.05 0.427 +0.018/-0.03
0 – 0.5 0.42±0.02 0.43 +0.04/-0.02 0.42 +0.03/-0.018
0.5 – 1 0.326±0.017 0.321±0.016 0.323±0.014
1 – 2 0.126±0.007 0.128 +0.006/-0.017 0.128 +0.005/-0.011
Table C.3 – Normalized differential tt¯ production cross section as a func-
tion of the rapidity of the system, unfolded using the SVD method with
regularization parameter k = 3.
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