We study the problem of mismatched likelihood ratio test. We analyze the type-I and II error exponents when the actual distributions generating the observation are different from the distributions used in the test. We derive the worst-case error exponents when the actual distributions generating the data are within a relative entropy ball of the test distributions. In addition, we study the sensitivity of the test for small relative entropy balls.
I. INTRODUCTION AND PRELIMENARIES
Consider the binary hypothesis testing problem [1] where an observation x = (x 1 , . . . , x n ) is generated from two possible distributions P n 1 and P n 2 defined on the probability simplex P(X n ). We assume that P n 1 and P n 2 are product distributions, i.e., P n 1 (x) = n i=1 P 1 (x i ), and similarly for P n 2 . For simplicity, we assume that both P 1 (x) > 0 and P 2 (x) > 0 for each x ∈ X .
Let φ : X n → {1, 2} be a hypothesis test that decides which distribution generated the observation x. We consider deterministic tests φ that decide in favor of P n 1 if x ∈ A 1 , where A 1 ⊂ X n is the decision region for the first hypothesis. We define A 2 = X n \ A 1 to be the decision region for the second hypothesis. The test performance is measured by the two possible pairwise error probabilities. The type-I and type-II error probabilities are defined as
A hypothesis test is said to be optimal whenever it achieves the optimal error probability tradeoff given by
The likelihood ratio test defined as
was shown in [2] to attain the optimal tradeoff (2) for every γ.
The type of a sequence x = (x 1 , . . . , x n ) isT x (a) = N (a|x) n , where N (a|x) is the number of occurrences of the symbol a ∈ X in the string. The likelihood ratio test can also be expressed as a function of the type of the observationT x as [3] φ γ (T x ) = 1 D(T x P 1 ) − D(T x P 2 ) ≥ γ + 1. (4) where D(P Q) = X P (x) log P (x)
Q(x) is the relative entropy between distributions P and Q.
In this paper, we are interested in the asymptotic exponential decay of the pairwise error probabilities. Therefore, it is sufficient to consider deterministic tests The optimal error exponent tradeoff (E 1 , E 2 ) is defined as
By using the Sanov's Theorem [3] , [4] , the optimal error exponent tradeoff (E 1 , E 2 ), attained by the likelihood ratio test, can be shown to be [5] , [6] 
where
The minimizing distribution in (6), (7) is the tilted distribution
whenever γ satisfies −D(P 1 P 2 ) ≤ γ ≤ D(P 2 P 1 ). In this case, λ is the solution of
Instead, if γ < −D(P 1 P 2 ), the optimal distribution in (6) is Q λ (x) = P 1 (x) and E 1 (φ γ ) = 0, and if γ > D(P 2 P 1 ), the optimal distribution in (7) is Q λ (x) = P 2 (x) and E 2 (φ γ ) = 0. Equivalently, the dual expressions of (6) and (7) can be derived by substituting the minimizing distribution (10) into the Lagrangian yielding [4] , [5] ) arXiv:2001.03917v1 [cs.IT] 12 Jan 2020
The Stein regime is defined as the highest error exponent under one hypothesis when the error probability under the other hypothesis is at most some fixed ∈ (0,
The optimal E ( ) 2 , given by [3] 
can be achieved by setting the threshold in (4) to be γ = −D(P 1 P 2 ) + C2 √ n , where C 2 is a constant that depends on distributions P 1 , P 2 and .
In this work, we revisit the above results in the case where the distributions used by the likelihood ratio test are not known precisely, and instead, fixed distributionsP 1 andP 2 are used for testing. In particular, we find the error exponent tradeoff for fixedP 1 andP 2 and we study the worst-case tradeoff when the true distributions generating the observation are within a certain distance of the test distributions. The literature in robust hypothesis testing is vast (see e.g., [7] - [9] and references therein). Robust hypothesis testing consists of designing tests that are robust to the inaccuracy of the distributions generating the observation. Instead, we study the error exponent tradeoff performance of the likelihood ratio test for fixed test distributions.
II. MISMATCHED LIKELIHOOD RATIO TESTING
LetP 1 (x) andP 2 (x) be the test distributions used in the likelihood ratio test with thresholdγ given bŷ
For simplicity, we assume that bothP 1 (x) > 0 andP 2 (x) > 0 for each x ∈ X . We are interested in the achievable error exponent of the mismatched likelihood ratio test, i.e., E 2 (Ê 1 ) sup Ê 2 ∈ R + : ∃γ, ∃n 0 ∈ Z + s.t. ∀n > n 0 1 (φγ) ≤ e −nÊ1 and 2 (φγ) ≤ e −nÊ2 . (17) Theorem 1. For fixedP 1 ,P 2 ∈ P(X) the optimal error exponent tradeoff in (17) is given bŷ
wherê
The minimizing distributions in (18) and (19) arê
, λ 2 ≥ 0 (23) respectively, where λ 1 is chosen so that
whenever D(P 1 P 1 ) − D(P 1 P 2 ) ≤γ, and otherwise,
whenever D(P 2 P 1 ) − D(P 2 P 2 ) ≥γ, and otherwise, Q λ2 (x) = P 2 (x) andÊ 2 (φγ) = 0. Furthermore, the dual expressions for the type-I and type-II error exponents arê
Remark 1: For mismatched likelihood ratio testing, the optimizing distributionsQ λ1 ,Q λ2 can be different, since the decision regions only depend on the mismatched distributions. However, ifP 1 ,P 2 are tilted with respect to P 1 and P 2 , then bothQ λ1 ,Q λ2 are also tilted respect to P 1 and P 2 . This implies the result in [10] , where for any set of mismatched distributionsP 1 ,P 2 that are tilted with respect to generating distributions, the mismatched likelihood ratio test achieves the optimal error exponent tradeoff in (5) .
In the Stein regime, the mismatched likelihood ratio test achievesÊ
with threshold
andĈ 2 is a constant that depends on distributions P 1 ,P 1 ,P 2 , and .
Remark 2: Note that since P 1 satisfies the constraint in (28) thenÊ
In fact, ifP 1 ,P 2 are tilted respect to P 1 , P 2 then this inequality is met with equality. Moreover, it is easy to find a set of data and test distributions whereÊ
III. MISMATCHED LIKELIHOOD RATIO TESTING WITH UNCERTAINTY
In this section, we analyze the worst-case error exponents tradeoff when the actual distributions P 1 , P 2 are close to the mismatched test distributionsP 1 andP 2 . More specifically,
where the D-ball
is a ball centered at distribution Q containing all distributions whose relative entropy is smaller or equal than radius R. This model was used in robust hypothesis testing in [11] . Figure   1 depicts the mismatched probability distributions and the mismatched likelihood ratio test as a hyperplane dividing the probability space into the two decision regions.
We study the worst-case error-exponent performance of mismatched likelihood ratio testing when the distributions generating the observation fulfill (30). In particular, we are interested in the least favorable distributions
whereQ 1 (γ),Q 2 (γ) are defined in (20), (21). Then, for any distribution pair P 1 ∈ B(P 1 , R 1 ), P 2 ∈ B(P 2 , R 2 ), the corresponding error exponent pair (Ê 1 ,Ê 2 ) satisfieŝ
Furthermore, the optimization problem in (32) is convex with optimizing distributions
when max P1∈B(P1,R1)
Otherwise, we can find a least favorable distribution P L 1 ∈ B(P 1 , R 1 ) such thatÊ 1 (φγ) for this distribution isÊ 1 (φγ) = 0. Similarly, the optimization (33) is convex with optimizing distributions
where λ 2 ≥ 0, 0 ≤ β 2 ≤ 1 are chosen such that
whenever,
Otherwise, we can find a distribution P L 2 ∈ B(P 2 , R 2 ) such thatÊ 2 (φγ) for this distribution isÊ 2 (φγ) = 0.
The worst-case achievable error exponents of mismatched likelihood ratio testing for data distributions in a D-ball are essentially the minimum relative entropy between two sets of probability distributions. Specifically, the minimum relative entropy B(P 1 , R 1 ) andQ 2 (γ) givesÊ L 1 (R 1 ), and similarly forÊ L 2 (R 2 ).
IV. MISMATCHED LIKELIHOOD RATIO TESTING SENSITIVITY
In this section, we study how the worst-case error exponents (Ê L 1 ,Ê L 2 ) behave when the D-ball radii R 1 , R 2 are small. In particular, we derive a Taylor series expansion of the worst-case error exponent. This approximation can also be interpreted as the worst-case sensitivity of the test, i.e., how does the test perform when actual distributions are very close to the mismatched distributions.
Theorem 4. For every R i ≥ 0,P i ∈ P(X ) for i = 1, 2, and − D(P 1 P 2 ) ≤γ ≤ D(P 2 P 1 ),
we havê
andQ λ (X) is the minimizing distribution in (10) for testφγ.
Lemma 5. For everyP 1 ,P 2 ∈ P(X ), andγ satisfying (45)
This lemma shows that S 1 (P 1 ,P 2 ,γ) is a non-decreasing function ofγ, i.e., asγ increases from −D(P 1 P 2 ) to D(P 2 P 1 ), the worst-case exponentÊ L 1 (R 1 ) becomes more sensitive to mismatch with likelihood ratio testing. Conversely, S 2 (P 1 ,P 2 ,γ) is a non-increasing function ofγ, i.e., asγ increases from −D(P 1 P 2 ) to D(P 2 P 1 ), the worst-case exponentÊ L 2 (R 2 ) becomes less sensitive (more robust) to mismatch with likelihood ratio testing. Moreover, when λ = 1 2 , we haveQ
and then S 1 (P 1 ,P 2 ,γ) = S 2 (P 1 ,P 2 ,γ). In addition,Q 1
where B(P 1 ,P 2 ) is the Bhattacharyya distance between the mismatched distributionsP 1 andP 2 . This suggests that having equal sensitivity (or robustness) for both hypotheses minimizes the sum of the exponents.
Example 1. When γ = 0 the likelihood ratio test becomes the maximum-likelihood test, which is known to achieve the lowest average probability of error in the Bayes setting for equal priors. For fixed priors π 1 , π 2 , the error probability in the Bayes setting is¯ = π 1 1 +π 2 2 , resulting in the following error exponent [3]
ConsiderP 1 = Bern(0.1) ,P 2 = Bern(0.8). Also, assume R 1 = R 2 = R. Figure 2 shows the worst-case error exponent in the Bayes setting given by min{Ê L 1 ,Ê L 2 } by solving (32) and (33) as well as min{Ẽ L 1 ,Ẽ L 2 } using the approximation in (46). We can see that the approximation is good for small R. Moreover, it can be seen that error exponents are very sensitive to mismatch for small R, i.e., the slope of the worstcase exponent goes to infinity as R approaches to zero. 
APPENDIX

A. Proof of Theorem 1
We show the result forÊ 1 (φγ) and similar steps are valid forÊ 2 (φγ). The type-I probability of error can be written aŝ
Applying Sanov's Theorem to (53) to get (18) is immediate. The optimization problem in (18) consists of the minimization of a convex function over linear constraints. Therefore, the KKT conditions are also sufficient [13] . Writing the Lagrangian, we have
Differentiating with respect to Q(x) and setting to zero we have 
then (24) should hold. Otherwise, if (56) does not hold then λ in (55) should be zero and henceQ λ1 = P 1 ,Ê 1 (φγ) = 0. Finally, substituting the minimizing distributionQ λ1 (22) into (54) we get the dual expression
Since the optimization problem in (18) is convex, then the duality gap is zero [13] , and this proves the (26).
B. Proof of Theorem 2
First, notice thatÊ 2 (φγ) is a non-increasing function ofγ since for everyγ 1 ≤γ 2 we havê
Therefore, in the Stein's regime we are looking for the smallest threshold such that lim sup n→∞ˆ 1 (φγ) ≤ . Let
and Φ −1 ( ) is the inverse cumulative distribution function of a zero-mean unit-variance Guassian random variable. For sucĥ γ, the type-I error probability of the mismatched likelihood ratio test iŝ
P2(xi) . Letting Z be a zero-mean unit-variance Guassian random variable, then, by the central limit theorem we have
(65) Therefore, asymptotically, the type-I error probability of mismatched likelihood ratio test withγ in (60) is equal to . Next, we need to show that for any thresholdγ and ε > 0 such that
the type-I probability of error tends to 1 as the number of observation approaches infinity, which implies that D(P 1 P 1 ) − D(P 1 P 2 ) is the lowest possible threshold that meets the constraint lim sup n→∞ˆ 1 (φγ) ≤ . The correspondingÊ 2 (φγ) is this highest type-II exponent that meets the constraint. In order to show this, define the following sets
where . ∞ is the norm infinity. From the continouity of D(. P ) we have that for any ε > 0 such that 
Now from the continuity argument, there exists a δ such that
Set δ n = log n n . Thus, for sufficiently large n, δ n ≤ δ, Therefore, we have
where the last step is by Hoeffding's inequality [14] and union bound. Therefore, for anyγ < D(P 1 P 1 ) − D(P 1 P 2 ) type-I error goes to unity which concludes the theorem.
C. Proof of Theorem 3
We show the result under the first hypothesis and similar steps are valid under the second hypothesis. For every P 1 the achievable type-I is error exponentÊ 1 (φγ) does not depend on P 2 therefore, (32) is a lower bound toÊ 1 (φγ). Moreover, since the relative entropy is jointly convex, then (32) is a convex optimization problem and the KKT conditions are also sufficient. Writing the Lagrangian we have
Differentiating with respect to Q(x) and P 1 (x) and setting the derivatives to zero we have
respectively. Solving equations (79), (80) for every x ∈ X and letting β 1 = 1 1+λ 1 we obtain (35) and (36). Moreover, from the complementary slackness condition [13] if for all P 1 in B(P 1 , R 1 ) the condition D(P 1 P 1 ) − D(P 1 P 2 ) ≤γ stated in Theorem 1 holds, then (37) and (38) should hold. Otherwise, if there exists a P L 1 in B(P 1 , R 1 ) such that D(P L 1 P 1 ) − D(P L 1 P 2 ) ≤γ, then for this distribution E 1 (φγ) = 0. Therefore, if conditon (39) holds for all P 1 in the D-ballÊ L 1 (R 1 ) > 0, otherewiseÊ L 1 (R 1 ) = 0.
D. Proof of Theorem 4
We show the result under the first hypothesis, and similar steps are valid for the second hypothesis. Consider the first minimization in (32) over Q, i.e.,
First, note that by assumption,P 1 (x) > 0 for each x ∈ X . Therefore, for any finite R 1 , we have P 1 (x) > 0 for every P 1 ∈ B(P 1 , R 1 ). Hence, for P 1 ∈ B(P 1 , R 1 ), the relative entropy D(Q P 1 ) is continuous in both Q, P 1 . Moreover, the constraints in (81) are continuous with respect to Q and also trivially with respect to P 1 , since the constraints do not depend on P 1 . Hence, the optimization in (81) is minimizing a continuous function over a compact set with continuous constraints. Hence, by the maximum theorem [15] ,Ê 1 (φγ) is a continuous function of P 1 for all P 1 ∈ B(P 1 , R 1 ) with finite radius R 1 . Therefore, by the envelope theorem [16] we have
Define the vectors
Assuming theÊ L i (R i ) to be continuous we can apply the Taylor expansion toÊ 1 (φγ) around P 1 =P 1 and we obtain
By substituting the expansion (85) for the first minimization in (32) we obtain
(86) Now, we further approximate the outer minimization constraint in (32). By approximating D(P 1 P 1 ) we get [17] 
where J (P 1 ) = diag 1
, . . . , 1
is the Fisher information matrix. Therefore, (86) can be approximated aŝ
The optimization problem in (89) is convex and hence the KKT conditions are sufficient. The corresponding Lagrangian is given by
Differentiating with respect to θ P1 and setting to zero, we have
Therefore,
Note that if λ = 0 then from (91) ∇Ê 1 = −ν1 which cannot be true for thresholds satisfying (45) sinceQ λ =P 1 . Therefore, from the complementary slackness condition [13] the inequality constraint (89) should be satisfied with equality. By solving 1 2 θ T P1 J (P 1 )θ P1 = R 1 and 1 T θ P1 = 0 and substituting λ, ν in (92), we obtain
Substituding (93) into (86) yields (46).
E. Proof of Lemma 5
We show the result under the first hypothesis and similar steps are valid under the second hypothesis. To prove the Theorem we need the following lemma. Lemma 6. Consider the following optimization problem
Then E(γ) is convex in γ.
Proof: Let
From the convexity of the relative entropy, for any α ∈ (0, 1),
(98) Furthermore, since Q * 1 , Q * 2 satisfy their correspending optimization constraints, then
Therefore, αQ * 1 + (1 − α)Q * 2 satisfies the optimization constraint when γ = αγ 1 + (1 − α)γ 2 , then
D(Q P ). (101)
Hence E(γ) is convex in γ.
From above lemma we can show that λ is a non-decreasing function ofγ. From the envelope theorem [16] 
where λ * is the optimizing λ in (10) for the testφγ. Therefore
where the inequality is from convexity ofÊ 1 (φγ) respect toγ. Therefore, we only need to consider the behavior of variance as λ changes. Taking the derivative of variance respect to λ, we have
SubstitutingQ λ (X) as a function of λ we get 
Note thatQ λ (x), r(x) are positive for all x ∈ X . Therefore, using the log-sum inequality [3] for the first term and Jensen inequality [3] for the second term in (108), we obtain λ a∈XP 
Also, the above inequalities are met with equality when both log-sum and Jensen's inequalities are met with equality, which happens when λ = 0. Therefore, for λ > 0, VarP
is an increasing function of λ for λ > 0 and consequently ∂ ∂γ S 1 (P 1 ,P 2 ,γ) ≥ 0.
(112)
