Abstract-Multimedia traffic is becoming an increasing portion of today's Internet traffic due to the flourish of multimedia applications such as music/video streaming, video teleconferencing, IP telephony, and distance learning. In this paper, we study the problem of supporting multimedia traffic using a Generalized Processor Sharing (GPS) server. We derive tight performance bounds on the backlog and delay for regulated multimedia traffic classes in a GPS system. Our approach is quite general since we do not assume any arriving traffic model or any specific traffic regulator, other than that each traffic flow is deterministically regulated. Such deterministic regulators, as well as approximations of the GPS server, are amenable to implementation and are widely implemented in commercial routers. In addition, our analysis is very accurate and has a much high utilization of the server capacity, since we exploit the independence among the traffic flows for higher statistical multiplexing gains. Numerical examples and simulation results are presented to demonstrate the accuracy and merits of our approach, which is practical and well suited for supporting multimedia applications in the Internet.
I. INTRODUCTION
Multimedia traffic is becoming an increasing portion of today's Internet traffic due to the flourish of multimedia applications such as music/video streaming, video teleconferencing, IP telephony, and distance learning. Applications that generate such data can have very diverse Quality of Service (QoS) requirements. One major concern in the design, implementation, and operation of the Internet is how to provide QoS guarantees for applications with diverse QoS requirements, while achieving high utilization of network resources.
QoS guarantees can be provisioned in the Internet using the architectures described in [1] or [2] . However, due to the advances in Dense Wavelength Division Multiplexing (DWDM) technology, over-provisioning in the network core has become a general practice for many service providers. Nevertheless, we argue that over-provisioning does not necessarily solve the QoS provisioning problem. This is because over-provisioning may not be applicable to all segments of the network, due to technical, regulatory, or capital investment limitations. This makes it difficult to guarantee over-provisioning on an end-toend basis to meet QoS requirements. In order to guarantee endto-end performance, QoS mechanisms are still needed for the relatively resource constrained access networks (e.g., wireless access networks), while it may be possible to apply overprovisioning in the core.
Various QoS mechanisms have been developed over the years, such as traffic shaping, admission control, QoS signaling and resource reservation, QoS routing, active queue management, and packet scheduling (see [3] for a comprehensive survey). Leaky bucket-based traffic regulation and Generalized Processor Sharing (GPS) are among the most successful QoS mechanisms, since both of them are not only underpinned by rigorous theoretical analysis [4] - [11] , but also widely implemented in commercial routers [12] .
GPS is a work-conserving scheduling discipline in which multiple traffic classes share a deterministic server. With GPS, each class is associated with a weight and is guaranteed a minimum service rate in proportion to its weight whenever it is backlogged. Furthermore, the residual service of the nonbacklogged classes are distributed to the backlogged classes in proportion to their weights. Therefore, GPS is efficient in utilizing and sharing the server capacity (since it is workconserving and the bandwidth is shared by all classes), while being capable of isolating the classes (since each class is guaranteed a minimum rate, it won't be affected by a misbehaving class). By assigning different weights to the classes, service differentiation can be easily achieved.
GPS has been widely studied under various traffic characterizations and under deterministic settings [6] or stochastic settings [7] - [11] . Generally, the bounds obtained by deterministic GPS analysis are very conservative, since they are derived for the worst case scenario that only occurs with a very low probability [6] . Such hard QoS guarantees are unnecessary for many multimedia applications, where a certain level of QoS violation is generally acceptable. On the other hand, although the existing bounds obtained by statistical GPS analysis can achieve a much higher resource utilization than deterministic bounds, the traffic characterizations used in such analysis are usually hard to measure and enforce [7] - [11] .
In this paper, we investigate the behavior of a high-speed GPS server under deterministically regulated multimedia traffic flows, but in a stochastic setting. We present a practical framework for supporting multimedia traffic using GPS servers. Within this framework, multimedia traffic flows are regulated with deterministic regulators (such as the popular leaky bucket regulator or other piece-wise linear regulators), thus greatly simplifying user traffic regulation, monitoring, and enforcement, as in a deterministic GPS analysis [6] . ) ( Fig. 1 . A GPS System with N classes of regulated multimedia traffic flows.
We then derive tight statistical upper bounds on the tail distribution of buffer occupancy and delay for each class in the GPS system, which achieves a high resource utilization as in a statistical GPS analysis [7] . More specifically, we exploit the independence among the flows and derive tight moment bounds for the aggregate arrival process of each class. Such moment bounds produce an accurate statistical characterization of the aggregate traffic of each class when used with the Chernoff bound. Then, we use the notion of feasible ordering as in [6] and [7] to examine the sample path behavior of the multimedia sessions served by a single GPS server in isolation, and derive the backlog (i.e., buffer occupancy) and delay bounds for each class in the GPS system. We also present numerical examples and simulation results to demonstrate the efficacy of the proposed approach.
In summary, our approach has many advantages. First, it obtains tight statistical bounds on the backlog and delay without any assumption on the arriving traffic models. Second, our approach is amenable to implementation and policing as in a deterministic GPS analysis [6] , and being capable of achieving high resource utilizations as in a statistical GPS analysis while guaranteeing QoS requirements. Third, our approach is computationally efficient. GPS systems with a large number of classes and hundreds or thousands of flows per class can be easily handled (see Section IV). Such an approach is quite practical and is effective for supporting multimedia applications in the Internet.
The remainder of the present paper is organized as follows. In Section II, we present some preliminary results for the analytical framework. We derive the backlog and delay bounds for a GPS queue with regulated multimedia traffic in Section III. Extensive numerical studies and simulation results are presented in Section IV to demonstrate the accuracy and merits of the proposed framework. Related work is discussed in Section V. We present conclusions and discuss our future work in Section VI.
II. PRELIMINARY RESULTS
We consider a GPS server with a transmission rate C. The server serves N classes of incoming traffic, where each Class i contains a set of flows (denoted as C i , i = 1, 2, · · · , N). Each flows may itself be an aggregate of the traffic from multiple sessions. As shown in Fig. 1 , arriving traffic from each flow k belonging to Class i is regulated by a deterministic envelope
Arriving class i traffic is buffered at the corresponding queue, i.e., Queue i. In the following we consider a fluidsession traffic model. Note that, without any restriction, our discussion can also be applied to packetized or discrete-time arriving traffic models as well.
A. Regulated Arriving Traffic from a Class
The traffic arriving from a flow k of Class i in an interval (t 1 , t 2 ) is denoted by A i,k (t 1 , t 2 ). We assume that A i,k (t 1 , t 2 ) has the following properties: (P1) Additivity: For any t 1 < t 2 < t 3 , we have
and 
Remarks:
• We want to point out that the above assumptions are quite general. The class of subadditive deterministic traffic envelopes is most commonly used as traffic regulators. The assumptions on the randomness of sessions are also quite common. Note that ergodicity is not assumed.
• The traffic regulators most commonly used in practice are leaky buckets with a peak rate enforcer. As a generalization of the peak-rate enforced leaky bucket, the conformal traffic on a flow may be characterized by a set of M parameter pairs {σ
, and a deterministic envelope as
where the case of M = 1 corresponds to the single leaky bucket regulator.
• A consequence of subadditivity of A * i is that, for all t,
Eqn. (5) provides an upper bound on the long-term arrival rate for A i,k .
B. Generalized Processor Sharing
The GPS scheduler at a network node determines the rates at which traffic in the buffers for the classes is transmitted (see Fig. 1 ). If there is a backlog at the node, the traffic will be served continuously with a constant rate C, since GPS is a work-conserving scheduling discipline under the assumption that traffic arrivals are characterized by fluid models. As shown in Fig.1 , a GPS serves aggregate traffic from N classes. From the definition of the GPS, each Class i is assigned a fixed and real-valued positive number φ i , where {φ 1 , φ 2 , ..., φ N } is called a GPS weight. The GPS server serves the N classes as follows [6] : 1) Let S i (t, t + τ ) denote the amount of Class i aggregate traffic served in the interval [t, t + τ ). For a Class i that is backlogged during [t, t + τ ), 1 we have
2) From Eqn. (6), when any Class i is backlogged, a GPS server guarantees a minimum service rate g i of [6] 
3) From the GPS definition, it has been shown that there exists an order among the classes such that, after relabeling the classes [6] , [7] ,
where (5), and
j=1 ρ j is assumed to be zero when i = 1. Note that we assume N i=1 ρ i < C for the system to be stable.
III. STATISTICAL ANALYSIS OF A GPS SERVER WITH
REGULATED TRAFFIC FLOWS In this section, we will derive the upper bounds on the tail distributions of backlog and delay for each traffic class whose properties for each flow are described in (P1)-(P4). Recall that arriving flows are all independent. In this section, we will proceed with the following two-step approach:
1) We first derive the bound for the moment generating function of the aggregate traffic for each class. 2) Then, we obtain upper bounds on the tail distribution of backlog and delay for each class by using the Chernoff bound and the moment generating function bounds derived in the first step. The notation used in the following analysis is given in Table I .
A. Moment Bounds for Arriving Aggregate from the Classes
The moment generating functions of the distributions of an arriving process A i,k (·) are defined as:
With the independence assumption (P4), we can derive the moment generating function of the class i aggregate traffic as: 
arriving traffic from the kth flow of Class i in the
moment generating function of the aggregate traffic
delay experienced by Class i traffic arriving at time t.
We then apply Theorem 1 in [13] , which presents a bound on the moment generating function of each flow, and have
Substituting Eqn. (11) into Eqn. (10), we derive the bound on the moment generating function of the class i aggregate traffic as follows:
Remarks:
is expressed in terms of simple deterministic envelopes of arriving flows, that is, the leaky bucket or multiple leaky bucket functions (see Eqn. 4).
• If the Class i flows are homogeneous, i.e., all flows in Class i has the same envelope,
B. Statistical Bounds on Backlog and Delay
In this section, we study the sample path behavior of the aggregate traffic of each class in the GPS system as shown in Fig. 1 . We employ the moment generating function bounds derived in the last subsection to determine the upper bounds on the tail distributions of the backlog and delay for each class.
Consider a tagged Class i. Let time 0 indicate the start of a busy period of length B during which Class i is continuously backlogged. During the busy period, traffic will be served and transmitted continuously at a constant rate C. For some interval [0, τ) ∈ B, since there is backlog and the work conserving property, the server is busy during this interval.
Then we have
We can solve Eqn. (14) for S i (0, τ) and have
It has been shown that for regulated classes, the maximum backlog and delay are achieved when all the classes become greedy from time 0 [6] , [10] . Since the busy period starts at time 0, the amount of serviced traffic of a class is bounded by its arrival during [0, τ). The following inequality holds for all classes j:
Using Eqn. (16), Eqn. (15) can be rewritten as follows:
Define
Then, we obtain 
Proof: We will use the moment generating function bound in Eqn. (12) to construct the upper bounds on the tail distribution of backlog of Class i. To obtain a rigorous upper bound on P r[Q i (τ ) ≥ q i ], recall the Chernoff bound for a random variable Y :
In particular, for Q i (·) in Eqn. (18), this gives
where M i (·) is given in Eqs. (12) and (13) . Note that Eqn. (22) holds true for any positive value of θ. In order to get a tight bound on the tail distribution, we need to choose a θ that minimizes the right hand side (RHS) of Eqn. (22), i.e.,
Next, we derive the upper bounds on the delay tail distribution for each class. Again, consider a busy period of the GPS queue starting at time 0 during which Class i is continuously backlogged. Based on the definition of service curves, it has been shown that for traffic enqueued at any time instance τ within the busy period, the corresponding queueing delay is upper bounded by [14] :
Eqn. (24) applies to the class of First-Come-First-Serve (FCFS) systems, to which GPS queues belong.
For a given delay bound d i for Class i, delay violation occurs when there exists any traffic experiencing a delay longer than the delay bound, that is, 
Theorem 2: Given a GPS server with a transmission rate C serving N incoming traffic classes {A 1 , A 2 , · · · , A N } satisfying properties (P1)-(P4). Assume that
Proof: From Eqn. (26), we have
Inserting Eqn. (17) into Eqn. (28), we have
Remarks:
• If Class i's buffer overflow probability should be less or equal to i , the corresponding buffer requirement q i should be set to the smallest number satisfying the inequality
for any time instance τ in a busy period.
• Similarly, if Class i's delay violation probability should be less or equal to i , the corresponding delay d i is the minimum value that satisfies the inequality
• For admission control test, Theorems 1 can be used to compute the corresponding loss probability for a given q i . If the computed probability is less than i , then the flows are admissible. Admission control test based on delay can be conducted in the similiar fashion using Theorem 2. For classes with both loss and delay requirements, the flows are admissible only when both requirements are satisfied.
• The RHS of Eqn. 19 and the RHS of Eqn. 27 are both functions of θ. In pactice, the miminum can be computed using standard non-linear optimization techniques, such as quadratic programming.
IV. NUMERICAL EVALUATION In this section, we present a set of numerical experiments to demonstrate the tightness of the derived bounds on the tail distributions of the backlog and delay for each traffic class. We also examine the performance of the derived bounds on admission control tests.
In the experiments, we set N = 4 as in the specification of IETF's Diffserv architecture [2] . The four types of traffic used in the experiments, as well as the corresponding parameters, are listed in Table II . More specifically, the first class consists of on-off traffic sources. The sojourn time in the states are exponentially distributed with average on time = 100 msec and average off time = 600 msec. The second class consists of on-off sources with Pareto distributed sojourn times. The mean on and off times are 100 msec and 325 msec, respectively. In the on state, these on-off sources transmit data at their peak rates; in the off state, the sources do not generate any traffic. The third and fourth classes are MPEG-4 compressed video traces from the movie Jurassic Park and a soccer game [15] . The first class of sources generate short-range dependent traffic, which is a good model for IP telephony. The last three classes of sources produce long-range dependent and self-similar traffic in aggregate, which can be used to model other multimedia applications such as video streaming and video teleconferencing. All of the sources are assumed to be regulated by multiple leaky buckets [15] . We consider a highspeed GPS server with a capacity C of 0.8-1.0 Gbps.
A. Experiment 1: Backlog and Delay Bounds
In this experiment, we compute the derived bounds on the tail distributions of backlog and delay as in Eqs. (19) and (27) and compare them with OPNET simulations results. Specifically, we studied a GPS system with 4 classes, each having 300 flows. The source parameters and the GPS assignments for the classes {φ i } i=1,2,3,4 are given in Table II . For simulations, we implemented a GPS system using the OPNET simulator. During the simulations, it was assumed that traffic arrivals from all classes have different start times, which were randomly chosen. The length of each simulation was 200 seconds of simulated time. In order to illustrate the tightness of the derived bounds, we performed a large number of simulations. The results of the experiments are plotted in Figs. 2-3. Figure 2 shows the tail distribution of buffer overflow as functions of each class's buffer size q i and average server utilization ρ, which was varied by changing the server capacity. From Fig. 2 , the following can be observed. First, in Fig. 2 , our derived bounds on backlog given in Eqn. (19) are tight upper bounds of those obtained from the simulations. For example, in Fig. 2(b) , for Class 1 with server utilization ρ = 85.7% and q = 50 Mbits, the derived backlog bound and that from the simulations are 2.84 × 10 −4 and 1 × 10 −4 , respectively. Second, in Fig. 2 , all classes yield better performance as buffer size is increased or average server utilization is decreased (i.e., when C is increased). Finally, in Fig. 2(b) , for average server utilization ρ ≥ 88%, the higher the class index, the worse the performance. This is because there was not enough server resource (as C is decreased) for the more bursty traffic belonging to Class 2, 3, and 4.
Figures 3 depicts the tail distribution of delay violation as functions of each class's delay bound d i and average server utilization ρ. Similar observations can be made from these figures. Clearly, better performance is observed as the delay bound is increased or as the average server utilization is decreased. Our derived bounds on the delay are upper bounds on the simulation results and match the simulation results closely, as can be observed from Fig.3 . 
B. Experiment 2: Admissible Regions
The admissible region of a GPS system is defined as the number of admissible flows of the classes whose buffer overflow and delay requirements are satisfied. By definition, the admissible region indicates the effectiveness of traffic classes in exploiting GPS's resource sharing capability. In each experiment reported in this section, we determine the admissible region for each class based on its traffic characterization and QoS requirements using the bounds in Eqs. (19) and (27).
Consider a GPS server with a capacity of 900 Mbps serving four traffic classes (as listed in Table II) Fig. 4 . We compare the results with average rate allocation. 2 In average 2 Since average rate allocation only guarantees finiteness of delays and average throughput, the admissible region obtained by average rate allocation is an upper bound for that of any QoS provisioning method. rate allocation, for every combination of the numbers of Classes 1, 2, and 3 sources, the number of Class 4 sources is determined by the ratio of the average available capacity over the average rate of a Class 4 source. Figure 4 shows that the admissible region achieved by our bounds is very close to that obtained by average rate allocation, i.e., between 85 − 89% of the admissible region obtained by average server allocation. This demonstrates the tightness of our backlog and delay bounds, especially when the number of sources is large. Consequently, our approach is able to fully exploit the statistical multiplexing gain of multi-class GPS sharing. For comparison, we also plot the admissible region obtained by peak rate allocation which is deployed in deterministic analyses. In peak rate allocation, for every combination of the numbers of Class 1, 2, and 3 sources, the number of Class 4 sources is determined by the ratio of the average available capacity over the peak rate of a Class 4 source. As can be seen from Fig. 4 , the admissible region using peak rate allocation is a lower bound for that of any QoS provisioning scheme. It is very conservative since statistical multiplexing is not exploited.
V. RELATED WORK
The exact analysis of a GPS system is non-trivial, since the service rate a class receives is coupled with the backlog status and instant rates of all other classes. Over the years, GPS has been widely studied under various traffic characterizations, such as leaky bucket regulated sources [6] , exponential bounded burstiness (EBB) sources [7] , Markov Modulated Fluid Process (MMFP) sources [11] , Gaussian traffic sources [8] , and heavy-tailed sources [9] , [10] . These papers provide great insights into the behavior of GPS servers under bursty traffic flows. One of the most widely used technique in GPS analysis is the feasible ordering or feasible partitioning technique. With this technique, a GPS system can be decomposed into a set of separate FIFO queues from which performance bounds can be derived [6] , [7] . We also used this technique in the present paper.
As discussed, the bounds obtained by deterministic GPS analysis are very conservative, since worst-case analysis is employed [6] , while the existing statistical GPS bounds are not amenable for traffic regulation, monitoring, and enforcement [7] - [11] . In addition, the performance bounds found in [9] are asymptotic bounds that are only valid for very large buffer sizes. Although shedding great insight on the GPS behavior for long-tailed sources, such bounds may not be applicable for multimedia traffic, where the generally tight end-to-end delay requirements prohibit the use of very large buffers in the intermediate routers. Finally, the analysis in [11] has the "state-explosion" problem, making it not suitable for handling a large number of sources, and the bounds get loose as the number of classes increases.
These observations motivated us to investigate the behavior of a GPS server under regulated multimedia traffic flows, but in a stochastic setting. As a result, our approach has the advantage of being as amenable to implementation and policing as deterministic GPS, and is capable of achieving the high resource utilizations achievable under statistical GPS analysis. In addition, our analytical approach is scalable. That is, it can easily handle a large number of classes and achieve tight bounds. It is therefore a practical and efficient approach for supporting regulated multimedia traffic in the Internet.
VI. CONCLUSIONS
In this paper, we studied the problem of QoS provisioning for regulated multimedia applications using a GPS server. Based on the general assumptions that the flows are independent and that each flow is deterministically regulated, we derived tight backlog and delay bounds for the GPS system. We also demonstrated the accuracy and merits of our approach using examples and simulation results with MPEG-4 video traces. The framework presented in this paper is quite general and practical for supporting multimedia applications in the Internet.
