ABSTRACT
INTRODUCTION
Data Mining is defined as mining of knowledge from huge amount of data. Using Data mining we can predict the nature and behaviour of any kind of data. The past two decades has seen a dramatic increase in the amount of information being stored in the electronic format. This accumulation of data has taken place at an explosive rate. It was recognized that information is at the heart of the business operations and that decision makers could make the use of data stored to gain the valuable insight into the business. DBMS gave access to the data stored but this was only small part of what could be gained from the data. Analyzing data can further provide the knowledge about the business by going beyond the data explicitly stored to derive knowledge about the business.
Learning valuable information from the data made clustering techniques widely applied to the areas of artificial intelligence, customer -relationship management, data compression, data mining, image processing, machine learning, pattern recognition, market analysis, and frauddetection and so on. Cluster Analysis of a data is an important task in Knowledge Discovery and Data Mining. Clustering is the process to group the data on the basis of similarities and dissimilarities among the data elements. Clustering is the process of finding the group of objects such that object in one group will be similar to one another and different from the objects in the other group. A good clustering method will produce high quality clusters with high intra cluster distance similarity and low inter cluster distance similarity. Similarity measure used is standard Euclidean distance but there can also be other distance measures such as Manhattan distance, Minkowski distance and many others. The quality of clustering depends on both the similarity measure used by the method and also by its ability to discover some or all of the hidden patterns.
The popular clustering approach can be partition based or hierarchy based, but both approaches have their own merits and demerits in terms of number of clusters, cluster size, separation between clusters , shape of clusters, etc… Some other approaches are also based on hybridization of different clustering techniques. Many Clustering algorithms use the center based cluster criterion. The center of a cluster is often a centroid, the average of all the points in a cluster. This paper presents the partition based clustering method called as k-Means and its modified approaches with the experimental results. A partitioning method first creates an initial set of k partitions, where parameter k is the desired number of clusters as output. It then uses an iterative relocation technique that attempts to improve the partitioning of the data points. k-Means is a numerical, unsupervised iterative method. It is Original and very fast, so in many practical applications this method is proved to be very effective way that can produce good clustering results. But the computational complexity of original k-Means is very high, especially for large datasets. Moreover this algorithm results in different type of clusters depending upon the random choice of initial clusters.
We have implemented 3 algorithms and performance is measured on the basis of No. of iterations, No. of points misclassified, Accuracy, Silhouette validity index, and Time of execution.
The Silhouette index for each data element is simply the measure of how similar that data element is to other elements in its own cluster as compared to the elements in other clusters. It ranges from -1 to +1. For each data point value close to +1 indicates that it belongs to the cluster being assigned. A value close to zero indicates data point could also be assigned to another closest cluster. A value close to -1 indicates that data point is in wrong cluster or somewhere in between clusters.
In literature [1] there is an improved k-Means algorithm based on the improvement of the sensitivity of the initial centers. This algorithm partitions the whole data space into different segments and calculates the frequency of points in each segment. The segment which shows the maximum frequency will b considered for initial centroid depending upon the value of k.
In literature [2] another method of finding initial cluster centers is discussed. It first finds closest pair of data points and then on the basis of these points it forms the subset of dataset, and this process is repeated k times to find k small subsets, to find initial k centroids The rest of the paper is organized as follows. The 2 section presents the related work. Section 3 details the k-Means algorithm. Section 4 and 5 details modified algorithms and their pseudocode. Section 6 describes the experimental results and paper is concluded in last section.
The implementation work is done using MATLAB R2009b programming software. The number of clusters is input to the program. The closeness of data points in each cluster is displayed by Silhouette plot and the execution time is calculated in seconds.
RELATED WORK
The author in literature [3] uses Principal Component Analysis for dimension reduction and to find initial cluster centers.
In [4] first data set is pre-processed by transforming all data values to positive space and then data is sorted and divided into k equal sets and then middle value of each set is taken as initial center point.
In literature [5] a dynamic solution to k -Means is proposed that algorithm is designed with preprocessor using silhouette validity index that automatically determines the appropriate number of clusters, that increase the efficiency for clustering to a great extent.
In [6] a method is proposed to make algorithm independent of number of iterations that avoids computing distance of each data point to cluster centers repeatedly, saving running time and reducing computational complexity.
In the literature [7] dynamic means algorithm is proposed to improve the cluster quality and optimizing the number of clusters. The user has the flexibility either to fix the number of clusters or input the minimum number of clusters required. In the former case it works same as k-Means algorithm. In the latter case the algorithm computes the new cluster centers by incrementing the cluster count by one in every iteration until it satisfies the validity of cluster quality
In [8] the main purpose is to optimize the initial centroids for k-Means algorithm.Author proposed Hierarchical k-Means algorithm. It utilizes all the clustering results of k-Means in certain times, even though some of them reach the local optima. Then, transform the all centroids of clustering result by combining with Hierarchical algorithm in order to determine the initial centroids for kMeans. This algorithm is better used for the complex clustering cases with large data set and many dimensional attributes.
k-Means CLUSTERING
This section describes Original k-Means clustering algorithm. In 1967 MacQueen first proposed kMeans clustering algorithm. k-Means algorithm is one of the popular partitioning algorithm. The idea is to classify the data into k clusters where k is the input parameter specified in advance through iterative relocation technique which converges to local minimum.
It consists of two separate phases : First phase is to determine k centers at random one for each cluster. Next phase is to determine distance between data points in Dataset and the cluster centers and assigning the data point to its nearest cluster.Euclidean distance is generally considered to determine the distance.When all the data points are included in some clusters an initial grouping is done. New centers are then calculated by taking the average of points in the clusters. This is done because of inclusion of new points may lead to change in cluster centers. This process of center updation is iterated until a sitaution where centers do not update anymore or criterion function becomes minimum.This signifies the convergence criteria. Typically square error criterion is used which is defined by equation 1:
Where p is the data point and m i is the center for cluster C i . E is th sum of squared error of all points in dataset. The distance of criterion function is the Euclidean distance which is used to calculate the distance between data point and cluster center. The Euclidean distance between two vectors x = (x 1 , x 2 , x 3 , x 4--------x n ) and y= (y 1 , y 2 , y 3 , y 4 ----y n ) can be calculated using equation 2:
Pseudo code for k-Means algorithm is as follows:
Input: Dataset of n data points d i (i = 1 to N) Desired number of clusters = k Output: N data points clustered into k clusters.
Steps:
1. Randomly select k data objects from dataset D as the initial cluster centers. 2. Repeat 3. Calculate the distance between each data point d i (i =1to N) and all k cluster centers C j (j= 1 to k) and assign the data object d i to the nearest cluster j. 4. For each cluster j, recalculate the cluster center. 5. Until no changing of cluster centers.
The Original k -Means algorithm also has some limitations:
1. Initial selection of number of clusters must be previously known. Because algorithm does not tell about correctness of the number of clusters, it may be possible to choose wrong value of k. For example your data might naturally have five clusters but you fed k= 3, then algorithm will return back 3 clusters. Those clusters will not be compact and well separated. If number of clusters chosen is small then there may be chance of putting dissimilar points in one cluster. 2. It can contain dead unit problem, that is if cluster center is wrongly chosen, it may never be updated and thus never represent a class. 3. Converges to local minima, i.e. for chosen value of k different initial centers are chosen randomly by the algorithm on different runs.
MODIFIED APPROACH I
The first approach discussed in [1] optimizes the Original k -Means algorithm by proposing a method on how to choose initial clusters. The author proposed a method that partitions the given input data space into k * k segments, where k is desired number of clusters. After portioning the data space, frequency of each segment is calculated and highest k frequency segments are chosen to represent initial clusters. If some parts are having same frequency, the adjacent segments with the same least frequency are merged until we get the k number of segments. Then initial centers are calculated by taking the mean of the data points in respective segments to get the initial k centers. By this process we will get the initial which are always same as compared to the Original k -Means algorithm which always select initial random centers for a given dataset.
Next, a threshold distance is calculated for each centroid is defined as distance between each cluster centroid and for each centroid take the half of the minimum distance from the remaining centroids . Threshold distance is denoted by d c(i) for the cluster C i . It is given by equation 3 and 4 as:
where d(C i, C j ) is distance between centroid i and j.
where d c(i) is half of the minimum distance of i th cluster from other remaining clusters.
To assign the data point to the cluster, take a point p in the dataset and calculate its distance from the centroid of cluster i and compare it with d c(i) . If it is less than or equal to d c(i) then assign the data point p to the cluster i else calculate its distance from other centroids. This process is repeated until data point p is assigned to one of the cluster. If data point p is not assigned to any of the cluster then the centroid which shows minimum distance for the data point p becomes the centroid for that point. The centroid is then updated by calculating the mean of the data points in the cluster using equation 5:
where M j is centroid of cluster j and n j is the number of data points in cluster j. This process is repeated until no more cluster centroids are updated.
Pseudo code for modified k-Means algorithm is as follows:
Input: Dataset of N data points D (i = 1 to N) Desired number of clusters = k Output: N data points clustered into k clusters. 
Steps

MODIFIED APPROACH II
This paper proposes a systematic approach to determine the initial centroids so as to produce clusters with better accuracy. The paper also presents a different way of assigning clusters to center and improve overall efficiency and computational complexity.
First phase is to determine initial centroids, for this compute the distance between each data point and all other data points in the set D. Then find out the closest pair of data points and form a set A1 consisting of these two data points, and delete them from the data point set D. Then determine the data point which is closest to the set A1, add it to A1 and delete it from D. Repeat this procedure until the number of elements in the set A1 reaches a threshold. Then again form another data-point set A2. Repeat this till 'k' such sets of data points are obtained. Finally the initial centroids are obtained by averaging all the vectors in each data-point set. The Euclidean distance is used for determining the closeness of each data point to the cluster centroids
Next phase is to assign points to the clusters. Here the main idea is to set two simple data structures to retain the labels of cluster and the distance of all the data objects to the nearest cluster during the each iteration, that can be used in next iteration, we calculate the distance between the current data object and the new cluster center, if the computed distance is smaller than or equal to the distance to the old center, the data object stays in it's cluster that was assigned to in previous iteration. Therefore, there is no need to calculate the distance from this data object to the other k-1clustering center, saving the calculative time to the k-1 cluster centers. Otherwise, we must calculate the distance from the current data object to all k cluster centers, and find the nearest cluster center and assign this point to the nearest cluster center. And then we separately record the label of nearest cluster center and the distance to its center. Because in each iteration some data points still remain in the original cluster, it means that some parts of the data points will not be calculated, saving a total time of calculating the distance, thereby enhancing the efficiency of the algorithm.
Pseudo code for modified k -Means algorithm
Input: Dataset D of N data points (i = 1 to N) Desired number of clusters = k Output: N data points clustered into k clusters.
Phase 1:
Steps: 1. Set m = 1; 2. Compute the distance between each data point and all other data-points in the set D; 3. Find the closest pair of data points from the set D and form a data-point set A m (1<= m <= k) which contains these two data-points, Delete these two data points from the set D; 4. Find the data point in D that is closest to the data point set A m , Add it to A m and delete it from D; 5. Repeat step 4 until the number of data points in A m reaches 0.75*(N/k); 6. If m<k, then m = m+1, find another pair of data points from D between which the distance is the shortest, form another data-point set Am and delete them from D, Go to step 4; 7. For each data-point set Am (1<=m<=k) find the arithmetic mean of the vectors of data points in A m , these means will be the initial centroids 
RESULT ANALYSIS
We have implemented these 3 algorithms using MATLAB R2009b software and evaluated the results on 2 real datasets Fisher -iris and Wine from UCI machine repository.
Fisher-iris has 4 attributes, 150 instances, and 3 classes so we chose value of k=3. Wine dataset has 14 attributes, 178 instances, and 3 classes and thus k=3.
Before applying these 3 algorithms, datasets are pre-processed using correlation analysis to find the most correlated attributes and duplicates are removed from dataset and then clustering is performed on processed data.
We also did little additions to these algorithms for finding the performance parameters, all performance measuring parameters are also coded after applying algorithm. Experiments are also conducted on random datasets of 50,178 and 500 random 2-d data points.
Performance is evaluated on the basis of No. of iterations, No. of points misclassified, Accuracy, Silhouette validity index, and Time of execution.
Results also show that Original k-Means algorithm shows different performance measures for same dataset and fixed value of k in different run because of its nature of randomly selecting initial centers, wherein both modified approaches this limitation is removed and same results are obtained in different runs.
Results shows comparison between all 3 algorithms: Original k-Means, Modified approach 1 and Modified approach 2. Figure 1 and 2 shows results for Fisher-iris dataset for all 3 algorithms 1, 2 and 3. Figure 3 and 4 shows results on Wine dataset. Figure 5 Result shows that modified approaches perform better than Original k-Means and also the modified approach 1 outperforms the approach 2 also. One more significant result is drawn when implementing the Original k-Means that on even fixing the number of clusters, Original k-Means algorithm provides different results in different runs i.e. "the initial center points are changing randomly even value of k is fixed, but this problem is not in other two modified approaches because it fixes the way initial centers are calculated. Table 1 shows result for running Original k-Means for fixed value of k and how performance parameters are varying in each run. Here the value of k is fixed to 3 and a random data set of 178 points is used to find these parameters. It also shows that how different initial centers that are obtained during each run of algorithm. This shows that Original k -Means only attain local minima because running this algorithm at different runs will result in different initial centers every time.
From figure 8 it is shown that silhouette value for k = 4 is better thus desired number of clusters is 4 and also the value of silhouette index for modified approach 1 is better than other two algorithms. Figure 10 to 12 shows silhouette plots for 3 algorithms. 
CONCLUSION
The algorithms are implemented using MATLAB and experiments are conducted and results are evaluated based on performance parameters. It is also shown that how Original k-Means always choose different initial centers at each run of the algorithm for fixed dataset and value of k but modifications to Original k-Means algorithm optimizes the way, the initial centers are selected for clustering. From our experiments on different datasets we also conclude that the modified approaches take less execution time for large datasets. We also used Silhouette validity index to compare which algorithm is producing compact and well separated clusters for given k. A future in this direction would be the application of modified algorithms on the complex datasets.
