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Abstract
In parallel and distributed environments, generational evolutionary
algorithms often do not exploit the full potential of the computation
system since they have to wait until the entire population is evaluated
before starting selection procedures. Steady-state algorithms are often
seen as a solution to this problem, since fitness evaluation can be done
by multiple threads in an asynchronous way. However, if the algorithm
updates its state in a complicated way, the threads will eventually have
to wait until this update finishes. State update procedures that are
computationally expensive are common in multiobjective evolutionary
algorithms.
We have implemented an asynchronous steady-state version of the
NSGA-II algorithm. Its most expensive part, non-dominated sort-
ing, determines the time needed to update the state. We turned the
existing incremental non-dominated sorting algorithm into an asyn-
chronous one using several concurrency techniques: a single entry-level
lock, finer-grained locks working with non-domination levels, and a
non-blocking approach using compare-and-set operations. Our exper-
imental results reveal the trade-off between the work-efficiency of the
algorithm and the achieved amount of parallelism.
∗An extended abstract of this work will appear in proceedings of Genetic and Evolution-
ary Computation Conference 2018. The paper is accompanied with the source code, the
latest version of which is available on GitHub: https://github.com/yakupov/nds2018.
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1 Introduction
Evolutionary algorithms, which employ evaluation of multiple candidate so-
lutions simultaneously and independently, are often seen as a natural choice
for solving search and optimization problems in parallel and distributed en-
vironments. However, most evolutionary algorithms have two interleaving
stages: the evaluation phase, where the fitness of the current population is
evaluated, and the phase for selection and reproduction, where decisions are
taken based on all the evaluated fitness values.
This design has two problems. First, if the evaluation phase takes con-
siderable time, and the time needed to evaluate a single individual can vary
significantly, then a large portion of available computation resources is not
used while the last individuals are waited for. Second, all the resources
dedicated to fitness evaluation are idle during the second phase, which can
also be noticeable if this phase is computationally expensive. The second
issue is noticeable in algorithms which have non-trivial state update proce-
dures, especially if they scale asymptotically worse than linearly with the
population size. Most contemporary evolutionary multiobjective algorithms
belong to this class, since they contain superlinear procedures related to the
maintenance of Pareto-optimal sets and layers [4–6,22], evaluation of indica-
tors [1, 21] or classifying points towards reference vectors [5, 19].
Asynchronous fitness evaluation performed by steady-state evolutionary
algorithms are often seen as a practical solution to these issues. Apart from
this, steady-state algorithms often have a better convergence speed than
generational ones, since each individual is sampled from a strictly better dis-
tribution than the previous one. Studies on the steady-state variant of the
NSGA-II algorithm suggest noticeable improvements over the classic gen-
erational variant on a number of standard benchmark multiobjective prob-
lems [14]. The asynchronous implementation of the steady-state NSGA-II
has also demonstrated a better performance, in both time and diversity, for
certain real-world combinatorial optimization problems [3]. Several papers
also suggest that asynchronous steady-state algorithms have an advantage
over the generational ones on problems with heterogeneous evaluation times,
either random or increasing towards the Pareto-front [8, 15, 16]. In several
cases, within the fixed number of evaluations generational algorithms per-
formed slightly better in terms of the hypervolume indicator [23], but they
took considerable more time to do that than the asynchronous algorithms [8].
With bigger population sizes, however, steady-state multiobjective evolu-
tionary algorithms tend to consume more time in the update phase, because
these procedures scale at least linearly worse than those of generational al-
gorithms. This problem does not manifest itself when small population sizes
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are used and fitness evaluation is expensive: for instance, in [3] the popu-
lation size ranged from 24 to 40, so the non-dominated sorting procedure
from NSGA-II runs almost instantly. However, when the population size
grows, steady-state algorithms often scale worse: for instance, the steady-
state NSGA-II ran almost 10 times slower with the population size of 100 in
experiments from [14] than the classic one.
The only part of NSGA-II which has a relatively high computation com-
plexity is the non-dominated sorting. This procedure is also used in the
descendants of this algorithm, such as NSGA-III [5], and similar procedures
maintain the archive of the best solutions in algorithms such as SPEA2 [22].
While a run of non-dominated sorting is done once for the whole population
on every iteration of a generational algorithm, in a steady-state algorithm one
has to run non-dominated sorting every time a new individual is evaluated,
which is Θ(n) times slower with the population size equal to n. This forced
several research groups to investigate the ways to adapt non-dominated sort-
ing algorithms to support the incremental operations. Li et al. were the first
with their ENLU approach [11], see also the journal version [12]. ENLU, or
Efficient Non-domination Level Update, handles the point addition by find-
ing the level of the new point, comparing all points within that level to the
new one, and pushing those who are dominated to the next level. In the next
level, the points being moved are compared to all points of that level, and
the new set of moving points is formed. The worst case of one such operation
is still Θ(n2k) for n points and dimension k, however, the algorithm typically
runs much faster in practice. A slight improvement to one of the cases where
ENLU deteriorates was subsequently proposed in [13].
Another line of the research was initiated by [17], where a faster update
procedure was proposed for the case k = 2. Its complexity is O(n) in the
worst case, and it quicky reaches O(log n) once the optimization manages to
condense most of the points in the number of levels that is at most a constant.
This procedure is based on maintaining the levels as binary search trees that
can be cut or merged in O(log n). The support for k > 2 arrived much
later [18], where the algorithm is based on calling the offline non-dominated
sorting with the complexity O(n·(log n)k−1) on two subsequent levels to push
the moving points forward. The fact that the ranks of the sorted points are
known a priori made it possible to prove an improved O(n · (log n)k−2) worst-
case bound. The reported running times were also competitive compared to
ENLU and often better.
The mentioned algorithms are not yet ready to support asynchronous
multi-objective optimization without introduction of a global lock. How-
ever, since each update accesses levels in a sequential order, it is possible
and desirable to enrich the implementation with the possibility to introduce
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changes in unrelated parts by many threads simultaneously. This paper in-
vestigates several ways to do it. We choose the algorithm from [18] as the
basic algorithm and developed several modifications: apart from the obvi-
ous modification to introduce the global lock on the entire data structure,
we considered an implementation based on the compare-and-set concurrency
primitives, as well as an implementation which uses finer-grained level-based
locks. These implementations are evaluated on synthetic datasets generated
by the asynchronous NSGA-II.
2 Preliminaries
In this section, we briefly introduce the notation we use and the core concepts
necessary to understand this paper.
2.1 Notation
Without loss of generality, we consider multiobjective minimization prob-
lems. Since in large parts of this paper we do not consider particular op-
timization problems or fitness functions, we typically do not differentiate
between genotypes and phenotypes, so we treat individuals as points in the
k-dimensional objective space.
A point p is said to strictly dominate a point q, denoted as p ≺ q, if in
every coordinate p is not greater than q, and there exists a coordinate where
it is strictly smaller:
p  q ↔
{
∀i, 1 ≤ i ≤ k, pi ≤ qi;
∃i, 1 ≤ i ≤ k, pi < qi.
There also exists a weak domination relation, denoted as p  q, which
removes the second condition. We use the term domination for strict domi-
nation if not said otherwise.
Non-dominated sorting is a procedure that takes a set of points P and
assigns each point a rank. The points from P that are not dominated by
any other points from P receive rank 0. All points that are dominated only
by points of rank 0 receive rank 1. Similarly, all points that are dominated
only by points of rank ≤ i receive rank i+ 1. A set of points with the same
rank is called a non-domination level, or simply a level. The first picture in
Figure 1 shows an example of four non-domination levels of white points in
two dimensions.
Incremental non-dominated sorting is a procedure that updates ranks of
a set of points when a new point is inserted or deleted. There are several
4
Figure 1: The working principles of incremental non-dominated sorting. On
each phase, a set of moving points is considered, which initially consists of
a single point that is inserted. The points that are dominated by the nadir
of the inserted points are selected, and the offline non-dominated sorting is
performed on the union. The points that get rank 0 remain in the current
front, while others become the next moving points.
algorithms to perform incremental non-dominated sorting [12,17,18], of which
the one from [18] currently has the best performance among the ones for
arbitrary dimension k.
Crowding distance is the quantity used for diversity management within
a non-domination level in NSGA-II [6]. For a point p, the crowding distance
is equal to:
CD(p) =
k∑
i=1
prighti − plefti
Pmaxi − Pmini
,
where Pmaxi is the maximum among the i-th coordinates in the population
(similarly Pmini is the minimum), and p
right is the point from the population
with the i-th coordinate just above pi (similarly p
left is the point just below;
in other words, when the population is sorted by the i-th coordinate, pright
and pleft are the neighbors of p). If at least one of the neighboring point is
absent, then CD(p)←∞.
2.2 Concurrency Primitives
There exists a number of different concurrency primitives to ensure certain
ordering on operations in multithreaded environment. Maybe the simplest
one is the lock. It is mostly used to surround a so-called critical section: a
region of the code that is intended to be executed by a single thread only.
Locks basically support two operations: acquire and release. If the lock is
not acquired by any thread, the first one that calls acquire does it and can
proceed. Any subsequent thread that calls acquire will be suspended until the
first thread releases the lock (by calling release). When the lock is released,
one of the threads waiting for this lock will resume and acquire this lock. A
simple Java code example below shows an example of the usage of locks.
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Lock lock = new Lock ();
void procedureUsingLock () {
callSomethingThreadSafe ();
lock.acquire ();
callBySingleThreadOnly ();
lock.release ();
}
Some programming language, including Java, introduce a more com-
plex concept called monitors. However, when the special methods wait(),
notify() and notifyAll() are not used, they are similar to locks. One can
synchronize on an object, which is similar to acquiring a lock associated
with that object and subsequently releasing it. A method of an object can
be marked as synchronized, which is essentially equivalent to synchronizing
on this object for the course of the entire method.
There is also a number of finer primitives, which are not associated with
critical sections of code, but instead guard the order in which a certain ded-
icated memory area is accessed or modified. One of them is called compare-
and-set. In simple words, one can access a variable, test it for equality to a
reference value, and only if these values are equal, set the variable to another
specified value, as if this all is a single uninterrupted instruction, that is,
atomically. In a Java notation, it is roughly equivalent to:
int value;
Object lock = new Object ();
boolean compareAndSet(int ref , int newVal) {
synchronized (lock) {
if (value == ref) {
value = newVal;
return true;
} else {
return false;
}
}
}
but is typically much faster. Many modern processors do indeed provide a
similar instruction, such as the compare-and-exchange (CMPXCHG) instruction
in the x86 family.
The compare-and-set functions can be used to implement non-blocking
algorithms, in particular lock-free and wait-free algorithms, which, unlike the
ones using locks or monitors, do not force threads to wait one for another.
Such algorithms can theoretically scale better than the lock-based ones when
the number of processors is growing. However, a non-blocking algorithm is
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not guaranteed to be better, since it can perform much more unnecessary
work if not designed properly. For instance, an efficient wait-free algorithm
for the wait-free queue was proposed as recently as in 2011 [10].
2.3 Incremental Non-dominated Sorting
Here we briefly describe the core principles of the incremental non-dominated
sorting algorithm from [18]. They are also illustrated in Figure 1.
The algorithm maintains the levels in separate lists, ordered lexicograph-
ically from the first objective to the last one. On insertion of a point p, first
the maximum number of level `, where a point exists that dominates p, is
found. Then, a set of moving points M is formed, initially M = {p}, which
contains a subset of the points that increase their rank. An algorithm for
offline non-dominated sorting is then run on L`+1 ∪M . Since both M and
L`+1 are both non-dominating sets, and no point from L`+1 can dominate a
point from M , the rank of each point will be either 0 or 1. The points of rank
0 form the new level L`+1, rank 1 forms the new M , and then the process
continues with `← `+ 1.
The existence of only two ranks, 0 or 1, may improve the performance
of non-dominated sorting: for instance, the algorithm from [2,9], which nor-
mally runs in O(n · (log n)k−1), speeds up to O(n · (log n)k−2), because the
O(n log n) algorithms that form its baseline for the divide-and-conquer de-
generate to O(n) in the presence of two ranks. Together with the fact that
points from L`+1 can never dominate points from M , this also enables call-
ing directly the internal procedure of this algorithm, which assigns ranks to
inferior points given that superior points are fully evaluated (this procedure
is often called HelperB following the notation of the paper which intro-
duced the methodology [9]). One more insight that further improves the
performance is that we can first exclude those points from L`+1 that are not
dominated by the coordinatewise minimum, or the nadir, of points from M .
3 Introducing Concurrency
In this section, we show two major ways for how to introduce concurrency
into the incremental non-dominated sorting. Note that there also exists a
simple and inefficient way, namely, to put all procedures that can update
the levels under a single lock. In Java, one would modify a class which
representes the collection of levels by putting the synchronized modifiers on
all methods which query or modify the levels. This is, however, still a valid
baseline method for subsequent comparisons, along with the single-threaded
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evolutionary algorithm.
3.1 The Compare-And-Set Approach
In the approach based on compare-and-set primitives, we optimistically let
the threads do their work on updating the levels in their local memory areas
and publish the results of their computations in the case no other thread
had updated this level before. Each level is stored in its own dedicated
memory area that is updated atomically (for this purpose, in Java we use
AtomicReference of an object that contains the points of the level along
with the necessary metadata), so we ensure that the threads can work with
the point sets that are internally consistent (for instance, each level consists
of points that do not dominate each other).
When using this logic, however, we cannot rely anymore on the fact that
the set of moving points M and the level L`+1 we are insertion these points
into are related in such a way that no point p ∈ L`+1 can dominate a point
m ∈ M . Indeed, since the time the current thread has formed the set M
and left the previous level L` in a consistent state, another thread might
have updated the front L`+1. Since every such update makes the level closer
to the Pareto front by any sensible measure (such as the hypervolume [23]),
some points can appear in L` that dominate some points in M .
Given this fact, we have to resort to the full-blown offline non-dominated
sorting to determine the new contents of L`+1. We can use, however, the
fact that the set of points to be sorted is formed by a union of two sets, M
and L`+1, each of which is non-dominating. It follows from this fact that the
ranks will be either 0 or 1 again, and, by induction, the next M will also be
non-dominating. As a consequence, the runtime of non-dominated sorting
will be O(n · (log n)k−2) for k > 2.
Once a thread has computed the new value candidates of L`+1 and M ,
it performs the compare-and-set on the atomic variable holding the actual
value of L`+1. If L`+1 at this time is exactly the same as before the sorting,
then the update succeeds and the thread moves on with a new M to another
level (`← `+ 1). Otherwise, some other thread has changed L`+1 before the
current one, so it has to perform the process again until it succeeded.
In this implementation, we use one lock to guard the relatively infrequent
situations when a new level is added or the last level is removed. We also
have to quit using the heuristic which stops propagation of levels and creates
a new one once the set M dominates the set L`+1 entirely.
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3.2 A Time-Stamping Modification
To use the benefits offered by a faster merging of levels in [18], we introduce
time-stamping of levels. In this modification, each level has an associated
integer number, which is increased at the beginning of each point insertion,
and also on creation of a new version of a level. In the latter case this
increased value is associated with this new version. The timestamps originate
from a single atomic integer variable global to the particular set of levels,
which can be atomically incremented when in use by multiple threads. While
performing operations associated with insertion of a certain point, we keep
the time-stamp τ corresponding to the moment when this insertion is started.
Whenever we perform the merging of the set of moving points M and
the currently modified level L`+1, and the time-stamp T (L`+1) is less than
τ , it means that this level was not modified by any thread. In this case, the
invariant that no point p ∈ L`+1 can dominate any point m ∈M holds, since
M consists of the points that are at least as good, in terms of domination, as
the points from L` at the time τ .
Note that the above holds even if for this particular insertion there were
previously several levels for which the time-stamp was greater than τ . This
can indeed happen since several insertions running in parallel could terminate
earlier than the current one, or the current thread could be given a time slot
enough to overcome other threads.
3.3 The Approach with Finer-Grained Locks
We have also implemented a version which has a lock associated with each
level. When performing an update of the level L`+1 by a set of moving points
M , the thread acquires a lock K`+1 associated with the updated level. By
this it ensures that no other thread will modify the level L`+1 by the time it
is done with the sorting.
Just before the lock K`+1 is released, the thread acquires a lock K`+2
associated with the next level L`+2 if the new set of moving points M is not
empty. By doing this, the thread ensures that there will be no other thread
which surpasses it. In turn this also ensure the condition that points from
L`+2 cannot dominate points from the new version of M .
When the locks are used in this way, threads which update the levels
always follow each other in an unchanged order in the direction of increasing
of level indices. This is a property which greatly simplifies thinking about
the algorithm as well as the formal proofs. However, this also results in many
threads competing for the lock of the last level, since a thread typically not
only adds a point, but also removes the worst point, which is located in the
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last level. To partially overcome this, we do not delete points unless the
number of points in all levels exceeds 1.2 · n for the desired population size
n. Once this threshold is reached, the extra 0.2 ·n worst points are removed.
Since this process can require removal of a large number of levels, a separate
lock to handle this process was also introduced.
3.4 Recomputation of the Crowding Distance
When the algorithms for incremental non-dominated sorting are used within
the NSGA-II algorithm, they need to support querying of a point, along
with its rank and crowding distance, by its ordinal (that is, by its index in
some arbitrary but predefined order). This is mostly trivial except for the
crowding distance.
Since the crowding distance requires the knowledge of the coordinate-wise
span of the level in which the point resides, as well as the neighbors of this
point in every coordinate, the information needed to compute the crowding
distance is not local. This presents an issue in the realm of incremental non-
dominated sorting, since it typically performs small changes to the levels.
In particular, the size of the moving set M is often much smaller than the
size of the levels, and the subset of the level L`+1, which is dominated by
the coordinate-wise minimum of M is often also small. The computationally
complex non-dominated sorting is performed only on these small parts, while
the remaining part of the level L`+1 is processed using a routine with the
complexity O(nk). The complexity of crowding distance, if performed on the
entire level, is O(nk log n), which appears to dominate the running time of
the entire algorithm.
We propose a way to reduce this part of the running time to O(nk +
n˜k log n˜), where n˜ is the size of the small parts from above. One of the ways
to do it is to maintain, in each level and for each coordinate, a list of points
contained in this level sorted in that coordinate. After an update, for the
newly inserted points the lists sorted in each coordinate are constructed, and
then these lists are merged with the lists stored in the level in O(n) time each.
During these merges, the entires corresponding to the just removed points
are also removed from the lists, and the crowding distance is recomputed for
every point.
4 Experiments
For the experimental evaluation, we have considered the algorithms men-
tioned above:
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• INDS: the incremental non-dominated sorting algorithm from [18];
• Sync: the same algorithm with all public methods annotated with
synchronized;
• CAS1: the modification of INDS according to Section 3.1;
• CAS2: the modification of CAS1 according to Section 3.2;
• Lock: the lock-based modification of INDS according to Section 3.3.
All these algorithms were implemented in Java (OpenJDK with the run-
time version 1.8.0 141), and their performance was evaluated on an 64-core
machine with four AMD OpteronTM Processor 6380 processors clocked at 2.5
GHz running a 64-bit GNU/Linux OS (kernel version 3.16.0).
We evaluated the algorithms on the well-known benchmark problems
DTLZ1–DTLZ4 and DTLZ7 [7], as well as ZDT1–ZDT4 and ZDT6 [20].
For the ZDT problems, we kept k = 2. For all DTLZ problems, we per-
formed experiments with k = 3, and additionally we ran DTLZ1 and DTLZ2
problems with k ∈ {4, 6, 8, 10}.
The datasets were synthesized for each problem as follows. First, a ran-
dom population of size 5000 was created. Then, a steady-state NSGA-II was
run for the next 1000 iterations, creating 1000 points to be inserted. The
initial population, as well as the inserted points, were recorded for the usage
in benchmarking. For each DTLZ problem, three datasets were synthesized
in this way, while for the ZDT problems the number of datasets was two.
Each of the algorithms was then run on the datasets, and their running
time was measured by the Java Microbenchmark Harness framework (JMH,
version 1.17.2) with four warm-up and four measurement iterations, each
at least one second long, using two independent forks of the Java Virtual
Machine. Every run consisted of initialization of the algorithm on the initial
population from the dataset, which was not counted towards the running
time, and insertion of the 1000 points from the dataset, together with the
subsequent deletion of the worst point, which was measured.
For all algorithms except INDS, which is sequential by its nature, a num-
ber of threads was used to insert the points. The number of threads was
taken from {3, 6, 12, 24}. The poits to be inserted were evenly and ran-
domly distributed between the threads. Figure 2 shows the results for all
ZDT problems, which are two-dimensional. Figure 3 shows the results for
all three-dimensional DTLZ problems. Figure 4 is dedicated to DTLZ1 with
different values of k, while Figure 5 does the same for DTLZ2.
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4.1 ZDT, Two Dimensions
The results on the ZDT problems reveal that one can not generally benefit
from having an asynchronous algorithm when the average insertion time is
very small (it is typically around 10−1.6 ≈ 0.025 seconds as Figure 2 suggests).
The Sync version shows that thread contention introduces slowdowns that
are orders of magnitude worse that the running time of the algorithm itself.
These results also show that the algorithms based on the compare-and-
set mechanism scale rather well in these conditions. There is a stable and
distinct trend for the running time of CAS1 to decrease while the number of
threads increases. CAS2, due to its optimizations, is initially rather fast and
somewhat competitive with the single-threaded INDS. A minimum located
somewhere between 6 and 12 threads can be observed for CAS2.
The Lock algorithm, similar to the Sync one, degrades with the growth
of the number of threads, however, its performance is much better than of
Sync, in particular, it stays competitive to INDS when three threads are
used. This behavior is generally expected from the lock-based algorithms.
4.2 DTLZ, Three and More Dimensions
Things, however, change in three dimensions, where the cost of a single
insertion raises towards approximately 0.07 seconds. In these settings, the
performance of Sync, which is still much worse compared to INDS, but not
to the scale observed on the ZDT problems.
The performance of CAS1, however, becomes much worse compared to
even Sync. It retains the trend towards better scaling with the number of
threads, however, it is worse than Sync even when both use 24 threads. The
key problem with CAS1 seems that it often spends much time in sorting,
which gets more time-consuming in three dimensions, and only to find that
some other thread has overwritten the target level.
CAS2, on the other hand, retains relatively efficient, however, it still does
not exceed INDS in the performance. In this setting, it demonstrates the
trend towards increasing its running time with the number of threads. It
looks like even with the improvements introduced to CAS2 the amount of
work every thread wastes in order to recompute the level insertion once some
other thread overcame it is growing with the number of threads and is not
compensated by the absence of idle time.
The biggest surprise is the Lock algorithm, which demonstrates roughly
the same performance as in two dimensions and thus overcomes INDS in
the performance. Figure 3 also shows a consistently better behavior with 6
threads.
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The same trends are demonstrated also in higher dimensions on the DTLZ
problems, which suggests that the lock-based algorithm is an algorithm of
choice in the concurrent environments, at least for this number of points,
threads and dimensions. Its behavior regarding the number of threads seems
to be quite robust, although there is indeed a slight trend towards increas-
ing the running time when the number of threads grows. A local minimum
around six threads is observed for k ≤ 4, while this behavior tends to disap-
pear for larger values of k.
A possible explanation for such a good behavior of Lock can be that,
after a short initial phase, the threads start to follow each other with some
short distance in the same order for long periods of time. It is yet an open
question whether it is true, and whether the picture is going to change with
heterogeneous times of fitness evaluation.
5 Conclusion
We have made the first step towards efficient data structures for large-
scale asynchronous steady-state multiobjective algorithms based on non-
dominated sorting. Our experiments suggest that an asynchronous imple-
mentation of incremental non-dominated sorting with fine-grained level-based
locking seems to be a viable choice already at population size of several thou-
sand points with dimensions starting from k = 3. We should, however, notice
that the benefits from using more threads for insertion of points are not very
clear, although the algorithm seems to tolerate our tested maximum of 24
threads pretty well.
It also looks like more advanced approaches, such as the algorithms based
on the compare-and-set primitives, are more difficult to be made practical,
at least with the chosen design of such algorithms. By this paper, we did
not prove that work-efficient lock-free algorithms do not exist for incremental
non-dominated sorting. We only showed that a particular design, namely,
comparing-and-setting entire levels, is probably not very efficient. Doing
this on the level of single individuals, however, does not sound promising
either, since it is very likely that this will multiply the computation costs of
non-dominated sorting itself by the overhead of compare-and-set primitives.
An approach based on locking of individual levels seems to be somewhat
natural, as it ensures that threads walk the levels one after another. However,
it is yet an open question whether the access of a single level by multiple
threads, which operate at different non-intersecting parts of that level, can
be efficiently implemented for reasonable problem sizes. It can possibly be
done by checking in O(nk) whether the regions dominated by two different
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sets of moving points, that are manipulated by different threads, intersect in
the current level: if they do not, then this level, and all subsequent levels, can
be processed by these two threads only with minor resource sharing, since
the most expensive parts will operate with non-intersecting sets of points.
Yet another possibility, which may find its use in heterogeneous comput-
ing systems (where the internals of an evolutionary algorithm is run with
different computation resources than fitness evaluation) is a special flavor of
an asynchronous algorithm which, on the arrival of a fitness thread, hands
the next task immediately, and only then inserts the evaluated point into
the data structure. This should reduce the idle rate of fitness-related com-
putation resources, which are typically more expensive. However, an impact
of this design on the convergence of an algorithm, as compared to the one
implemented in this paper, may be non-trivial.
As our future work, we plan to investigate the performance of the asyn-
chronous algorithms in more realistic settings, such as working within a real
evolutionary multiobjective algorithm, as well as with heterogeneous times
of fitness evaluation. An extension of this approach to computing more dif-
ferent types of diversity measures, such as the reference-point based measure
of NSGA-III, is also worth investigating.
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Figure 2: Experiments with ZDT problems. For all the problems, k = 2. For
every asynchronous algorithm the columns represent the number of threads.
They are, left-to-right, 3, 6, 12, 24. Times are given in microseconds.
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Figure 3: Experiments with DTLZ problems. For all the problems, k =
3. For every asynchronous algorithm the columns represent the number of
threads. They are, left-to-right, 3, 6, 12, 24. Times are given in microseconds
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Figure 4: Experiments with DTLZ1 problem with varying k. For every
asynchronous algorithm the columns represent the number of threads. They
are, left-to-right, 3, 6, 12, 24. Times are given in microseconds
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Figure 5: Experiments with DTLZ2 problem with varying k. For every
asynchronous algorithm the columns represent the number of threads. They
are, left-to-right, 3, 6, 12, 24. Times are given in microseconds.
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