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Abstract
This paper presents a general framework for norm-based capacity control for Lp,q weight normalized
deep neural networks. We establish the upper bound on the Rademacher complexities of this family. With
an Lp,q normalization where q ≤ p∗ and 1/p+ 1/p∗ = 1, we discuss properties of a width-independent
capacity control, which only depends on the depth by a square root term. We further analyze the
approximation properties of Lp,q weight normalized deep neural networks. In particular, for an L1,∞
weight normalized network, the approximation error can be controlled by the L1 norm of the output layer,
and the corresponding generalization error only depends on the architecture by the square root of the
depth.
1 Introduction
During the past decade, deep neural networks (DNNs) have demonstrated an amazing performance in solving
many complex artificial intelligence tasks such as object recognition and identification, text understanding
and translation, question answering, and more [11]. The capacity of unregularized fully connected DNNs, as
a function of the network size and depth, is fairly well understood [1, 4, 23]. By bounding the L2 norm of
the incoming weights of each unit, [22] is able to accelerate the convergence of stochastic gradient descent
optimization across applications in supervised image recognition, generative modeling, and deep reinforcement
learning. However, theoretical investigations on such networks are less explored in the literature, and a
few exceptions are [4, 5, 10, 18, 19, 25]. There is a central question waiting for an answer: Can we bound
the capacity of fully connected DNNs with bias neurons by weight normalization alone, which has the least
dependence on the architecture?
In this paper, we focus on networks with rectified linear units (ReLU) and study a more general weight
normalized deep neural network (WN-DNN), which includes all layer-wise Lp,q weight normalizations. In
addition, these networks have a bias neuron per hidden layer, while prior studies [4, 5, 10, 18, 19, 25] either
exclude the bias neuron, or only include the bias neuron in the input layer, which differs from the practical
application. We establish the upper bound on the Rademacher complexities of this family and study the
theoretical properties of WN-DNNs in terms of the approximation error.
We first examine how the Lp,q WN-DNN architecture influences their generalization properties. Specifically,
for Lp,q normalization where q ≤ p∗ and 1/p+ 1/p∗ = 1, we obtain a complexity bound that is independent
of width and only has a square root dependence on the depth. To the best of our knowledge, this is the first
theoretical result for the fully connected DNNs including a bias neuron for each hidden layer in terms of
generalization. We will demonstrate later that it is nontrivial to extend the existing results to the DNNs
with bias neurons. Even excluding the bias neurons, existing generalization bounds for DNNs depend on
either width or depth logarithmically [5], polynomially[10, 18], or even exponentially [19, 25]. Even for [5],
the logarithmic dependency is not always guaranteed, as the margin bound is
O
log(maxd)/√n k∏
i=1
‖Wi‖σ
(
k∑
i=1
∥∥∥WTi −MTi ∥∥∥2/3
2,1
/ ‖Wi‖2/3σ
)3/2 ,
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where ‖·‖σ is the spectral norm, and Mi is a collection of predetermined reference matrix. The bound will
worsen, when the Wi moves farther from Mi. For example, if∥∥∥WTi −MTi ∥∥∥
2,1
/ ‖Wi‖σ ≥ A0
for some constant A0, then the above bound will rely on the network size by O
(
log(maxd)k3/2
)
.
We also examine the approximation error of WN-DNNs. It is shown that the L1,∞ WN-DNN is able to
approximate any Lipschitz continuous function arbitrarily well by increasing the norm of its output layer and
growing its size. Early work on neural network approximation theory includes the universal approximation
theorem [8, 13, 20], indicating that a fully connected network with a single hidden layer can approximate any
continuous functions. More recent work expands the result of shallow networks to deep networks with an
increased interest in the expressive power of deep networks especially for some families of "hard" functions
[2, 9, 16, 21, 26, 27]. For instance, [26] shows that for any positive integer l, there exist neural networks with
Θ(l3) layers and Θ(1) nodes per layer, which can not be approximated by networks with Θ(l) layers unless
they possess Ω(2l) nodes. These results on the other hand request for an artificial neural network of which
the generalization bounds grow slowly with depth and even avoid explicit dependence on depth.
The contributions of this paper are summarized as follows.
1. We extend the L2,∞ weight normalization [22] to the more general Lp,q WN-DNNs and relate these
classes to those represented by unregularized DNNs.
2. We include a bias node not only in the input layer but also in every hidden layer. As discussed in Claim
1, it is nontrivial to extend prior research to study this case.
3. We study the Rademacher complexities of WN-DNNs. Especially, with any Lp,q normalization satisfying
that q ≤ p∗, we have a capacity control that is independent of the width and depends on the depth by
O(
√
k).
4. We analyze the approximation property of Lp,q WN-DNNs and further show the theoretical advantage
of L1,∞ WN-DNNs.
The paper is organized as follows. In Section 2, we define the Lp,q WN-DNNs and analyze the corresponding
function class. Section 3 gives the Rademacher complexities. In Section 4, we provide the error bounds for
the approximation error of Lipschitz continuous functions.
2 Preliminaries
In this section, we define the WN-DNNs, of which the weights and biases for all layers are scaled by some
norm up to a normalization constant c. Furthermore, we demonstrate how it surpasses unregularized DNNs
theoretically.
A neural network on Rd0 → Rdk+1 with k hidden layers is defined by a set of k + 1 affine transformations
T1 : Rd0 → Rd1 , T2 : Rd1 → Rd2 , · · · , Tk+1 : Rdk → Rdk+1 and the ReLU activation σ(u) = (u)+ = uI{u > 0}.
The affine transformations are parameterized by Ti(u) = W Ti u + Bi, where W i ∈ Rdi−1×di ,Bi ∈ Rdi for
i = 1, · · · , k + 1. The function represented by this neural network is
f(x) = Tk+1 ◦ σ ◦ Tk ◦ · · · ◦ σ ◦ T1 ◦ x
Before introducing Lp,q WN-DNNs, we build an augmented layer for each hidden layer by appending the
bias neuron 1 to the original layer, then combine the weight matrix and the bias vector as a new matrix.
Define f∗0 (x) = (1,xT )T . Then the first hidden layer
f1(x) = T1 ◦ x , V˜T1 f∗0 (x),
where V˜1 = (B1,W T1 )T ∈ R(d0+1)×d1 . Define the augmented first hidden layer as
f∗1 (x) = (1, (f1(x))
T )T ∈ Rd1+1.
2
Then f∗1 (x) , VT1 f∗0 (x), where V1 = (e10, V˜1) ∈ R(d0+1)×(d1+1) and e10 = (1, 0, · · · , 0)T ∈ Rd0+1. Sequen-
tially for i = 2, · · · , k, define the ith hidden layer as
fi(x) = Ti ◦ σ ◦ fi−1(x) , 〈V˜i, σ ◦ f∗i−1(x)〉, (1)
where V˜i = (Bi,W Ti )T ∈ R(di−1+1)×di . Note that σ(1) = 1, thus (1, σ ◦ fi−1(x)) = σ ◦ f∗i−1(x). The
augmented ith hidden layer is
f∗i (x) = (1, (fi(x))
T )T ∈ Rdi+1, (2)
and f∗i (x) , 〈Vi, σ ◦ f∗i−1(x)〉, where
Vi = (e1i, V˜i) ∈ R(di−1+1)×(di+1), (3)
and e1i = (1, 0, · · · , 0)T ∈ Rdi−1+1. The output layer is
f(x) = Tk+1 ◦ σ ◦ f∗k (x) , 〈V˜k+1, σ ◦ f∗k (x)〉, (4)
where V˜k+1 = (Bk+1,W Tk+1)T ∈ R(dk+1)×dk+1 .
The Lp, q Norm. The Lp, q norm of a s1 × s2 matrix A is defined as
‖A‖p,q =
 s2∑
j=1
(
s1∑
i=1
|aij |p
)q/p1/q ,
where 1 ≤ p <∞ and 1 ≤ q ≤ ∞. When q =∞, ‖A‖p,∞ = supj
(
s1∑
i=1
|aij |p
)1/p
. When p = q = 2, the Lp,q
is the Frobenius norm.
We motivate our introduction of WN-DNNs with a negative result when directly applying existing studies
on fully connected DNNs with bias neurons.
A Motivating Example. As shown in Figure 1a, define f = T2 ◦ σ ◦ T1 : R → R, where T1(x) =
(−x+ 1,−x− 1) , V˜T1 (1, x)T and T2(u) = 1− u1 − u2 , V˜
T
2 (1, u1, u2)
T . Consider f
′
= 100T2 ◦ σ ◦ 1100T1,
as shown in Figure 1b . Then
f
′
(x) = 100− σ(−x+ 1)− σ(−x− 1) = 99 + f(x)
Note that the product of the norms of all layers for f
′
remains the same as that for f :
‖100T2‖∗ ∗
∥∥∥∥ T1100
∥∥∥∥
∗
= ‖T2‖∗ ∗ ‖T1‖∗ ,
where the norm of the affine transformation ‖Ti‖∗ is defined as the norm of its corresponding linear
transformation matrix
∥∥∥V˜i∥∥∥∗ for i = 1, 2. Using a similar trick, we could replace the 100 in this example
with any positive number. This on the other hand suggests an unbounded output even when the product of
the norms of all layers is small.
Furthermore, a negative result will be presented in terms of Rademacher complexity in the following
claim.
Claim 1. Define N k,dγ∗≤γ as a function class that contains all functions representable by some neural network
of depth k + 1 and widths d: f = Tk+1 ◦ σ ◦ Tk ◦ · · · ◦ σ ◦ T1 ◦ x, where d = (m1, d1, · · · , dk, 1), ‖·‖∗ is an
arbitrary norm, and Ti(u) : Rdi−1 → Rdi = V˜Ti (1,uT )T , for i = 1, · · · , k + 1, such that
γ∗ =
k+1∏
i=1
∥∥∥V˜i∥∥∥∗ ≤ γ.
Then for a fixed n and any sample S = {x1, · · · ,xn} ⊆ Rm1 ,
R̂S(N k,dγ∗≤γ) =∞.
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Figure 1: The motivating example.
Claim 1 shows the failure of current norm-based constraints on fully connected neural networks with the
bias neuron in each hidden layer. Prior studies [4, 5, 10, 18, 19, 25] included the bias neuron only in the input
layer and considered layered networks parameterized by a sequence of weight matrices only, that is Bi = 0
for all i = 1, · · · , k + 1. While fixing the architecture of neural networks, these works imply that
k+1∏
i=1
‖Wi‖∗
is sufficient to control the Rademacher complexity of the function class represented by these DNNs, where
‖·‖∗ is the spectral norm in [5, 18], the L1,∞ norm in [4, 25], the L1,∞/L2,2 norm in [10], and the Lp,q norm
in [19] for any p ∈ [1,∞), q ∈ [1,∞]. However, this kind of control fails once the bias neuron is added to each
hidden layer, demonstrating the necessity to use WN-DNNs instead.
The Lp,q WN-DNNs. An Lp,q WN-DNN by a normalization constant c ≥ 1 with k hidden layers is defined
by a set of k + 1 affine transformations T1 : Rd0 → Rd1 , T2 : Rd1 → Rd2 , · · · , Tk+1 : Rdk → Rdk+1 and the
ReLU activation, where Ti(u) = V˜
T
i (1,u
T )T , V˜i ∈ R(di−1+1)×di and ‖Ti‖p,q ,
∥∥∥V˜i∥∥∥
p,q
, for i = 1, · · · , k + 1.
In addition, ‖Ti‖p,q ≡ c for i = 1, · · · , k.
Define N k,dp,q,c,co as the collection of all functions that could be represented by an Lp,q WN-DNN with the
normalization constant c satisfying:
(a) The number of neurons in the ith hidden layer is di for i = 1, 2, · · · , k. The dimension of input is d0,
and output dk+1;
(b) It has k hidden layers;
(c) ‖Ti‖p,q ≡ c for i = 1, · · · , k;
(d) ‖Tk+1‖p,q ≤ co.
The following theorem provides some useful observations regarding N k,dp,q,c,co .
Theorem 1. Let c, co, c1, c2, c1o, c2o > 0, p ∈ [1,∞), q ∈ [1,∞], k, k1, k2 ∈ N, d = (d0, d1 · · · , dk+1) ∈ Nk+2+ ,
d1 = (d10, d
1
1 · · · , d1k1+1) ∈ Nk1+2+ , and d2 = (d20, d21 · · · , d2k2+1) ∈ Nk2+2+ .
(a) A function f : Rd0 → Rdk+1 = Tk+1 ◦ σ ◦ Tk ◦ · · · ◦ σ ◦ T1 ◦ x, where Ti(u) = W Ti u+Bi : Rdi−1 → Rdi .
Then f ∈ N k,dp,q,c,co , as long as ‖Ti‖p,q ≤ c for i = 1, · · · , k and ‖Tk+1‖p,q ≤ co.
(b) N k,dp,q,c1,co ⊆ N k,dp,q,c2,co if c1 ≤ c2. N k,dp,q,c,c1o ⊆ N
k,d
p,q,c,c2o
if c1o ≤ c2o. If g ∈ N k,dp,q,c,1, then cog ∈ N k,dp,q,c,co .
(c) N k,dp1,q,c,co ⊆ N k,dp2,q,c,co if 1 ≤ p1 ≤ p2 <∞. N k,dp,q1,c,co ⊆ N k,dp,q2,c,co if 1 ≤ q1 ≤ q2 ≤ ∞.
N k,dp,∞,c,co ⊆ N k,dp,q,c˜,c˜o , where c˜ = cmax
1
q {d1, d2 · · · , dk} and c˜o = d
1
q
k+1co. Especially, when dk+1 = 1,
c˜o = co.
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(d) N k1,d1p,q,c,co ⊆ N k2,d
2
p,q,c,co if c ≥ 1, k1 ≤ k2, d20 = d10, d2i ≥ d1i for i = 1, · · · , k1, d2i ≥ d1k1+1 for i > k1, and
d2k2+1 = d
1
k1+1
= 1.
In particular, Part (a) connects normalized neural networks to unregularized DNNs. Part (b) shows the
increased expressive power of neural networks by increasing the normalization constant or the output layer
norm constraint. Part (c) discusses the influence of the choice of Lp,q normalization on its representation
capacity. Part (d) describes the gain in representation power by either widening or deepening the neural
networks.
3 Estimating the Rademacher Complexities of N k,dp,q,c,co
In this section, we bound the Rademacher complexities of N k,dp,q,c,co , where d0 = m1 and dk+1 = 1. Without
loss of generality, assume the input space X = [−1, 1]m1 in the following sections. Further define p∗ by
1/p+ 1/p∗ = 1.
Proposition 1. Fix q ≥ 1, k ≥ 0, c, co > 0, di ∈ N+ for i = 1, · · · , k, then for any set S = {x1, · · · ,xn} ⊆ X
, we have
R̂S(N k,d1,q,c,co) ≤
co√
n
min
(
2 max(1, ck)
√
k + 2 + log(m1 + 1),
√
k log 16
k∑
i=0
ci + ck(
√
2 log(2m1) +
√
k log 16)
)
.
Proof sketch. As σ(1) = 1, we could treat the bias neuron in the ith hidden layer as a hidden neuron computed
from the (i− 1)th hidden layer by
σ(eT1if
∗
i−1(x)) = 1,
where e1i = (1, 0, · · · , 0)T ∈ Rdi−1+1, and f∗i−1 is the augmented (i− 1)th hidden layer as defined in Equation
(2). Therefore, the new affine transformation could be parameterized by Vi defined in Equation (3), such that
‖Vi‖1,∞ = max(1, c). Then the result is the minimum of the bound of [10, Theorem 2] on DNNs without
bias neurons and that of Proposition 2 when p = 1.
Proposition 2. Fix p, q ≥ 1, k ≥ 0, c, co > 0, di ∈ N+ for i = 1, · · · , k, then for any set S = {x1, · · · ,xn} ⊆
X , we have
(a) for p ∈ (1, 2],
R̂S(N k,dp,q,c,co) ≤ co
√
(k + 1) log 16
n
(
k+1∑
i=1
ck−i+1
k∏
l=i
d
[ 1
p∗− 1q ]+
l
)
+
coc
k
√
n
k∏
i=1
d
[ 1
p∗− 1q ]+
i m
1
p∗
1
[
min
(
(
√
p∗ − 1,
√
2 log(2m1)
)
+
√
(k + 1) log 16
]
,
(5)
(b) for p ∈ 1 ∪ (2,∞),
R̂S(N k,dp,q,c,co) ≤ co
√
(k + 1) log 16
n
(
k+1∑
i=1
ck−i+1
k∏
l=i
d
[ 1
p∗− 1q ]+
l
)
+
1√
n
coc
k
k∏
i=1
d
[ 1
p∗− 1q ]+
i m
1
p∗
1
(√
2 log(2m1) +
√
(k + 1) log 16
)
.
(6)
Proof sketch. The proof consists of two steps. In the first step, following the notations in Section 2, we define
a series of random variables
Zj = sup
f∈Nk,dp,q,c,co
∥∥∥∥∥
n∑
i=1
iσ ◦ fj(xi)
∥∥∥∥∥
p∗
,
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where {1, · · · , n} are n i.i.d Rademacher random variables, and fj is the jth hidden layer of the neural
network f . We prove by induction that for any t ∈ R,
E exp(tZj) ≤ 4j exp
(
t2ns2j
2
+ tcj
j∏
i=1
d
[ 1
p∗− 1q ]+
i A
p
m1,S
)
,
where
sj =
j∑
i=2
cj−i+1
j∏
l=i
d
[ 1
p∗− 1q ]+
l + (m
1/p∗
1 + 1)c
j
j∏
l=1
d
[ 1
p∗− 1q ]+
l ,
and Apm1,S is some constant only depends on the sample. In addition, we relies on Hölder’s inequality with an
optimal parameter to separate the bias neuron. Step 2 is motivated by the idea of [10]. By Jensen’s inequality
nR̂S(N k,dp,q,c,co) ≤
1
λ
logE exp
λ sup
f∈Nk,dp,q,c,co
(
n∑
i=1
if(xi)
) .
Finally we get the desired result by choosing the optimal λ.
When d = d1, the upper bound of Rademacher complexity depends on the width by O(dk[
1
p∗− 1q ]+), which
is similar to the case without bias neurons [19]. Furthermore, the dependence on widths disappears as long as
q ∈ [1, p∗]. In order to investigate the tightness of the bound given in Proposition 2, we consider the binary
classification as a specific case, indicating that when 1p +
1
q < 1, the dependence on width is unavoidable.
Proposition 3. [19, Theorem 3] For any p, q ≥ 1, d = d1 and any k ≥ 2, n {−1,+1} points could be
shattered with unit margin by N k,dp,q,c,co , with
ckco ≤ (log2 n)
1
pn(
1
p+
1
q )d−(k−2)[
1
p∗− 1q ]+ .
Issues on Bias Neurons. Lp,q norm-constrained fully connected DNNs with no bias neuron were investi-
gated in prior studies [4, 10, 19, 25]. First of all, the generalization bounds given by [4, 19, 25] have explicit
exponential dependence on the depth, thus it is not meaningful to compare these results with ours. Secondly,
[10] provides the up-to-date Rademacher complexity bounds of both L1,∞ and L2,2 norm-constrained fully
connected DNNs without bias neurons. However, it is not straightforward to extend their results to fully
connected DNNs with a bias neuron in each hidden layer. For example, consider the L2,2 WN-DNNs with
c = 1. If we simply treat each bias neuron as a hidden neuron, as in the proof for Proposition 1, the complexity
bounds [10] grows exponentially with respect to the depth by O(
√
k2
k
2 ), while our Proposition 2 gives a much
tighter bound O(k
3
2 ).
Comparison with [10] on the Rademacher compexity bounds of L1,∞ and L2,2 WN-DNNs. [10]
is the most recent work on the Rademacher complexities of the L1,∞ and L2,2 norm-constrained fully connected
DNNs without bias neurons. Consider a specific case when log(m1) is small and co = 1 to shed light on the
possible influence of the bias neurons on the generalization properties.
With Bias Neurons Without Bias Neurons [10]
c < 1 O(
√
k(1−ck+1)
(1−c)√n ) O(
√
kck√
n
)
c = 1, L1,∞ O(
√
k√
n
) O(
√
k√
n
)
c = 1, L2,2 O(
k3/2√
n
) O(
√
k√
n
)
c > 1, L1,∞ O(
√
kck√
n
) O(
√
kck√
n
)
c > 1, L2,2 O(
√
k(ck+1−1)√
n
) O(
√
kck√
n
)
Table 1: Rademacher complexity bounds for L1,∞/L2,2 WN-DNNs with/without bias neurons.
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As summarized in Table 1, these comparisons suggest that the inclusion of a bias neuron in each hidden
layer might lead to extra dependence of generalization bounds on the depth especially when c is small. Note
that, when c < 1,
√
k(1 − ck+1)/(1 − c) → ∞, while √kck → 0, as k → ∞. For L2,2 WN-DNNs, when
c = 1, the bounds are O( k
3
2√
n
) if with bias neurons and O(
√
k√
n
) without bias neurons. For L2,2 WN-DNNs,
when c > 1, the bounds are O(
√
k(ck+1−1)√
n
) if including bias neurons and O(
√
kck√
n
) if excluding bias neurons.
Another interesting observation is that the complexity bounds remain the same no matter whether bias
neurons are included or not, when c > 1 for L1,∞ WNN-DNNs.
4 Approximation Properties
In this section, we analyze the approximation properties of Lp,q WN-DNNs and show the theoretical advantage
of L1,∞ WN-DNN. We first introduce a technical lemma, demonstrating that any wide one-hidden-layer
neural network could be exactly represented by a deep but narrow normalized neural network. In addition,
Lemma 1 indicates that N 1,(m1,r,1)1,∞,·,co ⊆ N
k,(m1,([r/k]+2m1+3)1k,1)
p,∞,1,2co for any r > 1, k ∈ N , and co > 0, where [x]
is the smallest integer which is greater than or equal to x, and 1k = (1, · · · , 1) ∈ Rk.
Lemma 1. Assume that a function
g(x) : Rm1 → R =
r∑
i=1
ciσ(w
T
i x+ bi)
satisfies that
r∑
i=1
|ci| ≤ co and
∥∥(bi,wTi )∥∥1 = 1. Then for any integer k ∈ [1, r],
g ∈ N k,d
k
p,q,wid
1/q
k ,2co
,
where widk = [r/k] + 2m1 + 3, dk0 = m1, dki = widk for i = 1, · · · , k, and dkk+1 = 1.
Proof sketch. Note that the shallow neural network g could be decomposed as
r1∑
i=1
c+i σ
(
(w+i )
Tx+ b+i
)− r2∑
i=1
c−i σ
(
(w−i )
Tx+ b−i
)
,
where c+i , c
−
i > 0 and r1 + r2 = r. We consider a simplified case when g(x) =
r1∑
i=1
c+i σ
(
(w+i )
Tx+ b+i
)
to
illustrate the main idea of our proof. Without loss of generality, assume that
∥∥(bi, 2wTi )∥∥1 = 1. First create a
set
C = {σ ((w+i )Tx+ b+i ) , i = 1, · · · , r1}.
In order to build a k+ 1-layer WN-DNN to represent g, we partition C into k equally sized subsets: C1, · · · , Ck.
The key idea is to get all elements of Cj in the jth hidden layer for j = 1, · · · , k, while keeping both σ ◦ x,
and σ ◦ −x. In addition, the normalized cumulative sum Sj of ∪i≤jCi is computed in the j + 1th hidden
layer. More specifically,
Sj =
jr1/k∑
i=1
c+i σ
(
(w+i )
Tx+ b+i
)
jr1/k∑
i=1
c+i
.
Note that
(w+i )
Tx+ b+i = (w
+
i )
Tσ ◦ x− (w+i )Tσ ◦ (−x) + b+i ,
and
Sj =
(j−1)r1/k∑
i=1
c+i
jr1/k∑
i=1
c+i
σ(Sj−1) +
jr1/k∑
i=(j−1)r1/k+1
c+i
jr1/k∑
i=1
c+i
σ
(
(w+i )
Tx+ b+i
)
.
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Thus the L1,∞ norm of the corresponding transformation still ≤ 1.
Based on Lemma 1, we establish that a WN-DNN is able to approximate any Lipschitz-continuous function
arbitrarily well by loosing the constraint for the norm of the output layer and either widening or deepening
the neural network at the same time. Especially, for Lp,∞ WN-DNNs, the approximation error could be
purely controlled by the norm of the output layer, while the Lp,∞ norm of each hidden layer is fixed to be 1.
Theorem 2. f : X → R, satisfying that ‖f‖∞ ≤ L, and |f(x)−f(y)| ≤ L ‖x− y‖∞. Then for any p ∈ [1,∞),
q ∈ [1,∞], and any integer k ∈ [1, Cr(m1)(log coL )−2(m1+1)/(m1+4)
(
co
L
)2(m1+3)/(m1+4)
], if co greater than a
constant depending only on m1, there exists a function h ∈ N k,d
k
p,q,wid
1/q
k ,2co
, where
widk = [k
−1Cr(m1)(log
co
L
)−
2(m1+1)
m1+4
(co
L
) 2(m1+3)
m1+4
] + 2m1 + 3,
dk = (m1, widk, · · · , widk, 1), such that
sup
‖x‖∞≤1
|f(x)− h(x)| ≤ C(m1)L(co
L
)−
2
m1+1 log
co
L
,
where Cr(m1) and C(m1) denotes some constant that depends only on m1.
Theorem 2 shows that the approximation bounds could be controlled by co given a sufficiently deep or
wide Lp,q WN-DNN. Assume that the loss function is 1-Lipschitz continuous, then the dependence of the
corresponding generalization bound on the architecture for each N k,d
k
p,q,wid
1/q
k ,2co
defined above are summarized
as follows:
(a) p = 1, q =∞: O
(√
kco
)
;
(b) p = 1, q <∞: O
(√
kcowid
k
q
k
)
;
(c) p > 1, q ∈ (p∗,∞]: O
(√
kco[(1 + widk)
1
p∗ ]k
)
;
(d) p > 1, q ∈ [1, p∗]: O
(√
kco[(1 + widk)
1
q ]k
)
.
5 Concluding Remarks
We present a general framework for capacity control on WN-DNNs. In particular, we provide a satisfying
answer for the central question: we obtain the generalization bounds for L1,∞ WN-DNNs that grows with
depth by a square root term while getting the approximation error controlled. It will be interesting to
extend this work to mullticlass classification. However, if handling via Radermacher complexity analysis, the
generalization bound will depend on the square root of the number of classes [28]. Besides the extension to
convolutional neural networks, we are also working on the design of effective algorithms for L1,∞ WN-DNNs.
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Supplementary Material
A Claim 1
A.1 Proof for Claim 1
Proof. We first show that for any γ0 > 0, any norm ‖·‖∗, and any C0 > 0, there exists a function f ˜V satisfying
f ˜V
≡ C0 and
k+1∏
i=1
∥∥∥V˜Ti ∥∥∥∗ ≤ γ0. First assume that ‖(1, 0, · · · , 0)‖∗ = a0. Note that a0 > 0 by the definition
of the norm. To prove this, we could set an arbitrary V˜1 satisfying that
∥∥∥V˜T1 ∥∥∥∗ = γ0a0C0 , the arbitrary V˜is
satisfying that
∥∥∥V˜i∥∥∥∗ = 1 for i = 2, · · · , k, and the output layer as Tk+1(u) = C0. Then f ˜V ≡ C0, and
k+1∏
i=1
∥∥∥V˜i∥∥∥∗ ≤ γ0a0C0 ∗ 1k−1 ∗ a0C0 = γ0.
Then
R̂S(N k,dγ∗≤γ) = E
[
sup
f∈F
(
1
n
n∑
i=1
if(zi)
)]
≥ P(
n∑
i=1
i 6= 0)E
 sup
f∈Nk,d
γ∗≤γ
(
1
n
n∑
i=1
if(zi)
)
|
n∑
i=1
i 6= 0

≥ 1
2
E
 sup
f∈Nk,d
γ∗≤γ
(
1
n
n∑
i=1
if(zi)
)
|
n∑
i=1
i 6= 0
 (7a)
≥ 1
2
E
[
sup
C0>0
(
1
n
n∑
i=1
isgn(
n∑
i=1
i)C0
)
|
n∑
i=1
i 6= 0
]
=∞,
where the step in Equation (7a) follows from P(
∑n
i=1 i 6= 0) = 1 when n is an odd number, and P(
∑n
i=1 i 6=
0) = 1− 12P(
∑n
i=2 i = 1)− 12P(
∑n
i=2 i = −1) ≥ 12 when n is an even number.
B Theorem 1
Proof. For Part (a), if any ‖Ti‖p,q = 0, then f = 0 ∈ N k,dp,q,c,co . Otherwise, we will prove by induction on
depth k + 1. It is trivial when k = 0.
When k = 1, we rescale the first hidden layer by
s = c/ ‖T1‖p,q .
Equivalently, define the new affine transformation T ∗1 by
B∗1 = sB1,W
∗
1 = sW1,
such that ‖T ∗1 ‖p,q = c. For the output layer, we define
W∗2 = W2 ‖T ∗1 ‖p,q /c,B∗2 = B2.
Then T ∗2 (u) = (W
∗
2)
Tu+B∗2 satisfies ‖T ∗2 (u)‖p,q ≤ co, as s ≥ 1. What’s more f(x) = T ∗2 ◦σ◦T ∗1 ◦x ∈ N 1,dp,q,c,co .
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Assume the result holds when k < K. Then when k = K, consider f(x) = TK+1 ◦ σ ◦ TK ◦ · · ·σ ◦ T ∗1 ◦ x.
Its Kth hidden layer
fK(x) ∈ NK−1,dKp,q,c,c
by induction assumption, where dK = (d0, d1 · · · , dK). In other words, there exists a series of affine
transformations {T ∗i }i=1,··· ,K , such that
fK(x) = T
∗
K ◦ σ ◦ T ∗K−1 ◦ · · · ◦ σ ◦ T ∗1 ◦ x,
‖T ∗i ‖ = c for i = 1, · · · ,K − 1, and ‖T ∗K‖ ≤ c. Thus
f(x) = TK+1 ◦ σ ◦ T ∗K ◦ σ ◦ T ∗K−1 ◦ · · · ◦ σ ◦ T ∗1 ◦ x.
We rescale T ∗K by s = c/ ‖T ∗K‖p,q. Equivalently, define a new affine transformation T ∗∗K by T ∗∗K = sT ∗K , such
that ‖T ∗∗K ‖p,q = c. For the output layer, we define
W∗K+1 = WK+1/s,B
∗
K+1 = BK+1.
Then T ∗K+1(u) = (W
∗
K+1)
Tu+B∗K+1 satisfies
∥∥T ∗K+1(u)∥∥p,q ≤ co, as s ≥ 1. Thus f ∈ NK,dp,q,c,co .
For Part (b), it is a direct conclusion from Part (a) that N k,dp,q,c1,co ⊆ N k,dp,q,c2,co if c1 ≤ c2, and N k,dp,q,c,c1o ⊆
N k,dp,q,c,c2o if c
1
o ≤ c2o. If g ∈ N k,dp,q,c,1, then by definition, cog ∈ N k,dp,q,c,co .
For Part (c), note that ‖·‖p1 ≥ ‖·‖p2 when p1 ≤ p2, hence
{v : ‖v‖p1 ≤ C} ⊆ {v : ‖v‖p2 ≤ C}.
Then the first line of Part (c) follows from the observation above as well as the conclusion of Part (a). As for
the second line, for any h ∈ N k,dp,∞,c,co , we could write
h = Tk+1 ◦ σ ◦ Tk ◦ · · · ◦ σ ◦ T1 ◦ x,
where Ti(u) : Rdi−1 → Rdi = W Ti u + Bi, satisfies that ‖Ti‖p,∞ = c for i = 1, · · · , k, and ‖Tk+1‖p,∞ ≤ co.
Note that
‖Ti‖p,∞ ≤ ‖Ti‖p,q ≤ d
1
q
i ‖Ti‖p,∞ ≤
1
q
max(d−1) ‖Ti‖p,∞
for i = 1, 2, · · · , k, and ‖Tk+1‖p,q ≤ d
1
q
k+1 ‖Tk+1‖p,∞. Thus we get the desired result by Part (a).
Regarding Part (d), we first show the result holds when k1 = k2. For any g ∈ N k1,d
1
p,q,c,co , we could add
d2i − d1i neurons in each hidden layer with no connection to other neurons, thus not increasing the norm of
each layer. Note that this neural network belongs to N k1,d2p,q,c,co .
For the general case when k1 ≤ k2, we could add k2 − k1 identity layers of width 1 with their Lp,q norm
equals 1 ≤ c. Then the new neural network represents the same function as the original one. Combining the
conclusion of Part (a), we have
N k1,d1p,q,c,co ⊆ N k2,
˜d
1
p,q,c,co ,
where d˜1i = d1i for i = 0, 1, · · · , k1, and d˜1i = d1k1+1 for i = k1 + 1, · · · , k2 + 1. Note that N k2,
˜d
1
p,q,c,co ⊆ N k2,d
2
p,q,c,co
by the case when k1 = k2. Thus we get what is expected.
C Radermacher Complexities
Rademacher complexity is commonly used to measure the complexity of a hypothesis class with respect to a
probability distribution or a sample and analyze generalization bounds [6].
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Rademacher Complexities. The empirical Rademacher complexity of the hypothesis class F with respect
to a data set S = {z1 . . . zn} is defined as:
R̂S(F) = E
[
sup
f∈F
(
1
n
n∑
i=1
if(zi)
)]
where  = {1 . . . n} are n independent Rademacher random variables. The Rademacher complexity of the
hypothesis class F with respect to n samples is defined as:
Rn(F) = ES∼Dn
[
R̂S(F)
]
We list the following technical lemmas that will be used later in our own proofs for reference.
Lemma 2. Let F and G be two hypothesis classes and a ∈ R be a constant. Define the shorthand notation:
aF = {af | f ∈ F}
F + G = {f + g | f ∈ F and g ∈ G}
We have:
i. R̂S(aF) = |a| R̂S(F)
ii. F ⊆ G ⇒ R̂S(F) ≤ R̂S(G)
iii. R̂S(F + G) ≤ R̂S(F) + R̂S(G)
Proof. By definition.
Lemma 3. [15] Assume that the hypothesis class F ⊆ {f |f : X → R} and x1, · · · ,xn ∈ X . Let G : R→ R
be convex and increasing. Assume that the function φ : R→ R is L-Lipschitz continuous and satisfies that
φ(0) = 0. We have:
E
[
G
(
sup
f∈F
(
1
n
n∑
i=1
iφ(f(xi))
))]
≤ E
[
G
(
L sup
f∈F
(
1
n
n∑
i=1
if(xi)
))]
Lemma 4 (Massart’s finite lemma). Let A be some finite subset of Rm and 1, 2, · · · , m be independent
Radermacher random variables. Let r = supa∈A ‖a‖2, then we have
E
[
sup
a∈A
1
m
m∑
i=1
iai
]
=
r
√
2 log |A|
m
The theorem below is a more general version of [17, Theorem 3.1], where they assume a = 0, of which the
proof is very similar to the original one.
Theorem 3. Let z be a random variable of support Z and distribution D. Let S = {z1 . . . zn} be a data set
of n i.i.d. samples drawn from D. Let F be a hypothesis class satisfying F ⊆ {f | f : Z → [a, a+ 1]}. Fix
δ ∈ (0, 1). With probability at least 1− δ over the choice of S, the following holds for all h ∈ F :
ED[h] ≤ ÊS [h] + 2Rn(F) +
√
log (1/δ)
2n
D Propositions 1, 2, 3
In this section, define σ(u) = uI{u > 0} for u ∈ R and σ ◦ z = (σ(z1), · · · , σ(zm)) for any vector z ∈ Rm.
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D.1 Proof for Proposition 1
Proof. By Theorem 1, N k,d1,q,c,co ⊆ N k,d1,∞,c,co . Therefore it is sufficient to show that the result holds for
N k,d1,∞,c,co .
In order to get the first term inside the minimum operator, we will show that N k,d1,∞,c,co belongs to some
DNN class with only bias neuron in the input layer. Then the result follows from Theorem 2[10]. Define
N k,d
+
γ1,∞≤γ as a function class that contains all functions representable by f = Tk+1 ◦ σ ◦ Tk ◦ · · · ◦ σ ◦ T1 ◦ x
satisfying that
γ1,∞ =
k+1∏
i=1
‖Wi‖1,∞ ≤ γ,
where d+ = (m1 + 1, d1 + 1, d2 + 1, · · · , dk + 1, 1), Ti(u) = W Ti u, and W i ∈ Rd
+
i−1×d+i for i = 1, · · · , k + 1.
The next step is to prove that N k,d1,∞,c,co ⊆ N k,d
+
γ1,∞≤max(1,c)kco . Following the notations in Section 2, for
any V˜i ∈ R(di−1+1)×di satisfying that
∥∥∥V˜i∥∥∥
1,∞
= c, we have ‖Vi‖1,∞ = max(1, c), where Vi = (e1i, V˜i) and
e1i = (1, 0, · · · , 0)T ∈ Rdi−1+1. Equivalently, the bias neuron in the ith hidden layer can be regarded as a
hidden neuron computed from the i− 1th layer by σ(eT1if∗i−1(x)) = 1, while the new affine transformation
could be parameterized by Vi, such that ‖Vi‖1,∞ = max(1, c).
Finally, we get the first term inside the minimum operator by applying Theorem 2[10], and the second
term is the bound of Proposition 2 when p = 1.
D.2 Proposition 2
We first introduce two technical lemmas, which will be used later to prove Proposition 2.
Lemma 5. zi ∈ Rm1 , ‖zi‖∞ ≤ 1 for i = 1, 2, · · · , n. For p ∈ (1, 2],
1
n
E
∥∥∥∥∥
n∑
i=1
izi
∥∥∥∥∥
p∗
≤ m
1
p∗
1√
n
min
(
(
√
p∗ − 1,
√
2 log(2m1)
)
,
and for p = 1 ∪ (2,∞),
1
n
E
∥∥∥∥∥
n∑
i=1
izi
∥∥∥∥∥
p∗
≤
√
2 log(2m1)
n
m
1
p∗
1 .
Lemma 6. ∀p, q ≥ 1, s1, s2 ≥ 1,  ∈ {−1,+1}n and for all functions g : Rm1 → Rs1 , we have
sup
V∈Rs1×s2
1
‖V‖p,q
∥∥∥∥∥
n∑
i=1
iσ ◦
(
VT g(xi)
)∥∥∥∥∥
p∗
= s
[ 1
p∗− 1q ]+
2 sup
v∈Rs1
1
‖v‖p
∣∣∣∣∣
n∑
i=1
iσ (〈v, g(xi)〉)
∣∣∣∣∣ ,
where 1p +
1
p∗ = 1.
D.3 Proof of Proposition 2
Proof. The proof has two main steps.
Fixing the sample S, p ≥ 1 and the architecture of the DNN, define a series of random variables
{Z0, Z1, · · · , Zk} as
Z0 =
∥∥∥∥∥
n∑
i=1
ixi
∥∥∥∥∥
p∗
and
Zj = sup
f∈Nk,dp,q,c,co
∥∥∥∥∥
n∑
i=1
iσ ◦ fj(xi)
∥∥∥∥∥
p∗
,
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for j = 1, · · · , k, where {1, · · · , n} are n independent Rademacher random variables, and fj denotes the jth
hidden layer of the WN-DNN f .
In the first step, we prove by induction that for j = 1, · · · , k and any t ∈ R
E exp(tZj) ≤ 4j exp
(
t2ns2j
2
+ tcj
j∏
i=1
d
[ 1
p∗− 1q ]+
i A
p
m1,S
)
,
where
sj =
j∑
i=2
cj−i+1
j∏
l=i
d
[ 1
p∗− 1q ]+
l + (m
1
p∗
1 + 1)c
j
j∏
l=1
d
[ 1
p∗− 1q ]+
l
and
Apm1,S =

√
nmin
(
(
√
p∗ − 1m
1
p∗
1 ,
√
2 log(2m1)m
1
p∗
1
)
if p ∈ (1, 2]√
2n log(2m1)m
1
p∗
1 if p ∈ 1 ∪ (2,∞)
Note that sj+1 = cd
[ 1
p∗− 1q ]+
j (sj + 1).
When j = 0, by Lemma 5, EZ0 ≤ Apm1,S . Note that Z0 is a deterministic function of the i.i.d.random
variables 1, · · · , n, satisfying that
|Z0(1, · · · , i, · · · , n)− Z0(1, · · · ,−i, · · · , n)| ≤ 2 max ‖xi‖p∗ ≤ 2m
1
p∗
1
by Minkowski inequality. By the proof of Theorem 6.2 [7], Z0 satisfies that logE exp (t(Z0 − EZ0)) ≤
t2nm
2
p∗
1 /2, thus
E exp (tZ0) = E exp (t(Z0 − EZ0)) ∗ exp (tEZ0)
≤ exp
 t2nm 2p∗1
2
+ tApm1,S

for any t ∈ R.
For the case when j = 1, · · · , k,
E exp (tZj) = E exp
t sup∥∥∥ ˜Vj∥∥∥
p,q
≤c
∥∥∥∥∥
n∑
i=1
iσ ◦
(
V˜
T
j σ ◦ f∗j−1(xi)
)∥∥∥∥∥
p∗

= E exp
(
tcd
[ 1
p∗− 1q ]+
j sup
v,f
∣∣∣∣∣
n∑
i=1
iσ(v
Tσ ◦ f∗j−1(xi))/ ‖v‖p
∣∣∣∣∣
)
(8a)
≤ 2E exp
(
tcd
[ 1
p∗− 1q ]+
j sup
v,f
n∑
i=1
iσ(v
Tσ ◦ f∗j−1(xi))/ ‖v‖p
)
(8b)
≤ 2E exp
(
tcd
[ 1
p∗− 1q ]+
j sup
v,f
vT
n∑
i=1
iσ ◦ f∗j−1(xi)/ ‖v‖p
)
(8c)
≤ 2E exp
tcd[ 1p∗− 1q ]+j sup
f
∥∥∥∥∥
n∑
i=1
i(1, σ ◦ fj−1(xi))
∥∥∥∥∥
p∗

≤ 2E exp
tcd[ 1p∗− 1q ]+j (| n∑
i=1
i|+ sup
f
∥∥∥∥∥
n∑
i=1
iσ ◦ fj−1(xi)
∥∥∥∥∥
p∗
)

≤ 2
[
E exp
(
rjtcd
[ 1
p∗− 1q ]+
j |
n∑
i=1
i|
)] 1
rj
E exp
r∗j tcd[ 1p∗− 1q ]+j sup
f
∥∥∥∥∥
n∑
i=1
iσ ◦ fj−1(xi)
∥∥∥∥∥
p∗
 1r∗j
(8d)
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≤ 2
[
2E exp
(
rjtcd
[ 1
p∗− 1q ]+
j
n∑
i=1
i
)] 1
rj
[
E exp
(
r∗j tcd
[ 1
p∗− 1q ]+
j Zj−1
)] 1
r∗
j
, (8e)
≤ 41+
j−1
r∗
j exp
nt2c2d2[ 1p∗− 1q ]+j (1 + sj−1)2
2
+ tcj
j∏
i=1
d
[ 1
p∗− 1q ]+
i A
p
m1,S

≤ 4j exp
(
nt2s2j
2
+ tcj
j∏
i=1
d
[ 1
p∗− 1q ]+
i A
p
m1,S
)
The step in Equation (8a) follows from Lemma 6. The step in Equation (8b) follows from the observation
that
E exp
(
sup
v
∣∣∣∣∣
n∑
i=1
i
σ(vT f∗j−1(xi))
‖v‖p
∣∣∣∣∣
)
≤ E exp
(
sup
v
n∑
i=1
i
σ(vT f∗j−1(xi))
‖v‖p
)
+
E exp
(
sup
v
n∑
i=1
(−i)
σ(vT f∗j−1(xi))
‖v‖p
)
= 2E exp
(
sup
v
n∑
i=1
i
σ(vT f∗j−1(xi))
‖v‖p
)
.
The step in Equation (8c) follows from Lemma 3. Note that Equation (8d) holds for any r > 1 and r∗ = rr−1
by Hölder’s inequality E(|XY |) ≤ E(|X|r) 1rE(|Y |r∗) 1r∗ . An optimal rj = sj−1 + 1 is chosen in our case. The
step in Equation (8e) follows from E exp (|X|) ≤ E exp (X) + E exp (−X).
Note that
n∑
i=1
i is also a deterministic function of the i.i.d.random variables 1, · · · , n, satisfying that
E
n∑
i=1
i = 0 and
|
∑
i6=j
i + j − (
∑
i 6=j
i − j)| ≤ 2.
Then by the proof of Theorem 6.2 [7],
E exp(t
n∑
i=1
i) ≤ exp( t
2n
2
)
for any t ∈ R. Then we get the desired result by choosing the optimal rj while following the induction
assumption.
The second step is based on the idea of [10] using Jensen’s inequality. For any λ > 0,
nR̂S(N k,dp,q,c,co) = E
 sup
f∈Nk,dp,q,c,co
(
n∑
i=1
if(xi)
)
≤ 1
λ
logE exp
λ sup
f∈Nk,dp,q,c,co
(
n∑
i=1
if(xi)
)
≤ 1
λ
logE exp
λco sup
f∈Nk,dp,q,c,co
∥∥∥∥∥
n∑
i=1
i(1, σ ◦ fk(xi))
∥∥∥∥∥
p∗

≤ 1
λ
[
(k + 1) log 4 +
λ2c2on(sk + 1)
2
2
+ λApm1,Scoc
k
k∏
i=1
d
[ 1
p∗− 1q ]+
i
]
(9a)
=
(k + 1) log 4
λ
+
λc2on(sk + 1)
2
2
+ coc
k
k∏
i=1
d
[ 1
p∗− 1q ]+
i A
p
m1,S
,
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where the step in Equation (9a) is derived using a similar techinique as in Equations (8a) to (8e) By choosing
the optimal λ =
√
(k+1) log 16
co(sk+1)
√
n
, we have
R̂S(N k,dp,q,c) ≤ co
√
(k + 1) log 16
n
(
k∑
i=2
ck−i+1
k∏
l=i
d
[ 1
p∗− 1q ]+
l + (m
1
p∗
1 + 1)c
k
k∏
i=1
d
[ 1
p∗− 1q ]+
i + 1
)
+
1√
n
coc
k
k∏
i=1
d
[ 1
p∗− 1q ]+
i A
p
m1,S
D.4 Proof of Lemma 5
Proof. For p ∈ (1, 2], or equivalently p∗ ∈ [2,∞), ‖· ‖p∗ is 2(p∗ − 1)-strongly convex with respect to itself on
Rm1+1 [24] and ‖zi‖p∗ ≤ m
1
p∗
1 ‖zi‖∞, thus 1nE
∥∥∥∥ n∑
i=1
izi
∥∥∥∥
p∗
≤
√
p∗−1
n m
1
p∗
1 [14].
For p ∈ [1,∞) or equivalently p∗ ∈ (1,∞], let z[j] = (z1[j], z2[j], · · · , zn[j])T , where zi[j] is the jth
element of the vector zi ∈ Rm1 .
1
n
E
∥∥∥∥∥
n∑
i=1
izi
∥∥∥∥∥
p∗
≤ m
1
p∗
1
n
E
∥∥∥∥∥
n∑
i=1
izi
∥∥∥∥∥
∞
≤ m
1
p∗
1
√
2 log(2m1)
n
sup
j
‖z[j]‖2 (10)
≤ m
1
p∗
1
√
2 log(2m1)
n
√
n sup
j
‖z[j]‖∞
≤ m
1
p∗
1
√
2 log(2m1)√
n
The step in Equation (10) follows from Lemma 4.
D.5 Proof of Lemma 6
Proof. The proof is based on the ideas of [19, Lemma 17]
The right hand side (RHS) is always less than or equal to the left hand side (LHS), since given any vector
v we could create a corresponding matrix V of which each row is v.
Then we will show that (LHS) is always less than or equal to (RHS). Let V[, j] be the jth column of the
matrix V. We have ‖V‖p,p∗ ≤ ‖V‖p,q when q ≤ p∗ and by Hölder’s inequality, ‖V‖p,p∗ ≤ s
[ 1
p∗− 1q ]
2 ‖V‖p,q
when q > p∗. Thus
(LHS) ≤ sup
V∈Rs1×s2
s
[ 1
p∗− 1q ]+
2
‖V‖p,p∗
∥∥∥∥∥
n∑
i=1
iσ ◦
(
VT g(xi)
)∥∥∥∥∥
p∗
= s
[ 1
p∗− 1q ]+
2 sup
V∈Rs1×s2
1
‖V‖p,p∗
 s2∑
j=1
∣∣∣∣∣
n∑
i=1
iσ (〈V[, j], g(xi)〉)
∣∣∣∣∣
p∗
1/p
∗
≤ s[
1
p∗− 1q ]+
2 sup
V∈Rs1×s2
1
‖V‖p,p∗
 s2∑
j=1
‖V[, j]‖p (RHS)
s
[ 1
p∗− 1q ]+
2
p
∗
1/p∗
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= (RHS) sup
V∈Rs1×s2
1
‖V‖p,p∗
 s2∑
j=1
(‖V[, j]‖p)p
∗
1/p
∗
= (RHS)
D.6 Proposition 3
Proof. Define N k,dγp,q≤γ as a function class that contains all functions representable by some neural network
f = Tk+1 ◦ σ ◦ Tk ◦ · · · ◦ σ ◦ T1 ◦ x satisfying that
γp,q =
k+1∏
i=1
‖Wi‖p,q ≤ γ,
where d = (m1, d, · · · , d, 1), Ti(u) = W Ti u, and W i ∈ Rdi−1×di for i = 1, · · · , k + 1. In order to use the
conclusion of [19, Theorem 3] for DNNs with no bias neuron, it is sufficient to show that
N k,dγp,q≤γ ⊆ N k,dp,q,c,co ,
for any c, co satisfying that ckco ≥ γ.
If any ‖Ti‖p,q = 0, then f = 0 ∈ N k,dp,q,c,co . Otherwise, for any c, co satisfying that ckco ≥ γ ≥
k+1∏
i=1
‖Ti‖p,q,
we rescale each hidden layer by
si = c/ ‖Ti‖p,q ,
that is, define T ∗i by B
∗
i = 0 and W
∗
i = siWi, such that ‖T ∗i ‖p,q = c and T ∗i = siTi. Correspondingly, rescale
the output layer by 1/
k∏
i=1
si and
∥∥T ∗k+1∥∥p,q ≤ co as si ≥ 1. Therefore, f ∈ N k,dp,q,c,co .
E Generalization Bounds
In this section, we provide a generalization bound that holds for any data distribution for regression as an
extension of Section 3.
The Regression Problem. Assume that (x1, y1), . . . , (xn, yn) are n i.i.d samples on X × Y ⊆ Rm1 × R,
satisfying that
yi = f(xi) + εi, (11)
where f : X → Y ⊆ R is an unknown function and εi an independent noise.
E.1 Generalization Bounds
Assume that d : Y × Y → [0, 1] is a 1-Lipschitz function related to the prediction problem. For example, we
could define d(y, y′) = min(1, (y − y′)2/2). Let z = (x, y) ∈ Z, where Z = X × Y. Furthermore, for each
f ∈ N k,dp,q,c,co , define a corresponding hf such that hf (z) = d(y, f(x)). Let Hk,dp,q,c,co be a hypothesis class
satisfying
Hk,dp,q,c,co =
⋃
f∈Nk,dp,q,c,co
hf .
For every h ∈ Hk,dp,q,c,co , define the true and empirical risks as
ED[h] = Ez∼D[h(z)], ÊS [h] =
1
n
n∑
i=1
h(zi).
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Theorem 4. Let z = (x, y) be a random variable of support Z and distribution D. Let S = {z1 . . . zn} be
a dataset of n i.i.d. samples drawn from D. Fix δ ∈ (0, 1), k ∈ [0,∞) and di ∈ N+ for i = 1, · · · , k. With
probability at least 1− δ over the choice of S,
(a) for p = 1 and q ∈ [1,∞], we have ∀h ∈ Hk,d1,q,c,co :
ED[h] ≤ ÊS [h] +
√
log(1/δ)
2n
+
2co√
n
∗min
(
2 max(1, ck)
√
k + 2 + log(m1 + 1),
√
(k + 1) log 16
k∑
i=0
ci + ck(
√
2 log(2m1) +
√
(k + 1) log 16)
)
(b) for p ∈ (1, 2] and q ∈ [1,∞], we have ∀h ∈ Hk,dp,q,c,co :
ED[h] ≤ ÊS [h] +
√
log(1/δ)
2n
+
1√
n
coc
k
k∏
i=1
d
[ 1
p∗− 1q ]+
i
√
2 log(2m1)m
1
p∗
1 +
co
√
(k + 1) log 16
n
(
k+1∑
i=1
ck−i+1
k∏
l=i
d
[ 1
p∗− 1q ]+
l +m
1
p∗
1 c
k
k∏
i=1
d
[ 1
p∗− 1q ]+
i
)
.
(c) for p ∈ (2,∞) and q ∈ [1,∞], we have ∀h ∈ Hk,dp,q,c,co :
ED[h] ≤ ÊS [h] +
√
log(1/δ)
2n
+
1√
n
coc
k
k∏
i=1
d
[ 1
p∗− 1q ]+
i m
1
p∗
1 min
(
(
√
p∗ − 1,
√
2 log(2m1)
)
+
co
√
(k + 1) log 16
n
(
k+1∑
i=1
ck−i+1
k∏
l=i
d
[ 1
p∗− 1q ]+
l +m
1
p∗
1 c
k
k∏
i=1
d
[ 1
p∗− 1q ]+
i
)
.
The corollary below gives a generalization bound for the L1,∞ WN-DNNs.
Corollary 1. Let z = (x, y) be a random variable of support Z and distribution D. Let S = {z1 . . . zn} be a
dataset of n i.i.d. samples drawn from D. Fix δ ∈ (0, 1), k ∈ [0,∞) and di ∈ N+ for i = 1, · · · , k. Assume
that ck ≤ a0 for some a0 ≥ 1. With probability at least 1− δ over the choice of S, for any h ∈ Hk,dp,q,c,co , we
have:
ED[h] ≤ ÊS [h] +
√
log(1/δ)
2n
+
4coa0√
n
√
k + 2 + log(m1 + 1).
For instance, we could define c as 1 + v0k with some constant v0 ≥ 0 for ResNet [12], then c(k)k ≤ ev0 .
The case with v0 = 0 leads to a specific case where the normalization constant c = 1.
E.2 Proof of Theorem 4
Proof. By applying Theorem 3, with probability at least 1− δ over the choice of S, ∀h ∈ Hk,dp,q,c,co , we have:
ED[h]− ÊS [h] ≤ 2Rn(Hk,dp,q,c,co) +
√
log (1/δ)
2n
.
Thus it is equivalent to bound Rn(Hk,dp,q,c,co) in order to bound the absolute value of the generalization error.
By Lemma 3, we have:
Rn(Hk,dp,q,c,co) ≤ Rn(N k,dp,q,c,co).
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Finally, (a) follows from
Rn(N k,dp,q,c,co) ≤ sup
S
R̂S(N k,dp,q,c,co)
and Proposition 1, while
Rn(N k,dp,q,c,co) = Rn(N k,dp,q,c,co) ≤ sup
S
R̂S(N k,dp,q,c,co)
and Proposition 2 lead to (b) and (c).
F Theorem 2
F.1 Proof of Lemma 1
Proof.
∥∥(bi,wTi )∥∥1 = 1 implies ∥∥(bi, 2wTi )∥∥1 ≤ 2, thus by Theorem 1 Part (b), it is sufficient to show that g
could be represented by some neural network in N k,d
k
p,q,wid
1/q
k ,co
if instead
∥∥(bi, 2wTi )∥∥1 = 1. In addition, by
Theorem 1 Parts (b), (c) and (d), it is equivalent to show that when
r∑
i=1
|ci| = 1, g could be represented by
some neural network in N k,d1,∞,1,1 where di ≤ [r/k] + 2m1 + 3 for i = 1, · · · , k.
Decompose the shallow neural network as
g(x) =
(
r1∑
i=1
c+i
)
g+(x)−
(
r2∑
i=1
c−i
)
g−(x),
where
g+(x) =
r1∑
i=1
c+i σ
(
(w+i )
Tx+ b+i
)
/
r1∑
i=1
c+i , g−(x) =
r2∑
i=1
c−i σ
(
(w−i )
Tx+ b−i
)
/
r2∑
i=1
c−i
for some c+i , c
−
i > 0. Note that
∥∥αTAT∥∥
1
≤ 1 if α ∈ Rs satisfies that ‖α‖1 ≤ 1, and A ∈ Rt×s satisfies that
‖A‖1,∞ ≤ 1. Additionally
r1∑
i=1
c+i +
r2∑
i=1
c−i =
r∑
i=1
|ci| = 1.
Thus it is sufficient to show that
(g+(x), g−(x))
could be represented by some neural network in N k,d1,∞,1,1, where each hidden layer contains both σ ◦ x and
σ ◦ (−x), while satisfying that di ≤ [r1/k] + [r2/k] + 2m1 + 2 for i = 1, · · · , k and dk+1 = 2.
When k = 1, it is trivial.
When k = 2, we construct the first hidden layer consisting of [r1/2] + [r2/2] + 2m1 hidden neurons:
{(w+i )Tx+ b+i : i = 1, · · · , [r1/2]}, {(w−i )Tx+ b−i : i = 1, · · · , [r2/2]},x,−x.
For the second hidden layer, there are 2 + r − ([r1/2] + [r2/2]) + 2m1 hidden neurons. The first neuron
η1 =
[r1/2]∑
i=1
c+i σ
(
(w+i )
Tx+ b+i
)
/
[r1/2]∑
i=1
c+i ,
the second neuron
η2 =
[r2/2]∑
i=1
c−i σ
(
(w−i )
Tx+ b−i
)
/
[r2/2]∑
i=1
c−i ,
then follows σ ◦ x , σ ◦ (−x) and the left r − ([r1/2] + [r2/2]) hidden neurons
{η+i = (w+i )Tσ ◦ x− (w+i )Tσ ◦ (−x) + b+i : i = [r1/2] + 1, · · · , r1},
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{η−i = (w−i )Tσ ◦ x− (w−i )Tσ ◦ (−x) + b−i : i = [r2/2] + 1, · · · , r2}.
The output layer only contains two hidden neurons (g+, g−), which could be computed respectively by
[r1/2]∑
i=1
c+i
r1∑
i=1
c+i
σ(η1) +
r1∑
i=[r1/2]+1
c+i
r1∑
i=1
c+i
σ(η+i ) and
[r2/2]∑
i=1
c−i
r2∑
i=1
c−i
σ(η2) +
r2∑
i=[r2/2]+1
c−i
r2∑
i=1
c−i
σ(η−i ).
Thus, we find a neural network in N 2,d1,∞,1,co representing (g+, g−), where di ≤ [r1/2] + [r2/2] + 2m1 + 2.
When k = K, define r∗1 = (K − 1)[r1/K], r∗2 = (K − 1)[r2/K], r∗ = r1 + r2 and
g∗(x) = (g∗+(x), g
∗
−(x)) =
 1r∗1∑
i=1
c+i
r∗1∑
i=1
c+i σ
(
(w+i )
Tx+ b+i
)
,
1
r∗2∑
i=1
c−i
r∗2∑
i=1
c−i σ
(
(w−i )
Tx+ b−i
)
 .
By induction assumption, g∗ could be represented h∗ ∈ NK−1,d
∗
1,∞,1,1 , where d
∗
i ≤ [r∗1/(K − 1)] + [r∗2/(K − 1)] +
2m1 + 2. In order to construct a WN-DNN representing (g+, g−), we keep the first K − 1 hidden layers of h∗
and build the Kth hidden layer based on the output layer of h∗. Since the (K − 1)th hidden layer contains
both σ ◦ x and σ ◦ (−x). Thus except the original two neurons, we could add
{(w+i )T (σ ◦ x− σ ◦ (−x)) + b+i : i = r∗1 + 1, · · · , r1},
{(w−i )T (σ ◦ x− σ ◦ (−x)) + b−i : i = r∗2 + 1, · · · , r2}, σ ◦ x), σ ◦ (−x)
to the Kth hidden layer. Note that
∥∥(bi, 2wTi )∥∥1 = 1, thus we does not increase the L1,∞ norm of the Kth
transformation by adding these neurons.
We finally construct the output layer by
r∗1∑
i=1
c+i
r1∑
i=1
c+i
σ(g∗+(x)) +
r1∑
i=r∗1+1
c+i
r1∑
i=1
c+i
σ
(
(w+i )
Tx+ b+i
)
,
r∗2∑
i=1
c−i
r2∑
i=1
c−i
σ(g∗−(x)) +
r2∑
i=r∗2+1
c−i
r2∑
i=1
c−i
σ
(
(w−i )
Tx+ b−i
)
.
Thus, we build a neural network in NK,d1,∞,1,1 representing (g+, g−). The width of the ith hidden layer
di ≤ [r1/K] + [r2/K] + 2m1 + 3.
F.2 Proof for Theorem 2
Proof. Assume f is an arbitrary function defined on Rm1 → R, satisfying that ‖x1‖∞ ≤ 1, ‖x2‖∞ ≤ 1,
f(x1) ≤ L and |f(x1) − f(x2)| ≤ L ‖x1 − x2‖∞. Following [3, Propositions 1 & 6], for co greater than a
constant depending only onm1, a fixed γ > 0, , there exists some function h(x) : Rm1 → R =
r∑
i=1
ciσ(w
T
i x+bi),
satisfying that
r∑
i=1
|ci| ≤ co,
∥∥(bi,wTi )∥∥1 = 1 and r ≤ c2(m1)γ− 2(m1+1)m1+4 , such that
sup
‖x‖∞≤1
|f(x)− h(x)| ≤ coγ + c1(m1)L(co
L
)−
2
m1+1 log
co
L
,
where c1(m1) and c2(m1) are some constants depending only on m1.
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By taking γ = c1(m1)(co/L)−1−2/(m1+1) log coL , we have some function h(x) =
r∑
i=1
ciσ(w
T
i x+bi), satisfying
that
r∑
i=1
|ci| ≤ co,
∥∥(bi, 2wTi )∥∥1 = 1 and
r ≤ Cr(m1)(log co
L
)−2(m1+1)/(m1+4)
(co
L
)2(m1+3)/(m1+4)
,
such that
sup
‖x‖∞≤1
|f(x)− h(x)| ≤ C(m1)L(co
L
)−
2
m1+1 log
co
L
,
where Cr(m1) and C(m1) denote some constants that depend only on m1.
By Lemma 1, for any integer k ∈ [1, r], this h could be represented by a neural network in N k,d
k
p,∞,1,co ,
where dk0 = m1, d
k
i = [r/k] + 2m1 + 3 for i = 1, · · · , k and dkk+1 = 1.
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