We analyse financial development's impact on real gross domestic product per capita in seven West African Economic and Monetary Union (WAEMU) countries from 1970 to 2014. We assume that income and financial development process converge to USA, France and Japan's levels respectively. An analysis of the unit root and cointegration tests revealed non-stationary and cointegrated series. Estimates are based on the Dynamic Seemingly Unrelated Regression method (DSUR). Our study shows that, (i) the effect of financial development on real per capita GDP improves in WAEMU countries as the latter converge financially to their respective levels in USA, France and Japan; (ii) the effect of financial development on real GDP per capita decreases in the WAEMU countries as they grow economically to reach USA, France and Japan's income levels; (iii) the degree of the effect of financial development on real per capita GDP in the case of financial systems is stronger than that of the convergence of income.
Introduction
The contribution of financial development to economic growth has long been the subject of theoretical controversy. Several studies have found a positive link between financial development and economic growth. These studies show that financial system affects positively economic growth through the financing of technological innovation (Schumpeter, 1911) , a better allocation of savings to the most productive investments (King & Levine, 1993) , risks diversification (Greenwood & Jovanovic, 1990) and an increase in the marginal productivity of investment (Pagano, 1993) . While, other authors argue that financial system instead of accelerating economic growth tends to reduce it. By improving the allocation of resources and return on savings, financial development can reduce saving rate. If large externalities are associated with saving and investment, then financial development slows down long-run growth (Beck & Levine, 2004) . In addition, the management of information problems in credit markets by banks can lead to the situation of credit rationing and consequently results in a negative financial development effect on economic growth (Bencivenga & Smith, 1993; Guillard & Rajhi, 1993) .
Another theoretical controversy is the role of financial structure in growth. That issue raises the following question: which is the vector of growth -banks or financial market? Or do they both contribute to the economic growth? Four theories fuel the debate about the relationship between financial structure and growth. The first argues that banking system is more efficient than financial market in financing economy. For the second theory, financial market predominates banks. Boyd and Smith (1998) and Aka (2005) find that the effect of banks on growth is stronger in developing countries, whereas in developed countries the effect of financial market is predominant. The third view states that financial services offered by financial system as a whole (banks and financial market) to the economy are important for improving growth. The last view, called theory of law and finance, considers finance as a set of contracts governed by legal rights and enforcement mechanisms. Thus, the smooth running of the legal system improves contract execution and facilitates both the operations of financial intermediaries and markets. It therefore enhances the efficient allocation of resources and economic growth. Luintel, Khan, Arestis, and Theodoridis (2008) partially verify Boyd and Smith's (1998) assumption that the financial market is becoming more important as economies grow. On the other hand, Beck and Levine (2004) and Levine (2002) fail to identify specifically the financial institution that generates growth, although financial system as a whole (banks and financial market) improves significantly economic growth. King and Levine (1993) predict a decrease in the impact of financial development on growth as countries grow and become richer. Luintel et al. (2008) have assessed the role of financial development on economic growth when countries become economically and financially developed and their economic and financial structures go up. They show that the effect of financial development on economic growth as countries develop financially and economically is variable and specific to each economy. This study provides an interesting analytical framework for understanding the role of financial development on economic growth in low-and middle-income countries in their process of growth towards the levels of economic and financial development of richer countries.
The objective of this paper is to analyse not only the impact of financial development on growth but also to examine the influence of financial development on growth as the economies of the WAEMU countries develop financially and economically to the respective levels of rich countries. To do this, we use new financial development indicators constructed according to the technique of Luintel et al. (2008) with the USA, France and Japan as reference countries. These indicators greatly help to determine financial development behavior with respect to economic growth when countries develop economically and financially. This has not yet been tested to our knowledge of the WAEMU countries. We chose these three economies because the USA is the world leading economic power with the highest level of economic and financial development. France, the colonising country, maintains historical relations with the WAEMU countries. It is therefore the first economic and financial partner of these countries and it is quite natural to take it into account in this study. Japan has a banking-oriented financial system like that of the WAEMU countries. We do not intend to compare the WAEMU countries to the level of USA, France or Japan nor to test whether or not they converge to them. But we want to determine the role of financial development on economic growth when economies and financial systems develop and tend towards the respective levels of developed countries.
The rest of the article is organised as follows: Section 2 presents a brief review of the empirical literature between financial development and growth. Section 3 describes the model. The results of the estimates are analysed in section 4 and we end with the conclusion.
Literature Review
The empirical impact of financial development on economic growth is not a priori defined. Using private credit (% GDP) as a financial indicator, De Gregorio and Guidotti (1995) find a strong negative and significant correlation between financial liberalisation and economic growth with panel data from 1950 to 1985 for twelve Latin American countries. Hay (2000) finds a similar result from a sample of panel data from twelve countries (six developed countries and six developing countries) over the period 1970-1996 with domestic credit to GDP and domestic credit to bank deposits as financial indicators. Using time series, Adusei (2012) also finds a negative effect of financial development on economic growth; in this study financial development reduces significantly per capita GDP both in the short run and in the long run. On the other hand, the estimation of a cointegrated panel by the FMOLS method allowed Christopoulos and Tsionas (2004) to show that financial development is actively involved in promoting economic growth. Rachdi and Mbarek (2011) , using the same estimation technique and generalised method of moments, also support the positive effects of financial development on economic growth in four countries in the Middle East and North Africa, and six countries in Organisation for Economic Co-operation and Development (OECD). Khadraoui and Smida (2012) and Bist (2018) come to similar conclusions. With time series, Rao, Tamazian, Singh, and Vadlamannati (2008) , Araç and Özcan (2014) also find a positive impact of financial development on long-run economic growth. The former use the Fully Modified Ordinary Least Squares (FMOLS) method from Phillips and Hansen (1990) while the latter use the Vector Error Correction Model (VECM) approach.
As for Loayza and Ranciere (2005) , they argue that financial intermediation (private credit as a percentage of GDP) affects positively and significantly economic growth in the long run, but the effect is negative and significant in the short run. Different aspects of the financial development process (financial deepening and financial fragility) would explain these contradictory results. Indeed, financial deepening increases significantly economic growth while the financial fragility captured by financial volatility and bank crises deteriorates significantly economic growth. The total effect of financial liberalisation and financial intermediation on economic growth could be a combination of these effects where the relative influence of financial deepening and financial fragility would depend on the level of financial development of each country. Karlsson and Mansson (2015) find similar results in the case of 10 Asian economies from 1971 to 2013. Some authors find a non-significant effect of financial development on economic growth. This is the case for example of Hermes and Lensik (2005) and Esso (2005) . Hermes and Lensik (2005) find a non-significant negative effect of the private sector credit to GDP on the per capita GDP growth rate with panel data from twenty five emerging countries. The results obtained by Esso (2005) show an indifference of economic growth to various financial indicators in the WAEMU countries from 1960 to 2002.
(Banking and financial market) does not explain significantly growth while indicators of overall financial development impact positively and significantly long run growth. By the same token, Beck and Levine (2004) argue that financial system as a whole (banks and financial market) improves significantly economic growth, but they fail to identify specifically the financial institution that generates growth. Luintel et al. (2008) partially verify Boyd and Smith's (1998) hypothesis which not only posits that banks-dominated financial systems are more favorable to economic growth and development when countries are at low levels of economic development, but also suggests that as countries develop financial market becomes more active. Indeed, from a sample of 14 countries in a time series study from 1978 to 2005, the results show that six countries verify the hypothesis of Boyd and Smith, three countries invalidate it and the others remain indifferent. In addition, Luintel et al. (2008) also analysed the impact of financial development on growth when economies develop financially and economically. When countries develop financially the influence of financial development on growth is reduced in five countries and increases in four countries. In the other countries, the effect is not significant. When countries develop economically the impact of financial development on growth increases in five countries and declines in four countries and the effect is not significant in the others. Caporale, Rault, Sova, and Sova (2009) examine the relationship between financial development and growth in 10 new European Union member states over the period 1994-2007. They show that financial market is underdeveloped in these countries and therefore its contribution to economic growth is limited because of a lack of financial deepening. On the other hand, they find that a more efficient banking sector is accelerating growth. Lipovina-Bozovic and Smolovic (2016) assert that economic development is positively influenced by general financial development and the efficiency of the banking sector. Karagiannis and Kvedaras (2016) show that financial structure plays a central role in the relationship between financial development and economic growth. They conclude that bank credit to households and outstanding debt securities to financial corporations impact negatively and significantly economic growth, whereas credit to non-financial firms and stock markets act positively on economic growth. Aka (2005) shows that there is an optimum threshold of structure from which financial intermediation less dynamises economic growth. Financial intermediation further stimulates economic growth in developing countries below the optimal threshold. Beyond the optimal threshold where developed countries have developed financial markets, financial intermediation less increases growth. This reinforces the work of De Gregorio and Guidotti (1995) which indicates that financial liberalisation is highly positively correlated with growth rate in low-and middle-income countries while it has no effect on the growth rate of high-income countries. Panizza (2012) figures the optimal threshold of 110% of the private sector credit to GDP. Indeed, according to the author, the effect of financial development on economic growth becomes negative, if the private credit rate reaches 110%. This could be explained by the increased macroeconomic volatility caused by finance. In the context of European Union and Euro area, Karagiannis and Kvedaras (2016) find that the peak of the positive impact of bank credit on economic growth is close to 50% of the GDP in the case of substantial share of credit to households and 65% of the GDP if all credit were directed towards non-financial corporations.
Econometric Model
To determine the impact of financial development on economic growth we use the Rao et al. (2008) model which is a modified production function of Solow (1956) with constant returns to scale and of technical progress neutral in the sense of Hicks, = , 0 < < 1 (1) with , the product per worker, the stock of technology and , the capital per worker.
The technical progress which grows at an exponential rate g over time is defined as:
where 0 is the initial stock of knowledge and t is the time index. Rao et al. (2008) assume that is a function of financial development (FD t ) and time, that is,
Equation (3) is again written as follows
Replacing equation (4) in equation (1), we obtain the following equation of product per worker.
The linearised form of equation (5) to which we add the error term gives equation (6):
where L is the symbol of the natural logarithm. Rao et al. (2008) conducted a time series study. For our part, we consider a panel data approach. As a result, equation (6) becomes
Let us increase the equation (7) of traditional determinants of growth materialised by the variable X t :
In order to analyse the role of financial development convergence in the process of economic growth, we based our analysis, as Luintel et al. (2008) did, on the interactive variables by taking the income level and financial development level of the USA, France and Japan as a benchmark. Considering, for example, the USA GDP per capita level, model (8) can be written as follows:
with FDYC the multiplicative variable of FD and YC where YC = (YUS -y) represents the convergence of real GDP per capita of any country to that of the USA noted YUS. If 1 is positive and significant, this implies that the impact of financial development increases during the income convergence process. On the contrary, the impact of financial development on growth will decrease as countries develop if 1 is significantly less than zero. Using the financial development convergence of the countries under study compared to that of the USA, we can write the equation below:
where FDC measures the convergence of financial development of a country to that of the USA calculated as FDC = FDUS -FD and FDFDC is the multiplication of FD and FDC. If 2 is significant and positive, the effect of financial development on growth increases with the process of its convergence to that of the USA. The opposite effect is observed if 2 is significant and less than zero. Thus we are interested in the significance of the coefficients 1 and 2 , rather than their sign. The interactive variables of convergence with reference to France and Japan are constructed in the same way as in the case of the USA.
Estimation Results

Data Analysis
Data come from two sources: The financial variables are taken from the DataMarket's web site. The financial development indicators selected in this study are liquid liabilities to GDP (ll), bank deposits as a percentage of GDP (bad) and the ratio of credit to the private sector to GDP (cps). Real variables are real GDP per capita (y), capital stock per capita (k) and government expenditure (gouv). They come from the Penn World Table database (PWT 9.0). We divided real GDP and capital stock by total population in order to obtain real GDP per capita and capital stock per capita, respectively. For more details about data source, see Appendix. All variables are expressed in logarithm which is denoted by the letter "L". Using the selected financial indicators, Lcps, Lll and Lbad, the income convergence and financial system convergence variables are respectively Lcpsyc, Lllyc, Lbadyc, and Lcpsc, Lllc and Lbadc. In the rest of the document, the following codes USA, FRA and JPN will refer respectively to the USA, France and Japan. Data refer to WAEMU countries with the exception of Guinea-Bissau where the series of variables of interest contain many missing data. The study period goes from 1970 to 2014. (King & Levine, 1993; Beck, Levine, & Loayza, 2000; Ang & McKibbin, 2005; Loayza & Ranciere, 2005; Keho, 2005; Liang & Teng, 2006; Lakštutienė, 2008; Araç & Özcan, 2014) .
With respect to the binding among regressors, we observe both positive and negative linear associations between regressors. Aside from the low negative association between Lgouv and the variables Lcps and Lll, all other correlations are positive. Apart from linkage between liquid liabilities and bank deposits where correlation is greater than 0.6 all other correlations are less than or equal to 0.6. Strong connections between indicators of financial development are inconsequential for estimation in the sense that these variables are used separately in regressions. In sum, we can say that there is no multicollinearity in view of the weak correlations between regressors.
Unit Root Tests
The order of integration of series is carried out by the tests of Maddala and Wu (1999) Table 3 and Table 4 .
In level, the first generation tests (MW and IPS) with the significance level of 5% reject the null hypothesis of unit root for five variables. These variables are: Lgouv, Lllyc_jpn, Lbadyc_usa, Lbadyc_fra and Lbadyc_jpn. For all the other variables, the two tests accept the null hypothesis of unit root at the 5% level. In general, Bai and Carrion-i-Silvestre (2009) tests indicate non-stationary series at the 5% level. However, the Pm test shows that the Lll and Lbad series are stationary. The P test leads to the same conclusion for the Lbad variable. Bai and Carrion-i-Silvestre (2009) show, however, that when structural breaks affect the trend the statistics Z, Pm* and P* have better performance than the other statistics in terms of empirical size. But in the case the breaks only affect the mean it is the Z statistics that has the most powerful empirical power. The results of these three tests clearly show that we cannot reject the null hypothesis of unit root at the 5% level for all variables. In the first difference, all series are stationary at the 5% level whatever test we used. From the results of the tests contained in Table 4 , especially the Z, Pm* and P* tests, we can say that the series are integrated from order 1 to the 5% level. In order to avoid the problem of spurious regressions, we have to check whether there is a long-run relationship between the variables I (1), that is to perform cointegration tests. Bai and Carrion-i-Silvestre (2009) . The critical values are: Z: -2.33 (1%), -1.65 (5%) and -1.28 (10%), Pm: 2.33 (1%), 1.65 (5%) and 1.28 (10%), P: 29.14 (1%), 23.68 (5%) and 21.06 (10%). Z*, Pm*, and P* refer to the corresponding statistics obtained using the p-values of the simplied MSB statistics. ***, ** and * denote rejection of the null hypothesis of unit roots at 1%, 5% and 10% levels respectively. Tests are conducted with a maximum of 2 structural breaks and a maximum of 4 common factors estimated with BIC method.
Cointegration Tests
The analysis of cointegration is carried out by Pedroni's (1999 Pedroni's ( , 2004 panel adf-statistic (P_adf) and group adf-statistic (G_adf) tests, and the and tests of Westerlund and Edgerton (2006) . Rachdi and Mbarek (2011) argue that in the case of small samples, the G_adf test is the most robust. Westerlund and Edgerton (2006) consider both break and cross-section dependence in testing the cointegrating relation. All those tests are carried out with a maximum of 6 lags. The criterion of Hannan and Quinn (1979) is used to determine the optimal lag in the Pedroni tests. These tests are conducted by taking into account the constant and the linear trend. The breaks are considered both at the level of the constant and the slope in the Westerlund and Edgerton tests. The results are shown in Table 5 . Regardless of the reference country and the test used, Pedroni's tests do not reject the hypothesis of no cointegration: all specifications accept the null hypothesis of no cointegration at the 5% level except the equations of Lbadc_usa, Lbadc_fra, Lcredyc_jpn, Lcredc_jpn and Lllyc_jpn. The Westerlund and Edgerton tests support the cointegrating relation hypothesis but this is not true for all specifications when we consider the test in regime shift case. For example, Lcpsyc equations accept the null hypothesis of no cointegration at any conventional significance level for any reference country.
In a whole, the Westerlund and Edgerton (2006) tests with level shift or regime shift clearly state that there is a cointegration relationship in the data on hand. From an economic point of view, this means that there is a long-run relationship between the dependent variable and the explanatory variables. This result is contrary to the work of Esso (2005) but goes in the same direction to the conclusions of Christopoulos and Tsionas (2004) , Rachdi and Mbarek (2011) and Bist (2018) . The estimation of cointegrated panel data model requires the use of efficient estimation methods. Table 5 . Cointegration results Pedroni (1999 Pedroni ( , 2004 Westerlund and Edgerton ( (2006) we took a maximum of 2 common factors and the number of structural breaks is estimated automatically. ***, **, *, denote rejection of the null hypothesis of no cointegration for the 1%, 5% and 10% levels respectively. All statistics are compared to -2.326, -1.645 and -1.282 for respectively levels of 1%, 5% and 10%. Trimming: 0.15
Estimation of Long-Run Coefficients
If the cointegration test confirms the long-run relationship between the endogenous and the regressors, then an efficient estimation method must be used. The estimation of a cointegrated panel model by the Ordinary Least Squares (OLS) method produces biased estimators (Pedroni, 2000; Kao & Chiang, 2000) . And the Generalised Method of Moment estimator is non-convergent when the dependent variable is not stationary (Hä mä lä inen & Malinen, 2009) . For this purpose, we use the Dynamic Seemingly Unrelated Regression (DSUR) method of Mark, Ogaki, and Sul (2005) . That method is applicable only for panel data where the temporal dimension (T) is greater than the number of cross sections (N). In the case of small samples, Mark et al. (2005) argue that the DSUR method offers a gain in efficiency over other estimators when one starts from a moderate dependency to a strong correlation of cross sections. Moreover, the authors demonstrate that the DSUR method yields significant efficiency gains over non-system methods such as Dynamic Ordinary Least Squares (DOLS) when a set of heterogeneous regressors enter into the regressions and when there is a correlation between the equilibrium errors of the different cointegrating equations.
Tables 6 to 8 present the estimation results per country of convergence. Fixed capital stock per capita (Lk) coefficient depends on the convergence indicator we used. The coefficient is negative and statistically insignificant in Lcpsyc equations whatever the country of convergence and in Lcpsc_jpn equation. In other equations fixed capital stock per capita has a statistically significant positive effect on real GDP per capita. As for government expenditures, they reduce economic growth in all specifications except the equation of Lbadc_fra, Lllc_jpn and Lbadyc_jpn, where the respective coefficients are 0.04, 0.01 and 0.03. However we note that the impact is not statistically significant in several equations. This negative relation is confirmed by previous studies (Loayza & Ranciere, 2005; Rachdi & Mbarek, 2011) .
The influence of financial development varies according to the indicator and the convergence variables we chose. Private credit rate and liquidity rate do not seem to be statistically significant for real GDP per capita. However bank deposits affects significantly economic growth, the effect is positive at the 1% level in the income convergence equations (Lbadyc) and negative at the 1% level in the financial system convergence equations (Lbadc). An explanation of the negative effect of financial development on growth in the WAEMU countries would be the banking crisis of the 1980s. This assertion is shared by Loayza and Ranciere (2005) . The positive effect of financial development on growth is confirmed by previous analyses (De Gregorio & Gudotti, 1995; Beck et al., 2000; Christopoulos & Tsionas, 2004; Bist, 2018) .
Let us now analyse the impact of financial development on growth through interactive variables of convergence. We first consider the situation of income convergence. At this level, we note that on average the effect of financial development on growth decreases as the income level of WAEMU countries converges to that of the USA, France and Japan. When we averaged the statistically significant coefficients we found that as the incomes of WAEMU countries converge towards those of the USA, France and Japan, the impact of financial development on economic growth is reduced by 0.01%, 0.06% and 0.08% respectively following a 1% increase in financial development. This result implies that the effect of financial development on growth is diminishing in the countries of the Union as the latter develop economically in order to reach the levels of the USA, France and Japan. However, in the case of the convergence of financial systems the impact of financial development on growth is improving. The average effect of financial development on growth is 0.30, 0.69 and 1.08 in USA, France and Japan respectively. It can be said that the effect of financial development on real GDP per capita increases in WAEMU countries when the financial system of the latter converges towards that of USA, France and Japan. T-statistics are presented in parentheses. ***,** and * indicate statistical significance at the 1%, 5% and 10% levels, respectively. All DSUR estimations include individual constant and common time effect with 2 lags and leads. -0.49*** (-3.48) Lbadyc_fra -0.11*** (-6.06) Lbadc_fra 0.69** (2.34) Note: T-statistics are presented in parentheses. ***,** and * indicate statistical significance at the 1%, 5% and 10% levels, respectively. All DSUR estimations include individual constant and common time effect with 2 lags and leads. T-statistics are presented in parentheses. ***,** and * indicate statistical significance at the 1%, 5% and 10% levels, respectively. All DSUR estimations include individual constant and common time effect with 2 lags and leads.
In sum, the results indicate that the overall effect of financial development on growth depends on the convergence variable. The results also show a strong impact of financial development in the case of convergence of financial systems relative to the convergence of incomes. In fact, these results can be explained as follows: The negative effect through the convergence of income can be explained in two ways: first, it may be due to a decrease in the overall effect of financial development on economic growth as countries develop economically as emphasized by King and Levine (1993) . Secondly, this could be due to the large gap between the level of development of WAEMU countries and that of countries like the USA, France and Japan. As highlighted by Aghion, Howitt, and Mayer-Foulkes (2005) , financial development has a positive effect on the steady-state level of per-capita GDP relative to the frontier in a country that converges to the frontier growth rate. GDP per capita of WAEMU countries does not converge towards those of the USA, France or Japan. A comparison between these two levels of development is certainly not appropriate. On the other hand, the positive effect of financial development through the convergence of the financial system can be justified by the increased and rapid integration of financial systems. We know that WAEMU area is dominated by foreign banks. In 2016, for example, the West African Monetary Union Banking Commission Report notes that half of the banks were international banks, or 66 banks out of a total of 131. It is shown that the introduction of foreign banks improves the efficiency of the domestic financial system, which in turn enhances economic growth (Levine, 2001 ). Many studies show that financial integration acts positively on economic growth through its indirect effect on financial development (De Gregorio, 1999; Levine, 2001; Osada & Saito, 2010; Mahajan & Verma, 2015) . According to Mahajan and Verma (2015) , in the case of India, the change in economic growth due to international financial integration through financial development is approximately 8.63%.
Conclusion
The main concern of this paper was to assess the impact of financial development on the economic growth of WAEMU countries. Specifically, we have tested the effect of financial development on growth as countries develop financially and economically and tend towards the respective levels of rich countries such as the USA, France and Japan. The production function of Solow (1956) modified by Rao et al. (2008) is used to determine the impact of financial development on growth. Estimated results indicate on the one hand that the effect of financial development on growth is declining in WAEMU countries as they grow economically to reach USA, France and Japan levels. On the other hand, the effect of financial development on growth is improving when the financial system of WAEMU countries converges to those of USA, France and Japan's levels. The results also show a strong impact of financial development in the case of convergence of financial systems relative to the convergence of incomes. WAEMU countries should take measures that will boost growth and increase incomes in order to accelerate the process of convergence of incomes and reduce the gap between WAEMU countries and developed countries. They will also improve the quality and performance of financial systems in order to accelerate the development and reinforce the integration of financial systems. Financial systems should therefore be better regulated to reduce or limit the negative effects that may result from financial integration. All this should be accompanied by macroeconomic discipline, good governance and the establishment of better institutions.
