In order to reconstruct phylogenetic trees from extremely dissimilar sequences it is necessary to estimate accurately the extent of sequence divergence. In this paper a new method of sequence analysis, Markov triple analysis, is developed for determining the relative frequencies of nucleotide substitutions within the three branches of a threetaxon dendrogram. Assuming that nucleotide sites are independently and identically distributed and assuming a Markov model for nucleotide (or protein) evolution, it is shown that the unique Markov matrices can be reconstructed given only the joint probability distribution relating three taxa. (In the much simpler case involving only two taxa and two character states, Markov matrices can also be reconstructed, provided symmetry assumptions are placed on the elements of the matrices.) The method is illustrated using sequence data from the combined first and second codon positions derived from complete human, mouse, and cow mitochondrial sequences.
Introduction
In Elliott Sober's insightful book Reconstructing the Past (Sober 1988) he asks, "When is history knowable?," referring to the history of physical systems as well as phylogenetic ones. In this paper I tackle a far simpler question. I ask, "Using a Markov matrix model, what is the maximum evolutionary historical information one can extract from molecular sequence data?" The answer is surprisingly simple. For three taxa, under a general Markov model, one can recover all the information. (This assumes, as usual, that the sequences are sufficiently long, that they are correctly aligned, and that all positions are independent and identically distributed.) An analytical method by which one can do this (Markov triple analysis) is described here.
The solution is important because most methods of phylogenetic reconstruction are based on assumptions about the relative frequencies of nucleotide substitutions during the evolution of DNA or RNA sequences. Yet previously one had no method of accurately estimating nucleotide substitution rates, partially because the problem appeared to be so difficult. For just four character states (A, C, G, and T), reconstructing the Markov matrices for three taxa requires the simultaneous solution of 64 nonlinear equations for 39 unknowns. Given that the solution of only a few nonlinear equations can be extremely difficult, it is surprising that general solutions exist. The equations describing Markov triple analysis are simple and attractive and, since they are general statements about probabilities, they may be useful in other fields as well.
To illustrate the analysis, Markov matrices are first reconstructed for two taxon trees. (These matrices are subject to symmetry restrictions.) Next general, i.e., unrestricted, Markov matrices are derived for three taxon trees. Finally, the method is applied and used to estimate the substitution rates for the first and second codon positions of human, mouse, and cow mitochondrial DNA (mtDNA).
Theory

A Two-Taxon (Symmetrical) Solution
First consider the two-taxon rooted tree shown in figure 1. It is assumed that the sites are independent and identically distributed (i.i.d.). Also, it is assumed throughout this paper that the underlying joint-probability distribution between sequence 1 and sequence 2 can be determined as accurately as desired. Thus, the analytical solution assumes infinite data (data sampling is addressed in the Methods section).
The joint-probability matrix is a function of the probabilities of each of the nucleotides in the ancestral sequence, represented by the diagonal matrix R, and of the probabilities of change between nucleotides, represented by Markov transition matrices. The joint-probability matrix describing the data, J, is related to the diagonal matrix and the Markov transition matrices by the equation: J = A.R-BT, where BT is the transpose of the B matrix. The problem to be addressed here is to find the inverse, "Given J, can one reconstruct A, R, and B?"
In general, for two taxa, for any number of character states, it is not possible to determine the A, R, and B matrices because the problem is underdetermined. For example, for two character states, general Markov matrices A and B will both contain two unknowns, and R will contain one unknown, resulting in a total of five unknowns. In contrast to this total of five unknowns, Jij contains four entries, corresponding to three independent numbers (since the probabilities must sum to one) so that the unknowns exceed the knowns (by five to three).
However, if something is known about the symmetry of the Markov matrices, then the inverse can be obtained. Consider the following symmetric A and B matrices:
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(1) matrix at the root of the tree and two Markov matrices, A and B, describing the evolution of the sequences from the root to taxa 1 and 2. The calculation of the joint probability matrix, J12, from these matrices is indicated.
Then the joint probability matrix is calculated to be:
Linear combinations of the entries in J allow one to calculate the following terms (assuming the character states are C and T):
From which one can calculate Markov and root matrices:
the coefficients of the
This simple two-taxon example provides some insight into the considerably more difficult general three-taxon problem.
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If one analyzes three taxa simultaneously, then one can reconstruct general, i.e., without symmetry constraints, Markov matrices. In this section the methods are illustrated using two-character-state Markov matrices, but the derivation can be readily generalized to any number of character states.
Thus, for computational purposes, the representations shown in figure 2 (left and right) are equivalent. Even if a branch contains a root, it can be described by an appropriate Markov matrix.
Consider the rooted tree shown in figure 2. Let the Furthermore, the Markov matrix A' relating taxon root, R, occur in the branch leading to taxon 1, and let 1 to root R (the reverse direction from that described the node leading to taxa 2 and 3 be labeled R, as illusabove) is obtained by dividing the 0th elements of JR1 trated at the left side of figure 2. The joint probability (=JTn) by the iith element of Di, the diagonal commatrix which relates root R to taxon 1 is described by positional matrix representing the sequence composithe equation, Jm = A,.&.Ax
where Al and A, are the tion at taxon 1, as illustrated below:
FIG. 2.-Two "computationally equivalent" rooted trees. The tree on the left includes the true root of the tree, Ra, and Markov matrices, A, and AZ, describing changes from the root to taxon 1 and to the subsidiary root, R. The tree on the right uses three Markov matrices, A, B, and C, to describe the relationships of taxa 1, 2, and 3 to the subsidiary root, R.
Markov matrices describing the probabilities of change in going from root & to taxon 1, and from root R to root R, respectively, and & is the diagonal compositional matrix representing the sequence composition at root I&,. In general, provided that the sums of the columns and the rows of J1n are nonzero, a Markov matrix A exists such that Jm = A,.&.AT = A-R. To illustrate this, consider the following example, using specific Markov and diagonal matrices. 1 Jr-(7)
For the following calculations it is helpful to use the A' representation-for change from taxon 1 to root R, and B and C matrices to represent change from root R to taxa 2 and 3, respectively. For two character states let the explicit Markov matrices have the form:
wheres + t = 1 andu + v = 1. By fixing a reference taxon one can calculate joint probabilities, conditioned on a particular character state in the reference taxon (taxon 1 has been arbitrarily chosen as the reference taxon). Let D, be the joint probability (conditional) that nucleotide i will be present at taxon 2 and j will be present at taxon 3 conditioned on nucleotide C being present in taxon 1, i.e., Dij = P(2 = i, 3 =jll= C), and let E, be the conditional joint probability that nucleotide i will be present at taxon 2 and j will be present at taxon 3 given that nucleotide T is present in taxon 1, i.e., E, = P(2 = i, 3 =jll= T). Then D, and E, are given by:
equation is derived by using the column properties of determinants, and provides the experimentally determined coefficients necessary to solve for the 0~'s. Note that the characteristic equation is a polynomial in (Y (with order equal to the number of character states). By the second line of equation (lo), the polynomial is equal to zero whenever either s + (xu = 0, or t + (xv = 0. Let (x1 and 01~ be the solutions to the quadratic equation. Then, since t = 1 -s and v = 1 -u, one obtains either of two solutions for s and u, depending on which roots of 01 are used:
The correct solution can be determined by substituting the values for s, t, u, and v into equation (8) for A'. As noted by others (M. Steel, personal communication), the denominators of these expressions are never zero, since det(A') > 0 [Proof: If (x1 = 02, then s/u = t/v, so det(A') = sv -tu = 01. Also since the determinant of A' must be positive (see Lake 1994; Lockhart et al. 1994; Steel 1994) , and since the determinants of the two possible solutions of A' are of opposite sign, the correct solution is uniquely specified.
At this stage it is simple to determine the B and C Markov matrices using the conditional joint distribution relating taxa 2 and 3, listed below:
where Di and D2 are the column vectors of D, and
and E2 are the column vectors of E. The solutions for s, t, u, and v can be derived by
solving for (Y in the following characteristic equation:
The second line of the equation is derived using the product rule for determinants and explicit evaluation
The following four equations derived from equaof the central diagonal matrix. The third line of the tions (12) are linear in c, d, e, and f and can easily be solved for these unknowns:
Hence, the B and C matrices can be reconstructed.
Note that these equations could be singular if s = u (in which case they could not be inverted), but this is a minor concern, since one would expect s > u. The A matrix can be reconstructed from the A' matrix by reversing the steps previously described in equations (6) and (7), Q.E.D.
Methods
The solution for four character states parallels that for two character states, except that it is slightly more complex. In the following section, practical suggestions for implementing the four-character-state solution are described.
As for two character states, let the matrices A, B, and C represent the matrices describing changes from the root R to sequences 1, 2, and 3, respectively. Let A' represent the Markov matrix describing changes from sequence 1 to root R. The explicit form of the A' matrix 
As for two character states, sequence 1 is arbitrarily chosen as the reference sequence, and the matrices D, E, F, and G (the joint probabilities conditioned on the character state in the reference taxon being the nucleotides A, C, G, and T, respectively) are constructed from the three-dimensional joint probabilities. Again the vectors D1, D2, D3, and D4 are the column vectors of D, and similarly for E, F, and G. Unlike the previous case, there are six characteristic equations that must be solved. Since the equations for four character states involve solving quartic polynomials, and since quartic polynomials have closed-form solutions, so do our results. This is fortunate, since explicit solutions are more reliable than root finding, which is necessary for higher-order polynomials (Press et al. 1986 ). (The solution using amino acids as character states is more complex and requires the solution of a 20th-order polynomial, for which there are no closed-form solutions, and would require very long sequences, perhaps entire genomes.) The first of the six characteristic equations is listed completely to illustrate the calculation of the coefficients of the polynomial, whereas the last five are less explicit. 
= IBI ICl(k + ao)(Z + cxp)(m + cxq)(n + cxr
Upon solution of these equations, one is provided with 24 roots corresponding to four roots for (Xi, pi, yi, si, Ei, <i, h w ere i varies from 1 to 4. One can order the (Y, p, etc. so that ol, p 1, etc. are associated with the same nucleotide by the following procedure. Arbitrarily label the alphas as ol, 02, 03, and (x4. The next task is to order the roots so that <x1, pr, . . . consistently refer to the same root; in other words, so that ox1 = -klo, PI = -k/s, y1 = -k/w, Sl = -oh, El = -o/w, c1 = -s/w, and so forth. Notice that the ratios satisfy the following four sets of relationships: CxiSi = -pi, OLiEi = -yi, pisi = -yi, 6i5i = -Ei, for i = 1 to 4. Hence, arbitrarily fixing the order of the alphas, there are (4!)5 = 7,962,624 possible choices for the orderings of the p's, y's, . . . which will satisfy the above relationships.
For infinite data (assuming correct alignments), a unique ordering will correspond to zero inconsistency (I = ~i=L,4 abs[lnloil + lnl6il -lnlpil] + abs[lnlo,l + lnleil -lnlyil] + abs[lnlpil + lnl~il -lnlyil] + abs[lnl6il + lnlcillnleil], where the absolute value function is represented by abs or vertical lines and In is the natural logarithm. As a practical matter, because of finite data and computer roundoff errors, one selects the global solution which minimizes the inconsistency. Given these solutions for (Y, @, y, etc., the following linear equations apply (since the sums of the columns must equal one): Table 1 Probabilities of Nucleotide Change Given that the Root Sequence R Contains a T Table 2 Probabilities of Nucleotide Change Given that the Root Sequence R Contains a C In practice, it has always been possible to determine the solution from the remaining 12 alternatives by choosing the ordering of columns that uniquely places the largest matrix elements on the diagonal. (For very divergent sequences, one must use the following general procedure: First, all 12 alternatives of the A' matrix are used to calculate the A matrix. Next, sequence 2 is used as the reference in order to calculate the 12 alternatives for the B matrix, and then sequence 3 is used to calculate the 12 alternatives for the C matrix. Using the four-characterstate equivalent of eq. 12, one then calculates the A matrix for each of the 12 possible solutions. The common solution for these three estimates yields the unique solution for A, and also those for B and C). The final steps are (1) the reconstruction of the A matrix from the A' matrix and the composition of sequence 1 and (2) the reconstruction of the B and C matrices. Both are performed following the steps described above for two taxa using the analogues of equations (7), (12), and (13). One should also note that, given the A, B, and C matrices, the corresponding number of nucleotide substitutions/position (dA, dB, and dC, respectively) is proportional to dx --ln(det(X)) (Lake 1994; Lockhart et al. 1994; Steel 1994) .
Nucleotide X P(H = X(R = T) P(M = X(R = T) P(B = X(R = T)
Nucleotide X P(H = X(R = C) P(M = X(R = C) P(B = X(R = C)
To test these procedures, complete mitochondrial genomes from Homo sapiens, A4us musculus, and Bos taurus were aligned. Multiple sequence alignments were performed with the star alignment procedure (Lake 1991) and then proofread by hand. Pairwise alignments of nucleotide sequences needed to construct the alignment were performed with the ALIGN program available in the Dayhoff package (Dayhoff, Barker, and Hunt 1983) . The frog Xenopus Zaevis was chosen as an outgroup taxon for the star alignment.
The break penalty was 6 and the data matrix scored identities, transversions, and transitions. Preliminary experiments with l&S rDNA suggested that scores of +3, + 1, and 0 for identities, transversions, and transitions, respectively, were reasonable. To further reduce alignment biases, regions were excluded from the analyses if the sequences contained gaps that could be easily moved with little or no change in alignment score. To conserve computer storage, the sequences were aligned as four overlapping sections of approximately 5,000 nucleotides. Each section contained 500 nucleotides on either side that overlapped with the adjacent section. Fifteen thousand twenty-six nucleotides were common to all four sequences. The alignments are available by E-mail from "lake@mbi.ucla.edu".
Only first and second coding positions were analyzed. The joint probability distribution was constructed from the sequences except that an additional l/2 count was added to all zero elements of the matrix in order to reduce bias from the finite sample size. Variances of the coefficients of the A, B, and C matrices were estimated from 100 bootstrap replicates. Means and variances were computed from bootstraps in which the inconsistency, Z, was less than 2.0. Parts of these results were presented at the "Models in Phylogeny Reconstruction" meeting in London August 1993.
Results
Solution of the three-taxon nonlinear equations is easy and rapid. To demonstrate the feasibility of the calculations, the method was applied to the evolution of mammalian mitochondrial DNA. Since relatively long sequences are required to accurately estimate the joint probability distribution describing three taxa, complete rnitochondrial sequences were used. Initial calculations suggested that the third codon positions were evolving too rapidly to be useful (Brown et al. 1982) ; hence, the following analysis is restricted to first and second codon positions. Nucleotide counts from both codon positions were combined in order to decrease sampling errors in calculating the joint probability matrix.
The Markov transition probabilities for change from the central node (R) common to a nucleotide in the human (H), mouse (M), and cow (B) sequence are shown in tables l-4. The + sign following the probability value indicates one standard deviation. The most immediately apparent feature of the probabilities is that similar patterns of nucleotide change are found in all three branches of the tree. Thus, the same parts of the H, M, and B matrices are shown within each table. The most prominent aspects of the features shared by all three Markov matrices are:
1.
2.
3.
4.
When the root nucleotide is T, C, or G (but not A), the transition is significantly more probable than either one of the two possible transversions.a When the root nucleotide is an A, then both transversions and the transition are approximately equally probable. Transversions resulting in an A are significantly more probable than those resulting in a G. Transversions resulting in a T are (approximately) as probable as those resulting in a C.
Throughout these calculations
Markov triple analysis appeared to be robust and reliable. Hence, it promises to be a theoretical and practical tool in future analyses.
Discussion
The results of this preliminary analysis of mitochondrial genomes seem to make sense given what we know about their evolution. The now classic paper by Brown et al. (1982) was among the first to point out the remarkable bias toward transitions in mtDNA evolution. Among primates, they showed that transitions exceed transversions by nearly an order of magnitude. Before development of a rigorous method of analysis, however, it was only possible to deduce rough estimates of the probabilities of the various transversions and transitions. The results reported here agree with the general findings of Brown et al. (1982) in that both show a considerable transition excess over transversions (since the mammalian divergence is older than the primate one, our transition/transversion rate is appropriately lower than that reported in Brown et al.) . An additional feature of mammalian mtDNA sequences that is effectively explained by these results is their low G content (17.2% G in Homo, 17.1% in Mus, 17.5% in Bos, and 18.1% in their common root). Inspection of tables l-4 suggests that the principal factor to have produced, and maintained, the a A nucleotide change from a purine [A or G] to a pyrimidine [T or C], or the reverse change, is called a transversion, and a nucleotide change from a purine to a purine or from a pyrimidine to a pyrimidine is a transition [not to be confused with a Markov transition matrix]. Table 4 Probabilities of Nucleotide Change Given that the Root Sequence R Contains a G low frequency of G nucleotides is that transversions (from either a T or a C) are much more likely (by a factor of three or more) to produce an A than a G. Also, the probability of a transition from an A to a G is much less likely than that from a G to an A. The difference between these transitions is even more dramatically shown in a thoughtful comparative study of mtDNA of primates (Adachi and Hasegawa 1996) .
The structure of the mathematical solution presented in this paper explains some mathematical observations and suggests new directions for study. The finding that a closed-form solution existed for such a large set of nonlinear equations was totally unexpected, since nonlinear equations can be notoriously difficult to solve. In addition, the characteristic equations, equations (10) and (15), are unusual in their simplicity and beauty. Given that the equations are not just statements about nucleotide sequences, but are in fact statements about the logic of reconstructing past history using descent from a common ancestor as a guide, perhaps this is not so surprising. One hopes that these qualities may stimulate research by others to more fully understand the deeper logic of reconstructing past history using descent from a common ancestor.
