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Abstract—It is non-trivial to optimise computations of chaotic
systems since slightly perturbed simulations diverge exponentially
over time due to the well-known butterfly effect if bit-reproducible
results are not achieved. Therefore, two model setups that show
the same quality in the representation of a chaotic system will
show uncorrelated behaviour if integrated long enough, hence
it is challenging to check whether a given optimisation degrades
model quality. Most models in computational fluid dynamics show
chaotic behaviour. In this paper we focus on models of atmosphere
and ocean that are vital for predictions of future weather
and climate. Since forecast quality is usually limited by the
available computational power, optimisation is highly desirable.
We describe a new method for accepting or rejecting an optimised
implementation of a reconfigurable design to simulate dynamics
of a chaotic system. We apply this method to optimise numerical
precision to a minimal level of stencil computations that can
be used in an idealised ocean model, and show the performance
improvements gained on an FPGA. The proposed method enables
precision reduction for the FPGA so that it computes up to
9 times faster with 6 times lower energy consumption than
an implementation on the same device with double precision
arithmetic, while ensuring the optimised design to have acceptable
numerical behaviour.
I. INTRODUCTION
Many predictive models of physical phenomena, which
are of key importance, show chaotic behaviour. For example,
predictions of future weather and climate have a vast array
of applications from long-term government policy making to
everyday decisions by households and businesses. However,
accuracy of these forecasts is held back by the enormous
computation demands of the climate models used to create
them [1]. Therefore, acceleration of these models is very
desirable to both reduce the time and energy taken for forecasts,
while increasing simulation accuracy when given a set time or
energy budget.
This work explores reconfigurable acceleration of a shallow
water equation model which shows chaotic dynamics. The
shallow water model is frequently used to test new techniques
for use in weather and climate models [2], [3], [4], [5]. The
shallow water model we investigate is a finite difference based
model set up to model the wind forced double Munk gyre test
case [6], [7] which has features which resemble the Subtropical
and Subpolar Gyres of the North Atlantic Surface circulation [8].
This involves a 2D stencil computation with a grid on the order
of hundreds by hundreds of cells integrated for an extended
period of time.
It is well known that precision reduction can increase
performance of applications [9], [10]. For linear equations
the level of acceptable precision reduction can be deduced by
determining an acceptable level of error compared to a reference,
and then running a trial-and-error process of precision reduction
until the error limit is exceeded. However, since our model
shows chaotic dynamics, it is not sufficient to perform the
same test since slightly perturbed realisations of the model will
diverge over time and the rate of divergence will dependent on
the flow regime that is considered. We introduce an alternative
method to determine an acceptable level of precision.
It has been shown that some applications in atmospheric
modelling can use precision levels far below single precision.
For example, Du¨ben et. al. [11] find that 84% of the floating
point operations in the Intermediate Global Climate Model
(IGCM) could be performed using mantissa widths of only 6
bits [12].
The main contributions in this paper are: a new method
for accepting or rejecting an optimised implementation of a
computation showing chaotic dynamics (Section III); the level
of precision reduction achievable when applying this method
to a shallow water equation model (Section IV); and, the
performance results gained from this optimisation (Section V).
II. APPROACH OVERVIEW
In this work, we show a method of testing acceptable
optimisation of a system showing chaotic dynamics. We
demonstrate this method by applying it to a shallow water
equations model and we show what effect this has on errors
in the model. The shallow water equations describe a shallow
layer of fluid which is bounded below by a rigid container and
above by a free surface. The equations can be derived from the
Navier-Stokes equations by assuming the height of the fluid
is negligible compared to its width, and integrating vertically
[13]. We use the form of the shallow water equations shown
in [8].
The domain size and parameter values of the model are
chosen following [14] to create the double gyre flow. The
horizontal length is 3,480 km in the North-South (y) and East-
West (x). The average fluid column depth is 500 meters. The
horizontal surface is discretised using the Arakawa C-grid. The
grid is staggered such that u, v,and h have different locations
within a grid cell. The Coriolis parameter f varies in the
North-South direction and is approximated using a betaplane,
f = 4.46×10−5+(2×10−11)y. The wind forcing is non-zero
only in the East-West direction and ranges from 0.2 to -0.4
Pa in a sinusoidal structure as shown in figure 2 of [14]. We
use a grid of 64 by 64 with a viscosity of 358.8 m2/s and
a third-order Adams-Bashforth time stepping scheme with a
timestep of 39.06 seconds.
The discretised shallow water equations are mapped to
hardware as a 4-point star stencil. Each iteration uses the
current values for h, u, and v (collectively called d(t)), as well.
as the change in those values at the previous time step (d(t−1))
and the time-step previous to that (d(t − 2)). The change in
the values for the current time-step are computed and then all
the values are combined using the Adams-Bashforth method.
All of the operations are pipelined. Therefore, the C-grid space
is iterated through by one cell per cycle. In this design, the
on-chip memory buffer must store two rows of input data to
prevent excessive data fetches. At each clock cycle, the kernel
streams the data for one cell and generates the result for one
cell.
In order to optimize the hardware design, we duplicate the
application kernel through Kernel pipelining. Kernel pipelining
involves connecting the input and output of multiple kernels to
process multiple time steps per clock cycle, thereby increasing
the parallelism of the system. Instead of writing data for the
next time step d(t+1) back into memory, the following kernel
uses d(t+ 1) as input, and calculates the results for the time
step after (i.e. d(t+2)). Since only the first and last kernels in
the pipeline need to read and write (respectively) from memory
we significantly reduce memory bandwidth requirements.
We can create a simple performance model for this system
by assuming that there are no IO bottlenecks, and that the
host communication times are negligible when amortised over
the full runtime. Following these assumptions we find that
every kernel computes one cell per cycle. Therefore, given k
kernels and a clock rate of c cycles per second, the system will
compute ck cells every cycle.
III. METHOD FOR ACCEPTING OR REJECTING OPTIMISED
DESIGNS
In chaotic systems, such as the shallow water equations,
any difference between two initial states will increase with
time until they eventually become uncorrelated. In the shallow
water equations, we see chaotic behaviour in the form of eddies
of different sizes that change their shape and position in time.
In double precision, modifying the initial state of each cell
with noise less than 1 milli-yoctometre (10−27 m) we see
that a simulation diverges from one without noise added. For
comparison, a single water molecule is far larger at 2.75×10−10
m in size. Therefore, two simulations with slightly different,
but correct, model implementations will diverge from each
other, even when started from the same initial conditions,
due to rounding errors in each calculation. Any change in
precision, even an increase, will cause a difference in results[15].
Therefore, it is not possible to verify the accuracy of an
implementation by simply comparing the output directly at
the same timestep.
However, statistical properties of the fields can be compared
between two simulations. This will, therefore, allow us to
compare the dynamics and quality of model simulations that
use different implementations. We define a statistical property,
p, that can be measured by taking some number of samples, N ,
from the cell over some simulation period, T . If we perform
a simulation and collect samples, S, throughout the grid then
we can measure p for each grid cell and calculate its p-field:
p-field(S)i,j = p(Si,j)
In the case of SWE, we can use the mean or standard deviation
of either h, u or v for p.
The chaotic behaviour of the shallow water model is
visible in form of moving eddies. While eddy patterns will be
different for different model realisations calculating the mean
and the standard deviation of each field will integrate over
the contribution of individual eddies and allow a comparison
between model simulations.
To test if an implementation is acceptable we have to find a
way to compare the p-fields against a reference implementation.
We define the p-error of a test implementation as the L2-norm
of the cell-wise error between the p-fields of samples taken
from the test and a reference, all divided by the number of
samples in the grid:
p-error(Sref, Stest) =√∑cell positions
i,j (p-field(Sref )i,j − p-field(Stest)i,j)2
width resoution× height resolution
where Sref and Stest are samples taken from the reference
and test respectively.
The p-error will be made up of two parts: the error between
the implementations, which we are interested in, and noise
introduced by the inaccuracies of each statistic.
This noise is due to errors when calculating p in each
cell based on the results of a simulations with limited length.
When calculating p, the error will depend on the number of
uncorrelated samples that can be measured from the simulation.
Since samples need to be uncorrelated, they cannot be measured
every time step. In contrast, samples should be separated in time
by an interval that should be dependent on the autocorrelation
time of the system.
Therefore, the error in each measurement of p is caused by
both N and T independently. This means there will be an error
component depending on N and T in a measurement of the
difference between p in the same cell of a test and a reference.
Finally, this means that there will be an error component in the
p-error of each test and reference. We call the error component
in the measurement of the p-error the background error.
Due to the error in the measurement of p, we find that
the value of the p-error can be noticeably different when the
reference is changed. We do not wish the p-error of our test to
be heavily influenced by which reference we happen to choose.
Instead, we create K references, and find the p-error between
the test and each reference. We can then take the mean of
these values, the mean-p-error, and use this in place of the
p-error. When finding the mean-p-error of a reference we do
not compare the reference with itself as this would be zero
and, therefore, reduce the mean-p-error.
To find the background error we will have to compare two
unoptimised executions of the reference implementation. If the
implementation is bit-reproducible this will result in 0 error
for all statistics. Therefore, we have to add some perturbation
that will causes the run to diverge from the original reference
due to chaotic effects, but still produce correct results (e.g. the
addition of tiny amounts of random noise to the initial height
field). In a non-deterministic implementation, we could define
the perturbation to be the random seed or initial condition that
causes the non-determinism.
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N = 50,000 , T = 1 year
N = 50,000 , T = 10 years
N = 50,000 , T = 100 years
N = 50,000 , T = 500 years
N = 50,000 , T = 3000 years
N = 50,000 , T = 10000 years
N = 500,000 , T = 10000 years
Fig. 1. mean-sd-v-error for 7 double precision references and reduced precision
tests for varying N and T . The x-axis shows the number of mantissa bits. The
references are double prescison.
Error limit choice
absolute
limits practical
N = 50, 000, T = 1 year error 13
N = 50, 000, T = 1 decade error 15
N = 50, 000, T = 1 century 13 16
N = 50, 000, T = 1 half millennia 13 15
N = 50, 000, T = 1 3 millennia 13 15
N = 50, 000, T = 1 10 millennia 13 17
N = 500, 000, T = 1 10 millennia 13 17
TABLE I. PRECISION RESULTS
We can then choose an error-limit value for each p, that
will cause us to reject a design if it is exceeded. Whichever
error-limit we choose, it must be above the background-error.
There are two ways we can choose the error-limit:
• Absolute – We can define a level of error to be
acceptable in each cell and then calculate the p-error
that would result if every cell show this error level.
• Practical – Given the largest T and N that we have
the computational resources to test with, we can use
the background error level that this produces.
We have now described the parameters and functions
required for the method. The full method is as follows:. Firstly,
we then run the reference implementation to create reference p-
fields. Next, we compare these references to each other to find
the max-mean-p-error for each p. These are the background
error that we use for each p. We then calculate the error limit
for each p, if any of these are lower than the their respective
background errors we throw an error since either N or T has
been set too low. Finally, we start testing optimised designs. We
take a design that is expected to have higher performance than
the highest performing implementation that we have already
validated. Initially, this is the reference implementation. We
then run this design, and calculate its mean-p-error for each p. If
all of these values are lower than their respective error-limit we
accept this design. We continue until there are no more designs
to test. We return the highest performing implementation that
was accepted.
IV. SWE TEST
We will set N at 50,000 and we will run the experiment
with multiple values of T : 1 year, 1 decade, 1 century, 0.5
millennia, 3 millennia, and 10 millennia. When T is set to
10 millennia we find that the background error is limited by
N , so we also run that experiment with N set to 500,000. In
all cases, we will start the simulation with a flat ocean with
a perturbation in the form of uniform random noise added to
the height of each cell with a maximum amplitude of 10−10m.
We spin-up model simulations from an ocean at rest for one
decade to reach the equilibrium state of the model simulation.
The amount of water in the system should be invariant.
However, this will not be the case due to small rounding errors
that will build up. To account for this, after each year of
simulation time the amount of water in the system is calculated
and compared to the original amount. The error is split evenly
between all cells in the system to correct the amount of water
in the system .
We consider the mean and the standard deviation for each
prognostic parameter (h, u and v) as p. We also show the results
of choosing each of the following error limits: 1.) Allowing
absolute error of 1 cm/s per cell for mean-u, mean-v, sd-u,
sd-v; 1 cm for mean-h; and 2 cm for sd-h. 2.) Background
error level with N = 50,000 and T = 1 decade. 3.) Background
error level with N = 500,000 and T = 10 millennia.
We collect the data as described. We show a sample of
the data for standard-deviation of v in Figure 1. The lowest
acceptable precision for each set of parameters is shown in
Table I. We can see that if we use absolute error and, therefore,
allow error based upon application specific knowledge rather
than the implementation, we can achieve the lowest acceptable
precision of 13 bits. It is also noteworthy that because of
this higher acceptable error we see that we have to run the
simulation for a shorter T to achieve a low enough background
noise to get useable results. For the practical error-limit we see
that the acceptable precision depends on the size of T and N .
If we have more uncorrelated samples and, therefore, improve
the calculation of p, we are forced to use less optimised designs.
This is the case since we are not making use of any application
specific knowledge about what error is acceptable and instead
try to see how close our result is to that produced by double
precision.
V. PERFORMANCE RESULTS
All of our performance tests are run on a Maxeler MaxS-
tation containing a Maxeler Max3 Dataflow Engine with a
Xilinx V6-SXT475 FPGA in 40nm silicon technology, a quad-
core i7 870 processor in 45nm silicon technology running at
2.93GHz, and 16 GiB of DDR3-1600 RAM. Our CPU code
is compiled with icc with the -Ofast -no-prec-div -ipo flags
set. At runtime we pin each thread to its own core to reduce
cache related issues. We also provide performance results for a
single core implementation with reduced grid size such that all
of the applications data and instructions fit in a single core’s
L1 cache.
When compiling FPGA bitstreams we use MaxCompiler
2015.2. We attempt to build each design with the highest clock
rate (to the nearest 10MHz). During place and route we build
Optimised FPGA Reference FPGA Ideal CPU CPUs
Error limit choice / reference precision
absolute
limits
decade
50k samples
10 millenia
500k samples single double double double double
Minimum mantissa bits (mean h, mean u, mean v) 13,12,13 12,12,15 15,15,15
Minimum mantissa bits (sd h, sd u, sd v) 12,13,13 12,13,13 17,17,17
Mantissa bits 13 15 17 24 53 53 53 53
FPGA kernels / CPU cores 7 6 5 5 2 1 1 4
Clock speed (MHz) 180 190 160 130 90 2930-3600 2930-3600 2900
Speedup versus double FPGA 9.38x 8.46x 5.93x 4.82x 1x 0.25x 0.16x 0.50x
Speedup versus double quad core CPU 18.6x 16.8x 11.8x 9.58x 1.98x 0.47x 0.31x 1x
Dynamic power (W) 42.98 44.38 49.20 46.29 29.15 42.1 42.4 92.1
Energy per cell (nJ) 36.15 41.36 65.6 75.78 230.1 1349.4 2124.2 1444.0
Energy reduction versus double FPGA 6.36x 5.56x 3.51x 3.04x 1x 0.17x 0.11x 0.16x
Energy reduction versus quad core CPU 39.9x 3.49x 22.0x 19.1x 6.26x 1.07x 0.68x 1x
TABLE II. PRECISION AND PERFORMANCE RESULTS
up to 9 cost tables for each design, and try a lower clock
rate if timing is not passed. We build each design with both
the maximum number of kernels that fit on the device, and
with 1 fewer kernels. Since the design with fewer kernels
can achieve a higher clock rate it can often achieve higher
computational performance. We choose which design to use
for a given precision by using the modeled performance. To
measure power usage we attach the Maxstation’s PSU to the
mains supply through a power meter. When the Maxstation
is idle it consumes 97.8 Watts. We report the dynamic power
usage and calculate the energy used to compute each cell as
the dynamic power (J/s) divided by the iterations completed
per second (1/s).
The full results are presented in Table II. We see that the
method allows us to optimise an FPGA implementation such
that we can gain an increase in the speed of computation by a
factor of 9.38 compared to a double precision implementation
on FPGA, while still gaining a 6.36 times reduction in energy
usage. Compared to CPU we see that we can gain a 18.6 times
speed increase while reducing energy usage by a factor of 39.9.
If we use our most stringent error-limit, we see that we can
still achieve a speed increase of 5.93 times compared to double
precision FPGA while reducing energy consumption by a factor
of 3.5.
VI. CONCLUSION
This paper presents a new approach for validating imple-
mentations for chaotic systems. It enables, for the first time,
systematic confirmation that optimised designs of chaotic sys-
tems meet statistical requirements. We show that a higher level
of optimisation can be achieved if application specific measures
are used to create error bounds, than simply comparing to
double precision. Current and future work includes integrating
the proposed validation procedure into the optimisation process,
and applying our approach to a variety of applications involving
chaotic computation.
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