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The synthesis of materials in high-pressure experiments has recently attracted increasing attention, especially
since the discovery of record breaking superconducting temperatures in the sulfur-hydrogen and other hydrogen-
rich systems. Commonly, the initial precursor in a high pressure experiment contains constituent elements that
are known to form compounds at ambient conditions, however the discovery of high-pressure phases in systems
immiscible under ambient conditions poses an additional materials design challenge. We performed an extensive
multi component ab initio structural search in the immiscible Fe–Bi system at high pressure and report on the
surprising discovery of two stable compounds at pressures above ≈ 36 GPa, FeBi2 and FeBi3. According to
our predictions, FeBi2 is a metal at the border of magnetism with a conventional electron-phonon mediated
superconducting transition temperature of Tc = 1.3 K at 40 GPa. In analogy to other iron-based materials,
FeBi2 is possibly a non-conventional superconductor with a real Tc significantly exceeding the values obtained
within Bardeen-Cooper-Schrieffer (BCS) theory.
INTRODUCTION
Improved strategies to discover energy materials are called
for to tackle the inevitable global environmental challenges
due to limited fossil fuels and climate change. Recent ad-
vances in materials science have not only been aimed at ex-
ploring uncharted chemical space, but has also brought for-
ward novel synthesis pathways to design materials at non-
ambient conditions. In addition to composition and temper-
ature, pressure constitutes an accessible degree of freedom
to be sampled in the search for novel materials. Significant
progress has been made in high-pressure techniques such that
several hundred GPa can be meanwhile readily achieved in
diamond anvil cells (DAC).
Often, materials design rules based on chemical intuition
derived at ambient conditions cannot be directly applied at
high pressure, where unexpected physical phenomena can
lead to surprising discoveries in novel compositions, bonding
and electronic structures. Ab initio calculations have proven
to provide crucial insight in understanding and predicting new
phases at these conditions. The discovery of an ionic form of
boron for example was first predicted from evolutionary struc-
tural search and later confirmed by experiments [1], and sim-
ilarly the metal-insulator transition in elemental sodium was
intially predicted from density functional theory (DFT) calcu-
lations [2]. Recently, a range of unexpected stoichiometries
was found in the Na-Cl system at high pressure with compo-
sitions ranging from NaCl3 to Na3Cl [3], radically defeating
chemical intuition for ionic materials.
Many high pressure studies, including the examples above,
are commonly performed with precursors (i.e. crystals or
molecules) containing constituent elements that are known to
form some compound at ambient condition. This choice is
well justified due to two reasons: first, it is easier and hence
preferable to place a sample into a DAC which already ex-
hibits the targeted interatomic bonds. Second, the risk of
elemental decomposition can be expected to be lower if the
constituent elements form stable compounds at some known
condition. Studying alloy systems at high pressures with se-
vere immiscibility at ambient pressure (i.e. not forming com-
pounds over any range of composition and temperature) there-
fore poses a significant additional materials discovery chal-
lenge. In fact, bismuth is well known for its notorious solid-
state immiscibility, which has precluded the formation of bi-
naries with a wide range of elements [4], leading to various
high pressure attempts to synthesize novel bismuth contain-
ing intermetallics [5–8]. In particular, the ambient phase dia-
gram of the Fe–Bi intermetallic system shows essentially no
solubility of Fe in Bi (or vice versa) [4] and thus constitutes an
excellent example of a system possibly containing unexpected
high-pressure phases awaiting discovery.
Superconductivity has been the main focus of many re-
cent theoretical and experimental high-pressure studies, with
an increasing interest in hydrogen-rich materials since the
discovery of record-breaking transition temperatures in the
range of 100-200 K in sulfur- and phosphorus-hydrides [9–
35]. Similarly, iron based superconductors have recently been
intensely studied [36, 37] in so called 1111 [38, 39], 122 [40],
111 [41], and 11 [42] compounds. Ferro pnictides such as
LiFeAs [41, 43, 44] and Sr0.5Sm0.5FeAsF [45] exhibit high
transition temperatures at ambient condition of Tc = 18 K
and Tc = 56 K, respectively, while other compounds such
as NaFeAs [44, 46, 47] and FeSe [42, 48] show a strong
increase in Tc at high pressure (e.g. from 8 to 36.7 K in
FeSe). The superconducting mechanism in all these iron-
based compounds is unconventional and thus not based on
electron-phonon coupling [49–51], instead the proximity to
magnetism suggests that magnetic (spin) fluctuations play a
key role in mediating superconductivity [49–52]. Further-
more, many phosphide, arsenide and antimonide supercon-
ductors have been discovered, also reviving intense investi-
gations in bismuth containing compounds. The intermetal-
lic compound Ca11Bi10−x was found to be superconducting
with Tc = 2.2 K, and several other Ca–Bi binaries were pre-
dicted to have Tcs in the range of 2.27−5.25 K in high pres-
sure phases [53]. The nickel–bismuth binaries, NiBi [54]
and NiBi3 [55, 56], are both superconductors with Tc val-
ues of 4.25K [57] and 4.06K [58, 59], respectively. Simi-
larly, the CoBi3 high pressure compound is a superconductor
with Tc = 0.48K [6–8], as well as the copper–bismuth binary
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2Cu11Bi7 which forms at high-pressure with a Tc of 1.36K [5].
Here we report on the prediction of two stable high-pressure
compounds, FeBi2 and FeBi3, in the completely immiscible
Fe–Bi system by performing an extensive multi-component
ab initio structural search. The Fe–Bi system not only
shows no stable compounds in its ambient-pressure phase di-
agram [4], but there is virtually no solubility of either solid-
state element in the other. Thus, the prediction of stable com-
pounds in this system is particularly surprising. In contrast
to FeSb2 and FeAs2, which are both semiconductors with
promising thermoelectric properties, FeBi2 is metallic in a
wide pressure range. The ferromagnetic and antiferromag-
netic order in FeBi2 is suppressed by pressure, leading to a
superconducting behavior with a conventional Tc of 1.3 K in
the non magnetic state at 40 GPa. Due to its proximity to
magnetism, FeBi2 is possibly a new member in the family of
unconventional iron-pnictide superconductors [51].
METHOD
Density functional theory (DFT) calculations were car-
ried out to predict the composition, structure, and proper-
ties of novel binary Fe-Bi compounds. The Minima Hopping
structure prediction method (MHM) as implemented in the
Minhocao package [60, 61] was employed to perform a multi-
component search for stable phases at high pressure. The
MHM implements a reliable algorithm to identify the ground
state structure of any compound by efficiently sampling low
lying phases on the enthalpy landscape, based solely on the
information of the chemical composition [31, 62, 63]. Con-
secutive short molecular dynamics escape steps are performed
to overcome enthalpy barriers followed by local geometry op-
timizations, while exploiting the Bell-Evans-Polanyi principle
in order to accelerate the search [64, 65].
The energies, forces and stresses were evaluated from DFT
calculations within the projector augmented wave (PAW) for-
malism [66] as implemented in the VASP [67–69] code to-
gether with the Perdew-Burke-Ernzerhof (PBE) approxima-
tion [70] to the exchange correlation potential. A plane-wave
cutoff energy of 400 eV was used in conjunction with a suffi-
ciently dense k-point mesh to ensure a convergence of the total
energy to within 1 meV/atom. Geometries were fully relaxed
with a tight convergence criterion of less than 4 meV/A˚ for
the maximal force components.
The magnetic properties for the estimation of the Stoner pa-
rameter were evaluated with the full potential linearized aug-
mented plane wave (FLAPW) method as implemented in the
WIEN2k code [71]. The number of plane waves was restricted
by RMT kmax = 9. All self-consistent calculations were per-
formed with 6000 k-points in the irreducible wedge of the
Brillouin zone, based on a mesh of 18×18×18 k-points. The
convergence criteria were set to 10−5 Ry for the energies and
simultaneously to 10−3 e for charges.
Superconducting properties were computed with the
Quantum Espresso package [72] together with ultra-soft
pseudopotentials and a plane-wave cutoff energy of 60 Ry.
The phonon-mediated superconducting temperature was esti-
mated using the Allan-Dynes modified McMillan’s approxi-
mation of the Eliashberg equation [73] according to
Tc =
ωlog
1.2
exp
[
− 1.04(1+λ )
λ −µ∗(1+0.62λ )
]
(1)
where λ is the overall electron-phonon coupling strength
computed from the frequency dependent Eliashberg spectral
function α2F(ω), µ∗ is the Coulomb pseudopotential, and
ωlog is the logarithmic avarage phonon frequency. A 8×8×8
q-mesh was used together with a denser 24×24×24 k-mesh,
resulting in well converged values of the superconducting
transition temperature Tc. A typical Coulomb pseudopoten-
tial of µ∗ = 0.13 was employed, a value which was shown to
give Tc’s in excellent agreement with experimental results for
other bismuth superconductors [5].
RESULTS AND DISCUSSION
We employed the MHM within the DFT framework to fully
assess the stability of high-pressure phases of the Fe-Bi sys-
tem. A pre-screening of only few compositions showed that
Fe-rich compositions were overall less stable, such that the
Bi-rich region was more densely sampled. Overall, struc-
tural searches were conducted in the compositional space
of FexBi1−x for x = (0.2, 0.2, 0.25, 0.3, 0.3, 0.375, 0.4,
0.428571, 0.4, 0.5, 0.6, 0.6, 0.75) with up to 4 formula units
per cell at 50 GPa, scanning several thousand different struc-
tures. The initial seeds were randomly generated or taken
from already known bismuth intermetallics whenever avail-
able in structural databases. A range of the lowest energy
structures at each compositions were subsequently relaxed
with refined parameters at pressures between 0 and 100 GPa
to obtain the complete pressure-composition phase diagram.
No thermodynamically stable compound was found up to
around 36 GPa, at which point two binary phases, FeBi2 and
FeBi3, exhibit negative formation enthalpies. The pressure
range for which the compounds are thermodynamically sta-
ble are shown in Figure 1 together with the evolution of the
convex hull of stability as a function of pressure. The range
of stability for the FeBi3 phase is rather narrow, merely be-
tween 36.1 and 39.2 GPa, whereas FeBi2 remains thermody-
namically stable from 37.5 up to at least 100 GPa. In fact,
the magnitude by which the formation enthalpy of FeBi3 is
negative is very small, as shown in panel (a) of Figure 1,
such that the driving force for forming this phase is weak
and it might be hard to experimentally synthesize it from el-
ements. The FeBi2 phase was predicted to crystallize in the
Al2Cu structure with space group I4/mcm. The lattice param-
eters at 40 GPa are a = 6.12 A˚ and c = 5.46 A˚, respectively,
with Fe and Bi at the Wyckoff positions 4a(0,0,0.250) and
8h(0.333,0.833,0), respectively. The FeBi3 phase crystallizes
in the PuBr3 structure [74] with space group Cmcm and lattice
parameters a= 3.15 A˚, b= 11.39 A˚, and c= 7.93 A˚, with Fe
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FIG. 1. Panel (a) shows the formation enthalpies and the convex
hull of stability as a function of Fe content for various pressures. The
circles denote a compound that lies on the convex hull of stability.
Panel (b) indicates the pressure range in which FeBi2 and FeBi3 are
thermodynamically stable: the bottom line shows the range in which
decomposition into elemental Fe and Bi is favored.
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FIG. 2. Crystallographic structure of FeBi2 optimized under ambient
pressures. Left: view of two face-sharing {FeBi8} square antiprisms
stacking in the c-direction. Right: view down the c-axis showing the
edge-sharing linkages formed between the stacked columns.
at the Wyckoff positions 4c(0,0.733,0.250), and two Bi at
8 f (0,0.359,0.440) and 4c(0,0.059,0.250).
During the structural search the well known marcasite
phase of FeBi2 with space group Pnnm was also recovered,
which is the ground state structure of many iron-pnictides sys-
tems such as FeSb2 [75]. In fact, the ICSD contains only two
early transition metal–antimonides, TiSb2 [76] and VSb2 [76],
which crystallize directly in the Al2Cu structure (I4/mcm),
but 9 further 3d transition metal pnictides MPn2 which at-
tain the marcasite structure under ambient condition, namely
CrSb2 [77], FeP2 [78], FeAs2 [79], FeSb2 [80], CoAs2 [81],
CoSb2 [82], NiAs2 [83], NiSb2 [84], and CuAs2 [85]. Two
of above Pnnm compounds, CrSb2 and FeSb2, have been
shown experimentally to undergo a pressure-induced phase
transition into the Al2Cu structure at around 5.5GPa [86] and
14.3GPa [87], respectively. While these structural transitions
have also been confirmed computationally [88], the transition
pressure in FeSb2 is slightly overestimated (38 GPa) [89].
In analogy to these two compounds, the formation enthalpy
of the marcasite structure in FeBi2 becomes lower than the
Al2Cu phase at pressures below 11 GPa, however it remains
positive at all pressures and this phase is therefore thermody-
namically unstable at any condition. Similarly, for the FeBi3
compound the RhBi3-type structure with space group Pnma,
which has also been reported in NiBi3 [90], is thermodynam-
ically favored with respect to the PuBr3 phase at pressures
below 32 GPa but retains a positive formation enthalpy.
Since the composition with the largest range of stability
is FeBi2, we will henceforth focus on this compound in the
Al2Cu structure. Although there are many different inter-
pretations of this structure [91], K. Schubert describes it as
a stacking of square antiprisms along the c-direction of the
conventional cell [92]. Each antiprism consists of an iron
atom which is surrounded by eight symmetrically equivalent
bismuth atoms at identical interatomic distances of 2.99A˚
at 0 GPa (see left panel in Figure 2). These antiprisms are
stacked on top of each other by sharing their square faces,
forming columns along the c-direction and leading to Fe−Fe
distances of 2.85A˚ at 0 GPa. These columns themselves are
arranged in a square lattice within the ab-plane (Figure 2,
right panel) by sharing the edges of the antiprisms. The three
unique Bi−Bi bonds in FeBi2 form the edges of the square
faces (3.72A˚), the sides of the triangular faces (3.66A˚), and
the inter-column bonds in the ab-plane (3.26A˚).
We carried out a detailed theoretical investigation of the
FeBi2 phase with respect to the chemical bonding, magnetic
and superconducting properties based on ab initio calcula-
tions. Unusual magnetism is prevalent in several iron contain-
ing intermetallics with the Al2Cu structure: FeGe2 was for
example initially reported to be antiferromagnetic and ferro-
magnetic above and below 190 K [93], respectively, but later
studies could not reproduce the ferromagnetic state, reporting
temperature dependent transitions from the paramagnetic state
to spin spiral and collinear antiferromagnetism (see Refs. 94
and 95 and references therein). Similarly, FeSn2 was reported
to exhibit temperature dependent collinear and non-collinear
antiferromagnetism [96]. Iron pnictides were found to ex-
hibit temperature or pressure induced transitions from semi-
conductor to metal, accompanied with strong magnetic fluctu-
ations [97–99]. Although these compounds crystallize in the
marcasite phase, theoretical result predicts that FeP2, FeAs2
and FeSb2 transform into the Al2Cu structure at pressures of
above 108, 92 and 38 GPa, respectively [89], and experimen-
tal observations report that the phase transition in FeSb2 in-
deed occurs at 14.3 GPa [87].
To account for the various reported magnetic properties,
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FIG. 3. The top panel shows the formation enthalpy of FeBi2 in the
FM, AFM and NM configuration (in meV/atom). The dashed line
serves as a guide to the eye and was obtained from a quadratic fit to
the enthalpy of the FM state between 0 and 30 GPa, before the mag-
netic collapse. The second panel shows how the volume per atom
evolves as a function of pressure for the three spin configurations,
whereas the third panel illustrates how the lattice vectors change.
The magnetic moment per Fe as a function of pressure is shown in
the bottom panel. The vertical gray line denotes the transition pres-
sure above which FeBi2 becomes thermodynamically stable
we considered the closed shell non magnetic (NM) and two
collinear magnetic states in this work: the ferromagnetic
(FM) and one anti-ferromagnetic (AFM) configuration, where
neighboring Fe atoms carry alternating spins as illustrated in
Figure 2 of Ref. 93. Figure 3 shows how various materials
properties vary as a function of pressure for the three different
magnetic states. The thermodynamically most stable state at
ambient condition is FM although it has a positive formation
enthalpy, as illustrated in the top panel. Upon compression,
the formation enthalpies of all three magnetic states gradually
decreases, until at around 26 GPa AFM becomes the energet-
ically most favorable state. Similarly, the AFM configuration
competes with the NM state until at above 38 GPa when the
NM state becomes the most stable. The magnetic moments
as a function of pressure is shown in the bottom panel of Fig-
ure 3. At ambient pressure, the magnetic moment in the FM
configuration is 2.41 µB per Fe, whereas it is 2.51 µB per Fe
for the AFM configuration. In both cases, the absolute value
of the magnetic moment decreases monotonically as a func-
tion of pressure. At a critical pressure of 32 GPa for FM and
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40 GPa for AFM, respectively, the magnetic spin polariza-
tion collapses, leading to the NM configuration. In contrast
to AFM where the magnetic moment decreases smoothly, the
spin collapse occurs discontinuously for the FM configura-
tion, accompanied with a sudden decrease in the atomic vol-
ume and change in the cell parameters as illustrated in the two
middle panels of Figure 3.
In fact, this reduction in volume plays a crucial role for the
stability of FeBi2. The dashed line in the top panel of Fig-
ure 3 was obtained through a quadratic fit within the range of
0 to 30 GPa of the FM state and shows how the formation en-
thalpy would evolve if the magnetic collapse didn’t occur. The
formation enthalpy would stay positive until slightly above
40 GPa, and retains a slope with a magnitude much lower
compared to the NM configuration. Consequently, the FeBi3
compound would compete with FeBi2 up to a much higher
pressure than shown in Figure 1, leading to a larger stability
range of FeBi3 (and a smaller stability range of FeBi2). There-
fore, the reduction in volume due to the magnetic collapse is
the main driving force that stabilizes FeBi2 since the pressure
term pV in the enthalpy, H = E+ pV , increasingly dominates
the formation enthalpy at high pressure. Its decrease is essen-
tially responsible for the thermodynamic stability of FeBi2.
Based on above observations, the collapse of the magnetic
state is evidently accompanied by a change in the bonding
properties of FeBi2. To analyze the interatomic bonding the
5crystal orbital Hamilton overlap population (COHP) was com-
puted using the LOBSTER package [100–102]. The bonding
and antibonding states for the shortest Fe-Fe, Fe-Bi and the
Bi-Bi bonds are plotted in Figure . For the NM configuration
at 0 GPa shown in panel (b), where the two spin channels are
equal (closed shell), the Fermi level falls in the antibonding
region of both the Fe-Fe and Bi-Bi interactions, leading to an
electronic instability. This unfavorable bonding is relieved in
the spin polarized FM configuration shown in (a), where the
antibonding states at the Fermi level for the ↑-spin channel are
completely removed. When the structure is compressed, the
Fermi level is gradually pushed into the antibonding region of
both spin channels as shown in Figure (c) for 30 GPa. At this
point, the NM configuration becomes favorable and the sys-
tem is driven towards a closed shell system where the Fermi
level does not lie in the Fe-Fe antibonding states, as shown in
Figure (d) at 40 GPa.
This change in the bonding properties can also be observed
when analyzing the electron localization function (ELF). Fig-
ure 4 shows the ELF within the Bi layers of the FM and NM
configuration at 30 and 40 GPa, respectively. The electrons,
which are initially localized on the individual atoms (see panel
(a)), are transferred to the Bi layers to form Bi-Bi dumbbells
with strongly covalent character and electrons localized be-
tween the Bi atoms. Simultaneously, the Fe-Fe bond is weak-
ened as evident by the increasing lattice constant in the c-
direction (Figure 3, panel 3). This behavior is in good agree-
ment with the COHP shown in Figure , where the Bi–Bi anti-
bonding states at the Fermi level are reduced upon compres-
sion. The transition in the bonding character is also reflected
in a significant change of the interatomic bond lengths. At
a pressure of 30 GPa, the change of the FM to the NM state
leads to a decrease in the Bi-Bi and Fe-Bi bonds from 2.95 A˚
to 2.92 A˚ and from 2.73 A˚ to 2.69 A˚, respectively, while the
Fe-Fe bond increases from 2.69 A˚ to 2.77 A˚.
For isostructural compounds with lighter pnictogen ele-
ments Pn = {P, As, Sb}, the formation of Pn-dimers es-
(a) 30 GPa (b) 40 GPa
FIG. 4. Electron localization function (ELF) at a value of 0.6 at 30
and 40 GPa, where panel (a) shows the ↑-spin channel of the FM
configuration and panel (b) shows the NM configuration. The gold
(small) spheres denote Fe atoms, while the purple (large) spheres
denote Bi atoms. The section in the x-y plane is shown to illustrate
the gradient of the ELF.
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FIG. 5. Simulated XRD spectra of FeBi2 at various pressures for
synchroton radiation at a wavelength of 0.40663A˚
sentially leads to Zintl phases with semiconducting behav-
ior [103]. In contrast, FeBi2 remains metallic although sim-
ilar Bi dumbbells are formed. The Bi–Bi bond length of
2.92 A˚ is slightly larger than the isolated double-bonded dian-
ion [Bi−Bi]2– [104], which is about 2.84 A˚. This discrepancy
can be attributed to extra electronic charge delocalized over
the cations, in agreement with the antibonding states at the
Fermi level of the dimers shown in Figure (d). Therefore, the
expected charge state is [Fe](2−δ )+[Bi2](2+δ )−, where δ > 0.
This non-integer charge can readily account for the metal-
lic behavior of FeBi2 as opposed to the Zintl compounds
where the octet rule implies a finite band gap as observed
in FeAs2 [105]. Hence, despite the similarities in the main
characteristics with other FePn2 compounds, metallic FeBi2
cannot be classified as a traditional Zintl phase.
Figure 5 shows the evolution of the simulated X-ray diffrac-
tion (XRD) spectra as a function of pressure between 0 and
100 GPa. The change in bonding and the unit cell volume
is reflected in the evolution of the XRD pattern, and the rel-
ative diffraction angles of the low index peaks could there-
fore serve as a fingerprint to indirectly distinguish the compet-
ing magnetic states. Specifically the pairs of reflections from
hkl = (002)/(211), (112)/(221) and (213)/(411) exhibit dis-
tinct changes in their relative positions around 30 GPa. In fact,
preliminary XRD data has been recently collected with in-situ
high pressure synchrotron experiments in excellent agreement
with our predictions, confirming the formation of the FeBi2
phase at high pressure. A detailed analysis of the experimen-
tal results will be published elsewhere.
The magnetic collapse in FeBi2 upon compression can be
readily explained by the Stoner model [106], which is valid
in the context of materials with itinerant magnetism [107–
110]. According to this model, FM is favored if the gain
in exchange energy is larger than the loss in kinetic en-
ergy [111]. The Stoner criterion serves as an indicator for
this magnetic transition, which occurs if DOSEF > I
−1
s , where
DOSEF is the density of states at the Fermi level, and Is is
the Stoner parameter which only weakly depends on the in-
ter atomic distances [112]. The Stoner parameter can be ob-
tained from a polynomial expansion of the energy as a func-
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magnetic configuration, shifted such that the Fermi level is at zero.
Note that the DOS at the Fermi level, DOSEF , gradually decreases as
the pressure increases.
tion of the magnetic moment: E(M) = E0 +a2M2 +a4M4 . . . ,
where a2 = 1/DOS0EF−Is, and DOS0EF is the non magnetic
DOSEF [111, 113, 114] (see inset in Figure 6). With increas-
ing pressure the value of DOSEF gradually decreases (see Fig-
ure 7), and at pc = 35.5 GPa the Stoner criterion is not satis-
fied anymore as shown in Figure 6, where DOSEF < I
−1
s , and
thus the NM state is preferred for pressures above pc. This
result is in good agreement with the enthalpy plot shown in
the top panel of Figure 3, where NM becomes thermodynam-
ically more favorable than FM above a pressure of 30 GPa, a
value close to pc.
Finally, we estimate the superconducting temperature of
FeBi2 in its NM state at 40 GPa within the Bardeen-Cooper-
Schrieffer (BCS) theory. The Eliashberg spectral function, the
coupling constant λ and the phonon density of states (PH-
DOS) are shown in Figure 8. According to our calculations,
FeBi2 is a superconductor with Tc = 1.3 K and a moderate
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FIG. 8. The electron-phonon coupling properties for FeBi2 at
40 GPa. The Eliashberg spectral function α2F(ω) and the integrated
coupling constant λ (ω) are shown in the top panel, whereas the par-
tial PHDOS are shown in the lower panel, respectively. The shaded
area indicates the total PHDOS.
electron-phonon coupling constant of λ = 0.50. The lower
panel in Figure 8 shows the total PHDOS together with the
partial, atom projected PHDOS. By comparing the spectral
function α2F(ω) and the frequency dependent coupling con-
stant λ (ω) with the partial PHDOS we conclude that there are
two major contributions to the final value of λ . First, there is a
strong increase in λ (ω) at a frequency of around ω = 3 THz,
which arises mainly from the Bi vibrations. Second, there
is an additional strong contribution to λ (ω) in a frequency
range between ω = 4.5− 7 THz, which can be attributed to
the Fe dominated region of the PHDOS. Table I contains the
results of the electron-phonon coupling calculations at two ad-
ditional pressures, 60 and 80 GPa. The electron-phonon cou-
pling strength decreases with increasing pressure, leading to
a supression of the superconducting transition temperatures, a
behavior also observed in other bismuth superconductors (e.g.
CaBi3 [53]). This trend in Tc can be readily explained by the
decreasing DOSEF shown in Figure 6, since mainly electrons
at the Fermi surface contribute to the electron-phonon cou-
pling.
Although it is in principle possible for any metal to attain
superconductivity at low temperatures, superconducting be-
havior is usually suppressed in ferromagnetic materials and
only few examples have been reported where superconductiv-
ity coexists with intrinsic magnetism [115–117]. Elemental,
non magnetic hcp-iron shows superconductivity above 13 GPa
with a maximum Tc = 2 K at 20 GPa [118], and supercon-
Pressure (GPa) λ ωlog (K) Tc (K)
40 0.50 184.6 1.3
60 0.41 217.9 0.5
80 0.35 244.3 0.1
TABLE I. Parameters derived from electron-phonon calculations at
different pressures according to equation (1).
7ductivity in other iron containing materials at the border of
magnetism such as FeSe [42, 119] cannot be fully explained
by conventional BCS theory, where the conventional Tc is
about one order of magnitude lower than the experimental
values [50, 120, 121]. Similarly, LiFeAs was found to su-
perconduct at 18 K, while the Tc from BCS theory is less than
1 K [122]. Since electron-phonon coupling cannot fully ac-
count for the observed superconducting behavior in above ma-
terials, spin fluctuation has been considered as a possible cou-
pling mechanism [50, 51, 123]. Therefore, since FeBi2 is at
the verge of FM and AFM order it could possibly exhibit un-
conventional superconductivity, in which case the computed
Tc is merely a probable lower limit of the real value.
CONCLUSION
In summary, we have successfully predicted the stability
and superconducting properties of the first binary compound
in the ambient-immiscible Fe–Bi system at high pressure,
FeBi2. It crystallizes in the Al2Cu structure with space group
I4/mcm, is thermodynamically stable above 37.5 GPa and un-
dergoes a series of magnetic transitions upon compression:
from ferromagnetic ordering at ambient pressure to an anti-
ferromagnetic state and finally to a non magnetic configura-
tion at pressures above 38 GPa. These magnetic transitions
are accompanied by structural changes, where short, cova-
lent Bi-Bi bonds are formed in the non magnetic state at high
pressure, leading to a significant decrease in the unit cell vol-
ume. The resulting low pV term in the enthalpy is thus the
main driving force responsible for the formation of FeBi2.
Electron-phonon coupling calculations show that FeBi2 is a
potential superconductor with a moderate coupling constant
and a critical temperature of Tc = 1.3 K at 40 GPa. However,
the magnetic frustration in FeBi2 might be an indication of
non-conventional superconductivity with a higher value of Tc.
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