Explanation model in an intelligent information system based on the concept of knowledge coherence by Чалий, Сергій Федорович et al.
ISSN 2079-0023 (print), ISSN 2410-2857 (online)  
Вісник Національного технічного університету «ХПІ». Серія: Системний  
аналіз, управління та інформаційні технології, № 1 (3) 2020 19 
УДК 004.891.3 DOI: 10.20998/2079-0023.2020.01.04 
С. Ф. ЧАЛИЙ, В. О. ЛЕЩИНСЬКИЙ, І. О. ЛЕЩИНСЬКА 
МОДЕЛЬ ПОЯСНЕННЯ В ІНТЕЛЕКТУАЛЬНІЙ ІНФОРМАЦІЙНІЙ СИСТЕМІ НА ОСНОВІ 
КОНЦЕПЦІЇ УЗГОДЖЕНОСТІ ЗНАНЬ  
Предметом дослідження є процеси побудови пояснень щодо отриманих результатів в інтелектуальних інформаційних системах. Пояснення 
роблять прозорим процес створення результуючої рекомендації, формують умови для створення користувачем причинно-наслідкових зв’язків 
між результатом виводу та поточними задачами, для вирішення яких була використана інтелектуальна система. Мета полягає в розробці 
моделі пояснення в інтелектуальній системі з можливістю забезпечити узгоджене з результатами роботи такої системи витлумачення з 
урахуванням контекстно-орієнтованих вимог щодо потреб користувачів. Для досягнення поставленої мети вирішуються задачі визначення 
вимог до пояснення щодо результатів роботи інформаційної системи, та розробки моделі пояснення на базі принципів узгодження знань з тим, 
щоб отримати рекомендації на основі відповідності фактів, гіпотез, результатів. Показано, що при узгодженні інтересів користувача та 
можливостей інтелектуальної системи необхідно визначити деталізацію знань з урахуванням інтервалу актуальності даних та знань, а також 
фінансових та технічних та інших особливостей використання отриманих результатів. Запропоновано модель пояснення в інтелектуальній 
системі на базі узгодження знань та даних. Модель містить множини узгоджених фактів, гіпотез та результатів. Узгодження виконується для 
гіпотез, які є підмножинами інших гіпотез, на основі пояснень гіпотез через факти та інші гіпотези, а також на базі відповідн ості між собою 
отриманих результатів та гіпотез. Моделі дає можливість обмежити використання неявних та неточних знань в рамках виводу лише їх 
узгодженою підмножиною. У практичному плані використання моделі орієнтовно на побудову пояснень згідно ступеню абстракції, рівня 
деталізації опису предметної області, а також з урахуванням вибраного аспекту витлумачення отриманої рекомендації. В цілому формування 
пояснень на основі узгодження знань підвищує довіру користувачів та створює умови для ефективного використання отриманих 
рекомендацій. 
Ключові слова: знання; узгодженість знань; інтелектуальна система; рекомендації; пояснення, вимоги до пояснення. 
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МОДЕЛЬ ОБЪЯСНЕНИЯ В ИНТЕЛЛЕКТУАЛЬНОЙ ИНФОРМАЦИОННОЙ СИСТЕМЕ НА 
ОСНОВЕ КОНЦЕПЦИИ СОГЛАСОВАННОСТИ ЗНАНИЙ 
Предметом исследования являются процессы построения объяснений полученных результатов в интеллектуальных информационных 
системах. Пояснения делают прозрачным процесс создания результирующей рекомендации, формируют условия для создания пользователем 
причинно-следственных связей между результатом вывода и текущими задачами, для решения которых была использована интеллектуальная 
система. Цель заключается в разработке модели объяснения в интеллектуальной системе с возможностью обеспечить согласованное с  
результатами работы такой системы толкование с учетом контекстно-ориентированных требований относительно потребностей 
пользователей. Для достижения поставленной цели решаются задачи определения требований к объяснению относительно результатов работы 
информационной системы, а также разработки модели объяснения на базе принципов согласования знаний с тем, чтобы получить 
рекомендации на основе соответствия фактов, гипотез, результатов. Показано, что при согласовании интересов пользователя и возможностей 
интеллектуальной системы необходимо провести детализацию знаний с учетом интервала актуальности данных и знаний, а также финансовых 
и технических и других особенностей использования полученных результатов. Предложена модель объяснения в интеллектуальной системе 
на базе согласования знаний и данных. Модель содержит множества согласованных фактов, гипотез и результатов. Согласование выполняется 
для гипотез, которые являются подмножествами других гипотез, на основе объяснений гипотез через факты и другие гипотезы, а также на 
базе соответствия между собой полученных результатов и гипотез. Модель дает возможность ограничить использование неявных и неточных 
знаний в рамках вывода только их согласованным подмножеством. В практическом плане использования модели ориентировочно на 
построение объяснений с учетом уровня абстракции, степени детализации описания предметной области, а также с учетом выбранного аспекта 
толкования полученной рекомендации. В целом формирование объяснений на основе согласования знаний повышает доверие пользователей 
и создает условия для эффективного использования полученных рекомендаций. 
Ключевые слова: знания; согласованность знаний; интеллектуальная система; рекомендации; объяснения, требования к объяснению.  
S. CHALYI, V. LESHCHYNSKYI, I. LESHCHYNSKA 
EXPLANATION MODEL IN AN INTELLIGENT INFORMATION SYSTEM BASED ON THE 
CONCEPT OF KNOWLEDGE COHERENCE 
The subject of the research is the processes of constructing explanations of the results obtained in intelligent information systems. Explanations make 
transparent the process of creating the resulting recommendation, create the conditions for the user to create causal links between the result of the 
conclusion and the current problems for which the intelligent system was used. The aim is to develop an explanation model in an intelligent system with 
the ability to provide a consistent interpretation with the results of such a system, taking into account context-oriented requirements for user needs. To 
achieve this goal, the tasks of defining the requirements for explanation of the results of the information system, as well as developing a model of 
explanation based on the principles of knowledge coordination in order to obtain recommendations based on the facts, hypotheses, results. It is shown 
that when coordinating the interests of the user and the capabilities of the intelligent system, it is necessary to detail the knowledge taking into account 
the range of relevance of data and knowledge, as well as financial and technical and other features of the results. A model of explanation in an intelligent 
system based on the coordination of knowledge and data is proposed. The model contains many agreed facts, hypotheses and results. Reconciliation is 
performed for hypotheses that are subsets of other hypotheses, based on explanations of hypotheses through facts and other hypotheses, as well as on 
the basis of the correspondence between the obtained results and hypotheses. The model makes it possible to limit the use of implicit and inaccurate 
knowledge in the output only to their agreed subset. In practical terms, the use of the model is focused on constructing explanations taking into account 
the level of abstraction, the degree of detail of the description of the subject area, as well as taking into account the selected aspect of interpretation of 
the received recommendation. In general, the formation of explanations based on the harmonization of knowledge increases user confidence and creates 
conditions for the effective use of the received recommendations. 
Keywords: knowledge; coherence of knowledge; intelligent system; recommendations; explanations, requirements for explanations. 
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Вступ. Інтелектуальні інформаційні системи 
орієнтовані на виявлення, структуризацію та викорис-
тання знань при вирішенні неструктурованих та част-
ково структурованих проблем. Важливість застосу-
вання пояснень в таких інформаційних системах 
пов’язана із тим, що вони використовують комбінацію 
явних та неявних знань, а також формальних підходів 
та евристик для отримання потрібного користувачеві 
результату. Формальні підходи використовують знан-
ня про предметну область, які можуть бути заста-
рілими, неповними, тощо. Евристичні методи зазвичай 
базується на використанні неявних, отриманих з прак-
тики, знань і, відповідно, не завжди дають релевантний 
результат. Тому використані знання-орієнтовані під-
ходи не завжди можуть дати точний результат та у 
загальному випадку не є «прозорими» для користувача 
такої системи. Тому пояснення, які роблять явним 
процес отримання результату в інтелектуальній інфор-
маційній системі, підвищують довіру користувачів, а 
також ефективність використання цих результатів. 
Слід також зазначити, що у випадку невідповідності 
знань про предметну область, що були використані у 
інтелектуальній системі, пояснення дає можливість 
користувачеві не враховувати отриманий у процесів 
виводу результат. 
Наприклад, пояснення в рекомендаційній системі  
може розкривати користувачеві відповідність між його 
потребами та рекомендованими товарами. В результаті 
в умовах широкого спектру товарів спрощується  вибір 
потрібного об’єкту, значно скорочується час, що 
витрачає користувач на пошук товарів та послуг згідно 
зі своїми інтересами. При використанні пояснень  
підвищується задоволеність споживача та в подаль-
шому збільшується кількість користувачів відповідної 
системи електронної комерції,  підвищується ефектив-
ності її роботи. 
В цілому пояснення забезпечують користувача 
інформацією та знаннями, що обґрунтовують резуль-
тати виводу в інтелектуальній інформаційній системі. 
Пояснення має сформувати для користувача причинно-
наслідкові зв’язки між рекомендацією інтелектуальної 
системи та його поточними задачами, для вирішення 
яких була використана дана система.  
Таким чином, актуальною є проблема 
формалізації пояснень з урахуванням особливостей 
знань, які були використані в інтелектуальній 
інформаційній системі, що дає можливість підвищити 
довіру користувачів до отриманих результатів та, на 
цій базі, удосконалити процес функціонування системи 
в цілому. 
Аналіз останніх досліджень і публікацій. Базові 
підходи до представлення пояснень в інтелектуальних 
системах базуються на описі витлумачень в експертних 
системах, а також системах з використанням преце-
дентів [1]. Використання знань для побудови пояснень 
розглядалось в роботі [2]. Автоматизація виявлення 
знань для побудови пояснень на прикладі рекомен-
даційних систем була досліджена в роботах [3–5]. 
Знання для пояснень виявляються на базі аналізу 
інформації від користувачів, наприклад рейтингів в 
рекомендаційних системах [3]. Також при формуванні 
знань використовується інформація про зміни стану 
предметної області в часі [4, 5]. Такі зміни відоб-
ражаються за допомогою спеціалізованих правил [6, 7] 
з тим, щоб ці пояснення були переконливими для 
споживачів. В роботі [8] запропоновано будувати 
інтерфейс пояснення на базі виявлення типових потреб 
користувачів.  
В цілому дані роботи приділяють увагу окремим 
аспектами представлення знань та інтерфейсу пояс-
нення, без урахування узгодженості цих знань.  
В роботах [9–11] було запропоновано базові 
принципи узгодженості знань для формування пояс-
нення. Такий підхід дає можливість виділити підмно-
жину знань, що будуть використані для побудови 
пояснення. Однак він не враховує ряд факторів, які 
пов’язані із вимогами до витлумачень [12, 13] та впли-
вають на доступність та переконливість пояснення для 
користувача: 
– представлення в прозорій формі механізму 
функціонування інтелектуальної системи: 
– відображення зв’язку пояснення із потребами 
користувача: 
– врахування змін потреб користувача. 
Зазначені недоліки свідчать про важливість 
побудови інтегральної моделі пояснення на принципах 
узгодження знань з урахуванням статичних та дина-
мічних характеристик роботи інтелектуальної системи, 
а також вимог та потреб користувача такої системи.  
Метою цієї статті є розробка моделі пояснення в 
інтелектуальній системі, яка б забезпечувала узгод-
жене з результатами роботи такої системи 
витлумачення з урахуванням контексту потреб корис-
тувачів. 
Для досягнення поставленої мети вирішуються 
такі задачі: 
– структуризація вимог до пояснення щодо 
результатів роботи інтелектуальної інформаційної 
системи; 
– розробка моделі пояснення на основі принципів 
узгодження знань. 
Модель пояснення в інтелектуальній системі 
на основі концепції узгодження знань.  
Визначимо базові вимоги до пояснень в аспекті 
«прозорої» внутрішньої структури інтелектуальної 
інформаційної системи. 
По-перше, пояснення має коректно відображати 
порядок функціонування інтелектуальної системи, без 
пропуску ключових дій та процедур. Згідно даної ви-
моги, при формуванні пояснень необхідно враховувати 
всі знання, які були використані інтелектуальною сис-
темою для отримання результату. Пропуск підмно-
жини кроків (та відповідної підмножини знань) знижує 
довіру користувача до такої системи. У випадку неви-
значеності щодо знань, що використовуються, при 
побудові пояснень доцільно використовувати ймовір-
нісні підходи. Визначення ймовірностей для окремих 
процедур або знань про опис предметної області може 
бути виконано згідно підходів, запропонованих в 
роботах [6, 7]. 
По-друге, форма представлення пояснень має 
бути зрозумілою для користувача інтелектуальної 
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системи. Зрозумілість пояснення залежить від кон-
тексту виводу та пояснення в інтелектуальній системі, 
а також контексту використання цієї системи спо-
живачем. 
Явне представлення контексту роботи інтелек-
туальної системи визначається рівнем абстракції, 
деталізації, а також набором аспектів, згідно яких може 
бути представлена послідовність отримання резуль-
тату.  
Рівень абстракції визначається набором понять, 
які використовуються при побудові пояснення. 
Наприклад, пояснення в рекомендаційній системі може 
бути представлено на рівні характеристик вибраного 
предмету, з урахуванням рейтингів та покупок цього 
товару, тощо. 
Рівень деталізації визначає об’єм пояснень та 
частку характеристик та деталей «за замовчуванням» 
при формуванні пояснення. Наприклад, при фор-
муванні пояснень в рекомендаційній системі можуть 
бути враховані помісячні, щотижневі, щоденні зміни 
продажів вибраного товару або послуги. 
Множина аспектів визначає «зрізи» роботи інте-
лектуальної системи. Так, пояснення може враховувати 
фінансовий, часовий, технічний та інші аспекти. При 
формуванні пояснення у фінансовому аспекті розгля-
дається в першу чергу фінансовий виграш користувача 
у випадку використання отриманої від інтелектуальної 
системи рекомендації. Наприклад, фінансові переваги 
від вибору запропонованого рекомендаційною систе-
мою товару або послуги.  
Пояснення у часовому аспекті враховує актуаль-
ність використання результату роботи інтелектуальної 
системи для вибраного періоду часу. Так, рішення-
прототипи для системи на основі прецедентів можуть 
бути реалізуємими, але застарілими. Відповідно, такі 
рішення мають обмежений інтервал використання у 
часі.  
Пояснення у технічному (біологічному, тощо) 
аспекті визначає переваги від використання запропо-
нованих інтелектуальною системою пропозицій у 
визначеній предметній області. Так, пояснення щодо 
вибору пристрою в рекомендаційній системі може 
містити інформацію про його технічні переваги над 
конкуруючими товарами. 
Представлення контексту використання резуль-
татів роботи інтелектуальної системи користувачем 
зазвичай використовує інформацію про цілі, переваги 
та обмеження користувача. Тому визначення контексту 
користувача є ітеративною процедурою і потребує 
зворотного зв’язку для покрокового уточнення  пояс-
нень.   
По-третє, пояснення мають враховувати 
функціональність інтелектуальної системи в цілому, 
призначення об’єктів, з якими оперує така система, а 
також базові відношення між об’єктами у предметній 
області. 
Набір функцій інтелектуальної системи визначає 
її поведінку, послідовність її роботи. Тому аналіз 
журналу подій системи з використанням знань про її 
функції дає можливість показати послідовність 
прийняття рішень і, тим самим, підвищити довіру 
користувача. 
Знання, що використовуються для прийняття 
рішень в інтелектуальній системі, враховують призна-
чення об’єктів, щодо яких виконується вивід. Такі 
знання дають можливість визначити рівні абстракції та 
деталізації у контексті виводу в інтелектуальній 
системі і підвищити точність пояснення. 
Знання про відношення між об’єктами в пред-
метній області визначають особливості застосування 
отриманих в інтелектуальній системі результатів. 
Відповідно, такі знання дають можливість деталізувати 
фінансовий, часовий, технічний та інші аспекти 
пояснення з метою визначити ключові для користувача 
характеристики отриманого рішення. 
Для задоволення наведених вимог пропонується 
використати принципи [10] узгодження знань для 
пояснення. Концепція узгодження знань полягає у 
тому, що для реалізації виводу у предметній області 
необхідно використовувати не просто несуперечні з 
позицій логіки знання, а лише узгоджені факти, пра-
вила, гіпотези. Схему узгодження знань згідно пред-
ставлених вимог наведено на рис. 1. 
 
Узгодження знань з урахуванням контексту:
1) рівень абстракції;
2) рівень деталізації;
3) часовий, технічний, фінансовий та інші 
аспекти контекстів функціонування та 
використання результатів роботи 
інтелектуальної системи.


















Рис. 2. Схема узгодження знань згідно вимог до пояснень  
Фактично концепція узгодженості знань дає 
можливість використати для отримання результату в 
інтелектуальній системі набір гіпотез зі схожою 
семантикою. Наприклад, при формуванні пояснення 
для рекомендаційної системи узгодження означає, що 
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форма представлення пояснень з одного боку має 
відповідати інтересам користувача, а з іншого – відоб-
ражати механізм формування рекомендацій. При уз-
годженні інтересів користувача та можливостей 
системи необхідно задати деталізацію з визначенням 
інтервалу актуальних знань, фінансових та технічних 
характеристик рекомендованого об’єкту, а також кон-
тексту його використання. Послідовність подання 
інформації у поясненні може бути визначена з ураху-
ванням послідовності побудови рекомендацій.  
Модель пояснення, згідно представленої на рис. 1 
схеми, має реалізувати принципи узгодження знань по 
технічному, часовому, фінансовому та іншим аспектам 
пояснення з урахуванням ступеню абстракції та сту-
пеню деталізації. 
В моделі враховуються такі характеристики 
узгоджених знань: 
– відповідність вхідних даних та знань щодо 
поточних властивостей предметної області; 
– відповідність гіпотез; 
– прийнятність результатів. 
При відборі в вхідних фактів для виводу резуль-
татів необхідно враховувати їх узгодженість, в сенсі 
відповідності поставленій задачі. Узгодженість знань 
будемо позначати знаком «~». Ідея підходу полягає в 
тому, щоб визначити базові факти й гіпотези та 
узгодити з ними всі інші знання, що необхідні для 
вирішення поточної задачі. Узгодженість для пар факт-
ів 𝑠𝑖,𝑠𝑗  , що задають статичний опис предметної облас-
ті, має вигляд: 
 (𝑠𝑖~𝑠𝑗) ≡ (𝑠𝑖~𝑠𝑗), 𝑠𝑖,𝑠𝑗 ∈ 𝑆. (1) 
Згідно (1), для формування підмножини узгод-
жених вхідних фактів достатньо їх попарної узгод-
женості. Таке визначення дає можливість об’єднувати 
узгоджені факти з різних аспектів контексту функціо-
нування та використання результатів роботи інтелек-
туальної системи, а також змінювати рівень деталізації 
або використовувати додаткові абстракції. 
Якщо гіпотеза 𝑔𝑚 виступає в якості пояснення для 
факту 𝑠𝑖, тобто 𝑔𝑚 = expl(𝑠𝑖), то узгоджена гіпотеза 𝑔𝑛 
може виступати в якості пояснення для узгодженого 
факту 𝑠𝑗: 
 
(𝑔𝑚 = expl(𝑠𝑖))(𝑠𝑖~𝑠𝑗) ⇒ 
⇒ ∃ 𝑔𝑛: (𝑔𝑚~𝑔𝑛) (𝑔𝑛 = expl(𝑠𝑖)). 
(2) 
Гіпотези 𝑔𝑚,𝑔𝑛 є узгодженими в тому випадку, 
якщо одна гіпотеза є частиною іншої: 
 𝑔𝑚~𝑔𝑛 ⇒ (𝑔𝑛 ⊂ 𝑔𝑚)(𝑔𝑚 ⊂ 𝑔𝑛), 𝑔𝑚,𝑔𝑛 ∈ 𝐺. (3) 
Множина фактів 𝑆𝑖 та гіпотез 𝐺𝑛 узгоджується з 
іншою гіпотезою 𝑝, якщо остання є їх поясненням: 
 𝑝 = expl(𝑆𝑖,𝐺𝑛) ⇒ 𝑝~(𝑆𝑖 ,𝐺𝑛). (4) 
Прийнятність отриманого результату 𝑟𝑘 при 
вирішенні задачі залежить від узгодженості цього 
результату із множиною інших результатів 𝑅, що були 
отримані при вирішенні цієї ж задачі. Тобто всі 
результати із множини 𝑅 мають бути узгодженими між 
собою та з гіпотезами, що були використані при їх 
отриманні: 
 ∀(𝑟𝑘 ,𝑟𝑙 ∈ 𝑅)(𝑟𝑘~𝑟𝑙),∃(𝑔𝑚~𝑟𝑘) . (5) 
Модель пояснення 𝐸 з узгодженням знань має 
вигляд: 
𝐸 = {𝑆,𝐺,𝑅: 
∀𝑠𝑖 ∈ 𝑆 ∃𝑠𝑗 : (𝑠𝑖~𝑠𝑗), ∀𝑔𝑚 ∈ 𝐺 ∃𝑔𝑛: (𝑔𝑚~𝑔𝑛) 
 ∀𝑟𝑘 ∈ 𝑅 ∃𝑟𝑙,𝑔𝑚: (𝑟𝑘~𝑟𝑙), (𝑔𝑚~𝑟𝑘)}. 
(6) 
Згідно (6) множина фактів, гіпотез, результатів 
має бути обмежена лише узгодженими елементами.  
Висновки. Запропоновано модель пояснення в 
інтелектуальній системі на базі узгодження знань та 
даних. Модель містить факти, гіпотези та результати, 
які узгоджені між собою на основі поглинання гіпотез, 
пояснень гіпотез через факти та інші гіпотези, а також 
відповідності між собою отриманих результатів. Така 
структура моделі дає можливість обмежити викорис-
тання неявних та неточних знань лише їх узгодженою 
підмножиною. Практичне використання моделі дозво-
ляє будувати пояснення з урахуванням ступеню абст-
ракції, рівня деталізації опису предметної області, а 
також вибраного аспекту розгляду отриманої рекомен-
дації від інтелектуальної системи. 
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