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The aim of this study was to reconcile 3 approaches to calculating population attributable fractions and attributable burden percentage: the approach of Bruzzi . Using data from a statewide point prevalence survey (Western Australian Point Prevalence Survey, 2014) linked to an administrative database, we compared estimates of attributable burden percentage obtained using the contrasting methods in 6 logistic models of health outcomes from the survey, estimating 95% confidence intervals using nonparametric and weighted bootstrap approaches. Our results show that instability can arise from the fundamental algebraic construction of Bruzzi's formula, and that this instability may substantially influence the calculation of attributable burden percentage and associated confidence intervals. These observations were confirmed in a simulation study. The algebraic reduction of Bruzzi's formula to the 2 alternative methods resulted in markedly more stable estimates for population attributable fraction and attributable burden percentage in cross-sectional studies and cohort designs with fixed follow-up time. We advocate the widespread implementation of the maximum-likelihood approach and the multivariable method. attributable burden; Bruzzi's formula; instability; population attributable fraction Abbreviations: LCA, length of current admission; ML, maximum likelihood; PAF, population attributable fraction; WAPPS, Western Australian Point Prevalence Survey.
Comparisons of relevant health outcomes between groups are of interest to public health planners. Estimates, such as odds ratios reported from standard logistic regression models, are often used to make conclusions regarding associations between variables and outcomes. However, while these estimates may be informative, the estimation of population attributable fractions (PAFs) and the burden of disease attributable to specific risk factors can provide useful additional resources to assist public health planners in prioritizing appropriate interventions (1) (2) (3) .
The development of PAF has frequently been credited to Levin (4) , who in 1953 quantified the proportion of cases of lung cancer attributable to smoking; however, the first description of attribution can be traced to Doll in 1951 (5, 6) . Since then the methodology surrounding PAF has been debated, including discussion of various proposed formulations and their correct application in different study designs (1, 7, 8) .
In particular, the use of different terminology for the same calculations has been identified as a stumbling block to effective application of PAF methods by health professionals (8) (9) (10) .
Estimation of PAF for a particular risk factor involves the comparison of a given sample with a hypothetical, or counterfactual, sample in which the risk factor is absent. The PAF for a particular risk factor is interpreted as the proportion of outcome cases that can be attributed to the presence of that risk factor (1) (2) (3) . Existing literature provides extensive discussion of issues related to the estimation of PAF, including sensitivity to the appropriate choice of reference group (in the case of continuous risk factors), estimation in the context of removal of multiple risk factors, and the susceptibility of modifiable versus nonmodifiable risk factors to intervention. These issues are largely outside the scope of this work but are discussed in detail elsewhere (1, 11, 12) .
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where N ij o is the total number of individuals in the combination of exposure level i and adjusting stratum j; N total o is the total number of individuals in the sample; * N ij is the number of outcome cases in the combination of exposure level i and adjusting stratum j; and * N total is the total number of outcome cases in the sample. Furthermore,ˆ| p D E j
are predicted probabilities from a fitted logistic model, for individuals in the combination of adjusting stratum j and exposure level i or baseline exposure level, respectively. Note that the main designs for which estimating the outcome probabilities using logistic regression is valid are cross-sectional studies or cohort designs with fixed follow-up time. Here PAF 1  is used to represent the estimate of PAF obtained using Bruzzi's formula.
A MAXIMUM-LIKELIHOOD APPROACH
Greenland and Drescher (14) discussed a maximum-likelihood (ML) approach to PAF, which was later extended to allow for estimation of "average" and "sequential" PAF in the context of removal of multiple risk factors (11, 14) . Interestingly, these methods have not proven popular despite calls for their more widespread application (3, 11) . Using our notation, another derivation of Greenland and Drescher's formula is based on rewriting equation 3 as follows:
where all quantities are as previously defined. Under a multinomial or Poisson sampling scheme, the ML estimator for
o . Assuming that the actual probability of the outcome is given by a logistic model, ML estimates for
are obtained from a logistic regression. Thus, a ML estimate of PAF as given in equation 6 would be:
where all quantities are as previously defined. We refer to equation 7 as the "ML approach."
MULTIVARIABLE METHOD
More recently, a multivariable technique that uses individuallevel data was described by Tanuseputro et al. (15) . At the population level this method involves estimation of the difference in probabilities between the observed and counterfactual data distributions. The resulting formula is given in equation 5, which can be obtained via cancellation of the probabilities
in equation 3 (i.e., at the population level an algebraically reduced version of Bruzzi's formula is equivalent to the multivariable method). To our knowledge, this equivalence has not been pointed out before. The probabilities in equation 5 can be estimated as: where all terms are as previously defined. We refer to equation 8 as the "multivariable method." Thus, the multivariable method and the ML approach differ in that the former uses * N total in the denominator while the latter uses ∑ ∑ ( ×ˆ) | N p .
Assuming that the disease probabilities are given by a logistic model,
should be a good predictor of * N total and take values close to it. This explains why, for our models, the multivariable method and the ML approach yield estimates that are practically identical (see "Methods").
METHODS
The sample used in this study consisted of patients surveyed during the Western Australian Point Prevalence Survey (WAPPS) 2014, a statewide survey conducted in Western Australia during March 2014 (16). Twenty public metropolitan and rural hospitals, each with more than 40 beds, were included. Patients admitted for mental illness and day procedure patients were excluded. Each hospital was surveyed on a single, separate day over the month. The aim of the WAPPS was to gather and comprehensively analyze data in selected safety and quality topic areas based on national standards, in order to understand Western Australian health service providers' current performance against the standards measured. A key attribute of the data analysis involved identifying performance differences after adjusting for factors outside of the control of the providers, for example patient-specific characteristics.
To obtain demographic and disease characteristics for each patient, data from the WAPPS was linked to the Western Australia Hospital Morbidity Data Collection, which contains all inpatient hospitalization data from public and private hospitals in Western Australia (17) . Links that could not be reconciled with the date of survey from the WAPPS were excluded. A disease profile for each individual was constructed as a series of binomial characteristics for common current principal diagnoses, current additional diagnoses, and past principal diagnoses, using codes from the International Statistical Classification of Diseases and Related Health Problems, Tenth Revision, Australian Modification. Common diagnoses were identified using a threshold of 5% prevalence in the linked sample.
Statistical analysis
Six logistic models were fitted using subgroups of the original linked sample, after excluding records where patients were unavailable or missing data was observed for each outcome in turn. Models were fitted using the R (R Foundation for Statistical Computing, Vienna, Austria) environment for statistical computing (18) , with final models obtained via backward elimination. Firth's penalized-likelihood logistic regression was used when encountering instances of separation in the data (19) (20) (21) (22) .
Model 1 examined the probability of a patient being classified as "well-identified," where identification status was determined by a number of factors, including the presence, color, and legibility of an appropriate identification band. The variables retained in the final model were hospital, age group, length of current admission (LCA), and the presence or absence of a Z37 additional diagnosis code. A Z37 diagnosis identifies an outcome for maternity patients (predominantly "single, live births") and thus in our models was coded 0 for nonmaternity patients.
Model 2 examined the probability of a patient having documentation of their medication history. The variables retained in the final model were hospital, age group, LCA, and the presence or absence of a Z37 diagnosis code.
Model 3 examined the probability of a patient having an initial pressure-injury risk assessment using an appropriate tool. The variables retained in the final model were hospital, age group, LCA, and the presence or absence of a Z37 diagnosis code.
Model 4 examined the probability of a patient having a falls-risk screening tool administered on admission. The variables retained in the final model were hospital, age group, and the presence or absence of a Z37 diagnosis code.
Model 5 was identical to model 4, with the exclusion of pediatric patients from the analysis. The variables retained in the final model were hospital, age group, and the presence or absence of a Z37 diagnosis code.
Model 6 examined the probability of a patient having a venous thromboembolism risk assessment. The variables retained in the final model were hospital and age group.
Odds ratios obtained from the adjusted models were used to make comparisons between hospitals and other subgroups. Estimates of PAF were calculated for significant risk factors in the adjusted models using Bruzzi's formula, the multivariable method, and the ML approach. Note that all 3 estimates of PAF in equations 4, 7, and 8 can be written in the form:
where PAF i  is interpretable as the PAF for level i of the risk factor of interest. Below we have reported these individual PAF estimates. Estimates of "attributable burden" were obtained by multiplying PAF by the total number of outcome cases (9) . Finally, for each risk factor the attributable burden estimate was expressed as a percentage of the total number of individuals with the risk factor; this is termed the "attributable burden percentage." Note that estimates of PAF, attributable burden, and attributable burden percentage will be negative if the probability of the outcome in the risk factor group is lower than in the corresponding reference group. In these cases the attributable burden percentage has been presented as an expected percentage decrease and is thus positive. Differences between the 3 estimates of PAF were observed; these were investigated in a simulation study and are discussed in detail in later sections. Here we note that no substantive differences were observed between estimates obtained from the multivariable method and the ML approach; for this reason, we have presented estimates obtained from Bruzzi's formula and the multivariable method only.
Confidence intervals were constructed using a nonparametric bootstrap approach with 1,000 iterations and compared with estimates obtained using a weighted bootstrap technique with exponential weights (23, 24) . There exists a potential for data separation to occur when resampling with replacement; therefore, all models in the nonparametric bootstrap were fitted using Firth's penalized-likelihood logistic regression (19) (20) (21) (22) . The weighted bootstrap avoids this problem by repeatedly refitting the model using weights sampled from an exponential distribution.
Ethical approval
This project, including data linkage and subsequent statistical analysis, was approved by the Department of Health Western Australia Human Research Ethics Committee.
RESULTS
Summary statistics of the full sample are shown in Table 1 , for each risk factor retained in at least 1 of the 6 multivariate models. Unadjusted odds ratios for these risk factors, obtained from univariate logistic regression models, are also shown; these models were fitted using reduced samples comprising at least 80% of the original linked sample of 2,849 patients, depending on the outcome of interest. Table 2 shows the estimated odds ratios with 95% confidence intervals for significant risk factors in each of the 6 multivariate models described in this study, along with point estimates of attributable burden percentage obtained using Bruzzi's formula and the multivariable method.
In some instances, we observed notable differences between the 2 estimates, as for the risk factors "pediatric" (47.2% versus 34.3%) and "Z37 yes" (41.3% versus 51.1%) in model 3. Contrastingly, there were no substantial differences in the estimates for any risk factor in models 1 or 2, where the maximum difference for any risk factor was 1.8% (i.e., for the risk factor "Z37 yes" in model 2; 26.1% versus 24.3%).
Additionally, the magnitude of the difference between the estimates was not always consistent between risk factors in a particular model. In model 3, for instance, the estimates were substantially different for the risk factors "Z37 yes" (41.3% versus 51.1%) and "pediatric" (47.2% versus 34.3%) but similar for the risk factor "LCA ≥6 days" (6.1% versus 6%).
Finally, in some instances, estimates of attributable burden percentage obtained using Bruzzi's formula were greater than 100%, and were therefore uninterpretable. This effect was observed for the risk factor "pediatric" in model 4 (161.3%).
Origin of differences between estimates from Bruzzi's formula and the alternative approaches
The difference between the estimates of attributable burden percentage obtained using Bruzzi's formula and the 2 alternative approaches can be traced to the ratio of probabilities that may be canceled in Bruzzi's formula for PAF (equation 3). Within each cell of the contingency table of the risk factor of interest and the adjusting factors, this ratio of probabilities is estimated by: Figure 1 shows box plots of the distribution of estimated ratios from equation 10, for the cells associated with selected risk factors from each model. These risk factors were the levels of age group in models 1, 2, 3, 4, and 6 ( Figure 1A , 1B, 1C, 1E, and 1H) and the presence or absence of a Z37 diagnosis code in models 3, 4, and 5 ( Figure 1D, 1F, and 1G) . Note that the plots were not constructed using a logarithmic scale for the ratios, since some * N ij were equal to zero. In the following subsections we describe 3 observed phenomena associated with the differences in estimates of attributable burden percentage obtained using Bruzzi's formula compared with the alternative methods. Investigation of the estimated ratio of sample proportion to predicted probability
As shown in panels A and B in Figure 1 , the ratio of the sample proportion of individuals with the outcome to the predicted probability (equation 10) in strata for models 1 and 2 were distributed around the value 1. However, in other models there were high estimated ratios for strata in some risk factors. This effect was observed for the risk factor "pediatric" in models 3, 4, and 6 ( Figure 1C, 1E, and 1H) . The high ratios were associated with estimates of attributable burden percentage from Bruzzi's formula being higher than the corresponding estimates obtained using the alternative methods.
In contrast, for some risk factors there were strata in which the sample proportion was much lower than the corresponding predicted probability, resulting in low estimated ratios from equation 10. This effect was observed for the risk factor "Z37 yes" in models 3, 4, and 5 ( Figure 1D, 1F, and 1G) , where the box plots identified a large number of associated cells with ratios equal to zero (these occur because the sample proportion was zero in those cells). These low ratios were associated with estimates of attributable burden percentage from Bruzzi's formula being lower than estimates obtained using the two alternative methods.
Sensitivity to inclusion of subgroups
The estimated attributable burden percentage obtained using Bruzzi's formula was sensitive to the inclusion or exclusion of certain subgroups in the sample. This behavior was observed when comparing the estimates for the risk factor "Z37 yes" between models 4 (19.6%) and 5 (28.8%), where model 5 differed from model 4 only in the exclusion of pediatric patients. In contrast, the corresponding estimates from the multivariable method were relatively consistent (52.7% in model 4 versus 53.1% in model 5).
Constructing confidence intervals
The construction of 95% confidence intervals introduced a third source of variability into the estimates of attributable burden percentage obtained using Bruzzi's formula. The point estimates of attributable burden percentage and the 2.5%, 50%, and 97.5% quantiles from the corresponding weighted and nonparametric bootstrap distributions were compared. For Bruzzi's formula these quantiles are shown in columns 7 and 9 of Table 2 , for the weighted and nonparametric bootstrap distributions respectively. The analogous quantiles for the multivariable method are shown in columns 8 and 10.
In some instances, the point estimates obtained using Bruzzi's formula were substantially different from the 50% quantiles from at least 1 of the corresponding bootstrap distributions. This effect was observed for the risk factor "Z37 yes" in model 5, where the point estimate from Bruzzi's formula of 28.8% was substantially different from the 50% quantile from the weighted bootstrap distribution (33.7%) but similar to the 50% quantile from the nonparametric bootstrap distribution (28.8%). The reverse effect was observed for the risk factor "pediatric" in model 6, where the point estimate from Bruzzi's formula of 43.6% was substantially different from the 50% quantile from the corresponding nonparametric bootstrap distribution (36.7%) but similar to the 50% quantile from the weighted bootstrap distribution (45.6%).
In contrast, the maximum difference observed between the point estimates obtained using the multivariable method and their corresponding 50% quantiles from the bootstrap distributions were 1.2% (30.7% versus 29.5%) and 1.3% (30.7% versus 29.4%), for the weighted and nonparametric bootstrap distributions, respectively. Both of these differences were observed for the risk factor "pediatric" in model 6 .
These examples illustrate the potential for instability in Bruzzi's formula to contribute to the skewness of the corresponding bootstrap distributions used to obtain 95% confidence intervals, which in some instances led to uninterpretable confidence interval limits (i.e., >100%). This effect was observed for the risk factor "pediatric" in model 6, where the original point estimate was 43.6% but the 2.5% and 97.5% quantiles from the corresponding weighted bootstrap distribution were 13.0% and 176.8%, respectively. In contrast, implementation of the multivariable method or the ML approach did not result in any uninterpretable confidence intervals.
Simulation study
In a simulation study, 10,000 data sets of 360 observations were generated between 2 categorical predictors: A and B; these had 2 and 3 levels respectively. Observations were assigned to levels 1 and 2 of predictor A with probability ratio 3:1, and within each of these levels observations were assigned to levels 1, 2, and 3 of predictor B with probability ratios 7:2:1 and 1:2:7, respectively. Cell counts were sampled from a multinomial distribution with these probabilities. Cases were generated within each cell by sampling from a binomial distribution with probabilities 0.9, 0.9, and 0.9 within level 1 of predictor A, and with probabilities 0.1, 0.1, and 0.05 within level 2 of predictor A. Level 2 of predictor A was considered to be the risk factor of interest; all PAF calculations described here were made for this risk factor.
The true PAF was calculated as −0.302 using formula 1 from Benichou (1):
where ( ) P D is the probability of the outcome, or disease, and ( |¯) P D E is the conditional probability of the outcome in the reference group of the risk factor.
For each simulated data set, final models were obtained using forward and backward selection based on Akaike's information criterion (25) . Thus, using common symbolic language, the models considered here use as explanatory variables one of the following: 1) "A" (main effect of A only), 2) "B" (main effect of B only), 3) "A + B" (main effects of both A and B, i.e., the "additive model"), or 4) "A + B + A.B" (main effects of A and B and their interaction, i.e., the "saturated model"). Because the univariate model with predictor B only was not selected from any of the simulated data sets, the model with predictor A only is henceforth referred to as the "univariate model." Furthermore, as both the forward and backward selection methods yielded similar results, only results based on forward selection are presented. Figure 2A and 2B show the sampling distribution of PAF 1  and PAF 3  , for simulated data sets with and without at least one zero cell (i.e., cells with zero outcome cases) in the risk factor group, respectively. These plots show that zero cells have the effect of shrinking PAF 1  toward 0, away from PAF 3  (this phenomenon corresponds to points on the lower side of the diagonal). Note that points falling on the diagonal line corresponded to data sets where the 2 PAF estimates were equal; this was the case for all univariate and saturated models when there were no zero cells ( Figure 2B ). The equivalence of estimates from equations 4 and 7, in the case of a saturated model, was previously noted by Benichou (1). However, in Figure 2A some of the points corresponding to saturated models appear on the lower side of the diagonal, suggesting that this equivalence is only true when there are no zero cells present. Figure 2C and 2D show results with and without at least 1 zero cell, respectively, for a subset of simulated data sets where the ratio in equation 10 was ≥4 in at least 1 cell. When the additive model was selected, high-ratio cells inflated PAF 1  away from 0 (these points fall on the upward side of the diagonal). Furthermore, the simulation showed that PAF 3  is always more tightly distributed around the true PAF (shown as a cross-hair in the plots in Figure 2) , regardless of the presence of zero or high-ratio cells, and can therefore be called "more accurate." As discussed previously, this observation is also true for the ML approach.
DISCUSSION
Estimates of PAF have commonly been calculated using the method of Bruzzi et al. (13) , which has been extended to a ML approach (14) , while more recently a multivariable method has been proposed (15) . We have shown that both the multivariable method and the ML approach can be derived from Bruzzi's formula, via the straightforward cancellation (at the population level) of a ratio of probabilities that underpins Bruzzi's formula. Furthermore, using data from a statewide survey, we have shown that observed instabilities in the estimates of PAF obtained using Bruzzi's formula can be attributed to the estimation of this ratio, and that these instabilities are avoided through application of either of 2 alternative methods. We have identified 3 manifestations of this instability, each of which could arise when applying Bruzzi's formula. First, extremely high or low values for the identified ratio of probabilities may shrink or inflate estimates of PAF (or attributable burden percentage) from Bruzzi's formula away from the estimates obtained using the 2 alternative methods. While the user may be alerted by an extremely high estimate that is uninterpretable (i.e., >100%), less extreme examples may not be noticeable. We confirmed this in a simulation study, which additionally showed that any overall difference between estimates from Bruzzi's formula and either the multivariable method or the ML approach will depend on the combined effect of both zero cells and high-ratio cells. Thus the presence of zero cells or high-ratio cells in themselves is insufficient to indicate whether estimates from Bruzzi's formula will be higher or lower than the estimates from the 2 alternative methods. An exception occurs when all cells associated with the risk factor are zero cells for a given data set; in this case, the estimate from Bruzzi's formula will necessarily equal 0.
Second, estimates from Bruzzi's formula may be sensitive to the inclusion of certain subgroups within a given sample. Finally, instability in estimates from Bruzzi's formula may be magnified when using bootstrap methodologies to obtain confidence intervals. We have shown that this instability often manifested in skewed bootstrap distributions, with 50% quantiles that were markedly different from their corresponding point estimates. In contrast, the point estimates obtained using the multivariable method or the ML approach were close to the corresponding 50% quantiles from both the weighted and nonparametric bootstrap distributions, for all risk factors considered.
Note that one could estimate
in equation 2 by the observed sample proportion of cases and, under a rare disease assumption, | RR i j by the corresponding odds ratio (1). This would make equation 2 applicable to case-control studies. However, our derivations assume that the probability of being a case is given by a logistic model, and that this probability can be estimated using logistic regression. Our results are therefore mainly relevant to cross-sectional studies and cohort designs with fixed follow-up time, because it is typically not possible in case-control studies to estimate the disease probability in the population via logistic regression (26) . However, readers are referred to the ML approach developed by Greenland and Drescher (14) for case-control designs.
Some discussion of "modifiable" versus "unmodifiable" risk factors is required, because it makes no theoretical sense to consider a scenario where a risk factor such as "pediatric" is removed from the population. While this concern regarding interpretability is important, we believe that estimation of PAF for unmodifiable risk factors can still provide researchers and public health planners with useful information. For example, where the burden of being classified as "poorly identified" attributable to being "pediatric" is high, an intervention targeted to improve identification for pediatric patients may be suggested.
In conclusion, we have identified substantial potential for misreporting of estimates of PAF and attributable burden percentage when implementing Bruzzi's formula. Furthermore, we have shown that both the multivariable method of Tanuseputro et al. (15) and the ML approach of Greenland and Drescher (14) are alternatives that consistently provide more stable estimates. We advocate the widespread application of these methods in practice.
