Encouraged by the success of deep learning in a variety of domains, we investigate the suitability and effectiveness of Recurrent Neural Networks (RNNs) in a domain where deep learning has not yet been used; namely detecting confusion from eye-tracking data. Through experiments with a dataset of user interactions with ValueChart (an interactive visualization tool), we found that RNNs learn a feature representation from the raw data that allows for a more powerful classifier than previous methods that use engineered features. This is evidenced by the stronger performance of the RNN (0.74/0.71 sensitivity/specificity), as compared to a Random Forest classifier (0.51/0.70 sensitivity/specificity), when both are trained on an un-augmented dataset. However, using engineered features allows for simple data augmentation methods to be used. These same methods are not as effective at augmentation for the feature representation learned from the raw data, likely due to an inability to match the temporal dynamics of the data.
Introduction
An open problem in Affective Computing is that of detecting and adapting to a user's affective states in real-time. One such state is that of confusion. When a user is confused while interacting with a system, they can experience a decrease in satisfaction, as well as performance [Yi, 2008] . When this confusion is not resolved, the user may be unable to complete their task unless they are given some form of help. An obvious prerequisite to resolving a user's confusion is knowing that they are confused. A system that can detect when its user is confused (i.e. classify when the user is or is not confused) gains a human-like awareness that can be leveraged to provide appropriate interventions to resolve such confusion.
Recurrent Neural Networks (RNNs) are deep learning (DL) methods that have achieved excellent results in domains with large amounts of available data [Karpathy and Fei-Fei, 2015] . Aside from detecting sentiment from text, work has been done using RNNs to recognize emotion from videos [Ebrahimi Kahou et al., 2015] and interaction events [Botelho et al., 2017] . The limited amount of work in this field (compared to the vast amount of work on object detection in pictures) is because data capturing affect is difficult to acquire and label. For example, one of the larger public emotion video datasets contains less than 1000 training items, with automated ground truth label generation [Dhall et al., 2017] . The data scarcity problem is exacerbated when relying on data from eye-trackers because it currently requires comparatively more specialized equipment and data collection in a laboratory setting. However, gaze has been shown to be a strong predictor of affective states such as boredom [Jaques et al., 2014] and affective valence [Lallé et al., 2018] . This fact, along with the success of deep learning in the other data scarce domains just mentioned is encouraging.
Prior work has shown that user confusion can be detected in the specific context of processing information visualizations using eye-tracking data such as gaze point, pupil changes, and the distance of the user's head from the screen. [Lallé et al., 2016] used a Random Forest (RF) classifier on such data, achieving confused and not confused class accuracies (i.e. sensitivity and specificity) of 57% and 91%, respectively. Their approach used engineered features based on domain knowledge about what is important for detecting confusion. We set out to determine if these results could be improved by using an RNN. This method could take advantage of the sequential nature of eye-tracking data (unlike previous approaches), while also learning a data-driven feature representation; a key difference between deep learning and other machine learning paradigms .
As the core contribution of this work, we show that RNNs learn a feature representation from raw eye-tracking data that allows for a more powerful classifier for detecting confusion than previous methods that used a Random Forest with engineered features (Section 6). This claim is supported by the results of our experiments, which show that RNN variants perform better than the RF before the dataset is augmented with synthetic examples. However, while simple data augmentation techniques have been applied to produce state of the art results with engineered features [Lallé et al., 2016] , we discovered that these same techniques are less effective when applied to the raw eye-tracking dataset used to train the RNNs. Our results serve as a baseline upon which to evaluate our ongoing work in augmenting raw eye-tracking data. To the best of our knowledge, we are the first to use an RNN for the task of classifying a user state from raw eye-tracking data. A secondary contribution of this work is an account of our procedure (Section 5) for using RNNs to classify raw eye-tracking data from a small dataset; establishing some best practices along the way. In particular, we provide a simple method of increasing intra-class variance by cyclically splitting our data items into multiple items while maintaining the sequential structure. Our methods will be useful as more data of this type becomes available and research into related augmentation techniques progresses.
Related Work
Most work on predicting affect with deep learning has been in computer vision and natural language, where established methods already exist for classifying emotions from pictures, video, and sound [Ebrahimi Kahou et al., 2015] [ Xu et al., 2016] [ Amer et al., 2014] . These works focus on predicting one of anger, disgust, fear, happy, sad, surprise, or neutral. There is less work that uses DL for emotion recognition based on data from live interaction with users, which is ultimately what we want from an affect-sensitive artificial agent.
Work that uses deep learning for classifying confusion has applied RNNs to sequential interaction data [ Botelho et al., 2017] . These works seek to predict multiple emotions (one of which is confusion) while students interact with an Intelligent Tutoring System. While these works utilize interaction data, we utilize eye-tracking data, which has been shown to be a good predictor of emotional or attentional states such as mind wandering [Bixler and D'Mello, 2015] , as well as boredom, and curiosity, while learning with educational software [Jaques et al., 2014] . [Lallé et al., 2016] predicted confusion using eye-tracking data, and achieved state of the art results using the Random Forest (RF) algorithm (Section 4). In [Pusiol et al., 2016] , a patient's gaze point was superimposed onto the face of a doctor from the patient's point of view. The result is a video that shows the patient's gaze point over time. An RNN was then used to predict a developmental disorder. To the best of our knowledge, deep learning has yet to be used for any affect predictive task based on eye-tracking data.
Dataset
The dataset used in this paper was collected from a user study using ValueChart, an interactive visualization for preferential choice [Lallé et al., 2016] . Figure 1 shows an example of ValueChart configured for selecting rental properties from ten available alternatives (listed in the leftmost column), based on a set of relevant attributes (e.g., location or appliances). Although ValueChart has been evaluated for usability, the complexity of the decision tasks it supports means that it can still generate confusion [Yi, 2008] [ Conati et al., 2013] .
In the user study where the data was collected, 136 participants were recruited to perform tasks with ValueChart. Each user performed a set of tasks relevant to exploring the available options for a given decision problem (e.g. selecting the best home based on the aggregation of price and size). There were 5 tasks, each of which was repeated 8 times (randomly ordered), resulting in 5440 task trials (136 users ×5 × 8 trials). The user's eyes were tracked with a Tobii T120 eyetracker embedded in the study computer monitor. The study was administered in a windowless room with uniform lighting. Tasks have a mean duration of 13.7s (SD=11.3). To collect ground truth labels, users self-report their confusion by clicking on a button labelled "I am confused" (top right in Figure 1 ). To verify the labels, each participant was later shown replays of interaction segments centred around their confusion reports. Confusion was reported in 112 trials (2%).
The eye-tracking data used for this prediction task can be expressed at three different levels of abstraction:
1. Raw eye-tracker sample: data captured by the eyetracker each time a sample is taken. At 120 Hz (the T120 sampling rate), a sample is collected 120 times per second. Each sample includes the (x,y) coordinates of the user's gaze on the study screen, their pupil size, and the distance of each eye from the screen (Table 1 ). This data is rarely used in applications of eye-tracking, which typically rely on fixations.
2. Fixation-based data: eye-tracker proprietary software takes the raw eye-tracker data and generates sequences of fixations (gaze maintained at one point on the screen), saccades (quick movement of gaze from one fixation to another), the user's pupil size, and head distance from the screen. Tobii's IV-T algorithm calculates this data [Olsen, 2012] by translating raw eye-tracker sample points to fixation locations by aggregating smaller eye movements that occur during fixations, such as tremors, drifts, and flicks.
3. High-level features: this level includes statistics of the user's gaze (G), pupils (P), and head distance (HD). The G features are fixation rate and duration, saccade length, and relative and absolute saccade angles. Additional features relate to various Areas of Interest (AOI), such as fixation rate, longest duration, the proportion of fixations, and the number of transitions from a given AOI to every other. P and HD features are mean, SD, min, and max. The Eye Movement Data Analysis Toolkit (EMDAT) is a package capable of calculating such summative gaze statistics [Kardan, ] .
Classifying Confusion with Random Forest from High-level Features
The state of the art approach to classifying confusion with the dataset just described uses a Random Forest classifier [Lallé et al., 2016] . The model relies on the high-level features de- scribed in the previous section. Each trial in the dataset is represented as a 161-element vector encoding 149 gaze features, 6 pupil features, and 6 distance features, which summarize the user's viewing and attentional behaviour for that trial. To address the highly imbalanced dataset, the Synthetic Minority Over-sampling Technique (SMOTE) [Chawla et al., 2002] was used to augment the minority class with synthetic examples. Their best results were obtained with a 200% augmentation rate of their minority class and randomly downsampling the majority class to balance the training set.
In order to determine how much data leading up to an episode of confusion is needed to predict it, feature sets were built using two different windows of data. In the case where no confusion was reported in a trial, a randomly selected pivot point is used to provide a start point to the trial. A short window captures 5s immediately before the end of a trial, while a full window captures the whole trial. Results from these two window sizes were not statistically different.
To evaluate this setup, Lallé et al. measured sensitivity (proportion of confused trials correctly identified as such) and specificity (proportion of not confused trials correctly identified as such). These metrics are also known as true positive and true negative rates, respectively. Lallé et al. achieved 0.57 sensitivity and 0.91 specificity after augmenting the dataset with SMOTE by 200%. These results were achieved with a 75% data validity requirement (i.e., ensuring each item was ≥ 75% valid). In both cases, the reported metrics were obtained over the unbalanced test set. Without using SMOTE the RF obtained a sensitivity of 0.51 and a specificity of 0.70. 
Classifying Confusion with RNNs and Raw
Eye-tracker Data Recurrent Neural Networks. Our approach is first distinguished from the one described above by our use of RNNs. Like other neural network approaches, RNNs learn a feature representation from data. It is important to note the distinction that deep neural networks are not just another classification algorithm (even if they can be used as such). In fact, the classification task is performed only at the last layers.
The layers before this should be considered a representation learner, in that they serve to disentangle and discover the distinguishing features of the data fed into the model [Bengio et al., 2013] . This is in contrast to non-deep learning approaches that don't include this representation learning step. Non-deep learning models are given a set of carefully selected features, the composition of which is generally based on human expertise about what is important for a given classification task. These models do not have to learn which features to use, they only have to learn from the ones they are given. RNNs are especially suited for sequential data (like ours) and the RNN variations we use are also more likely than others to learn long-term dependencies in sequential data, as they address the vanishing/exploding gradient problem common in the basic RNN when learning from long sequences [Goodfellow et al., 2016] . An RNN learns its parameters by repeated application of a forward function. It is mainly the definition of this forward function that differentiates the RNN variants. When the output of the RNN is fully connected to a vector containing a node for each class, RNNs can be used for classification just like any other neural network.
We consider two RNN variations, namely Long-Short Term Memory (LSTM) networks [Hochreiter and Schmidhuber, 1997] and Gated Recurrent Units (GRU) for their ability to learn from long sequences like those in our data. LSTMs are a gated variation of the basic RNN that differ in their use of self-loops to facilitate the learning of long term dependencies while also ensuring long term gradient flow. A GRU [Cho et al., 2014] is a gated RNN which is essentially a simplified LSTM that reduces the number of gates (and thus learnable parameters) used [Goodfellow et al., 2016] .
Given the primary strength of deep learning approaches being their representation learning ability, we use the raw eyetracker sample data (Section 3) as input to our RNNs. We use data at this level of abstraction because it is the lowest level available and thus doesn't exclude any pattern expressed in the data captured by the eye-tracker. Any discriminator that could be lost in going to a higher level of data abstraction is necessarily maintained at this level. Previous work (Section 4) shows that summary statistics around fixations, saccades, pupil size, and head distance are strong features for classifying confusion. However, there may be other indicators in the data that we are not aware of. Providing data at the lowest level gives the model an opportunity to discover these . Each of our data items is, therefore, a 2D array with the number of rows corresponding to the number of samples captured in each trial. Each row within our items contains 14 columns; one for each feature in Table 1 . Pre-processing. We process the data before training our models by removing the last second of data and filtering out items shorter than 2s or with less than 65% valid rows. We define a row to be invalid if both ValidityLeft and ValidityRight (Table 1) indicate that the eye-tracker is not confident in the data it has captured. We minimize the number of invalid values by identifying rows where at least one of ValidityLeft or ValidityRight is True, and then replace the invalid features with the valid ones, as feature values related to the left and right eye are similar at a given point in time. The steps described up to this point mimic part of the process that EMDAT uses to prepare high-level features [Kardan, ] . Applying these steps we discard 26 confused and 1328 not confused trials (similar to the number of trials discarded by EMDAT). All invalid values are replaced with -1 (a value not occurring in our data otherwise).
While there is no fixed sequence length on which RNNs must operate, they typically require sequences shorter than those in the ValueChart confusion dataset (mean = 1644) [Neil et al., 2016] . [Lallé et al., 2016] observed no significant difference when using the full sequence length compared to using the last 5s of data, which suggests that we can reduce our sequences down to at least 5s. We ran the RNNs on window sizes of 3, 4, 5, and 6s, and found no notable difference in performance. We thus chose to use a 5s window to strengthen comparability between our models and the Random Forest.
The next step we take to reduce sequence length comes after looking at the values in the rows of the raw eye-tracker samples. We observed that because of the high sampling rate of the eye-tracker, these values change only a small amount from one row to the next (i.e. after 8ms). Thus we split each sequence into 4 items with the same label by performing a cyclic partition (e.g. as when dealing a deck of cards), which preserves the temporal structure of the time series data (Figure 2) . Splitting each data item like this reduces our sequence lengths by a factor of 4; the same amount of wall-clock time is now represented in a quarter of the number of rows. Data Augmentation. The cyclic partition of the data serves a second function. By splitting the data we provide our model with multiple opportunities to learn from the same example in a more intelligent way than would be achieved by simply duplicating an example exactly (over-sampling). The difference between resulting items is enough to provide intra-class variance, while the cyclic partition ensures the preservation of the sequential pattern. It is thus our first attempt to address the small size of our dataset. However, the data-intensive nature of our approach and our small dataset necessitates augmentation beyond that achieved by the cyclic partition. Following the approach of previous work, we used SMOTE to increase the number of minority class items in our dataset.
Implementation. All of our models are implemented and trained using PyTorch. Limiting our models to a single layer and then following common heuristics for neural network design [Goodfellow et al., 2016] , we chose a hidden state of 256 units for our models. We use negative log likelihood as our loss function, with the Adam optimizer [Kingma and Ba, 2014] and an initial learning rate of 0.003. We limit training to a maximum of 300 epochs, employing linear learning rate decay and early stopping to end training when validation performance stops improving. We use a batch size of 256, on a single Nvidia GTX 1080 GPU. Metric calculations are done using the scikit-learn library [Pedregosa et al., 2011] . To enhance reproducibility, our code is available at https://github. com/sdv4/Predicting-Confusion-with-RNN HAI-2019.
Experiment Setup and Evaluation.
To evaluate our models we employ across-user 10-fold Cross Validation (CV), which ensures that no user has contributed data items to both the training and test or validation sets of a given fold. We maintain the same ten data splits while training and evaluating each model and seed all random number generators in our code in order to enhance comparability.
In addition to sensitivity and specificity (defined in Section 4), we measure the Receiver Operating Characteristic (ROC) score, which provides a unified measure of classifiers performance at a variety of decision thresholds. This allows us to choose a decision threshold that maximizes sensitivity and specificity. The threshold calculated is the one corresponding to the point closest to (0,1) on the ROC curve.
Because of the highly imbalanced structure of our dataset (recall that validation and test sets are left unbalanced), sensitivity and specificity provide more meaningful metrics than accuracy. In the latter case, 98% accuracy could be achieved by classifying everything as not confused, since only 2% of our data is labelled confused. Before training, we randomly down-sample not confused items to balance the training set.
For each CV fold, the dataset is split into training (90%), validation (10%) sets. RNN model parameters (weights and biases) are updated via back-propagation on the loss over the training set. Validation set ROC is monitored to detect overfitting and decide when to decrease the learning rate.
Results
Our most encouraging result is the performance of both the LSTM and the GRU against the Random Forest when no augmentation with synthetic data items is used. Here we see (in Table 2 ) that the RNNs exceed the Random Forest in terms of sensitivity while matching specificity. This result provides empirical evidence that the RNNs learn a more powerful feature representation with which to classify confused items than does the Random Forest with high-level features.
While both the GRU and LSTM achieve higher sensitivity scores than RF-SMOTE 200%, the latter still outperforms the RNNs in terms of specificity. We postulate that this is because the Random Forest with 200% confused class augmentation allows for triple the majority class items to be used for training the model, which allows for a more complete representation of the not confused class in the training data.
Our experiments using SMOTE (with 200% augmentation) to increase the number of minority class training items for the LSTM and GRU showed no improvement in model performance. We also ran our experiments with the basic RNN, but as results were in all cases lower than those of the LSTM and GRU, we omit them from Table 2 for simplicity.
Note that the results of Table 2 are calculated on the validation set. This is not an entirely unseen hold-out set, as it is monitored to detect over-fitting and ultimately to decide when to stop training. Validation set performance is often not a useful result to present, as it is easy to over-fit the model to data that (even indirectly) influences training. However, when we split the dataset into train (60%), validation (30%), and test (10%) partitions, we found (Table 3) that the difference between the ROC score when calculated on the test set is close to that calculated on the validation set (average absolute value of difference is 0.0055). This suggests that our training procedure does not result in over-fitting to the validation set. We believe that in this case, reporting validation set performance is not only reasonable but also more useful in estimating the ability of the RNNs to discriminate between confused and not confused data since doing so allows for training with an extra 30% of the data.
Conclusion and Future Work
In this paper, we have shown that RNNs can be used to classify confusion from raw eye-tracking data (i.e. without any manual feature engineering) and that the strength of this approach in capturing long term dependencies allows our results to approach the state of the art, even without effective data augmentation. When neither method is augmented with synthetic items, the RNNs outperform the Random Forest. When augmented, the Random Forest achieves a higher specificity but is still outperformed by the RNNs in terms of sensitivity. This provides evidence that the RNNs learn a more powerful feature representation from the raw data than is available in the high-level features used by the previous approach. These results also establish a baseline from which to measure future work in augmenting raw eye-tracking data.
We have investigated initial data augmentation techniques, but have discovered that basic approaches to augmentation such as SMOTE do not work as well as they did for previous (non-sequential) approaches to classifying confusion. This is likely because while algorithms in the SMOTE family are necessarily distance based, they compute distance without matching the temporal dynamics of sequences [Gong and Chen, 2016] . We have, however, identified promising lines of work for the task of augmenting our time series data, and have taken steps to develop and evaluate these.
There are several limitations to be aware of when considering this work. First, while we support all of our claims with Cross Validated experimental results, we did not perform testing to verify the statistical significance of close results. Thus while it appears likely that the LSTM performed better than the GRU (Table 2) , we cannot be sure that this difference is statistically significant.
Throughout our work, we made a number of choices guided by intuition. Examples of this are the length of sequences used as input for our RNNs and the number of partitions in which to split our data. These choices would be better supported by significance testing in the first case and an analysis of variance in the latter. While we investigated window sizes near what previous work established as reasonable, it may be beneficial to use the entire sequence (the full window), in the event that there are signals of confusion earlier on in a trial. In this current work, our choice of RNN variations limited our sequence size, but future work should include investigating the Phased LSTM, which is designed specifically for modelling long sequences [Neil et al., 2016] .
We performed almost no hyperparameter tuning on our RNNs or the learning algorithm. This is often a key element of success for deep learning models. A consequence of this is that our results may not reflect the true power of models, but rather provide a lower bound on what can be achieved. Future work in this respect will include optimizing depth, hidden unit size, adding dropout for regularization, and learning rate scheduling.
Another area to explore is using fixation-based features (the middle level of abstraction described in Section 3) with the same methods discussed in this paper. This may simplify data augmentation, due to the less complex structure of this data. The most critical area of future work is that of investigating and developing methods of data augmentation for raw eye-tracking data. We have implemented and experimented with affine transformations, with encouraging preliminary results. Following that, the effectiveness of Recurrent Variational Auto-Encoders [Chung et al., 2015] and Generative Adversarial Networks should be investigated for producing synthetic raw eye-tracking samples [Mogren, 2016] .
While we are the first to classify a user affective state using deep learning methods on raw eye-tracking data, the work on classifying confusion has a longer history. Solving this task is critical if we are to build AI systems capable of expressing and responding to human emotions and mental states.
