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Abstract
The newsvendor problem is one of the most basic and widely applied inventory models. There
are numerous extensions of this problem. If the probability distribution of the demand is known,
the problem can be solved analytically. However, approximating the probability distribution is not
easy and is prone to error; therefore, the resulting solution to the newsvendor problem may be not
optimal. To address this issue, we propose an algorithm based on deep learning that optimizes the
order quantities for all products based on features of the demand data. Our algorithm integrates
the forecasting and inventory-optimization steps, rather than solving them separately, as is typically
done, and does not require knowledge of the probability distributions of the demand. Numerical
experiments on real-world data suggest that our algorithm outperforms other approaches, including
data-driven and machine learning approaches, especially for demands with high volatility. Finally, in
order to show how this approach can be used for other inventory optimization problems, we provide
an extension for (r,Q) policies.
1 Introduction
The newsvendor problem optimizes the inventory of a perishable good. Perishable goods are those that have a limited
selling season; they include fresh produce, newspapers, airline tickets, and fashion goods. The newsvendor problem
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assumes that the company purchases the goods at the beginning of a time period and sells them during the period. At
the end of the period, unsold goods must be discarded, incurring a holding cost. In addition, if it runs out of the goods
in the middle of the period, it incurs a shortage cost, losing potential profit. Therefore, the company wants to choose the
order quantity that minimizes the expected sum of the two costs described above. The problem dates back to Edgeworth
(1888); see Porteus (2008) for a history and Zipkin (2000), Porteus (2002), and Snyder and Shen (forthcoming, 2018),
among others, for textbook discussions.
The optimal order quantity for the newsvendor problem can be obtained by solving the following optimization
problem:
min
y
C(y) = Ed [cp(d− y)+ + ch(y − d)+] , (1)
where d is the random demand, y is the order quantity, cp and ch are the per-unit shortage and holding costs (respectively),
and (a)+ := max{0, a}. In the classical version of the problem, the shape of the demand distribution (e.g., normal)
is known, and the distribution parameters are either known or estimated using available (training) data. If F (·) is the
cumulative density function of the demand distribution and F−1(·) is its inverse, then the optimal solution of (1) can be
obtained as
y∗ = F−1
(
cp
cp + ch
)
= F−1(α), (2)
where α = cp/(cp + ch) (see, e.g., Snyder and Shen (forthcoming, 2018)).
Extensions of the newsvendor problem are too numerous to enumerate here (see Choi (2012) for examples); instead,
we mention two extensions that are relevant to our model. First, in real-world problems, companies rarely manage only
a single item, so it is important for the model to provide solutions for multiple items. (We do not consider substitution,
demand correlation, and complementarity effects as Bassok et al. (1999), Nagarajan and Rajagopalan (2008) do
for the multi-product newsvendor problem.) Second, companies often have access to some additional data—called
features—along with the demand information. These might include weather conditions, day of the week, month of the
year, store location, etc Rudin and Vahn (2013). The goal is to choose today’s base-stock level, given the observation of
today’s features. We will call this problem multi-feature newsvendor (MFNV) problem. In this paper, we propose an
approach for solving this problem that is based on deep learning, i.e., deep neural networks (DNN).
The remainder of this paper is structured as follows. A brief summary of the literature relevant to the MFNV problem
is presented in Section 2. Section 3 presents the details of the proposed algorithm. Numerical experiments are provided
in Section 4. Section 5 introduces an extension of the approach for (r,Q) policies, and the conclusion and a discussion
of future research complete the paper in Section 6.
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Figure 1: Approaches for solving MFNV problem. Squares represent clusters.
2 Literature Review
2.1 Current State of the Art
Currently, there are five main approaches in the literature for solving MFNV. The first category, which we will call the
estimate-as-solution (EAS) approach, involves first clustering the demand observations, then forecasting the demand,
and then simply treating the point forecast as a deterministic demand value, i.e., setting the newsvendor solution equal to
the forecast. (See Figure 1e, which shows cluster k and the order quantity, which is simply the forecast.) By clustering,
we mean that all demand observation that have same feature values are put together in a set, called a cluster. For
example, when there are 100 demand records for two products in two stores, there are four clusters, and on average
each cluster has 25 records. The forecast may be performed in a number of ways, some of which we review in the next
few paragraphs.
This approach ignores the key insight from the newsvendor problem, namely, that we should not simply order up
to the mean demand, but rather choose a level that strikes a balance between underage and overage costs using the
distribution of the demand. Nevertheless, the approach is common in the literature. For example, Yu et al. (2013)
propose a support vector machine (SVM) model to forecast newspaper demands at different types of stores, along with
32 other features. Wu and Akbarov (2011) use a weighted support vector regression (SVR) model to forecast warranty
claims; their model gives more priority to the most recent warranty claims. Chi et al. (2007) propose a SVM model to
determine the replenishment point in a vendor-managed replenishment system, and a genetic algorithm is used to solve
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it. Carbonneau et al. (2008) present a least squares SVM (LS-SVM) model to forecast a manufacturer’s demand. Ali
and Yaman (2013) forecast grocery sales, with datasets containing millions of records, and for each record there are
thousands of features. They reduce the number of features and data and use SVM to solve the problem. Lu and Chang
(2014) propose an iterative algorithm to predict sales. They propose an algorithm based on independent component
analysis, k-mean clustering, and SVR to provide the prediction.
Classical parametric approaches for forecasting include ARIMA, TRANSFER, and GARCH models (Box et al. 2015,
Shumway and Stoffer 2010); these are also used for demand forecasting (see Cardoso and Gomide (2007), Shukla
and Jharkharia (2011)). Similarly, Taylor (2000) uses a normal distribution to forecast demand one or more time steps
ahead; however, his model does not perform well when demands are correlated over time and when the demands are
volatile. These and other limitations have motivated the use of DNN to obtain demand forecasts. For example, Efendigil
et al. (2009) propose a DNN model to forecast demand based on recent sales, promotions, product quality, and so on.
Vieira (2015) propose a deep learning algorithm to predict online activity patterns that result in an online purchase. For
reviews of the use of DNN for forecasting, see Ko et al. (2010), Kourentzes and Crone (2010), Qiu et al. (2014b), Crone
et al. (2011).
The common theme in all of the papers in the last two paragraphs is that they provide only a forecast of the demand,
which must then be treated as the solution to the MFNV or other optimization problem. This is the EAS approach.
The second approach for solving MFNV-type problems, which Rudin and Vahn (2013) refer to as separated estimation
and optimization (SEO), involves first estimating (forecasting) the demand distribution and then plugging the estimate
into an optimization problem such as the classical newsvendor problem. The estimation step is performed similarly
as in the EAS approach except that we estimate more than just the mean. For example, we might estimate both mean
(µk) and standard deviation (σk) for each cluster, which we can then use in the optimization step. (See Figure 1b.)
Or we might use the σ that was assumed for the error term in a regression model. The main disadvantage of this
approach is that it requires us to assume a particular form of the demand distribution (e.g., normal), whereas empirical
demand distributions are often unknown or do not follow a regular form. A secondary issue is that we compound the
data-estimation error with model-optimality error. Rudin and Vahn (2013) show that for some realistic settings, the
SEO approach is provably suboptimal. This idea is used widely in practice and in the literature; a broad list of research
that uses this approach is given by Turken et al. (2012). Rudin and Vahn (2013) analyze it as a straw-man against which
to compare their solution approach.
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The third approach was proposed by Bertsimas and Thiele (2005) for the classical newsvendor problem. Their
approach involves sorting the demand observations in ascending order d1 ≤ d2 ≤ · · · ≤ dn and then estimating the
αth quantile of the demand distribution, F−1(α), using the observation that falls 100α% of the way through the sorted
list, i.e., it selects the demand dj such that j = dn cpcp+ch e. This quantile is then used as the base-stock level, in light of
(2). Since they approximate the αth quantile, we refer to their method as the empirical quantile (EQ) method. (See
Figure 1c.) Importantly, EQ does not assume a particular form of the demand distribution and does not approximate
the probability distribution, so it avoids those pitfalls. However, an important shortcoming of this approach is that
it does not use the information from features. In principle, one could extend their approach to the MFNV by first
clustering the demand observations and then applying their method to each cluster. However, similar to the classical
newsvendor algorithm, this would only allow it to consider categorical features and not continuous features, which
are common in supply chain demand data, e.g. Ali and Yaman (2013) and Rudin and Vahn (2013). Moreover, even
if we use this clustering approach, the method cannot utilize any knowledge from other data clusters, which contain
valuable information that can be useful for all other clusters. Finally, when there is volatility among the training data,
the estimated quantile may not be sufficiently accurate, and the accuracy of EQ approach tends to be worse.
In the newsvendor problem, the optimal solution is a given quantile of the demand distribution. Thus, the problem
can be modeled as a quantile regression problem, in a manner similar to the empirical quantile model of Bertsimas
and Thiele (2005). Taylor (2000) was the first to propose the use of neural networks as a nonlinear approximator of
the quantile regression to get a conditional density of multi-period financial returns. Subsequently, several papers
used quantile-regression neural networks to obtain a quantile regression value. For example, Cannon (2011) uses a
quantile-regression neural network to predict daily precipitation; El-Telbany (2014) uses it to predict drug activities; and
Xu et al. (2016) uses a quantile autoregression neural network to evaluate value-at-risk. One can consider our approach
as a quantile-regression neural network for the newsvendor problem. However, our approach is much more general
and can be applied to other inventory optimization problems, provided that a closed-form cost function exists. To
demonstrate this, in Section 5 we extend our approach to solve an inventory problem that does not have a quantile-type
solution, namely, optimizing the parameters of a (r,Q) policy.
A fourth approach for solving MFNV-type problems can be derived from the method proposed by Bertsimas and
Kallus (2014), which applies several machine learning (ML) methods on a general optimization problem given by
z∗(x) = argmin
z
E [c(z, y)|x] , (3)
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where
{
(x1, y1), . . . , (xN , yN )
}
are the available data—in particular, xi is a d-dimensional vector of feature values and
yi is the uncertain quantity of interest, e.g., demand values—and z is the decision variable. They test five algorithms
to optimize (3): k-nearest neighbor (KNN), random forest (RF), kernel method, classification and regression trees
(CART), and locally weighted scatterplot smoothing (LOESS). They use sample average approximation (SAA) as a
baseline, and each algorithm provides substitute weights for the SAA method. For example, KNN identifies the set of k
nearest historical records to the new observation x such that
N (x) =
i = 1, . . . , n :
n∑
j=1
I{||x− xi|| ≥ ||x− xj ||} ≤ k
 .
Bertsimas and Kallus (2014) assign weights wi = 1/k for all i ∈ N (x) (and zero otherwise) and call a weighted SAA;
for example, if applied to the newsvendor problem, the SAA might take the form
q = inf
{
dj :
j∑
i=1
wi ≥ cp
cp + ch
}
, (4)
where dj are the ascending sorted demands (see Figure 1a). Similarly, in RF, there are T trees. The weight of each
observation is obtained using
wi =
1
T
T∑
t=1
I{Rt(x) = Rt(xi)}
|{j : Rt(xj) = Rt(xi)}| ,
where Rt(x) is the region of tree t that observation x is in. In other words, the RF algorithm counts all trees in which
the new observation x is in the same region as historical observation xi, i = 1, . . . , n, and normalizes them over all
observations in tree t that have the same region. Finally, it normalizes the weights over all trees. Using these weights,
the method of Bertsimas and Kallus (2014) as applied to the newsvendor problem calls the weighted SAA (4) to get
the order quantity. Bertsimas and Kallus (2014) discuss asymptotic convergence of their methods and compare their
performance with that of SAA.
The fifth approach for the MFNV, and the one that is closest to our proposed approach, was introduced by Rudin and
Vahn (2013); we refer to it as the linear machine learning (LML) method. They postulate that the optimal base-stock
level is related to the demand features via a linear function; that is, that y∗ = wTx, where x is the vector of features and
w is a vector of (unknown) weights.
They estimate these weights by solving the following nonlinear optimization problem, essentially fitting the solution
using the newsvendor cost:
minw
1
n
∑n
i=1
[
cp(di − wTxi)+ + ch(wTxi − di)+
]
+ λ||w||2k
s.t. (di − wTxi)+ ≥ di − w1 −
p∑
j=2
wix
j
i ; ∀i = 1, . . . , n
(wTxi − di)+ ≥ w1 +
p∑
j=2
wix
j
i − di; ∀i = 1, . . . , n
(5)
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where n is the number of observations, p is the number of features, and λ||w||2k is a regularization term. The LML
method avoids having to cluster the data, as well as having to specify the form of the demand distribution. Rudin and
Vahn (2013) comprehensively analyze the effects of adding nonlinear combination of features into the feature space,
as well as the effects of regularization and of overfitting. (For more theoretical details on these concepts, see Smola
and Schölkopf (2004).) However, this model does not work well when p n and its learning is limited to the current
training data. In addition, if the training data contains only a small number of observations for each combination of the
features, the model learns poorly. Finally, it makes the strong assumption that x and y∗ have a linear relationship. We
drop this assumption in our model and instead use DNN to quantify the relationship between x and y∗; see Section 3.
Rudin and Vahn (2013) also propose a kernel regression (KR) model to optimize the order quantity, in which weighted
historical demands are used to build an empirical cdf of the demand. The weights are proportional to the distance of the
newly observed feature value with historical feature values, i.e.,
wi =
K(x− xi)∑n
j=1K(x− xj)
,
where K(u) = exp(−||u||22/2h)/
√
2pi and h is the kernel bandwidth that has to be tuned. Then they call weighted
SAA (4) to obtain the order quantity. In addition, they provide a mathematical analysis of the generalization errors
associated with each method.
There is a large body of literature on data-driven inventory management that assumes we do not know the demand
distribution and instead must directly use the data to make a decision. Besbes and Muharremoglu (2013) consider
censored data (in which some demands cannot be observed due to stockouts) in the newsvendor problem. The paper
proposes three models and algorithms to minimize the regret when real, censored, and partially censored demand are
available. They propose an EQ-type algorithm (discussed above) for observable demand. For censored and partially
censored demand, they propose two algorithms, as well as lower and upper bounds on the regret value for all algorithms.
Burnetas and Smith (2000) propose an adaptive model to optimize price and order quantity for perishable products with
an unknown demand distribution, assuming historical data of censored sales are available. They assume that the demand
is continuous and propose two algorithms, one for a fixed price and another for the pricing/ordering problem. Their
algorithm for choosing the order quantity provides an adaptive policy and works even when there is nearly no historical
information, so it is suitable for new products. It starts from an arbitrary point q0 and iteratively updates it with some
learning rate and information about whether or not the order quantity qt was sufficient to satisfy the demand in period t.
None of these papers use features, which is the key aspect of our model. One data-driven approach that does use
features is by Ban et al. (2017), who propose a model to choose the order quantity for new, short-life-cycle products from
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Figure 2: A simple deep neural network.
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multiple suppliers over a finite time horizon, assuming that each demand has some feature information. They propose a
data-driven algorithm, called the residual tree method, which is an extension of the scenario tree method from stochastic
programming, and prove that this method is asymptotically optimal as the size of the data set grows. Their approach has
separate steps for estimation (using regression) and optimization (using stochastic linear programming). Although their
problem has some similarities to ours, it is not immediately applicable since it is designed for finite-horizon problems
with multiple suppliers.
2.2 Deep Learning
In this paper, we develop a new approach to solve the newsvendor problem with data features, based on deep learning.
Deep learning, or deep neural networks (DNN), is a branch of machine learning that aims to build a model between
inputs and outputs. Deep learning has many applications in image processing, speech recognition, drug and genomics
discovery, time series forecasting, weather prediction, and—most relevant to our work—demand prediction. On the
other hand, one major criticism of deep learning (in non-vision-based tasks) is that it lacks interpretability—that is, it is
hard for a user to discern a relationship between model inputs and outputs; see, e.g. Lipton (2016). In addition, it usually
needs careful hyper-parameter tuning, and the training process can take many hours or even days. We provide only a
brief overview of deep learning here; for comprehensive reviews of the algorithm and its applications, see Goodfellow
et al. (2016), Schmidhuber (2015), LeCun et al. (2015), Deng et al. (2013), Qiu et al. (2014a), Shi et al. (2015), and
Längkvist et al. (2014).
DNN uses a cascade of many layers of linear or nonlinear functions to obtain the output values from inputs. A general
view of a DNN is shown in Figure 2. The goal is to determine the weights of the network such that a given set of inputs
results in a true set of outputs. A loss function is used to measure the closeness of the outputs of the model and the true
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values. The most common loss functions are the hinge, logistic regression, softmax, and Euclidean loss functions. The
goal of the network is to provide a small loss value, i.e., to optimize:
min
w
1
n
n∑
i=1
`(θ(xi;w), yi) + λR(w),
where w is the matrix of the weights, xi is the vector of the inputs from the ith instance, θ(.) is the DNN function, and
R(w) is a regularization function with weight λ. The regularization term prevents over-fitting and is typically the `1 or
`2 norm of the weights. (Over-fitting means that the model learns to do well on the training set but does not extend to
the out-of-training samples; this is to be avoided.)
In each node j (j = 1, . . . , n) of a layer l (l = 1, . . . , L), the input value
zlj =
n∑
i=1
al−1i wi,j (6)
is calculated and the value of the function glj(z
l
j) provides the output value of the node. The function g
l
j(·) is called the
activation function; the value of glj(z
l
j) is called the activation of the node, and is denoted by a
l
j . Typically, all nodes in
the network have similar glj(·) functions. The most commonly used activation functions are the sigmoid (1/(1 + e−z
l
j ))
and tanh ((1− e−2zlj )/(1 + e−2zlj )) functions, which add non-linearity into the model (see more details about them in
LeCun et al. (2015), Goodfellow et al. (2016)). The activation function value of each node is the input for the next layer,
and finally, the activation function values of the nodes in the last layer determine the output values of the network. The
general flow of the calculations between two layers of the DNN, with a focus on zlj , a
l
j , wjk, and z
l+1
j , is shown in
Figure 2.
In each DNN, the number of layers, the number of nodes in each layer, the activation function inside each node,
and the loss function have to be determined. After selecting those characteristics and building the network, DNN
starts with some random initial solution. In each iteration, the activation values and the loss function are calculated.
Then, the back-propagation algorithm obtains the gradient of the network and, using one of several optimization
algorithms (Rumelhart et al. 1988), the new weights are determined. The most common optimization algorithms are
gradient descent, stochastic gradient descent (SGD), SGD with momentum, and Adam optimizer (for details on each
optimization algorithm see Goodfellow et al. (2016)). This procedure is performed iteratively until some stopping
condition is reached; typical stopping conditions are (a) reaching a maximum number of iterations and (b) attaining
||∇w`(θ(xi;w), yi)|| ≤  through the back-propagation algorithm.
Since the number of instances, i.e., the number of training records, is typically large, it is common (Goodfellow et al.
2016, Bottou 2010) to use a stochastic approximation of the objective function. That is, in each iteration, a mini-batch of
the instances is selected and the objective is calculated only for those instances. This approximation does not affect the
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provable convergence of the method. For example, in networks with sigmoid activation functions in which a quadratic
loss function is used, the loss function asymptotically converges to zero if either gradient descent or stochastic gradient
descent are used (Tesauro et al. 1989, Bottou 2010).
2.3 Our Contribution
To adapt the deep learning algorithm for the newsvendor problem with data features, we propose a revised loss function,
which considers the impact of inventory shortage and holding costs. The revised loss function allows the deep learning
algorithm to obtain the minimizer of the newsvendor cost function directly, rather than first estimating the demand
distribution and then choosing an order quantity.
In the presence of sufficient historical data, this approach can solve problems with known probability distributions
as accurately as (2) solves them. However, the real value of our approach is that it is effective for problems with
small quantities of historical data, problems with unknown/unfitted probability distributions, or problems with volatile
historical data—all cases for which the current approaches fail.
3 Deep Learning Algorithm for Newsvendor with Data Features
In this section, we present the details of our approach for solving the newsvendor problem with data features. Assume
there are n historical demand observations for m products. Also, for each demand observation, the values of p features
are known. That is, the data can be represented as
{
(x1i , d
1
i ), . . . , (x
m
i , d
m
i )
}n
i=1
,
where xqi ∈ Rp and dqi ∈ R for i = 1, . . . , n and q = 1, . . . ,m. The problem is formulated mathematically in (7) for a
given period i, i = 1, . . . , n, resulting in the order quantities y1i , . . . , y
m
i :
Ei = min
y1i ,...,y
m
i
1
m
[
m∑
q=1
ch(y
q
i − dqi )+ + cp(dqi − yqi )+
]
, (7)
where Ei is the loss value of period i and E = 1n
∑n
i=1Ei is the total loss value. Since at least one of the two terms in
each term of the sum must be zero, the loss function (7) can be written as:
Ei =
m∑
q=1
Eqi
Eqi =

cp(d
q
i − yqi ) , if yqi < dqi ,
ch(y
q
i − dqi ) , if dqi ≤ yqi .
(8)
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As noted above, there are many studies on the application of deep learning for demand prediction (see Shi et al. (2015)).
Most of this research uses the Euclidean loss function (see Qiu et al. (2014b)). However, the demand forecast is an
estimate of the first moment of the demand probability distribution; it is not, however, the optimal solution of model
(7). Therefore, another optimization problem must be solved to translate the demand forecasts into a set of order
quantities. This is the separated estimation and optimization (SEO) approach described in Section 2.1, which may result
in a non-optimal order quantity (Rudin and Vahn (2013)). To address this issue, we propose two loss functions, the
newsvendor cost function (7) and a revised Euclidean loss function, so that instead of simply predicting the demand, the
DNN minimizes the newsvendor cost function. Thus, running the corresponding deep learning algorithm gives the
order quantity directly.
We found that squaring the cost for each product in (7) sometimes leads to better solutions, since the function is
smooth, and the gradient is available in the whole solution space. Therefore, we also test the following revised Euclidean
loss function:
Ei = min
y1,··· ,yn
1
m
[
m∑
i=1
[
cp(d
q
i − yqi )+ + ch(yqi − dqi )+
]2]
,∀i = 1, . . . , n (9)
which penalizes the order quantities that are far from di much more than those that are close. Then we have
Eqi =

1
2 ||cp(dqi − yqi )||22 , if yqi < dqi ,
1
2 ||ch(yqi − dqi )||22 , if dqi ≤ yqi .
(10)
The two propositions that follow provide the gradients of the loss functions with respect to the weights of the network.
In both propositions, i is one of the samples, wjk represents a weight in the network between two arbitrary nodes j and
k in layers l and l + 1,
alj = g
l
j(z
l
j) =
∂(zlk)
∂wjk
(11)
is the activation function value of node j, and
δlj =
∂Eqi
∂zlj
=
∂Eqi
∂alj
∂alj
∂zlj
=
∂Eqi
∂alj
(glj)
′(zlj).
(12)
Also, let
δlj(p) = cp(g
l
j)
′(zlj)
δlj(h) = ch(g
l
j)
′(zlj),
(13)
denote the corresponding δlj for the shortage and excess cases, respectively. Proofs of both propositions are provided in
Appendix A.
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Proposition 1. The gradient with respect to the weights of the network for loss function (8) is:
∂Eqi
∂wjk
=

aljδ
l
j(p) if y
q
i < d
q
i ,
aljδ
l
j(h) if d
q
i ≤ yqi .
(14)
Proposition 2. The gradient with respect to the weights of the network for loss function (10) is:
∂Eqi
∂wjk
=
(d
q
i − yqi )aljδlj(p), if yqi < dqi
(yqi − dqi )aljδlj(h), if dqi ≤ yqi .
(15)
Our deep learning algorithm uses gradient (14) and sub-gradient (15) under the proposed loss functions (8) and (10),
respectively, to iteratively update the weights of the networks. In order to obtain the new weights, an SGD algorithm
with momentum is called, with a fixed momentum of 0.9. This gives us two different DNN models, using the linear loss
function (8) and the quadratic loss function (10), which we call DNN-`1 and DNN-`2, respectively.
In order to obtain a good structure for the DNN network, we follow HyperBand algorithm Li et al. (2016). In particular,
we generate 100 fully connected networks with random structures. In each, the number of hidden layers is randomly
selected as either two or three (with equal probability). Let nnl denote the number of nodes in layer l; then nn1 is equal
to the number of features. The number of nodes in each hidden layer is selected randomly based on the number of nodes
in the previous layer. For networks with two hidden layers, we choose nn2 ∈ [0.5nn1, 3nn1], nn3 ∈ [0.5nn2, nn2],
and nn4 = 1. Similarly, for networks with three hidden layers, nn2 ∈ [0.5nn1, 3nn1], nn3 ∈ [0.5nn2, 2nn2],
nn4 ∈ [0.5nn3, nn3], and nn5 = 1. The nnl values are drawn uniformly from the ranges given. For each network, the
learning rate and regularization parameters are drawn uniformly from [10−2, 10−5]. In order to select the best network
among these, following the HyperBand algorithm, we train each of the 100 networks for one epoch (which is a full pass
over the training dataset), obtain the results on the test set, and then remove the worst 10% of the networks. We then
run another epoch on the remaining networks and remove the worst 10%. This procedure iteratively repeats to obtain
the final best networks.
4 Numerical Experiments
In this section, we discuss the results of our numerical experiments. In addition to implementing our deep learning
models (DNN-`1 and DNN-`2), we implemented the EQ model by Bertsimas and Thiele (2005), modifying it so that
first the demand observations are clustered according to the features and then EQ is applied to each cluster. We also
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Table 1: Demand of one item over three weeks.
Mon Tue Wed Thu Fri Sat Sun
Week 1 1 2 3 4 3 2 1
Week 2 6 10 12 14 12 10 10
Week 3 3 6 8 9 8 6 5
implemented the LML and KR models by Rudin and Vahn (2013) and the KNN and RF models by Bertsimas and
Kallus (2014), as well as the SEO approach by calculating the classical solution from (2) with parameters µ and σ set to
the mean and standard deviation of the training data in each data cluster. We do not include results for EAS since it is
dominated by SEO: SEO uses the newsvendor solution based on estimates of µ and σ, whereas EAS simply sets the
solution equal to the estimate of µ. In order to compare the results of the various methods, the order quantities were
obtained with each algorithm and the corresponding cost function
cost =
n∑
i=1
m∑
q=1
[
cp(d
q
i − yqi )+ + ch(yqi − dqi )+
]
was calculated.
All of the deep learning experiments were done with TensorFlow 1.4.0 (Abadi et al. (2016)) in Python. Note that
the deep learning, LML, KR, KNN, and RF algorithms are scale dependent, meaning that the tuned parameters of
the problem for a given set of cost coefficients do not necessarily work for other values of the coefficients. Thus, we
performed a separate tuning for each set of cost coefficients. In addition, we translated the categorical data features
to their corresponding binary representations (using one-hot encoding). These two implementation details improve
the accuracy of the learning algorithms. All computations were done on 16 cores machines with cores of 1.8 GHz
computation power and 32 GB of memory.
In what follows, we demonstrate the results of the seven algorithms in three separate experiments. First, in Section
4.1, we conduct experiments on a very small data set in order to illustrate the differences among the methods. Second,
the results of the seven algorithms on a real-world dataset are presented in Section 4.2. Finally, in Section 4.3, to
determine the conditions under which deep learning outperforms the other algorithms on larger instances, we present
the results of the seven approaches on several randomly generated datasets.
4.1 Small Data Set
Consider the small, single-item instance whose demands are contained in Table 1.
In order to obtain the results of each algorithm, the first two weeks are used for training data and the third week is
used for testing. To train the corresponding deep network, a fully connected network with one hidden layer is used. The
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Table 2: Order quantity proposed by each algorithm for each day and the corresponding cost. The bold costs indicate
the best newsvendor cost for each instance.
Day & Demand
(cp, ch) Algorithm Mon Tue Wed Thu Fri Sat Sun Cost
True demand 3 6 8 9 8 6 5
(1,1)
DNN-`2 3.5 6.0 7.5 9.0 7.5 6.5 5.5 2.5
DNN-`1 4.6 6.0 8.5 9.0 8.6 5.6 5.6 2.9
EQ 1.0 2.0 3.0 4.0 3.0 2.0 1.0 29.0
LML 1.3 2.2 3.1 4.0 4.9 5.8 6.7 20.3
SEO 3.5 6.0 7.5 9.0 7.5 6.5 5.5 2.5
KR 4.0 6.0 6.0 6.0 6.0 4.0 4.0 11.0
KNN 6.0 6.0 6.0 6.0 6.0 6.0 6.0 11.0
RF 6.0 6.0 6.0 6.0 6.0 6.0 6.0 11.0
(2,1)
DNN-`2 5.8 7.3 8.9 9.7 8.9 8.1 7.0 10.7
DNN-`1 6.0 6.0 7.9 9.3 9.3 6.4 6.1 5.9
EQ 6.0 10.0 12.0 14.0 12.0 11.0 10.0 30.0
LML 6.0 7.0 8.0 9.0 10.0 11.0 12.0 18.0
SEO 5.0 8.4 10.2 12.0 10.2 9.2 8.2 18.5
KR 6.0 10.0 12.0 14.0 12.0 11.0 10.0 30.0
KNN 10.0 6.0 10.0 10.0 10.0 10.0 10.0 25.0
RF 6.0 10.0 10.0 10.0 11.0 11.0 11.0 24.0
(10,1)
DNN-`2 5.6 9.3 11.2 13.1 11.2 10.2 9.2 24.6
DNN-`1 6.9 10.2 10.2 10.2 10.2 10.2 10.2 22.8
EQ 6.0 10.0 12.0 14.0 12.0 11.0 10.0 30.0
LML 8.0 10.0 12.0 14.0 16.0 18.0 20.0 53.0
SEO 8.2 13.6 16.0 18.4 16.0 15.0 14.0 56.2
KR 6.0 10.0 12.0 14.0 12.0 11.0 10.0 30.0
KNN 6.0 10.0 12.0 12.0 12.0 11.0 10.0 39.0
RF 12.0 12.0 12.0 14.0 12.0 12.0 12.0 41.0
(20,1)
DNN-`2 5.8 9.6 11.6 13.5 11.6 10.6 9.6 27.2
DNN-`1 6.1 11.3 11.3 11.3 11.3 11.3 11.3 28.6
EQ 6.0 10.0 12.0 14.0 12.0 11.0 10.0 30.0
LML 8.0 10.0 12.0 14.0 16.0 18.0 20.0 38.0
SEO 9.4 15.4 18.1 20.8 18.1 17.1 16.1 70.1
KR 10.0 12.0 14.0 14.0 14.0 12.0 11.0 42.0
KNN 14.0 14.0 14.0 14.0 14.0 14.0 14.0 53.0
RF 14.0 14.0 14.0 14.0 14.0 14.0 14.0 53.0
network has eight binary input nodes for the day of week and item number. The hidden layer contains one sigmoid
node, and in the output layer there is one inner product function. Thus, the network has nine variables.
Table 2 shows the results of the seven algorithms. The first column gives the cost coefficients. Note that we assume
cp ≥ ch since this is nearly always true for real applications. The table first lists the actual demand for each day,
repeated from Table 1 for convenience. For each instance (i.e., set of cost coefficients), the table lists the order quantity
generated by each algorithm for each day. The last column lists the total cost of the solution returned by each algorithm,
and the minimum costs for each instance are given in bold.
First consider the results of the EQ algorithm. The EQ algorithm uses ch and cp and returns the historical data value
that is closest to the αth fractile, where α = cp/(ch + cp). In this data set, there are only two observed historical data
points for each day of the week. In particular, for cp/ch ≤ 1, the EQ algorithm chose the smaller of the two demand
values as the order quantity, and for cp/ch > 1, it chose the larger value. Since the testing data vector is nearly equal to
14
the average of the two training data vectors, the difference between EQ’s output and the real demand values is quite
large, and consequently so is the cost. This is an example of how the EQ algorithm can fail when the historical data are
volatile.
Consider the KNN algorithm. Since there are only two weeks of historical data, we opt to use all possible historical
records without any validation and set k = 14. KNN gets the k historical records that are nearest to the new observation,
each with a weight of 1k , and then chooses the point that weighted SAA selects. The demand of that point is the order
quantity. So, as cp/ch increases, it selects larger values. However, the demands during the third week (the testing set)
are close to the mean demand of the first two weeks (the training set); therefore, the increased order quantity chosen by
KNN turns out to be too large. Similarly, in RF we select 2000 forests, and in KR we select h = 0.5 and use all data
from the two weeks of the training set. Since both algorithms work with sorted demands, once cp/ch increases, they
select larger demands from the training sets. Therefore, RF and KR also results in large cost values, for similar reasons
as KNN.
Now consider the results of the SEO algorithm. For the case in which ch = cp (which is not particularly realistic),
SEO’s output is approximately equal to the mean demand, which happens to be close to the week-3 demand values.
This gives SEO a cost of 2.5, which ties DNN-`2 for first place. For all other instances, however, the increased value of
cp/ch results in an inflated order quantity and hence a larger cost.
Finally, both DNN-`1 and DNN-`2 outperform the LML algorithm by Rudin and Vahn (2013), because LML uses a
linear kernel, while DNN uses both a linear and non-linear kernel. Also, there are only two features in this data set, so
LML has some difficulty to learn the relationship between the inputs and output. Finally, the small quantity of historical
data negatively affects the performance of LML.
This small example shows some conditions under which DNN outperforms the other three algorithms. In the next
section we show that similar results hold even for a real-world dataset.
4.2 Real-World Dataset
We tested the seven algorithms on a real-world dataset consisting of basket data from a retailer in 1997 and 1998 from
Pentaho (2008). There are 13170 records for the demand of 24 different departments in each day and month, of which
we use 75% for training and validation and the remainder for testing. The categorical data were transformed into their
binary equivalents, resulting in 43 input features.
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Figure 3: Ratio of each algorithm’s cost to DNN-`1 cost on a real-world dataset.
The results of each algorithm for 100 values of cp and ch are shown in Figure 3. In the figure, the vertical axis shows
the normalized costs, i.e., the cost value of each algorithm divided by the corresponding DNN-`1 cost. The horizontal
axis shows the ratio cp/ch for each instance. As before, most instances use cp ≥ ch to reflect real-world settings,
though a handful of instances use cp < ch to test this situation as well.
As shown in Figure 3, for this data set, the DNN-`1 and DNN-`2 algorithms both outperform the other three algorithms
for every value of cp/ch. Among the three remaining algorithms, the results of the KNN and RF algorithms are the
closest to those of DNN. On average, their corresponding cost ratios are 1.15 and 1.16, whereas the ratios for EQ, LML,
KR, and SEO are 1.26, 1.53, 1.16, 1.26, and 1.23, respectively. The average cost ratio of DNN-`2 is 1.13. However,
none of the other approaches are stable; their cost ratios increase with the ratio cp/ch.
DNN-`2 requires more tuning than DNN-`1, but the DNN-`2 curve in Figure 3 does not reflect this additional
tuning. The need for additional tuning is suggested by the fact that DNN-`2’s loss value increases as cp or ch increase,
suggesting that it might need a smaller learning rate (to avoid big jumps) and a larger regularization coefficient λ (to
strike the right balance between cost and over-fitting). Thus, tuning DNN-`2 properly would require a larger search
space of the learning rate and λ, which would make the procedure harder and more time consuming. In our experiment,
we did not expend this extra effort; instead, we used the same procedure and search space to tune the network for both
DNN-`1 and DNN-`2, in order to compare them fairly.
Nevertheless, it is worth investigating how the performance of DNN-`2 could be improved if it is tuned more
thoroughly. To that end, we selected integer values of cp/ch = 3, . . . , 9, and for each value, we applied more
computational power and tuned the parameters using a grid search. We fixed the network as [43, 350, 100, 1], tested it
with 702 different parameters, and selected the best test result among them. The grid search procedure is explained in
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Table 3: Summary of hyper-parameter (HP) tuning process for each method. Times reported are approximate training
times for a single problem instance.
Approx. Avg. Approx.
# HP Values Training Time Total Training
# HP Tested HP Values Tested per HP (sec) Time (sec)
SEO – – 10
EQ – – 10
LML 1 30 2h, h ∈ {−20, . . . , 10} 40 1200
KR 1 7 {10−5, 10−4, 10−3, 10−2, 0.05, 0.1, 0.25} 15 105
KNN 1 6 {5, 10, 15, 50, 100, 150} 5 30
RF 1 5 {10, 20, 50, 100, 150} 4 (per tree) 1320
DNN 4 100 (see Section 3) 600 44,050
detail in Appendix B. The corresponding result is labeled as DNN-`2-T in Figure 3. As the figure shows, this approach
has better results than the original version of DNN-`2; however, DNN-`1 is still better.
The DNN algorithms execute more slowly than some of the other algorithms. For the basket dataset, the SEO and
EQ algorithms each execute in about 10 seconds. The DNN algorithm requires about 50 seconds (on a relatively large
network, e.g., [43, 90, 150, 56, 1]) for each epoch of training, while the LML, KR, KNN, and RF algorithms require
on average, respectively, about 40 seconds (per regularization value), 15 seconds (per bandwidth), 5 seconds (for a
given k), and 4 seconds (per tree) for training for a given cp and ch. As the size of the search space for hyper-parameter
tuning increases, so does the training time for DNN, LML, KR, RF, and KNN. For LML, we tested 30 different
bandwidths—2h, h ∈ {−20, . . . , 10}—which resulted in 1200 seconds of training, on average. For KR, we tested
bandwidth values of 10−5, 10−4, 10−3, 10−2, 0.05, 0.1, and 0.25, with a total time of 110 seconds on average. KNN
needs to tune k, for which we tested six values—5, 10, 15, 50, 100, and 200—which took 30 seconds on average.
Similarly, for RF we tested five forest sizes—10, 20, 50, 100, and 150—which resulted in 1320 seconds of training on
average. For DNN, we used the HyperBand algorithm to tune the network. We tested several different values of each of
the hyper-parameters (as explained at the end of Section 3), resulting in a total of 881 epochs, which took 12.25 hours
of training on average. The best network runs for 16 epochs, which took 600 seconds on average. Table 3 summarizes
the hyper-parameters used during the tuning process for each method, and their approximate computation times. Note
that the times reported in the table are for one instance of the basket dataset, i.e., one value of cp/ch.
On the other hand, DNN and LML algorithms execute in less than one second, i.e., once the network is trained, the
methods generate order quantities for new instances very quickly. In contrast, KR, KNN, and RF required approximately
15, 5, and 4t seconds, respectively, for inference, where t is the number of trees that is selected.
Since tuning the DNN hyper-parameters can be time-consuming, in Appendix C we propose a simple tuning-free
network for the newsvendor problem.
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Figure 4: The effect each feature on the order quantity for uniformly distributed data with 100 clusters.
Finally, we performed a small experiment to provide some intuition about which features have the most impact on the
order quantity. In particular, we calculated the order quantity for each of the 7× 12× 24 = 2016 possible combinations
of the feature values, using the DNN model tuned for a uniform distribution with 100 clusters. For each individual
feature value, we calculated the average order quantity; these are plotted in Figure 4. From the figure it is evident
that—for this data set—the order quantity is affected most strongly by the product category, then by the day of the
week, and then by the month of the year. The average order quantity ranges (max − min) for the product, day, and
month are 682.9, 540.7, and 371.9, respectively.
This sort of approach could be used to analyze the results of the DNN algorithm for any set of categorical features.
The results could be useful to managers attempting to decide whether to use a feature-based approach—including DNN
or the other models discussed here—rather than treating the entire data set as a single cluster. For example, if the a
supply chain manager for the supermarket data set did not have access to product labels, a feature-based optimization
approach would be less valuable, since the day and month features provide less differentiation in the order quantities; in
this case, ignoring the features and treating the entire data set as a single cluster would result in less error than it would
if product labels were available. Of course, these insights pertain only to this data set. We are not claiming that product
is a stronger differentiator than month in general, but rather illustrating how the DNN model can be used to generate
such insights.
4.3 Randomly Generated Data
In this section we report on the results of an experiment using randomly generated data. This experiment allows us to
test the methods on many more instances; however, the disadvantage is that these data are much cleaner than those
typically encountered in real supply chains, i.e., they come from a single probability distribution with no noise. This
should be kept in mind when interpreting these results. In short, the results in this section indicate that, when the data
are non-noisy, all of the methods perform more or less similarly, with some exceptions. In all cases, DNN’s performance
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Table 4: Demand distribution parameters for randomly generated data.
Number of Clusters
Distribution 1 10 100 200
Normal N (50, 10) N (50i, 10i) N (50i, 5i) N (50i, 5i)
Lognormal lnN (2, 0.5) lnN (1 + 0.1(i+ 1), lnN (0.05(i+ 1), lnN (0.02(i+ 1),
0.5 + 0.1(i+ 1)) 0.01(i+ 1)) 0.005(i+ 1))
Exponential exp(10) exp(5 + 2(i+ 1)) exp(5 + 0.2(i+ 1) exp(5 + 0.05(i+ 1)
Beta 20B(1, 1) 100B(0.6(i+ 1), 100B(0.1(i+ 1), 100B(0.07(i+ 1),
0.6(i+ 1)) 0.1(i+ 1)) 0.07(i+ 1))
Uniform U(1, 21) U(5(i+ 1, U((i+ 1), U(0.5(i+ 1),
15 + 5(i+ 1)) 15 + (i+ 1)) 15 + 0.5(i+ 1))
is competitive with, if not better than, the other methods; and since it also performs better on messier data sets (e.g., the
real-world data set in Section 4.2), we recommend its use in general. We now present a more detailed discussion of this
experiment.
We conducted tests using five different probability distributions for the demand (normal, lognormal, exponential,
uniform, and beta distributions). For each distribution, we generated 257,500 records. The parameters for the five
demand distributions are given in Table 4; these parameters were selected so as to provide reasonable demand values.
All demand values are rounded to the nearest integer. Each group of 257,500 records is divided into training and
validation (10,000 records) and testing (99 sets, each 2,500 records) sets.
In each of the distributions, the data were categorized into clusters, each representing a given combination of features.
Like the real-world dataset, we considered three features: the day of the week, month of the year, and department. We
varied the number of clusters (i.e., the number of possible combinations of the values of the features) from 1 to 200
while keeping the total number of records fixed at 257,500; thus, having more clusters is the same as having fewer
records per cluster. In this experiment, an “instance” refers to a given combination of demand distribution (normal,
exponential, ...) and number of clusters (1, 10, ...).
Each problem was solved for cp/ch = 5 using all seven algorithms (including both loss functions for DNN), without
assuming any knowledge of the demand distribution. We conducted additional tests using additional cp/ch ratios; the
results and conclusions were similar, so they are omitted here in the interest of conciseness.
In part, this experiment is designed to model the situation in which the decision maker does not know the true
demand distribution. To that end, our implementation of the SEO algorithm assumes the demands come from a normal
distribution (regardless of the true distribution for the dataset being tested), since this distribution is used frequently
as the default distribution in practice. The other algorithms (DNN, LML, EQ, KNN, KR, and RF) do not assume any
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probability distribution. Additionally, since we know the underlying demand distributions, we also calculated and
reported the optimal solution in each case. The average times required to tune or execute each of the algorithms, per
instance, are similar to those in Table 3.
Figure 5 plots the average cost ratio (cost divided by optimal cost) for the five distributions. Each point on a given
plot represents the average cost (over 99 testing sets) for one instance. Figure 6 contains magnified versions of the plots
in Figure 5 for three of the distributions. From the plots, we can draw the following conclusions:
• If there is only a single cluster, then all seven algorithms produce nearly the same results. This case is
essentially a classical newsvendor problem with 7,500 data observations, for which all algorithms do a good
job of providing the order quantity in the test sets.
• As the number of clusters increases, i.e., the number of training samples in each cluster decreases, the methods
begin to differentiate somewhat. In particular:
• DNN-`1, SEO, EQ, KR, and KNN perform the best and have roughly equal performance.
• SEO performs well when the demands are normally distributed but less well otherwise. This is because one
has to assume a demand distribution in order to use SEO, and we assumed normal. If the demands happen to
come from a normal distribution, therefore, SEO works well. In practice, however, the demand distribution is
usually unknown and often non-normal.
• EQ performs relatively well in general in this experiment because, when the data are non-noisy, it is easier to
estimate a quantile. However, for both the small data set (Section 4.1) and the real-world data set (Section 4.2),
which are noisier, EQ does not perform well.
• The performance of DNN-`2 is quite good except in the case of normal demands with 100 or 200 clusters. In
these cases, the method would benefit from further tuning (similar to the additional tuning that we did for the
basket data set in Section 4.2).
• LML and RF are nearly always worse than the other methods because there is not enough data for them to
learn the distribution well. (As a result, we have omitted them from Figure 6.)
To confirm these findings statistically, Figures 7 and 8 plot 95% confidence intervals for each algorithm for normally
and uniformly distributed demands (respectively). The confidence intervals are calculated using the mean and standard
error of the cost ratio over the 99 test data sets. When two confidence intervals are non-overlapping, we can conclude
that the performance of the two corresponding methods is statistically different. If a given method is excluded from a
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Figure 5: Ratio of each algorithm’s cost to optimal cost on randomly generated data from each distribution.
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Figure 6: Magnified results for normal, lognormal, and uniform distributions.
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Figure 7: Confidence intervals for each algorithm for normally distributed demands.
plot, it means that the method is much worse than the methods that are plotted. From these figures, we can draw the
following conclusions:
• DNN-`1 is statistically better than all other methods for some cases (e.g., normal demands with 200 clusters);
is in statistical second place to SEO for normal demands with 200 clusters and to DNN-`2 for uniform demands
with 100 and 200 clusters; and is tied for first place in all other cases.
• SEO is statistically better than all other methods for normal demands with 200 clusters and statistically worse
than all other methods for uniform demands with any number of clusters. It is tied with other methods for
most other instances.
• DNN-`2, EQ, KNN, and KR are, in most cases, in a statistical tie.
• LML and RF are statistically worse than all other methods, except in the case of normal demands with 1
cluster.
• In nearly every instance, no method obtains solutions that are statistically equal to the optimal solution. The
exception is normal demands with 100 clusters, for which DNN-`1 is statistically tied with the optimal solution.
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Figure 8: Confidence intervals for each algorithm for uniformly distributed demands.
Suppose we take a naive approach toward the MFNV problem and ignore the data features, optimizing the inventory
level as though there were only a single cluster. How significant an error is this? To answer this question, we solved
the problem using DNN-`1, grouping all of the data into a single cluster. (Note that this data set is different from the
1-cluster data sets discussed above. The data sets above assume there is only a single cluster, i.e., all demand records
have identical feature values, whereas the data set here has multiple sets of feature values, but we are ignoring them
to emulate the naive approach.) Figure 9 plots the ratio between the cost of the resulting solution and the cost of the
DNN-`1 solution that accounts for the clusters, for the five probability distributions and for data sets with 10, 100, and
200 clusters. Clearly, the error resulting from this naive approach can be significant: They range from 5.6% (for the
exponential distribution with 200 clusters) to 677.9% (for the uniform distribution with 100 clusters). In general these
errors will change with the probability distributions and their parameters, but it is clear that it is important to consider
clusters when faced with featured data, and costly to ignore them.
4.4 Numerical Results: Summary
Our recommendations for which method to use are as follows. If the data set is noisy, like most real-world data sets,
our experiments show that DNN is the most reliable algorithm, with the caveat that careful hyperparameter tuning
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Figure 9: Error ratio from ignoring clusters when solving MFNV.
is required. If the data are non-noisy (they come from a single probability distribution) and the number of historical
samples is small (say, fewer than 10 records per combination of features), DNN tends to outperform the other methods.
As the number of historical records begin to increase, either EQ, SEO, DNN, KR, RF, or KNN is a reasonable choice.
Finally, if there are a large number of non-noisy historical demand records for each combination of features (say, at
least 10,000), then the algorithms all work roughly equally well, and it may be best to choose EQ or SEO, since they do
not need any hyperparameter tuning.
5 Extension to (r,Q) Policy
In this section, we extend our DNN approach to optimize the parameters of an (r,Q) inventory policy, in order to
demonstrate that the method can be adapted to other inventory problems, and especially to problems that cannot
be solved simply by estimating the quantile of a probability distribution. Consider a continuous-review inventory
optimization problem with stochastic demand, such that the mean of demand per unit time is λ. Placing an order incurs
a fixed cost K, and the order arrives after a deterministic lead time of L ≥ 0 time units. Unmet demand is backordered.
We assume the firm follows an (r,Q) inventory policy: Whenever the inventory position falls to r, an order of size Q is
placed. The aim of the optimization problem is to determine r and Q.
If we know the true demand distribution, the optimal r and Q can be obtained by solving a a convex optimization
problem; see Hadley and Whitin (1963) or Zheng (1992). However, heuristic approaches are commonly used to obtain
approximate values for r and Q; for a discussion of these, see Snyder and Shen (forthcoming, 2018). We use the
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so-called expected-inventory level (EIL) approximation, which is arguably the most common approximation for the
(r,Q) optimization problem. The EIL approximates the expected cost function as
g(r,Q) = ch
(
r − λL+ Q
2
)
+
Kλ
Q
+
cpλn(r)
Q
, (16)
where
n(r) =
∫ ∞
r
(d− r)f(d)dd
and f(d) is the demand distribution. The cost function (16) can be optimized through an iterative algorithm proposed
by Hadley and Whitin (1963), again assuming that the demand distribution is known.
Of course, in practice, the demand distribution is often not known, which is where DNN becomes a useful approach.
In order to use DNN to obtain the policy parameters, we propose a DNN network similar to that used for the newsvendor
problem, except that it has two outputs, r and Q. We use the cost function (16) as the loss function for the DNN, and in
place of n(r) we use the unbiased estimator 1m
∑m
i=1(di − ri)+. In addition, in order to avoid negative values for r and
Q, we use r+ and Q+ in the DNN loss function, and also add a penalty for negative values of r and Q into the DNN
loss function:
l(r,Q) = ch
(
r+ − λL+ Q
+
2
)
+
Kλ
Q+
+
cpλn (r
+)
Q+
+ ηQQ
− + ηrr−,
where ηr and ηQ are the penalty coefficients for negative r and Q, respectively.
5.1 Numerical Experiments
In order to see the effectiveness of the proposed algorithm for the (r,Q) optimization problem, we tested both algorithms
on a problem with K = 2, L = 1, λ = 10, cp = 2, and ch = 1. We used the iterative algorithm by Hadley and
Whitin (1963) to obtain the optimal r and Q that minimize (16). (We will refer to this as the EIL algorithm.) Since the
algorithm needs the demand distribution, similar to the approach in Section 4.3, we fit a normal distribution to each
cluster and use it to obtain (r,Q) for that corresponding cluster.
When testing the DNN algorithm on this problem, we did not perform any hyper-parameter tuning; all instances use
the same hyper-parameters. For most instances we used a DNN network of shape [43, 90, 100, 56, 2] in which all nodes
have a Relu activation function, where Relu(x) = x+. The only exception is that in the case of uniform distributed
data with 10 clusters, the algorithm did not converge, so we instead used a smaller network of shape [43, 90, 56, 2]. We
used the Adam optimizer (Kingma and Ba 2014) to optimize the weights of the network with learning rate= 0.001,
β1 = 0.9, β2 = 0.999,  = 1e− 8, a batch size of 128, and γ = 0.009.
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In what follows, we demonstrate the results of both algorithms on two datasets that we used when testing the
newsvendor problem: the basket data set, which is presented in Section 5.1.1, and the five randomly generated datasets,
presented in Section 5.1.2.
5.1.1 Basket Dataset
We obtained (r,Q) values using both algorithms. The solution found by the EIL algorithm incurs a cost of 121,772,
while that obtained by DNN has a cost of 117,538, 3.5% better than EIL. At first this may seem surprising, since the
EIL algorithm is an exact algorithm to optimize the cost function (16) (though of course (16) is itself an approximation
of the exact cost function). However, recall that the basket dataset is noisy and contains few historical observations
(between 1 and 9) per cluster, but the EIL algorithm assumes the demands are normally distributed. This assumption is
inaccurate for the basket dataset. On the other hand, DNN considers the feature values and in three epochs optimizes
the weights of the network, and in doing so is able to learn better (r,Q) values to minimize the objective.
5.1.2 Randomly Generated Data
In order to further explore the performance of both algorithms, we tested their performance on the randomly generated
datasets in Section 4.3. Just as in the newsvendor problem, we assume we do not know the demand distribution and
instead approximate a normal distribution in each cluster to obtain the solution using EIL. Under DNN, each problem
ran for 50 epochs and all of them converged after at most 10 epochs of training. The results of all demand distributions
are shown in Figure 10. As shown in the figure, when the data are generated from a normal distribution, EIL finds the
optimal solution but the DNN solution is close, with around a 3% gap, on average, for four clusters. DNN provides a
near-0% gap for the beta distribution, and in all other cases DNN provides a better solution than EIL, with an average
cost ratio of 0.83.
Let us more closely examine one instance, the normally distributed dataset, for which the EIL solution is optimal.
When there is only one cluster, the optimal solution from EIL is (r,Q) = (0.00, 45.16), whereas DNN obtains
(r,Q) = (0.38, 45.01), which is quite close. Similarly, when there are 10 clusters, the DNN (r,Q) is quite close to the
optimal solutions, as shown in Table 5. As a result, the costs of the solutions obtained by the two algorithms are almost
equal. Similar results also emerge from the instances with 100 and 200 clusters.
To summarize, if the true distribution is available, our DNN method and the classical EIL approach work almost
equally well. However, EIL’s performance deteriorates when the true demand distribution is not known, even if there is
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Figure 10: The results for randomly generated datasets for the (r,Q) model.
Table 5: EIL and DNN values of (r,Q) for the normally distributed dataset with 10 clusters.
Cluster 1 2 3 4 5 6 7 8 9 10
Optimal r 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
DNN r 0.18 0.14 0.21 0.17 0.18 0.1 0.13 0.2 0.19 0.10
Optimal Q 118.49 77.72 141.56 100.20 109.73 63.56 89.67 134.31 126.65 45.17
DNN Q 119.25 77.98 141.00 102.00 109.82 63.92 89.26 134.35 127.35 44.89
a relatively large amount of historical data. In contrast, DNN works well when the true demand distribution is unknown,
even if the historical dataset is small and/or noisy.
6 Conclusion
In this paper, we consider the multi-feature newsvendor (MFNV) problem. If the probability distribution of the demands
is known for every possible combination of the data features, there is an exact solution for this problem. However,
approximating a probability distribution is not easy and produces errors; therefore, the solution of the newsvendor
problem also may be not optimal. Moreover, other approaches from the literature do not work well when the historical
data are scant and/or volatile.
To address this issue, we propose an algorithm based on deep learning to solve the MFNV. The algorithm does not
require knowledge of the demand probability distribution and uses only historical data. Furthermore, it integrates
parameter estimation and inventory optimization, rather than solving them separately. Extensive numerical experiments
on real-world and random data demonstrate the conditions under which our algorithm works well compared to the
algorithms in the literature. The results suggest that when the volatility of the demand is high, which is common in
real-world datasets, deep learning works very well. When the data can be represented by a well-defined probability
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distribution, in the presence of enough training data, a number of approaches, including DNN, have roughly equivalent
performance.
Furthermore, we extend our DNN approach to the (r,Q) inventory optimization problem, to demonstrate that our
approach is applicable in more general settings, especially those that cannot be solved by estimating a quantile. Our
computational results show that the DNN approach works well when the historical data are noisy and/or sparse, and
that it often outperforms the “exact” algorithm when the true demand distribution is unknown (since the exact algorithm
must make an assumption about the distribution).
Motivated by the results of deep learning on both newsvendor and (r,Q) problems, we suggest that this idea can be
extended to other supply chain problems. For example, since general multi-echelon inventory optimization problems
are very difficult, deep learning may be a good candidate for solving these problems. Another direction for future work
could be applying other machine learning algorithms to exploit the available data in the newsvendor problem.
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A Proofs of Propositions 1 and 2
These proofs are based on the general idea of the back-propagation algorithm and the way it builds the gradients of the
network. For further details, see LeCun et al. (2015).
Proof of Proposition 1. To determine the gradient with respect to the weights of the network, we first consider the
last layer, L, which in our network contains only one node. Note that in layer L, yqi = a
L
1 . So, we first obtain the
gradient with respect to wj1, which connects node j in layer L− 1 to the single node in layer L, and then recursively
calculate the gradient with respect to other nodes in other layers.
First, consider the case of excess inventory (dqi ≤ yqi ). Recall from (12) that δlj = ∂E
q
i
∂alj
(glj)
′(zlj). Then δ
L
1 =
ch(g
L
1 )
′(zL1 ), since E
q
i = ch(a
L
1 − dqi ). Then:
∂Eqi
∂wj1
= ch
∂(yqi − dqi )
∂wj1
= ch
∂aL1
∂wj1
(since dqi is independent of wj1)
= ch
∂gL1 (z
L
1 )
∂wj1
= ch
∂gL1 (z
L
1 )
∂zL1
∂zL1
∂wj1
(by the chain rule)
= ch(g
L
1 )
′(zL1 )a
L−1
j (by (11))
= δL1 (h)a
L−1
j (by (13)).
(17)
Now, consider an arbitrary layer l and the weight wjk that connects node j in layer l and node k in layer l + 1. Our
goal is to derive δlj =
∂Eqi
∂zlj
, from which one can easily obtain ∂E
q
i
∂wjk
, since
∂Eqi
∂wjk
=
∂Eqi
∂zlj
∂zlj
∂wjk
= δlja
l
j (18)
using similar logic as in (17). To do so, we establish the relationship between δlj and δ
l+1
k .
δlj =
∂Eqi
∂zlj
=
∑
k
∂Eqi
∂zl+1k
∂zl+1k
∂zlj
=
∑
k
δl+1k
∂zl+1k
∂zlj
(19)
Also, from (6), we have
zl+1k =
∑
j
wjka
l
j =
∑
j
wjkg
l
j(z
l
j)
Therefore,
∂zl+1k
∂zlj
= wjk(g
l
j)
′(zlj). (20)
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Plugging (20) into (19), results in (21).
δlj =
∑
k
wjkδ
l+1
k (g
l
j)
′(zlj). (21)
We have now calculated δlj for all l = 1, . . . , L and j = 1, . . . , nnl. Then, substituting (21) in (18), the gradient with
respect to any weight of the network is:
∂Eqi
∂wjk
= alj
∑
k
wjkδ
l+1
k g
′l
j (z
l
j). (22)
Similarly, for the shortage case in layer L, we have:
∂Eqi
∂wj1
= −cp ∂(d
q
i − yqi )
∂wj1
= cp
∂(aL1 )
∂wj1
= cp
∂(gL1 (z
L
1 ))
∂wj1
= cp
∂(gL1 (z
L
1 ))
∂zL1
∂(zL1 )
∂wj1
= cpa
L−1
j (g
L
1 )
′(zL1 )
= δL1 (p)a
L−1
j .
(23)
Using the chain rule and following same procedure as in the case of excess inventory, the gradient with respect to any
weight of the network can be obtained. Summing up (17), (22) and (23), the gradient with respect to the wjk is:
∂Eqi
∂wjk
=

aljδ
l
j(p) if y
q
i < d
q
i ,
aljδ
l
j(h) if d
q
i ≤ yqi .
Proof of Proposition 2. Consider the proposed revised Euclidean loss function defined in (10). Using similar logic
as in the proof of Proposition 1, we get that the gradient of the loss function at the single node in layer L is
∂Eqi
∂wj1
= ch(y
q
i − dqi )
∂(yqi − dqi )
∂wj1
= (yqi − dqi )aL−1j δL1 (h).
(24)
in the case of excess inventory and
∂Eqi
∂wj1
= −cp(dqi − yqi )
∂(dqi − yqi )
∂wj1
= (dqi − yqi )aL−1j δL1 (p).
(25)
in the shortage case. Again following the same logic as in the proof of Proposition 1, the gradient with respect to any
weight of the network can be obtained:
∂Eqi
∂wjk
=
(d
q
i − yqi )aljδl1(p) if yqi < dqi
(yqi − dqi )aljδl1(h) if dqi ≤ yqi .
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B Grid Search for Basket Dataset
In this appendix, we discuss our method for performing a more thorough tuning of the network for DNN-`2, as discussed
in Section 4.2. We used a large, two-layer network with 350 and 100 nodes in the first and second layer, respectively. In
order to find the best set of parameters for this model, a grid search is used. We considered three parameters, lr, λ, and
γ; λ is the regularization coefficient, and lr and γ are parameters used to set the learning rate. In particular, we set lrt,
the learning rate used in iteration t, using the following formula:
lrt = lr × (1 + γ × t)−0.75.
We considered parameter values from the following sets:
γ ∈ {0.01, 0.005, 0.001, 0.0001, 0.0005, 0.00005}
λ ∈ {0.01, 0.005, 0.001, 0.0005, 0.0001, 0.00005}
lr ∈ {0.001, 0.005, 0.0005, 0.0001, 0.00005, 0.00003, 0.00001, 0.000009, 0.000008, 0.000005},
The best set of parameters among these 360 sets were γ = 0.00005, λ = 0.00005, and lr = 0.000009. These
parameters were used to test integer values of cp/ch ∈ {3, . . . , 9} in Figure 3, for the series labeled DNN-`2-T.
C A Tuning-Free Neural Network to Solve the Newsvendor Problem
To tune the hyper-parameters of the DNN in Section 4, we used an extension of the random search algorithm (Bergstra
and Bengio 2012) called HyperBand (Li et al. 2016)—in particular, to determine the network structure, learning rate,
and regularization coefficient. However, a user of our model might not have the time, resources, or expertise to follow a
similar procedure. Even cheaper procedures like Bayesian optimization (Snoek et al. 2012, Gardner et al. 2014) are still
too time consuming and too complex to implement. To address this issue, in this section we propose a computationally
cheap approach to set up a network structure without extensive tuning. Our approach provides quite good results on a
wide range of problem parameters.
The network structure should have a direct relation with the number of training samples n, the number of features p,
and the range ri that feature fi, i = 1, . . . , p, can take values from. For example, a feature fi which represents the day
of week takes values between 1 and 7, and the one-hot-encoded version is a categorical feature with 7 categories; so,
ri = 7. For a continuous feature like the sales quantity, ri may be an interval such as [0,∞]. These characteristics—the
number of features and the range of values for each feature—affect both the number of layers in the network and the
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numbers of nodes in each layer. For instance, if the number of features is small and the features take on only a few
values, a trained DNN returns a solution that minimizes the average loss value. In this case a small network can provide
quite good results. On the other hand, when the number of features is relatively large and each feature can take values
from a large range or set, the DNN must be able to distinguish among a large number of cases. In this event, the DNN
network must be relatively large.
Now, consider the newsvendor problem with p features. In the datasets that we considered, the features are quite
simple, e.g., receipt date and item category. However, we wish to propose a general structure for prospective users of
our model, so we assume one may use more complex features, either categorical or continuous. (However, we assume
the input cannot be an image, so we do not need a convolutional Goodfellow et al. (2016) network.) Thus, we propose
a three-layer network in which the number of nodes in the first, second, and third hidden layers equal aq, bq, and cq,
respectively, where a, b, and c are constants (by default we use a = 1.5, b = 1, and c = 0.5), and where q is defined as
follows. Let qv be the number of continuous features, let Pc ⊆ {1, . . . , p} be the set of categorical features, and let
qu = min
{∑
i∈Pc
ri,
∏
i∈Pc
ri
}
.
In words, qu is the smallest number that can represent all combinations of categories. Let q = qu + qv. Finally, the
number of input nodes also equals q, and the output layer includes a single node.
Using this approach, if the number of features is small, the number of DNN weights to optimize is small, and if
the number of features is large, the number of weights is large. Using the default values of a, b, and c, the proposed
network has m = 12q(7q + 1) weights, which should be smaller than the number of training records. If m > n, there is
a chance of over-fitting, and if m  n, the DNN over-fits the training data with high probability, in which case the
number of DNN variables must be reduced. In this case one should select smaller values of the coefficients a, b, and c
to reduce the number of nodes in each layer. Finally, using the default coefficient values, the resulting network has
size [q, 1.5q, q, 0.5q, 1], so the number of nodes in the first hidden layer is larger than the number of features, and with
a high probability the DNN is able to capture the information of the features and transfer them through the network.
Setting the number of nodes in the first hidden layer smaller than that in the input layer may result in losing some input
information.
We continue training until we meet one of the following criteria:
• the point-wise improvement in loss function value is less than 0.01%, or
• the number of passes over the training data reaches MaxEpoch.
(We set MaxEpoch=100.)
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Table 6: Results of 100 and 200 training epochs.
100 epochs 300 epochs
clusters 1 10 100 200 1 10 100 200
normal 0.000 0.004 2.006 3.083 0.000 0.004 0.005 3.083
lognormal 0.003 0.006 0.129 0.006 0.000 0.004 0.126 0.011
uniform 0.001 0.012 0.020 0.134 0.000 0.001 0.020 -0.004
beta 0.029 0.003 0.014 0.023 0.027 -0.006 0.007 0.021
exponential 0.000 0.071 0.008 0.019 0.000 0.001 0.006 0.018
average 0.0067 0.0192 0.4353 0.6531 0.0054 0.0008 0.0329 0.6260
Of course, we cannot guarantee that this approach will produce an optimal network structure, but it eliminates the
work of determining the structure, and our experiments suggest that it performs well. We also note that one still
must follow an approach to determine a suitable learning rate and regularization parameter (see Snoek et al. (2012),
Eggensperger et al. (2013), Domhan et al. (2015), Bergstra and Bengio (2012)).
In order to see how well the fixed-size network works, we ran the same experiments as in Section 4.3. In these
tests, we fixed the network structure to [q, 1.5q, q, 0.5q, 1] with learning rate = 0.001 and λ = 0.005 for all demand
distributions. In all cases except normally distributed demand, the network obtained near-optimal costs after at most 10
epochs (which, on average, took 10 minutes to train), when improvement stopped. For normally distributed demands,
the algorithm ran for at least 50 epochs to get a converged network. Table 6 shows the results of the test datasets for all
demand distributions, in which we provide the gap between the results of the fixed network and the results from the
HyperBand algorithm. As provided in the table, when we train for 100 epochs, the fixed network obtains costs that are
very close to those obtained using the HyperBand algorithm. For 1, 10, 100, and 200 clusters, it obtains average gaps of
0.67%, 1.9%, 43.5%, and 65.3% compared to the results of networks obtained by HyperBand algorithm.
In order to see the effect of training length, we ran all experiments for 300 epochs to see whether the solutions
improve, which are provided in right side of Table 6. The average gaps decreased to 0.5%, 0.08%, 3.29%, and 62.6%
for 1, 10, 100, and 200 clusters, respectively. Therefore, running the DNN for longer training periods can help to get
smaller cost values.
In sum, setting the network size using this approach is much cheaper than any extension of random search or Bayesian
optimization, and it can provide near-optimal results for the newsvendor problem when there is a sufficiently large
number of historical records. (In our experiment, this corresponds to having fewer clusters.) When there is insufficient
historical data available, additional tuning and/or training is required in order to obtain good results.
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