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Abstract
A path partition (also referred to as a linear forest) of a graph G is a set of vertex-disjoint
paths which together contain all the vertices of G. An isolated vertex is considered to be a path
in this case. The path partition conjecture states that every n-vertices d-regular graph has a
path partition with at most n
d+1
paths. The conjecture has been proved for all d < 6. We prove
the conjecture for d = 6.
1 Introduction
Let G(V,E) be a simple undirected graph, where the cardinality of V and E are respectively denoted
by n and m. A path (also referred to as a simple path) in a graph G is a sequence of t ≥ 1 distinct
vertices, (v1, v2, . . . , vt) such that for every 1 ≤ i ≤ t− 1, (vi, vi+1) ∈ E. These edges (vi, vi+1) are
referred to as the path edges. The size of a path is the number of vertices in the sequence. A path
of size one has no edges. A path cover of G is a set of paths such that every vertex in V belongs to
at least one of the paths, whereas a path partition of G is a set of paths such that every vertex in
V belongs to exactly one path. (In some of the related literature the term path cover is used in the
sense that we refer to here as path partition.) Given a path partition, we refer to each path in the
set as a component. The cardinality of a path partition refers to the number of components in it.
The path partition number of G, denoted by pip(G), is the minimum cardinality among all path
partitions of G. The problem of finding a path partition of minimum cardinality is called the path
partition problem. This problem is NP-hard [GJ79], since it contains the Hamiltonian path problem
as a special case. There are polynomial-time algorithms for the path partition problem for some
families of graphs, including (among others) forests [Sku74], interval graphs [HC11], circular arc
graphs, bipartite permutation graphs [SSSR93], block graphs [PK99], and cographs [CK96].
An interesting theoretical question is to provide upper bounds on pip(G) that apply to large
families of graphs. Ore [Ore61] proved that given a graph G with n vertices, if pip(G) ≥ 2 then
pip(G) ≤ n − σ2(G), where σ2(G) is the minimum sum of degrees of two non-adjacent vertices.
This theorem implies that a graph has a Hamiltonian path if σ2(G) ≥ n − 1. This theorem was
generalized by Noorvash have expanded the [Noo75] who found a relation between the number of
edges in a graph and pip(G). Another early contribution to bound the path partition number is the
Gallai-Milgram Theorem [GM60], which states that the independence number α(G) is an upper
bound for this number. Namely, pip(G) ≤ α(G). This holds not only for undirected graphs, but
also for a corresponding notion of path partitions for directed graphs. The minimum degree in G,
denoted by δ(G) can also provide lower bounds on the path partition number. By the classical
∗The Weizmann Institute of Science, Israel. Email: uriel.feige@weizmann.ac.il.
†The Weizmann Institute of Science, Israel. Email: ella.fuchs@weizmann.ac.il.
theorem of Dirac [Dir52], if δ(G) ≥ n/2 then G has an Hamiltonian cycle. It is worth mentioning
that there are graphs where the path partition number can be very large. For example, the star
graph on n vertices, requires at least n− 2 components in any path partition.
Our work relates to the following conjecture of Magnant and Martin [MM09].
Conjecture 1. Partition number conjecture: For every d-regular graph G,
pip(G) ≤ n
d+ 1
Megnant and Martin proved their conjecture for all d ≤ 5. The upper bound in the conjecture is
tight for a graph containing n
d+1 copies of cliques on d+1 vertices (Kd+1). However, for connected
regular graphs, some improvement is possible. For connected cubic graphs, Reed [Ree96] provided a
sharper bound pip(G) ≤ ⌈n9 ⌉. In the same paper, Reed conjectured that every 2-connected 3-regular
graph has a path partition with at most ⌈ n10⌉ components. This has been recently confirmed by
Yu [Yu18]. For every d ≥ 4, there are connected graphs (even 2-connected) for which the path
partition number of G is at least n(d−3)
d2+1
. In particular, for d ≥ 13, there are connected graphs that
require n
d+4 components in any path partition. See examples in [Yu18, SW10, SW11]. It is worth
mentioning that almost all d-regular graphs are Hamiltonian for d ≥ 3 [RW94]. For a broader
literary review and more information see [Man18].
1.1 Related work
The set of edges in a path partition is also referred to as a linear forest. Given a graph G(V,E), its
linear arboricity, denoted by la(G), is the minimum number of disjoint linear forests in G whose
union is all E. This notion was introduced by Harary in [Har70]. The following conjecture, known
as the linear arboricity conjecture, was raised in [AEH80]:
Conjecture 2. For every ∆ and every graph G of maximum degree ∆,
la(G) ≤
⌈
∆+ 1
2
⌉
Every graph of maximum degree ∆ can be embedded in some d regular graph for d = ∆ (this
may require adding vertices). For d-regular graphs la(G) ≥
⌈
d+1
2
⌉
. This is because each linear
forest G can use only two of the edges for any vertex. Hence if d is odd, then there are at least d+12
linear forests. For the case where d is even, at least one of the vertices is an end-vertex of a path
in a linear forest, giving us at least d2 + 1 linear forests. Therefore, the linear arboricity conjecture
is equivalent to proving that la(G) =
⌈
d+1
2
⌉
for every d-regular graph G.
As G has nd2 edges, and each one of them is in at least one linear forest, this implies that given
la(G) there is a linear forest with at least
nd
2
la(G) edges. Note that the cardinality of a path partition
is exactly n minus the number of edges in it. Hence
pip(G) ≤ n−
nd
2
la(G)
(1)
Proposition 1.1. For d odd, Conjecture 2 implies Conjecture 1.
Proof. Assuming Conjecture 2 to be true, for odd d we have that la(G) = d+12 . Plugging it to
inequality (1) implies pip(G) ≤ n−
nd
2
d+1
2
= n
d+1 .
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We state a relaxed version of Conjecture 1:
Conjecture 3. The relaxed partition number conjecture: For any d-regular graph G,
pip(G) = O
(
n
d+ 1
)
Proposition 1.2. For d even, Conjecture 2 implies Conjecture 3.
Proof. Assuming Conjecture 2 to be true, for even d we have that la(G) = d+22 . Plugging it to
inequality (1) implies pip(G) ≤ n−
nd
2
d+2
2
= 2n
d+2 .
The linear arboricity conjecture has been proved in the special cases of d = 3, 4, 5, 6, 8 and
10 [AEH80, AEH81, EP84, Gul86]. (Remark: these results imply Conjecture 1 for d = 3, 5, by
Proposition 1.1.) The linear arboricity conjecture was shown to be asymptotically correct as d→∞.
Alon [Alo88] showed that for every d-regular graph G, la(G) ≤ d2 + O
(
d log log d
log d
)
. This result was
subsequently improved to la(G) ≤ d2 + O
(
d
2
3 (log d)
1
3
)
[AS04], and to la(G) ≤ d2 + O
(
d
2
3
−c
)
, for
some constant c > 0 [FJV19].
Plugging the best result on the linear arboricity conjecture to inequality (1) gives the following
asymptotic bounds on the path partition number of regular graphs.
pip(G) ≤ O
(
n
d
1
3
+c
)
The linear arboricity can be thought of as an integer programming problem, where for each
linear forest Fi of G we chose a weight αi ∈ {0, 1}, and the goal is to minimize
∑
i αi under the
constraint that for every e ∈ E, ∑i|e∈Fi αi ≥ 1. The relaxed version of this problem, where we are
allowed to pick a linear forest fractionally (0 ≤ αi ≤ 1) , is called the fractional linear arboricity
and is denoted by fla(G).
Given fla(G) for some α∗i we get that:
|E(G)| ≤
∑
e∈E
∑
i|e∈Fi
α∗i =
∑
i
∑
e|e∈Fi
α∗i =
∑
i
α∗i |Fi| ≤ max
i
|Fi| · fla(G)
Hence the number of edges in the linear forest of maximal size is at least
nd
2
fla(G) . Therefore, the
following inequality holds:
pip(G) ≤ n−
nd
2
fla(G)
(2)
Feige, Ravi and Singh [FRS14] proved that fla(G) = d2 +O(
√
d), and deduced from inequality
(2) that
pip(G) ≤ O
(
n√
d
)
They also proved that if Conjecture 3 holds, then every n-vertex d-regular graph has a tour of
length (1 +O(1
d
))n visiting all its vertices.
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1.2 Our contribution
The main purpose of the paper is proving Conjecture 1 for d = 6.
Our main result is the following theorem:
Theorem 1. Every 6−regular graph with n vertices, has a path partition whose cardinality is
at most n7 . Equivalently, the average size of a component in this path partition is at least 7.
In passing, we also show the following theorem for d = 5.
Theorem 2. Every 5-regular graph with n vertices and no K6 (clique of size 6), has a path
partition whose cardinality is at most n
6+ 1
3
. Equivalently, the average size of a component in
this path partition is at least 6 + 13 .
2 Proof overview
Given a path partition for a graph G(V,E) we distinguish between three types of components.
1. Cycles. A component of size t ≥ 3 is referred to as a cycle component if the induced graph
on the vertices of the component contains a spanning cycle.
2. Isolated vertices. A component of size 1.
3. Paths. All the rest of the components are referred to as path components.
Given a 6-regular graph G(V,E), a path partition is said to be canonical if it satisfies the
following properties:
1. It has the smallest number of components.
2. Conditioned on the first property, it has the largest number of cycles.
3. It has no isolated vertices.
Lemma 6 (extension of the work of [MM09], see Section 4) shows that given a partition satisfying
the first two properties, one can extend it to satisfy the third property as well. Thus, every 6-regular
graph has a canonical path partition as defined above. We wish to show that the average size of a
component in a canonical path partition is at least 7. We first introduce some notation that will
assist in explaining the main ideas in our proof.
Given a canonical path partition, we partition the set of edges E into three sets:
1. Path edges EP : this set includes all edges of the path partition that belong to components
that are paths.
2. Cycle edges EC : this set includes all edges (whether part of the path partition or not) both
whose endpoints are in a cycle component. Observe that in a canonical path partition there
is no edge that has its endpoints in different cycles, as then the two cycles can be replaced
by one component.
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3. Free edges EF . These are all the remaining edges. None of them is part of the path partition,
and the endpoints of a free edge either lie in two different components (provided that not
both of them are cycles), or within the same path component.
We partition the set of vertices V into five disjoint classes. A vertex belongs to the first
applicable class:
1. V1: end-vertices of paths, and vertices of cycles. Observe that in a canonical path partition,
there is no free edge that has its end-vertices both in V1, as then either the two components
can be replaced by one component, or a path components can be made into a cycle. Hence
the graph G(V1, EF ) (containing only vertices from V1 and their induced free edges) is an
independent set.
2. V2: path vertices that are connected by a free edge to a vertex in V1.
3. V3: path vertices that are connected by two path edges to vertices in V2.
4. V4: path vertices that are connected by exactly one path edge to a vertex in V2.
5. V5: the remaining vertices.
A free edge is balanced if one of its end-vertices is in V1 and the other is in V2. Observe that
all the free edges incident to V1 are balanced. Balanced edges play a key role in our analysis. We
now provide some intuition of how they may be used, and what are the issues that need to be
handled. Suppose, for simplicity, that the canonical path partition contains p paths and no cycles.
This implies that |V1| = 2p. As every vertex in V1 is incident with exactly 5 balanced edges, we
have that the number of balanced edges is 10p. As every vertex in V2 is incident with at most 4
balanced edges, we have that |V2| ≥ 52p. It follows that n = |V | ≥ |V1|+ |V2| ≥ 9p2 . This falls short
of the bound of n ≥ 7p that we would like to prove. Here are two alternatives, each of which by
itself suffices in order to fill in the missing gap.
1. Show that on average, every vertex in V2 is incident with only two balanced edges, rather
than four.
2. Show that |V3 ∪ V4 ∪ V5| ≥ 52p.
Our proof will not show that either of the alternatives holds, but rather will show that a “convex
combination” of these alternatives hold. That is, in every canonical path partition, some of the V2
vertices have fewer than four balanced edges. In addition there are vertices of types V3 ∪ V4 ∪ V5,
and the combination of these two aspects has a quantitative effect that is sufficiently large so as to
conclude that n ≥ 7p.
u v
. . .P
′
. . . . . .P
′′
. . .
. . .Pu. . .
. . .Pv. . .
Figure 1: replacing three paths P, Pu, Pv by two paths
A key observation in this proof plan (made
also in [MM09]) is that if two vertices u, v ∈ V2
are neighbors in a path P , then this severely
limits the number of balanced edges that they
can consume. For example, it cannot be that
u has a balanced edge to an end-vertex of path
Pu and v has a balanced edge to an end-vertex
of path Pv 6= Pu, because then the path par-
tition is not canonical: path P can be elimi-
nated by appending one part of it to Pu and the other part to Pv. (See Figure 1.)
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Based on the above observation, we may infer (in some approximate sense that is made rigorous
in our proof) that in a canonical path partition, a vertex from V2 is either incident with only two
balanced edges, or is not a path-neighbor of any other vertex from V2. The former case corresponds
to alternative 1, whereas the latter case is related to alternative 2 in the following sense: if no
two vertices in V2 are path-neighbors, and in addition all paths have even size, then necessarily
|V3 ∪ V4 ∪ V5| ≥ |V2| ≥ 52p, proving alternative 2.
However, the canonical path partition might contain paths of odd size, and then the argument
above does not suffice. For example, a path of size 3 may have its middle vertex v belong to V2,
the vertex v might be incident with four balanced edges, and yet the path contributes no vertex to
V3 ∪ V4 ∪ V5. To compensate for this, we must have other paths in which there are strictly more
vertices in V3 ∪ V4 ∪ V5 than in V2. Observe that indeed there must be paths of size greater than 3,
because if all paths are of size 3 we have that |V2| ≤ 12 |V1|, contradicting the fact that |V2| ≥ 54 |V1|.
Observe also that in every path P we have that |V3 ∩ P | ≤ |V2 ∩ P |, and hence for path P to
compensate for a path of size 3, the set (V4 ∪ V5) ∩ P must be nonempty.
How can we infer that V4 ∪ V5 has substantial size (where the interpretation of substantial
depends on the extent to which alternative 1 fails to hold)? The key is to consider the set EF (V3)
of free edges incident with vertices from V3. These edges cannot be incident with vertices from
V1 (as their free edges are incident with vertices from V2). If edges from EF (V3) are incident with
vertices from V2, this brings us closer to alternative 1 (as this reduces for a vertex in V2 the number
of balanced free edges that are incident with it), hence assume for simplicity that this does not
happen either. We shall show that there cannot be many free edges joining two vertices from V3,
as otherwise the path partition is not canonical. There are several cases to analyze here.
v22 v
2
3
v33 v
3
2
. . .P
′
2. . . . . .P
′′
2 . . .
. . .P
′′
3 . . . . . .P
′
3. . .
. . .P1. . .
. . .P4. . .
Figure 2: replacing four paths P1, P2, P3, P4 by
three paths
One such case replaces four paths
P1, P2, P3, P4 in the path partition by only
three paths, by making use of a balanced edge
between V1 ∩ P1 and V2 ∩ P2, a free edge be-
tween V3∩P2 and V3∩P3, and a balanced edge
between V2 ∩P3 and V1 ∩P4. This process re-
moves one path edge in P2 and one path edge
in P3. (See Figure 2).
Given that free edges incident with V3 only
rarely have their other endpoint in V1∪V2∪V3,
we can infer that V4 ∪ V5 has substantial size.
The overview provides intuition of why one may hope that the theorem is true. The following
section explains how to turn this intuition into a rigorous proof, and moreover, keep the complexity
of the proof manageable.
2.1 Proof of Theorem 1
In order to make the proof rigorous, we shall use an accounting method, in which each vertex counts
as 1 point, and points (and also fractions of points) are transferable among vertices. We shall design
a collection of point transfer rules, and will prove that using these rules every component ends up
with at least 7 points. This implies that the average size of a component is at least 7.
For the purpose of defining the point transfer rules, we refine the classification of vertices
introduced earlier.
• V2 is partitioned into two subclasses depending on whether it has path neighbors in V2:
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– V a2 (“a” for “alone”) for those vertices in V2 that do not have a path neighbor in V2.
– V b2 (“b” for “both”) for those vertices in V2 that have a path neighbor in V2.
• We will identify certain subsets of V2:
– A vertex u ∈ V2 is called moderate if it has at least two balanced edges, where at least
one of them is to a path.
– A vertex u ∈ V2 is called heavy if it has at least three balanced edges to paths. Observe
that every heavy vertex is also moderate.
• A vertex u ∈ V3 will be called dangerous if one of its path neighbors is heavy and the other
is moderate.
Every vertex starts with 1 point, and transfers points using the following point transfer rules.
Transfer rules:
Rule 1 From V2 to V1 ∩ C. v ∈ V2 transfers 1i points to u ∈ V1 ∩ C , if u is a vertex of a cycle
of size i ≤ 6 and (u, v) is a balanced edge.
Rule 2 From V2 to V1 ∩ P. v ∈ V2 transfers 23 points to u ∈ V1 if u is an end-vertex of a path
and (u, v) is a balanced edge.
Rule 3 From V a2 to dangerous V3. v ∈ V a2 transfers 16 points to u ∈ V3, if u is dangerous and
(u, v) is a free edge.
Rule 4 From V b2 ∪ V4 to dangerous V3. v ∈ V b2 ∪ V4 with exactly one path neighbor in V2
transfers 112 points to u ∈ V3, if u is dangerous and (u, v) is a free edge.
Rule 5 From V5 to V \ V5. v ∈ V5 transfers 14 points to u ∈ (V \ V5) if (u, v) is a free edge.
We note that due to the transfer rules, a vertex may end up with a negative number of points.
The number of points of a component in a path partition is the sum of points that its vertices
have. The point transfer rules immediately imply the following propositions.
Proposition 2.1. Let C be a cycle in a canonical path partition. Then after applying the transfer
rules C has at least 7 points.
Proof of Proposition 2.1. According to the point transfer rules, a vertex of a cycle cannot
transfer points to other vertices (because all its vertices are in V1). Let i denote the size of the
cycle. If i ≥ 7 then we are done. If i < 7 (and necessarily i ≥ 3), then each vertex has at least
7 − i balanced edges connecting it to vertices in V2, because the degree of each vertex is 6. Each
balanced edge contributes to the vertex 1
i
points (by Rule 1),hence, each vertex on the cycle has
at least 1+ (7− i)1
i
points. Hence the cycle has at least i · (1+ (7− i)1
i
) = 7 points, as desired.
Proposition 2.2. Let P be a path in a canonical path partition. Then after applying the transfer
rules the end-vertices of P have 7 + 53 points.
Proof of Proposition 2.2. In a canonical path partition, there are no isolated vertices. Hence
P has 10 balanced edges incident with its two end-vertices. Applying Rule 2 together with the
two starting points, sums up to 2 + 10 · 23 = 7 + 53 points.
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Proposition 2.3. The only vertices that can end up with negative points are those from V2. In
particular:
1. For vertices in V2:
(a) A vertex in V2 has at least −53 point.
(b) A vertex in V2 that among its balanced edges, has no edge to a path, ends up with at
least −13 points.
(c) A vertex in V2 that has among its balanced edges, one edge to a path, ends up with at
least −23 points.
(d) A vertex in V2 that has among its balanced edges, two balanced edges to paths, ends up
with at least −1 points.
(e) A vertex in V a2 that has only one balanced edge, ends up with at least −16 points.
2. For vertices in V3.
(a) A vertex in V3 has at least 1 point.
(b) A vertex in V3 that has all its frees to V5 or V
a
2 ends up with at least
5
3 points.
3. Every vertex in V4 has at least
2
3 points.
4. Every vertex in V5 has a non-negative number of points.
Proof of Proposition 2.3. Each vertex starts with 1 point.
1. (a) A vertex in V2 has four free edges and may transfer at most
2
3 points on each free edge,
by Rule 2. Hence it has at least 1− 4 · 23 = −53 points.
(b) An edge to a cycle can transfer at most 13 points by Rule 1. Hence if x has no balanced
edges to paths it will end with at least 1− 4 · 13 ≥ −13 points.
(c) If among its balanced edges x ∈ V2 has exactly one edge to a path, then on this edge, x
transfers 23 points (by Rule 2). The remaining three free edges might be balanced edges
to cycles of size three, transferring 3 · 13 points (by Rule 1). Hence the number of points
on x is at least 1− 23 − 3 · 13 = −23 .
(d) If among its balanced edges x ∈ V2 has two balanced edges to paths, then these edges
can transfer at most 2 · 23 points (by Rule 2). The remaining free edges can be balanced
edges to cycles, and may transfer at most 2 · 13 points (by Rule 1). Hence, on x there
are at least 1− 3 · 23 ≥ −1 points.
(e) An edge that is not balanced can transfer at most 16 points from a vertex in V
a
2 by Rule 3.
Hence if x ∈ V a2 and x has only one balanced edge, it has at least 1 − 23 − 3 · 16 ≥ −16
points.
2. (a) Vertices in V3 can only receive points, hence they have at least 1 point.
(b) If x ∈ V3 has all its frees to V5 or V a2 then there are two options to consider.
• If x has an edge that is incident to V5, then by Rule 5 it receives 14 points.
• If x has an edge that is incident to V a2 , then by Rule 3 it receives 16 points.
Hence x receives at least 16 points on each free edge and hence ends up with at least
1 + 4 · 16 = 53 points.
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3. Vertices in V4 have four free edges, and by Rule 4 they may transfer no more than
1
12 points
on each free edge. Hence vertices in V4 have at least
2
3 points.
4. Vertices in V5 have four free edges, and may transfer at most
1
4 points on each free edge (by
Rule 5).
We now consider the internal vertices of a path, and show that in total they have at least −53
points. This combined with Proposition 2.2 will imply that the path has at least 7 points.
We divide each path P in the canonical partition into disjoint blocks. The blocks need not
include all vertices of P . We scan the vertices of the path P from left to right. The first block
starts at the first vertex from V2 that we encounter (if there is no such vertex, then P has no
blocks). Thereafter, we create a sequence B1B2.....Bm of blocks as follows. Each block Bi is of the
form Bi = XiPi. Here Xi is a nonempty sequence of consecutive vertices from V2 that is maximal
(cannot be extended neither to the left nor to the right). Pi contains those vertices that follow Xi,
but excluding the vertices that are in V5. Excluding these vertices is done so as to simplify the
presentation. All lower bounds proved on the number of points of Pi without vertices of V5 also
hold when vertices of V5 are added back, due to item 4 of Proposition 2.3. Pi ends when either
a vertex from V2 is reached (and then this vertex starts a new block), or when the path ends (and
then the end vertex from V1 is not included in Xi). Hence, in a block Bi that is not last (i 6= m),
Pi is nonempty and can only be of one of the following two forms: either a single vertex from V3, or
a pair of vertices from V4 (because if there were vertices from V5, they were discarded). However,
in the last block, Bm, it could be that Pm is empty or a single vertex from V4.
We distinguish between four kind of blocks:
1. Bi is of Kind 1 if |Xi| = 1 and |Pi| = 1 and Pi = u ∈ V3.
2. Bi is of Kind 2 if |Xi| = 1 and |Pi| = 2 (hence vertices of Pi are from V4).
3. Bi is of Kind 3 if |Xi| > 1 and |Pi| 6= 0.
4. Bi is of Kind 4 if it is the last block of the path. (|Pi| = 0, or |Pi| = 1 and Pi = u ∈ V4.)
Considering this definition of blocks, we state two key lemmas. The proofs of these lemmas
show that if the premises of the lemma do not hold, then the path partition is not canonical.
The arguments proving this involve a fairly complicated case analysis, and hence the proofs of the
lemmas are deferred to after the proof of the main theorem.
Lemma 1. Let S be a canonical path partition. Let P be a path in S. Every block Bi in P has at
least −53 points.
Lemma 2. Let S be a canonical path partition. Let P be a path in S. Any sequence of two blocks
in P , BiBi+1 satisfies at least one of the following three options:
1. The number points on Bi is non-negative.
2. The number points on BiBi+1 is non-negative.
3. The number points on BiBi+1 is at least −1, and Bi+1 is of Kind 4.
Now we can prove Theorem 1:
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Proof of Theorem 1. Consider a canonical path partition S. We show that applying the set
of transfer rules to S leads to a situation where every component in S has at least 7 points.
Proposition 2.1 implies that we only need to handle paths. For a path P we know from Proposition 2.2
that it receives 7 + 53 points on its end-vertices. Hence we need to show that the internal vertices
have at least −53 points. All internal vertices up to the beginning of the first block contribute a non-
negative number of points (by Proposition 2.3). Thereafter, apply options 1 or 2 of Lemma 2
as long as possible, removing blocks with a non-negative contribution to the number of points.
Eventually, we are left with either no block (and we are done), one block (and then we can apply
Lemma 1) or two blocks (with option 3 of Lemma 2 applicable). In any case, we get that for the
sequence of blocks we lose at most 53 points, which leaves the path with at least 7 points at the end.
3 Proofs of Lemma 1 and Lemma 2
In this section we prove the two key lemmas, Lemma 1 and Lemma 2. In order to prove these
two lemmas, we state a set of lemmas that we will prove in a later section.
Lemma 3. Let S be a canonical path partition. Let P be a path in S. Let x1v3 (v3x1, respectively)
be two consecutive vertices in P , where x1 is heavy and v3 is dangerous. If (v3, u) ∈ EF is a free
edge and u has a path neighbor in V2 (u ∈ V4 ∪ V b2 ∪ V3), then:
1. u is on the same path as v3.
2. u is on the right (left, respectively) of v3 and has only one path neighbor in V2 (hence u ∈
V4 ∪ V b2 ), which we denote by x2. x2 is right (left, respectively) of u in the path.
3. x2 has exactly one balanced edge among its four free edges. This edge is incident to the end-
vertex of the path that is closer to x2 than to u. We will denote this end-vertex by o2 (o1,
respectively).
4. y1 ∈ V2 which is the other path neighbor of v3 is moderate with exactly one balanced edge to
o2 (o1, respectively). The rest of its free edges may be balanced edges to cycles.
o1 x1 v3 y1 u x2 o2. . .P1. . . . . .P2. . . . . .P3. . .
(i) x1v3
o1 x2 u y1 v3 x1 o2. . .P1. . . . . .P2. . . . . .P3. . .
(ii) v3x1
Figure 3: The two cases of Lemma 3
Lemma 4. Let S be a canonical path partition and let P be a path in S. Let Xi be a part of some
block Bi = XiPi in path P such that |Xi| = k > 1. Then Xi ends with at least 13 · k − 43 points.
Lemma 5. Let S be a canonical path partition and let P be a path in S. Let BiBi+1 be two
consecutive blocks in path P such that Bi is of Kind 1 (Xi = xi) and |Xi+1| = 2. If xi is heavy then
Xi+1 ends with at least −13 points.
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3.1 Proof of Lemma 1
Proof of Lemma 1. Let Bi = XiPi be a block of a path. By Proposition 2.3, every vertex in Pi
contributes a non-negative number of points, and hence Pi contributes a non-negative number of
points. As to Xi, there are two cases to consider.
1. If |Xi| = 1 then the vertex xi that makes up Xi has at least −53 points by item 1a of
Proposition 2.3.
2. If |Xi| = k > 1 then by Lemma 4 the number of points is at least k3 − 43 ≥ −23 .
3.2 Proof of Lemma 2
We state two observations that prove some special cases of Lemma 2.
Observation 2.1. If block Bi is of Kind 2 then the number of points on Bi is non-negative.
Proof of Observation 2.1. Let Bi = XiPi be a block of Kind 2. Let Xi = xi and Pi = v
a
4v
b
4,
where va4 , v
b
4 ∈ V4. By Rule 4 of the points transfer rules, vertices from V4 can transfer points
among free edges to dangerous vertices. Hence we split the proof into two cases (see Figure 4):
(i) If va4 has no free edge to a dangerous vertex then v
a
4 ends up with 1 point. As to the rest of
the block, from items 1a and 3 of Proposition 2.3, xi and v
b
4 have at least −53 and 23 points
respectively. Hence in total we get that XiPi ends up with at least −53 + 23 + 1 ≥ 0 points.
(ii) If va4 has a free edge that is incident to a dangerous vertex v3 then by Lemma 3 (case as in
Figure 3ii), v3 must be on the same path as v
a
4 and must be on the right of it and xi will
have exactly one balanced edge among its four free edges. Hence by 1e of Proposition 2.3,
xi ends up with at least −16 points. By item 3 of Proposition 2.3 each one of the vertices
of Pi has at least
2
3 points and hence XiPi will have at least −16 + 43 > 1 points.
o1 xi va4 vb4. . .P1. . . o2. . .P2. . .
−53 +1 +23
(i) va4 has no free edge to a dangerous vertex
o1 xi va4 vb4. . .P1. . . y1 v3 x1 o2. . .P2. . . . . .P3. . .
−16 +23 +23
(ii) va4 has a free edge to a dangerous vertex v3
Figure 4: Ovservation 2.1 - Block of Kind 2
Observation 2.2. If block Bi is of Kind 3 then number of points on Bi is non-negative. (In fact,
at least 13 .)
Proof of Observation 2.2. Let Bi = XiPi be of Kind 3 where |Xi| = k > 1. By Lemma 4 the
number of points on Xi is at least
k
3 − 43 ≥ −23 . As to Pi, there are two cases (see Figure 5).
(i) If |Pi| = 1 then the vertex of Pi is in V3, and by item 2a of Proposition 2.3 it has at least 1
point.
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(ii) If |Pi| = 2 then the two vertices of Pi are from V4. By item 3 of Proposition 2.3 each one of
them has at least 23 points.
Xi v3
+1−23
(i) |Pi| = 1
Xi v
a
4 v
b
4
+23 +
2
3−23
(ii) |Pi| = 2
Figure 5: Observation 2.2 - Block of Kind 3
In either case, the total number of points on Bi is at least
1
3 .
Using the above two observations we now prove Lemma 2.
Proof of Lemma 2. By Observation 2.2 and Observation 2.1 we get that the only case to deal
with is when Bi is of Kind 1. In this case it suffices to show that if the number of points on Bi is
negative, then the number of points on BiXi+1 is at least −1. This suffices by the following two
cases. If Bi+1 is of kind 4, the number of points on BiBi+1 is at least as the number of points on
BiXi+1, proving option 3 in the lemma. If Bi+1 is not of kind 4, then Pi+1 is not empty and has at
least one point (as in the proof of Observation 2.2), implying that the number of points on BiBi+1
is non-negative.
In order to prove the sufficient condition above, we now split the proof into cases according to
Xi. Let Xi = xi and Pi = vi, where vi ∈ V3.
1. If xi is not heavy then among its four free edges it has at most two balanced edges to paths.
Hence by item 1d of Proposition 2.3, it has at least −1 points. By item 2a of Proposition 2.3,
vi has at least 1 point. Hence the number of points on Bi is non-negative. (See Figure 6.)
xi vi
+1−1
Figure 6: Block of Kind 1 when xi is not heavy
2. If xi is heavy then from item 1a of Proposition 2.3 xi has at least −53 points. We now consider
two cases depending on the size of Xi+1.
(a) If |Xi+1| = 1, let xi+1 be the vertex that makes up Xi+1. We split this case into three
cases. (See Figure 7.)
i. If xi+1 is moderate and has at least two balanced edges to paths, then vi (which is
dangerous) has all its free edges to V5 or V
a
2 . This is because if vi has an edge that
is incident to a vertex that has a path neighbor in V2, then by Lemma 3 on xivi,
xi+1 cannot have more than one balanced edge to a path, contradiction. Hence, by
item 2b of Proposition 2.3, vi ends with at least
5
3 points. Thus, Bi is non-negative.
ii. If xi+1 is moderate and has exactly one balanced edge to paths, then by item 1c of
Proposition 2.3 we get that the number of points on xi+1 is at least −23 . As to the
free edges incident with vi, there are three options.
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• If vi has a free edge that is incident to a vertex that has a path neighbor in V2
then by Lemma 3 on xivi it must be incident to V4 ∪ V b2 . Hence by Rule 4 it
receives 112 points.
• If vi has an edge that is incident to V a2 , then by Rule 3 it receives 16 points.
• If vi has an edge that is incident to V5, then by Rule 5 it receives 14 points.
Therefore, vi receives at least
1
12 points on each free edge and hence has at least
1+4· 112 = 43 points. Thus, the number of points on BiXi+1 is at least −53+ 43− 23 ≥ −1.
If xi is not heavy then among its four free edges it has at most two balanced edges
to paths.
iii. If xi+1 is not moderate then there are two options. Either its all balanced edges are
to cycles or it has exactly one balanced edge, and this edge is incident to a path.
• If xi+1 has no balanced edges to paths, then it ends up with at least −13 points
by item 1b of Proposition 2.3.
• If xi+1 has exactly one balanced edge then by item 1e of Proposition 2.3 it ends
up with at least −16 points.
Therefore, the number of points on BiXi+1 is at least −53 + 1− 13 ≥ −1.
xi vi
−53 +53
(i) If xi+1 is moderate and
has at least two balanced
edges to paths
xi vi
−53
xi+1
+43 −23
(ii) If xi+1 is moderate and has
only one balanced edge to a path
xi vi
−53
xi+1
+1 −13
(iii) If xi+1 is not moderate
Figure 7: xi is heavy and Xi+1 is of size 1
(b) If |Xi+1| = k > 1, then we show that for any k ≥ 2, Xi+1 has at least −13 points. Taking
it together with the fact that on Bi there are at least −53 + 1 ≥ −23 points, we get that
on BiXi+1 there are at least −23 − 13 ≥ −1 points. (see Figure 8.)
i. If k = 2 then because xi is heavy, Lemma 5 implies that Xi+1 has at least −13 points.
ii. If k > 2 then by Lemma 4, Xi+1 has at least
1
3 · k − 43 ≥ −13 points for k ≥ 3.
Bi Xi+1
−23 −13
Figure 8: xi is heavy and Xi+1 is not of size 1
4 Properties of a canonical path partition
We first prove that indeed a canonical path partition as defined on page 4 exists. The following
Lemma is based on a similar lemma that appears in [MM09].
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Lemma 6. For d > 0, every d-regular graph G has a canonical path partition.
Proof of Lemma 6. We show that given that Properties 1 and 2 of canonical path partitions
hold, Property 3 can be enforced to hold as well. Let S be a path partition satisfying Properties
1 and 2 with as few isolated vertices as possible. We refer to such an S as a pseudo-canonical
path partition. Our goal is to show that a pseudo-canonical path partition has no isolated vertices,
making it a canonical path partition.
Assume towards contradiction that there is a vertex v that forms a component in S. We define
a collection F of components of S by the following process. We add to F all those components that
are incident to v by free edges. These components must be paths, by Property 1. Now recursively,
in an arbitrary order, for each such path P , add to F all paths that are incident to an end-vertex
of P (if they were not added previously).
This process must end because the graph is finite.
Observation 6.1. Every path that is added to F is of size three.
Proof of Observation 6.1. Let v be an isolated vertex in a pseudo-canonical path partition.
Note that v cannot be incident to a vertex on a cycle or to an end-vertex of a path because of
Property 1. Hence if v is incident to a vertex y, then y must be an internal vertex of a path P .
Moreover, P cannot have more than one internal vertex, because then we could make two paths out
of v and P , with at least two vertices each, contradicting the minimality of the number of isolated
vertices. Hence P must be a path of size three. Let P = {x, y, z}. We claim that every free edge
of an end point of P (say, x) is incident only to vertices that are internal vertices of paths of size
three in S. For x one can easily create a new path partition, in which x is isolated, by adding the
edge (v, y). This simple transformation will create a path partition that has the same number of
components, cycles and isolated vertices as in S, and hence it too is pseudo-canonical. As a result,
repeating this process recursively we add to F only paths of size three.
We denote by O the end-vertices of the paths in F and by I the inner vertices. Every path
in F has two vertices in O and one vertex in I. Hence, we get that |I| ≤ |O|2 =⇒ |I| < |O|.
By Properties 1 and 2, there are no edges between vertices of O. Moreover, when the process of
constructing F ends, O has no neighbor outside F . Hence, all d neighbors of vertices in O are in
I. On the other hand, any vertex in I can be incident to at most d vertices of O. We get that
d|O| ≤ d|I| =⇒ |O| ≤ |I|, and this is a contradiction.
4.1 Properties of V3 and the proof of Lemma 3
In this section we prove Lemma 3. We show that if the premises of the lemma do not hold, then
the path partition is not canonical. To prove Lemma 3 we will use the following scheme. We start
with a canonical path partition S and temporarily create from S a new path partition S0 with one
more component. Then we show that we can create from S0 a new path partition that either has
fewer components than S, or has the same number of components as S, but more cycles. Both of
these two cases imply that S is not canonical.
To simplify the presentation, some components in S0 will be referred to as pseudo-paths. These
are components that are treated as paths but might actually be cycles, and their nature becomes
apparent only in later stages. Hence S0 will have components that are cycles, components that are
paths, and components that are pseudo-paths. We say that a path partition S0 is derived from S
if:
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• S0 is a path partition of size |S0| = |S|+ 1
• S and S0 have the same cycle components.
• All the end-vertices of paths in S are end-vertices of either paths or pseudo-paths in S0.
• The two new end-vertices (of paths or pseudo-paths) in S0 (that are not end-vertices in S)
are in V2 of S.
Lemma 7. Let S0 be a path partition that is derived from S. If one of the new end-vertices of S0
is heavy in S, then S is not canonical.
Proof of Lemma 7. Let S0 be a path partition that is derived from S. Let x1 and x2 be the new
end-vertices of S0, where x1, x2 are in V2 in S, and moreover, x1 is heavy in S. Let (x2, ox2) ∈ E
be a balanced edge incident to x2 (there must be at least one such edge). Note that ox2 is in V1 of
S, and hence it is either a cycle vertex of S0, or an end vertex of either a path or a pseudo-path of
S0, but ox2 6= x1. One should consider the following cases (see Figure 9):
Case 1 If x1 and x2 are the end-vertices of the same path or pseudo-path, Q1, in S0, then ox2 is on
a component Px2 6= Q1 (which can be a cycle). As x1 is heavy (has at least three balanced
edges to paths), there must be a balanced edge (x1, ox1) ∈ E where ox1 is on Px1 6= Px2.
We then concatenate Q1, Px2 and Px1 into one path, making a new path partition of size
|S| − 1, contradicting Property 1. (See Figure 9i.)
Case 2 If x1 and x2 are on two different paths or pseudo-paths, Q1 = o1P1x1 and Q2 = o2P2x2 in
S0, then there are three cases to consider. (See Figure 9ii.)
(a) If ox2 is an end-vertex of Q1 or Q2, then because x1 is heavy (has at least three
balanced edges to paths), there must be a balanced edge connecting x1 to an end-
vertex of some path Px1 6= Q1, Q2. (See Figure 9ii a).
i. If ox2 = o2 is on Q2, then the pseudo-path Q2 is a cycle. Concatenate Q1 and
Px1 into one path leads to a new path partition of size |S| that contains one more
cycle than S (because Px1 is not a cycle), contradicting Property 2. (See blue in
9ii a.)
ii. If ox2 = o1 on Q1, we concatenate Q2, Q1 and Px1 into one path, making a new
path partition of size |S|−1, contradicting Property 1. (See green in Figure 9ii a.)
(b) If ox2 is on a cycle component C, we consider a balanced edge (x1, ox1) ∈ E where
ox1 is an end vertex of a path Px1 (such an edge must exist because x1 is heavy and
consequently has at least three balanced edges to paths). We concatenate Q1 and Px1
into one path and C and Q2 into anther path, making a new path partition of size
|S| − 1, contradicting Property 1. (See Figure 9ii b.)
(c) If ox2 is on a path Px2 6= Q1, Q2, then consider a balanced edge (x1, ox1) ∈ E incident
to x1, with ox1 6= ox2 being an end-vertex of a path (such an edge must exist because
x1 is heavy). There are three cases to consider. (See Figure 9ii c.)
i. If ox1 is an end-vertex of Q1 or Q2 then we treat in a way similar to Case 2(a).
(See blue in Figure 9ii c.)
ii. If ox1 is on the other side of Px2 then we create one path out of Q1, Px2 and Q2,
making a new path partition of size |S| − 1, contradicting Property 1.(See green
in Figure 9ii c.)
15
iii. If ox1 is on a path Px1 6= Px2 , then create one path out of Q1 and Px1, and one
path out of Q2 and Px2 , making a new path partition of size |S|−1, contradicting
Property 1. (See red in Figure 9ii c.)
x1 x2
ox1
ox2
. . .Px1 . . .
. . .
(i) Case 1 - x1 and x2 are on the same path
or pseudo-path Q1.
o2 x2. . .
o1 x1
ox1. . .Px1 . . .
. . .
(ii a) ox2 is an end-vertex of
Q1 or Q2
o1 x1
ox1
. . .
o2 x2
C
. . .Px1 . . .
. . .
(ii b) ox2 is on a cycle C
o1 x1
ox1
. . .
o2 x2
ox2. . .Px2 . . .
. . .Px1 . . .
. . .
(ii c) ox2 is on a component
Px2 6= Q1, Q2
(ii) Case 2 - x1 and x2 are on different paths or pseudo-paths.
Figure 9: Lemma 7 where x1 is heavy
The following observations consider situations where a dangerous vertex, v3, has a free edge to
a vertex u. All of them are proven easily using Lemma 7.
Observation 3.1. Let S be a canonical path partition. Let (u, v3) ∈ EF be a free edge, such that
v3 is dangerous. If u is not on the same path as v3, then u has no path neighbor in V2.
Proof of Observation 3.1. Let S be a canonical path partition. Let (u, v3) ∈ EF be a free edge,
such that v3 is dangerous and u is not on the same path as v3. Assume towards contradiction
that u has a path neighbor x2 ∈ V2. Let P1 = P ′1x1v3y1P
′′
1 be the path that v3 lies on (x1 is
the heavy neighbor of v3). Let P2 = P
′
2x2uP
′′
2 be the path that u lies on (x2 ∈ V2). (See Figure
10i.) We can then create from P1 and P2 the following three paths: Q1 = P
′
1x1, Q2 = P
′
2x2 and
Q3 = P
′′
2 uv3y1P
′′
1 . From the union of {Q1, Q2, Q3} and S\{P1, P2} we create a path partition S0.
(See Figure 10ii.) Note that S0 is a derived path partition from S (as defined on page 14). In this
derived path partition, x1, which is one of the “new” end vertices, is heavy. Hence by Lemma 7, S
is not canonical, which is a contradiction to S being canonical.
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x1 v3
u x2
. . .P
′
1. . . . . .P
′′
1 . . .
. . .P
′′
2 . . . . . .P
′
2. . .
(i) Before
u v3. . .P
′′
2 . . . . . .P
′′
1 . . .
x1−−−P ′1 −−−
x2−−−P ′2 −−−
(ii) After
Figure 10: Observation 3.1
Observation 3.2. Let P = P1x1v3y1P2x2uP3 (x1, x2 are on the left side) be a path in a canonical
path partition S, where (v3, u) ∈ EF and x1 is heavy. Then x2 6∈ V2. Likewise, if the premises hold
for P = P1y1v3x1P2ux2P3 (x1, x2 are on the right side), then x2 6∈ V2.
Proof of Observation 3.2. Let P = P1x1v3y1P2x2uP3, where (v3, u) ∈ EF and x1 is heavy. (see
Figure 11). Assume towards contradiction that x2 ∈ V2. We can then create the following two
paths from P : Q1 = P3uv3P2x2 and Q2 = P1x1. From the union of {Q1, Q2} and S\P we create a
path partition S0. Note that S0 is a derived path partition from S. In this derived path partition,
x1, which is one of the “new” end vertices, is heavy. Hence by Lemma 7, S is not canonical,
contradicting the premises of the lemma.
The case P = P1y1v3x1P2ux2P3 is handled in an analogous way.
x1 v3 x2 u. . .P1. . . . . .P2. . . . . .P3. . .
Figure 11: Observation 3.2
Observation 3.3. Let P = P1ux2P2x1v3y1P3 (x1, x2 are between) be a path in a canonical path
partition S, where (v3, u) ∈ EF and x1 is heavy. Then x2 6∈ V2.
Proof of Observation 3.3. Let P = P1ux2P2x1v3y1P3 be a path in a canonical path partition
S, where (v3, u) ∈ EF and x1 is heavy (see Figure 12). Assume towards contradiction that x2 ∈ V2.
We can then create the following two paths from P : Q1 = x1P2x2, Q2 = P1uv3y1P3. From the
union of {Q1, Q2} and S\P we create a path partition S0. Note that S0 is a derived path partition
from S. In this derived path partition, x1, which is one of the “new” end vertices, is heavy. Hence
by Lemma 7, S is not canonical, which is a contradiction.
u x2 x1 v3. . .P1. . . . . .P2. . . . . .P3. . .
Figure 12: Observation 3.3
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Now we can prove Observation 3.
Proof of Lemma 3. Let S be a canonical path partition. Let P be a path in S. Let x1v3
be two consecutive vertices in P where x1 is heavy and v3 is dangerous. (The case where the
order is v3x1, can be handled in a similar way by reversing the order of all vertices in P .) Let
(v3, u) ∈ EF be a free edge that is incident to a vertex u which has a path neighbor in V2 (hence
u ∈ V4 ∪ V b2 ∪ V3). Observation 3.1 implies that u is on the same path as v3. This proves item 1
in Lemma 3. Thereafter, the combination of Observation 3.2 and Observation 3.3 exclude all cases
except for the following: u is on the right of v3 and has only one path neighbor in V2, where this
path neighbor (that we denote by x2) is on the left of u. Consequently, path P can be represented
as P = o1P1x1v3y1P2ux2P3o2. This proves item 2 in Lemma 3.
o1 x1 v3 y1 u x2 o2. . .P1. . . . . .P2. . . . . .P3. . .
Figure 13: Lemma 3
The following proposition proves item 3 in Lemma 3.
Proposition 3.1. There is only one balanced edge that is incident to x2. The other end-vertex of
this edge is o2.
Proof of Proposition 3.1. Let ox2 ∈ V1 be a vertex that is incident to x2 through a balanced
edge. There are some cases to consider:
1. If ox2 = o1, then we create from P the path P
′ = o2P3x2o1P1x1v3uP2y1 in which y1 is an
end-vertex of P ′. Because y1 is moderate, then it has at least two balanced edges. Hence, by
the Pigeonhole principle, y1 must be adjacent either to a component Py1 6= P (that can be a
cycle) or to o2.
• If y1 is incident to a component Py1 , then we can create one path out of the two compo-
nent Py1 and P
′, contradicting Property 1.
• If y1 is incident to o2, then P ′ can be made into a cycle, contradicting Property 2.
2. If ox2 lies on a cycle C1, there are three cases we have to exclude. Recall that y1 is moderate
and therefore y1 has at least one balanced edge that is incident to a vertex of a path. We
denote this vertex by oy1 and the path by Py1 .
• If oy1 = o2, then we create from P the path o1P1x1v3uP2y1o2P3x2C1, contradicting
Property 1.
• If oy1 = o1, then we use the fact that x1 is heavy and hence must have at least one edge
to an external path Px1. We then create o2P3x2C1 and Px1x1P1o1y1v3uP2, contradicting
Property 1.
• If oy1 lies on a path Py1 6= P , then we can create o1P1x1v3uP2y1Py1 and o2P3x2C1, two
components out of three, contradicting Property 1.
3. If ox2 is an end-vertex of path Px2 6= P , then we create a path partition with one more cycle
and the same number of components, contradicting Property 2. The fact that x1 is heavy
18
and hence has three balanced edges to paths, implies that one of them must be incident to
ox1 6= ox2 , o1. The options are as follows:
• If ox1 = o2, then we create from P and Px2 one path o1P1x1o2P3x2Px2 and one cycle
v3y1P2u, making a path partition with the same number of components and one more
cycle, contradicting Property 2.
• If ox1 lies on the path Px2 (but is not ox2), then by connecting x1 to the end-vertex
of Px2 we create from P and Px2 one path o1P1x1Px2x2P3o2 and one cycle v3y1P2u,
contradicting Property 2.
• If ox1 is on a path Px1 6= P,Px2 then we create from these three paths two paths
o2P3x2Px2 , Px1x1P1o1 and one cycle v3y1P2u, contradicting Property 2.
Hence we conclude that ox2 = o2.
The following proposition proves item 4 in Lemma 3.
Proposition 3.2. Given that x2 has an edge to o2, then only one of y
′
1s balanced edges is incident
to a vertex of a path, and the other end-vertex of this edge is o2.
Proof of Proposition 3.2. Let oy1 ∈ V1 be a path vertex that is incident to y2 by a balanced
edge. There are two cases to exclude:
1. x1 is heavy and hence must have at least one edge that is incident to an end-vertex of a path
Px1 6= P . If oy1 = o1 then we can create from P and Px1 the path v3uP2y1o1P1x1Px1 and the
cycle x2P3o2, contradicting Property 2
2. If oy1 is an end-vertex of an external path Py1 then from P and Py1 we create o1P1x1v3uP2y1Py1
and the cycle x2P3o2, contradicting Property 2.
Hence oy1 = o2.
4.2 Properties of V2, and proofs of Lemma 4 and Lemma 5
4.2.1 Proof of Lemma 4
Lemma 4 is a result of the following two lemmas.
Lemma 8. Let P = o1P1XP2o2 be a path in a canonical path partition where X = x1x2...xk is a
sequence of vertices in V b2 . If X has no free edges to dangerous vertices then it can transfer at most
(2 + k) · 23 points. Consequently, X ends with at least 13 · k − 43 points.
Lemma 9. Let P = o1P1XP2o2 be a path in a canonical path partition where X = x1x2...xk is a
sequence of vertices in V b2 . If there is a vertex xi ∈ X that has an edge to a dangerous vertex then
X transfers at most (k + 1) · 23 + 512 points. Consequently, X ends with at least 13 · k − 1312 points.
At first we refine our definitions for vertices in V2.
• We say that x ∈ V2 goes to y if the edges (x, y) ∈ E is a balanced edge.
– We say that x ∈ V2 goes a path, if x goes to y ∈ V1 and y is an end vertex of a path.
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– We say that x ∈ V2 goes a cycle, if x goes to y ∈ V1 and y is lies on a cycle.
• A vertex y ∈ V2 in some path P ∈ S is an inner if it goes to one of the end-vertices of P .
• A pair of vertices x1, x2 ∈ V2 in some path P = o1P1x1P2x2P3o2 ∈ S will be crossing-inners
if x1 goes to o2 and x2 goes to o1.
• A pair of vertices x1, x2 ∈ V2 in some path P = o1P1x1P2x2P3o2 ∈ S will be splitting-inners
if x1 goes to o1 and x2 goes to o2.
Given a set X ⊂ V2 we use the following notation:
• Nb(X) - The set of all vertices in V1 that X goes to.
• b(X) - the total points that vertices of X transfer by the transition rules using balanced edges
(by Rule 1 and Rule 2).
Hence, in this new notation Lemma 8 states that b(X) =
k∑
j=1
b(xj) ≤ 2
3
·(2+k). In order to prove
the lemma we use some observations on path neighbor vertices in V b2 . In the following observations
we consider a path P = o1P1x1x2P2o2 in a canonical path partition, in which x1, x2 ∈ V b2 are path
neighbors. In some of the observations, we will prove things for x1. These observations will imply
the same results for x2, but in a symmetric fashion.
Observation 8.1. There are no path neighbors that are crossing-inners in a canonical path parti-
tion.
o1 x1 x2 o2. . .P1. . . . . .P2. . .
Figure 14: Observation 8.1 - Crossing-inners
Proof of Observation 8.1. Let P = o1P1x1x2P2o2 where x1, x2 are crossing-inners. Then we
create from P the cycle o1P1x1o2P2x2, contradicting the assumption that P is a path and not a
cycle.
Observation 8.2. If x1 goes to o2, then Nb(x2) = {o2}.
Proof of Observation 8.2. Let P = o1P1x1x2P2o2 and (x1, o2) ∈ E. Let ox2 be a vertex that
x2 goes to. We will show that ox2 = o2. Here too, there are some cases to consider.
i If ox2 = o1, then x1 and x2 are crossing-inners and this contradicts Observation 8.1.
ii If ox2 lies on a component Px2 6= P , we will create o1P1x1o2P2x2Px2 , making a path partition
with less components, contradicting Property 1.
Hence ox2 = o2.
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o1 x1 x2 o2. . .P1. . . . . .P2. . .
(i) ox2 = o1
o1 x1 x2
Px2
o2. . .P1. . . . . .P2. . .
(ii) Px2 6= P
Figure 15: Observation 8.2
Observation 8.3. If x1 goes to o1, then x2 can go either to end-vertices of P , to vertices of cycles,
or to both.
Proof of Observation 8.3. Let P = o1P1x1x2P2o2, and suppose that x1 goes to o1. Assume in
contradiction that x2 goes to a vertex on an external path Px2 6= P . Then a path o2P2x2Px2 and
a cycle x1P1o1 will be created, making a path partition with the same number of components and
one more cycle, contradicting Property 2.
Observation 8.4. If x1 goes to a cycle C1, then x2 goes to o2 or to a vertex on C1 or to both.
Proof of Observation 8.4. Let P = o1P1x1x2P2o2 and suppose that x1 goes to the vertex ox1
which lies on a cycle C1. Let ox2 be the vertex x2 goes to. We consider the following cases:
1. If ox2 = o1, then applying Observation 8.2 on x2 implies that Nb(x1) = {o2}, which is a
contradiction.
2. If ox2 is on Px2 6= C1, then we can create two paths o2P2x2Px2 and o1P1x1C1 making a new
path partition of size |S| − 1, contradiction to Property 1.
Observation 8.5. If x1 goes to a vertex ox1 , which is an end-vertex of a path Px1 6= P , then
Nb(x2) = {ox1}.
Proof of Observation 8.5. Let P = o1P1x1x2P2o2 and suppose that x1 goes to ox1 , which is an
end-vertex of the path Px1 6= P . Let ox2 be a vertex that x2 goes to. We will show that ox1 = ox2
by excluding all other cases.
1. If ox2 = o2, then we create a cycle x2P2o2 and a path o1P1x1Px1 , making a new path partition
of size |S| with one more cycle (because Px1 is not a cycle), contradicting Property 2.
2. If ox2 = o1 then applying Observation 8.2 on x2 implies that Nb(x1) = {o2}, which is a
contradiction.
3. If ox2 is the other end-vertex of path Px1 , then we concatenate P and Px1 into one path
o1P2x2Px1x1P1o1, contradicting Property 1.
4. If ox2 is on Px2 6= Px1 (it can be a cycle), we then create two paths o2P2x2Px2, o1P1x1Px1,
making a new path partition of size |S| − 1, contradicting Property 1.
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Now we will generalize our observations for any k ≥ 2 vertices. In the following observations
P = o1P1XP2o2 is a path in a canonical path partition where X = x1x2...xk is a sequence of k ≥ 2
vertices in V b2 .
Observation 8.6. If xi goes to a vertex oxi that is an end-vertex of a path Pxi 6= P , then
Nb(X) = {oxi}. Consequently, b(X) = k · 23 .
Proof of Observation 8.6. For oxi as above, Observation 8.5 implies that the two path-neighbors
of xi must go to oxi , which in turn implies that xi goes only to oxi . By induction we get that
Nb(X) = {oxi}. Hence b(X) = k · 23 .
Observation 8.7. If xi goes to o2 then ∀j > i,Nb(xj) = {o2}. If xi goes to o1 then ∀j <
i,Nb(xj) = {o1}.
Proof of Observation 8.7. If xi goes to o2 then from Observation 8.2 Nb(xi+1) = {o2} and by
induction ∀j > i,Nb(xj) = {o2}. Likewise, if xi goes to o1, then ∀j < i,Nb(xj) = {o1}.
Observation 8.8. If xi goes to a cycle, then:
1. ∀j > i, xj goes to the same cycle as xi, or goes to o2, or goes to both.
2. ∀j < i, xj goes to the same cycle as xi, or goes to o1, or goes to both.
Proof of Observation 8.8. Let oxi be a vertex on a cycle that xi goes to. Observation 8.4
xi+1 implies then that xi+1 must go to the same cycle, or go to o2. By induction, using either
Observation 8.4 or Observation 8.2 we get that ∀j > i, xj must go either to the same cycle, or to
o2. A similar proof can be given to xj with j < i.
Let X ′ ⊆ X be a sequence of adjacent nodes in X that all go to the same cycle C. The following
two observations show that on average, the number of points each vertex in X ′ transfers to C is at
most 12 .
Observation 8.9. If X ′ = x1, x2 go to the same cycle C, then they cannot go to neighboring
vertices along the cycle. Moreover, X ′ transfer to C (by Rule 1) at most one point (2 · 12).
Proof of Observation 8.9. Assume that X ′ = x1, x2 go to vertices ox1 and ox2 , that lie on the
same cycle, C. If (ox2 , ox1) ∈ E is an edge that is part of the cycle, we open the cycle into a
path with end-vertices ox1 and ox2 . Thereafter, we crate the path o2P2x2Cx1P1o1 out of P and C.
Consequently, we have a new path partition of size |S| − 1, contradicting Property 1.
Let c be the size of cycle C.
1. If c = 3 then only one vertex in C can have an edges incident to X ′, because any two vertices
on C are neighbors. Hence the number of edges that can transfer points from X ′ to C is at
most 2. Consequently the number of points transferred to C is at most 23 .
2. If c = 4 then at most two vertices in C can have edges incident to X ′. Hence the number of
edges that can transfer points from X ′ to C is at most 4. Consequently the number of points
transferred to C is at most 1.
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3. If c = 5 then at most three vertices in C have edges incident to X ′, and the number of
edges that can transfer points from X ′ to C is at most 4. Consequently the number of points
transferred to C is at most 45 .
1, 2
1, 2
(i) two vertices in C have edges
incident to X ′
1
1
1, 2
(ii) three vertices in C have
edges incident to X ′
Figure 16: The two cases of c = 5
4. If c = 6 then at most four vertices in C have edges incident to X ′, and the number of edges
that can transfer points from X ′ to C is at most 6. Consequently the number of points
transferred to C is at most 1.
1, 2
1, 2
1, 2
(i) three vertices in C have
edges incident to X ′
1
11
1, 2
(ii) four vertices in C have edges
incident to X ′
Figure 17: The two cases of c = 6
Observation 8.10. If X ′ = x1, x2, x3 in X go to the same cycle C, then X
′ transfers to C (by
Rule 1) at most 32 points (3 · 12).
Proof of Observation 8.10. Suppose that X ′ = x1, x2, x3 go to the same cycle C. Let c be
the size of cycle C. By Observation 8.9 any two adjacent vertices among x1, x2, x3 cannot go to
neighboring vertices along the cycle.
1. If c = 3 then only one vertex in C can have an edges incident to X ′, because any two vertices
on C are neighbors. Hence the number of edges that can transfer points from X ′ to C is at
most 3. Consequently, the number of points transferred to C is at most 1.
2. If c = 4 then at most two vertices in C can have edges incident to X ′. Hence the number of
edges that can transfer points from X ′ to C is at most 6. Consequently, the number of points
transferred to C is at most 64 .
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3. If c = 5 then at most three vertices in C have edges incident to X ′. Hence the number of
edges that can transfer points from X ′ to C is at most 7. Consequently, the number of points
transferred to C is at most 75 .
1, 2, 3
1, 2, 3
(i) two vertices in C have edges
incident to X ′
1, 3
1, 3
1, 2, 3
(ii) three vertices in C have
edges incident to X ′
Figure 18: The two cases of c = 5
4. If c = 6 then at most four vertex in C have edges incident to X ′. Therefore, the number of
edges that can transfer points from X ′ to C is at most 9. Consequently, the number of points
transferred to C is at most 96 .
1, 2, 3
1, 2, 3
1, 2, 3
(i) three vertices in C have
edges incident to X ′
1, 3
1, 31, 3
1, 2, 3
(ii) four vertices in C have edges
incident to X ′
Figure 19: The two cases of c = 6
Observation 8.11. Let X ′ ⊆ X be all the vertices in X that go to vertices on cycles. If |X ′| > 1,
then all vertices in X ′ are adjacent and go to the same cycle, and the the number of points X ′
transfers to C is at most 12 · |X ′|. Consequently, b(X ′) ≤ |X ′| · 12 + 2 · 23 .
Proof of Observation 8.11. Consider X ′ ⊆ X to be all the vertices in X that go to vertices on
cycles. We prove, that if |X ′| = 2, the vertices of X ′ will be adjacent and go to the same cycle.
Let xi and xj be the two vertices that make X
′ where i < j. Assume towards contradiction that
j 6= i + 1, hence there is i < l < j ,xl that does not go to any cycles. Applying Observation 8.8
on xi we get that xl must go to o2, and only to it. Applying Observation 8.8 on xj implies that xl
must go to o1, which is contradiction. Hence j = i+ 1 and moreover both vertices go to the same
cycle. In the same way, a simple induction will prove that for any size of |X ′| ≥ 2, the vertices of
X ′ are adjacent and all have edges to the same cycle. From Observation 8.9 and Observation 8.10
we get that X ′ transfers at most 12 · |X ′| points to C.
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Let xi be the first vertex from left in X
′ and xj be the last vertex from left. xi can go to o1
and xj can go to o2, in addition to going to C. Hence in total b(X
′) ≤ |X ′| · 12 + 2 · 23 .
Now we prove Lemma 8.
Proof of Lemma 8. Let P = o1P1XP2o2 be a path in a canonical path partition where X =
x1x2...xk is a sequence of vertices in V
b
2 . According to this lemma, X has no free edges incident to
dangerous vertices. There are four cases we need to consider (see Figure 20):
1. If there is i such that xi goes to a path Pxi 6= P , then from Observation 8.6 we get that
b(X) = k · 23 . (See Figure 20i.)
2. If all vertices in X go to o1 or o2 then we will show that there can be only one vertex in
X that has two balanced edges. Assume in contradiction, that there are two vertices, xi
and xj in which each one of them goes to o1 and o2. W.l.o.g suppose that i < j. Hence
by Observation 8.7 and the fact that xi goes to o2 then xj cannot go to o1 - contradiction.
Hence b(X) = (k + 1) · 23 . (See Figure 20ii.)
3. If there is exactly one vertex xi ∈ X that goes to a cycle. (See Figure 20iii.) From
Observation 8.8 we know that all j < i must go to o1 and all j > i must go to o2. Moreover,
xi can go to o1, o2 as well and to two cycles of size three. Hence b(X) = b(xi) + (k− 1) · 23 ≤
2 · 23 + 2 · 13 + (k − 1) · 23 = (k + 2) · 23 .
4. Let X ′ ⊆ X be the set of all the vertices in X that go to cycles. (See Figure 20iv.) If |X ′| ≥ 2
then from Observation 8.11 it must be that all vertices inX ′ are adjacent and b(X ′) ≤ |X ′|· 12+
2· 23 . Let xi be the first in X ′ and xj be the last one. Then from Observation 8.8 for all l < i xl,
must go to o1 and for all l > j xl, must go to o2. Hence each vertex in this group will transfer
2
3 points. Hence we can conclude that b(X) = (k−|X ′|) · 23 + |X ′| · 12 +2 · 23 = (k+2) · 23− 16 · |X ′|.
|X ′| ≥ 2 and hence b(X) ≤ (k + 2) · 23 − 13 .
Hence we can conclude that in all cases b(X) ≤ (k + 2) · 23 . Consequently, X ends with at least
1
3 · k − 43 points.
o1 x1 x2 xi xk−1 xk o2
P1
. . .P1. . . . . . . . . . . .P2. . .
(i) xi goes to an external path
o1 x1 x2 xi xk−1 xk o2. . .P1. . . . . . . . . . . .P2. . .
(ii) All vertices in X go to o1 or o2
o1 x1 x2 xi xk−1 xk o2
C1 C2
. . .P1. . . . . . . . . . . .P2. . .
(iii) only xi goes to a vertex on a cycle
o1 x1 x2 xi xi+1 xj−1 xj xk−1 xk o2
C1
. . .P1. . . . . . . . . . . .P2. . .
(iv) At least two nodes in X go to cycles
Figure 20: Lemma 8
To prove Lemma 9 we will need some observations.
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Observation 9.1. Let X be k adjacent vertices x1, x2....xk ∈ V b2 on a path P = o1P1x1x2...xkP2o2.
If there is xi that has an edge to a dangerous vertex, then i ∈ {1, k}. Moreover,
• if x1 has an edge to a dangerous vertex, then Nb(X \ {x1}) = {o2}.
• if xk has an edge to a dangerous vertex, then Nb(X \ {xk}) = {o1}.
Proof of Observation 9.1. Let X be k adjacent vertices x1, x2....xk ∈ V b2 on a path P =
o1P1x1x2...xkP2o2. If xi has an edge that is incident to a dangerous vertex v3, then Lemma 3
implies that v3 is on P and that xi cannot have both its neighbors in V2. Hence i ∈ {1, k}. W.l.o.g
assume that x1 has an edge to dangerous vertex. Lemma 3 implies that Nb(x2) = {o2}. Using the
fact that x3 ∈ V2 we get from Observation 8.2 that Nb(x3) = {o2}. With an easy induction we get
that Nb(X \ {x1}) = {o2}. The same proof will work for xk.
Observation 9.2. Let X be two adjacent vertices x1, x2 ∈ V b2 on a path P = o1P1x1x2P2o2. If both
of them have an edge to a dangerous vertex, then Nb(x2) = {o2} and Nb(x1) = {o1}. Consequently,
X transfers at most 2 · 23 + 12 points.
Proof of Observation 9.2. LetX be two adjacent vertices x1, x2 ∈ V b2 on a path P = o1P1x1x2P2o2.
If both of them have an edge to a dangerous vertex, then Nb(x2) = {o2} and Nb(x1) = {o1}. (This
follows from Lemma 3.) According to Rule 4 an edge that is not balanced can transfer at most 112
points.
Hence, in the case above, X will transfer at most 2 · (23 + 3 · 112) = 2 · 23 + 12 points.
Proof of Lemma 9. Let S be a canonical path partition. Let X be k ≥ 2 adjacent vertices
x1, x2....xk ∈ V b2 on a path P = o1P1x1x2...xkP2o2. Suppose that there is i such that xi has an
edge to a dangerous vertex. We prove that X transfers at most (k + 1) · 23 + 512 points. We break
the proof into two cases:
1. If there is exactly one xi which has an edge to a dangerous vertex, then by Observation 9.1
we can assume w.l.o.g that x1 is the only vertex that has an edge to a dangerous vertex and
Nb(X \ {x1}) = {o2}. Hence for every 2 ≤ i ≤ k, xi will transfer 23 points. In particular, x2
goes to o2 and hence Observation 8.5 implies x1 cannot go to an end-vertex of an external
path. Hence, x1 can have its remaining three free edges either to cycles, to ends vertices of P
(o1 or o2) or to dangerous vertices. If x1 has an edge to o2, o1 and to a cycle of size three it
will transfer 112 +2 · 23 + 13 points. Any other case will lead x1 to transfer less points. Hence we
get that X will transfer at most 112 +2 · 23 + 13 +(k−1) · 23 = (k+1) · 23 + 13 + 112 = (k+1) · 23 + 512
points.
2. If there are at least two vertices in X that have an edge to dangerous vertices, then we show
that it must be that k = 2. Assume in contradiction that k > 2. By Observation 9.1 and
because k > 2, x2 6= xk and Nb(x2) = {o1} and Nb(x2) = {o2} leading to a contradiction.
Hence we can assume that k = 2 and both vertices have edges to dangerous vertices. By
Observation 9.2, X transfers at most 2 · 23 + 12 points.
Hence we can conclude that in all cases, X transfers at most (k+1)· 23+ 512 points. Consequently,
X ends with at least 13 · k − 1312 points.
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4.2.2 Proof of Lemma 5
We prove now the following observations for the specific case we need to handle.
Observation 5.1. Let P = o1P1x1x2P2o2 be a path, where x1 and x2 are in V2 and have no free
edges to dangerous vertices. If x1 and x2 transfer more than
7
3 points (b(x2) + b(x1) >
7
3), then x2
and x1 are splitting-inners.
Proof of Observation 5.1. Let P = o1P1x1x2P2o2 where x1 and x2 are in V2 and have no free
edges to dangerous vertices. According to the premises of the lemma b(x2) + b(x1) >
7
3 . The proof
of Lemma 8 implies that we must be in case similar to case 3 of the proof, because in all other
cases b(x1) + b(x2) ≤ 73 . Hence we are in the case where either x1 or x2 go to a vertex on a cycle.
W.l.o.g we will assume that it is x1. Observation 8.4 implies that x2 must go to o2, and only to o2.
Hence b(x2) =
2
3 . Consequently, b(x1) >
5
3 . Since any balanced edge to a cycle transfers at most
1
3 points, x1 must have at least two balanced edges to paths. Moreover, x1 cannot go to vertices
that lie on other paths, by Observation 8.3. Hence x1 must have an edge to o1, making x1 and x2
splitting-inners.
Observation 5.2. Let P = o1P1x1x2P2o2 be a path. If x1 and x2 are adjacent splitting-inners,
then no vertex u on P1 or on P2 is heavy.
Proof of Observation 5.2. Let P = o1P1x1x2P2o2 be a path where x1 and x2 are splitting
inners. Assume towards contradiction that P1 = P
′
1uP
′′
1 where u is heavy. Therefore, u must go to
a vertex on a path Pu 6= P . We will create a cycle component x2P2o2, and the path P ′′1 x1o1P
′
1uPu,
making a path partition with the same number of components and one more cycle, contradicting
Property 2.
o1 u x1 x2 o2
ou
. . .P
′
1. . . . . .P
′′
1 . . . . . .P2. . .
. . .Pu. . .
Figure 21: splitting-inners
Proof of Lemma 5. Let S be a canonical path partition and let P be a path in S. Let BiBi+1
be two consecutive blocks in path P such that Bi is of kind 1 (Xi = xi) and |Xi+1| = 2 (Xi+1 =
x1i+1x
2
i+1). Suppose that xi is heavy. There are three cases we need to handle:
1. If all free edges of Xi+1 are balanced edges then we show that b(Xi+1) ≤ 73 and hence transfers
at most 73 points. Assume in contradiction that b(Xi+1) >
7
3 . Hence, by Observation 5.1, x
1
i+1
and x2i+1 are splitting-inners. Therefore, from Observation 5.2 xi is not heavy, contradiction.
2. If both x1i+1 and x
2
i+1 have an edge to a dangerous vertex, then by Observation 9.2 they
transfer at most 2 · 23 + 12 points.
3. If there is only one vertex that has an edge to a dangerous vertex, then w.l.o.g assume it is
x1i+1. (The same proof will apply for x
2
i+1.)
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Let o1 be the left end-vertex of path P and o2 be the right one. Observation 9.1 implies
that Nb(x
2
i+1) = {o2}. As a result, there is no other edge through which x2i+1 can transfer
points, and hence x2i+1 will transfer
2
3 points. On the other hand, x
1
i+1 cannot have an
edge to o1 because then they will be splitting inners, contradicting the fact that xi is heavy
(Observation 5.2). Observation 8.3 implies that the remaining three balanced edges incident
to x1i+1 are incident to cycles, to o2 or to dangerous vertices. On an edge to o1, x
1
i+1 transfers
2
3 points by Rule 2. A balanced edge to a cycle will transfer at most
1
3 points by Rule 1.
A free edge that is not balanced can transfer at most 112 points by Rule 4. Hence the worst
case is if the three edges incident to x1i+1 are to o2 and to two cycles of size three. Hence in
total x1i+1 will transfer at most
1
12 +
2
3 + 2 · 13 = 2 · 23 + 112 points.
Hence Xi+1 will transfer at most 2 · 23 + 112 + 23 = 3 · 23 + 112 points.
Hence in all cases, Xi+1 will transfer at most
7
3 points. Consequently, as Xi+1 starts with two
points, it has at least −13 points.
5 Proof of Theorem 2
To prove Theorem 2 we modify the point transfer rules in the following way: Rule 2 and Rule 5
remain unchanged, Rule 4 and Rule 3 are deleted, and Rule 1 is changed such that the points
that are transferred to cycles on each edge is multiplied by 43 (hence
1
i
· 43 ).
For completeness we provide here the changed point transfer rules:
Changed Transfer rules:
Changed Rule 1 From V2 to V1 ∩ C. v ∈ V2 transfers 1i · 43 points to u ∈ V1 ∩ C , if u is a
vertex of a cycle of size i ≤ 6 and (u, v) is a balanced edge.
Changed Rule 2 From V2 to V1 ∩P. v ∈ V2 transfers 23 points to u ∈ V1 if u is an end-vertex
of a path and (u, v) is a balanced edge.
Changed Rule 5 From V5 to V \ V5. v ∈ V5 transfers 14 points to u ∈ (V \ V5) if (u, v) is a
free edge.
This change gives us the following propositions:
Proposition 5.1. Let C be a cycle in a canonical path partition. Then after applying the transfer
rules C has at least 6 + 13 points.
Proof of Proposition 5.1. Let i denote the size of the cycle. If i ≥ 7 then we are done, because
according to the point transfer rules, a vertex of a cycle can only receive points. If i = 6, then there
are at least two balanced edges incident to the cycle, as there are no K6 in the graph. Hence cycles
of size 6 ends with at least 6+ 49 points. If i ≤ 5 (and necessarily i ≥ 3), then each vertex has at least
6 − i balanced edges connecting it to vertices in V2, because the degree of each vertex is 5. Each
balanced edge contributes to the vertex 1
i
· 43 points (by Changed Rule 1), hence, each vertex on
the cycle has at least 1+ (6− i)1
i
· 43 points. Hence the cycle has at least i · (1+ (6− i)1i · 43) = 8− i3
points. Hence, i ≤ 5 there are at least 6 + 13 points as desired.
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Proposition 5.2. Let P be a path in a canonical path partition. Then after applying the transfer
rules the end-vertices of P have 6 + 43 points.
Proof of Proposition 5.2. In a canonical path partition, there are no isolated vertices. Hence
P has 8 balanced edges incident with its two end-vertices. Applying Changed Rule 2 together
with the two starting points, sums up to 2 + 8 · 23 = 6 + 43 points.
Proposition 5.3. The only nodes that can end up with a negative number of points are those from
V2. In particular:
1. Every node in V2 has at least −1 points.
2. Every node in V4 or V3 has at least one point.
3. Every node in V5 has a non-negative number of points.
Proof of Proposition 5.3. Each vertex starts with one point.
1. Vertices in V2 have at most three balanced edges, and may transfer at most
2
3 points on each
balanced edge, hence they have at least −1 points.
2. Vertices in V3 ∪ V4 can only receive points, hence they have at least one point.
3. Vertices in V5 have three free edges, and may transfer at most
1
4 points on each free edge.
For completeness we state the following proposition, that is identical to Lemma 4 .
Proposition 5.4. Let X be a sequence of k ≥ 2 vertices in V b2 , then X ends with at least 13 · k− 43
points.
Proof of Proposition 5.4. We prove this, mimicking the proof of Lemma 4 with a change in
the following places:
• Changed Observation 8.9 - the same proof works, but Changed Rule 1 will imply that X ′
transfers to C up to 43 points.
• Changed Observation 8.10- the same proof works, but Changed Rule 1 will imply that X ′
transfers to C up to 2 points.
• Changed Observation 8.11 - the same is true and by Changed Observation 8.9 and Changed Observation 8.10
we get that b(X ′) ≤ |X ′| · 23 + 2 · 23 .
• Changed Case 3 in the proof of Lemma 8 - now xi has only three free edges and hence can
go only to one cycle (instead of two) in addition to o1 and o2. The points xi will transfer to
a cycle is strictly less than 23 . Hence, b(X) < (k + 2) · 23 .
• Changed Case 4 in the proof of Lemma 8 - by Changed Observation 8.11 then b(X ′) ≤ |X ′| ·
2
3 + 2 · 23 , and hence b(X) = (k + 2) · 23 .
All the rest of the proof remains the same. Hence X ends with at least 13 · k − 43 points.
Proposition 5.5. Let P be a path in a canonical path partition. The number of points on internal
nodes in P is at least −1.
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Proof of Proposition 5.5. We show that except for blocks of kind 4 (the last block) that may
end with −1 points, the number of points on all blocks is non-negative. Because all internal vertices
up to the beginning of the first block contribute a non-negative number of points (by item 3 in
Proposition 5.3), we have that the internal vertices of a path will have at least −1 points.
By item 1 in Proposition 5.3 a vertex in V2 has at least −1 point , hence blocks of kind 1 and
2 are not a problem because they are followed by one or two vertices with at least one point (item
2 in Proposition 5.3). Hence the number of points on any block of kind 1 or 2 is non-negative.
For blocks of kind 3, Proposition 5.4 ensures that the number of points on k ≥ 2 vertices in V b2
is at least −1 (even −23).
Now we prove the theorem:
Proof of Theorem 2. Consider a canonical path partition S. We show that applying the set
of transfer rules to S leads to a situation where every component in S has at least 6 + 13 points.
Proposition 5.1 implies that we only need to handle paths. For a path Proposition 5.5 combined
with Proposition 5.2 will imply that the path has at least 6+ 13 points, which proves the theorem.
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