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Ligand binding to polymers modifies the physical and chemical properties of the polymers, leading to physical,
chemical, and biological implications. McGhee and von Hippel obtained the equilibrium coverage as a function
of the ligand affinity, through the computation of the possible binding sites for the ligand. Here, we complete
this theory deriving the kinetic model for the ligand-binding dynamics and the associated equilibrium chemical
potential, which turns out to be of the Tonks gas model type. At low coverage, the Tonks chemical potential
becomes the Fermi chemical potential and even the ideal gas chemical potential. We also discuss kinetic models
associated with these chemical potentials. These results clarify the kinetic models of ligand binding, their
relations with the chemical potentials, and their range of validity. Our results highlight the inaccuracy of ideal
and simplified kinetic approaches for medium and high coverages.
DOI: 10.1103/PhysRevE.102.012407
I. INTRODUCTION
Ligand binding to polymers changes the mechanical and
chemical properties of the polymer and plays a very relevant
role in regulating biological functions [1–12]. The ligand-
binding shrinks or expands the binding region of the polymer
and generally stiffens this region [6,13–18]. Additionally, the
binding of a ligand frequently passivates a polymer region for
the binding of other units of the ligand. Therefore, the binding
of a ligand can be seen as the occupation of binding sites.
This excluded volume effect implies an effective reduction of
the affinity of the ligand for the polymer.
Excluded volume effects are very relevant in chemistry
and physics [19,20]. They play a key role in the structure of
molecules [21,22], in the properties of gases [23–25], and in
the distribution of proteins and lipids in the cell membrane
[26–28], to cite some examples. Hard-sphere models, despite
their simplicity, allow us to obtain important characteristics
of real gases [29–33]. Freely moving chains of concatenated
hard spheres allow us to understand the relevant properties of
real polymers [21]. The two-dimensional version of the hard-
sphere gas, the hard-disk gas, has also been explored [34,35]
and explains features of the protein and lipid distribution in
membranes [26–28]. The one-dimensional version, the Tonks
gas, consists of hard segments located in a line [29]. We
have previously shown that the Tonks gas thermodynamics
appropriately estimates the coverage of DNA by human mi-
tochondrial single strand binding protein (HmtSSB) [6,36].
A few theoretical approaches for modeling the binding of
ligands to macromolecules already exist. McGhee and von
Hippel [37] derived a model for predicting the binding of
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large ligands to a one-dimensional lattice-like macromolecule
of infinite length. This result was followed by results for
models of finite lattices [38], systems with binding sites
not homogeneously distributed throughout the macromolecule
[39], systems in which there are interactions between ligands
bound to the polymer [40–47], different classes of binding
sites present in the macromolecule [48], and systems with the
binding of flexible branched oligopolymers [49], to cite some
examples.
Recently, we also proposed a simple model to compute
the ligand kinetics (based on a coarse-grained binding site
counting) [6]. The generalization of this model for ligands
with two binding modes provided a qualitative explanation of
the transient shortenings observed during HmtSSB binding to
DNA [36]. However, we clarify here that this simple model
is only valid at low coverage, where it matches the Tonks
gas coverage relation. The Tonks gas coverage relation is
shown to match the coverage relation derived by McGhee
and von Hippel (hereafter GH) [37]. GH proposed a more
detailed binding site counting to derive equilibrium coverage
for single-mode ligands. We aim here to provide a more com-
plete and rigorous picture of ligand binding to polymer theory
addressing the kinetic and the thermodynamics of ligand bind-
ing by using the detailed binding site counting GH procedure.
We compare the results with the simple coarse-grained and
the ideal gas kinetics models and their respective chemical
potentials and predicted equilibrium coverages. Here, we fo-
cus on systems in which the ligands do not interact between
them in the binding process, as is the case of the binding of,
for example, oligolisines to nucleic acids [50], mono- and
multivalent ions to polyelectrolytes [51], or polypeptides to
polynucleotides [52].
Understanding the kinetics of binding of large ligands to
long polymers is a very relevant biological problem. The
enzymes implicated in the replication and repair of DNA do
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FIG. 1. Schematic representation of a chain with some bound lig-
ands. Each four-sphere group could represent E. Coli SSB tetramer
binding 60 nucleotides of single-stranded DNA, as happens in one of
the E. Coli SSB binding modes [2].
not act on naked single-stranded DNA (ssDNA); they act
over these chains covered with proteins. All organisms have
proteins that cover ssDNA to protect it from degradation, as
single-stranded binding protein (SSB) in bacteria [5,53–55].
Other proteins involved in the DNA protection and repair
are the eukaryotic PA and RAD51 protein family and bacte-
rial RecA [28,56]. Increased precision of measurements on
the kinetics of these protein-binding kinetics with single-
molecule techniques [36,54–56] demand a better theoreti-
cal understanding of the correct kinetic models. This better
understanding will also benefit the understanding of other
ligand-binding dynamics as Thiocoraline binding to double-
stranded DNA (dsDNA), with applications in DNA imaging
and anticancer pharmacology [57].
In Sec. II A, we obtain the proposed kinetic model for
ligand binding by using the McGhee and von Hippel proce-
dure. We show that it reproduces the McGhee and von Hippel
result for equilibrium coverage [37], and it also corresponds
to the result obtained with the Tonks gas model [6,29]. In
Sec. II B, we show that simplification of the proposed model
at low coverage leads to a Fermi-like model similar to the
model introduced in Ref. [6]. In Sec. II C, we show that further
simplification leads to an ideal gas chemical potential. Finally,
Sec. III discusses the results.
II. MODEL DERIVATION AND COMPARISON
A. McGhee–von Hippel–Tonks model
We use the procedure proposed by McGhee and von Hippel
(GH) to derive a theoretical framework describing the kinetics
of the binding of large ligands to a long polymer [37] (see
Fig. 1). The resulting model will be called the McGhee-von
Hippel-Tonks model (hereinafter denoted the “GHT” model).
Within the original GH model, two different equations were
derived for the binding density of ligands per macromolecule,
i.e., non-cooperative (without interactions between ligands
bound to the polymer) and cooperative (there exist interac-
tions between ligands bound to the polymer) ligand binding.
Here, we consider that the ligands do not interact between
them, and partial binding by the ligand is not allowed. The
polymer is represented by a linear array of N identical repeat
units (named monomers or polymer residues), and when the
ligand molecule binds to the polymer covers m consecutive
units. Thus, in the GHT approach, the polymer is modeled
as a lattice and the ligand as a single entity binding a fixed
number of polymer units. In addition, the polymer is assumed
to be infinitely long, implying N  m. Real polymers are not
infinite, and end-effects can be relevant. The error introduced
by using the infinite length assumption is estimated to be
less than the typical experimental error as long as N/m > 30
[38,58]. The fraction of polymer monomers covered by the
ligand is given by the coverage c = nm/N , where n is the
number of ligands bound to the polymer. In the present
approach, a polymer residue can only exist in two states, free
or bound to the ligand.
Following the words of McGhee and von Hippel, almost
every monomer can start a ligand-binding site on a poly-
mer with no bound ligands. This implies that ligands are
not constrained to bind only at regularly spaced intervals m
monomers apart. Consequently, the actual number of free
ligand-binding sites on a naked polymer is N − m + 1. The
number of potential ligand-binding sites eliminated by bind-
ing one ligand can range from 1, if the ligand binds into a gap
exactly m residues long, up to 2m − 1 if it binds to a naked
polymer. For a gap g residues long between adjacent bound
ligands, the number of binding sites is g − m + 1 if g m,
but zero if g < m. The average number of free binding sites
per gap is
s¯ =
N∑
g=m
(g − m + 1)Pg, (1)
where Pg is the probability that any particular gap between two
bound ligands is exactly g free polymer residues long. Thus,
the average number of free ligand-binding sites in the polymer
is
(n + 1)s¯, (2)
where n is the number of ligands bound. Within the re-
quirements of the model, the expression for the conditional
probability turns out to be [37]
Pg =
(
1 − c
1 − c + c/m
)g(
c/m
1 − c + c/m
)
, (3)
where c is the coverage (see Appendix I for the derivation).
Then, the length of the chain is assumed to be much larger
than the number of bound monomers per ligand, N  m,
and that there are many ligands bound, n  1. With these
assumptions, we get, combining Eqs. (2) and (3) and summing
up the series,
(n + 1)s¯ ≈ ns¯ = N (1 − c)
(
1 − c
1 − c + c/m
)m−1
, (4)
and also an equation for the average number of free binding
sites per gap as a function of the coverage,
s¯ = (1 − c)
c/m
(
1 − c
1 − c + c/m
)m−1
. (5)
We now derive a kinetic equation describing the time variation
in the number of ligands attached to the polymer:
dn
dt
= kbns¯ − krn, (6)
where kb is the binding kinetic constant, and kr is the release
kinetic constant. The binding kinetic constant is defined as
kb = KbL, where Kb represents the association constant, and
L is the free ligand concentration. If we combine Eqs. (5) and
(6), we obtain the GHT model equation for the time evolution
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FIG. 2. Comparison of polymer coverage estimated with differ-
ent models as a function of time. All starting with a naked polymer
and with ligands binding to m = 30 monomers, with binding rate
kb = 0.8 s−1, and release rate kr = 0.06 s−1. The result for the ideal
model is computed from Eq. (18), the result for the simple model
is computed from Eq. (15), and the result for the GHT model is
computed from Eq. (7).
of the coverage,
dc
dt
= kbm(1 − c)
(
1 − c
1 − c + c/m
)m−1
− krc. (7)
This evolution equation implies that, if we start with a naked
polymer, the coverage will increase until reaching an equilib-
rium value where the binding and release terms balance each
other. The equilibrium coverage can be obtained numerically
from Eq. (7) by imposing dc/dt = 0. See Fig. 2.
Equation (7) is valid for all values of m (provided m  N).
In the simpler case, when the ligand only binds a monomer,
m = 1, we recover the intuitive result that the effective bind-
ing rate is given by kb(1 − c), i.e., that the effective binding
rate is proportional to the fraction of uncovered monomers,
(1 − c). Some ligands bind few monomers, such as Thioco-
raline binding to dsDNA [57], human polymerase β binding
to ssDNA [48], or binding of lysozyme to partially acetylated
chitosans [39]. Also, there are relevant cases where the ligand
is large and binds to many monomers, like E. Coli and human
mitochondrial SSB that bind 30–70 nucleotides of ssDNA
[2,36,59]. In these cases, we have m  1, which implies
(
1 − c
1 − c + c/m
)m−1
≈ exp
(
− c
1 − c
)
, (8)
allowing us to simplify the kinetic equation (7) and leading to
the equilibrium coverage equation
0 = kbm(1 − ceq ) exp
(
− ceq
1 − ceq
)
− krceq, (9)
or equivalently
ln
(
kbm
kr
)
= ln
(
ceq
1 − ceq
)
+ ceq
1 − ceq . (10)
FIG. 3. Comparison of equilibrium coverage estimated with dif-
ferent models as a function of the ratio between the binding rate kb
and the release rate kr , for a ligand binding to m = 30 monomers.
The result for the ideal model is computed from the stationary state
of Eq. (18), the result for the simple model is computed from the
stationary state of Eq. (15), and the result for the GHT model is
computed from the stationary state of Eq. (7).
The equilibrium coverage for large m can be computed nu-
merically from Eqs. (9) or (10). Alternatively, the equilibrium
coverage can be expressed in terms of the so-called Lambert
function W [60,61],
ceq =
W
( kbLm
kr
)
1 + W ( kbLmkr
) . (11)
The definition of W(z) is that it is the function that solves the
equation W eW = z, where z is a complex number.
The equilibrium coverage calculated by using Eq. (11)
increases as a function of the ratio between the binding and
release rates, as shown in Fig. 3. The increase in the number
of monomers occluded by each ligand also increases the
equilibrium coverage; see Fig. 4.
The equilibrium coverage in Eq. (10) matches that obtained
with a chemical potential of the form
μ − μo
kBT
= ln
(
1
m
)
+ln
(
c
1 − c
)
+ c
1 − c , (12)
where μo is the chemical potential of a ligand bound to the
polymer in a reference state, kB is the Boltzmann constant, and
T is the thermodynamic temperature. See Fig. 5. This expres-
sion corresponds to a one-dimensional Tonks gas, which is
a one-dimensional generalization of the hard-sphere gas. The
right-hand side of Eq. (12) contains the term ln(1/m), related
to the size of the ligand in a monomer unit basis, the ideal gas
contribution ln(c), and the excluded volume corrections given
by the remaining terms in the expression.
B. Simple model
In the low coverage range, the last term of the right-hand
side of Eq. (12) can be neglected, and a Fermi-like expression
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FIG. 4. Influence of the number of occluded monomers by a
single ligand in the equilibrium coverage in the GHT model, as
a function of the ratio between the binding kinetic constant and
the release kinetic constant. The results for m = 30 and m = 60
are computed from Eq. (11), while the result for m = 1 is directly
computed from the stationary state of Eq. (7).
can approximate the GHT chemical potential:
μ − μo
kBT
= ln
(
1
m
)
+ ln
(
c
1 − c
)
. (13)
Hereinafter, this result is denoted “the simple model.” See
Fig. 5 for a plot of this chemical potential, which leads to an
equilibrium coverage of
ceq = 11 + kr/(mkb) . (14)
FIG. 5. Comparison of chemical potentials calculated with dif-
ferent models as a function of the coverage for a ligand covering
m = 30 monomers. The result for the ideal model is computed from
Eq. (16), the result for the simple model is computed from Eq. (13),
and the result for the GHT model is computed from Eq. (12).
Figures 2, 3 and 5 show that this approximation is valid for
low coverages, i.e., c < 0.1.
This equilibrium coverage will also be obtained from a
kinetic model of the form
dc
dt
= kbm(1 − c) − krc. (15)
This kinetic equation can be derived under the assumption
that the number of binding sites is given by N − nm. Figure 2
shows the evolution of the coverage given by this simplified
model and compares it with the GHT model.
A similar description of the process was given by Ref. [6],
where the number of binding sites was estimated by the
number of naked monomers of the polymer divided by the
number of monomers that a single bound ligand occludes,
i.e., (N − nm)/m. However, in this approach, both the kinetic
equation for the coverage and the equilibrium coverage are
independent of the number of occluded monomers per ligand,
m, in disagreement with the more accurate GHT model de-
rived here.
C. Ideal model
If we consider an ideal lattice-gas model, namely, ne-
glecting the excess contribution due to the excluded volume
corrections, the GHT chemical potential in Eq. (12) can be
written as follows:
μ − μo
kBT
= ln
(
1
m
)
+ ln c, (16)
which leads to an equilibrium coverage of
ceq = mkbkr . (17)
Hereinafter, this approach is denoted the “ideal model” due
to its analogy with the ideal gas model chemical potential
(see Figs. 3 and 5.) This result has limited relevance for
real systems because the equilibrium coverage is not bound
below one, and therefore is clearly unrealistic for high values
of binding affinity ( mkbkr > 1). However, the ideal model is
included here because of its theoretical interest. This ideal
equilibrium coverage will also be obtained from a kinetic
model of the form
dc
dt
= kbm − krc, (18)
which can also be obtained from the very low coverage limit
of Eq. (15) or of Eq. (7). A close inspection of Figs. 2, 3,
and 5 shows that its range of validity is even lower than the
previous simple model, and it is only applicable at very low
coverages, i.e., c < 0.01. However, its discussion explains the
meaning of the different terms appearing in the kinetic terms,
the equilibrium coverage, and the chemical potential of the
GHT model introduced here.
III. DISCUSSION
The results presented in this paper show that the detailed
counting of ligand-binding possibilities done by the McGhee
von Hippel procedure is essential to get an accurate account of
the kinetic equation, the equilibrium coverage, or the chemical
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potential. The finite-size effects accounted for by this proce-
dure become important already for coverages of the order of
1% to 10% (i.e., c = 0.01 to 0.1). Simplified kinetic models
as the simple or ideal model presented here for comparison,
or other simple models such as the one introduced in Ref. [6],
can qualitatively explain some features of the ligand-binding
process but fail to give accurate quantitative predictions
when coverage effects become important. Additionally, the
McGhee-von Hippel-Tonks (GHT) kinetic model presented
here is shown to be consistent with the previous result for
equilibrium coverage obtained by McGhee and von Hippel
[37] and from the Tonks gas chemical potential [6,36]. These
clarifications of the kinetic model will provide a relevant
tool to understand the available single-molecule data on the
binding kinetics of large ligands to long polymers such as,
for example, data on SSB binding to ssDNA [2,7,36], histone
proteins binding to DNA [43], and Thiocoraline binding to
dsDNA [57].
The model presented does not account for the effects of
possible diffusion of the ligands along the chain, as they are
known to occur in the SSB binding to ssDNA. We performed
numerical simulations, including the diffusion of the SSB
with the experimentally measured values and found that,
in this case, it has subleading effects on the equilibrium
coverage.
Another effect not considered in the kinetic model pre-
sented here is ligand-ligand interactions, also known as co-
operative effects. Cooperative effects, although thought to be
negligible in human mitochondrial SSB [36], are known to be
present in one of the two main binding modes of E. Coli SSB
[2,59]. The inclusion of cooperative effects is a relevant future
extension of the ligand-binding kinetic models. They can be
taken into account considering the changes in probabilities in-
duced by cooperativity similarly to the procedure in Ref. [37],
also extending these results from the equilibrium coverage to
the kinetic equations and the chemical potential.
Another relevant extension will be the inclusion of several
binding modes of the ligands, as in the case of E. Coli SSB
that can be bound to 35 or 65 nucleotides depending on the
SSB concentration and the NaCl concentration [59].
Another effect that can be present in real systems is the
self-binding of the polymer that can reduce the available
binding sites. However, the binding of ligands and its diffusion
along the polymer might compete with this self-binding and
make them available again. One of the mechanisms for this
could be the stiffening of the polymer induced by the ligand
binding.
Nucleosome positioning along the DNA is also a relevant
case where different additional effects have been reported to
be relevant [62–64]: diffusion of the nucleosomes along the
DNA, nucleosome cooperativity, DNA unwrapping of nucle-
osome (i.e., partial binding), and sequence-specific effects.
APPENDIX
The McGhee and von Hippel approach can be considered
as a combinatorial method because it uses binomial formulas
to derive an analytical expression for the numbers of possible
rearrangements of ligands to the one-dimensional polymer
lattice.
FIG. 6. Schematics of the conditional probabilities used to de-
scribe their distribution illustrated for the binding of n = 3 ligands
with binding mode m = 2 bound to a chain of N = 10.
First, a counting convention has to be adopted. To count the
number of free lattice residues in a gap, we start at the left end
of one bound ligand and count by proceeding to the right, one
residue at a time, until we reach the left end of the next bound
ligand. Using this convention, we can express the overall
probability that a given gap is, for example, exactly two free
residues long, as the product of the constituent conditional
probabilities.
Next, the following notation is adopte: Any bound ligand
can be divided into m sections, each one corresponding to the
underlying lattice residue; we number these sections, 1, 2, …,
m from left to right. Thus we have (m + 1) distinguishable
types of lattice residues: a free residue, labeled f ; a residue
under the number 1 or left end of a bound ligand, labeled b1;
and so on from b2 up to bm, the latter representing the right
end of a bound ligand. We can thus denote the conditional
probabilities used above as a sequence of two such types. For
example, ( f b1) is the probability, given a free residue (i.e.,
an f residue), that the left end of a bound ligand (i.e., a b1
residue) lies to the immediate right (see Fig. 6).
In principle, there are (m + 1)2 different conditional prob-
abilities that can be expressed by this notation, but not all of
them make sense. For example, there are only two types of
lattice residues which can lie to the immediate right of a free
residue: either another free residue or the first part of a bound
ligand, i.e.
( f f ) + ( f b1) = 1. (A1)
Similarly, only a free residue or the left end of a second bound
ligand can lie to the immediate right of the right end of a
bound ligand, and thus
(bm f ) + (bmb1) = 1. (A2)
Following the McGhee and von Hippel analysis, the prob-
ability of a gap having g free lattice residues long is given by
Pg = (bm f )( f f )g−1( f b1), (A3)
where (bm f ) is the probability, having selected the right end of
a bound ligand, that the lattice residue to the immediate right
is free; ( f f ) is the probability, given a free residue, that there
is a second free residue to the immediate right; and ( f b1) is the
probability, given a free residue, that the left end of a bound
ligand lies to the immediate right.
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If one selects a residue at random, the probability that it is
free is (1 − c), where c = n m /N is the coverage of the chain.
Next, we obtain an expression for the conditional probabilities
in terms of the model parameters. If one considers the lattice
residue immediately to the right of one selected at random,
this second residue also, by definition, is selected at random
and thus also has a probability of (1−c) of being free. How-
ever, due to the nature of the lattice, there are only two ways
in which this two-step random selection can be made. Either
the first chosen residue is free [a f residue chosen with prob-
ability (1−c) and has a free residue to its right—conditional
probability ( f f )]; or the first chosen residue is the right end of
a bound ligand (a bm residue chosen with probability c/m) and
has a free residue to its right [conditional probability (bm f )].
Since the overall probability that the second residue is free
must be independent of the method of random selection, we
obtain:
(1 − c)( f f ) + c
m
(bm f ) = 1 − c. (A4)
Since ligands bound noncooperatively, neither attracting nor
repelling one another, we can write
(bm f ) = ( f f ). (A5)
We now combine Eqs. (A4) and (A5) with Eqs (A1) and
(A2) to obtain the following expressions for the conditional
probabilities:
( f f ) = (bm f ) = 1 − c1 − c + c/m , (A6)
and
( f b1) = (bmb1) = c/m1 − c + c/m . (A7)
Then, the resulting expression for Pg is given by
Pg =
(
1 − c
1 − c + c/m
)g(
c/m
1 − c + c/m
)
, (A8)
which is the expression used for Pg in Eq. (3).
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