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Introduction
It is widely accepted that structural change is a crucial issue in econometrics and forecasting. Clements and Hendry suggest forcefully (in e.g. 1998a,b ) that such change is the main source of forecast error; Hendry (2000) argues that the dominant cause of forecast failures is the presence of deterministic shifts. Convincing evidence of structural change was offered by Stock and Watson (1996) who looked at many forecasting models of a large number of US time series, and found parameter instability in a substantial proportion. This issue remains relevant: in a survey of the literature on forecasting in the presence of instabilities for the Handbook of Forecasting, Rossi (2012) writes 'the widespread presence of forecast breakdowns suggests the need for improving ways to select good forecasting models in-sample.' Our work on robust and data driven forecasting is a contribution to precisely this end. As model parameters may change continuously, drift smoothly over time or change at discrete points in an unknown manner, and both within the sample and over the forecast period, we consider a general setting where the model structure and presence and type of structural change are all unknown.
There is a large literature on the identification of breaks, and forecasting methods robust to them (Rossi (2012) ). However, the deeply practical need to forecast after a recent structural change, or during a period of such change, has received very little attention. As most forecast approaches are only effective in specific cases, the problem is compounded by the unknown and therefore unspecified nature of any structural change.
Detection of structural change has a long history, mainly in the context of structural breaks (although see Kapetanios (2007) for the case of smooth structural change). Seminal papers include Chow (1960) , Andrews (1993) and Bai and Perron (1998) . But the question of amendment of forecasting strategies then arises. While this has been tackled by many authors, a major contribution was made by Pesaran and Timmermann (2007) . They concluded that, in the presence of breaks, forecast pooling using a variety of estimation windows provides a reasonably good and robust forecasting performance.
Nevertheless, most work on forecasting assumes that change has occurred when sufficient time has elapsed for post-break estimation. 1 In practice, the issue of change occurring in real time is a major consideration, which was partly addressed in Eklund, Kapetanios, and Price (2010) . They considered a variety of forecasting strategies which can be divided into two distinct groups. In one case the forecaster monitors for change and adjusts methods once change has been detected. In the other the forecaster does not attempt to identify breaks, since that involves a substantial time lag. Instead break-robust forecasting strategies are used that essentially downweight data from older periods deemed to be irrelevant for the current conjuncture.
While moving in an interesting direction, Eklund, Kapetanios, and Price (2010) do not elaborate two issues: how much to downweight past data, and whether to do so monotonically. Clearly, any arbitrary discount factor is unlikely to be optimal. And neither may monotonicity: for example, if regimes (e.g., monetary policy) come and go then older data, from a period where the current regime previously held, might be more relevant than more recent data from other regimes.
In this paper, we suggest forecasting approaches that address these issues. Our main contribution is to introduce and analyse a cross-validation based method which selects a tuning parameter defining the downweighting rate of the older data. We show that the implied discount rate minimises the mean square error (MSE) of the forecast in the weighting schemes considered. Further, we consider a nonparametric method for determining a flexible weighting scheme. The latter does not assume any particular shape for the weight function, nor monotonicity. We explore the prop-erties of the new forecasting methods for a variety of models in terms of theory, with a Monte Carlo exercise and empirically. It turns out that the method is valid under a wide range of forms of structural breaks and persistence, and can be generalised in a number of practically important dimensions, most notably allowing varying dynamic structures.
A byproduct of our results is a new way to accommodate trends of a generic nature in forecasting. Unlike many forecasting approaches that require the removal of stochastic or other trends before forecasting, our methods can be directly applied to the level of the forecast series.
The rest of the paper is organised as follows. Section 2 presents our approach for forecasting in the presence of recent structural breaks. We provide its theoretical justification and asymptotic MSE, and describe some robust forecasting strategies. Section 3 includes an extensive Monte Carlo study in which these strategies are evaluated. In Section 4 the methods are used to forecast a large number of US macroeconomic time series, where we find results broadly consistent with the Monte Carlo study. Section 5 concludes. Proofs are reported in an Appendix.
2 Adaptive forecasting: econometric framework 2.1 Forecasting strategies
In this section we work with a simple location forecasting framework that is as general as possible while consistent with clear theoretical results. It may be summarised as y t = β t + u t , t = 1, · · · , T, (2.1)
where β t is an unobserved persistent process, and u t is a stationary dependent noise that is independent of β t . Unlike most previous work we wish to place as little structure as possible on the process β t . We do not specify whether β t is stochastic or deterministic, or whether it is discontinuous or smooth. The noise process u t is a stationary linear process with mean zero and finite variance σ 2 u . The persistent component β t ≡ β T,t is allowed to be a triangular array, and can be a stochastic (unit root) or deterministic (bounded) trend. This set-up provides sufficient flexibility to our theoretical analysis of forecasting y t , allowing for β T,t such as those used in locally stationary models (e.g. Dahlhaus (1996) ), or in persistent stochastic unit root trend models. For simplicity of notation, we write y T,t as y t and β T,t as β t . It should be stressed that in robust forecasting, which is our focus, the structure of β t is neither known nor estimated. Concerning our simple location conditional mean modelling, we note that our analysis can allow both the use of a generic model of the conditional mean of the process and robust forecasting around that model. We discuss details related to this extension in Section 2.8. Eklund, Kapetanios, and Price (2010) find that simple forecasting of y t , based on weighting schemes that discount past data, works well in practice. Examples include exponential weighting and forecast combinations based on different estimation windows. By varying a tuning parameter, such methods impose different shapes on the weight functions that downweight past data. Their weakness is that it is not clear how to select the tuning parameters. So data-dependent tuning methods for choosing these parameters are of great interest.
One way to calibrate parameters is by optimising on in-sample forecasting performance. This idea is not new. For example, Kapetanios, Labhard, and Price (2006) suggest forecasts where different models are averaged with weights that depend on the forecasting performance of each model in the recent past. In what follows we formalise the above ideas, presenting a data-driven weighting strategy and developing its theoretical analysis.
We consider a linear forecast of y t , based on (local) averaging of past values y t−1 , · · · , y 1 :
w tj,H y t−j = w t1,H y t−1 + · · · + w t,t−1,H y 1 , (2.2) with weights w tj,H ≥ 0 such that w t1,H + · · · + w t,t−1,H = 1, parameterised by a single tuning parameter H. The latter defines the rate of downweighting the past observations (e.g., the width of the rolling window). The structure of weights w tj,H is described in Assumption 1. We assume that H takes values in the interval
Assumption 1 The function K(x) ≥ 0, x ≥ 0 is continuous and differentiable on its support, such that ∞ 0 K(u)du = 1, K(0) > 0, and for some C > 0, c > 0
whereK is the first derivative of K. For t ≥ 1, H ∈ I T , set k j,H = K(j/H) and define
The main classes of commonly employed weights satisfy this assumption. (i) Rolling window weights, with K(u) = I(0 ≤ u ≤ 1).
(ii) Exponential weighted moving average (EWMA) weights, with K(u) = e −u , u ∈ [0, ∞). Then, with ρ = exp(−1/H), k j,H = ρ j and w tj,
While the rolling window simply averages the H previous observations, the EWMA forecast uses all observations y 1 , · · · , y t−1 , increasingly downweighting the more distant past. In practice, forecasting of a unit root or trending process y t is often conducted by averaging over the last few observations. When persistence in y t falls, wider windows may be expected to yield smaller forecast MSE. It is also plausible that for a stationary process {y t } when dependence is sufficiently strong a forecast discounting past data will outperform the sample mean forecast (y t + · · · + y 1 )/t. These observations, supported by the theory below, indicate that the 'optimal' selection of H depends on the unknown type of persistence in y t . Thus, contrary to the usual practice of using a preselected value of H, a data based selection method for H is indicated.
Selection of the tuning parameter H
Given a sample y 1 , · · · , y T , computation of the forecast y T +1|T, H requires selection of the parameter H. We use a cross-validation method, obtaining H by numerically minimising the mean squared forecast error of the in-sample forecasts, defined by the following objective function:
We assume that T 0 and H max are selected such that T 2/3 < H max < T 0 = o(T ). We will show that the forecastŷ T +1|T, H of y T +1 , obtained with data-tuned weights (orĤ), minimises the Mean Squared Error (MSE), ω T,H := E(y T +1 −ŷ T +1|T, H ) 2 in H, hence making the forecast procedure (2.2) operational and optimal in the following sense. Let H opt = argmin H∈I T ω T,H be the optimal value of fixed parameter H minimising MSE ω T,H . Then
where the quantity Q T,Ĥ is an estimate of the forecast error ω T,Ĥ . Below we verify that the minimisation procedure (2.5) provides optimal selection of H for basic forms of persistence in y t = β t + u t . As an illustration, letσ 2 T,u := T −1 n T j=T 0 u 2 j be the sample variance of u t . We will show that, as T → ∞,
with some constants λ β ≥ 0, λ u , and integers m, p ≥ 0. The term λ β H m /T p is contributed by β t while λ u /H by u t . These relations determine whetherĤ takes finite values or is increasing with T . For example, if the noise u t in y t = β t + u t is sufficiently strongly dependent, then using exponential weights yields λ u < 0. Then, no matter what β t is, Q T,H reaches its minimum on a bounded interval, and the minimiserĤ of (2.7) remains bounded. Similarly, if y t includes a linear or unit root trend β t , then H m /T p ≥ H, and the minimiserĤ of (2.7) again remains bounded. Under mildly persistent β t , the minimiserĤ can also increase as a power of T . For example, if β t is a bounded unit root trend, and u t is an i.i.d. noise, then Q T,H =σ 2 T,u +(λ β HT −1 +λ u H −1 )(1+o P (1)), λ u > 0, which leads toĤ ∼ cT 1/2 (see Sections 2.5-2.6). Similar properties hold for the break in the mean model (see Section 2.6).
Notation. Beside w tj,h , we will use the weights
We will use the factσ
which holds under Assumption 2 (see Proposition 4.5.2 in Giraitis, Koul, and Surgailis (2012) ).
Properties of a forecast based onĤ
Now we turn to the theoretical justification of the optimal properties of the selection procedure of H for y t = β t + u t , where β t is a persistent process (deterministic or stochastic trend) of unknown type, and u t is a stationary noise term. Our objective is to show that the forecast y T +1|T,Ĥ of y T +1 with optimal tuning parameterĤ minimises the forecast MSE in the following sense: ω T,Ĥ = ω T,Hopt + o P (1). Moreover, the property Q T,Ĥ = ω T,Ĥ + o p (1) allows estimation of the forecast error.
The following assumption specifies the required properties of the stationary noise process u t .
Assumption 2 u t is a stationary linear process
Under Assumption 2, u t has short memory, while its long-run variance s 2 u is positive and finite. We will write u t ∼ I(0) to denote that a stationary process u t satisfies Assumption 2. Below β t ∼ I(1) denotes a unit root process such that β t − β t−1 is an I(0) process.
We shall consider the following types of persistent component β t .
b1. Constant
b6. Break in the mean β t = µ 1 , t = 1, · · · , t 0 , µ 2 , t = t 0 + 1, · · · , T. We suppose that, in (b4) and (b5), g(x), x ∈ (0, 1) is continuous and has a bounded second derivative, and in (b6), µ 1 = µ 2 and τ := T − t 0 = o(T ).
We are now ready to analyse the properties of Q T,H ,Ĥ and the forecast error ω T,Ĥ .
The case of a stationary process y t
First we discuss the properties of the forecast in the case (b1) when y t = µ + u t , t ≥ 1 is a stationary process. We shall use the following notation:
Then, as T → ∞, for H ∈ I T ,
Theorem 1 shows that Q T,H is a consistent estimate of ω T,H , and implies that the forecast y T +1|T,Ĥ computed with the data-tunedĤ has the same MSE as y T +1|T, Hopt . The latter can be estimated by Q T,Ĥ as stated in the following corollary.
Corollary 1 If q u,H reaches its minimum at some finite H 0 , then
If q u,H reaches its minimum at infinity, then
Remark 1 Result (2.13) implies that the forecast with tuning parameterĤ has the same precision as the forecast based on H opt that minimises the forecast error ω T,H . The sign of λ u carries information about the location of the minimiserĤ of Q T,H : for λ u < 0, Q T,H reaches its minimum at some finite value H 0 . In such a case, the error ω T,Ĥ = σ 2 u + q u,H 0 of the optimal forecast is smaller than that of the sample mean, σ 2 u . The sign of λ u is determined by two factors: the kernel K and the strength of dependence in u t . For the rolling window kernel K(u) = I(0 ≤ u ≤ 1), κ 2 = κ 0 = 1, and thus λ u = σ 2 u is always positive. However, for the exponential kernel K(u) = e −u , u ≥ 0, λ u = σ 2 u − s 2 u /2 which becomes negative when the long-run variance of u t is sufficiently large: s 2 u > 2σ 2 u , e.g., for an AR(1) model u t with autoregressive parameter greater than 1/3. The fact that λ u is smaller for exponential weights than for rolling windows suggests that EWMA weighting leads to a smaller forecast error and may outperform the latter.
If q u,H is a positive function, thenĤ will take the largest possible value in I T , and the forecast error ω T,Ĥ → σ 2 u will be the same as for the sample mean. These observations are confirmed by simulation studies. Monte Carlo simulations in Table 2 show that for an AR(1) model u t with parameter 0.7 the rolling window forecast does not outperform the sample mean, while the forecast based on EWMA weights reduces the relative MSE by 33%.
The case of a stochastic trend
In this section we analyse the properties of the forecast when y t = β t + u t , 1 ≤ t ≤ T contains a stochastic trend β t observed under a stationary noise u t . We focus on two cases: (b2), where β t is a unit root I(1) process, setting
Here, ∇β t = β t − β t−1 . In the following theorem, q u,H and λ u are the same as in Theorem 1.
Theorem 2 Let y t = β t + u t , t = 1, · · · , T where u t is a stationary I(0) process.
(i) If β t is a unit root trend (b2), then, as T → ∞, for H ∈ I T ,
Theorem 2 implies that the forecast obtained using data tuned parameterĤ has the same MSE as using H opt , which can be estimated by Q T,Ĥ . More precisely, the following holds.
Corollary 2 For a unit root process β t , as in (b2),Ĥ stays bounded, and
where H 0 is the minimiser of q
β,H + q u,H . For a bounded unit root process β t , as in (b3),Ĥ stays bounded, if q u,H reaches its minimum at some finite point H 0 . Then
Otherwise, if q u,H reaches its minimum at infinity, then
Remark 2 When β t is a unit root trend, the optimalĤ may require averaging over the last few observations, to minimise the effect of the noise u t . As a ruleĤ will not take large values, and the rolling window will be narrow, but not necessary consisting of a single last observation. To illustrate the selection of H for the rolling window, consider the example of a random walk plus noise
When β t is a bounded unit root trend,Ĥ aims to minimise (2.17). If q u,H does not attain its minimum at a finite point, e.g. if u t ∼ i.i.d., thenĤ minimises λ
The case of a deterministic trend and a structural break
Next, we analyse the properties of the forecast of y t , when β t = β T,t is a deterministic trend and u t is a stationary noise. We consider three cases:
(2.22) (b6), where β t models the break in the mean: β t,T = µ 1 ; t = 1, · · · , t 0 ; , β t,T = µ 2 , t = t 0 + 1, · · · , T, where ∆ = |µ 1 − µ 2 | = 0 and the post-break period τ = T − t 0 = o(T ). We set
Notations q u,H and λ u are as in Theorem 1.
Theorem 3 Let y t = β t + u t , t = 1, · · · , T where u t is an I(0) process. Then, as T → ∞, for H ∈ I T the following holds.
(i) For unbounded trend β t (b4),
β H 2 + o(H 2 ), as H → ∞, and δ g := (g 2 (1) +ġ 2 (1))/c(g). (ii) For bounded trend β t (b5),
Theorem 3 obtains the asymptotic properties of Q T,H that allow the derivation of the following characteristics of the forecast y T +1|T,Ĥ .
Corollary 3 For a deterministic trend, β t , as in (b4),Ĥ stays bounded. For a linear trend β t = ct,
where H 0 is a minimiser of q
β,H + q u,H . For a bounded deterministic trend, β t as in (b5),Ĥ stays bounded, if q u,H reaches its minimum at some finite point H 0 . Then,
Remark 3 In the presence of a deterministic trend (b4), the optimalĤ will be small and the forecast will be based on averaging over the last few observations, but it may not consist of a single last observation, unless the noise u t is negligible.
In the presence of a bounded smooth deterministic trend (b5) and u t ∼ i.i.d., Theorem 3(ii) implies that the optimalĤ will tend to minimise λ
The following corollary develops further the result of Theorem 3(iii). It shows that with a structural break in the mean, the time needed for the optimisation procedure to detect the break and switch the weighting to post-break data is proportional to √ T .
Corollary 4 Let y t combine the break in the mean (b6) and an i.i.d. noise u t .
The proof of this corollary can be found in the appendix.
Example 2 If y t contains the break in the mean (b6) and an i.i.d. noise u t , then forecasting with the rolling window weights, will yield c ∆ = ∆ 2 /3 and c ∆ /λ u = 3σ 2 u /∆ 2 . Thus, in finite samples, if the time expired after the break τ > (σ u /∆) √ 3T , then the optimisation will tend to select the window widthĤ ≤ τ , and the forecast will be based on the data from the post-break period. However, for more recent breaks, such that τ < (σ u /∆) √ 3T , the forecast may not switch to the post-break data. The waiting time for such a switch is defined by the ratio σ u /∆ and √ 3T . We briefly examine these matters with a Monte Carlo forecasting experiment based on 200 observations of the sequence y t = u t + I(t ≥ 160) where u t are i.i.d.(0, 1) normal random variables, and y t has a break in the mean from 0 to 1 at time t 0 = 160. Over 1000 replications we get, as expected, that the full sample mean 200 −1 200 t=1 y t produces a bad forecast for time period 201, compared to the sample mean 40 −1 200 t=160 y t over the last 40 observations from the post break period. The relative MSE of the post break sample mean is 0.61, compared to the full sample mean. Both data-based exponential weighting and rolling window forecasts perform much better than the full sample mean, with relative MSEs of 0.65 and 0.69 respectively.
Examples
In order to get a better feel for the behaviour of the data-selected tuning parameters, we consider one single realisation of sequentially computedĤ t , t = t 0 , t 0 + 1, · · · , T for two structural change experiments used in our Monte Carlo study below. We look at rolling window forecasts. Figures 1 and 2 report the starting point (solid line) of the data selected rolling window for a structural break in the mean (Experiment 4 of our Monte Carlo study) and a unit root model (Experiment 11), respectively. The sample size T is 200 and the forecasting starts at t 0 = 100. 2 For comparison, we also report the first observation in the data-estimated rolling window when the model has no structural change (Experiment 1 in the Monte Carlo study), based on the same realisations of the noise u t , as in the previous two cases (dotted line). The vertical distance between the diagonal (long dashes, the last observation in the window) and the starting point solid (dotted) line for a given t = 100, · · · , 200 shows the time span of observations (a graphical realisation of the tuning parameter) used for forecasting, that is t −Ĥ t . It is clearly seen that, under structural change, the estimated tuning parameter selects a much smaller sample for forecasting than in the absence of structural change. Figure 1 shows that, for the structural break (at observation 110) the data dependent method is attempting to get more information about the change immediately after the break by initially using a larger sample for forecasting. This then becomes smaller than that in the no-change case, as more data after the breakpoint accrue. Interestingly, after observation 125, the starting point of the rolling window is the first post break observation 111 (short-dashed line), as suggested by theory. Notice that 125 is close to the theoretical switching time 110+ 3(110) = 128 (see Example 2). Moreover, it remains at that point for much of the rest of the sample. In Figure  2 , we can see that with a unit root, the window remains short throughout the sample. A final diagnostic for the method is the value of the estimated mean squared error obtained in real time. This is given in Figure 3 , where the dotted line relates to the stationary case, the long-dashed line to the structural break case and the solid line to the unit root case. The smallest MSE is obtained in the stationary case followed by the structural break and finally the unit root, which is the ranking one would expect. 
Extensions
Our proposed method extends in several practically relevant ways. In this section we briefly discuss some of these.
Nonparametric method
The above analysis presupposes a particular parametric form for the weight function. While that might be desirable from the usual motivation of parsimony, in some circumstances it will be restrictive. For example, monotonic downweighting might be counterproductive when data come from a processes that follows a finite number of regimes. Data from the same regime as that holding during the latest forecast period may be more relevant than more recent data. To account for such possibilities, we construct a nonparametric weighting scheme.
Again we focus on the simple location model (2.1) assuming that β t is some smooth deterministic function of t and u t is a standardised IID(0, 1) noise. We consider forecasts of y t of the 
We wish to determine a nonparametric set of weights w T j , j = 1, · · · , T − 1, such that the forecast
We construct the Lagrangean
Taking derivatives of L w.r.t. the w T j s and equating them to zero, gives equations
We need to solve this set of equations. As a system they are written as
Then, w T = B −1 Λ, and λ is determined such that the sum of the elements of B −1 Λ is unity. This is not an operational procedure as β T is unknown at time T − 1. We suggest setting β t =β t , t = 1, · · · , T − 1 and β T =β T =β T −1 whereβ t denotes some estimator of β t . This approach does not allow for a dependent u t , but we discuss possible extensions of (2.1) below that make the assumption of a serially uncorrelated u t more plausible.
The method can be extended to allow for time varying variances Eu 2 t = σ 2 u,t . Then, the forecast MSE takes the form
Following the steps of the previous argument gives the following system of equations
Once again this procedure becomes operational by replacing σ 2 u,t with an estimate. We note that estimation of β t and σ 2 u,t is discussed widely in the literature when β t and σ 2 u,t are deterministic functions of time (see, e.g., Orbe, Ferreira, and Rodriguez-Poo (2005) and Kapetanios (2007)), and is examined in Giraitis, Kapetanios, and Yates (2011) for stochastic β t .
Subsamples
Another extension allows the forecast MSE to be evaluated and minimised over different sample periods, in order to select the optimal subsample and a specific tuning parameter. This is achieved by an extended two-parameter minimisation procedure given by
The selected values of (Ĥ,k) can then be used to construct forecasts based on the subsample [k, · · · , T ]. This value of H may be different from that obtained by the optimisation in (2.5). Such a procedure, when building forecasts, seeks for an optimal subsample yk, · · · , y T ('stability period') and an associated optimal tuning parameterĤ =Ĥ(k). Observe that for the rolling window forecast, obviouslyĤ ≤ T −k. However, using exponential downweighting, only data yk, · · · , y T should be used. The advantage of the two parameter procedure becomes obvious in rolling window forecasts under the break in the mean, discussed in Example 2. If the rolling window is selected using all the data in a large sample y 1 , · · · , y T , then it takes √ T time lags for the forecast to switch to the postbreak data. However, the switch may be faster when less observations are used (i.e., when k >> 1 is selected, reducing the weight of irrelevant past information). Our theoretical findings show that the two parameter minimisation will minimise the forecast MSE leading to the smallest possible MSE with optimal downweighting and the most relevant data subsample.
Dynamic weighting
Another simple way to allow for extra flexibility in the weight function is to allow the first p weights w 1 , · · · , w p (p ≥ 0) to vary freely by specifying 33) and standardising the weights: w tj,H =w tj,H / t−1 j=1w tj,H . This allows the first few lags of y t to enter freely into the forecast rather than through a given parametric function, akin to an estimated AR process. Then, Q T can be minimised jointly over H,w 1 , · · · ,w p , and, potentially, even p.
Conditional mean modelling
The location set-up in (2.1) does not allow for explicit conditional mean modelling. In this subsection we address this issue. It would be good if our analysis allows both the use of a generic model of the conditional mean of the process and robust forecasting around that model. Specifically, we would like to assume that the forecaster has a preferred model of the conditional mean which is known (at least up to a finite vector of unknown parameters), and then discuss how our robust adaptive forecasting methods can be applied to the residual from such a model. This allows considerable generality, and in practice allows application to realistic conditional mean models such as the widely used AR model.
In the conditional mean framework, one has a generic forecasting model of the form
of the variable of interest x t that produces forecasts g(z t+1 ) based on a vector of predictor variables that may contain lags of x t , or other generated variables such as, e.g., dummies to account for structural change. The process y t in (2.34) is the part of x t unexplained by g(z t ). Assuming that the conditional mean function g has a known parametric structure up to an unknown finite dimensional parameter, fitting it to x t gives rise to a parametric forecasting model. Clearly, such a model can be misspecified and may suffer problems associated with the presence of structural change in x t , as discussed in the introduction. We will abstract from specification and estimation issues associated with g. This is because we wish to keep our discussion as general as possible and not related to the exact structure of g. Additionally, the presence of structural change in x t is likely to complicate considerably any rigorous analysis of estimators of the unknown parameters. Moreover, our analysis of forecasting y t will efficiently exploit any persistence remaining in y t . Hence, it is sufficient to assume that fitting the model g(z t ) to x t produces y t with an unspecified persistent structure that may combine dependence, trends and breaks. Once (2.34) is posited and the possibility allowed of suboptimal forecasts by g(z t+1 ) due to structural change, it is important to consider ways in which additional forecasting of y t may produce a superior forecast of x t . In principle, a fixed conditional mean function g could be extended to a time varying function, g t , known or estimated by any of the currently available methods in the literature. However, under ongoing structural change, the properties of such an estimator may be difficult to determine. In summary, for any given forecastx t of x t , based on information available up to time t − 1, we shall write x t =x t + y t , t = 1, · · · , T . Then we can use our robust methods to produce
. For example, we may setx t ≡ 0, and then y t = x t , t ≤ T . Alternatively, we can fit to the data, x t , some model of the form g(x t−1 , x t−2 · · · ) and after obtaining its estimate, g, we arrive atx t =ĝ(x t−1 , x t−2 · · · ). It may be the case, as it sometimes is in policy institutions such as central banks, that g orx t is obtained using informal judgements by policymakers. Note that any neglected dynamics or errors produced by such a fitting process will be accumulated in y t and used subsequently to forecast y T +1 .
Theoretical conclusions
We conclude this section by noting some important implications of our analysis.
First, the dominant tendency in the forecasting literature of using models developed for nonforecast purposes, such as to generate impulse responses or policy analysis, may be counterproductive. Our arguments suggest that if good forecasting is the aim, then forecasting by averaging or appropriately downweighting past data, without engaging in further modelling, is a viable strategy.
Second, appropriately downweighting past can provide a general approach for handling trends of any nature. Our theoretical results show that this method applies for stochastic, linear or nonlinear deterministic trends and structural breaks without knowledge of the nature of the trend. It is therefore a tractable method for forecasting the levels of apparently nonstationary processes. As a result it bypasses difficult problems of combining appropriate detrending of level series with the subsequent forecasting of stationary processes. Importantly, the proposed forecasting approach continues to be valid if a series is actually stationary.
Finally, while theoretical results, such as, e.g., Remark 1, and small sample evidence indicate that an exponential kernel has theoretical advantages over a rolling window and is a very good choice in general, in a particular empirical application another kernel function may still be preferable. It is then worth noting that the MSE minimisation procedure determining the rate of downweighing past data can be used to select the kernel function, K, that produces the lowest MSE, among a set of admissible kernel functions.
Monte Carlo study
In this section we explore the finite sample performance of the forecasting strategies discussed in the previous section. We consider Monte Carlo experiments for the forecast of y T +1 based on the sample y 1 , · · · , y T for a number of specific designs for the simple location model (2.1) with β t following a variety of processes analysed in the previous section. We also consider a variety of models with short memory dynamics. We analyse one-step ahead forecasts where the benchmark is the sample mean forecastŷ benchmark,T +1 = T −1 T t=1 y t or an autoregressive AR(1) forecast. The benchmarks disregard the possibility of structural change. We also consider a benchmark of the last available observation forecast, optimal when the process is a random walk. We compare the performance of the various forecasts in terms of relative MSE.
Design: data generating processes. We consider the following location shift model (2.1) for generating the data:
where u t is either a standard normal IID(0, 1) noise, or an AR(1) process with parameter ρ = 0.7 or -0.7 and standard normal i.i.d. innovations. The process β t is either a deterministic or stochastic trend, or a process with a break in the mean. We consider the following data generating processes, denoted in tables as Ex1-Ex12:
where v t is a standard normal IID(0, 1) sequence. This selection of deterministic trends provides a variety of shaped functions driving the structural change in the unconditional mean of y t .
Ex1 is the case of no structural change. Here, as long as the noise u t is an i.i.d. or very weakly dependent process, the benchmark sample mean forecast should do best, and the robust methods at most should not lag far behind the benchmark. If u t is a dependent process with persistent autoregressive dynamics then the AR benchmark should do best. Further, in this case, the robust forecast with EWMA weights should outperform the sample mean benchmark and rolling window (see Remark 1). Theory indicates that the exponential weights should outperform the rolling window, but it leaves open the possibility that the rolling window can outperform the benchmark when a stationary process y t becomes persistent.
The functional form in Ex2 and Ex3 is a linear monotonic trend. While such trends may be unrealistic, at least for processes which have been detrended by applying filters or differencing, they provide a useful benchmark. Further, these trends are sufficiently subtle and minor to be swamped visually by the noise process. We consider different values for the variance of the noise process to explore such effects. The purpose of Ex4 is to introduce a break in the mean, to see if our robust methods can help under traditional structural change specifications. The break occurs at time t 0 = T /2, and the post-break time is greater than √ T , as required by the theory. Hence the break is not 'too recent' and it will be taken into account by the robust forecasting method, leading to significant improvement of forecast quality comparing to full sample benchmarks. Moreover, the effect is amplified by the increase of dependence in the error process u t .
Functions in Ex5 and Ex6 represent smooth cyclical bounded trends. These are more likely to remain after standard detrending and provide a realistic scenario. Moreover, wider oscillation of the trend in Ex6 relative to the variance of the noise process seems to lead to a stronger deterioration of the performance of the benchmark.
Next, Ex7 and Ex8 deal with a bounded stochastic trend β t which is relevant for popular time-varying coefficient specifications in the macroeconometric and forecasting literature, while Ex9 and Ex10 deal with a random walk (unit root) process, observed under noise. Finally, Ex11 and Ex12 consider two versions of a standard random walk model, differing only in the persistence of the noise processes.
Forecast methods
We examine the robust forecasting methods using three classes of parametric weight functions.
Rolling window. This uses flat weights,
giving equal weight to recent data and zero weight to older data. We denote it in the tables below by Rolling H where H is the window size.
Exponential (EWMA). This uses weights w tj,ρ = ρ t−j / t−1 k=1 ρ k , 1 ≤ j ≤ t − 1, with 0 < ρ < 1. Here the main weight is placed on the last few data points, downweighting others to zero exponentially fast when ρ is small, and more equally when ρ is close to 1. We refer to this as Exponential ρ.
Polynomial method. This uses weights
The past is downweighted at a slower slower rate than with exponential weights. We refer to it as P olynomial α.
Methods with fixed tuning parameters. We consider forecasts with both fixed values of H and ρ, and data selected valuesĤ,ρ andα for the tuning parameters. With polynomial weights we do not examine the fixed value cases. We set H = 20, 30 for rolling window and for exponential weights ρ = 0.99, 0.95, 0.9, 0.8, 0.7 and 0.5. Using fixed values allows us to compare the performance of the forecast with a data-tuned parameter with the best (smallest Monte Carlo forecast MSE) among the fixed cases. Our objective is to verify in simulations that these two MSEs, ω T,Ĥ and ω T,Hopt , are comparable, as indicated by Corollaries 1 to 3.
Nonparametric method. We also consider the nonparametric forecast method as in (2.30) and (2.31) based on the nonparametric weighting scheme. The corresponding results are referred to as Nonparametric.
Rolling (k,Ĥ) method. This is the rolling window forecast wherek andĤ are selected minimising Q T,kH in H and k as in (2.32), referred to as Rolling (k,Ĥ).
Averaging method. The final robust method we examine is the averaging method of rolling window forecasts over different periods advocated by Pesaran and Timmermann (2007) :
It combines rolling window forecasts of y T +1 using all possible windows that include the last available observation. A characteristic of this method is that it does not require selection of any tuning parameters apart from the mimimum sample size used for forecasting, which is usually of minor significance. We refer to this as Averaging.
Dynamic weighting method. This uses the weights defined in (2.33) with p = 1 and exponential K. We refer to it as Dynamic weighting.
Residual methods. We apply three methods to forecast x t = g(z t ) + y t , t = 1, · · · , of (2.34). They fit to x t the AR(1) dynamics g(z t ) = φx t−1 and forecast residuals y t by either a parametric or nonparametric method. The forecast of x t+1 based on x 1 , · · · , x t isx t+1 =φx t +ŷ t+1|t,Ĥ .
Exponential AR method. It estimates the autoregressive parameter φ and the tuning parameter H jointly by minimising the forecast error Q T,H = Q T,Hφ computed using y t = x t − φx t−1 with exponential weights. We refer to it as Exponential AR.
The other two methods are two-stage methods, where the autoregressive parameter φ at x t−1 is estimated by OLS separately from the parameters associated with forecasting y t .
Exponential residual method. It forecasts residualsŷ t = x t −φx t−1 using exponential weights producingĤ and the forecastŷ t+1|t,Ĥ . We refer to it as Exponential Residual.
Nonparametric residual method. It forecasts residualsŷ t = x t −φx t−1 using the nonparametric forecast method. We refer to it as Nonparametric Residual.
Monte Carlo results
We choose a particular forecast starting point at time t 0 by any given method. Then one-step ahead forecasts y t 0 |t 0 −1, H , · · · , y t|t−1, H , t = t 0 , ..., T , are computed. The forecast evaluation period ends at T . Note that all forecasts for t are produced using only information up to t − 1. To compare different forecast methods, as the performance criterion we use the forecast MSE relative to the benchmark of the sample mean of all data (M SE RR ). For method i, we compute
t|t−1 − y t ) 2 and define the relative M SE RR = M SE i M SE 0 where M SE 0 corresponds to the benchmark forecast by the sample mean. For all experiments, forecasting starts at t 0 = 100, and the sample size is T = 200. M SE RR below unity shows that the forecast method outperforms the sample mean. We carry out 200 replications and report the average M SE RR over these.
The relative MSE for models Ex1 to Ex12 obtained with our forecasting methods with dataselected and fixed tuning parameters are reported in Tables 1-3. In Table 1 , the noise u t is an i.i.d. Tables 2 and 3 , the u t are dependent variables, generated by stationary AR(1) processes with parameters ρ = 0.7 and ρ = −0.7 and i.i.d. standard normal innovations respectively. The first column, labelled Ex1, corresponds to the stationary case y t = u t . In the i.i.d. case, as expected, the sample mean outperforms the forecasts for each method, especially those penalised by the loss of information from strong discounting. However, for sufficiently dependent u t , discounting improves the forecast as indicated by Remark 1.
For the other experiments, in almost all cases, downweighting beats the sample mean in the sense that the M SE RR is considerably below unity. Further, the full sample autoregressive model although better than the sample mean forecast in the majority of cases is also beaten by downweighting methods in several cases, particularly where there is a location shift or autoregressive dynamics. Generally, all these methods are useful, including the rolling window and averaging method. In the case of a fixed tuning parameter, for the model with a strong trend, the largest reduction of M SE RR comes from the exponential weights with the highest discount rates. Although the tuned exponential weights are not the best, they are where they should be according to theory: comparable to the best fixed value methods and never among the poor performers. Note, e.g., that the exponential weights with a ρ = 0.9 fixed discount can perform both very well and considerably worse than the tuned exponential weights in a number of cases, illustrating the importance of data-dependent tuning. Given that optimal fixed ρ for exponential weights cannot be observed in practice, our simulation study suggests the efficiency and usefulness of data based downweighting. The nonparametric method similarly offers a powerful alternative, for i.i.d. noise u t slightly beating the tuned parameter methods in many cases. However, being designed for an i.i.d. noise u t , in case of a dependent AR(1) noise this method is outperformed by the parametric tuning methods, unless coupled with an initial AR correction. It is also worth mentioning that while the benchmark full sample AR forecast is a good competitor in many cases, there are circumstances such as, for example, i.i.d. noise or autoregressive noise with negative autoregressive coefficients where it can perform considerably worse than robust downweighting methods.
Comparing exponential, rolling window and polynomial methods, the exponential method outperforms rolling windows while the latter beats polynomial windows when the noise u t is dependent and is outperformed by it when the noise is i.i.d. The averaging method outperforms the benchmark but is beaten by the rolling windows with data selectedĤ. The rolling window forecast using a data dependent window,Ĥ, and an evaluation period [k, T ], is equivalent to a rolling window withĤ and k = 1 under the i.i.d. noise, but outperforms it when the noise, u t , is dependent.
It is worth noting that, in applications, one could select from a set of available forecasts with data dependent and fixed discounting rates, the one minimising the criterion function Q T,H of (2.5), and respectively, the forecast MSE, ω T,Ĥ ∼ Q T,Ĥ . This possibility illustrates the wide relevance of our cross-validation approach.
In summary, the results suggest that robust forecasting methods with data selected parametric downweighting are effective in the face of a variety of types of structural change, and in some cases prevent significant errors. For models with i.i.d. noise, nonparametric methods can be very effective. Further, exponential AR and residual methods seem to provide a very effective way to forecast under structural change in the presence of substantial short run dynamics, and are likely to be preferable to the simpler methods that do not allow for short run dynamics. It remains to be seen in the next section whether our proposed methods are effective in practice. 
Empirical illustration
In this section we examine how our methods would have fared when applied to a wide range of US quarterly data series. 3 We are not trying to establish the best methods for particular data series, but instead to get an impression of whether the issues identified above are important in practice.
Although not required with our methodology, so as not to disadvantage the simple location and an AR(1) benchmarks in all cases we transform series to stationarity. We use data on 97 US series for the US, taken from Eklund, Kapetanios, and Price (2010) . The dataset includes real activity, prices and financial variables among others. Appendix C of Eklund, Kapetanios, and Price (2010) lists the series. The data span 1960Q1 to 2008Q3. We evaluate one step ahead forecasts over a long period starting in 1992Q2 and ending in 2008Q3. For each series, we compare MSEs to those from the full sample benchmark simple location and AR(1) models. 4 The robust methods we report are those in the Monte Carlo study, and include rolling window forecasts, averaging across estimation periods, exponentially weighted moving average forecasts, polynomially weighted moving average forecasts and forecasts produced using nonparametric weights and residuals. Table 4 contains the results. We report the median and mean M SE RR relative to the full 3 We take no account of real-time data revisions. 4 The simple location model benchmark is the baseline model in our exposition and can perform well as a parsimonious forecasting strategy. The AR(1) is a standard forecast benchmark, and often the first lag is the critical one in AR forecasting. Elliott and Timmermann (2008) note that it is difficult to outperform simple approaches, such as a parsimonious autoregressive model, that tend to generate relatively smooth and stable forecasts, without being subject to too much parameter estimation error. We also investigated an AR(p) benchmark, where p is chosen by the Bayesian information criterion, but found that both median and average forecast MSE, over all the series we consider, were higher compared to the AR(1) model. sample mean (equal weight) benchmarks. We also include the minimum and maximum M SE RR . DM1 and DM2 report the number of significant Diebold-Mariano tests where the null is equality of the downweighting method and the benchmark. The alternative for DM1 is that the benchmark is the better forecast, and for DM2 that the downweighting method is superior. As in most cases for one of the two comparator models a form of rolling estimation is involved, the use of this test is valid (Giacomini and White (2005) ).
In almost all cases, the data-dependent downweighting methods beat the sample mean benchmark. The median reduction in the optimised EWMA downweighting forecast is large, reaching over 30%. But this simple benchmark will not usually be applied in practice, as typically forecasts accounting for some dynamics are employed. Thus of much more interest is the more challenging AR benchmark.
The median statistics with respect to the AR model are typically greater than one, showing that the proposed methods fail to outperform a full sample AR. The natural interpretation of this is that only a minority of series suffer from structural change. Notwithstanding this, we note that the optimised exponential and the exponential AR beat the benchmark at the median, and elsewhere the forecast performance penalty at the median is small. This is particularly true for the dynamic methods (dynamic weighting and residual methods). The implication is that in this sample our methods are safe to use, in the sense that typically they will be, at worst, only slightly inferior to a full sample AR benchmark.
In many cases, a relatively high fixed discount rate in the EWMA does well, although not on average beating the AR benchmark. But in some cases they do poorly. Note that even where the number of significant DM2 tests is high (favouring the downweighting method) the number of significant DM1 cases is invariably higher (see e.g. EWMA for ρ = 0.90 and 0.95). The point, of course, is that one fixed weight is unlikely to be right for all series. The data-dependent and fixed window rolling method also does poorly, as does the averaging method. Neither are the nonparametric and optimised polynomial methods particularly successful. But by contrast, in general the optimised EWMA downweighting and dynamic models (the dynamically weighted and residual based methods) do well, and we concentrate our discussion on these.
The mean M SE RR of the optimised EWMA and dynamic methods is uniformly below the median, indicating that there is a predominance of well performing models and that sometimes, when structural change occurs, there are very large benefits to be had from the use of our proposed methods relative to an AR benchmark. The mean reduction in MSE is large enough to be practically important. In the best cases, for the dynamic models the improvement is sensational, with MSEs of less that 0.07. The exponential method is also an outstanding performer. In the worst cases, the optimised EWMA and the dynamic methods have MSEs between 1 and 1.5. While large, these are generally much lower than for the non-optimised (fixed tuning parameter) methods. These impressions are confirmed by formal tests. For the data-dependent exponential and the dynamic models in between 18 and 23% of cases the proposed method is significantly better than the AR benchmark, with less than 5% of cases where the benchmark is significantly better than the proposed robust method. This is strong evidence in support of the practical utility of data-dependent downweighting dynamic models. Table 5 reports the series where the outperformance is most pronounced. It includes the 20 series with the smallest MSEs compared to the AR(1) for optimised Exponential and Exponential AR methods. There are very large improvements relative to the benchmark for all of these series, which are never unimportant practically and in some cases dramatic. The methods are particularly useful for forecasting spreads and inflation series. This is further strong evidence supporting the use of the optimised EWMA and dynamic methods.
Conclusions
Forecast methods that are known to be robust to historical structural change have been recently found to be useful forecasting tools under ongoing structural change. They include rolling regressions, forecast averaging over different windows and exponentially weighted moving averages. However, the typical practice of setting a priori the degree of downweighting older data is suboptimal by its nature. The alternative approach suggested here indicates that, although we do not know the structure of the model and the nature of structural change, we can make the choice of the tuning parameter data-dependent and select it by cross-validation using in-sample forecast performance. Such discounting has a number of attractive properties. It minimises asymptotic forecast MSE over the class of parametrically weighted moving average forecasts. Rather remarkably, it allows also the evaluation of the forecast error, and provides a framework for a number of new developments for forecasting under ongoing structural change. Both theory and small sample evidence suggest that exponential weighting may be most helpful and efficient, and that data selected tuning can provide a useful framework for avoiding large forecast errors. An especially useful finding is that our methods coupled with simple dynamic modelling, such as a low-order autoregressive structure, can provide great improvements over standard forecasting methods in the presence of structural change, while having small costs in its absence. The simulation study and the empirical exercise using a large number of US macroeconomic series show that fixed discount EWMA weighting, with a low discount rate, is often good, but is outperformed consistently by the data selected downweighting. Not all series exhibit breaks, but in many cases forecast performance is enhanced substantially and significantly relative to a full sample AR forecast, without a large penalty in other cases. Overall, we find strong support for our approach, motivated by the impossibility of knowing the optimal degree of discounting ex ante.
A Appendix: Proofs
A.1 Proof of Theorems 1-3 and Corollaries 1-4
In this section we establish the claims of Theorems 1-3 about Q T,H and ω T,H for y t = β t + u t , with β t following models (b1) to (b6). The proof of Theorems 1-3 follows the main steps outlined below. Write
We will approximate Q T,H and ω T,H by Q (apr)
respectively, where w j,H 's are as in (2.8), setting T 1 = T 0 T −δ/2 . Recall that H max = T 0 T −δ . Thus, T 0 /H max = T δ , T 1 /H max = T δ/2 and T 1 /T ≤ T −δ/2 . Lemma A.1 below implies that uniformly in H:
The proof of Theorems 1-3 is based on (A.1) and the following properties of Q T,H −σ 2 T,u . For each of the cases (bi), i = 1, · · · , 6, we will find deterministic approximating functions Γ 
T,H ).
Functions Γ (i)
T,H and r
T,H i = 1, · · · , 6, are as follows. Γ
(1)
T,H = H, λ
(2)
T,H = HT −1 + H −1 , λ
T,H = λ
(3)
T,H = H 2 , λ
T,H = (H/T ) 2 + H −1 , λ
T,H = λ 
T,H = G τ,H HT −1 + λ u H −1 . We defineΓ T,H , where δ g , δ g and λ
T,H are the same as in Theorem 3 (i-iii). We will use the functions λ 
where r
(3) o(1) ), which completes the proof of (2.26).
Proof of Corollary 1. Suppose that q u,H reaches its minimum c 0 = q u,H 0 at some finite H 0 . Then (2.12) implies that Q T,Ĥ = c 0 + o(1), ω T,Hopt = c 0 + o(1), which in turn implies ω T,Ĥ = Q T,Ĥ + o(1) = c 0 + o(1). Hence, ω T,Ĥ = ω T,Hopt + o(1) and Q T,Ĥ = ω T,Ĥ + o(1). This proves (2.13).
If q u,H reaches its minimum at infinity, then by (2.12)Ĥ ∼ H max . Recall that by definition H max is of larger order than T 1/2 . Then (2.12) implies that Q T,Ĥ =σ 2 Proof of Corollary 2. For β t as in (b2), property (2.17) of Q T,H shows thatĤ stays bounded. Then (2.19) follows by the same argument as in Corollary 1.
For β t as in (b3), if q u,H reaches its minimum c 0 = q u,H 0 at some finite H 0 , then (2.18) implies thatĤ stays bounded, and Q T,Ĥ = c 0 +o(1), ω T,Hopt = c 0 +o(1) and ω T,Ĥ = Q T,Ĥ +o(1) = c 0 +o(1). This yields (2.20).
If q u,H reaches its minimum at infinity, then the relation Then, the approximations of Q T,H and ω T,H in (2.24) coincide, and (2.27) follows using a similar argument as in the proof of Corollary 1.
For β t as in (b5), if q u,H reaches its minimum c 0 = q u,H 0 at some finite H 0 , then (2.25) implies thatĤ stays bounded, and Q T,Ĥ = c 0 +o(1), ω T,Hopt = c 0 +o(1) and ω T,Ĥ = Q T,Ĥ +o(1) = c 0 +o(1). This verifies (2.28).
If q u,H reaches its minimum at infinity, then, the relation (H/T ) 2 q 
To verify the latter, select > 0 such that
To complete the proof of (i), we need to evaluate ω T,Ĥ given by (2.26). By Assumption 1 K(x) ≤ C exp(−c|x|), and therefore Note that τ = o(τ * ). By (2.26), inf H∈I * T q (6) (1)). Next we show that the minimum in I * * T is of smaller order than in I * T . Let H ≥ τ * . Then τ /H → 0, which combining with
. This shows that the minimum in I * * T is reached by largest possible H and is smaller then the minimum in I * T . HenceĤ is not affected by the break,Ĥ/ √ T → ∞, and Q T,Ĥ =σ 2
. This completes the proof of the corollary.
A.2 Lemmas
This section includes three lemmas used to prove Theorems 1-3.
Lemma A.1 If weights w tj and u t 's satisfy Assumptions 1 and 2, and β t is as in (b1)-(b6), then E sup
Proof. We start with the first claim in (A.5 
To show the second claim in (A.5), note that in models (b1)-(b6), 
, and by stationarity of u t ,
First we analyze m u,T H and v u,T H . By definition,
where (A.9) holds by (A.34). Case Notice that ζ t := ∇β t = β t − β t−1 ∼ I(0) is a stationary process and γ β,jk :
Since β j − β 0 = j l=1 ζ l , then (see e.g. Proposition 4.4.1 in Giraitis, Koul, and Surgailis (2012) ), γ β,jj ∼ js 2 ∇β , j → ∞, We present Case (b5) first as it provides results for Case (b4). Case (b5). Let β t = g(t/T ). We will verify that 
β,H | = o H (1), which proves the first claim in (A.12). To show (a), recall that g has two bounded derivatives. Thus, by The second claim of (A.12) follows using a similar argument. The third claim follows noting that ( ∞ j=1 w j,H (j/H)) 2 → κ 3 , by (A.33). Case (b4). Let β t = tg(t/T ). Applying (A.12) to β t = (t/T )g(t/T ) we obtain, m β,T H = q Case (b6). We will verify that 
β,H , observing that for t 0 ≥ T 0 one has β t − β t−j = 0 if t < t 0 or j < t − t 0 , and taking into account (A.29). The same argument and definition of v β,T H imply the equality of the second claim. To show the third claim, observe that t 0 ≥ T 1 and (A.29) imply t=T 0 ( T 1 j=1 w j,H β tj )( T 1 k=1 w k,H u tk ). We will show that in cases (bi), i = 2, · · · , 6, E sup Case (b4)-(b6). Here (A.16) trivially holds because β t is non-random.
Proof of (A.17). Write J βu,T H = T 1 j,k=1 w j,H w k,H S βu,T,jk where S βu,T,jk := T −1 n T t=T 0 β tj u tk . Since Eu t = 0, and β t and u t are mutually independent, then ES βu,T,jk = 0. First, we show that Case (b2). Here, r
T,H = H. Then (r
T,H ) −1 w j,H w k,H ≤ (H −1 w j,H )w k,H ≤ Cj −2 k −1 by (A.31). By (A.11), Eβ 2 tj ≤ Cj. Therefore, D 2 j ≤ CT j, and E|S βu,T,jk | ≤ CT −1 D j ≤ CT −1/2 j 1/2 , which verifies (i) and (ii).
Case (b3). Observe that r
T,H ≥ HT −1 + H −1/2 ≥ T −1/2 , because |a| + |b| ≥ |ab| 1/2 . Hence, (1/r
T,H )w j,H w k,H ≤ T 1/2 w j,H w k,H ≤ CT 1/2 (jk) −1 . Next, since β t = T −1/2β t , then E|S βu,T,jk | = T −1/2 E|Sβ u,T,jk | ≤ T −1 j 1/2 by the same argument as in (b2). Since T 1 /T ≤ T −δ/2 for j ≤ T 1 , and T −1 j 1/2 ≤ T −1/2 (T 1 /T ) 1/2 ≤ T −1/2−δ/4 , this verifies conditions (i) and (ii).
Case (b4). Here, r
T,H = H 2 . Hence, by (A.31), (1/r
T,H )w j,H w k,H = (H −2 w j,H )w k,H ≤ Cj −3 k −1 . In addition, by the mean value theorem, |β tj | = |tg(t/T ) − (t − j)g((t − j)/T )| ≤ Cj. Thus, D 2 j ≤ Cj 2 T and by (A.21), E|S βu,T,jk | ≤ CT −1 (j 2 T ) 1/2 = CjT −1/2 , which verifies conditions (i) and (ii).
Case (b5). Observe that r
T,H = (H/T ) 2 +H −1 ≥ H 1/2 T −1 . Hence, by (A.31), (1/r
T,H )w j,H w k,H ≤ T (H −1/2 w j,H )w k,H ≤ CT j −3/2 k −1 . In addition, by the mean value theorem, |β tj | = |g(t/T )−g((t− j)/T )| ≤ CjT −1 , so D 2 j ≤ Cj 2 T −1 and by (A.21), E|S βu,T,jk | ≤ CT −1 (j 2 /T ) 1/2 = CjT −3/2 ≤ Cj 1/2 T −1 (T 1 /T ) 1/2 ≤ Cj 1/2 T −1−δ/4 for j ≤ T 1 , verifying (i) and (ii).
Case (b6). Here, r
T,H = (H/T ) + H −1 ≥ T −1/2 . Hence, by (A.31), (1/r
T,H )w j,H w k,H ≤ T 1/2 (jk) −1 , while D 2 j = T t=T 0 β 2 tj ≤ t 0 +j t=t 0 (β t − β t−j ) 2 ≤ ∆ 2 j. Then, by (A.21), E|S βu,T,jk | ≤ CT −1 j 1/2 ≤ CT −1/2 (T 1 /T ) 1/2 ≤ CT −1/2 T −δ/4 , verifying (i) and (ii). This completes the proof of (A.17).
Proof of (A.18). Let w j,H := w j,H − w j+1,H , j = 1, · · · T 1 − 1, w T 1 ,H := w T 1 ,H , β tj = j s=1 u t−s , j = 1, · · · , T 1 and h T := T 1 j=1 w j,H . Using summation by parts, write T 1 j=1 w j,H u t−j = T 1 j=1 w j,H β tj . Then, T 1 j=1 w j,H u tj = h T u t − T 1 j=1 w j,H u t−j = h T u t − T 1 j=1 w j,H β tj , and , it suffices to verify conditions (i) and (ii) of (A.19) for the weights w j,H . We can bound |H 1/2 w j,H H 1/2 w k,H | ≤ C(jk) −3/2 which follows using (A.31) for j, k < T 1 and (A.29) for j = k = T 1 . Moreover, since β tj = t−1 s=t−j u s , then by (A.24) of Lemma A.4(ii), E S β β ,T,jk − ES β β ,T,jk ≤ δ T (jk) 1/2 with δ T = o(log −2 T ) , which verifies (i) and (ii).
To show (A.23), we use the bound H|w j,H | ≤ Cj −1 which follows from (A.31) and (A.29). Then H|J β u,T H −EJ β u,T H ≤ T 1 j=1 H|w j,H |T −1 n T t=T 0 (β tj u t −Eβ tj u t ) ≤ C T 1 j=1 j −1 T −1 T t=T 0 (β tj u t − Eβ tj u t ) =:J T . By (A.25) of Lemma A.4(ii), E T −1 T t=T 0 {β tj u t − Eβ tj u t } 2 ≤ CT −1 j. Hence, EJ T ≤ C T 1 j=1 j −1 (T −1 j) 1/2 ≤ C(T 1 /T ) 1/2 → 0, by definition of T 1 , which proves the first claim of (A.23). To show the second claim, notice that Eσ 2 T,u = σ 2 u , and 1 − h 2 Proof. A short memory process u t can be written u t = ∞ s=0 a s ε t−s , see (2.10), where ε j is an i.i.d.(0, σ 2 ε ) noise, and k∈Z |γ u (k)| < ∞. Set for simplicity, a j = 0, j ≤ −1, so u t = s∈Z a t−s ε s . Then β tj = t l=t−j+1 u l = s∈Z ( t l=t−j+1 a l−s )ε s . Hence, P T,jk = T −1 n T t=T 0 β tj β tk = s,i∈Z B T,si ε s ε i , B T,si := T −1 T t=T 0 ( t l=t−j+1 a l−s )( t v=t−k+1 a v−i ).
By Lemma 4.5.1 of Giraitis, Koul, and Surgailis (2012) , if an i.i.d. noise ε t has finite forth moment, then a quadratic form P T := s,i∈Z θ si ε s ε i with weights θ si satisfies E(Q T −EQ T ) 2 ≤ C s,i∈Z θ 2 si , where C does not depend on θ si 's. Hence, E(P T,jk − EP T,jk ) 2 ≤ C s,i∈Z B 2 T,si = CT −2 T t ,t=T 0 E[β t j β tj ]E[β t k β tk ] =: Cq T . (A.26)
Write q T = T −2 T t ,t=T 0 : |t −t|≥T 1 +T [· · · ] + T −2 T t ,t=T 0 : |t −t|<T 1 +T [· · · ] = q 1,T + q 2,T , where > 0 is a small number. To prove (A.24), it suffices to show that q i,T ≤ δ 2 T jk, i = 1, 2.
