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SUMMARY 
This thesis is focused on establishing and demonstrating a statistical framework for the 
objective fusion of data acquired from multiscale experiments and multiscale models 
performed to understand and predict the intrinsic material behavior. What makes this 
difficult is that the experimental data often provides information only on derived quantities 
from the material response (only these can be measured at present) and not directly the 
parameters present in the physics-based multiscale materials constitutive models. 
Consequently, one has to use sophisticated statistical theories to estimate the values of the 
critically needed material parameters and quantify rigorously the implicit uncertainty in 
this quantification. A mathematical framework that addresses this gap and its unique 
capabilities are demonstrated through the extraction of single crystal elastic-plastic 
constants for thermodynamic phases present in the microstructure of a metallic alloy and 




CHAPTER 1. INTRODUCTION 
Continued development and application of physics-based multiscale materials models is 
largely hampered by the lack of protocols for reliably estimating the intrinsic material 
properties at the microscale (e.g., the grain-scale properties in modeling of polycrystalline 
materials). In recent years, instrumented indentation techniques have been demonstrated to 
be capable of providing consistent and reliable measurements at the lower length scales 
(up to submicron length scales) [1-5]. Although small-scale mechanical measurements are 
now quite reliable, it has not been a straightforward process to extract the intrinsic material 
properties from such measurements. As specific examples, there is a lack of protocols to 
estimate the values of the single crystal elastic constants and the critical resolved shear 
strengths along with their associated uncertainties from the instrumented nanoindentation 
measurements.  
Currently employed strategies for extracting intrinsic material properties from indentation 
tests have generally involved the calibration of physics-based finite element (FE) models 
of these tests to the corresponding set of experimental measurements [6-9]. These protocols 
are much more robust when the calibration is attempted in the form of the normalized 
indentation stress-strain curves as opposed to directly matching the load-displacement 
curves [10]. This is mainly because the initial elastic response and the elastic-plastic 
transition occur over a very short early portion of the load-displacement curve that is not 
easily identified and isolated, resulting in a very high sensitivity of the extracted values of 
the intrinsic material properties to small changes in the calibration procedures.  
 2 
One of the central bottlenecks in addressing the critical gap identified above comes from 
the fact that the forward model connecting the intrinsic material properties of the material 
to their corresponding indentation stress-strain responses requires the execution of a 
computationally expensive finite element (FE) model of the indentation test [8-11]. Since 
the solution of the inverse problem formulated above requires many forward solutions, 
there is a critical need for a clever strategy. One such strategy involving a two-step protocol 
has been formalized: (1) Establish a surrogate model for the computationally intensive FE 
simulations; (2) Use inverse methodologies to calibrate intrinsic material parameters given 
available experimental data.  
The main difficulty with the two-step protocol described above lies in building the reduced-
order model (i.e., step (1)). Because of the need to cover a large space (for example for 
extracting single crystal elastic constants, the input space of interest is the product space 
spanning all combinations of the single crystal elastic constants, 𝐶"", 𝐶"#, 𝐶$$, and all 
possible grain orientations), one needs to generate a large amount of the FE simulation data 
in order to establish a high-fidelity reduced-order model. The difficulty of this task is 
amplified significantly in dealing with hcp crystals, where the numbers of the intrinsic 
properties is significantly larger (for example, modeling the elastic deformation in hcp 
crystals requires specification of five independent single crystal elastic constants). 
Obviously, the uncertainty associated with predictions from the reduced order model is 
variable with respect to the coverage of the large space of input parameters. In such cases, 
one needs to examine carefully where one should produce additional simulations in order 
to best improve the reduced order model. This kind of a rational approach for deciding 
where to generate new data points is critical for situations where data generation is 
 3 
expensive (as is the case with the FE simulations of the spherical indentation for the present 
case study). Once the strategy for establishing a reduced-order model is developed and 
validated, the main remaining challenge come from the efficient execution of the 
experiments (i.e., step (2)). 
The experimental component of step (2) of the protocol involves conducting indentation 
measurements in grains of different orientations. A typical strategy for this task has been 
to perform as many indentation experiments in as many grains as possible [8,12]. The only 
guidance one typically gets is to select grains orientations that ensure a roughly uniform 
coverage of the fundamental zone of the relevant orientation space (defined based on the 
crystal symmetry) [1,13]. Here is where an optimal design of experiments strategy might 
prove to be very beneficial. As a specific example, a properly designed strategy can inform 
the experimentalist on the following questions: (i) Amongst the available grain orientations 
on the sample, which orientation is likely to offer the most valuable information in 
improving the estimates of the intrinsic material properties of interest? (ii) When should 
one stop doing more tests?  The answers to these questions have the potential to improve 
the reliability of the extracted values of the intrinsic material parameters of interest, while 
minimizing the number of experiments conducted.  
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CHAPTER 2. EXECUTIVE SUMMARY 
 This chapter provides an executive summary which serves as an overview of the 
remaining chapters of this thesis. The aforementioned chapters include publication quality 
material from the candidate’s cohesive body of work. The executive summary summarizes 
the general methodologies consistently applied throughout the chapters and selected 
findings from the candidate’s research.  
2.1 Importance 
The lack of robust strategies for extracting reliable values of the intrinsic material 
parameters from related experimental measurements is currently one of the central 
bottlenecks in the advancement of multiscale materials modeling capabilities (e.g., the 
grain-scale properties in modeling of polycrystalline materials). In recent years, 
instrumented indentation techniques have been demonstrated to be capable of providing 
consistent and reliable measurements at the lower length scales (up to submicron length 
scales) [2,4,5,14,15]. Although small-scale mechanical measurements are now quite 
reliable, it has not been a straightforward process to extract the intrinsic material properties 
from such measurements. As specific examples, there is a lack of protocols to estimate the 
values of the single crystal elastic constants and the critical resolved shear strengths along 





2.2.1 Simulated Spherical Indentation Stress-Strain Curves 
Currently employed strategies for extracting intrinsic material properties from indentation 
tests have generally involved the calibration of physics-based models (e.g. finite element 
(FE) models) of these tests to the corresponding set of experimental measurements [6-9]. 
In this regard, it has been pointed out in recent work [10], that these protocols are much 
more robust when the calibration is attempted in the form of the normalized indentation 
stress-strain curves as opposed to directly matching the load-displacement curves. The 
spherical indentation stress-strain analyses protocols developed previously will be briefly 
summarized here. 
 
Figure 2.1 Simulated Indentation Stress Strain Curve using Finite Element Simulations from Prior 
Work [16]. 
 6 
These protocols are based on the relationships initially established by the elastic, 
frictionless, contact between two isotropic, homogenous bodies with quadratic surfaces by 










 𝑎 = 5𝑅%&&ℎ% (2.2) 
where 𝒫 is the indentation load due to the elastic indentation displacement, ℎ%. In Equation 
(2.1)  𝑅%&& denotes the effective radius of the indenter-sample system, and 𝐸∗ is the 
effective indentation modulus. Although the measured 𝐸∗ generally reflects the effective 
indentation modulus of the indenter-sample system, one can account for the elastic 
deformation in the indenter itself and recover the indentation modulus of the sample alone 
[17]. The corresponding distance to the edge of contact between the indenter and the 
sample surfaces is given by contact radius, 𝑎, shown in Equation (6.2). In order to transform 
indentation load-displacement data into meaningful indentation stress-strain curves, 
suitable measures of indentation stress, 𝜎()*, and indentation strain, 𝜀()*, have previously 












These measures are meant to represent effective volume-averaged quantities in the primary 
deformation zones underneath the indenter. We note ℎ∗ generally reflects the total 
indentation depth of the entire indenter-sample system and, similar to 𝐸∗, one can account 
for the effect due to the indenter in order to recover the indentation depth due solely into 
the sample. In the treatment presented here, it will be assumed that such corrections have 
been made, i.e., 𝐸∗ and  ℎ∗ denotes the indentation modulus and depth of the sample 
respectively. The main impediment in the determination of indentation stress and strain 
measures is that direct measurement of the contact radius, 𝑎, is often difficult. We note, 
when simulating the indentation experiment the computation of 𝑎 is best accomplished via 
elastic unloading segments [16]. Each unloading segment corresponds to a single data point 
for indentation stress-strain measurements. Therefore, the establishment of an indentation 
stress-strain curve corresponds to the simulation of a loading segment followed by multiple 
unloading segments. This process leads to a significant computational expense when 
simulating a full indentation stress-strain curve.  
Although the above protocols were initially developed considering the contact between an 
indenter and isotropic material system, subsequent work has extended such protocols to the 
extraction of meaningful indentation stress strain curves for anisotropic material systems 
[1,4,13,15]. In polycrystalline materials, the indentation stress strain curves measured 
within single grains of a particular thermodynamic phase of a given polycrystalline sample 
have been found to be a function of the direction of indentation relative to the local 
crystallographic grain orientation. In the aforementioned studies typically the indentation 
modulus,  𝐸∗, and indentation yield, 𝑌∗ (defined by a 0.2% indentation strain offset) are 
reported from experiment indents within multiple grains of a given polycrystalline sample. 
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2.2.2 Crystal Plasticity Material Model  
In order to extract intrinsic material parameters a suitable physics-based models which 
takes into relevant constitutive relations must be adopted. In order to simulate the single 
crystal deformation behavior under the indenter in an experiment, the CPFEM scheme 
developed by Kalidindi et al. [19,20] is adopted. In order to implement these schemes, a 
suitable description of the local deformation at the crystal level is adopted from previous 
works [19,20]. The local deformation at the crystal level is considered through the 
determination of the local plastic velocity gradient, 𝑳+, which is computed from the rates 
of shear deformation across multiple crystallographic slip systems [21]. 𝑳+ is related to the 
shearing rate across all 𝛼	slip	systems as  
 𝑳+ = ∑ ?̇?,, 𝑺-,,       𝑺-, = 𝒎,⨂𝒏, (2.5) 
where 𝑺-, is the Schmid tensor computed using the slip plane normal,  𝒏,,  and slip 
direction 𝒎,. The visco-plastic power law commonly used to model the slip activity on 
slip system 𝛼 due to an imposed resolved shear stress 𝜏, is given by 
 






Where ?̇?- is a reference shear rate, 𝑚 is the rate sensitivity parameter and 𝑠, is the 
resistance to slip of the 𝛼 system. We note the slip resistances, 𝑠, , are usually taken to 
evolve through time in accordance with a hardening law which takes into account the shear 
rates across all slip systems. In this work, only initial values of slip resistance are of interest. 
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2.2.3 Reduced order model of Indentation Finite Element Simulations 
The general mathematical form of the reduced-order model used to capture the dependence 
of an indentation property, 𝑃∗ on the local orientation 𝒈, and set of intrinsic material 
parameters, 𝝍  is adopted from prior work [7] as  
 











2𝜓8 − 𝜓8.() − 𝜓8.9:
𝜓8.9: − 𝜓8.()
 (2.8) 
where K/.(𝒈) denote the symmetrized Surface Spherical Harmonics basis over the relevant 
orientation space of interest, and P\0(	) denote a multivariate Legendre polynomial product 
basis. In other words, one can express P\𝒒(𝝍]) = P0!(𝜓_")P0"(𝜓_#)…P0#(𝜓_;), where 𝒒 =
(𝑞", 𝑞#…𝑞;) forms a multi-index array, each element of which is a nonnegative integer 
allowed to vary from 0 to the selected maximum degree,	𝑄, i.e., 𝑞8 ∈ [0, 𝑄]. The use of 
Legendre polynomials provides an orthonormal basis over the range [-1,1], for which each 
of the elastic constants are rescaled in accordance to Eqn. (2.8), where 𝜓8.9: and 𝜓8.() are 
the maximum and minimum values of the 𝑗-th elastic constant under consideration. 𝑀(𝑙) 
enumerates the spherical harmonics that implicitly reflect the inherent symmetries of the 
material system of interest [22,23]. The integers Q and L denote the truncation levels. It is 
emphasized here that the model form used denotes a Fourier representation using an 
orthonormal basis that has been previously shown to produce compact representations for 
mechanical responses of crystalline solids [7,10,24-27]. One of the central features of a 
 10 
Fourier representation is that the Fourier coefficients 𝐴/
.0 are completely independent of 
each other.  The goal of the reduced-order modeling tasks here is to estimate the values of 
𝐴/
.0, expressed in a vector notation as 𝑨, from the sparse amount of available data 
generated from the expensive FE simulations. 
2.2.4 Bayesian Inference 
Bayesian approaches treat model parameters as stochastic variables exhibiting a 
distribution of values. Most importantly, Bayes’ theorem allows one to update the 





𝑃(𝐷)  (2.9) 
where 𝑃(𝐴) denotes the prior belief (expressed as a distribution) on the values of the 
unknown model parameters, 𝑃(𝐷|𝐴) denotes the likelihood of sampling the observations 
𝐷 for specified values of the model parameters, and 𝑃(𝐴|𝐷) denotes the posterior (updated) 
belief on the values of the unknown model parameters given the observations 𝐷. The 
denominator 𝑃(𝐷) is generally referred as the probability of the evidence, and is often 
difficult to establish. However, it mainly serves as a normalization factor for the posterior 
distribution. Since the distributions are often defined with known normalization factors, it 
is often possible to skip the evaluation of 𝑃(𝐷) in practical implementations of the Bayes’ 
rule [28].    
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2.2.5 Bayesian Linear Regression 
The following protocol is used in the establishment of the reduced order models outlined 
in Section 2.2.3 of the indentation finite element simulation. Let the indentation properties  
generated from FE simulated database be denoted {𝑷<(.∗ , 𝚿<(. , 𝑮<(.} where 𝑃∗ ∈ 𝑷∗ 
denotes the set of indentation properties corresponding to the  𝝍 ∈ 𝚿 set of intrinsic 
material properties, and 𝒈 ∈ 𝑮 set of orientations. The ith observed value of the indentation 
property is modeled as being generated from a deterministic model, with added stochastic 
noise, as     
 𝑃(∗ = 𝑃V(∗(𝑨,𝝍( , 𝒈() + ε(, ε(~𝒩(0, 𝛽=") (2.10) 
where 𝒩(0, 𝛽=") denotes a normal distribution with a zero mean and a variance of 𝛽=". 
Note that the stochastic noise is assumed to be independent of location in the parameter 
space, i.e., homoscedastic. The likelihood for a set of 𝑁 independently observed 
indentation moduli can be established using the product rule as 
 




the model parameters 𝑨 are also treated as stochastic variables. The prior belief on these 
variables is assumed to be specified by a normal distribution with a zero mean and a large 
variance of 𝛼=" as  
 𝑝(𝑨|𝛼)~𝒩(0, 𝛼="𝑰) (2.12) 
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The application of Bayes’ rule to the problem at hand results in  
 
𝑝(𝑨|𝑷<(.∗ , 𝚿<(. , 𝑮<(. , 𝛼, 𝛽) =
𝑝(𝑷<(.∗ |𝑨,𝚿<(. , 𝑮<(. , 𝛽)	𝑝(𝑨|𝛼)
𝑝(𝑷<(.∗ |𝚿<(. , 𝑮<(. , 𝛼, 𝛽)
 (2.13) 
where 𝑝(𝑨|𝑷<(.∗ , 𝚿<(. , 𝑮<(. , 𝛼, 𝛽) denotes the posterior (updated) distribution on the 
model parameters. The denominator reflects the probability of the observed outcomes 
irrespective of the model parameters 𝑨 chosen, and can be described by the marginalization 
of the likelihood with respect to the model parameters as  
 
𝑝(𝑷<(.∗ |𝚿<(. , 𝑮<(. , 𝛼, 𝛽) = ~ 𝑝(𝑷<(.∗ |𝑨,𝚿<(. , 𝑮<(. , 𝛽)	𝑝(𝑨|𝛼)𝑑𝑨
𝑨
 (2.14) 
In a fully Bayesian approach, the precision parameters, 𝛼, 𝛽, may also be treated as 
stochastic variables [29]. This allows for a separate application of Bayes’ theorem 
expressed as 
 𝑝(𝛼, 𝛽|𝑷<(.∗ , 𝚿<(. , 𝑮<(.) ∝ 𝑝(𝑷<(.∗ |𝚿<(. , 𝑮𝒔𝒊𝒎, 𝛼, 𝛽)𝑝(𝛼, 𝛽) (2.15) 
Alternately, one can use point estimates from the maximization of the likelihood, denoted 
as 𝛼, 𝛽 . This is equivalently interpreted as the maximization of the evidence of the observed 
data in Eqn. (2.14) [30]. With this approach, the posterior distributions of model 
coefficients in Eqn. (2.13) can be solved analytically (while assuming normal distributions 
for the various variables involved) [31-33]. The updated posterior distribution computed 
using the approach described above is generally expected to be sharper (i.e., lower 
variance) compared to the prior belief. 
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2.2.6 Markov Chain Monte Carlo 
The sampling from a posterior distribution of intrinsic material parameters, 𝝍, for given 
experimental data, {𝑷%:C∗ , 𝑮%:C}, is accomplished using Markov Chain Monte Carlo 
(MCMC). 
 𝑝(𝝍|𝑷%:C∗ , 𝑮%:C) ∝ 𝑝𝑷%:C∗ 𝝍, 𝑮%:C𝑝(𝝍) (2.16) 
The goal of MCMC is to generate a Markov Chain which indirectly samples from the 
posterior distribution of interest as long as the number of samples drawn is very large. The 
Markov Chain is generated by the acceptance and rejection of a large number of transitions 
through the space of intrinsic material parameters based on an acceptance probability. In 
practice, a class of algorithms have been developed in order to define these transitions and 
are referred as Metropolis-Hastings algorithms [34]. For the proposed protocol, Single 
Component Metropolis Hastings (SCMH) is suggested, which considers component wise 
transitions [35]. In the algorithm below for a given step 𝑡, partial updates are performed for 
the sample 𝝍D for each component 𝑗 until all components are updated. 
The basic steps for the implementation of the SCMH algorithm are as follows: 
1. Initialize a starting point, 𝝍-, using the best available information 
2. Sample transition, 𝝍∗, from a proposal distribution 𝑞8(∗) for an update of 
component 𝑗. If 𝑡 is a new step, initialize 𝝍D= 𝝍D=" where 𝝍D will be subjected to 
partial updates (one component at a time). Mathematically, one can express this as 
 𝝍∗~𝑞8(𝝍|𝝍D) 
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where 𝑞8(∗) proposes 𝝍∗ differing from 𝝍D in component 𝑗, sampled from a 
normal distribution with mean 𝜙D
8 and variance 𝑣8# 
 𝝍8∗~	𝒩𝝍8|𝝍D
8 , 𝑣8# 







𝑝𝑷%:C∗ 𝝍D , 𝑮%:C𝑝(𝝍D)
) 
4. Update Chain (accept/reject proposed transition) 
a. Draw a sample, 𝑟, from a standard uniform distribution 
b. If 𝛼 > 𝑟  
𝝍D = 𝝍∗ 
5. Repeat steps (2-4) until all components of 𝝍D are updated, then proceed to a new 
step. 
While the probability of a proposed transition is described by the proposal distribution 
𝑞8(∗), the probability of accepting the transition is given by 𝛼(∗). By assuming a flat prior 
for 𝑝(𝝍), the acceptance probability of a proposed transition is completely specified by the 
posterior probability of the states evaluated within a normalizing constant using Eqn.(2.16) 
[34,36]. The variances of the proposal distributions 𝑣8# are tuned during the “burn-in” 
period in order to meet an acceptance rate around ~0.23. Ensuring the acceptance rate lies 
around 0.23 has been shown to provide efficient convergence of the Markov chain for 
gaussian posteriors [37].  
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2.2.7 Information Based Bayesian Sequential Experimental Design 
Before the start of the experiments, the pre-existing knowledge about the intrinsic material 
parameters 𝝍 is encapsulated in the prior distribution, 𝑝(𝝍). Given any available 
experimental data {𝑷%:C∗ ,	𝑮%:C}, the prior knowledge can be updated to obtain the posterior 
distribution 𝑝𝝍𝑷%:C∗ , 𝑮%:C using Eqn. (2.16). Therefore, the value (i.e. amount of new 
information) of the experimental data can be related to the difference between 
𝑝𝝍𝑷%:C∗ , 𝑮%:C and 𝑝(𝝍). One approach to measuring the difference between these two 
distributions is to use the Kullback-Liebler (KL) divergence expressed as [38] 




∗ , 𝑮%:C𝑑𝝍 
(2.17) 
However, since 𝑷%:C∗  is unknown before the experiment, the KL distance needs to be 
averaged over the distribution of the possible values of 𝑷%:C∗  in order to obtain a 
computable measure. Thus, the objective is to find 𝑮%:C to maximize the expected KL 
divergence expressed as 






∗ 𝑮%:C𝑑𝝍𝑑𝑷%:C∗  (2.18) 
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where 𝐼𝑮%:C can be viewed as the expected Shannon information gain [38,39] (or simply 
referred as information gain) due to the experiments. This criterion can be used for finding 
the Bayesian optimal design of experiment [40,41]. 
2.3 Bayesian Framework for the Extraction of Intrinsic Material Properties via 
Spherical Indentation Stress Strain Curves 
The extraction of grain scale properties from spherical indentation measurements has been 
formalized in previous works as a two-step process: (1) establishing a reduced-order model 
calibrated to FE simulations of indentations that takes the relevant intrinsic material 
properties as inputs and predicts indentation properties (defined suitably on an indentation 
stress-strain curve), and (2) the extraction of the intrinsic material properties from the 
available measurements (typically performed on grains of different orientations in a 
polycrystalline sample) through calibration with the reduced-order model established in 
step (1). The second step described above typically involves the solution to an optimization 
problem (i.e., minimizing the difference between the measurements and the predictions 
from the reduced-order model).  
Bayesian inference has been instrumental in model-building tasks with limited amount of 
data [33,34,42,43]. The adoption of a Bayesian inference framework for the extraction of 
the intrinsic material properties from indentation measurements offers the following main 
advantages: (i) it is expected to dramatically reduce the number of FE simulations needed 
to produce the reduced-order model generated in step (1) as compared to traditional 
regression approaches, and (ii) it provides a much more rigorous quantification of the 
uncertainty in the estimates of the intrinsic material properties obtained in step (2), while 
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providing a platform for accounting for uncertainty in the experimental measurements. 
Throughout this thesis, a Bayesian inference framework is developed and its advantages 
demonstrated for both steps of the two-step protocol for the extraction of grain scale 
intrinsic material properties across a variety of material systems. We note that Bayesian 
frameworks enable the implementation of information based workflows (See section 2.2.7) 
which provides guidance in the selection of the grain orientations for indentation 
measurements by leveraging sequential design strategies. We note these same strategies 
can be implemented in providing guidance for the selection of inputs to FE simulations in 
order to expedite the process of establishing a reduced order model. The overall Bayesian 
framework is presented in Figure 2.2. 
 
Figure 2.2 Overview of Bayesian Framework and Major Gaps addressed in this thesis. Gap 1: The 
adoption of a Bayesian framework enables the quantification and propagation of uncertainty from 
experimental measurements to the extracted intrinsic parameters. Gap 2: Bayesian frameworks 
enable the dynamic selection of experiments and simulations to best improve the posterior 
distributions of parameters of interest. 
The Bayesian framework is covered extensively in CHAPTER 3 [44]. A brief overview of 
the methodology in extracting grain scale properties via spherical indentation 
measurements is given next. In the following let 𝝍 be a set of crystal level intrinsic material 
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properties, 𝑃∗ be an experimentally measured indentation property (e.g. indentation 
modulus or indentation yield, (See Section (2.2.1)) which are highly correlated to the 
underlying intrinsic properties (e.g. single crystal elastic constants or initial slip 
resistances). In this approach, the measured indentation property is modeled as  
 𝑃∗ = 𝑃<(.∗ (𝝍, 𝒈) + 𝜖 (2.19) 
where 𝑃<(.∗ (𝝍, 𝒈) denotes the FE-simulated indentation property at the crystallographic 
orientation 𝒈, corresponding to a set of intrinsic material properties, 𝝍, and 𝜖~𝒩(0, 𝜆) 
denotes a stochastic noise term. It is implicitly assumed here that the FE simulated 
𝑃<(.∗ (𝝍, 𝒈) exhibits negligible variance. Let {𝑷%:C∗ , 𝑮%:C} denote the set of experimental 
indentation properties, 𝑷%:C∗ , measured at the corresponding crystallographic orientations, 
𝑮%:C. The likelihood for 𝑛 experimental measurements (denoted {𝑷%:C∗ , 𝑮%:C}) is 
expressed as  
 










Where 𝑃(∗ denotes the experimental indentation property measured at the 𝑖-th orientation 
and  𝜎(# is the variance exhibited by the indentation modulus at the 𝑖-th orientation.  We 
note the formulation of the likelihood and its associated parameters (in particular variance) 
are modified on a case by case basis dependent upon the available experimental data. 
Inference of the intrinsic material properties, 𝝍, for the observed experimental data can be 
expressed by Bayes rule:  
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 𝑝𝝍𝑷%:C∗ , 𝑮%:C ∝ 𝑝𝑷%:C∗ 𝝍, 𝑮%:C𝑝(𝝍) (2.21) 
Considering a uniform prior for 𝑝(𝝍) along with the likelihood function shown in Eqn. 
(2.20) allows for the application of MCMC methods for sampling the posterior distribution 
on single crystal properties [45]. MCMC algorithms seek to generate a sequence, known 
as a Markov Chain, which converges to a target posterior distribution by 
accepting/rejecting a large number of proposed transitions across a finite parameter space 
based on an acceptance probability.  Specifically, the Single Component Metropolis 
Hastings (SCMH) algorithm (See section 2.2.6) is adopted in this work to generate 
transitions across the multivariate parameter space of intrinsic material parameters [35].  
The high computational costs associated with the execution of the FE models of indentation 
make it impractical to use the FE indentation models directly in the computations described 
above. The only practical approach for addressing this challenge is to first establish a 
reduced-order model. The development of this reduced-order model involves the use of an 
expanded Fourier basis (See Section 2.2.3) and the calibration of the Fourier coefficients 
via Bayesian Linear Regression (BLR) (See Section 2.2.5). The usage of BLR provides a 
valuable quantification of uncertainty associated with the predictions from the reduced-
order model [30]. In order to establish the reduced-order model, a database of finite element 
simulations covering the relevant input parameter space is necessary. The quantification of 
uncertainty provided by BLR enables the deployment of sequential strategies to build a 
simulated database by focusing on areas of high predictive uncertainty. Such an approach 
is rooted in the maximization of expected information gain (See section 2.2.7) [46]. 
Simulations can be continually performed until sufficient performance of the reduced-order 
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model is achieved, as determined by various error metrics. Such strategies are explored and 
evaluated extensively in CHAPTER 3 for the establishment of a reduced order model to 
capture the dependence of indentation modulus on single crystal elastic constants of an hcp 
material and crystallographic orientation and demonstrated again clearly in CHAPTER 5 
for the establishment of a reduced order model to capture the dependence of indentation 
modulus on effective single ply elastic constants of PMC and ply orientation. One of the 
greatest advantages of establishing a reduced order model comes when the goal is to extract 
intrinsic crystal level elastic-plastic properties of multiple alloys. In such situations a 
carefully established reduced order model can be reapplied to multiple alloys. This is best 
demonstrated in the estimation of slip resistances and single crystal elastic constants for 
the alpha phase of differing compositions from spherical indentation measurements in a 
collection of Ti alloys in CHAPTER 6. 
The estimation of the intrinsic material parameters (e.g. single crystal elastic constants or 
slip resistances) involves the matching of the simulated and the measured indentation 
property (e.g. indentation moduli or indentation yield) in grains of different orientations 
selected in a polycrystalline/ordered sample. The Bayesian framework enables the 
computation of information gain relevant to a potential new experiment (See section 2.2.7) 
using the current distribution of intrinsic material properties. This information provides 
guidance in the selection of the grain orientations for additional indentation measurements. 
This sequential workflow tracks rigorously the improvements made to the distributions on 
the intrinsic material parameters of interest, as new indentation measurements are added. 
In this strategy, one can objectively decide when to stop making further measurements 
because the protocols will naturally reveal when there are no further improvements to the 
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distributions with the addition of new measurements. In summary the Bayesian framework 
enables the optimal selection of the next orientation, 𝒈 ∈ 𝑮.9C, for the indentation 
measurement such that we can obtain the largest reduction in the variance for the 
distributions on the intrinsic material properties of interest. Such strategies are explored in 
CHAPTER 4. 
 
2.4 Selected Findings 
2.4.1 Summary of Case Studies Considered 
As previously mentioned, the Bayesian Framework and its capabilities are demonstrated 
through the extraction of single crystal elastic-plastic constants for thermodynamic phases 
present in the microstructure of various metallic alloys and the extraction of effective single 
ply properties for multi-laminate composite system. the case studies and their relevant 
section in this Chapter are summarized in Table 2.1. We note, each section provides a brief 
introduction to the work associated with the extracted parameters, and further directs the 






Table 2.1 Summary of Case studies considered throughout this thesis. The extraction of intrinsic material 
parameters is demonstrated across a variety of material systems using the 2-step Bayesian Framework 
presented in this thesis.  
 
2.4.2 Selected Findings from Extraction of Single crystal Elastic Constants from Fe 3%-
Si polycrystalline sample 
For this study, extraction of the single crystal elastic constants {𝐶"", 𝐶"#, 𝐶$$} of the bcc 
metal Fe 3%-Si which was previously attempted using standard regression techniques was 
revisited using the Bayesian framework [44]. In the previous study [7], utilizing traditional 
regression techniques  a total of 2286 simulations were needed to establish a high-fidelity 
reduced-order model in the first step of the two-step protocol. Using Bayesian strategies to 
select inputs to FE simulations, and establishing the reduced model parameters via BLR, a 
high fidelity reduced order model was established within 300 simulations (See Figure 2.3). 
This reduced order model was used for the extraction of single crystal elastic constants 
using  experimental indentation modulus data previously obtained for 11 different 
orientations shown in Figure 2.4 [7]. A more in-depth discussion of these results can be 
found in Section 3.4 of this thesis. 
 23 
 
Figure 2.3 Left: Predictive performance of the ROM built using 300 simulations. Predictions are 
over the 1986 simulations outside the training data set used to establish the ROM. Right: (A) 
Variation in the angular change in the vector of model coefficients between model update steps. 
(B) Variation in the magnitude of the vector of model coefficients during the model building 
process.  
 
Figure 2.4 MCMC sampling of the multi-variate posterior distribution of the three intrinsic elastic 
constants for Fe 3% Si. 
A follow up study [47] refined the second step in order to sequentially identify specific 
grains that should be indented to provide the most utility in improving the estimated 
distributions on the elastic constants extracted using experimental indents from the cubic 
polycrystalline Fe-3%-Si sample. Selection of additional experiments is continued until the 









































posterior mean and standard deviation of the parameters exhibit convergence (i.e., only 
minimal changes with data added from new experiments). To serve as a comparison, 
random selection of experiments without replacement were also performed several times 
while utilizing the same initialization. The convergence rate using the information gain 
(See section 2.2.7) as a selection criteria was compared to cases using random selection as 
shown in Figure 2.5. Using information gain as the design criteria, the mean of the sampled 
distribution of elastic constants was found to converge only after three experiments are 
performed. Additionally, using the information gain design criteria, the standard deviation 
also appears to converge after three experiments. A more in depth discussion about the 
computation of the information gain metric can be found in Section 4.4 and further 













Figure 2.5 Comparison of parameter convergence rates for the sequential selection of experiments 
based on information gain criteria (shannon) and random selection. Left: Convergence rate for 
sampled mean {C11, C12, C44} of the MCMC chain. Right: Convergence rate for sampled 
standard deviation of {C11, C12, C44}. The initialization for all runs is a single orientation chosen 
such that the [100] crystal direction is close to the sample normal. 
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2.4.3 Selected Findings from Extraction of Effective Single Ply Elastic Constants from 
spherical indentation measurements of single ply within multi-laminate samples.  
In this study the estimation of effective anisotropic elastic constants of single plies within 
a IM7/977-3 epoxy-carbon fiber multi-laminate system is demonstrated using previously 
reported spherical indentation measurements within singular plies [48]. More specifically, 
the homogenized elastic response of a single ply (each ply is a composite comprising 
matrix and fibers) can be assumed to exhibit transverse isotropy and is represented by a set 
of five intrinsic stiffness parameters denoted as C11, C12, C13, C33, and C44 ; these five 
parameters are adequate to fully define the ply’s fourth-rank elastic stiffness tensor. It 
should be noted that the polymer matrix composite (PMC) samples studied here exhibit 
significantly higher levels of anisotropy and inherent variance in the indentation 
measurements, when compared to the polycrystalline cubic and hcp metal samples studied 
in CHAPTER 3. This study demonstrates that the usage of a two-step Bayesian framework 
enables the extraction of reliable point estimates (and associated distributions) for the 
effective elastic constants from indentation modulus measurements conducted within 
single plies at different angles to the fiber orientations. Distributions of effective single ply 
effective elastic constants extracted in this study are shown in Figure 2.6. An in depth 
discussion about the results can be found in Section 5.4.2 and development of a reduced 
order model can be found in Section 5.4.1. 
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Figure 2.6 Extracted posterior distributions of the single ply elastic stiffness parameters from the 
available experimentally measured indentation moduli presented in Table 2.1. 
This study further focused on addressing how the distributions of single ply properties are 
propagated to the effective properties at the multi-laminate scale.  The effective elastic 
properties of a multi-laminate system can be tailored by manipulating the configuration of 
the constituent plies. Simple homogenization theories have often provided estimates for 
the effective properties of various configurations of a multi-laminate system. Incorporating 
the distributions of effective elastic constants (shown in Figure 2.6) into simplified 
homogenization schemes the effective properties at the next higher length scale were 
estimated.  The expected effective Young’s Moduli in the longitudinal direction computed 
for various configurations of the IM7/977-3 epoxy-carbon fiber multi-laminate system are 
compared to previously reported experimentally measured values [49] in Table 2.2. The 
computed expected longitudinal stiffness using the distributions extracted were found to 
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be in very good agreement with experimentally measured values. A more in depth 
discussion of these results and homogenization theory used can be found in Section 5.4.3. 
Table 2.2. Comparison of homogenized longitudinal Young’s Modulus predicted using posterior 
distributions of single ply elastic stiffness constants to the longitudinal Young’s Modulus measured 
experimentally for multiple multi-laminate configurations. 
 
 
2.4.4 Selected Findings from Extraction of Single crystal Elastic-Plastic properties from 
spherical indentation measurements in alpha phase of Ti polycrystalline samples 
In this study the two step Bayesian framework was used to extract the values for the single 
crystal  elastic constants, {𝐶"", 𝐶"#, 𝐶$$, 𝐶"', 𝐶''}, as well as the initial slip resistance values  
{𝑠CE , 𝑠F9 , 𝑠CGE=9 , 𝑠CGE=H9}, and associated uncertainties quantified for the hcp primary a 
phase of different compositions from polycrystalline Ti alloys. It should be emphasized 
that this study aimed to generate a comprehensive and consistent dataset of single crystal 
elastic-plastic properties across Ti alloys with varying compositions using available 
experimental spherical indentation measurements.  It should be noted that previous studies 
involving the extraction of plastic crystal level properties for single phase cubic 
polycrystalline Fe-3%-Si samples only considered a single slip resistance value [10]. The 
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extraction effort here was complicated from the previous study by the number of slip 
resistances necessary to consider. The difficult was further compounded by (i) the plastic 
anisotropy exhibited in HCP metals (ii) the necessary exploration of the relatively high 
dimensional parameter space defined by slip resistances and crystallographic single 
orientations for calibration steps. The extracted distributions of single crystal elastic 
constants and slip resistances for the aforementioned Ti alloys using the indentation 
modulus and indentation yield values measured within alpha-grains of various orientations 
of a polycrystalline sample are shown in Figure 2.7 and Figure 2.8 respectively. Further in 
depth discussion of the establishment of reduced order model via CPFEM simulations, as 
well as discussion regarding the associated uncertainties to the distributions reported here 
are located in Section 6.5.  
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Figure 2.7 Top: Distributions of single crystal elastic constants extracted for Ti. BW denotes the 
fixed bin width for the distributions in a given column. Bottom: The mean and corresponding 
standard deviation of the extracted initial slip resistances are shown. 
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Figure 2.8 Top: Distributions of initial slip resistances for Ti alloys. BW denotes the fixed bin width 
for the distributions in a given column. Bottom: The mean and corresponding standard deviation 
of the extracted initial slip resistances are shown. 
2.4.5 Conclusions 
In this work, a statistical framework has been presented for the robust extraction of the 
intrinsic material parameters from available experimental observations from spherical 
indentation stress-strain protocols across a broad range of material systems. The two-step 
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Bayesian inference framework enables the specification of uncertainty in the measurement 
data, which is then transferred to the uncertainty in the values of the extracted intrinsic 
material properties. The framework presented here demonstrates potential for significantly 
speeding up the materials characterization effort by focusing on experiments and 
simulations that are likely to deliver the maximum value in establishing the desired 
properties. Finally, the use of a Bayesian framework opens new avenues for the 
development of autonomous (fully guided by the computer) scientific explorations. It is 
anticipated that the framework is extensible to a large number of other applications in 
multiscale materials modeling (e.g., extraction of the values of parameters in phase-field 
models based on available microstructure datasets). We note in future work it may be 
highly desirable to use alternative reduced order model forms to the Fourier basis presented 
here (such as gaussian processes). It is anticipated the introduction of these model forms 







CHAPTER 3. A BAYESIAN FRAMEWORK FOR THE 
ESTIMATION OF SINGLE CRYSTAL ELASTIC 
CONSTANTS FROM SPHERICAL INDENTATIONS 
MEASUREMENTS IN POLYCRYSTALLINE MATERIALS 
The following work was accepted for publication in the Journal, Frontier in Materials, in 
May 2019 under the title “A Bayesian Framework for the Estimation of the Single Crystal 
Elastic Parameters from Spherical Indentation Stress-Strain Measurements” [44]. Order of 
authorship is Andrew R. Castillo, and Surya R. Kalidindi. AC was responsible for data 
analysis and simulations, SK provided guidance. All contributed to preparation of the 
manuscript. 
3.1 Abstract 
This paper presents a two-step Bayesian framework for the estimation of the intrinsic single 
crystal elastic stiffness parameters from the measurements of spherical indentation stress-
strain responses in multiple individual grains of a polycrystalline sample, whose crystal 
lattice orientations have been measured using electron back-scattered diffraction technique. 
The first step requires the establishment of the functional dependence of the indentation 
elastic modulus given the lattice orientation and the intrinsic single crystal elastic stiffness 
parameters. Previous efforts for this step required a large database of computationally 
expensive finite element (FE) simulations in order to establish this function with adequate 
accuracy. In this paper, it is shown that the introduction of a Bayesian framework can 
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greatly reduce the number of simulations necessary to establish this function, while 
introducing practically useful measures of uncertainty which can guide the selection of 
specific additional simulations that are expected to best improve the predictive accuracy of 
the function. The second step involves a Markov Chain Monte-Carlo (MCMC) sampling 
of the distribution of possible values for the single crystal elastic stiffness parameters based 
on a given set of experimentally measured elastic indentation moduli in individual grains 
of different lattice orientations. This second step is accomplished by calibrating the 
available experimental data to the function established in the first step. This novel 
framework is presented and demonstrated in this paper for an as-cast cubic polycrystalline 
Fe-3% Si sample and a hexagonal polycrystalline commercially pure (CP-Ti) titanium 
sample.  
3.2 Introduction 
Continued development and application of physics-based multiscale materials models is 
largely hampered by the lack of protocols for reliably estimating the intrinsic material 
properties at the microscale (e.g., the grain-scale properties in modeling of polycrystalline 
materials). In recent years, instrumented indentation techniques have been demonstrated to 
be capable of providing consistent and reliable measurements at the lower length scales 
(up to submicron length scales) [1-5]. Although small-scale mechanical measurements are 
now quite reliable, it has not been a straightforward process to extract the intrinsic material 
properties from such measurements. As specific examples, one would hope to estimate the 
values of the single crystal elastic constants and the critical resolved shear strengths from 
the instrumented nanoindentation measurements. Reliable and robust protocols for 
addressing this gap are emergent [6,10,50]. 
 35 
Currently employed strategies for extracting intrinsic material properties from indentation 
tests have generally involved the calibration of physics-based finite element (FE) models 
of these tests to the corresponding set of experimental measurements [6-9]. In this regard, 
it has been pointed out in recent work [10] that these protocols are much more robust when 
the calibration is attempted in the form of the normalized indentation stress-strain curves 
as opposed to directly matching the load-displacement curves. This is mainly because the 
initial elastic response and the elastic-plastic transition occur over a very short early portion 
of the load-displacement curve that is not easily identified and isolated, resulting in a very 
high sensitivity of the extracted values of the intrinsic material properties to small changes 
in the calibration procedures.  
The calibration of the FE simulated indentation stress-strain curves to the experimentally 
measured indentation stress-strain curves for any selected material system essentially 
involves solving an inverse problem. In other words, the guessed values of the intrinsic 
material properties of interest become inputs to the FE simulations. Typically, one has to 
search over a large multidimensional space to find the best-fits between the FE predictions 
and the measurements. The main challenge comes from the high computational expense of 
FE simulations of the indentation experiments. It should be noted that establishing each 
data point on the FE predicted indentation stress-strain curve needs the simulation of a 
suitable unloading segment [10], and this drives up the cost of the simulation significantly. 
Given all of the complexity described, the only logical path forward is to establish a 
reduced-order model for the FE simulations of the indentation test, and to use the reduced-
order model in solving the inverse problem described above. In recent work [7], we have 
formalized this approach as a two-step process: (1) establishing a reduced-order model 
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calibrated to FE simulations of indentations that takes the relevant intrinsic material 
properties as inputs and predicts indentation properties (defined suitably on an indentation 
stress-strain curve), and (2) the extraction of the intrinsic material properties from the 
available measurements (typically performed on grains of different orientations in a 
polycrystalline sample) through calibration with the reduced-order model established in 
step (1). The second step described above typically involves the solution to an optimization 
problem (i.e., minimizing the difference between the measurements and the predictions 
from the reduced-order model). The viability of this two-step protocol for extracting the 
values of the single crystal elastic constants and the critical resolved shear strengths in Fe-
3%-Si has been demonstrated in recent work [7,10]. 
The main difficulty with the two-step protocol described above lies in building the reduced-
order model (i.e., step (1)). Because of the need to cover a large space (for example for 
extracting single crystal elastic constants, the input space of interest is the product space 
spanning all combinations of the single crystal elastic constants, 𝐶"", 𝐶"#, 𝐶$$, and all 
possible grain orientations), one needs to generate a large amount of the FE simulation data 
in order to establish a high-fidelity reduced-order model. The difficulty of this task is 
amplified significantly in dealing with hcp crystals, where the numbers of the intrinsic 
properties is significantly larger (for example, modeling the elastic deformation in hcp 
crystals requires specification of five independent single crystal elastic constants). In prior 
work [7], the reduced-order models were built using standard regression approaches. 
Although these regression approaches produced excellent results, they do not scale well to 
problems with larger numbers of the intrinsic properties (because of the need to generate a 
large amount of data spanning the entire input domain).  
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The primary goal of this paper is to demonstrate the utility of Bayesian strategies for (i) 
optimizing the reduced-order model building effort involved in step (1), and (ii) providing 
estimates of the desired intrinsic material parameters (single elastic constants specifically) 
with uncertainty measures from available experimental data (spherical indentation 
measurements).  Towards these goals, we will develop and present a Bayesian inference 
framework for both steps of the two-step protocol described above. Bayesian inference has 
been instrumental in model-building tasks with limited amount of data [33,34,42,43]. The 
adoption of a Bayesian inference framework for the extraction of the intrinsic material 
properties from indentation measurements offers the following main advantages: (i) it is 
expected to dramatically reduce the number of FE simulations needed to produce the 
reduced-order model generated in step (1), and (ii) it provides a much more rigorous 
quantification of the uncertainty in the estimates of the intrinsic material properties 
obtained in step (2), while accounting for the uncertainty in the measurements as well as 
other sources. In this paper, we first develop the framework, and subsequently demonstrate 
its application to the extraction of single crystal elastic properties in selected cubic and 
hexagonal metals. 
3.3 New Bayesian Inference Framework for the Estimation of Intrinsic Material 
Properties from Indentation Measurements 
Let 𝒄 denote the set of intrinsic material properties to be established. For cubic crystals, 
this represents the set of three elastic constants, i.e., 𝒄 = {𝐶"", 𝐶"#, 𝐶$$}. Let 𝑷 denote an 
available set of observations of the indentation properties corresponding to the set of crystal 
orientations 𝑮. This set of observations could come from either FE simulations or the 
physical experiments. We shall note the source of the data using subscripts sim and exp on 
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these variables. Furthermore, in the notation employed in this paper, a set of values for a 
variable is denoted by an upper-case symbol, while an individual element of the set is 
denoted by its non-bold counterpart. As an example, a single value of the indentation 
property will be denoted by 𝑃. Furthermore, a collection of variables is also denoted by 
bold symbols. As an example, a single value of the crystal orientation would be denoted 
by 𝒈, as it denotes a set of three Bunge-Euler angles [22]. However, a set of grain 
orientations would be represented by 𝑮. Likewise, a single set of intrinsic material 
parameters is denoted by 𝒄, whereas a collection of the sets of intrinsic material parameters 
is denoted 𝑪. Employing this notation, the central tasks in the two-step protocol developed 
in this work are the following: 
Establish a reduced-order model that takes given values of 𝒄 and 𝒈 and predicts the 
indentation property of interest, 𝑃 = 𝑃V(𝒄, 𝒈), while employing Bayesian inference in 
building the reduced-order model. In other words, given the previously aggregated set of 
simulation data {𝑷<(. , 𝑮<(.}, determine the new inputs for the FE simulation that would 
yield the best improvements in the reliability of the reduced-order model being built. 
Given the reduced-order model built in step (1) and a set of experimental observations 
𝑷%:C, 𝑮%:C from a given polycrystalline sample, establish the posterior distribution on 𝒄 
for the sample. It is noted that the indentation properties are measured by the spherical 
indentation protocols mentioned earlier, while the orientations are measured using electron 
back-scattered diffraction (EBSD) techniques [51].   
Prior experimental work [13] in single-phase polycrystalline metals has focused on 
exploring the dependence of indentation modulus on the lattice orientation of the indented 
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grains (i.e., individual crystals). These findings were verified by suitable FE simulations 
[7]. Recently, a reduced-order model which captures the dependence of indentation 
modulus on both orientation and an arbitrary set of intrinsic material parameters has been 
established from FE simulations. The mathematical form of the reduced-order model for 
the present application is adopted from this prior work [7] as  
 











2𝑐8 − 𝑐8.() − 𝑐8.9:
𝑐8.9: − 𝑐8.()
 (3.2) 
where K/.(𝒈) denote the symmetrized Surface Spherical Harmonics basis over the relevant 
orientation space of interest, and P\0(	) denote a multivariate Legendre polynomial product 
basis. In other words, one can express P\𝒒(𝒄_) = P0!(𝑐"̅)P0"(𝑐#̅)…P0#(𝑐;̅), where 𝒒 =
(𝑞", 𝑞#…𝑞;) forms a multi-index array, each element of which is a nonnegative integer 
allowed to vary from 0 to the selected maximum degree,	𝑄, i.e., 𝑞8 ∈ [0, 𝑄]. The use of 
Legendre polynomials provides an orthonormal basis over the range [-1,1], for which each 
of the elastic constants are rescaled in accordance to Eqn. (3.2), where 𝑐8.9: and 𝑐8.() are 
the maximum and minimum values of the 𝑗-th elastic constant under consideration. In Eqn. 
3.1, 𝑀(𝑙) enumerates the spherical harmonics that implicitly reflect the crystal symmetries 
of interest [22,23]. The integers Q and L denote the truncation levels adopted in the use of 
Eqn. 3.1. It is emphasized here that the model form used in Eqn. 3.1 denotes a Fourier 
representation using an orthonormal basis that has been previously shown to produce 
compact representations for mechanical responses of crystalline solids [7,10,24-27]. One 
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of the central features of a Fourier representation is that the Fourier coefficients 𝐴/
.0 are 
completely independent of each other.  The goal of the reduced-order modeling task here 
is to estimate the values of 𝐴/
.0, expressed in a vector notation as 𝑨, from the sparse amount 
of available data, as it is being generated from the expensive FE simulations. Even more 
importantly, our goal is to drive the model building in an optimal way by identifying the 
specific set of inputs for the next FE simulation such that it maximizes the improvement to 
the reduced-order model being built.   
3.3.1 Building the Reduced-Order Model 
The reduced-order model (see Eqn. 3.1) needs to be built such that it makes good 
predictions for the indentation modulus over a large domain of input parameters (𝒄, 𝒈).  
Given the large domain of the input parameters (e.g., covering the range of values for the 
three independent parameters defining cubic elasticity and the two independent parameters 
defining the indentation direction in the crystal reference frame) and the high cost of 
executing a FE simulation for generating each data point, it is highly desirable to explore 
Bayesian regression approaches for estimating the unknown Fourier coefficients in Eqn. 
3.1. The data generated from FE simulations will be denoted {𝑷<(. , 𝑪<(. , 𝑮<(.} following 
the notation introduced earlier.  
Bayesian approaches treat model parameters (e.g., Fourier coefficients in Eqn. 3.1) as 
stochastic variables exhibiting a distribution of values. Most importantly, Bayes’ theorem 
allows one to update the distributions for the model parameters given new data (i.e., 







where 𝑃(𝐴) denotes the prior belief (expressed as a distribution) on the values of the 
unknown model parameters, 𝑃(𝐷|𝐴) denotes the likelihood of sampling the observations 
𝐷 for specified values of the model parameters, and 𝑃(𝐴|𝐷) denotes the posterior (updated) 
belief on the values of the unknown model parameters given the observations 𝐷. The 
denominator 𝑃(𝐷) in Eqn. (3.3) is generally referred as the probability of the evidence, 
and is often difficult to establish. However, it mainly serves as a normalization factor for 
the posterior distribution. Since the distributions are often defined with known 
normalization factors, it is often possible to skip the evaluation of 𝑃(𝐷) in practical 
implementations of the Bayes’ rule described in Eqn. (3.3) [28].    
It is expedient to treat the distributions associated with all the stochastic variables in Eqn. 
(3.3) as normal (i.e., Gaussian) distributions. As a specific example, the ith observed value 
of the indentation modulus is modeled as being generated from a deterministic model, with 
added stochastic noise, as     
 𝑃( = 𝑃V((𝑨, 𝒄( , 𝒈() + ε(, ε(~𝒩(0, 𝛽=") (3.4) 
where 𝒩(0, 𝛽=") denotes a normal distribution with a zero mean and a variance of 𝛽=". 
Note that the stochastic noise is assumed to be independent of location in the parameter 
space, i.e., homoscedastic. The likelihood for a set of 𝑁 independently observed 
indentation moduli can be established using the product rule as 
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As noted earlier, the model parameters 𝑨 are also treated as stochastic variables. The prior 
belief on these variables is assumed to be specified by a normal distribution with a zero 
mean and a large variance of 𝛼=" as  
 𝑝(𝑨|𝛼)~𝒩(0, 𝛼="𝑰) (3.6) 
The application of Bayes’ rule (Eqn. (3.3)) to the problem at hand results in  
 
𝑝(𝑨|𝑷𝒔𝒊𝒎, 𝑪𝒔𝒊𝒎, 𝑮𝒔𝒊𝒎, 𝛼, 𝛽) =
𝑝(𝑷𝒔𝒊𝒎|𝑨, 𝑪𝒔𝒊𝒎, 𝑮𝒔𝒊𝒎, 𝛽)	𝑝(𝑨|𝛼)
𝑝(𝑷𝒔𝒊𝒎|𝑪𝒔𝒊𝒎, 𝑮𝒔𝒊𝒎, 𝛼, 𝛽)
 (3.7) 
where 𝑝(𝑨|𝑷𝒔𝒊𝒎, 𝑪𝒔𝒊𝒎, 𝑮𝒔𝒊𝒎, 𝛼, 𝛽) denotes the posterior (updated) distribution on the 
model parameters. The denominator in Eqn. (3.7) reflects the probability of the observed 
outcomes irrespective of the model parameters 𝑨 chosen, and can be described by the 
marginalization of the likelihood with respect to the model parameters as  
 
𝑝(𝑷𝒔𝒊𝒎|𝑪𝒔𝒊𝒎, 𝑮𝒔𝒊𝒎, 𝛼, 𝛽) = ~ 𝑝(𝑷𝒔𝒊𝒎|𝑨, 𝑪𝒔𝒊𝒎, 𝑮𝒔𝒊𝒎, 𝛽)	𝑝(𝑨|𝛼)𝑑𝑨
𝑨
 (3.8) 
In a fully Bayesian approach, the precision parameters, 𝛼, 𝛽, may also be treated as 
stochastic variables [34]. This allows for a separate application of Bayes’ theorem 
expressed as 
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 𝑝(𝛼, 𝛽|𝑷𝒔𝒊𝒎, 𝑪𝒔𝒊𝒎, 𝑮𝒔𝒊𝒎) ∝ 𝑝(𝑷𝒔𝒊𝒎|𝑪𝒔𝒊𝒎, 𝑮𝒔𝒊𝒎, 𝛼, 𝛽)𝑝(𝛼, 𝛽) 
(3.9) 
Alternately, one can use point estimates from the maximization of the likelihood in Eqn. 
(3.9), denoted as 𝛼, 𝛽 . This is equivalently interpreted as the maximization of the evidence 
of the observed data in Eqn. (3.8) [30]. With this approach, the posterior distributions of 
model coefficients in Eqn. (3.7) can be solved analytically (while assuming normal 
distributions for the various variables involved) [30-32]. The updated posterior distribution 
computed using the approach described above is generally expected to be sharper (i.e., 
lower variance) compared to the prior belief.  
Obviously, the available observations may not produce a posterior distribution that is sharp 
enough (i.e., the uncertainty associated with the posterior is still too high for a given 
application). In such cases, one needs to examine carefully where one should produce 
additional data points (i.e., new observations) in order to maximize the sharpening of the 
posterior distributions. The general approach to solving this problem (i.e., identifying the 
new data points exhibiting the maximum potential for improving the model accuracy and 
reliability) involves making predictions for new inputs, and identifying the specific inputs 
that exhibited the highest variance (i.e., uncertainty) in their predictions as the locations 
where new observations should be generated  [46,52]. This kind of a rational approach for 
deciding where to generate new data points is critical for situations where data generation 
is expensive (as is the case with the FE simulations of the spherical indentation for the 
present case study). The predictions for new inputs are obtained by the marginalization 
over the posterior distribution of the model parameters as  
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 𝑝𝑃𝒄, 𝒈, 𝑷𝒔𝒊𝒎, 𝑪𝒔𝒊𝒎, 𝑮𝒔𝒊𝒎, 𝛼, 𝛽




where (𝒄, 𝒈) denote the new inputs. Therefore, the specific set of inputs which exhibit the 
highest variance for the prediction can be readily identified. Once the set of inputs are 
identified, and corresponding FE simulation performed, the next step is updating the 
distribution of model coefficients with the newly acquired observation. The update step to 
the distribution of the model coefficients is natural using a Bayesian framework in the sense 
that any knowledge acquired previously can be incorporated through the prior.  
 𝑝>I"𝑨𝑷𝒔𝒊𝒎, 𝑪𝒔𝒊𝒎, 𝑮𝒔𝒊𝒎, 𝛼, 𝛽
∝ 𝑝>I"𝑷𝒔𝒊𝒎𝑨, 𝑪𝒔𝒊𝒎, 𝑮𝒔𝒊𝒎, 𝛽𝑝>𝑨𝑷𝒔𝒊𝒎, 𝑪𝒔𝒊𝒎, 𝑮𝒔𝒊𝒎, 𝛼, 𝛽 
(3.11) 
The posterior distribution of the parameters can continually be updated as incoming data 
is sequentially added by setting the prior as the previously inferred posterior distribution 
of model coefficients as shown in Eqn. (3.11). Updates to the posterior distribution of 
model coefficients are performed until sufficient model convergence and prediction 
performance is attained. Model convergence is determined through the change in values of 
the model coefficients and parameters as data is added. Model performance is evaluated 
through various error metrics such as the leave-one-out-cross-validation (LOOCV) error 
[30,31]. Building the reduced-order model and critically evaluating its reliability and 
robustness completes the first step of the two-step protocol. It should be noted that this is 
intended to be performed only once for a given class of materials. 
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3.3.2 Estimating Intrinsic Material Properties from Indentation Measurements 
For the second step of the protocol, our goal is to employ the reduced-order model built in 
the first step together with indentation measurements obtained from a given sample to 
estimate its intrinsic material properties. Let 𝑷%:C, 𝑮%:C denote such experimental 
measurements. The posterior distribution for the intrinsic material properties can be 
sampled from yet another application of the Bayes’ rule as 
 𝑝(𝒄|𝑨, 𝑷%:C, 𝑮%:C, 𝝈) ∝ 𝑝𝑷%:C𝑨, 𝒄, 𝑮%:C, 𝝈𝑝(𝒄) 
(3.12) 
where 𝑨 denotes the parameters in the reduced-order model built in the first step. Although 
point estimates can be obtained by maximizing the likelihood in Eqn. (3.12), in the spirit 
of building a robust framework capable of accounting for various sources of uncertainty, 
we have decided to pursue the computation of the posterior distribution on the intrinsic 
material properties through sampling techniques. In order to sample from the posterior 
distribution defined in Eqn. (3.12), we need to establish the likelihood of the set of 
experimental observations. A likelihood can be constructed by assuming that the 
experimental observations (i.e., data points) are independent and normally distributed, i.e., 
the experimental data points are observations drawn from normal distributions with means 
estimated by the reduced order model and variances, 𝝈, estimated from the experimental 
data of the measured indentation property at M grain orientations [3,28,37,53]. This 
likelihood is expressed as  
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The evaluation of the likelihood described in Eqn. (3.13) is performed using the reduced-
order model, 𝑃V(𝑨, 𝒄, 𝒈), built in the first step of the two-step protocol. In this work, the 
sampling from the posterior distribution of intrinsic material parameters (Eqn. (3.12)) is 
accomplished using Markov Chain Monte Carlo (MCMC). The goal of MCMC is to 
generate a Markov Chain which indirectly samples from the posterior distribution of 
interest as long as the number of samples drawn is very large. The Markov Chain is 
generated by the acceptance and rejection of a large number of transitions through the space 
of intrinsic material parameters based on an acceptance probability. In practice, a class of 
algorithms have been developed in order to define these transitions and are referred as 
Metropolis-Hastings algorithms [34]. In this work, Single Component Metropolis Hastings 
(SCMH) is applied, which considers component wise transitions [35]. In the algorithm 
below for a given step 𝑡, partial updates are performed for the sample 𝒄D for each 
component 𝑗 until all components are updated. 
The basic steps for the implementation of the SCMH algorithm are as follows: 
6. Initialize a starting point, 𝒄-, using the best available information 
7. Sample transition, 𝒄∗, from a proposal distribution 𝑞8(∗) for an update of 
component 𝑗. If 𝑡 is a new step, initialize 𝒄D= 𝒄D=" where 𝒄D will be subjected to 
partial updates (one component at a time). Mathematically, one can express this as 
 𝒄∗~𝑞8(𝒄|𝒄D) 
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where 𝑞8(∗) proposes 𝒄∗ differing from 𝒄D in component 𝑗, sampled from a normal 
distribution with mean 𝑐D
8 and variance 𝑣8# 
 𝑐8∗~	𝒩𝑐8|𝑐D
8 , 𝑣8# 
8. Calculate the acceptance probability of transition, 𝛼(∗) 
𝛼(𝒄∗|𝒄D) = 	min	(1,
𝑝𝒄∗𝑨, 𝑷%:C, 𝑮%:C, 𝝈𝑞8(𝒄D|𝒄∗)
𝑝(𝒄D𝑨, 𝑷%:C, 𝑮%:C, 𝝈𝑞8(𝒄∗|𝒄D)
) 
 = 	min	(1,
𝑝𝑷%:C𝑨, 𝒄∗, 𝑮%:C, 𝝈𝑝(𝒄∗)
𝑝𝑷%:C𝑨, 𝒄D , 𝑮%:C, 𝝈𝑝(𝒄D)
) 
9. Update Chain (accept/reject proposed transition) 
a. Draw a sample, 𝑟, from a standard uniform distribution 
b. If 𝛼 > 𝑟  
𝒄D = 𝒄∗ 
10. Repeat steps (2-4) until all components of 𝒄D are updated, then proceed to a new 
step. 
While the probability of a proposed transition is described by the proposal distribution 𝑞8(∗
), the probability of accepting the transition is given by 𝛼(∗). By assuming a flat prior for 
𝑝(𝒄), the acceptance probability of a proposed transition is completely specified by the 
posterior probability of the states evaluated within a normalizing constant using Eqn. (3.13) 
[34,36]. The variances of the proposal distributions 𝑣8# are tuned during the “burn-in” 
period in order to meet an acceptance rate around ~0.23. Ensuring the acceptance rate lies 
around 0.23 has been shown to provide efficient convergence of the Markov chain for 
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gaussian posteriors [37]. All of the computations described above were realized using 
functions readily available in MATLAB [54]. 
3.4 Case Study: Cubic Polycrystals 
3.4.1 Problem Statement 
For our first case study, we revisit the extraction of the single crystal elastic constants 
{𝐶"", 𝐶"#, 𝐶$$} of the bcc metal Fe 3%-Si, which was previously attempted using standard 
regression techniques. In the previous study, a total of 2286 simulations were needed to 
establish a high-fidelity reduced-order model in the first step of the two-step protocol. The 
simulated database consisted of the indentation modulus corresponding to 300 distinct sets 
of cubic stiffness constants within the domain 50	GPa ≤ 𝐶"" ≤ 	250	GPa, 40	GPa ≤
𝐶"# ≤ 	150	GPa and 15	GPa ≤ 𝐶$$ ≤ 	120	GPa across 9 orientations selected within the 
fundamental zone of the relevant orientation space [7]. It is anticipated that the proposed 
Bayesian framework will need significantly less FE simulations to adequately capture the 
FE predicted indentation modulus within the same parameter space in a robust reduced-
order model.  
3.4.2 Model Building Process 
The Bayesian model building process enables sequential design strategies through the 
identification of high value simulations which will best improve the predictive capability 
of the model. Since a database of simulations is already available, simulations are treated 
as “unseen” and are sampled based on the determined utility of performing the simulation. 
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Before beginning the sequential design process, an initial set of simulations must be 
performed to establish an initial model. 
For the present study, a set of 123 FE simulations were selected from the previously 
performed 2286 simulations as this initial set. This initial set was selected to correspond to 
the boundaries of the intrinsic material parameter space. Following initialization, the 
reduced-order model in Eqn. 3.1 was considered with different truncation levels of 
L=8,10,12 for the symmetrized Surface spherical harmonics and Q=1,2,3 for the maximal 
degree of the respective Legendre Polynomials [22]. The truncation levels of the reduced-
order model can be treated as hyperparameters, and must be selected so that we produce 
the most robust and accurate reduced-order models. Leave-one-out-cross-validation 
(LOOCV) was performed at various times during the update process and plotted in Figure 
3.1 for the different truncation levels considered.  
 
Figure 3.1. Cross validation error of the reduced-order model built in the first step of the two-step 
protocol for different truncation levels in Eqn3.1). 
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There is clear improvement in cross validation error up to truncations levels Q=2, L=10, 
with little improvement for higher truncation levels. The plots in this figure also provide 
guidance on where to stop the model building effort (i.e., when there is no appreciable 
improvement in the accuracy of the reduced-order model being built). In addition to the 
LOOCV, the norm of the vector of model coefficients at each update step (see Figure 3.2b) 
and the angular difference of the vector of model coefficients from the previous update 
step (see Figure 3.2a) were taken into consideration in determining when to stop the model 
building effort. Based on these considerations (see Figure 3.1, Figure 3.2a, and Figure 3.2b) 
it was decided to stop the model building effort after using 300 training points (this includes 
the set of 123 training point used for initialization). The predictive accuracy of the reduced-
order model for the remaining FE simulations (i.e., 2286-300 = 1986) is presented in Figure 
3.3 as a parity plot. The resulting mean absolute prediction error of the reduced-order 
model was found to be 2.16 GPa (see Figure 3.3) while the LOOCV error was found to be 
2.22 GPa (see Figure 3.1). This is comparable to previous efforts based on standard 
regression techniques and utilizing the full database of 2286 FE simulations, where the 
LOOCV error was reported to be in the range of 2-2.5 GPa [7].  
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 Figure 3.2. (A) Variation in the angular change in the vector of model coefficients between model 
update steps. (B) Variation in the magnitude of the vector of model coefficients during the model 
building process. 
 
Figure 3.3. Predictions for the 1986 FE simulated indentation moduli not used in the training of the 
reduced-order model. A single standard deviation from the predicted mean is also shown in the plot 
for each prediction. 











































3.4.3 Extracting Intrinsic Material Parameters 
At any point during the model building process, the Bayesian framework presented in 
Section 3.3.1 can be used to sample the posterior distribution on the material parameters 
via the MCMC approach. In order to accomplish this second step of the proposed 
framework, one needs to evaluate the likelihood function (see Eqn. (3.13)); this requires 
the use of the reduced-order model obtained in step (1) as well as the relevant experimental 
indentation data. The reduced-order model with truncations Q=2, L=10 obtained after 
using 300 training points (described in Section 3.4.2) was selected for this example case 
study. Experimental data, including the mean and associated variance of measured 
indentation moduli, were previously reported for 11 different grains in a polycrystalline 
sample of Fe 3%-Si [13]. Using the MCMC procedure described in Section 3.3.2, 50000 
samples were drawn. The resulting multivariate distribution is shown in Figure 3.4 as three 
univariate distributions.  
 
Figure 3.4. MCMC sampling of the multi-variate posterior distribution of the three intrinsic elastic 
constants for Fe 3% Si. 
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To recap, in Step (1) of the protocol used a minimal number of finite element simulations 
to establish a high fidelity reduced-order model. Using experimental data previously 
reported, [13] the established reduced-order model was used to sample the distribution of 
elastic constants in Step (2) of the protocol. The distributions for the parameters extracted 
here are in very good agreement with the literature values. Estimates of the elastic constants 
from the current study, typical values reported from literature [55], and estimates reported 
from the previous study based on ordinary regression (on the full set of 2286 FE 
simulations)  [7] are shown in Table 3.1.  
It is emphasized that the previous study did not attempt any form of uncertainty 
quantification with respect to these estimates. It is important to note that the highest relative 
uncertainty in the present study was associated with the estimation of 𝐶$$, which deviated 
the most from the reported literature values. Since the literature values seldom report the 
associated uncertainty, it is very difficult to identify the source of the small disagreement 
between the 𝐶$$ values extracted here from the indentation measurements and the literature 
values obtained using completely different techniques. This small difference could be 
attributed to the experimental measurement errors (in both the indentation protocols 
employed here as well as the more conventional measurement protocols employed in 
literature). We further note that it should be possible to further refine the methodology 
presented here (i.e., Step (2) of the protocol) to identify specific additional grain 
orientations for indentation measurements that might improve specifically the estimates of 
𝐶$$ by reducing its variance. Such refinements will be pursued in future work.  
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Table 3.1. Comparison of reported estimates for single crystal elastic constants of the bcc-metal, 
Fe-3%-Si. All units are in GPa. 
 𝐶"" 𝐶"# 𝐶$$ 
Literaturea 225 135 124 
Previous Studyb 216 132 122 
Current Study 223 132 114 
a. Simmons and Wang  
b. Patel et al.   
 
3.5 Case Study: Hexagonal Polycrystals 
3.5.1 Problem Statement 
In order to demonstrate the versatility of the proposed framework, attention is now turned 
to the extraction of the elastic constants, 𝒄 = {𝐶"", 𝐶"#, 𝐶$$, 𝐶'', 𝐶"'}, for the hcp metal CP-
Ti (commercially pure titanium) [55]. Unlike the previous case study, a database of 
previously performed FE simulations was not readily available for this case study. 
Therefore, FE simulations were designed and performed specifically for this study as 
demanded by the Bayesian inference framework in the Step (1) of the protocol.  
The FE model used for this study is the previously validated Finite Element model [7] 
developed using the commercial software ABAQUS [56]. The sample mesh consisted of 
12,610 C3D8 continuum 3-D elements and is shown in Figure 3.5. The simulated indents 
were performed using an analytically defined rigid indenter with a tip radius of 16 µm, 
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consistent with the size used in the experiments on single crystal CP alpha-Ti grains 
reported in literature [1]. The dimensions of the sample mesh were taken as 9.6 µm X 9.6 
µm X 4.8 µm.  The FE model was validated by comparing simulated indentation moduli 
to the theoretical values reported by Vlassak and Nix [5] for zinc single crystals 𝒄 =
{161.1, 34.2, 38.3, 61.1, 50.3}	𝐺𝑃𝑎 as shown in Figure 3.5. The comparisons confirm the 
linear relationship between the indentation load (P) and the elastic indentation depth (he) 
raised to a power of 3/2 for hcp single crystals, as predicted by Vlassak and Nix [5]  (note 
that the original Hertz theory [11] is restricted to isotropic materials).   
(A) (B) (C) 
 
Figure 3.5. (A) Mesh used for Finite Element simulations. (B) Finite element simulated plots of P 
vs he3/2 for zinc single crystals. (C) Comparison of Theoretical and FE simulated indentation moduli 
values reported for zinc single crystals.  
For building the reduced-order model (Step 1 of the protocol), we need to identify the 
specific ranges of the intrinsic material properties of interest. For this study, the bounds of 
the ranges for the single crystal elastic constants were taken as 80	GPa ≤ 𝐶"" ≤ 	240 GPa, 
40	GPa ≤ 𝐶"# ≤ 	120	GPa, 30	GPa ≤ 𝐶$$ ≤ 	90	GPa, 70	GPa ≤ 𝐶'' ≤ 	210	GPa, and 
40	GPa ≤ 𝐶"' ≤ 	90 GPa; these were chosen to encompass a large number of hcp metals 
of future interest to our research [6]. The transverse elastic isotropy of the hcp symmetry 
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implies that the elastic indentation response is dependent solely on the declination angle 
(Φ) between the indenter axis and c-axis of the hcp crystal. Therefore, one only needs to 
explore the orientation space defined by 0 ≤ Φ ≤ J
#
	radians. Our goal will be to employ 
the sequential design strategy once again to efficiently explore the multi-dimensional 
parameter space identified above in establishing a reliable and robust reduced-order model 
for the FE indentation simulations over the entire parameter space of interest. 
3.5.2 Model Building Process 
As with the previous case study, the truncation parameters (Q, L) are important hyper-
parameters in the model building process. Since, these are not known a priori, we need to 
build reduced-order models with different values of these hyper-parameters and make 
suitable selections. The basic strategy employed here as follows: (1) Reduced-order models 
with lower truncation levels are initially established, (2) the truncation level is increased 
systematically if the performance of the established reduced-order model is deemed 
inadequate, and (3) the model building process is stopped when either the accuracy of the 
reduced-order model is deemed adequate or when the improvements in the accuracy were 
deemed insignificant. The LOOCV errors obtained from this process for the different 
truncations levels are depicted in Figure 3.6. A set of 760 simulations were used as the 
initial set for all of these model-building exercises. This number was chosen to be slighter 
larger than the number of terms in the expansion of Eqn. 3.1) for the case (Q=2, L=4), 
which results in a total of 729 terms in the expansion. This initial set was identified using 
a Latin hypercube design (LHD) [57] across the 6 dimensional parameter space 
{𝐶"", 𝐶"#, 𝐶$$, 𝐶'', 𝐶"', Φ}.  
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Following the initialization, additional simulations were chosen based on a screening of 
the highest uncertainty across a denser LHD of 2440 sets of inputs (total of 3200 design 
points including the initialization set). The LOOCV error for the various truncation levels 
appears to decrease for all cases as data is added with slight increase for the truncations 
(Q=3, L=4, 6) after 2200 data points, which given the small changes ( less than 0.3 GPa ) 
is attributed to noise. It is apparent from Figure 3.6 that the truncation level combination 
(Q=2, L=4) outperforms others throughout the model building process. The good accuracy 
of the reduced-order model built for this case study becomes apparent after about 2200 FE 
simulations, exhibiting a LOOCV error of 1.3 GPa as seen from Figure 3.6 and Figure 3.7.  
 
Figure 3.6. Cross validation error of the reduced-order models built in the first step of the two-step 
protocol for different truncation levels of Eqn. 3.1) for hcp crystals. 
In order to generate a validation set, the selection process was continued to generate another 
set of 600 FE simulations. We argue that this approach is likely one of the best strategies 
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for building validation sets, as the elements of the validation set are selected based on the 
highest values of the prediction uncertainty. The prediction errors for the validation set of 
600 FE simulations using the reduced-order model built with the training set of 2200 FE 





Figure 3.7. (A) Variation in the angular change in the vector of model coefficients between model 






Figure 3.8. Predictions for the validation set of 600 FE simulations generated from sequential 
design process using reduced order model with truncations Q=2,L=4 
It is important to recognize that the parameter space was purposefully chosen to be 
applicable to many hcp metals of future interest to our research [6]. Predictions are very 
good over the chosen parameter space as shown in Figure 3.8. Therefore, within the defined 
parameter space, future extraction efforts would no longer necessitate the generation of a 
new database. Furthermore, there is little value in performing additional simulations within 
the defined parameter space to attempt to significantly improve the reduced order model. 
The convergence of the associated model parameters in Figure 3.7 provides evidence that 
the reduced order model is unlikely change drastically with the introduction of new 
simulations. 
It should be noted that the significantly larger training set needed for this case study 
compared to the previous case study can be attributed to the following reasons: (i) the 
present case study involved a six-dimensional input space whereas the previous one 
involved a five-dimensional input space, (ii) the range of values for each input in this case 









































study were selected to be significantly larger than the previous one, and (iii) the degree of 
elastic anisotropy and contrast captured in this case study is significantly larger compared 
to the previous case study. The degree of single crystal elastic anisotropy, can be quantified 
by the universal elastic anisotropic index, 𝔸, [58,59] defined as 
where 𝐾 and 𝐺 are the bulk and shear moduli provided by Voigt and Reuss estimates 
(indicated by subscript 𝑣 and 𝑟 respectively) of a macroscopically homogenous 
polycrystalline material with uniform texture [60]. A maximum universal elastic 
anisotropic index of 7.2 was noted for the earlier cubic case study discussed in this paper, 
compared to 66.2 encountered in the current hcp case study. It is therefore quite reasonable 
that the number of training data points needed is significantly higher.  
3.5.3 Extracting Intrinsic Material Parameters 
The focus is now turned to the sampling of the posterior distribution of the elastic constants, 
𝒄 = {𝐶"", 𝐶"#, 𝐶$$, 𝐶'', 𝐶"'}	,  via MCMC. Similar to the previous case study, in order to 
sample from the posterior distribution of the intrinsic material parameters, the likelihood 
function in Eqn. (3.13) must be computed using the available experimental data and the 
reduced-order model established in Step (1) (corresponding to truncation levels Q=2, L=4 
using a training set of 2200 FE simulation data points). The experimental data for this case 
study was obtained from a prior openly shared dataset [1]. This data set included 
indentation moduli for 50 different crystal orientations on a CP-Ti sample. Following the 
procedure described in Section 3.3.2, 50000 samples were drawn using the MCMC 
approach. The resulting posterior distributions are shown in Figure 3.9 for each of the five 
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intrinsic hcp elastic stiffness parameters. The maximum-a-posteriori (MAP) estimates, the 
mean values, and the standard deviations of the distribution are reported as a table in the 
same figure. The reported mean values for elastic constants were found to be 
{155, 89, 49, 174, 55}	GPa for {𝐶"", 𝐶"#, 𝐶$$, 𝐶'', 𝐶"'}, respectively. Typical literature 
values reported are {162, 92, 47, 180, 69} GPa [61]. With the exception of 𝐶"', the 
extracted intrinsic stiffness parameters show good agreement with values reported in 
literature (mean values are within 5%). It is also interesting to note that the extracted 
distribution for 𝐶"' exhibits the highest relative uncertainty.  
 
Figure 3.9. MCMC sampling of the posterior distribution for the intrinsic single crystal elastic 
constants of CP-Ti. 
This indicates the relative low sensitivity of the indentation modulus to changes in 𝐶"', 
when compared to the other elastic stiffness constants. As noted in the previous case study, 
it should be possible to extend the framework presented here to focus exclusively on 
improving the estimation of 𝐶"' [42]. However, such an effort could only be justified after 
the uncertainty in the literature reported values is rigorously quantified. The variance in the 
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predictions of the surrogate model at selected orientations is compared with the 
experimental data in Figure 3.10.  
  
Figure 3.10. Left: Reduced-order model evaluations of the Markov Chain (MCMC) at selected 
points across the orientation space compared to available experimental data. Right: The resulting 
distributions of the evaluations using the reduced order model. 
Evaluations of the reduced-order model at various orientations using samples from the 
posterior distributions of the elastic constants provides the possible mean indentation 
moduli for the observed experimental indentation moduli, as described in Section 3.3.2. 
Since the reduced-order model coupled with a sampled set of elastic moduli from the 
posterior distribution of elastic constants provides the respective mean indentation modulus 
as a function of orientation, the predictions should be more tightly packed in regions which 
there are more observations, reflecting a higher certainty of the mean. The prediction 
uncertainty from MCMC is in fact shown to be highest at low declination angles, while 
uncertainty is lowest at high declination angles where relatively much more data is 
available. Furthermore, this observation suggests that there is much more value in 
conducting additional tests at the lower declination angles, specifically in the range of 0-
0.2 radians, compared to conducting them at the higher declination angles. This could be 
highly valuable input to the experimentalists for their future studies. 
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3.6 Conclusions 
A statistical framework has been presented for the robust extraction of the intrinsic material 
parameters from available experimental observations from spherical indentation stress-
strain protocols. The two-step Bayesian inference framework enables the specification of 
uncertainty in the measurement data, which is then transferred to the uncertainty in the 
values of the extracted intrinsic material properties. Most importantly, the new framework 
presented in this paper demonstrates potential for significantly speeding up the materials 
characterization effort by focusing on experiments that are likely to deliver the maximum 
value in establishing the desired properties. This is accomplished by employing a numerical 
model of the experiment itself (here accomplished using a finite element model). Although 
the numerical model can be very expensive, it is only needed for a one-time effort is 
establishing a reduced-order model (Step (1) of the proposed two-step protocol). Once the 
reduced-order model is established, the calibration of the available experimental data to the 
theory (Step (2) of the proposed two-step protocol) can be accomplished with minimal 
computational resources. The versatility and the robustness of the proposed new 
framework is demonstrated with two case studies: (i) extraction of three elastic constants 
for Fe-3%-Si, and (ii) extraction of the five elastic constants for CP-Ti. In both case studies, 
the ranges of intrinsic material parameters considered covers a significant number of 
polycrystalline hcp and cubic metals. This makes both models highly applicable to new 
case studies within the material classes. For material classes outside of the classes explored 
here, the main challenge is indeed Step (1) of the protocol, requiring the establishment of 
a high fidelity reduced-order model from suitable FE simulations, while Step (2) remains 
the same. In the event the extracted parameters in Step (2) fall outside of the extents of the 
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databases used to construct the reduced-order model, additional simulations considering 
the new bounds would become necessary. Finally, the use of a Bayesian framework opens 
new avenues for the development of autonomous (fully guided by the computer) scientific 
explorations. It is anticipated that the framework is extensible to a large number of other 
applications in multiscale materials modeling (e.g., extraction of the values of slip 
resistances from indentation measurements, extraction of the values of parameters in 
phase-field models based on available microstructure datasets). 
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CHAPTER 4. SEQUENTIAL DESIGN OF EXPERIMENTS 
FOR THE EXTRACTION OF INTRINSIC MATERIAL 
PROPERTIES VIA SPHERICAL INDENTATION 
MEASUREMENTS  
The following work was accepted for publication in the Journal, JOM, in May 2019 under 
the title “Bayesian Sequential Design of Experiments for the Extraction of Single Crystal 
Material Properties from Spherical Indentation Measurements on Polycrystalline Samples” 
[47]. Order of authorship is Andrew R. Castillo, Roshan V. Joseph and Surya R. Kalidindi. 
AC was responsible for data analysis and simulations, RJ and SK provided guidance. All 
contributed to preparation of the manuscript 
4.1 Abstract 
This paper explores a formal strategy for the extraction of single crystal elastic constants 
of cubic polycrystalline metals based on the optimal design of spherical indentation 
experiments. Recent work has formulated the extraction of elastic constants using a two-
step protocol. The first step established a surrogate model to capture the dependence of the 
indentation elastic modulus on the grain (i.e., crystal lattice) orientation and values of 
single crystal elastic constants. The second step involved the use of Markov Chain Monte 
Carlo (MCMC) to establish distributions on the elastic constants consistent with 
experimentally measured indentation moduli in grains of different orientations.  The 
present study refines the second step in order to sequentially identify specific grains that 
should be indented to provide the most utility in improving the estimated distributions on 
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the elastic constants. The proposed workflow is demonstrated for the extraction of elastic 
constants for an as-cast cubic polycrystalline Fe-3%-Si sample. 
4.2 Introduction 
The lack of robust strategies for extracting reliable values of the intrinsic material 
parameters from related experimental measurements is currently one of the central 
bottlenecks in the advancement of multiscale materials modeling capabilities. As a specific 
example of interest to this paper, modern instrumented indentation systems have been 
remarkably successful in providing reliable measurements of the local load-displacement 
responses in a sample with a submicron-scale spatial resolution [62-64]. Recently 
developed spherical indentation protocols have demonstrated the consistent extraction of 
crystal-level indentation stress-strain responses from sub-granular load-displacement 
indentation measurements on polycrystalline samples [13-15,65,66]. More specifically, 
because of their high spatial resolution, these recent protocols are able to reliably extract 
grain-level indentation properties such as indentation modulus and indentation yield 
strength, which exhibit the expected dependence on the initial crystal lattice orientation in 
the indented material.  With all these recent advances, the central challenge remains the 
reliable extraction of the values of the intrinsic materials properties (e.g., single crystal 
elastic stiffness parameters such as C11, C12, and C44 or the critical resolved shear strength 
that do not depend on the grain orientation) from the grain orientation-dependent properties 
measured in the indentation tests. This fundamentally requires an inverse solution that 
calibrates the values of the intrinsic material properties of interest by matching the forward 
theoretical solutions to the measurements obtained on an ensemble of grain orientations in 
a given polycrystalline sample [5,7,10,67].    
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One of the central bottlenecks in addressing the critical gap identified above comes from 
the fact that the forward model connecting the intrinsic material properties of the material 
to their corresponding indentation stress-strain responses requires the execution of a 
computationally expensive finite element (FE) model of the indentation test [8-11]. Since 
the solution of the inverse problem formulated above requires many forward solutions, 
there is a critical need for a clever strategy. In recent work [7,68], one such strategy 
involving a two-step protocol has been formalized: (1) Establish a surrogate model for the 
computationally intensive FE simulations; (2) Use inverse methodologies to calibrate 
intrinsic material parameters given available experimental data. It should be noted that the 
establishment of a reduced-order model (i.e., step (1)) requires a one-time high 
computational cost for a given material class (e.g., cubic crystals, hexagonal crystals). For 
example, it was shown that one can successfully build a high accuracy reduced-order model 
for capturing the relationship between the indentation elastic modulus and the grain 
orientation for a broad range of cubic materials [7]. Similarly, it was also shown that it is 
possible to build a reduced-order model to capture the dependence of indentation yield 
strength on the grain orientation for the entire class of single-phase bcc metals deformed 
by slip [10]. Once the reduced-order model is developed and validated, the main remaining 
challenge come from the efficient execution of the experiments (i.e., step (2)).  
The experimental component of step (2) of the protocol involves conducting indentation 
measurements in grains of different orientations. A typical strategy for this task has been 
to perform as many indentation experiments in as many grains as possible [8,12]. The only 
guidance one typically gets is to select grains orientations that ensure a roughly uniform 
coverage of the fundamental zone of the relevant orientation space (defined based on the 
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crystal symmetry) [1,13]. Here is where an optimal design of experiments strategy might 
prove to be very beneficial. As a specific example, a properly designed strategy can inform 
the experimentalist on the following questions: (i) Amongst the available grain orientations 
on the sample, which orientation is likely to offer the most valuable information in 
improving the estimates of the intrinsic material properties of interest? (ii) When should 
one stop doing more tests?  The answers to these questions have the potential to improve 
the reliability of the extracted values of the intrinsic material parameters of interest, while 
minimizing the number of experiments conducted. 
A formal design of experiments strategy has not yet been explored in literature for the 
estimation of the grain-scale intrinsic material properties using the spherical indentation 
test protocols. Generally speaking, the strategies for the design of experiments can be 
broadly classified as static designs and sequential designs. Static designs focus upon 
finding a design prior to performing any experiments [69]. We note these approaches 
typically do not provide guidance for where additional experiments should be performed, 
or even if additional experiments should be performed. Sequential designs adjust 
depending on the values previously observed. Because of their high tailorability, sequential 
designs are well suited for studies of complex nonlinear problems using sophisticated and 
expensive tools such as the ones considered in this work [42,70]. 
The central challenge in sequential design arises from the fact that the value of an 
experiment is difficult to quantify prior to actually performing the experiment and 
attempting to extract the desired information (here these are the intrinsic material 
parameters). Therefore, the goal of this paper is to develop a dynamic workflow which 
provides guidance in the selection of the grain orientations for indentation measurements 
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by leveraging sequential design strategies. In this workflow, estimates of intrinsic material 
parameters are continually updated as new experimental data becomes available from grain 
orientations chosen by a utility function. The utility function is designed to effectively 
quantify the expected information of an experiment that is yet to be performed using 
Bayesian strategies. These strategies are reliant on the rigorous determination of the 
distributions associated with the variables of interest (i.e., intrinsic material parameters). 
In this work, the determination of the distribution of unknown model parameters has been 
accomplished using Markov Chain Monte Carlo (MCMC). The calibration of unknown 
model parameters using MCMC is already well established in many other applications 
[42,71,72].  
The workflow explored in this study will first establish the distributions associated with 
the estimations of the intrinsic material parameters, then use the established distributions 
as an input to the evaluation of Bayesian-based information metrics. As a first application 
of this workflow, this study focuses on the extraction of the single elastic stiffness constants 
from a collection of experimental indents conducted on grains of different lattice 
orientations in a given polycrystalline sample.  
4.3 Extraction of Intrinsic Material Parameters Via Spherical Indentation 
4.3.1 Experimental Protocols 
Modern instrumented indenter machines can measure the local mechanical response of the 
material volume underneath the indenter tip in the form of a load–displacement curve with 
high accuracy and resolution. The linear elastic response due to the contact of two quadratic 


























where 𝑃 is the indenter load,	ℎ% is the elastic indentation displacement, and 𝑅, 𝐸, 𝑣, denote 
the radius, Young’s modulus and Poisson’s ratio of the indenter and sample denoted by 
subscripts 𝑖, 𝑠 respectively. These equations are the basis for defining material properties 
measured in indentation tests, and their correlation to the intrinsic material parameters of 
interest to multiscale modeling efforts. For example, in the equations presented above, 𝐸%&& 
is a material property measured in indentation, while 𝐸< is the intrinsic property of an 
isotropic material that is employed in modeling the response of the material to arbitrary 
loading conditions.  
As noted earlier, a major advance in instrumented indentation has been their impressive 
resolutions in measuring very small loads and displacements, making it possible to measure 
local material responses from exceedingly small volumes of material. For example, one 
can conduct indentation measurements using spherical tips of radius ~1 µm, where the 
material volume exposed to the indentation plastic strains can be limited to a volume ~(100 
nm)3. These techniques offer unprecedented opportunities for studying the mechanical 
response in heterogeneous materials at multiple resolutions (i.e., length scales) ranging 
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from the nanoscale to the macroscale. As a specific example, we consider here the potential 
of spherical indentation for measuring the local elastic response of single crystals (i.e., 
grains) in a polycrystalline sample. In these experiments, the indenter tip size is chosen 
such that the effective indentation zone is significantly smaller than that of the grain being 
indented. Consequently, the 𝐸%&& computed using Hertz’s theory (Eqs. ) would depend 
only on the lattice orientation of the indented grain, 𝒈 =	 {𝜙", Φ, 𝜙#}, and the intrinsic 
single crystal elastic stiffness parameters for the material; for cubic crystals, these are 
usually denoted as C"", C"#, and C$$.  
Estimation of Intrinsic Material Parameters using Markov Chain Monte Carlo 
The indentation property 𝐸%&& (simply referred to as indentation modulus 𝐸 henceforth) 
can be extracted from FE simulations for any specified lattice orientation, 𝒈, and elastic 
stiffness constants, 𝒄 = {C"", C"#, C$$}. Therefore, the goal is to calibrate a set of elastic 
stiffness constants 𝒄, by matching the simulated indentation modulus, 𝐸<(., to the 
experimentally observed indentation modulus, 𝐸, for a collection of differently oriented 
grains. The experimental data is denoted by {𝑬%:C, 𝑮%:C}, where 𝑬%:C are the set of 
experimentally measured indentation moduli corresponding to the set of lattice orientations 
𝑮%:C. The search across the intrinsic material parameter space using simulations is difficult 
due to the large product space of the possible values of the elastic constants and the range 
of grain orientations where the indentation moduli were measured. As already mentioned, 
an efficient strategy for addressing this inverse problem requires the establishment of a 
low-computational cost surrogate model for predicting the dependence of the indentation 
properties for prescribed values of the intrinsic material properties and grain orientations.  
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Since the only available approach to accomplishing this task reliably is to use the 
computationally expensive FE modeling toolsets [1,7,8,12], this means that one needs to 
train the surrogate model to the results of the FE simulations of the indentation tests. 
Furthermore, we wish to rigorously establish the associated uncertainty of the intrinsic 
material parameter estimates. Establishing the distributions on the intrinsic material 
parameters (i.e., uncertainty) typically requires computationally intensive sampling 
techniques, which are often only feasible through the use of a suitable reduced-order model. 
Let 𝐸V(𝒄, 𝒈) denote the reduced-order model relating the indentation modulus to a set of 
elastic constants and a lattice orientation, where the hat denotes that it is an approximation 
of the FE simulated 𝐸(𝒄, 𝒈). In order to establish this function, a database of simulations 
covering the very large input parameter space is necessary. The database is described by 
{𝑬<(. , 𝑪<(. , 𝑮<(.}, where 𝑬<(. denote the set of FE simulated indentation moduli 
corresponding to grain (lattice) orientations 𝑮<(. and the single crystal elastic stiffness 
constants 𝑪<(.. A reduced-order model with high accuracy has previously been established 
to predict the single crystal indentation modulus for cubic polycrystalline metals [7,73]. 

















where KLM(𝒈) denote the symmetrized Surface Spherical Harmonics basis (enumerated by 
indices l and m) over the relevant orientation space of interest [73], and P\𝐪(?̅?) denote a 
multivariate Legendre polynomial product basis. In other words, one can express P\𝐪(?̅?) =
𝑃0!(𝑐"̅")𝑃0"(𝑐"̅#)𝑃0$(𝑐$̅$), where 𝒒 = (𝑞", 𝑞#, 𝑞') forms a multi-index array, each 
element of which is a nonnegative integer allowed to vary from 0 to the selected maximum 
degree,	𝑄, i.e., 𝑞8 ∈ [0, 𝑄]. For the proper application of the Legendre Polynomial basis, 
each of the elastic constants are rescaled over the range [74] as shown in Eqn. (4.5), where 
𝑐8.9: and 𝑐8.() are the maximum and minimum values of the 𝑗-th elastic constant. Integers 
𝑄 and 𝐿 denote the truncation levels adopted in the formulation of Eqn. (4.4).  We note that 
the central challenge associated with the reduced-order model comes from establishing the 
model coefficients, 𝐴/
.0, using the database of finite element simulations 
{𝑬<(. , 𝑪<(. , 𝑮<(.},  and determining appropriate truncation levels (𝑄, 𝐿). We note 
specifically that the model coefficients, 𝐴/
.0 have been determined in prior work using 
Bayesian Linear Regression [44]. Since the reduced-order model described by Eqn. (4.4) 
has already been built successfully in prior work (i.e., step (1) of the protocol described 
above) [44], attention in this work is drawn to step (2) of the protocol. 
The extraction of intrinsic material parameters as described in step (2) will be approached 
in this work with an optimal Bayesian design of experiments strategy. As previously 
mentioned, this strategy requires a rigorous quantification of the distributions of the 
intrinsic material properties to be estimated. In other words, it is necessary to quantify the 
variations in the indentation measurements and effectively propagate them to the 
uncertainty in the estimates of the intrinsic material parameters through the inverse solution 
strategy (i.e., matching experiments to the FE simulations by varying the intrinsic material 
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parameters as the inputs). This is accomplished using a stochastic framework. Formally, 
the goal is to obtain the posterior distribution on the intrinsic material parameters, 
𝑝𝒄𝑬%:C, 𝑮%:C, which provides the probability density of the intrinsic material 
parameters, 𝒄, given the experimental data, {𝑬%:C,	𝑮%:C}. Using Bayes theorem, this is 






where 𝑝𝑬%:C𝒄, 𝑮%:C and 𝑝(𝒄) denote the likelihood function and the prior belief, 
respectively. The denominator on the right-hand side of Eqn. (4.6) reflects the evidence, 
whose computation is typically intractable. One way to address this challenge is to sample 
from the posterior using a Markov Chain Monte Carlo (MCMC) method. MCMC allows 
the sampling from the posterior distribution, 𝑝𝒄𝑬%:C, 𝑮%:C,  once the likelihood and 
prior are specified [34,36].    
Let 
 𝐸 = 𝐸<(.(𝒄, 𝒈) + 𝜖 (4.7) 
where 𝐸<(.(𝒄, 𝒈) is a prediction of the indentation modulus from the FE simulation and 𝜖 
is the measurement error in the real experiment. Assuming the measurement errors are 
independent and normally distributed with zero mean and constant variance 𝜎# (i.e., 











where 𝑛 is the number of indentation experiments. MCMCs usually require as many as  
𝑁 = 50,000	samples to attain convergence. This means, the likelihood function needs to 
be evaluated 𝑁 times, which is computationally infeasible because each evaluation of the 
likelihood requires 𝑛 evaluations of the FE indentation models. This is where the reduced-
order model obtained previously [44] (step (1) of the protocol) comes in handy. Using this 











Note that the uncertainty in the reduced-order model is neglected in writing Eqn. (4.9). 
Assuming a uniform prior for 𝑝(𝒄) along with the likelihood function in Eqn. (4.9) allows 
for the application of MCMC methods for sampling the posterior distribution on the 
intrinsic material parameters. In this work, this is performed using the Single Component 
Metropolis Hastings (SCMH) approach which considers component wise transitions [35].  
4.4 Bayesian Sequential Design Of Experiments 
The estimation of the single crystal elastic constants involves the matching of the simulated 
and the measured indentation moduli in grains of different orientations selected in a 
polycrystalline sample. The design of experiments task here solely considers what 
orientations ought to be picked for the indentation measurements. The available 
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orientations are provided by an orientation map obtained on the sample using electron 
back-scattered diffraction (EBSD) techniques [51]. In the following, we denote the set of 
grain orientations available for indentation measurements in the given sample (identified 
in the EBSD map) as 𝑮.9C. We note that the goal of design of the experiments is to identify 
the set of grain orientations 𝑮%:C, 𝑮%:C ⊆ 𝑮.9C, which are expected to provide the highest 
amount of information regarding the distributions on the intrinsic material properties of 
interest.  Typically, 𝑮%:C, is determined to obtain a uniform sampling of 𝑮.9C. As 
previously noted, this simple strategy is likely to be suboptimal, since the indentation 
measurements in the different grains are expected to exhibit different levels of sensitivity 
to the intrinsic properties of interest. Furthermore, there is little guidance to determine 
when one should stop making new measurements. This is because beyond a certain number 
of measurements (on grains of different orientations), new measurements are unlikely to 
add significant value to the stated goal of estimating the intrinsic materials properties of 
interest. Consequently, the simple strategies used currently often lead to oversampling. 
This work explores the benefits of approaching the problem through an optimal sequential 
design of experiments. This sequential workflow tracks rigorously the improvements made 
to the distributions on the intrinsic material parameters of interest, as new indentation 
measurements are added. In this strategy, one can objectively decide when to stop making 
further measurements because the protocols will naturally reveal when there are no further 
improvements to the distributions with the addition of new measurements. The details of 
the sequential design of experiments workflow implemented for the present study are 
summarized in Figure 4.1  The main task in this workflow is the optimal selection of the 
next orientation, 𝒈 ∈ 𝑮.9C, for the indentation measurement such that we can obtain the 
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largest reduction in the variance for the distributions on the intrinsic material properties of 
interest.  
 
Figure 4.1. An overview of the proposed workflow for the estimation of the intrinsic single crystal 
elastic properties of the material. Utilizing a reduced-order model calibrated to a physics-based 
finite element model of the indentation experiment, the workflow evaluates the potential of each 
grain orientation in the sample for lowering the variances of the distributions on the intrinsic 
materials properties of interest. After performing the measurement and updating the distributions, 
the cycle is repeated. The experiments are stopped when the improvement in the distributions is 
deemed insignificant.      
Before the start of the experiments, the pre-existing knowledge about the intrinsic material 
parameters 𝒄 is encapsulated in the prior distribution, 𝑝(𝒄). Given any available 
experimental data {𝑬%:C,	𝑮%:C}, the prior knowledge can be updated to obtain the posterior 
distribution 𝑝𝒄𝑬%:C, 𝑮%:C using Eqn. (4.5). Therefore, the value of the experimental data 
can be related to the difference between 𝑝𝒄𝑬%:C, 𝑮%:C and 𝑝(𝒄). One approach to 
measuring the difference between these two distributions is to use the Kullback-Liebler 





𝑝(𝒄) 𝑝𝒄𝑬%:C, 𝑮%:C𝑑𝒄 
(4.10) 
However, since 𝑬%:C is unknown before the experiment, the KL distance needs to be 
averaged over the distribution of the possible values of 𝑬%:C in order to obtain a computable 
measure. Thus, the objective is to find 𝑮%:C to maximize the expected KL divergence 
expressed as 





𝑝(𝒄) 𝑝𝒄, 𝑬%:C𝑮%:C𝑑𝒄𝑑𝑬%:C 
(4.11) 
where 𝐼𝑮%:C can be viewed as the expected Shannon information gain [38,39] (or simply 
referred as information gain) due to the experiments. This criterion can be used for finding 
the Bayesian optimal design of experiment [40,41]. 
The approach described above tries to choose a set of 𝑛 experiments simultaneously to 
maximize the information gain. An even better approach is to choose them sequentially by 
making use of the data obtained from the previous experiments in an adaptive manner. 
Such a sequential approach allows us to address the central questions raised as the main 
motivation for this work. That is, we can systematically select additional experiments with 
respect to the expected information gain considering our accumulated knowledge, and 
identify a stopping point for the experiments when the information gain is no longer 
significant. 
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Suppose 𝑘 experiments are already done and the properties were measured. The aim is to 
choose the (𝑘 + 1)th experiment, i.e., find the next grain orientation to perform the 
indentation measurement. As discussed in the previous section, we will use MCMC to 
obtain the posterior distribution of 𝒄  given the data. Since the errors 𝜖 are independent, the 
posterior distribution of 𝒄 obtained after 𝑘 experiments can be viewed as the prior 
distribution of 𝒄 for the (𝑘 + 1)th experiment. For notational convenience, we will denote 
it by 𝑝(𝒄), that is, its dependence on the data from the 𝑘 experiments is suppressed. Then, 
the objective is to find 𝒈 to maximize the information gain for the (𝑘 + 1)th experiment, 
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The one-dimensional integral with respect to 𝐸 in Eqn. (4.14) can be performed using 
numerical approaches such as Gaussian quadrature or Newton Cotes [76]. The search for 
the optimal grain is performed over a candidate set of grain orientations, 𝑮.9C. Thus, the 
Bayesian sequential design algorithm for the grain orientation 𝒈∗  where the next 




𝐼(𝒈)  (4.15) 
 
4.5 Case Study: Extraction of Elastic Constants from a Cubic Polycrystalline 
Sample 
In order to demonstrate the validity of the overall strategy proposed in this work, the focus 
is now turned to a case study involving the guided extraction of the elastic constants 
{𝐶"", 𝐶"#, 𝐶$$} from a polycrystalline sample of the bcc metal Fe-3%-Si. For this problem, 
a reduced-order model for the indentation modulus was already trained on FE simulations 
in prior work [7]. The model was expressed using generalized spherical harmonics as a 
Fourier basis, and the coefficients were calibrated using Bayesian linear regression [44]. 
The model showed high accuracy exhibiting a prediction average error of 2.1% over a 
validation set of 1986 simulations from a large product space of grain orientations and 
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cubic elastic stiffness parameters. The model coefficients were established using a training 
set of 300 simulations. Given the high predictive fidelity of the model, consideration of the 
uncertainty due to the reduced order model is omitted. The indentation mean and variance 
for the grains within the EBSD map depicted schematically in Figure 4.1 have been 
previously reported [28]. In the present case, due to the coarse-grained sample in question, 
𝑮.9C consisted of 11 orientations [28]. In order to explore the proposed workflow in Figure 
4.1, the experiments are treated as unknown until identified by their determined utility. An 
initial likelihood function is necessary to begin the process. The initial likelihood function 
is built using the mean and variance of indentation modulus measured at a single 
orientation. The initial orientation is chosen such that the (001) crystallographic plane is as 
close to the sample normal axis as possible. This is due to the predictions from the reduced-
order model being discernably sensitive to 𝐶"" (this is the dominant elastic stiffness 
parameter for cubic crystals) near this orientation [77]. Using this likelihood function, an 
initial posterior distribution is attained using MCMC. 
Following the initialization, the initial posterior distribution of elastic constants is used to 
compute the information gain as described in Section (3), and the sequential design process 
begins. After each experiment is performed, the posterior distribution is sampled using 
MCMC. For each posterior distribution 50000 samples were drawn using MCMC. The 
initial 5000 were discarded in order to account for a “burn in” period. The selection of the 
next experiment is determined based on the maximum expected information gain across 
the grains in 𝑮.9C using Eqn. (4.15). A problematic characteristic of the Shannon 
information metric is the potential computational cost. The computation cost associated 
with the information metric is O(𝑁#) where 𝑁 is the length of the Markov chain. To 
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alleviate this computation only grains not yet selected in 𝑮.9C were considered as selection 
candidates. Selection of additional experiments is continued until the posterior mean and 
standard deviation of the parameters exhibit convergence (i.e., only minimal changes with 
data added from new experiments). To serve as a comparison, random selection of 
experiments without replacement were also performed several times while utilizing the 
same initialization. The convergence rate using the information gain as a selection criteria 
was compared to cases using random selection in Figure 4.2. Using information gain as the 
design criteria, the mean of the sampled distribution of elastic constants was found to 
converge only after three experiments are performed. Additionally, using the information 




Figure 4.2. Comparison of parameter convergence rates for the sequential selection of 
experiments based on information gain criteria (shannon) and random selection. Left: 
Convergence rate for sampled mean {C11, C12, C44} of the MCMC chain. Right: 
Convergence rate for sampled standard deviation of {C11, C12, C44}. The initialization 
for all runs is a single orientation chosen such that the [100] crystal direction is close to the 
sample normal. 
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 Likewise, all the distributions for each selection process appear to converge fairly quickly 
thereafter.  It is not surprising that many of the poorly performing random runs initially 
selected orientations that were relatively close to each other. Furthermore runs in which 
distributions converged the fastest sampled close to the bounds of the orientation space 
first. This simply reflects the fact that the differing regions of the orientation space have 
discernably varying sensitivity to the individual intrinsic material parameters. Despite the 
adequate performance of a couple random runs, the results support the notion that the 
objective selection of experiments based on information gain indeed expedites the 
extraction of the intrinsic material parameters. Furthermore, the associated uncertainties of 
the extracted parameters (using information gain) after three experiments are hypothesized 
to be predominantly due to the uncertainty of the experimental measurements, rather than 
from under sampling the parameter space. This is evidenced by negligible changes in the 
standard deviation of the elastic constants after three experiments are performed while 
using the information gain criteria for selection. The distribution corresponding to the 
elastic constants using three experiments chosen via maximum information gain is shown 
in Figure 4.3. 
The mean value of the posterior distribution in Figure 4.3 provides estimates of the elastic 
constants using the minimal amount of experimental data. These values are in very good 
agreement with values reported from literature [55]. Since uncertainty is rarely reported 
alongside parameter estimates, it is difficult to gauge the deviation from the estimated 𝐶$$ 
value. A comparison of the values reported in literature, the previous study  leveraging the 
same databases, and the current study are shown in Table 4.1. 
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Figure 4.3. MCMC sampling of the posterior distribution of elastic constants, C11, C12, 
C44 for Fe-3%-Si using experiments chosen sequentially based on highest information 
gain. 
Table 4.1. Comparison of the reported elastic constants, C11, C12, C44 for Fe-3%-Si. 
 𝐶"" (GPa) 𝐶"# (GPa) 𝐶$$ (GPa) 
Literaturea 225 135 124 
Previous Studyb 216 132 122 
Current Study 223 132 115 
a. Simmons and Wang [55] 





Once a reduced-order model is established, the proposed workflow has the potential to be 
deployed for autonomous extraction of the intrinsic single crystal material properties from 
indentation experiments along with a rigorous quantification of their uncertainty. However, 
one should note that there are certain computationally intensive steps that could slow down 
the overall extraction effort. These steps include the distribution sampling via MCMC and 
the calculation of the information gain. Both computations take time due to the length of 
the Markov chain. Therefore, the following augmentations to the proposed workflow may 
be desirable in order to accelerate these computations. (1) Sampling of the intrinsic material 
parameter distributions can be performed through updating previous Markov chains via 
Sequential Monte Carlo [40,78], significantly reducing the time necessary to establish the 
parameter distributions at subsequent steps. (2) The computation of information gain 
metric can be expedited through the use of a reduced representation of sampled Markov 
Chains via importance sampling [40,42].  With such implementations, large grain maps 
can be scanned with real-time guidance as the measurements are being performed. Since 
both implementations essentially augment the Markov chain in order to hasten calculations, 
an evaluation of the resulting extracted parameters warrants careful attention and further 
investigation. 
4.7 Conclusions 
The workflow presented in this paper adopts a sequential strategy for the design of 
spherical indentation experiments to produce a highly informed pathway to the extraction 
of single crystal elastic constants. Within the workflow, distributions of the elastic 
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constants are systematically established by objectively identifying experiments which 
provide the most information gain. The prescribed workflow has identified that the 
maximal amount of information is gained within the first handful of experiments. 
Furthermore, estimates of the elastic constants using the first handful of experiments were 
in very good agreement with literature values. Therefore, careful attention should be taken 
in establishing the experimentally measured indentation properties for the handful of 
experiments identified early in the sequential design process. Such information itself 
provides very useful guidance to experimentalists. We further assert that the applicability 
of the suggested workflow extends past estimating single crystal elastic intrinsic properties. 
The current study implements the workflow to a relatively simple example. However, the 
workflow established is hypothesized to be highly robust to more complex applications in 
multiscale characterization of the material constitutive response. The main requirement of 
the workflow is the establishment of a likelihood function which links intrinsic properties 
of interest to an indentation property. Therefore, the workflow is potentially generalizable 
to other cases in the estimation of the intrinsic material properties as long as an appropriate 
reduced-order model can be established first. In this regard, it is pointed that the recently 
advanced framework of data-driven process-structure-property linkages [79-81] might 
prove very valuable in extending the application of the framework presented here to many 
other applications in multiscale materials modeling.   
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5.1 Abstract 
In this paper, the application of a recently formulated two-step Bayesian framework to the 
estimation of effective anisotropic elastic constants of single plies within a multi-laminate 
polymer matrix composite (PMC) is demonstrated, while using previously reported 
spherical indentation measurements within singular plies. Experimental spherical 
indentation measurements within the epoxy/fiber plies are inherently noisy due to local 
variation of the fiber volume fraction underneath the indenter. This paper demonstrates that 
the usage of a two-step Bayesian framework enables the extraction of reliable point 
estimates (and associated distributions) for the effective elastic constants from indentation 
modulus measurements conducted within single plies at different angles to the fiber 
orientations. The first step of the two-step Bayesian framework establishes the effective 
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elastic indentation modulus of a single ply as a function of its intrinsic elastic stiffness 
parameters and the angle between the indentation direction and the fiber orientation using 
a database of suitable finite element (FE) simulations. The second step involves the 
calibration of the indentation measurements from a given set of multi-laminate samples to 
the reduced-order model established in the first step. The second step is accomplished by 
sampling the posterior distribution of the single ply elastic parameters via Markov Chain 
Monte Carlo (MCMC) methods. This new framework is demonstrated in this study for an 
IM7/977-3 carbon fiber/epoxy multi-laminate sample. 
 
5.2 Introduction 
Laminated polymer matrix composites (PMC), comprised of stacked layers (referred as a 
laminate or multi-laminate) with each layer consisting of fibers orientated in a single 
direction (referred as a ply), have offered high tailorability and potential for the 
optimization of the mechanical properties to various applications across automotive, 
aerospace and civil infrastructure industries [82-85]. The modeling of the mechanical 
properties of the multi-laminate composite is generally pursued using homogenization 
schemes at two scales. At the first level, one takes the fiber and matrix properties and fiber 
volume fraction as inputs, and estimates the effective anisotropic properties of a singular 
ply [86,87]. At the second level, one takes the laminate properties and geometry (including 
stacking sequence and thicknesses of the individual plies) as inputs, and estimates the 
effective anisotropic properties of the PMC [88-93]. Consequently, the effective properties 
of a single ply play a critical role in the design of the laminated PMCs tailored for a selected 
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application. Direct experimental validation of the two-level composite models has been 
hampered by the lack of experimental protocols for the reliable estimation of the ply 
properties in a given multi-laminate sample [90,94-97]. The current practice relies on 
making single ply samples for experimental evaluation of their mechanical properties. 
However, one cannot be confident that the properties measured from these single ply 
samples would correspond well with the properties of the individual plies in a multi-
laminate sample, because there are unavoidable differences in the processing conditions 
experienced in the production of these different samples.  
Indentation techniques have been widely used in prior literature for establishing the local 
properties in heterogeneous samples, mostly aimed at evaluating the properties of 
microscale constituents or interfaces [5,98-100]. Recent advances in indentation 
instrumentation have tremendously improved the measurement resolution limits, and have 
now made it possible to measure local properties at submicron length scales. More 
specifically, recently developed spherical indentation protocols have demonstrated the 
consistent extraction of crystal-level indentation stress-strain responses from sub-granular 
load-displacement indentation measurements on polycrystalline metal samples 
[1,4,13,14,101]. These recent protocols are able to extract reliably the grain-level (i.e., 
grain lattice orientation dependent) indentation properties such as indentation modulus and 
indentation yield strength. Even more recently, novel protocols based on Bayesian statistics 
have been developed for estimating the intrinsic single crystal material properties (e.g., 
single crystal elastic stiffness parameters such as C11, C12, and C44 or the critical resolved 
shear strength) from the grain orientation-dependent indentation properties measured in 
different grains in a polycrystalline sample. These protocols fundamentally tackle an 
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inverse problem that calibrates the values of the intrinsic material properties of interest by 
matching the forward numerical (i.e., finite element method) solutions to the measurements 
obtained in the indentation experiments performed on a polycrystalline sample [7,10,44]. 
The spherical indentation stress-strain protocols have recently been extended to studies in 
carbon fiber/epoxy laminate composite. In a recent study, the spherical indentation stress-
strain protocols were demonstrated for various orientations of single plies within a multi-
laminate system [102]. Indentation moduli and indentation yield strengths at different 
declination angles (i.e., angle between the indentation direction and the fiber direction in a 
single ply) were reliably extracted from a multi-laminate PMC sample. The measured 
values of the indentation moduli were shown to decrease dramatically with an increase in 
declination, angle and were found to be reasonably consistent with forward predictions 
from finite element simulations. This recent study has demonstrated the potential of the 
spherical indentation stress-strain protocols for obtaining reliable and repeatable 
measurements of the local mechanical response of a single ply from a multi-laminate PMC 
sample. The next logical step in this research is to explore methods to extract the 
homogenized intrinsic properties of the individual plies from the indentation moduli 
measured at different declination angles (by indenting the differently oriented plies in a 
multi-laminate PMC sample). More specifically, the homogenized elastic response of a 
single ply (each ply is a composite comprising matrix and fibers) can be assumed to exhibit 
transverse isotropy and is represented by a set of five intrinsic stiffness parameters denoted 
as C11, C12, C13, C33, and C44 ; these five parameters are adequate to fully define the ply’s 
fourth-rank elastic stiffness tensor.  
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As already mentioned, the estimation of the intrinsic materials properties from the 
indentation properties demands a difficult inverse solution. This is because the most 
reliable forward models for this problem require the use of a computationally intensive 
finite element (FE) model of the indentation test. For the present case, the forward model 
would take the single ply properties as inputs, and predicts the indentation stress-strain 
responses at different declination angles. Given the high computational cost of the FE 
models of the indentation tests, inverse solutions need an efficient strategy. In recent work 
[44], a two-step Bayesian framework was proposed to address this class of problems, and 
its viability was demonstrated with the extraction of intrinsic crystal-level properties from 
indentation measurements in polycrystalline cubic and hcp metal samples. The first step in 
this protocol establishes a high fidelity, low computational cost, reduced-order model to 
take place of the computationally intensive FE model of the spherical indentation test. The 
second step calibrates the single ply properties of interest by using the experimentally 
measured indentation properties at different declination angles using the reduced-order 
model established in the first step together with a Markov Chain Monte Carlo (MCMC). 
One of the salient aspects of the proposed two-step Bayesian framework is that it also 
provides an estimate of the uncertainty (quantified as variance) in the estimated intrinsic 
properties. In this work, we will extend and demonstrate the viability of using the two-step 
Bayesian framework for the estimation of the single ply elastic stiffness parameters from 
the spherical indentation measurements on a multi-laminate PMC sample. It should be 
noted that the PMC samples studied here exhibit significantly higher levels of anisotropy 
and inherent variance in the indentation measurements, when compared to the 
polycrystalline cubic and hcp metal samples studied earlier. 
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5.3 Methods 
5.3.1 Experimental Data 
The elastic contact between two isotropic homogenous bodies with quadratic surfaces is 










where 𝑃 is the indenter load,	ℎ% is the elastic indentation displacement, 𝑅%&& is the effective 
radius of the indenter-sample system, and 𝐸∗ is the effective indentation modulus. 
Although the measured 𝐸∗ generally reflects the effective indentation modulus of the 
indenter-sample system, one can account for the elastic deformation in the indenter itself 
and recover the indentation modulus of the sample alone [17]. In the treatment presented 
here, it will be assumed that such corrections have been made, i.e., 𝐸∗ denotes the 
indentation modulus of the sample. In recent work [102], spherical indentation protocols 
were used successfully to measure the effective indentation moduli at four different 
declination angles (denoted by 𝜙) for single plies in an IM7/977-3 carbon fiber/epoxy 
multi-laminate sample. These measurements are summarized in Table 5.1, and are used in 
this study for the estimation of the single ply elastic constants. Note that the measurements 
show that the indentation moduli decrease significantly with an increase in the declination 
angle, and exhibit high levels of variance in the measurements. The high variance was 
attributed to the expected large variance in the local fiber volume fractions in the primary 
zones of the indentations performed [102].   
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Table 5.1. Previously reported measured indentation moduli for single plies in an IM7/977-3 carbon 
fiber/epoxy multi-laminate sample [102].  
 
 
5.3.2 Finite Element Models for Effective Indentation Moduli of Plies 
The simulated domain is treated as homogenous, transversely isotropic solid, whose elastic 
response in the sample reference frame is fully described by the set of five elastic constants, 
𝒄 = {𝐶"", 𝐶"#, 𝐶$$	, 𝐶'', 𝐶"'} and the specified declination angle, 𝜙, between the fiber 
orientation in the single ply and the indentation direction. The sample size simulated was 
chosen to be 670 µm × 670 µm × 335 µm, while the indenter radius was chosen to be 500 
µm, consistent with the experiments. The simulated sample size was chosen to be much 
larger than the indentation zone size (~50 µm reported in experiments) [102]. The mesh 
used is adopted from prior work, and consisted of 12,610 C3D8 continuum 3-D elements 
[7,102]. The FE model used in this work has been previously validated for the extraction 
of effective indentation moduli of various material systems, including cubic metal single 
crystals [7] and hexagonal metal single crystals [44]. The FE model has also been validated 
by direct comparisons with the analytical solutions reported by Vlassak and Nix [5]. Most 
recently, this FE model has been validated through the direct comparison of simulated and 
experimental values in single plies within PMC multi-laminate samples [102].  
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5.3.3 Bayesian Framework for the Extraction of Intrinsic Material Properties 
The Bayesian framework employed here is adopted from prior work [44], and is briefly 
reviewed next. In this approach, the measured experimental indentation modulus for the i-
th ply orientation (i.e., declination angle, 𝜙) is modeled as  
 𝐸(∗ = 𝐸<(.∗ (𝒄, 𝜙() + 𝜖( (5.2) 
where 𝐸<(.∗ (𝒄, 𝜙() denotes the FE-simulated indentation modulus corresponding to a set of 
effective elastic constants and a single ply orientation, and 𝜖(~𝒩(0, 𝜎(#) denotes a 
stochastic noise term. It is implicitly assumed here that the FE simulated 𝐸<(.∗ (𝒄, 𝜙() 
exhibits negligible variance. Let {𝑬%:C∗ , 𝜱%:C} denote the set of experimental indentation 
moduli, 𝑬%:C∗ , measured at the corresponding ply orientations, 𝜱%:C. The likelihood for 𝑛 












where the variance, 𝜎(#, is directly measured from experiments in the 𝑖-th ply (with a 
declination angle, 𝜙(). Inference of the effective elastic constants, 𝒄, for the observed 
experimental data can be expressed by Bayes rule:  
 𝑝𝒄𝑬%:C∗ , 𝜱%:C ∝ 𝑝𝑬%:C∗ 𝒄,𝜱%:C𝑝(𝒄) (5.4) 
Assuming a uniform prior for 𝑝(𝒄) along with the likelihood function shown in Eqn. (5.3), 
Eqn. (5.4) allows for the application of MCMC methods for sampling the posterior 
distribution on the effective intrinsic material properties [29,35]. MCMC algorithms seek 
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to generate a sequence, known as a Markov Chain, which converges to a target posterior 
distribution by accepting/rejecting a large number of proposed transitions across a finite 
parameter space based on an acceptance probability [44].  Specifically, the Single 
Component Metropolis Hastings (SCMH) algorithm is adopted in this work to generate 
transitions across the multivariate parameter space of effective elastic constants [35,44]. 
When implementing SCMH, the acceptance probability of a transition is solely determined 
by the ratio between candidate and current values evaluated by Eqn. (5.4). In practice, these 
methods often require tens of thousands of evaluations of the likelihood function to ensure 
convergence [37]. In this work, 50,000 samples are drawn via SCMH in order to generate 
a Markov Chain. Due to the probabilistic nature of MCMC, it is desirable to run the 
algorithm multiple times, randomly selecting initial starting points to ensure that 
independently sampled Markov Chains converge to similar distributions. The high 
computational costs associated with the execution of the FE models of indentation make it 
impractical to use the FE indentation models directly in the computations described above. 
The only practical approach for addressing this challenge is to first establish a reduced-
order model. 
Recent work [44] has demonstrated the successful development of a reduced-order model 
that captures the dependence of indentation modulus on the crystal orientation of the 
indented grain and an arbitrary set of single crystal elastic constants. The development of 
this reduced-order model involved the use of an expanded Fourier basis and the calibration 
of the Fourier coefficients via Bayesian Linear Regression (BLR). The usage of BLR 
provides a valuable quantification of uncertainty associated with the predictions from the 
reduced-order model [30]. These same strategies are adopted in this work to establish a 
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reduced-order model for 𝐸<(.∗ (𝒄, 𝜙). In order to establish the reduced-order model, a 
database of finite element simulations covering the relevant input parameter space is 
necessary. The quantification of uncertainty provided by BLR enables the deployment of 
sequential strategies to build a simulated database by focusing on areas of high predictive 
uncertainty. Simulations can be continually performed until sufficient performance of the 
reduced-order model is achieved, as determined by various error metrics. The 
implementation of this strategy in previous work has shown a significant reduction in the 
number of simulations necessary to establish a high fidelity reduced-order model in 
comparison with traditional regression approaches [7,44].  
The Fourier basis used in the development of a reduced-order model in the previous work 
were obtained by compounding symmetrized surface spherical harmonics (to represent 
functions over the orientation space) with Legendre polynomials (to represent functions 
over the ranges of the values for the single crystal material constants) [7,44]. The advantage 
of this representation was the ability to capture the underlying crystal symmetries exhibited 
by the material system. We note that the local orientation of any material system with 
respect to a defined sample frame can be represented by a set of Bunge Euler angles 
{𝜑", 𝜙, 𝜑#} [22]. Since any rotation about the sample normal does not affect the measured 
indentation properties, it can be seen that the indentation properties are independent of 𝜑" 
[5,18,22]. Furthermore, the indentation modulus of the transversely isotropic material 
simulated in this work is also independent of 𝜑# (i.e., a rotation of the ply about the fiber 
axis also does not influence the measured indentation response). As a result of these 
considerations, the desired reduced-order model [44] can be expressed as 
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where 𝑃/ (cos𝜙) denote Legendre polynomials expanded over the ply orientation space 
[22], and ?̄?𝐪(?̅?) denote a multivariate Legendre polynomial product basis. In other words, 
one can express ?̄?𝐪(?̅?) = 𝑃0!(𝑐"̅")𝑃0"(𝑐"̅#)𝑃0$(𝑐$̅$)𝑃0((𝑐'̅')𝑃0)(𝑐"̅'), where 𝒒 =
(𝑞", 𝑞#, 𝑞', 𝑞$, 𝑞S) forms a multi-index array, each element of which is a nonnegative 
integer allowed to vary from 0 to the selected maximum degree,	𝑄, i.e., 𝑞8 ∈ [0, 𝑄]. For 
the proper application of the Legendre Polynomial basis, each of the elastic constants are 
rescaled over their respective ranges [74] as shown in Eqn. (5.6), where 𝑐8.9: and 𝑐8.() are 
the maximum and minimum values of the 𝑗-th elastic constant. 𝑄 and 𝐿 denote the 
truncation levels adopted in the formulation of Eqn. (5.5). We note that the degree of the 
Legendre polynomials expanded about the orientation space are selected to be strictly even 
to fully reflect the symmetries present in the transversely isotropic material system [22].  
The model coefficients, 𝑨, are established using the aforementioned sequential model 

















5.4 Results  
5.4.1 Reduced-Order Model Building  
In order to evaluate the likelihood function in Eqn. (5.3), a high fidelity reduced-order 
model must be established covering a suitable parameter space of the elastic intrinsic 
material parameters.  The first step in this process is the identification of the extent of the 
input parameter space to be covered by the reduced-order model. To identify this space, 
simplified estimates of the effective elastic properties of a ply [87] can be computed using 
the constituent fiber/matrix properties in the following equations:  
 
𝐸' = 𝐸&'𝑉& + 𝐸.𝑉.  (5.7) 
 
𝐸" = 𝐸# =
𝐸.
1 − À𝑉&(1 −
𝐸.
𝐸&#Á )
  (5.8) 
 
𝐺#' = 𝐺"' =
𝐺.
1 − À𝑉&(1 −
𝐺.
𝐺&#'Á )




1 − À𝑉&(1 −
𝐺.
𝐺&"#Á )
  (5.10) 
 
𝑣#' = 𝑣&#'𝑉& + 𝑣.𝑉.  (5.11) 
where 𝐸,𝐺, 𝑣	denote the  Young’s moduli, shear moduli, and Poisson’s ratios, respectively, 
the fiber direction corresponds to the 3-axis, and the subscripts m and f refer to the matrix 
and the fiber components, respectively [86]. A range of fiber volume fraction, 𝑉& , between 
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20%-80% was used in Eqs. (5.7)-(5.11) in order to delineate the domain of the input 
parameter space for the desired reduced-order model. For these computations, the 
constituent fiber and matrix properties were taken from manufacturers’ data (Hexcel 
HexTow IM7, CYCOM 977-3 Epoxy Resin)  and reported values in literature 
[49,102,103]. The fiber properties were set as  𝐸&' = 276	𝐺𝑃𝑎, 𝐸&" = 26	𝐺𝑃𝑎, 𝐺&"# =
7	𝐺𝑃𝑎, 𝐺&#' = 20	𝐺𝑃𝑎, 𝑣&#' = 0.3,	while the matrix properties were set as 𝐸. =
3.3	𝐺𝑃𝑎, 𝐺. = 1.2	𝐺𝑃𝑎, 𝑣. = 0.35. The ply stiffness values computed from Eqs. (5.7)-
(5.11) were then converted to the corresponding values of 𝒄 used in the development of the 
framework presented in this paper using relations already established in literature [86]. The 
extents (i.e., ranges) for the values of the components of 𝒄 covered by the present work are 
summarized in Table 5.2.  The full range of the ply orientation space, 0 ≤ 𝜙 ≤ 90 degrees, 
was included in this work. 
Table 5.2. Bounds of each elastic stiffness constant considered in this study. Bounds were 
computed in accordance to Eqs. (5.7)-(5.11) considering a fiber volume fraction between 
20%-80%. 
 
As previously mentioned, a sequential model building process is adopted from prior work 
[44] in order to efficiently establish a reduced order model within the identified input 
parameter space. The implementation of this process includes the establishment of an initial 
reduced-order model using an initial data set, followed by the selection of additional 
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simulations based on predictive uncertainty. An initial data set of 740 simulations was 
generated from unique sets of inputs, {𝒄, 𝜙}, determined by a Max-Pro Latin Hypercube 
Design within the extents of the parameter space identified in Table 5.2, while ensuring 
material stability (i.e., positive eigen values for the stiffness tensor) [56,104]. The number 
of simulations for the initial data set was selected to be close to the number of coefficients 
associated with a reduced-order model established for the single crystal elastic constants 
in hcp crystals (i.e., truncation level Q=2, L=4 resulting in 729 model coefficients) [44]. 
Inputs to additional simulations were selected from another Max-Pro Latin Hypercube 
Design of 2200 simulations in accordance with the sequential model building strategy 
adopted from previous work [44].  
Given the high levels of anisotropy in the composite plys studied here compared to the hcp 
crystals studied in previous work [44], it was anticipated that a higher level of truncation 
would be necessary for the present work. Using cross-validation error (CVE) approaches 
[31], the aforementioned model building process identified that a truncation level of Q=2, 
L=6 (CVE=0.93 GPa) provides significant improvement over the truncation level Q=2, 
L=4 (CVE=1.57 GPa) for the present work. The necessity of higher model complexity for 
the present case compared to the previous work [44] involving hexagonal single crystals is 
quite reasonable due to a notable increase in the anisotropy in the present work. The degree 
of elastic anisotropy can be quantified by the universal elastic anisotropic index, 𝔸, defined 
as [58] 






− 6 (5.12) 
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where 𝐾 and 𝐺 are the bulk and shear moduli provided by Voigt and Reuss estimates 
(indicated by subscript 𝑣 and 𝑟, respectively) of randomly oriented homogenized plies 
within a macroscopically homogenous multi-laminate system [58]. The arithmetic mean of 
𝔸 encountered in the training data used in this study is 17.4 while previous studies 
involving hcp single crystals encountered a mean anisotropic index of 2.2 [44].  
A total of 860 simulations were sequentially added (1600 simulations total) to achieve 
convergence in the model building process. Convergence in the model building process is 
determined by changes in the model coefficients, 𝑨, established at every step.  Changes in 
the model coefficients as simulations are added is shown in Figure 5.1. It is seen that the 
model building process described in this paper produces a robust model. 
An additional 600 simulations were added via the sequential design process for critical 
validation of the predictive performance of the reduced-order model. The accuracy of the 
predictions over the training and test sets is summarized in Figure 5.2. The reduced-order-
model produced in this work shows very good predictive capability, exhibiting a mean 
absolute prediction error of 0.75 GPa over the test set. We note, predictions with a relatively 
high error (greater than 3.5 GPa) consistently corresponded to high values of 𝔸 ranging 




Figure 5.1. Convergence metrics during the building of the reduced-order developed in this work, 
corresponding to truncation levels Q=2, L=6. Top: The angular difference of the vector of model 
coefficients due to the addition of new simulations is shown to converge around 1600 simulations. 
Bottom: The magnitude of the vector of model coefficients shows a similar convergence. 
 
Figure 5.2. The accuracy of the reduced-order model built in this work for the prediction of the FE 
simulated effective indentation modulus for input values of the single ply stiffness distributed over 
the ranges specified in Table 5.2 and ply orientations ranging between 0 and 90 degrees. Left: 
Comparison of predicted and actual FE simulated effective indentation modulus for test and 
training data. Right: Corresponding histograms of the absolute error for test data and training data. 
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5.4.2 Estimation of Single Ply Stiffness from Indentation Measurements 
We now shift focus to sampling the posterior distribution of ply elastic constants, 𝒄 =
{𝐶"", 𝐶"#, 𝐶$$, 𝐶'', 𝐶"'}, given a set of experimentally measured indentation moduli at 
different declination angles in individual plies of a multi-laminate sample. Following the 
establishment of the reduced-order model in the previous subsection, the likelihood 
function in Eqn. (5.3) can readily be evaluated for the available experimental data 
(presented in Table 5.1). In accordance with the methodology described earlier, 50000 
samples are drawn from the posterior distribution shown in Eqn. (5.4) using a Single 
Component Metropolis Hastings algorithm [44]. The sampled posterior distributions of the 
effective elastic constants are shown in Figure 5.3. The mean values were found to be 𝒄 =
{20.1, 11.7, 4.9, 155.4, 9.9}	GPa.  
 
Figure 5.3. Extracted posterior distributions of the single ply elastic stiffness parameters from the 
available experimentally measured indentation moduli presented in Table 5.1. 
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Literature regarding the extraction of the (homogenized) single ply elastic properties from 
multi-laminate samples is sparse. To provide a basis for comparison, the effective 
properties of a corresponding ply with a fiber volume fraction of 63% (reported in the 
experiments) estimated using Eqns. (5.7)-(5.11) [102] is shown in Table 5.3.  
Table 5.3. Comparison of effective elastic constants extracted using MCMC to estimates [102] 
obtained using Eqs. (5.7)-(5.11). We note the sampled distributions provide a measure of 
uncertainty with respect to the extracted ply elastic stiffness constants. 
 
Interestingly, all of the estimates obtained using the simplified equations presented in Eqs. 
(7-11) lie close to or within a single standard deviation of the respective sampled means. 
The noticeably higher discrepancy for the value of C"" is consistent with observations in 
prior experimental work when comparing the experimental data in Table 5.1 to FE 
simulations using initial effective property estimates [102]. We emphasize that one of the 
main advantages of the proposed framework is that we obtain useful measures of the 
uncertainty related to the estimated single ply elastic stiffness parameters from the 
spherical indentation measurements. Note that the uncertainty is relatively higher for the 
estimates of the “off diagonal” stiffness constants, 𝐶"# and 𝐶"'. This is because the 
indentation modulus exhibits a relatively low sensitivity to changes in these parameters 
across the ply-orientation space [77]. The relatively high uncertainty levels in Table 5.3 
could be reduced if additional indentation measurements at additional ply orientations 
become available.  Determination of where to perform additional experiments can be 
qualitatively determined by viewing the predictions of the reduced-order model over the 
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ply orientation space.  The variation in the predictions of the reduced-order model due to 
the MCMC process is shown in Figure 5.4.  
 
 
Figure 5.4. The sampled MCMC posterior distribution for the prediction of indentation moduli as 
a function of the indentation declination angle. Highest uncertainty is seen at low declination 
angles, suggesting more information gathered at these angles will provide the best improvement in 
the extracted effective intrinsic properties. 
The predictions of the variation of the indentation moduli with the indentation declination 
angle, obtained from MCMC sampling, conform closely to the measured experimental 
indentation dataset verifying that the underlying variation in local indentation modulus 
observed within the single plies is effectively being communicated to the extracted 
distributions. However, significant variation in predictions occurs at lower declination 
angles, suggesting there would be value from additional experiments performed at lower 
declination angles. We note that the recently developed work in the sequential selection of 
indentation experiments based on highest information gain [47] may prove useful in 
leveraging the extracted distributions of effective elastic constants in order to quantitatively 
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determine the precise orientation of single plies to focus upon that may best sharpen the 
𝐶"#	and 𝐶"' distributions. 
5.4.3 Bulk Multi-laminate Property Estimation 
The effective elastic properties of a multi-laminate system can be tailored by manipulating 
the configuration of the constituent plies. Simple homogenization theories have often 
provided estimates for the effective properties of various configurations of a multi-laminate 
system. Therefore, it is desirable to incorporate the distributions of effective elastic 
constants sampled in Section 3.2 into such homogenization schemes in order to examine 
how the uncertainty in the single ply properties are propagated to the effective properties 
at the next higher length scale.  Specifically, the overall elastic properties of a multi-
laminate system with 𝑚 oriented plies can be estimated using an iso-strain model [87,88] 
expressed as  
where C denotes the 4-th rank elastic stiffness tensor composed from 𝒄, 𝑉D is the volume 
fraction of the 𝑡-th ply and 𝑄D denotes the rotation matrix which transforms the material 
principle frame to the sample frame in accordance with the 𝑡-th ply orientation. We note, 
C] is the effective 4-th rank stiffness tensor of the multi-laminate system. In practice, 
symmetric ply configurations are often  chosen such that a multi-laminate system likely 
exhibits an orthotropic, or quasi-isotropic elastic response [49,86,105,106]. Consequently, 
the effective Young’s modulus in the longitudinal direction of such multi-laminate systems 
 





is commonly reported in experiments [49,107]. Let 𝑔(C]) be the function which computes 
the effective Young’s modulus, denoted 𝐸_, in the longitudinal direction of an elastic 
orthotropic or quasi-isotropic multi-laminate system. We recall this relation is readily 
available in literature [86]. In order to take into account the distributions of effective elastic 
constants extracted in Section 3.2, the expected effective Young’s modulus, can be 
computed as  
where the expectation function, 𝔼, is readily approximated using the Monte-Carlo estimate 
[75] by 
where 𝒄( enumerates the 𝑁 = 50,000 samples of the Markov Chain. The expected 
effective Young’s Moduli in the longitudinal direction computed for various configurations 
of the IM7/977-3 epoxy-carbon fiber multi-laminate system are compared to previously 
reported experimentally measured values [49] in Table 5.4.  
The computed expected longitudinal stiffness using the distributions extracted in Section 
3.2 are in very good agreement with experimentally measured values. Furthermore, the 
reported standard deviations correspond to 10 separate MCMC chains. The small 
deviations between the predictions of these chains indicate robustness of the MCMC 
sampling methodology. The above exercise demonstrates how the distributions of in-situ 
 𝔼𝐸_𝑬%:C∗ , 𝜱%:C, 𝒄 = ∫ 𝑔(𝑓(𝒄))𝑝(𝒄|𝑬%:C∗ , 𝜱%:C)𝑑𝒄 (5.14) 
 








elastic ply properties may provide accurate predictions of the homogenized properties for 
arbitrary configurations of multi-laminate composite systems.  
Table 5.4. Comparison of homogenized longitudinal Young’s Modulus predicted using posterior 
distributions of single ply elastic stiffness constants to the longitudinal Young’s Modulus measured 
experimentally for multiple multi-laminate configurations. 
 
5.5 Conclusions 
A new framework has been presented and demonstrated for the extraction of homogenized 
single ply anisotropic elastic constants from available spherical indentation measurements 
on single plies within a multi-laminate PMC sample. The available experimental 
measurements exhibited varying levels of variance attributed to a large variance in the local 
fiber volume fractions in the primary zones of indentation. The Bayesian framework 
extended from prior work was successfully employed to sample distributions of the ply 
anisotropic elastic constants which reflect the uncertainty (expressed as variance) in the 
underlying experimental measurements. This is accomplished through the establishment of 
a likelihood function which requires a FE model of the spherical indentation experiment. 
In practice, a large number of evaluations of the likelihood function is necessary to discern 
the distributions of effective elastic constants. In order to expedite these computations, a 
high fidelity reduced-order model is established for the FE model of the indentation 
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measurement. Following the determination of the distribution of effective elastic constants 
pertaining to single plies, high fidelity estimates of bulk elastic properties of multi-laminate 
samples with various ply configurations were obtained. This was accomplished using the 
extracted distributions of effective elastic constants coupled with existing composite 
lamina theory.  
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CHAPTER 6. ESTIMATION OF CRYSTAL LEVEL 
ELASTIC-PLASTIC PROPERTIES FROM THE PRIMARY 
ALPHA PHASE OF TI ALLOYS VIA SPHERICAL 
INDENTATION MEASUREMENTS 
The following manuscript is in preparation under the tentative title “Bayesian Estimation 
of crystal-level elastic-plastic properties of primary-alpha phase of different chemical 
compositions from spherical indentation measurements on polycrystalline Ti alloy 
samples”. Order of authorship is Andrew R. Castillo, Aditya Venkatraman and Surya R. 
Kalidindi. AC was responsible for data analysis, AV was responsible for simulations and 
SK provided guidance. All contributed to preparation of the manuscript. 
 
6.1 Introduction 
Alpha-beta titanium alloys exhibit high strength to weight ratio together with the excellent 
corrosion resistance and fatigue properties desired in various aerospace applications. The 
microstructures in these alloys exhibit rich features that typically include the single phase 
hexagonal close-packed primary-a grains and the secondary-a grains exhibiting varying 
morphologies comprised of alpha laths in a metastable bcc matrix. The microstructure 
features as well as the chemical compositions of the alloys are known to play important 
roles in the properties exhibited by these alloys. The large design space for these alloys has 
made it difficult to establish the precise connections between the microstructure features 
of Ti alloys and their mechanical properties [108-110] .  
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There has been significant effort in developing physics-based microstructure sensitive 
multiscale models which take into account the salient information of the material structure 
to predict the mechanical properties for Ti alloys at higher length scales [20,111-115]. 
These physics-based models leverage a variety of crystal plasticity theories in order to 
communicate the deformation at the crystal level to the macroscale.  Commonly used 
examples of such frameworks include visco-plastic self-consistent crystal plasticity models 
as well as Taylor type crystal plasticity models [19,116]. In order to implement these 
models, knowledge of properties defined at the grain-scale (i.e., slip resistances of different 
slip families at the single crystal level) is essential.  Such information is critically important 
for hexagonal metals such as Ti alloys, which are known to exhibit rich dual-phase 
microstructures with each constituent phase exhibiting high levels of plastic anisotropy at 
the grain-scale [112,117].  
Mechanical characterization of crystal level properties have often been pursued using 
“miniaturized” versions of conventional methods of testing [117-120]. Examples of such 
tests includes microscopic compression tests on single crystal micro pillars produced using 
a focused ion beam [118] as well as cylindrical rods grown from single crystals [117]. 
Recent approaches have also attempted the calibration of crystal level parameters through 
the comparison of experimental and CPFE simulated load-deflection curves from bend 
tests on single crystal micro cantilever beams manufactured using a focused ion beam 
[121]. Other efforts in this vein include the calibration of grain scale properties through the 
comparison of experimental and CPFE simulated topographical surface patterns arising 
during conical nanoindentation experiments performed within singular grains at various 
orientations [8,12]. The lattice orientation of the individual test specimens are chosen 
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specifically to activate slip on selected slips systems of interest. These tests are often paired 
with slip trace analysis in order to verify that the targeted slip systems have been activated. 
Such approaches require highly specialized equipment and a sophisticated level of 
experimental skills and expertise. These approaches incur significant time and effort, and 
the results obtained are often highly sensitive to the intricate multi-step sample preparation 
processes required.  
As an alternative to the direct experimental approaches described above, the determination 
of crystal level elastic-plastic properties has also been attempted through the calibration of 
physics-based model predictions with experimental measurements at the macroscale. As 
previously mentioned, the crystal level parameters serve as inputs to crystal plasticity-
based simulation tools [19,20,116,122].   Consequently, one can calibrate the crystal level 
parameters in these models by matching the model predictions with the available 
experimental data (e.g., load-displacement curves, microstructure evolution documented 
by electron back-scattered diffraction (EBSD) maps) [19,20,112,116,122,123]. Since the 
experimental and simulation results are largely matched at the macroscale, these 
approaches do not often identify unique values for the crystal-level properties. In other 
words, one often identifies multiple sets of values for the crystal-level properties that 
provide similar levels of agreement between the predictions and measurements at the 
macroscale. A crucial shortcoming of many of these methods is, it is often exceedingly 
difficult to reliably quantify the uncertainty of estimates obtained due to the substantial 
amount of effort (experimental or simulated) needed.  Therefore, a systematic strategy 
should be employed which can quantify and propagate the uncertainty due to the 
experimental measurements to the extracted crystal level properties.  
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Instrumented indentation techniques have demonstrated to be capable of providing high 
throughput reliable measurements at multiple length scales (down to submicron) in local 
volumes of material [4,8,15,62,101,124]. Currently employed strategies for extracting 
intrinsic material properties from indentation tests have generally involved the calibration 
of physics-based finite element (FE) models of these tests to the corresponding set of 
experimental indentation measurements [7,8,44,124].  It has been previously demonstrated 
that the estimation of intrinsic material parameters is much more robust when the 
calibration is attempted in the form of the normalized indentation stress-strain curves as 
opposed to directly matching the load-displacement curve. One such example 
demonstrated the capability of extracting the initial slip resistance of a polycrystalline 
sample of Fe-3%-Si sample using a collection of experimental indentation measurement 
performed in multiple grains [10].  The aforementioned work sought to provide robust 
estimates of slip resistances; however, did not attempt to propagate uncertainty from 
experimental estimates to the initial slip resistance extracted. In recent work, a two-step 
Bayesian framework was proposed to address this issue, and its viability was demonstrated 
with the extraction of intrinsic crystal-level elastic properties from indentation 
measurements in polycrystalline cubic and hcp metal samples [44]. The first step in this 
protocol establishes a high fidelity reduced-order model in place of the computationally 
intensive FE model of the spherical indentation test with respect to the crystal level 
parameters of interest (e.g. initial slip resistance values, single crystal elastic constants).  
We note the establishment of this reduced order model presents a singular computational 
cost, but afterwards is readily applicable across a multitude of alloys to be considered 
[6,44]. The second step calibrates the crystal level properties of interest by using a 
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collection of experimentally measured indentation properties within single crystals at 
various orientations using the reduced-order model established in the first step together 
with a Markov Chain Monte Carlo (MCMC). One of the salient aspects of the proposed 
two-step Bayesian framework is that it also provides an estimate of the uncertainty 
(quantified as variance) in the estimated crystal level properties.  
In this work the two step Bayesian framework will be used to extract the values for the 
single crystal  elastic constants, {𝐶"", 𝐶"#, 𝐶$$, 𝐶"', 𝐶''}, as well as the initial slip resistance 
values  {𝑠CE , 𝑠F9 , 𝑠CGE=9 , 𝑠CGE=H9}, and associated uncertainties quantified for the primary 
a phase of a collection of Ti alloys.   Following the extraction step, a critical evaluation of 
the uncertainties of the extracted crystal level properties across the selected alloys will be 
performed. Previous studies involving the extraction of plastic crystal level properties for 
single phase cubic polycrystalline Fe-3%-Si samples only considered a single slip 
resistance value. The extraction effort here is complicated from the previous studies by the 
number of slip resistances necessary to consider. The difficult is further compounded by 
(i) the plastic anisotropy exhibited in HCP metals (ii) the exploration of the relatively high 
dimensional parameter space defined by slip resistances and crystallographic single 
orientations. We recall the final challenge of this study is the generation of a comprehensive 
dataset of single crystal elastic-plastic properties consistent across a collection of available 
Ti alloys using experimental spherical indentation measurements, which is the first of its 




6.2 Indentation Properties from Spherical Indentation Stress Strain Curves 
These protocols are based on the relationships initially established by the elastic, 
frictionless, contact between two isotropic, homogenous bodies with quadratic surfaces by 










 𝑎 = 5𝑅%&&ℎ% (6.2) 
where 𝒫 is the indentation load due to the elastic indentation displacement, ℎ%. In Equation 
(6.1)  𝑅%&& denotes the effective radius of the indenter-sample system, and 𝐸∗ is the 
effective indentation modulus. Although the measured 𝐸∗ generally reflects the effective 
indentation modulus of the indenter-sample system, one can account for the elastic 
deformation in the indenter itself and recover the indentation modulus of the sample alone 
[17]. The corresponding distance to the edge of contact between the indenter and the 
sample surfaces is given by contact radius, 𝑎, shown in Equation (6.2). In order to transform 
indentation load-displacement data into meaningful indentation stress-strain curves, 
suitable measures of indentation stress, 𝜎()*, and indentation strain, 𝜀()*, have previously 












These measures are meant to represent effective volume-averaged quantities in the primary 
deformation zones underneath the indenter. We note ℎ∗ generally reflects the total 
indentation depth of the entire indenter-sample system and, similar to 𝐸∗, one can account 
for the effect due to the indenter in order to recover the indentation depth due solely into 
the sample. In the treatment presented here, it will be assumed that such corrections have 
been made, i.e., 𝐸∗ and  ℎ∗ denotes the indentation modulus and depth of the sample 
respectively.   
The main impediment in the determination of indentation stress and strain measures is that 
direct measurement of the contact radius, 𝑎, is often difficult. We note, when simulating 
the indentation experiment the computation of 𝑎 is best accomplished via elastic unloading 
segments [16]. Each unloading segment corresponds to a single data point for indentation 
stress-strain measurements. Therefore, the establishment of an indentation stress-strain 
curve corresponds to the simulation of a loading segment followed by multiple unloading 
segments. This process leads to a significant computational expense when simulating a full 
indentation stress-strain curve.  
6.2.1 Experimental Indentation Property Data 
Although the above protocols were initially developed considering the contact between an 
indenter and isotropic material system, subsequent work has extended such protocols to the 
extraction of meaningful indentation stress strain curves for anisotropic material systems 
[1,4,13,15]. In polycrystalline materials, the indentation stress strain curves measured 
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within single grains of a particular thermodynamic phase have been found to be a function 
of the direction of indentation relative to the local crystallographic orientation.  In recent 
work, spherical indentation protocols were used to successfully establish the indentation 
stress-strain response in 𝛼-grains at several crystallographic orientations for a wide array 
of Ti-alloys. We note, the crystallographic orientation of a grain with the sample frame can 
be represented by a set of Bunge Euler angles 𝒈 = {𝜑", 𝜙, 𝜑#}. For each experimental 
indent the indentation modulus, 𝐸∗, and indentation yield, 𝑌∗,  with their corresponding 
orientation, 𝒈, was established in an unpublished study by Millan and Mohan et. al. We 
note these indentation properties are used in this study for the estimation of the intrinsic 
crystal level elastic-plastic properties. The alloys which are considered in this study and 
the corresponding measured indentation properties versus the angle between the crystal c-
axis and the direction of indentation, 𝜙 (referred to as the declination angle), are 
summarized in Figure 6.1.  
 120 
 
Figure 6.1.  Summary of Ti-alloys which the indentation moduli, 𝑬∗, and indentation yield values, 
𝒀∗,  versus the declination angle with respect to the direction of indentation and c-axis have been 
determined via indents within multiple 𝜶-grains of corresponding polycrystalline samples.  
 
6.3 Crystal Plasticity Finite Element Simulation of the Spherical Indentation 
Experiment 
6.3.1 Crystal Plasticity Material Model 
In order to calibrate underlying single crystal material properties using experimental 
spherical indentation measurements, physics-based models of the indentation experiment 
which are sensitive to changes in the single crystal material parameters of interest (i.e. slip 
resistances) are needed.  In order to implement such models, a suitable description of the 
local deformation at the crystal level is adopted from previous works [19,20]. The local 
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deformation at the crystal level is considered through the determination of the local plastic 
velocity gradient, 𝑳+, which is computed from the rates of shear deformation across 
multiple crystallographic slip systems [21]. 𝑳+ is related to the shearing rate across all 
𝛼	slip	systems as  
 𝑳+ = ∑ ?̇?,, 𝑺-,,       𝑺-, = 𝒎,⨂𝒏, (6.5) 
where 𝑺-, is the Schmid tensor computed using the slip plane normal,  𝒏,,  and slip 
direction 𝒎,. 
The visco-plastic power law commonly used to model the slip activity on slip system 𝛼 
due to an imposed resolved shear stress 𝜏, is given by 
 






Where ?̇?- is a reference shear rate, 𝑚 is the rate sensitivity parameter and 𝑠, is the 
resistance to slip of the 𝛼 system. We note the slip resistances, 𝑠, , are usually taken to 
evolve through time in accordance with a hardening law which takes into account the shear 
rates across all slip systems. In this work, only initial values of slip resistance are of interest, 
and as such, values of  𝑠, are treated as constant. The initial slip resistance parameters and 




Table 6.1. Slip systems and corresponding initial slip resistance parameters considered in the crystal 
plasticity material model. 
Slip System 
Initial Slip 
Parameter Slip Elements 
𝑃𝑟𝑖𝑠𝑚𝑎𝑡𝑖𝑐 𝑠CE {1	1_	0	1} <1	1	2_	0> 
𝐵𝑎𝑠𝑎𝑙 𝑠F9 {0	0	0	1}	<1	1	2_	0> 
𝑃𝑦𝑟𝑖𝑚𝑖𝑑𝑎𝑙 < 𝑎 > 𝑠CGE=9 {1	1_	0	1}	<1	1	2_	0> 
𝑃𝑦𝑟𝑖𝑚𝑖𝑑𝑎𝑙	 < 𝑐 + 𝑎 > 𝑠CGE=H9 {1	1_	0	1}	<1	1	2_	3> 
 
6.3.2 FE simulation of Spherical Indentation Experiment 
The Crystal plasticity material model outlined above is incorporated into a user-material  
subroutine (UMAT) in the general purpose FE program ABAQUS in order to simulate the 
spherical nanoindentation test [19]. In prior work [10], an FE model was developed to 
estimate the nanoindentation yield strength. This FE model consisted of: (i) a deformable 
sample with the crystal plasticity material model attributed to it, and (ii) a rigid hemi-
spherical indenter above the sample. Eight-noded, three-dimensional, continuum elements 
(C3D8 in ABAQUS) were used to mesh the deformable sample. The zone directly under 
the indenter (also called the primary indentation zone) should have a sufficient mesh 
density in order to capture the elastic-plastic transition accurately. In order to mitigate free 
surface effects, the FE discretization of the sample was designed such that the mesh density 
became progressively coarser toward the boundaries of the sample. We note, a large 
domain size was found to be necessary in order to accurately extract simulated spherical 
indentation stress-strain curves, and the resulting FE mesh consisted of 126560 elements.  
While the aforementioned meshing scheme was effectively used to establish the slip 
resistances of BCC Fe-3%Si alloy, a significant computational challenge is presented in 
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this work due to: (i) the plastic anisotropy exhibited in HCP metals (for instance, between 
the Pyramidal-<c+a> slip system and the Prismatic slip system) and alloys is expected to 
further decrease the computational efficiency of the simulations and (ii) the exploration of 
fairly large parameter space (delineated by the bounds of the slip resistances chosen for the 
simulations) required to generate the dataset is expected to drastically increase the number 
of simulations that need to be performed. Therefore, there exists a need to build a more 
computationally efficient FE model. In contrast to coarsening the mesh of regions further 
from the primary zone of indentation in order to mitigate free surface effects, prior works 
[6,125,126] have instead meshed the region outside the primary indentation zone using 
infinite elements in order to simulate the effect of an infinite elastic domain in the region 
far from the indenter tip. Infinite elements rely on a specific decay function defined toward 
the direction of the free surface allowing the emulation of infinite domains [56]. Such 
treatment has the potential to allow for the drastic reduction of the number elements needed 
to mitigate free surface effects. For this study, the zone directly under the indenter which 
contains the primary zone of indentation is meshed using continuum finite element (C3D8 
in this case), while the zones outside the primary indentation zone have been assigned 
eight-noded hexahedral infinite elements (type CIN3D8 in ABAQUS). The new FE model 
is shown Figure 6.2 (c). The aforementioned discretization procedure allows us to 
drastically reduce the number of elements in the deformable sample from 126560 elements 
to 13500. With this meshing scheme, the element size in the primary indentation zone is 
0.05𝜇𝑚 × 0.05𝜇𝑚 × 0.075𝜇𝑚, which represents an aspect ratio of 1.5.  
In order to simulate the indentation stress-strain experiment, frictionless, surface-to surface 
contact between the deformable sample and rigid indenter with a radius of 10𝜇𝑚 was used. 
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The displacement of the indenter is controlled in the z-direction.  Multiple loading and 
elastic unloading segments were produced in order to compute the radius of contact shown 
in Eqn. (6.2) in accordance with the aforementioned indentation stress-strain protocols. 
Throughout the entire loading process, the slip activity is limited to the primary indentation 
zone in the FE simulation.  We have validated the infinite elements incorporated FE model 
by comparing that the stress strain curves obtained from the FE simulation against the 
stress-strain curves reported in Patel et. al. [16] for an isotropic elastic-perfectly plastic 
sample (with the same material properties), as shown in Figure 6.2 (a). We note that the 
equivalent plastic strain contours (as indicated by “PEEQ”) are restricted to the primary 
indentation zone.  
 
Figure 6.2.  (a)Indentation stress-strain curve obtained for an elastic-perfectly plastic material from 
a FE simulation meshed with infinite elements in the primary indentation zone (b)illustration of the 
FE mesh used in this study with the light grey representing the continuum (C3D8) elements and 
the dark grey representing the infinite (CIN3D8) elements and (c)Evolution of Equivalent Plastic 
Strain contours (denoted as PEEQ) within the primary indentation zone for the isotropic elastic-
perfectly plastic case, indicating the localized plastic deformation 
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6.4 Extraction of Single Crystal Level Properties via Spherical Indentations 
6.4.1 Bayesian Framework for Extraction of Crystal Level Properties 
The Bayesian framework employed here is adopted from prior work [44], and is briefly 
reviewed next. In the following let 𝝍 be a set of crystal level intrinsic material properties, 
𝑃∗ be an experimentally measured indentation property (e.g. indentation modulus or 
indentation yield) which are highly correlated to the underlying intrinsic properties (e.g. 
single crystal elastic constants or initial slip resistances). In this approach, the measured 
indentation property is modeled as  
 𝑃∗ = 𝑃<(.∗ (𝝍, 𝒈) + 𝜖 (6.7) 
where 𝑃<(.∗ (𝝍, 𝒈) denotes the FE-simulated indentation property at the crystallographic 
orientation 𝒈, corresponding to a set of intrinsic material properties, 𝝍, and 𝜖~𝒩(0, 𝜆) 
denotes a stochastic noise term. It is implicitly assumed here that the FE simulated 
𝑃<(.∗ (𝝍, 𝒈) exhibits negligible variance. Let {𝑷%:C∗ , 𝑮%:C} denote the set of experimental 
indentation properties, 𝑷%:C∗ , measured at the corresponding crystallographic orientations, 
𝑮%:C. The likelihood for 𝑛 experimental measurements (denoted {𝑷%:C∗ , 𝑮%:C}) is 
expressed as  
 









where 𝑃(∗ denotes the experimental indentation property measured at the 𝑖-th orientation 
and  𝜆 is the homoscedastic variance exhibited by the indentation modulus across the 
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orientation parameter space. Inference of the intrinsic material properties, 𝝍, for the 
observed experimental data can be expressed by Bayes rule:  
 𝑝𝝍𝑷%:C∗ , 𝑮%:C, 𝜆 ∝ 𝑝𝑷%:C∗ 𝝍, 𝑮%:C, 𝜆𝑝(𝝍) (6.9) 
Considering a uniform prior for 𝑝(𝝍) along with the likelihood function shown in Eqn. 
(6.8) allows for the application of MCMC methods for sampling the posterior distribution 
on single crystal properties [45]. MCMC algorithms seek to generate a sequence, known 
as a Markov Chain, which converges to a target posterior distribution by 
accepting/rejecting a large number of proposed transitions across a finite parameter space 
based on an acceptance probability.  Specifically, the Single Component Metropolis 
Hastings (SCMH) algorithm is adopted in this work to generate transitions across the 
multivariate parameter space of intrinsic material parameters [35]. We note in previous 
studies multiple indents were available per grain orientation allowing a direct estimation 
of the variance. In this study, such a luxury is not available since only a single indent was 
available per grain orientation. This means for a given set of intrinsic material properties, 
𝝍, the variance 𝜆  associated with the likelihood in Eqn. (6.8) is unknown. One common 
way to approach this problem is to adjust the MCMC algorithm in order to generate 
samples of  𝝍  and 𝜆 given the available data {𝑷%:C∗ , 𝑮%:C}. Subsequently, Eqn. (6.9) is 
modified as 
 𝑝𝝍, 𝜆𝑷%:C∗ , 𝑮%:C ∝ 𝑝𝑷%:C∗ 𝝍, 𝑮%:C, 𝜆𝑝(𝜆|𝝍, 𝑷%:C∗ , 𝑮%:C)𝑝(𝝍) (6.10) 
Where under the consideration of a normally distributed likelihood, the distribution of 𝜆 is 
commonly taken to be the inverse chi squared distribution  [45,127,128].  
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 𝑝(𝜆|𝑷%:C∗ , 𝝍, 𝑮%:C) ∝ 	𝑖𝑛𝑣-𝜒#(𝜆|𝜆𝑷%:C∗ , 𝝍, 𝑮%:C, 𝑛) (6.11) 
In Eqn. (6.11),  𝜆𝑷%:C∗ , 𝝍, 𝑮%:C denotes the best estimate of variance for the current 
parameters, 𝝍,  using the available data, i.e. 𝜆 = "
)
∑ 𝑃(∗ − 𝑃<(.∗ (𝝍, 𝒈()
#)
( , and 𝑛 denotes 
the number of available experiments. For a given transition across the parameter space the 
inverse chi squared distribution is fully determined and a candidate value for 𝜆 can be 
readily sampled.  Generation of samples from the inverse chi-squared distribution can be 
accomplished using readily available software [54]. The acceptance probability of a 
proposed transition of 𝝍 in the Monte Carlo algorithm is than solely determined by the 
ratio between candidate and current values evaluated by Eqn. (6.10). In practice, these 
methods often require tens of thousands of evaluations of the likelihood function to ensure 
convergence [37]. In this work, 50,000 samples are drawn via SCMH in order to generate 
a Markov Chain. Due to the probabilistic nature of MCMC, it is desirable to run the 
algorithm multiple times, randomly selecting initial starting points to ensure that 
independently sampled Markov Chains converge to similar distributions. The high 
computational costs associated with the execution of the FE models of indentation make it 
impractical to use the FE indentation models directly in the computations described above. 
The only practical approach for addressing this challenge is to establish a reduced-order 
model. 
6.4.2 Reduced Order Models for prediction of Indentation Properties 
In order to efficiently evaluate the likelihood function, suitable reduced order models which 
take into account single crystal material properties and intrinsic single crystal properties as 
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input and output indentation properties must be established. The indentation properties 
which reduced order models are established are dictated by the available experimental 
indentation properties measured across the orientation space. This corresponds to a reduced 
order model for the simulated indentation modulus, 𝐸<(.∗ (𝒄, 𝒈), where 𝒄 =
{𝐶"",	𝐶"#, 𝐶$$, 𝐶'', 𝐶"'} denotes the  single crystal elastic constants, as well as for the 
simulated indentation yield,  𝑌<(.∗ (𝒔, 𝐠), where 𝒔 = {𝑠CE , 𝑠F9 , 𝑠CEG=9 , 𝑠CGE=H9} denotes the 
initial slip resistances. We note, since any rotation about the sample normal does not affect 
the measured indentation properties, it can be seen that, in general, the indentation 
properties are independent of 𝜑", i.e. 𝑃<(.∗ (𝝍, 𝐠) = 𝑃<(.∗ (𝝍, 𝜙, 𝜑#) [5,22].  
Recent work has successfully established a reduced-order model that captures the 
dependence of indentation modulus on the crystal orientation of the indented grain and an 
arbitrary set of single crystal elastic constants applicable to a wide range of hcp metals 
[44,48]. Since hcp metals exhibit a transversely isotropic elastic response the measured 
indentation modulus is independent of 𝜑# (i.e., a rotation about the c-axis also does not 
influence the measured elastic indentation response). Consequently, the aforementioned 
work established a model only considering the declination angle, 𝐸<(.∗ (𝒄, 𝜙), as shown 
below 
 












where ?̄?𝐪(?̅?) denotes a multivariate Legendre polynomial product basis and  𝑃/ (cos𝜙) 
denotes the Legendre polynomials expanded over the relevant orientation space. In other 
words, one can express ?̄?𝒒(?̅?) = 𝑃0!(𝑐"̅")𝑃0"(𝑐"̅#)𝑃0$(𝑐$̅$)𝑃0((𝑐'̅')𝑃0)(𝑐"̅'), where 𝒒 =
(𝑞", 𝑞#, 𝑞', 𝑞$, 𝑞S) forms a multi-index array, each element of which is a nonnegative 
integer allowed to vary from 0 to the selected maximum degree,	𝑄, i.e., 𝑞8 ∈ [0, 𝑄]. We 
note, 𝑸 and 𝐿 denotes the truncation levels for the for the formulation in Eqn. (6.12).  For 
the proper application of the Legendre Polynomial basis, each of the elastic constants are 
rescaled over their respective ranges [74], where 𝑐8.9: and 𝑐8.() are the maximum and 
minimum values of the 𝑗-th elastic constant. The degree of the Legendre polynomials 
expanded about the orientation space were selected to be strictly even to fully reflect the 
symmetries present in the transversely isotropic material system [22].  The above reduced 
order model established in previous works [44] is used here for the extraction of single 
crystal elastic constants for the collection of alloys in Figure 6.1.  
A reduced order model has yet to be established for hcp metals which predicts the 
indentation yield for a given set of slip resistances, and corresponding orientation, 
𝑌∗(𝒔, 𝜙, 𝜑#). Previous work involving the extraction of slip resistance values using 
indentation measurements into a collection of grains within a cubic Fe-3%Si 
polycrystalline sample found success in establishing a reduced order model by using 
Fourier basis obtained by compounding symmetrized surface spherical harmonics (to 
represent functions over the orientation space) with Legendre polynomials (to represent 
functions over the ranges of the values for the single crystal properties) [74]. The advantage 
of this representation was the ability to capture the underlying crystal symmetries exhibited 
by a given material system. The aforementioned work found extraction efforts were made 
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much more robust when formulated using normalized indentation yield values [10]. 
Extending these ideas, the reduced order model for the simulated indentation yield 
normalized by the prismatic slip, U*+,
∗ (𝒓,X,Y")
<./
, takes the form 
where 𝐾/.(𝜙, 𝜑#) denote the symmetrized surface spherical harmonics expanded over the 
relevant orientation space [73], and ?̄?𝜼(?̅?) denotes a multivariate Legendre polynomial 
product basis. We note 𝜼 = (𝜂", 𝜂#, 𝜂') forms a multi-index array, where each element of 
which is a nonnegative integer allowed to vary from 0 to a selected maximum degree,	𝑸\ , 
i.e., 𝜂8 ∈ Ð0, ?̄?Ñ. In Eqn. (6.13) 𝑚 and 𝑙 indexes the spherical harmonic basis where	𝑀\(𝑙) 
enumerates the spherical harmonics that implicitly reflect the symmetries of the hcp 
system. With the model form in place, the remaining issue involves the establishment of 
the model coefficients, 𝑩. In this work, the model coefficients, 𝑩, are established using a 
sequential model building process deployed successfully in previous works [44]. In 
previous works, the calibration of Fourier coefficients to reduced order models for 
indentation properties was accomplished via Bayesian Linear Regression (BLR). The 
usage of BLR in this context provides a valuable quantification of uncertainty associated 
with the predictions from the reduced-order model [30]. In order to establish the reduced-
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space is necessary. The quantification of uncertainty provided by BLR enables the 
deployment of sequential strategies to build a simulated database by focusing on areas of 
high predictive uncertainty. Simulations can be continually performed until sufficient 
performance of the reduced-order model is achieved, as determined by various error 
metrics. The implementation of this strategy in previous work has shown a significant 
reduction in the number of simulations necessary to establish a high fidelity reduced-order 
model in comparison with traditional regression approaches [44].  
6.5 Results 
6.5.1 Estimation of Single Crystal Elastic Constants  
In the first application of the Bayesian framework outlined in Section 6.4, the initial focus 
is the extraction of single crystal elastic constants 𝒄 = {𝐶"",	𝐶"#, 𝐶$$, 𝐶'', 𝐶"'} from the 
collection of Ti samples. We recall, in order to sample from the distribution of single crystal 
elastic constants the main requirement is the establishment of the likelihood in Eqn. (6.10). 
To efficiently evaluate the likelihood function, a reduced order model can be built using a 
database of suitable finite element simulations of the spherical indentation experiment. The 
reduced order model, shown in Eqn. (6.12), which predicts the indentation modulus for an 
arbitrary orientation and given set of elastic constants has been built in previous works and 
is adopted here for extraction efforts [44]. The aforementioned model uses truncation levels 
Q=2, L=4 and was built using a database of 2200 finite element simulations within the 
bounds 80 ≤ 𝐶"" ≤ 	240 GPa, 40 ≤ 𝐶"# ≤ 	120	GPa, 30 ≤ 𝐶$$ ≤ 	90	GPa, 70 ≤ 𝐶'' ≤
	210	GPa, and 30 ≤ 𝐶"' ≤ 	90 GPa. Given the elastic transversely isotropic behavior of 
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hcp materials, only the orientation space defined by 0 ≤ 𝜙 ≤ J
#
	 was considered in the 
aforementioned model building process.  
6.5.1.1 MCMC Sampling of Single Crystal Elastic Constants 
Given the availability of a reduced order model, and the available experiments shown in 
Figure 6.1, the likelihood function can be established. The corresponding prior distribution 
of the elastic constants was taken to be a uniform distribution defined by the bounds of the 
FE simulated database. Multivariate MCMC chains of single crystal elastic constants were 
independently sampled for each alloy in Figure 6.1 and the resulting distributions are 
tabulated and summarized in Figure 6.3. 
The resulting distributions are sharpest with respect to estimates for 𝐶$$, followed by 𝐶'' 
and 𝐶"". Estimates for 𝐶"# and 𝐶"' show a significant amount of uncertainty relative to the 
other estimates. The relatively high uncertainty exhibited by 𝐶"# and 𝐶"' is indicative of a 
smaller influence of these elastic parameters on the indentation modulus (i.e. sensitivity) 
across the orientation space. We note, the mean estimates of single crystal elastic constants 
for CP-Ti are within one standard deviation of previous estimates which used the same 
reduced order model, but a separately collected experimental dataset for extraction efforts  
[1,44]. In order to better diagnose the uncertainties apparent in the extraction effort, the 
predictions of indentation modulus across the orientation space using the sampled MCMC 






Figure 6.3. Top: Distributions of single crystal elastic constants extracted for alloys considered in 
this work. BW denotes the fixed bin width for the distributions in a given column. Bottom: The 
mean and corresponding standard deviation of the extracted initial slip resistances are shown. 
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Figure 6.4.  Predictions of Indentation Modulus versus declination angle using sampled MCMC 
chains and reduced order model established in previous works. 
The tightest predictions across the orientation space correspond to the MCMC chains 
sampled from the CP-Ti and Ti64 samples. The distributions for 𝐶"", 𝐶'', and 𝐶"# of single 
crystal elastic constants extracted for CP-Ti and Ti-64 are in general slightly sharper 
compared to the respective distributions extracted for other alloys. We note, Ti64 had the 
most available experimental measurements (67), followed by Ti5-2.5 (52), CP-Ti (50), 
Ti6242 (38) and Ti811 (31). MCMC predictions and the underlying distributions of 𝐶"" 
and 𝐶"# for CP-Ti are noticeably sharper than those found from Ti5-2.5 even though 
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roughly the same number of experimental indents were available. These observations 
demonstrate that, intuitively, the more precision in the experimental measurements, the 
higher precision in the extracted distributions of single crystal elastic constants.  
6.5.2 Estimation of Initial Slip Resistances  
Attention is now turned to the extraction of initial slip resistance values from the alloys 
considered in Figure 6.1 for the associated families of slip systems in Table 6.1. In order 
to evaluate the likelihood function described in Eqn. (6.10), a high fidelity reduced order 
model covering a suitable parameter space must be established. The first step in this process 
is the determination of the bounds of the parameter space of crystal plasticity finite element 
simulations for the 3-dimensional space of slip ratios, 𝒓, and 2-dimensional space of 
relevant Bunge Euler angles, {𝜙, 𝜑#}. The bounds of the ratios were chosen to be  {0.75 ≤
<01
<./
≤ 2.0	, 2.0 ≤ <.2/31
<./
≤ 4.5	, 2.5 ≤ <.2/341
<./
≤ 6.5}, based on activity of slip resistances 
reported across literature for the alpha phase of Ti-alloys, while the bounds of the 
orientation parameters were chosen to be {0 < 𝜙 < J
#
, 0 ≤ 𝜑# ≤
J
'
} which defines relevant 
the fundamental zone for HCP materials [129]. A database of indentation yield values with 
corresponding inputs {	𝒓,	𝜙, 𝜑#} and prismatic slip 𝑠CE was generated via CPFEM 
indentation simulations outlined in Section (6.3.2).  We note in the formulation shown by 
Eqn. (6.13), the prismatic slip, 𝑠CE is essentially treated as a reference slip and is set to 
𝑠CE = 5 MPa. The remaining inputs considered for the database were determined in two 
steps, the first step is an initial database  followed by a sequential design process adopted 
from previous works [44].  
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6.5.2.1 Reduced Order Model for Indentation Yield 
Previous efforts in cubic metals found a large number of SSH basis functions were 
necessary in order to capture the dependence of normalized Indentation Yield on 
orientation [22]. We note the previous study involving cubic materials considered a single 
slip parameter, and effectively assumed a linear relationship was sufficient in capturing 
changes in indentation yield to changes in the slip resistance value for a given orientation. 
Extending these ideas only the linear terms about the associated slip ratios, i.e. ?̄?=1, were 
initially considered and larger truncation levels for SSH coefficients were prioritized.  
Initially,  92 sets of inputs were screened from 5-dimensional Max Pro Latin Hypercube 
Design (LHD) of 1000 inputs based on space filling properites [104], where the number of 
simulations were chosen to be slightly larger than the number of Fourier coefficients (88) 
corresponding to truncation levels of ?̄? = 1, 	𝐿\ = 10. Following the determination of the 
initial database, a sequential design process adopted from previous works was used to 
select inputs to additional simulations from the remaining 902 inputs. Truncation levels, 
?̄?=1 and ?̄?=14 (corresponding to 160 Fourier coefficients) were found sufficient in 
establishing the reduced order model. The predictive performance of the reduced order 




Figure 6.5. Left: Predictive performance of reduced order model for normalized indentation yield. 
Right: Corresponding Test and Train histograms of absolute error for predictions. We note the 
normalized values correspond to a unitless factor which scales according to the prismatic slip value. 
The mean training error and corresponding standard deviation are 0.18 ± 0.20 while the 
mean test error and corresponding standard deviation are 0.32 ± 0.38. Errors which fall 
above 0.8 corresponded to points which were highly anisotropic and located toward the 
bounds of the considered parameter space of slip resistance ratios. Reduced order models 
with truncation levels below ?̄?=14 often exhibited comparable mean absolute testing and 
training errors, however the lower the truncation level the less anisotropy the model could 
accommodate, and predictions closer to the bounds of the parameter space worsened. For 
example, using the same testing and training dataset, a reduced order model with a 
truncation level, ?̄? = 1, ?̄?=10, 5% of prediction errors fall between 0.8 and 2.0. We note 
with the chosen truncation level, 2.5% of total prediction errors fall between 0.8 and 2.0. 
6.5.2.2 MCMC Sampling of Initial Slip Resistance Parameters 
With a reduced order model in place attention is turned to the extraction of initial slip 
resistances, 𝒔 = 𝑠CE , 𝑠F9 , 𝑠CGE=9 , 𝑠CGE=H9.	The likelihood shown in Eqn. (6.10) can be 
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evaluated for a given set of slip resistances using the experimental indentation yield values 
measured across the orientation space for a particular alloy shown in Figure 6.1. We note, 
a major advantage to the formulation of the reduced order model shown in Eqn. 
(6.13)(6.10) in accordance to normalized indentation yield and slip ratios is that it is 
unnecessary to directly bound the parameter space of slip resistances during the extraction 
process. Thus, a broad uniform distribution which only enforces the slip resistances to be 
strictly positive was used. With the likelihood(s) and prior(s) established, multivariate 
MCMC chains of slip resistances were independently sampled for each alloy and the 
resulting distributions are tabulated and summarized in Figure 6.6. The differences between 
the individual initial slip resistance parameters compared across the Ti-alloys is apparent 
in Figure 6.6. We note the relative uncertainty of the estimates can be ranked, from lowest 
to highest as prismatic with the lowest relative uncertainty, basal and pyramidal <c+a> 
exhibiting slightly more relative uncertainty and pyramidal <a> exhibiting the highest 
relative uncertainty. This ranking can be seen as reflective of the amount of slip activity 
for the slip systems across all the grain orientations experimentally indented. Similar to the 
extracted distribution of elastic constants, the MCMC predictions for indentation yield 
across the orientation space can assist in further analyzing the extracted distributions of 
initial slip resistances. The mean predictions of indentation yield from the MCMC chains 
across the orientation space for a given alloy as compared to the experimental data available 
are shown in inverse pole figure shown in Figure 6.7. The associated uncertainty of the 
mean predictions from the MCMC chains across the orientation space and the 
corresponding orientations probed experimentally are shown in the inverse pole figure in  
Figure 6.8. The mean predicted indentation yield contours are consistent with the 
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experimentally reported indentation yield values.  The measure of uncertainty provided by 
the MCMC prediction can provide guidance to where addition experiments may be 
performed in order to sharpen the distributions of slip resistances. For instance, all IPF 
contours show increased uncertainty near [1,0,-1,0] crystal axis. Additional indents in this 
area may improve distributions across the board.   
 
Figure 6.6. Top: Distributions of initial slip resistances for alloys considered in this work. BW 
denotes the fixed bin width for the distributions in a given column. Bottom: The mean and 




Figure 6.7. IPF Contours for Indentation Yield predictions using reduced order model and sample 
MCMC chains. The experimental measurements used in the extraction process are shown 
distinguished circles and are colored in accordance to their actual value.  
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Figure 6.8. IPF contours of Standard deviation of predictions from reduced order model for 
Indentation Yield using sampled MCMC chains. Orientations of the available experimental 
measurements used in the sampling process are displayed by the black dots. 
6.6 Conclusion 
Protocols for the Bayesian estimation of single crystal level elastic-plastic properties from 
available experimental spherical indentation stress-strain measurements have been 
presented. The 2 Step Bayesian Framework presented here enables the quantification and 
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propagation of uncertainty in the observed experimental spherical indentation stress strain 
measurements to the extracted crystal level properties. Although the associated physics 
based finite element simulations are computationally expensive, the generation of a 
suitable database presents a one-time cost in establishing a reduced-order model (Step (1) 
of the proposed two-step protocol). Once the reduced-order model is established, the 
calibration of the underlying intrinsic properties to available experimental data (Step (2) of 
the proposed two-step protocol) can be accomplished with relatively minimal 
computational resources. The present work highlights the strengths in dividing up the tasks 
involved in crystal level properties estimation via spherical indentation into reduced order 
model building and calibration steps. This is evidenced by the adoption of a reduced order 
model built in a previous work and usage here to extract single crystal elastic constants. 
Furthermore, the protocols presented here successfully demonstrate the generation of a 
consistent dataset of initial slip resistances, with quantified uncertainty, corresponding to 
multiple titanium alloys with differing chemical compositions. Due to the formulation of 
normalized indentation yield, the extraction efforts are made much more robust, and 
additional alloys can be readily considered using the protocols established here. The 
generation of such a comprehensive dataset of single crystal properties at the crystal level 
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