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a b s t r a c t
We consider the problem of scheduling n independent jobs onm parallel machines, where
the machines differ in their functionality but not in their processing speeds. Each job has a
restricted set ofmachines towhich it can be assigned, called its processing set. Preemption is
not allowed. Our goal is to minimize the makespan of the schedule. We study two variants
of this problem: (1) the case of tree-hierarchical processing set and (2) the case of nested
processing set. We first give a fast algorithm for the case of tree-hierarchical processing
set with a worst-case bound of 4/3, which is better than the best known algorithm whose
worst-case bound is 2. We then give a more complicated algorithm for the case of nested
processing set with a worst-case bound of 5/3, which is better than the best known
algorithm whose worst-case bound is 7/4. In both cases, we will give examples achieving
the worst-case bounds.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We consider the problem of nonpreemptively scheduling n independent jobs J = {J1, J2, . . . , Jn} onm parallel machines
M = {M1,M2, . . . ,Mm}, where the machines differ in their functionality but not in their processing speeds. Each job Ji has
a processing time pi and a restricted setMi ⊆ M of the machine set, to which it may be assigned, called its processing set.
We refer to such scheduling problems as having job assignment restrictions. In this paper we consider two special cases of
this problem: (1) the case of tree-hierarchical processing set and (2) the case of nested processing set.
In the case of tree-hierarchical processing set, each machine Mj is represented by a node in a graph, and the nodes are
connected in the form of an in-tree. Each job Ji is associated with a machineMj, and the processing setMi of Ji is the set of
machines on the unique path from Mj to the root of the tree. Fig. 1 shows an example of tree-hierarchical processing set,
where there are four machines. There are four jobs, J1, J2, J3 and J4, associated with machine M1, and the processing set of
these four jobs is {M1,M3,M4}. Similarly, there are four jobs, J5, J6, J7 and J8, associated withmachineM2, and the processing
set of these four jobs is {M2,M3,M4}. The processing times of the jobs are as shown in the figure, where C is a given integer.
A special case of tree-hierarchical processing set is the inclusive processing set, where the in-tree forms a chain. Fig. 2
shows an example of inclusive processing set, where there are three machines. As shown in Fig. 2, the job J5 is associated
with machine M3, and the processing set of J5 is {M3,M2,M1}. There are four jobs, J1, J2, J3 and J4, associated with machine
M2, and the processing set of these four jobs is {M2,M1}. Note that for any two jobs, the processing set of one job is either a
subset or a superset of the processing set of the other job. The processing times of the jobs are as shown in the figure, where
C is a given integer.
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Fig. 1. Illustrating the tree-hierarchical processing set:M1 =M2 =M3 =M4 = {M1,M3,M4},M5 =M6 =M7 =M8 = {M2,M3,M4}.
Fig. 2. Illustrating the inclusive processing set:M1 =M2 =M3 =M4 = {M1,M2},M5 = {M1,M2,M3}.
Fig. 3. Illustrating the nested processing set:M1 = {M1},M2 = {M2},M3 =M4 = {M1,M2}.
In the case of nested processing set, the machines are linearly ordered, sayM1,M2, . . . ,Mm. Each job Ji has two machine
indexes, ai and bi, associated with it, andMi = {Mai ,Mai+1, . . . ,Mbi}. Moreover, for each pair ofMi andMj, we have either
Mi ⊆Mj, orMj ⊆Mi, orMi∩Mj = ∅. Clearly, inclusive processing set is a special case of nested processing set. Fig. 3 shows
an example of nested processing set, where there are two machines. The processing set of J1 is {M1}, while the processing
set of J2 is {M2}. The processing set of J3 and J4 is {M1,M2}. Note that for any two jobs, their processing sets are either disjoint
or one is nested inside the other. The processing times of the jobs are as shown in the figure, where C is a given integer.
Scheduling problems with job assignment restrictions occur quite often in practice. Bar-Noy et al. [1] study an online
scheduling problem in a hierarchical server environment, where the hierarchical topology includes in-tree and chain
(inclusive processing set). Glass and Mills [6] describe an application of nested processing set in the drying stage in a flour
mill in the United Kingdom. Hwang et al. [9] give an application of inclusive processing set that occurs in the service industry
in which a service provider has customers categorized as platinum, gold, silver, and regular members, where ‘‘higher-level
customers’’ receive better services. One method of providing such differentiated service is to label servers and customers
with prespecified grade of service (GoS) levels and allow a customer to be served only by a server with GoS level less than
or equal to that of the customer. More applications can be found in the survey paper by Leung and Li [12] and the references
therein.
1.1. Literature review
The problem studied in this paper is a natural generalization of the parallel and identical machine case (i.e., P ‖ Cmax),
which is known to be strongly NP-hard; see Garey and Johnson [4]. Hochbaum and Shmoys [7] give a Polynomial-Time
Approximation Scheme (PTAS) for this problem. Because of the importance of the problem, there have been numerous
research conducted to tackle this difficult problem in the past few decades; see the survey paper by Chen et al. [2]. For the
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problem R ‖ Cmax, Lenstra et al. [11] give a polynomial-time algorithmwith aworst-case bound of 2. (Note that the problems
studied in this paper are special cases of R ‖ Cmax.) Moreover, they show that there is no polynomial-time algorithm with a
worst-case bound better than 3/2. Shchepin and Vakhania [16] improve the bound to 2− 1/m.
Since P ‖ Cmax is strongly NP-hard, our problems are also strongly NP-hard and hence unlikely to be solved in polynomial
time. For this reason, people have concentrated their efforts to polynomial-time approximation algorithms. For the case of
tree-hierarchical processing set, Bar-Noy et al. [1] give an online algorithm, and an offline algorithmwith aworst-case bound
of 2 can be implied by their results [1,3]. Recently, Epstein and Levin [3] give a PTAS for this case.
For the inclusive processing set case, Kafura and Shen [10] and Hwang et al. [9] give an algorithm with a worst-case
bound of 2− 1/(m− 1) form ≥ 3 and 5/4 form = 2. Glass and Kellerer [5] give an improved algorithm with a worst-case
bound of 3/2, and Ou et al. [15] give an algorithm with the better worst-case bound of 4/3. Ou et al. [15] also give a PTAS for
the problem, answering an open question posed by Glass and Kellerer [5]. Recently, Li and Wang [13] give a PTAS for the
same problem, but with job release times.
For the nested processing set case, Glass and Kellerer [5] give a list scheduling algorithm, and show that the worst-case
ratio lies between 2− 1/(m− 1) and 2− 1/m. Huo and Leung [8] give an improved algorithm with a worst-case bound of
7/4 form ≥ 4, and 3/2 and 5/4 form = 3 andm = 2, respectively. Recently, Muratore et al. [14] and Epstein and Levin [3]
give a PTAS for this problem, answering an open question posed by Leung and Li [12].
1.2. New contributions
In this paper we will give a fast algorithm for the case of tree-hierarchical processing set with a worst-case bound of
4/3, which is better than the best known algorithm whose worst-case bound is 2 [1,3]. We then give a more complicated
algorithm for the case of nested processing setwith aworst-case bound of 5/3,which is better than the best known algorithm
whose worst-case bound is 7/4 [8]. In both cases, we will give examples achieving the worst-case bounds.
All of our algorithms work as follows. First, our algorithms compute an upper bound (UB) and a lower bound (LB) for the
optimal makespan. In the case of tree-hierarchical processing set, we can use the algorithm given by Bar-Noy et al. [1] to
obtain a schedule; the makespan of such a schedule will be our upper bound UB. For the case of nested processing set, we
can use the algorithm given by Glass and Kellerer [5] to obtain an upper bound UB. We set LB to be LB = UB/2, since the
worst-case bound of both algorithms is not larger than 2. We then conduct a binary search in the interval [LB,UB]. For each
value C obtained in the binary search, we try to schedule the jobs on the machines so that the makespan will not be larger
than 4C/3 for the case of tree-hierarchical processing set and 5C/3 for the case of nested processing set (we will describe
these two algorithms later). If the scheduling is successful, wewill search the upper half of the interval; otherwise, we search
the lower half. We will show in the next two sections that if the optimal makespan is C , then we can always schedule the
jobs with makespan 4C/3 or less for tree-hierarchical processing set and 5C/3 or less for nested processing set.
Since our algorithms conduct a binary search in the interval [LB,UB], the number of iterations could be O(log(∑ni=1 pi)).
Thus, even if the running time in each iteration is strongly polynomial (which indeed is our case), the overall running time
is still not strongly polynomial. However, we can obtain strongly polynomial-time algorithms by using the technique as
described in the paper by Ou et al. [15]. The worst-case bound then becomes 4/3 + ϵ for tree-hierarchical processing set
and 5/3 + ϵ for nested processing set, where ϵ > 0 is any given positive real number. The running time of the algorithms
is a function of ϵ.
1.3. The model and notations
We have n jobs J = {J1, J2, . . . , Jn} to be scheduled on m machines M = {M1,M2, . . . ,Mm}. Preemption is not allowed.
Each job Ji has a set of machines Mi ⊆ M to which it can be assigned. The processing time of job Ji is pi. Our goal is to
minimize the makespan, Cmax, of the schedule.
As described above, our algorithms will conduct a binary search in the interval [LB,UB]. For each value C obtained in
the binary search, we try to schedule the jobs so that the makespan is not larger than 4C/3 for tree-hierarchical processing
set and 5C/3 for nested processing set. In both of our scheduling algorithms, we define a job to be a Type-I (respectively
Type-II, or Type-III) job if the processing time is larger than 2C/3 (respectively larger than C/3 but not larger than 2C/3, or
not larger than C/3).
For the case of tree-hierarchical processing set, for each machineMj, we let J(Mj) denote the set of jobs associated with
Mj. (Note that J(Mj) could be the empty set for some machine Mj.) The jobs in J(Mj) can be assigned to any machines on
the unique path fromMj to the root of the tree.
For the case of nested processing set, we letMI = {MI1,MI2, . . . ,MIz} denote the set of distinct processing sets; i.e., for
each job Ji,Mi = MIj for some 1 ≤ j ≤ z. We let J(MIj) denote the set of jobs whose processing set isMIj.
The organization of the paper is as follows. In the next section, we will give a fast algorithm for tree-hierarchical
processing set. In Section 3, we will give a more complicated algorithm for nested processing set. Finally, we draw some
concluding remarks in Section 4.
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2. Tree-hierarchical processing set
In this section wewill give the algorithm for the tree-hierarchical processing set case. The algorithmwill take as input an
integer parameter C . It will return ‘‘Yes’’ if it is possible to schedule all jobs so that the makespan is 4C/3 or less; otherwise,
it returns ‘‘No’’.
We assume that the machines are organized as a tree. The root of the tree has no successor. For each machine Mj, we
define the level ofMj as follows: The level of the root is 1, the level of an interior node is one plus the level of its immediate
successor. For each machineMj, we use lj to denote the level ofMj. The height of the tree is the maximum level among all of
its nodes, and is denoted by h.
Our scheduling algorithm schedules jobs associated with a machine from the highest level to the lowest level. Suppose
we are considering a node Mj. If J(Mj) has a Type-I job, we schedule the largest Type-I job on machine Mj; otherwise, we
schedule two largest Type-II jobs on machineMj. We then schedule Type-III jobs, in any order, until either there is no more
Type-III jobs or we encounter a job such that the scheduling of the job will make the makespan larger than 4C/3, whichever
occurs first.We thenmerge the remaining jobs toJ(Mk), whereMk is the immediate successor ofMj. This process is repeated
until we reach the root. If all jobs in the root can be scheduled without making the makespan larger than 4C/3, then we
return ‘‘Yes’’; otherwise, we return ‘‘No’’. The algorithm is described as follows.
TreeFeasibility (C)
Input: A rooted tree whose set of vertices is M = {M1,M2, . . . ,Mm}. Each node Mj has a set of jobs J(Mj) associated with
it. The height of the tree is h.
Output: ‘‘Yes’’ if all jobs can be scheduled so that the makespan is not larger than 4C/3; otherwise, ‘‘No’’.
(1) k := h
(2) While (k > 1) do
(a) For each machineMj with lj = k do
(i) If there is a Type-I job inJ(Mj), then {schedule the largest Type-I job Ji onmachineMj and remove Ji fromJ(Mj)};
else {let x be the number of Type-II jobs in J(Mj), schedule min{x, 2} Type-II jobs with the largest processing
times on machineMj and remove them from J(Mj)}.
(ii) While (the next Type-III job Ji can be scheduled on machine Mj so that the makespan is not larger than 4C/3)
do {Schedule Ji on machineMj and remove Ji from J(Mj).}
(iii) Merge J(Mj) into J(Mk), whereMk is the immediate successor ofMj.
(b) k := k− 1
(3) LetMj be the root of the tree. If
∑
Ji∈J(Mj) pi ≤ 4C/3, then return ‘‘Yes’’; otherwise, return ‘‘No’’.
End of Algorithm Let us examine the running time of the TreeFeasibility algorithm. We first perform some preprocessing.
For each machine Mj, if J(Mj) ≠ ∅, we sort the jobs in descending order of their processing times. The preprocessing step
takes O(n log n) time. For each machineMj, when we schedule the Type-I or Type-II jobs, we will be removing jobs from the
front of the queue, and when we schedule the Type-III jobs, we will be removing jobs from the back of the queue. We then
merge J(Mj) into J(Mk), where Mk is the immediate successor of Mj. All of these steps take O(n) time. Therefore, besides
the preprocessing, the overall running time of the TreeFeasibility algorithm is O(mn).
In the case of inclusive processing set (i.e., the tree forms a chain), there are two efficient implementations, which take
time O(mn) and O(n log n), respectively. Thus, if m > log n, then we will choose the implementation that takes O(n log n)
time; otherwise, we will choose the implementation that takes O(mn) time. Consider the implementation that takes O(mn)
time.We do not pre-sort the jobs. Instead, at each node, we can find the Type-I and Type-II jobs in O(n) time. The scheduling
of Type-III jobs also takes O(n) time. Thus, the overall running time is O(mn). For the O(n log n)-time implementation, at
each node, we put the Type-I and Type-II jobs into a heap, where the root of the heap is the job with the largest processing
time. The Type-III jobs are organized as an unordered set. Each Type-I and Type-II job is inserted and deleted from the heap
exactly once. The Type-III jobs are scheduled in any order. Thus, the overall running time is O(n log n). We note that the
running time of our algorithm is faster than the running time of the algorithm by Ou et al. [15], which takes O(mn) time in
addition to the pre-sorting time.
Lemma 1. If the n jobs in J can be scheduled on the m machines in M with makespan C, then the TreeFeasibility algorithm can
schedule all these jobs with makespan 4C/3 or less.
Proof. LetMj be the root of the tree. In Step (3) of our algorithm, wemerely test whether the total processing time of all the
jobs in J(Mj) is larger than 4C/3 or not. If it is not, then we report ‘‘Yes’’; otherwise, we report ‘‘No’’. For convenience in the
proof, we nowmodify this step so that we try to schedule the jobs in J(Mj). That is, if there is a Type-I job, we schedule the
largest Type-I job; otherwise, we schedule the two largest Type-II job. After that, we schedule the Type-III jobs until either
there is no Type-III job left, or the scheduling of the next Type-III job will make the makespan larger than 4C/3, whichever
occurs first. If all the jobs are scheduled, then we report ‘‘Yes’’; otherwise, we report ‘‘No’’.
We will prove the lemma by contradiction. Assume that there is a set J of jobs such that all the jobs in J can be scheduled
by an optimal algorithm with makespan C , but the jobs in J cannot be scheduled by our algorithm with makespan 4C/3 or
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less. Let job Ji be the largest unscheduled job after we finish Step (3) of our algorithm. There are three cases to consider,
depending on whether Ji is a Type-I, Type-II, or a Type-III job.
Case 1: Job Ji is a Type-I job.
From the TreeFeasibility algorithm, all the machines inMi (all the machines from the machine associated with job Ji to the
root) must have a Type-I job scheduled on each machine. LetM′ beMi and let Jˆ be the set of all these Type-I jobs. If for
any job Ji′ ∈ Jˆ , we haveMi′ ⊆ M′, then it is impossible to schedule all the jobs in Jˆ ∪ {Ji} on all the machines inM′ with
makespan C , since two Type-I jobs scheduled on the same machine will have makespan larger than C . This contradicts our
assumption that the optimal schedule can schedule all jobs with makespan C .
Thus, we may assume that there is a job Ji′ ∈ Jˆ such thatMi′ * M′. In other words, there must be some machines that
are in bothMi′ andM′, and some machines that are inMi′ but not inM′. Moreover, the machines that are inMi′ but not in
M′ must each have a Type-I job scheduled. Let Jˆi′ denote the set of all these Type-I jobs (i.e., the Type-I jobs scheduled on the
machines inMi′ but not inM′). Let Jˆ = Jˆ ∪ Jˆi′ andM′ =M′ ∪Mi′ . We can repeat the above process until every job Jk ∈ Jˆ is
such thatMk ⊆M′. Since every machine inM′ has a Type-I job scheduled, it is impossible to schedule all the jobs in Jˆ ∪ {Ji}
on the machines ofM′ with makespan C . This contradicts our assumption that the optimal algorithm can schedule all the
jobs in J on the machines ofM with makespan C .
Case 2: Job Ji is a Type-II job.
From the TreeFeasibility algorithm, all the machines inMi must have either a Type-I or two Type-II jobs scheduled on each
machine. LetM′ beMi and let Jˆ be the set of all these Type-I and Type-II jobs. If for any job Ji′ ∈ Jˆ , we haveMi′ ⊆ M′, then
it is impossible to schedule all the jobs in Jˆ ∪ {Ji′} on all the machines inM′ with makespan C , since a Type-I and a Type-II
job scheduled on the same machine will have makespan larger than C . This contradicts our assumption that the optimal
algorithm can schedule all the jobs with makespan C .
Thus, wemay assume that there is a job Ji′ ∈ Jˆ such thatMi′ *M′. Now, the machines that are inMi′ but not inM′ must
each have either a Type-I job or two Type-II jobs scheduled. Let Jˆi′ denote the set of all these Type-I and Type-II jobs (i.e.,
the Type-I and Type-II jobs scheduled on the machines inMi′ but not inM′). Let Jˆ = Jˆ ∪ Jˆi′ andM′ = M′ ∪Mi′ . We can
repeat the above process until every job Jk ∈ Jˆ is such thatMk ⊆ M′. Since every machine inM′ has either a Type-I job or
two Type-II jobs scheduled, it is impossible to schedule all the jobs in Jˆ ∪ {Ji} on the machines ofM′ with makespan C . This
contradicts our assumption that the optimal algorithm can schedule all the jobs in J with makespan C .
Case 3: Job Ji is a Type-III job.
From the TreeFeasibility algorithm, all the machines inMi must have a load more than C on each machine. LetM′ beMi
and let Jˆ be the set of all jobs scheduled on the machines ofM′. If for any job Ji′ ∈ Jˆ , we haveMi′ ⊆M′, then it is impossible
to schedule all the jobs in Jˆ ∪ {Ji} on the machines ofM′ with makespan C , contradicting our assumption that the optimal
algorithm can schedule all the jobs in J on the machines of M with makespan C . Thus, we may assume that there is a job
Ji′ ∈ Jˆ such thatMi′ *M′.
There are two cases to consider, depending on the type of job Ji′ is. If Ji′ is a Type-I or a Type-II job, then themachines that
are inMi′ but not inM′must each have either a Type-I job or two Type-II jobs scheduled. By the TreeFeasibility algorithm, Ji′
has the smallest processing time among these Type-I and Type-II jobs. Thus, wewill not get any improvement by scheduling
Ji′ earlier. (This is because eachmachine can schedule atmost one Type-I job or two Type-II jobs in a schedulewithmakespan
C .) On the other hand, if Ji′ is a Type-III job, then the machines that are inMi′ but not inM′ must each have a loadmore than
C . Let Jˆi′ denote the set of all jobs scheduled on the machines inMi′ but not inM′. Let Jˆ = Jˆ ∪ Jˆi′ andM′ = M′ ∪Mi′ . We
can repeat the above process until every job Jk ∈ Jˆ is such thatMk ⊆ M′. Since every machine inM′ has a load more than
C , it is impossible to schedule all the jobs in Jˆ ∪ {Ji} on the machines ofM′ with makespan C , contradicting our assumption
that the optimal algorithm can schedule all the jobs in J with makespan C . 
By Lemma 1, we immediately have the following theorem.
Theorem 1. There is an O(mn(log
∑n
i=1 pi))-time algorithm for tree-hierarchical processing set with a worst-case bound of 4/3.
Corollary 1. There is an O((min(mn, n log n)) ∗ (log∑ni=1 pi))-time algorithm for inclusive processing set with a worst-case
bound of 4/3.
As it turns out, the worst-case bound of 4/3 is achievable for both the tree-hierarchical processing set case and the inclusive
processing set case. The example given in Fig. 2 shows that the worst-case bound of 4/3 is achievable for the inclusive
processing set case. In this example, the optimal makespan is C . (We can schedule J5 on machine M3, J1 and J3 on machine
M2, and J2 and J4 on machine M1.) However, for any value C ′ < C , the TreeFeasibility algorithm will treat J1, J2 and J5 as
Type-I jobs, and J3 and J4 will be treated as Type-II jobs. Thus, J5 will be scheduled on machine M3, J1 on machine M2, J2 on
machine M1, leaving J3 and J4 unscheduled. Therefore, for any value C ′ < C , the algorithm will return ‘‘No’’. On the other
hand, if the value C is used, then J1, J2 and J5 will be treated as Type-II jobs, and J3 and J4 will be treated as Type-III jobs. Thus,
the TreeFeasibility algorithm will schedule J5 on machineM3, J1 and J2 on machineM2, J3 and J4 on machineM1, and it will
return ‘‘Yes’’.
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3. Nested processing set
In this section, we will present a more complicated algorithm for nested processing set. The algorithm will take as input
an integer parameter C . It will return ‘‘Yes’’ if it is possible to schedule all jobs with a makespan 5C/3 or less; otherwise, it
returns ‘‘No’’.
Let there be z distinct processing sets: MI1,MI2, . . . ,MIz . We will label the processing sets from the innermost level to
the outermost level. Processing sets at the same level are labelled in an arbitrary order. Thus,MI1 is at the innermost level,
whileMIz is at the outermost level. The algorithmhas two phases. In the first phase, it will schedule all the Type-I and Type-II
jobs. In the second phase, it will schedule all the Type-III jobs. In both phases, the algorithm will schedule jobs in ascending
order of the labels of the processing sets; i.e., jobs in J(MI1)will be scheduled first and jobs in J(MIz)will be scheduled last.
In the first phase, for each processing setMIj, the algorithmwill schedule all the Type-I jobs before it schedules the Type-II
jobs. The Type-I jobs will be scheduled in nonincreasing order of their processing times. Suppose Ji is the next Type-I job to
be scheduled. If there is no empty machines inMIj, then the algorithm returns ‘‘No’’. Otherwise, it will try each of the empty
machines to see if it is feasible to schedule Ji on that machine. Suppose we are considering machineMk. The criteria thatMk
is feasible is as follows: For each processing set MIl ⊆ MIj and Mk ∈ MIl, we let UFl be the set of machines (including the
empty machines) inMIl with a load 4C/3 or less, φ1 be the total processing time of all the jobs scheduled on the machines
in UFl, and φ2 be the total processing time of all the unscheduled jobs in J(MIq), whereMIq ⊆ MIl. If
φ1 + φ2 + pi ≤ |UFl| ∗ C + (|UFl| + 1) ∗ C/3,
then it is feasible to schedule Ji on machineMk. In this case, we assign Ji on machineMk and deleteMk from the set of empty
machines. Otherwise, we have to try another empty machine. If we try all the empty machines and none of them is feasible,
then we report ‘‘No’’. We continue this process until all Type-I jobs have been scheduled.
After we have scheduled all the Type-I jobs in J(MIj), we now schedule the Type-II jobs in J(MIj). Again, the Type-II jobs
are scheduled in nonincreasing order of their processing times. Suppose Ji is the next Type-II job to be scheduled. If there is
no machine (including the empty machines) with a load C or less inMIj, then the algorithm returns ‘‘No’’. Otherwise, it will
try each of these machines, in descending order of their loads, to see if it is feasible to schedule Ji on that machine. Suppose
Mk is one such machine. The criteria thatMk is feasible is as follows: For each processing setMIl ⊆ MIj andMk ∈ MIl, we let
UF ′l be the set of machines (including the empty machines) in MIl with a load 4C/3 or less, φ
′
1 be the total processing time
of all the jobs scheduled on the machines in UF ′l , and φ
′
2 be the total processing time of all the unscheduled jobs in J(MIq),
whereMIq ⊆ MIl. If
φ′1 + φ′2 + pi ≤ |UF ′l | ∗ C + (|UF ′l | + 1) ∗ C/3,
then it is feasible to schedule Ji on machineMk. In this case, we assign Ji on machineMk, and if machineMk now has a load
more than C , then removeMk from the set of eligible machines (i.e., the machines with a load C or less). Otherwise, we try
another machine. If we try all the machines and none of them is feasible, then we report ‘‘No’’. We continue this process
until all Type-II jobs have been scheduled.
Phase 2 of the algorithm is quite simple. It simply schedules the Type-III jobs, in an arbitrary order, in MI1, MI2, . . . , MIz
on the eligible machines with a load 4C/3 or less. If all Type-III jobs are scheduled, we return ‘‘Yes’’; otherwise, we return
‘‘No’’. The algorithm is described as follows:
Before we give a full description of our algorithm (which is called NestedFeasibility), it will be a good idea to compare
our algorithmwith the algorithm given in [8] (which is called Feasibility-Test-Algorithm). While there are some similarities
between the two algorithms, there are somemajor differences. Like our algorithm, the Feasibility-Test-Algorithm schedules
jobs from the innermost level to the outermost level. Unlike our algorithm, it divides the jobs into four classes – Type I, Type II,
Type III and Type IV – with the processing times in the ranges (3C/4, C], (C/2, 3C/4], (C/4, C/2] and (0, C/4]. respectively.
The algorithm schedules every Type-I job into an empty machine (any empty machine will do), and it schedules Type-II
and Type-III jobs by the Best-Fit Decreasing Rule. However, every time an empty machine is used, it will check whether the
average processing time of the unscheduled Type-IV jobs (i.e., total processing time of the unscheduled Type-IV jobs divided
by the number of empty machines) in the processing set nested inside the current one is less than C/4 or not. If it is not,
it will schedule more Type-IV jobs by the Best-Fit Decreasing Rule. Otherwise, it will stop scheduling the type-IV jobs. The
remaining Type-IV jobs will be scheduled after all the Type-I, Type-II and Type-III jobs have been scheduled. By contrast,
our algorithm schedules all the Type-I and Type-II jobs in the first phase, and it schedules all the Type-III jobs in the second
phase. In the first phase, before we use an empty machine, we check if certain condition is satisfied for all the processing
sets that include this emptymachine and that is nested inside the current processing set. If the condition is satisfied, wewill
use this empty machine; otherwise, we consider another empty machine.
Besides the differences between the two algorithms, the proofs that the algorithms work are also quite different. In the
Feasibility-Test-Algorithm, we proved, by induction on the level of the processing set, that certain properties hold after we
schedule all the Type-I, Type-II, and Type-III jobs of the current processing set. By contrast, we use a contradiction proof for
the NestedFeasibility algorithm which is simpler than the proof of the Feasibility-Test-Algorithm.
NestedFeasibility (C)
Input: The m machines have z distinct processing sets MI1,MI2, . . . ,MIz . Each processing set MIj has a set of jobs J(MIj)
associated with it.
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Output: ‘‘Yes’’ if all jobs can be scheduled so that the makespan is 5C/3 or less; otherwise, ‘‘No’’.
(1) For (j := 1 to z) do
(a) Let EMj be the set of empty machines inMIj.
(b) While (there is a Type-I job in J(MIj) and EMj ≠ ∅) do
(i) Let Ji be the largest Type-I job in J(MIj) and let EM1j = EMj.
(ii) Pick a machineMk ∈ EM1j .
(iii) Fill := ‘‘true’’
(iv) For any processing setMIl such thatMIl ⊆ MIj andMk ∈ MIl do
(A) Let UFl be the set of machines (including the emptymachines) inMIl with a load not more than 4C/3; let φ1
be the total processing time of all the jobs scheduled on the machines of UFl; let φ2 be the total processing
time of all the unscheduled jobs in J(MIq), whereMIq ⊆ MIl.
(B) If φ1 + φ2 + pi > |UFl| ∗ C + (|UFl| + 1) ∗ C/3, then {Remove machineMk from EM1j ; Fill := ‘‘false’’; break.}
(v) If (Fill= ‘‘true’’) then {Schedule job Ji on machineMk and remove machineMk from EMj.} else {If EM1j = ∅ then
return ‘‘No’’ else goto step 1(b)(ii).}
(c) If there is a Type-I job in J(MIj), then return ‘‘No’’.
(d) Let EM ′j be the set of machines (including the empty machines) with a load not more than C inMIj.
(e) While (there is a Type-II job in J(MIj) and EM ′j ≠ ∅) do
(i) Let Ji be the largest Type-II job in J(MIj) and let EM2j = EM ′j .
(ii) Pick the machineMk in EM2j with the largest load.
(iii) Fill := ‘‘true’’
(iv) For any processing setMIl such thatMIl ⊆ MIj andMk ∈ MIl do
(A) Let UF ′l be the set of machines (including the emptymachines) with a load not more than 4C/3 inMIl; let φ
′
1
be the total processing time of all the scheduled jobs on the machines of UF ′l ; let φ
′
2 be the total processing
time of all the unscheduled jobs in J(MIq), J(MIq) ⊆ J(MIl).
(B) If φ′1+φ′2+ pi > |UF ′l | ∗ C + (|UF ′l |+ 1) ∗ C/3, then {Remove machineMk from EM2j ; Fill := ‘‘false’’; break.}
(v) If (Fill= ‘‘true’’) then {Schedule job Ji onmachineMk. IfmachineMk has a loadmore than C then removemachine
Mk from EM ′j .} else {If EM
2
j = ∅ then return ‘‘No’’ else goto step 1(e)(ii).}
(f) If there is a Type-II job in J(MIj), then return ‘‘No’’.
(2) For (j := 1 to z) do
(a) Schedule the jobs of J(MIj), in any order, on the machines ofMIj whose load is not more than 4C/3.
(b) If J(MIj) ≠ ∅, then return ‘‘No’’.
(3) Return ‘‘Yes’’.
End of Algorithm Let us examine the running time of the algorithm. We first perform a preprocessing step of sorting the
jobs in each processing setMIj in nonincreasing order of their processing times. This step takes O(n log n) time. In phase 1,
we schedule all the Type-I and Type-II jobs. For each Type-I or Type-II jobs, we need to try O(m)machines. For eachmachine
Mk, there are O(m) processing sets MIl we need to examine. Thus, it takes O(m2) time to schedule a Type-I or Type-II job.
Therefore, phase 1 takes O(m2n) time. Phase 2 takes O(m+ n) time. Therefore, the running time of the algorithm is O(m2n),
plus the preprocessing time.
Lemma 2. If the n jobs in J can be scheduled on the m machines of M with makespan C, then the NestedFeasibility algorithm can
schedule all these jobs with makespan 5C/3 or less.
Proof. We will prove the lemma by contradiction. Let J and M be the smallest (in terms of the number of jobs)
counterexample. That is, the jobs in J can be scheduled with makespan C by an optimal algorithm, yet they cannot be
scheduled with makespan 5C/3 by the NestedFeasibility algorithm. Let job Ji ∈ J be the job that cannot be scheduled by
the NestedFeasibility algorithm when it is called. By our assumption that J andM is the smallest counterexample, we have
Mi = MIz must be the outermost machine interval. We have three cases to consider, depending on the type of job Ji.
Case 1: Job Ji is a Type-III job.
By the NestedFeasibility algorithm, if job Ji cannot be scheduled, all the machines inMIz have a load more than 4C/3. Thus,
it is impossible to schedule all the jobs with makespan C in any schedule.
Case 2: Job Ji is a Type-II job.
By the NestedFeasibility algorithm, if job Ji cannot be scheduled, we have either (1) all the machines inMIz have a loadmore
than C , or (2) for anymachineMk with a load less than C , theremust be amachine intervalMIl such thatMIl ⊆ MIz ,Mk ∈ MIl
and φ′1 + φ′2 + pi > |UF ′l | ∗ C + (|UF ′l | + 1) ∗ C/3, where UF ′l is the set of machines with a load not more than 4C/3 in
MIl, φ′1 is the total processing time of all the scheduled jobs on the machines of UF
′
l , φ
′
2 is the total processing time of all the
unscheduled jobs inMIq,MIq ⊆ MIl. In case (1), it is impossible to schedule all the jobs with makespan C in any schedule. In
case (2), since φ′1 + φ′2 + pi > |UF ′l | ∗ C + (|UF ′l | + 1) ∗ C/3 and pi ≤ 2C/3, we must have φ′1 + φ′2 > |UF ′l | ∗ C . Thus, even
without job Ji, the total load on all the machines inMIl plus the total load of all the unscheduled jobs whose processing sets
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are nested insideMIl must be greater than |MIl| ∗ C . Therefore, it is impossible to schedule all the jobs with makespan C in
any schedule.
Case 3: Job Ji is a Type-I job.
By the NestedFeasibility algorithm, when job Ji is scheduled, all the Type-I and Type-II jobs whose processing sets are nested
insideMi = MIz must have been scheduled. Moreover, an empty machine will be used only in one of the following two
ways: (1) a Type-I job needs to be scheduled, or (2) a Type-II job needs to be scheduled, but all the non-empty machines in
its processing set have a loadmore than C . So, when job Ji is scheduled, if there is no emptymachines inMIz , it is not possible
to schedule all the jobs with makespan C in any schedule. This contradicts our assumption that an optimal algorithm can
schedule all the jobs with makespan C . Thus, we may assume that there is an empty machine in MIz , say machine Mk. The
only reason that job Ji cannot be scheduled on machine Mk is that there is a machine interval MIl such that MIl ⊆ MIz ,
Mk ∈ MIl and φ1 + φ2 + pi > |UFl| ∗ C + (|UFl| + 1) ∗ C/3, where UFl is the set of machines in MIl with a load not more
than 4C/3, φ1 is the total processing time of all the jobs scheduled on the machines of UFl, and φ2 is the total processing
time of all the unscheduled jobs in J(MIq),MIq ⊆ MIl. We have two subcases to consider: (i) |MIl| = 1, and (ii) |MIl| ≥ 2. If
|MIl| = 1, thenMk is the only machine inMIl. Thus, we have φ1 = 0 and φ2 + pi > 5C/3. Since pi ≤ C , we have φ2 > 2C/3.
Now, the jobs whose processing times contribute to φ2 are all Type-III jobs and they must be assigned to machineMk. Thus,
it is impossible to schedule a Type-I job (i.e., Ji) on machine Mk, along with the Type-III jobs, contradicting our assumption
that the optimal algorithm can schedule the jobs with makespan C . If |MIl| ≥ 2, we consider two subcases, depending on
the cardinality of UFl. If |UFl| = 1, then Mk is the only empty machine in MIl. Thus, we have φ1 = 0 and φ2 + pi > 5C/3.
Since pi ≤ C , we have φ2 > 2C/3. Since each machine inMIl but not in UFl has a load more than 4C/3, the total load of the
machines in MIl plus the total load of all the unscheduled Type-III jobs with processing set nested inside MIl is more than
|MIl| ∗ C . Thus, it is impossible to schedule job Ji. If |UFl| ≥ 2, then we have φ1 + φ2 > |UFl| ∗ C , since pi ≤ C and |UFl| ≥ 2.
Thus the total load on themachines ofMIl plus the total load of all the unscheduled Type-III jobs with processing sets nested
inside MIl is more than |MIl| ∗ C . Thus, it is impossible to schedule job Ji. In both subcases, it is not possible to schedule all
the jobs with makespan C in any schedule. 
By Lemma 2, we immediately have the following theorem.
Theorem 2. There is an O(m2n(log(
∑n
i=1 pi)))-time algorithm for the nested case with a worst-case bound of 5/3.
As it turns out, the worst-case bound of 5/3 for the nested processing set case is also achievable. The example given in Fig. 3
shows the case of nested processing set. In this example, the optimal makespan is C . (We can schedule J1 and J3 on machine
M1, and J2 and J4 onmachineM2.) However, when we conduct our binary search, for any value C ′ < C , the NestedFeasibility
algorithm will treat J1 and J2 as Type-II jobs, and J3 and J4 will be treated as Type-I jobs. Therefore, in the first phase of the
algorithm, it will schedule J1 (which is a Type-II job) on machineM1 and J2 (which is a Type-II job) on machineM2. When it
tries to schedule J3 and J4 (which are Type-I jobs) in the next processing set, it will not find any empty machines. Therefore,
the algorithm will report ‘‘No’’. On the other hand, when the value C is used, J1 and J2 will be treated as Type-III jobs, and J3
and J4 will be treated as Type-II jobs. Therefore, in the first phase of the algorithm, it will schedule J3 and J4 on machineM1.
In the second phase of the algorithm, it will schedule J1 on machine M1 and J2 on machine M2. Thus, the NestedFeasibility
algorithm will report ‘‘Yes’’.
4. Conclusion
In this paper, we have given a fast approximation algorithm for tree-hierarchical processing set with a worst-case bound
of 4/3. We have also given a more complicated algorithm for nested processing set with a worst-case bound of 5/3. In
both cases we give examples achieving the worst-case bounds. Both algorithms have a worst-case bound better than the
best known algorithms that exist in the literature. Even though our algorithms are not strongly polynomial, we can use the
technique described in the paper by Ou et al. [15] to obtain a strongly polynomial algorithm. The worst-case bounds then
become 4/3+ ϵ and 5/3+ ϵ, respectively, where ϵ is any positive real number. The running time will be a function of ϵ.
For future research, it will be interesting to see if there are other approximation algorithms with a worst-case bound
better than 4/3 for tree-hierarchical processing set and 5/3 for nested processing set.
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