Abstract. We show that the globally nilpotent G-operators corresponding to the factors of the linear differential operators annihilating the multifold integrals χ (n) of the magnetic susceptibility of the Ising model (n ≤ 6) are homomorphic to their adjoint. This property of being self-adjoint up to operator homomorphisms, is equivalent to the fact that their symmetric square, or their exterior square, have rational solutions. The differential Galois groups are in the special orthogonal, or symplectic, groups. This self-adjoint (up to operator equivalence) property means that the factor operators we already know to be Derived from Geometry, are special globally nilpotent operators: they correspond to "Special Geometries".
Introduction
In previous papers [1, 2, 3, 4] some massive calculations have been performed on the magnetic susceptibility of the square Ising model, in particular, on the n-particle (multifold integrals) contributionsχ (n) of the susceptibility. For instance, the linear differential operator forχ (5) , was carefully analyzed [2, 3] , and similar calculations were achieved [4] on χ (6) .
Among the various factor operators in the factorization of the minimal order linear differential operators forχ (5) andχ (6) , some are found to be associated with elliptic functions, others are found to have a modular form interpretation [5, 6] , and an order-four operator, emerging for χ (6) , is found to be associated to a Calabi-Yau ODE (associated with a 4 F 3 hypergeometric function with an algebraic pull-back). There remain two linear differential operators of large orders (twelve and twenty-three) which are too involved to seek for a possible modular form, or Calabi-Yau interpretation.
If the occurrence of linear differential operators associated with elliptic curves for square Ising correlation functions, or modular forms, is not a surprise [7] , the kind of linear differential operators that should emerge in quite involved highly composite objects, like the n-particle components χ (n) of the susceptibility of the square Ising model, is far from clear. We just had a prejudice, inherited from the Yang-Baxter integrability of the Ising model, that they should be "special" and could possibly be associated with elliptic curves ‡. The result [6] on an order-four operator of χ (6) which is a Calabi-Yau ODE, clearly shows that one moves away from the elliptic curve framework, and that the Ising model does not restrict to the theory of elliptic curves [9] (and their associated elliptic functions and modular forms).
The integrand of the multifold integrals of Ising model is algebraic in the variables of integration and in the other remaining variables. As a consequence we know that these multifold integrals can be interpreted as "Periods" of algebraic varieties and verify globally nilpotent [5] linear differential equations †: they are [10, 11, 12] "Derived From Geometry". In a recent paper [13] we also show that the multifold integrals of Ising model actually correspond to diagonals of rational functions, and this remarkable property does explain, may be not the modularity property [6] of these n-fold integrals, but, at least, some integrality (resp. globally bounded) property of the corresponding series [13] .
Inside this "Geometry" framework [14] , the multifold integrals of Ising model seem to be even more "selected": this justifies to explore these "Special Geometries".
Actually, in a previous paper [15, 16] , and with a learn-by-example approach, we displayed a set of enumerative combinatorics examples corresponding to miscellaneous lattice Green functions [17, 18, 19, 20, 21, 22, 23] , as well as Calabi-Yau examples, together with order-seven operators [24, 25] associated with differential Galois groups which are exceptional groups. On the irreducible operators of these examples, two differential algebra properties occur simultaneously [15] . On the one hand, these operators are homomorphic to their adjoint, and, on the other hand, their symmetric, or exterior, squares have a rational solution [15] . These properties are equivalent, and correspond to special differential Galois groups. The differential Galois groups are not the SL(N, C), or extensions of SL(N, C), groups one could expect generically, but selected SO(N, C), Sp(N, C), G 2 , ... differential Galois groups [26] .
An irreducible linear differential operator L q , of order q, has, generically, a symmetric square (Sym 2 (L q )) of order N s = q (q + 1)/2 and an exterior square (Ext 2 (L q )) of order N e = q (q−1)/2. If the Wronskian of L q is rational and Sym 2 (L q ) annihilates a rational solution, or is of order N s − 1, the group is in the orthogonal group SO(q, C) that admits an invariant quadratic form. If the Wronskian of L q is rational and Ext 2 (L q ) has a rational solution, or is of order N e − 1, the group is in the symplectic group Sp(q, C) that admits an invariant alternating form, and the order q is necessarily even.
We are going to use these tools on the globally nilpotent operators of the nparticle (multifold integrals) contributions of the magnetic susceptibility of the Ising model, and show that these operators are not only "Derived from Geometry", but actually correspond to "Special Geometries".
The paper is organized as follows. In Section 2, we recall the factorizations of the linear differential operators corresponding to the linear differential equations of χ (5) andχ (6) . In Section 3, we show (and recall) that all of the "small order" factor operators are associated with elliptic functions, have a modular form interpretation, or are Calabi-Yau ODE's. These factor operators are, therefore, homomorphic to their adjoints. Sections 4 and 5 are devoted to the "large order" linear differential operators which occur forχ (5) andχ (6) . Seeking homomorphisms of these "large" factors with their corresponding adjoints is out of our current computer resources. Instead, keeping in mind the results of [15] , we look for, and produce, the rational solutions of their exterior and symmetric squares. Section 6 displays a set of (quite technical) remarks on the subtleties of these massive calculations. Section 7 contains the conclusion. (5) With series of 10000 terms (modulo a prime), we have obtained [1] the Fuchsian differential equation annihilatingχ (5) , which is of order 33. Subsequently [2] , it was shown that the linear combination of 5, 3 and 1-particle contributions to the magnetic susceptibility
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The linear differential equation ofχ
is annihilated by an order twenty-nine linear ODE. The corresponding linear differential operator L 29 , factorizes as
with
The linear differential equations have been obtained in primes, and we have obtained in exact arithmetic some factors occurring in the factorization. All the factors have been reconstructed and are known in exact arithmetic, except of L (left) 12 , L 5 and L 1 , which are known only modulo some primes. The linear differential operator L 5 is irreducible. Its analytical solution (at 0) has been written [1] as a homogeneous polynomial of (homogeneous) degree 4 of the complete elliptic integrals K and E.
Then, considering the inhomogeneous equation
where
we have reconstructed [3] , in exact arithmetic, L 24 and L 5 , and have shown that L (left) 12
is irreducible [3] .
Ising model and Special Geometries 2.2. The linear differential equation ofχ (6) The order-52 linear differential equation ofχ (6) , and the factorization of the corresponding linear differential operator, have been given in [4] . It was shown that the linear combination of 6, 4 and 2-particle contributions to the magnetic susceptibility
is annihilated by an order forty-six linear ODE. The corresponding linear differential operator L 46 , factorizes as
where D x denotes the derivative with respect to x. The linear differential equation has been obtained in primes, and we have obtained, in exact arithmetic, some factor operators occurring in the factorization. All the factors are known in exact arithmetic, except of L 23 and L 6 which are known only modulo some primes. While L 6 is irreducible, since its analytical solution (at 0) has been written as a polynomial expression of homogeneous degree 5 of the complete elliptic integrals K and E, we have not reached [4] any conclusion on whether the operator L 23 is reducible or not. Performing the factorization based on the combination method presented in Section 4 of [2] , needs prohibitive computational times.
Sum up
We have a plenty † of linear differential operators occurring as factor operators in the linear differential equations ofχ (5) andχ (6) . Beyond the order-one differential operators, [2, 3] ), and the fully factorizable order-four operator L (4) 4 (given in [4] and its solution in [28] ), there are linear differential operators of higher orders
The next section deals with these small order operators (up to order 6) where we show (and/or recall) for each one, that it is either equivalent to a symmetric power of L E , the differential operator corresponding to the complete elliptic integral E, or has a symmetric (or exterior) square which annihilates a rational solution. Next, it is shown that each operator L q is homomorphic to its adjoint [15] 
and we focus on the order of R n , and on the coefficient in front of the higher derivative. Note that, for irreducible operators, there is another equivalence relation
† Typically these problems can be rephrased in terms of variation of mixed Hodge structures. To some extent, this explains the fact that the minimal order operators annihilating theχ (n) 's factorize in a quite large number of factor operators.
which sends the solutions of L q into the solutions of the adjoint. In the sequel, we will consider the relation (9) .
Notation: The linear differential operators ofχ (5) andχ (6) have large orders and factorize in many factors. With a few exception, all the factor operators carry large degree polynomials whose roots are apparent singularities. In the sequel we adopt the notation A n (L q ) for these apparent polynomials of a linear differential operator L q , n denoting the degree of the "apparent" polynomial.
Rational solution for
The order-two operator V 2 (given in [2] ) is equivalent to the second order operator associated withχ (2) (or equivalently to L E the linear differential operator corresponding to the complete elliptic integral of the second kind E). Similarly, the order-two operator L 2 (given in [4] ) is equivalent to the second order operator associated withχ (2) . This is also the case for the order-three operator L 3 (given in [4] ) which is equivalent to the symmetric square of the second order operator associated withχ (2) . The equivalence occurs also for the order-five operator L 5 , occurring [2] inχ (5) , which is the symmetric fourth power of L E , and the order-six operator L 6 , occurring [4] inχ (6) , which is the symmetric fifth power of L E . There are also the order-three operator Y 3 (given in [29] , and the order-four operator [5, 28 ] M 2 , which are symmetric second (resp. third) power of L E .
For all the linear differential operators which are symmetric powers of L E , their solutions are given as polynomials of homogeneous degree in the complete elliptic integrals. For those which are equivalent to L E (or to the symmetric power of L E ), the solutions can be written as homogeneous polynomials in the complete elliptic integrals and their derivatives [2, 4] .
Other operators are equivalent to hypergeometric functions up to rational pullbacks. The order-two operator Z 2 (given in [30] ), occurring (also) in the factorization of the linear differential operator [27] associated withχ (3) , is seen to correspond to a modular form of weight one [5] . The order-two operator F 2 (given in [2] ) corresponds to a modular form: its solutions can be written in terms of Gauss hypergeometric functions with pullbacks [6] . Now there are linear differential operators of order ≥ 3 which are equivalent to symmetric powers of hypergeometric functions with a pullback.
The symmetric square of the order-three operator F 3 is an order-six linear differential operator which is a direct sum of an order-five and an order-one differential operators. The rational solution of the symmetric square of
where P 34 (x) is a polynomial of degree 34 given in Appendix A, and where the degreeseven apparent polynomial for the order-two operator F 2 appearing in (3), reads:
The irreducible linear differential operator F 3 has a symmetric square of order six that annihilates a rational function. The differential Galois group of the operator F 3 is in the orthogonal group SO(3, C), or equivalently the group P SL(2, C). The differential operator F 3 is equivalent (up to a multiplicative function) to the symmetric square of an order-two differential operator §. The independent solutions of this ordertwo operator (call it O 2 ) are
with:
The solutions of F 3 can be written in terms of the solutions (13) of this order-two operator O 2 (the order-two intertwiner R 2 is given in Appendix B)
Anticipating some comments in section 6, we give the rational solution of the symmetric square of the adjoint of † F 3
The degree-37 apparent polynomial A 37 (F 3 ) and the degree-53 polynomial P 53 (x) are given, respectively, in (A.1) and (A.3).
Symmetric square ofL 3
Similarly, the order-three differential operatorL 3 has a symmetric square differential operator of order-six which is a direct sum of an order-five and an order-one linear differential operators, the latter annihilating the rational solution
The linear differential operatorL 3 is equivalent (up to a multiplicative function) to the symmetric square of an order-two differential operator. The independent solutions of this order-two operator (call it O 2 ) are
§ See [31] for the reduction of order-three ODE to order-two ODE. † Here F 3 is taken to be monic: its head coefficient of D 3
x is normalized to 1.
The solutions ofL 3 can be written in terms of the solutions (19) of the order-two operator (the order-two intertwiner R 2 is given in Appendix B):
The rational solution of the symmetric square of the adjoint ofL 3 (taken in monic form) reads:
where the degree-four apparent polynomial ofL 3 , A 4 (L 3 ) reads:
The polynomial P 10 is given in (A.4).
Exterior square of L 4
The last of the "small order" linear differential operators is the order-four operator L 4 occurring in the linear differential operator ofχ (6) . The linear differential operator L 4 has been analyzed in [6] and was shown to be equivalent to a Calabi-Yau equation with 4 F 3 hypergeometric function with an algebraic pullback. This algebraic pullback is simply related to the modulus of the elliptic functions parametrizing the Ising model. The solution of this order-four operator L 4 , is sketched in Appendix B.3.
The exterior square of L 4 is of order six. It is a direct sum of an order-five and an order-one differential operators. The order-one operator annihilates the rational solution, S R Ext 2 (L 4 ) , that we recall [6] 
where A 4 (L 3 ) is given in (23) . The degree-17 polynomial P 17 is given in (A.6). The rational solution of the exterior square of the adjoint of L 4 reads:
The degree-26 apparent polynomial A 26 (L 4 ) is given in (A.5).
Homomorphism with the adjoint
which are homomorphic to L E , or homomorphic to the symmetric square of L E , are naturally homomorphic with their adjoints. This is straight consequence of the homomorphism of L E with its adjoint. The more subtle linear differential operators (Z 2 , F 2 , F 3 ,L 3 ), which have been shown [6] to be associated with modular forms, and more precisely 2 F 1 hypergeometric functions up to rational (or algebraic) pull-backs, are also homomorphic to their adjoint. For instance, Z 2 is conjugated to its adjoint
with: (26)
where W Z (x) is the Wronskian of Z 2 . Similarly, F 2 is homomorphic to its adjoint
where, again, W F (x) is the Wronskian of F 2 , and where A 7 (F 2 ) is the apparent polynomial of F 2 given in (12).
Homomorphism with the adjoint for F 3
The order-three linear differential operator F 3 is homomorphic to its adjoint, with a large order-two intertwiner
where a 2 (x) is the rational solution of Sym 2 (F 3 ) given in (11), and where
and where A 7 (F 2 ) is given in (12) and A 37 (F 3 ) is given in (A.1). The various polynomials P j (x) are of degree j.
Homomorphism with the adjoint forL 3
The order-three linear differential operatorL 3 is also homomorphic to its adjoint
and where a 2 (x) is the rational solution of Sym 2 (L 3 ) given in (18).
Homomorphism with the adjoint for L 4
Now, let us consider the last "small order" linear differential operator occurring iñ χ (6) , namely the order-four operator L 4 . It is also homomorphic with its adjoint with an order-two intertwiner
of degree 26 is the apparent polynomial of L 4 given in (A.5), and where a 2 (x) is the rational solution of Ext 2 (L 4 ) given in (24) . The polynomials P j (x) are of degree j.
Note that R 2 , the order-two intertwiner (31), is almost self-adjoint: it is such that
is an order-two self-adjoint operator, where r(x) is the rational function:
is also equal to 1/α 2 (x), the inverse of the head coefficient of
The other homomorphisms of L 4 with its adjoint corresponds to the intertwining relation
where, again, the order-two operator L 2 is almost self-adjoint: it is such that
is self-adjoint, where r(x) is the same rational function (36). The Wronskian of
is also equal to 1/β 2 (x), the inverse of the head coefficient of Y (R) 2 . Remark: Recalling the miscellaneous decompositions L n · L m + Cst (up to an overall function), obtained for the lattice Green operators displayed in [15, 16] , and since the order-four operator L 4 is homomorphic to its adjoint with order-two intertwiners (see (31) , (37)), it is tempting to find such a L n ·L m + Cst decomposition for L 4 . One easily deduces [15, 16] the following decomposition for L 4 , written in monic form:
are the two (quite large) self-adjoint operators (35) and (38), and where r(x) is the previous rational function (36).
Since L 4 in (39) is monic, one has the following relation between the head coefficients of the two self-adjoint operators
where (24)) is solution of the exterior square of the order-two operator Y (R) 2
. The rational function 1/α 2 (x) is solution of the exterior square of the order-two operator Y
2 ), and is simply related to
. Actually the exterior square of the adjoint monic order-four
2 ). These two results are a simple consequence of the fact that the rational solution of the exterior square of a decomposition like (39), is, in general, the rational solution of the right-most order-two operator in the decomposition (see [15, 16] ).
Comments
In all these previous examples on the "small order" linear differential operators occurring in theχ (n) , we have, as we showed for other examples in [15] , the simultaneous occurrence of two properties: the homomorphism of the irreducible operator with its adjoint and the occurrence of a rational solution in the symmetric square, or exterior, square of the differential operator. The expressions of the intertwiners given above, clearly show this link. Each time, the linear differential operator has a symmetric square (or exterior square) annihilating a rational solution (see (11) , (18), (24)), it is precisely, this rational solution that appears in the coefficient of the higher derivative of the intertwiners (see (28) , (29), (31)). For order-two linear differential operators, the rational solution of the exterior square is just the Wronskian.
For these small orders (≤ 4) examples, one even sees that, for odd (resp. even) order operators, it is the rational solution of the symmetric (resp. exterior) square which builds the intertwiner.
However, beyond these examples, for an order-four linear differential operator which is homomorphic to its adjoint with an odd order intertwiner, it is the symmetric square which is involved. Appendix C shows the situation with generic linear differential operators of order three and four. The intertwiners of the homomorphism have rational coefficients only when the symmetric (or exterior) square have rational solutions. When there is homomorphism with the adjoint, for order-three linear differential operators, the intertwiner can be of order two, or a function, and it is the symmetric square which annihilates the rational solution (see (C.4)). For orderfour operators, if the intertwiner is of order two, or a function, it is the exterior square which annihilates a rational solution (see (C.14)), while for order-one and order-three intertwiners, the rational solution is annihilated by the symmetric square (see (C.22)).
Note that we have used the results in Appendix C to build the homomophisms (28) and (31) of F 3 and L 4 , which are the largest of our small orders differential operators.
We have finished with the small order factors occurring in the linear differential operators ofχ (5) andχ (6) . The differential Galois groups of the order-three operators are in the orthogonal group SO(3, C). The differential Galois group of the orderfour operator L 4 is in the symplectic group Sp(4, C). Appendix D gives examples of invariant forms in both cases.
We turn now to the "large order" linear differential operators L (and L 23 ) with their corresponding adjoints is hopeless with our current computational resources. In the following two sections, keeping in mind our results on the "small order" operators, we will claim that L (left) 12 will be homomorphic to its adjoint if we find a rational solution annihilated by the exterior square (or by the symmetric square). Similarly, L 23 will be homomorphic to its adjoint, if a rational solution of the symmetric square is found. is written as
Some 120 starting terms are needed to generate the series F 3 (x) with an homogeneous recurrence and the other series F j (x) with inhomogeneous recurrences. The twelve solutions S p are taken as in [3] . We form the linear combination 12 ) to exist, the form, which is, now, analytic at x = 0
should be a polynomial, and where D(x) is the polynomial whose roots are the regular singularities of L
12 . Each regular singularity in D(x) is taken with the power n j , (n j being twice the maximum local exponent of that singularity in L ) has not been done.
Our series S j are of length 600 and the coefficients depend on some remaining d k,p . By canceling the coefficients of the higher terms in (43), all the coefficients down to a given term are automatically zero, and we obtain a polynomial. The rational solution of the exterior square Ext 2 (L (left) 12 ) thus reads
where P 312 (x) is a polynomial of degree 312, and where
is irreducible [3] . Its exterior square annihilates a rational function. Its differential Galois group is in symplectic group Sp(12, C). Finding the rational solution of the exterior square of the adjoint of L (left) 12
is, for the moment, beyond our computer facilities. Recalling, for the order-q lattice Green operators displayed in [15, 16] , the decompositions of the type L n · L m + Cst (up to an overall function), where L m and L n are self-adjoint operators, and where m and n are two integers of the same parity, it is tempting to imagine, for L To fit our scheme that the linear differential operators, occurring in the Ising model, correspond to "Special Geometry", the linear differential operator L 23 should have a rational solution for its symmetric square, which is equivalent to say that L 23 is homomorphic to its adjoint.
To see whether the symmetric square † of L 23 has a rational solution, the general solution of Sym 2 (L 23 ) is built from the formal solutions (mod. prime) of L 23 as
which should contain neither log's, nor x a , (a half integer), thus fixing some of the coefficients f k,p .
For a rational solution of Sym 2 (L 23 ) to exist, the form (analytic at x = 0)
should be a polynomial, where the denominator D(x) reads
n8 , † By cancelling all the coefficients in front of each x n ln(x) p and x a , a half integer in (45), we find that all the f k,p are zero, which means that Sym 2 (L 23 ) is of order 276.
the order of magnitude of the exponents n j being obtained from the local exponents of the singularities.
With very long series, we have found no rational solution for Sym 2 (L 23
In this case, and assuming that the factorization (47) 
The next step is, then, to see whether it is the exterior square of L 23 which has a rational solution. The general solution of Ext 2 (L 23 ) is written as
and should not contain log's and x a , (a half integer), fixing some of the coefficients
For a rational solution of Ext 2 (L 23 ) to exist, the form (analytic at x = 0)
should be a polynomial. We, indeed, found a rational solution for Ext 2 (L 23 ) which has the form
where P 93 is a degree 93 polynomial, and where A 79 (L 17 ) is the degree-79 apparent polynomial of L 17 . The existence of a rational solution means that an invariant alternating form is preserved, and this implies that the order is even. Since, this is not the case, the differential operator L 23 has a right factor of even order. To establish the factorization (47), we should show that the rational solution (51) is for the exterior square of an order-two linear differential operator.
The rational solution of Ext 2 (L 2 ) does not determine the linear differential operator L 2 whatever its order is. We show now, how we have obtained the linear differential operatorL 2 .
Once the combinations of the d k,p (in (49)) in front of the log's and x a , (a half integer) have been canceled, the rational solution is looked for. This fixes all the d k,p . We collect (49) over d S j /dx, i.e. we consider the linear combination of series in front of d S j /dx. Here S j is the solution with the maximum power of ln(x), which is ln(x) d S j /dx, with S j the solution with ln(x) 3 and ln(x) 2 terms. When S j is the solution with a ln(x) term, we obtain six identical combinations, i.e. series. If there is a right factor in L 23 , this right factor will be of order ≥ 2. We then search the linear ODE, that annihilates the combination found, and find that its order is, in fact, two, this is L 2 .
We have then shown that L 23 actually has the factorization (47). Acting byL 2 on the solution of L 23 gives a series which is used to obtain L 21 .
The linear ODE corresponding toL 2 has the (analytic at x = 0) solution
where P 90 and P 91 are polynomials of degree 90 and 91, and where K(x) and E(x) are the complete elliptic integrals of the first and second kinds, 
which is, as it should, the rational solution (51), divided by the square of the polynomial in front of the higher derivative of L 17 . Having obtained the linear differential operatorL 2 , we can see that the roots of the polynomial P 93 (x) are apparent singularities ofL 2 , A 93 (L 2 ) = P 93 (x). We turn now, to the linear differential operator L 21 , where the same calculations (as for L 23 ) are performed on its symmetric square. We find that Sym 2 (L 21 ) has a rational solution which reads
where P 714 is a polynomial of degree 714. With the assumption that L 21 is irreducible (see Remark 8, below), the differential Galois group of L 21 is seen to be included in the orthogonal group SO(21, C).
Remarks
In this section we give some technical remarks on the computations displayed in Section 4 and Section 5. The way, the operatorL 2 has been obtained, is applied to show that L 21 is irreducible. By simple arguments based on the number of logarithmic solutions of maximum degree occurring in L 21 , we exclude the possibility that L 21 can be a symmetric power of an operator of smaller order. . The whole coefficient is of degree 2317, to be compared with the degree of the coefficient in front of the higher derivative D 37 x of the non-minimal ODE which is 160. At the formal solutions generation step, there are only twelve solutions that appear. This is because, at the point x = 0, all the extra and spurious solutions correspond to critical exponents that are not, in general, rational numbers. In the modulo prime calculations, these exponents appear as roots of polynomials of degree 2 and higher. When the spurious exponent appears integer, we should redo the calculations with another prime, or change to another non minimal order equation.
Remark 3: One remarks that the rational solution given in (54) has not been corrected (as we did in (44), (53), see Remark 1) by dividing by the square of the coefficient of higher derivative ofL 2 · L 17 , which reads
This type of correction is done when, in a given factorization, we deal with non monic factors which is more tractable for large operators. In the case of the rational solution (54), this corresponds to L 21 annihilating the series obtained by acting with a non minimal order-23L 2 on the solution of L 23 . To correct (54), as we did for (44) and (53), we should have obtained L 21 by using theL 2 in minimal order. In this case, the length of the series to encode L 21 is very high. However, the occurrence of a rational solution to the symmetric square of L 21 can be seen whether we use a minimal order ODE, or a non minimal order ODE † forL 2 . Appendix E shows the results on Sym 2 (F 3 ) in the factorization F 3 · F 2 , which occurs in the linear differential operator ofχ (5) in both ways, i.e. the rational solution of Sym 2 (F 3 ), where F 3 is obtained from the factorization F 3 · F 2 with F 2 of minimal order and with F 2 of non minimal order.
Remark 4: The rational solution of the symmetric (or exterior) square of the operator L q may carry some or all the regular singularities of L q . In the expressions of the rational solutions given in (11), (24), (44) and (53), one remarks that some apparent polynomials occur. These polynomials are apparent for the operator which is at the right of L q . For the operator L q , these polynomials are poles (see Appendix B.1 in [2] ). For the rational solution given in (18) there is no such apparent polynomial because the factor L 2 , at the right ofL 3 , has no apparent singularities. Note that the apparent polynomial of the operator, itself, appears in the denominator of the rational solution of the symmetric (or exterior) square when we deal with the adjoint of the operator. If we call ρ j the local exponents at a regular (or apparent) singularity † See Appendix E, and [1] , for a deeper understanding of the non minimal order representation of an operator.
of L q , at the same point the local exponents of adjoint(L q ) are −ρ j + q − 1 (and −ρ j − q + 1 for the singularity at infinity). An apparent singularity has the local exponents 0, 1, · · · , q − 2, q, for the adjoint one gets automatically a pole.
Remark 5: For all our operators L q we have obtained a rational solution for the symmetric (or exterior) square which have the maximum order N s = q(q + 1)/2 (or N e = q(q − 1)/2). For irreducible operator L q with differential Galois group in SO(q, C) (or Sp(q, C)), it may happen that Sym 2 (L q ) (or Ext 2 (Lq)) does not have the generic order but has the order N s − 1 (or N e − 1). This means that there is no rational solution but there is, instead, a relation between the solutions of L q (or the solutions of L q and their first derivative ). This, then, completes the factorization method we forwarded in section 4 of [2] . Recall that, in this method, we produce the general (analytic at 0) solution of L 23 which begins as
with the higher coefficients depending on the a j , (j = 0, · · · , 5). We let the coefficients vary in the range [1, p r ], p r being the prime, until a differential equation of order less than 23 is found. If this happens, there is a right factor to L 23 . This computation should have required the maximum time of 2 p 5 r t 0 as necessary to producẽ L 2 , if t 0 denotes the time needed to obtain L 23 . The d k,p coefficients, we mentioned in paragraph before (52), are precisely the actual values of the a j in (56) for which the series (56) will be solution of an order-two ODE.
Remark 7: Note that (47) and (48) are an obvious property of the exterior power, which states that if L q = L q−n · L n , then the exterior power Ext n (L q ) will have the order-one right factor
where W (x) is the Wronskian of L n . For our purposes, it happens that the suspected right factor (i.e.L 2 ) is of order two, and we are dealing with the second exterior power. If our suspected right factor in L 23 were not of order two, we would still use
which is a general identity and we would expect the rational solution of Ext 2 (L 23 ) to come from Ext 2 (L n ) and use the recipe (paragraph before (52)) to obtain L n .
Remark 8:
The general (analytic at 0) solution of L 21 begins as
with the higher coefficients depending on the b j , (j = 1, · · · , 5). We have then four coefficients to vary, which is very time consuming. The way we have factorized L 23 can be repeated for L 21 . Here also, once the coefficients in f k,p S k S p have been fixed to encode the rational solution (54), we collect over the series S j , which is in ln(x) 4 .
We obtain two series (L 21 has two series in ln(x) 4 , see Remark 9) . If there is a right factor to L 21 , it should be of order ≥ 5. If it exists, its solution is a combination of both series. This way, we have reduced the ODE search from varying four coefficients to one coefficient. The computation time is still high, but the calculation can be done in parallel on many subintervals of [1, p r ]. We find that for any combination the result is an ODE of order 21. This means, that the order-21 differential operator L 21 is irreducible.
Remark 9: A last remark on the irreducibility of the large order linear differential operators L (left) 12 and L 21 is worthy to be mentioned. The operator L (left) 12 has been proved to be irreducible in [3] . We also showed, in [3] , that it is not a symmetric power, or a symmetric product, of smaller order operators (see section 3.1 of [3] ). We address the same issue on L 21 , which even if it is irreducible, it can well be built from factors of lower order, as a symmetric power. The n th symmetric power of the generic order−q operator L q is (q + n − 1)!/(n!(q − 1)!). For operators L 21 and Sym n (L q ) to be equivalent, where the doublet (q, n) are in the only possibilities (2, 20) , (3, 5) and (6, 2) , their singular behavior at any singular point should match. The linear differential operator L 21 has the same structure of solutions as the operator L 23 (see section 4.3 of [4] ), except of one analytical (at the origin) and one logarithmic solutions which are solutions of the right factorL 2 . The local structure of the formal solutions (around the origin) of L 21 can be grouped as the following. There are two sets of five solutions, behaving as ln(x) k , k = 0, · · · , 4, for each set. There are three sets of three solutions behaving as ln(x) k , k = 0, · · · , 2, for each set. Finally, two nonlogarithmic solutions behaving as x −11/2 and x −13/2 . For the doublets (q, n), there is no possibility to obtain two solutions with ln(x) 4 . The linear differential operator L 21 is not a symmetric power of an operator of smaller order.
Conclusion
We have shown that the globally nilpotent G-operators corresponding to the small order (≤ 6) factor operators of the linear differential operators annihilating the multifold integrals χ (n) , associated with the n-particle contributions of the magnetic susceptibility of the Ising model (n ≤ 6), are homomorphic to their adjoint. This "duality" property of being self-adjoint up to operator homomorphisms, is equivalent to the fact that their symmetric (or exterior) square have rational solutions [15] . These operators are in selected differential Galois groups like SO(q, C) and Sp(q, C). This self-adjoint (up to operator equivalence) property means that the factor operators, we already know to be Derived from Geometry, are "special" globally nilpotent operators: they correspond to "Special Geometries".
Two large order operators occur in the factorization of the linear differential operators associated to χ (5) and χ (6) . The order-twelve operator L left 12 has an exterior square that annihilates a rational solution, and the order-21 operator L 21 has a symmetric square which annihilates a rational solution. The different differential Galois groups are respectively in the symplectic group Sp(12, C) and the orthogonal group SO(21, C).
The two properties (homomorphism with the adjoint and occurrence of a rational solution for the symmetric, or exterior, square), should be verified for these large order operators L left 12 and L 21 . Unfortunately, seeking for an homomorphism between these operators, and the corresponding adjoint, is well beyond the possibility of the present computer facilities. One may just imagine that this can be doable with dedicated programs, computing the homomorphism ‡ modulo primes, with the knowledge that the coefficient of the higher derivative of the intertwiner is † the rational solution we obtained (see (44) and (54)). In view of the results of Appendix C, of many examples, and of the examples on the five-dimensional (and six-dimensional) face-centered cubic lattice Green function [20, 21] (namely G (40) and (60) in [15] ), one may concentrate on intertwiners with even orders. It is thus challenging to obtain the intertwiners occurring in the homomorphisms of L left 12 and L 21 with their corresponding adjoint, and see whether a "decomposition" (see equation (68) in [15] ) in terms of the intertwiners occur, the "decomposition" being probably more complex, but depending on the parity of the order.
Without waiting this "consolidation" of the rational solutions for the symmetric and exterior square of L left 12 and L 21 , in terms of homomorphisms of these operators with their adjoint, we can conclude on the intriguing selected character of the (minimal order) globally nilpotent operators annihilating the n-fold integrals of the Ising model which are all diagonals of rational functions [13] , and we can conjecture that all their operator factors correspond to selected differential Galois groups.
The apparent polynomial A 37 (F 3 ) of the (monic) order-three operator F 3 , occurs in the expression of the rational solution (16) of the symmetric square of the adjoint of (the monic order-three operator) F 3 , as well as in (29) . This degree-27 polynomial reads: 20 ‡ For such "massive" formal calculations switching to the linear differential systems associated with these operators, is probably a way to calculate these homomorphisms. One first obtains the rational solutions of the symmetric or exterior square of these differential systems. The intertwiners are, then, deduced from these rational solutions. † See, for instance, relations (C.4) and (C.14). A degree-ten polynomial P 10 takes place in the expression of the rational solution (22) of the symmetric square of the adjoint of the (monic) order-three operatorL 3 . This polynomial P 10 reads: A degree-17 polynomial P 17 takes place in the expression of the homomorphism (29) ofL 3 with its adjoint, as well as in the rational solution (24) of the exterior square of L 4 and the rational solution (25) of the exterior square of the adjoint of (the monic order-four operator) L 4 . This polynomial P 17 reads: The order-two differential operator R 2 occurring in the solution of F 3 given in (15) reads
,
is the apparent polynomial of F 2 given in (12) , and where: The order-two linear differential operator R 2 occurring in the solution ofL 3 given in (21) is 
and the order-two differential operator
one demands that the relation
be fulfilled, which means that L 3 is homomorphic to its adjoint. Zeroing the expressions in front of each derivative D j x in (C.3) gives a set of equations which solve as
The order-five differential operator N 5 is such that
The last expression, when C From the expression (C.4), one sees that if Sym 2 (L 3 ) has a rational solution, one may take a 2 (x) as this solution, and automatically the expressions of a 1 (x) and a 0 (x) will be rational. If Sym 2 (L 3 ) has no rational solution (assume Sym 2 (L 3 ) is irreducible), one may still take for a 2 (x) any solution of Sym 2 (L 3 ) and with the corresponding a 1 (x), a 0 (x), the relation (C.3) will be verified. But now, the intertwiner R 2 is no more over the rationals.
Note that, one may use (C.4) and (C.6) with its derivative, to reduce (C.6) to the following inhomogeneous differential equation
where the order-three differential operator E 3 is
The way to obtain a 0 (x), via (C.6), is more tractable, since this amounts to taking derivatives of the rational solution a 2 (x). The route via (C.8) calls for an integration, and re-injection in (C.3), to fix the constants of integration.
Instead of an intertwiner R 2 of order two, let us consider the situation with an order-one intertwiner, a 1 (x) · D x + a 0 (x). In this case, one obtains
Since L 3 is irreducible, a 1 (x) cannot be rational. Therefore, there is no homomorphism between L 3 and its adjoint with an order-one intertwiner over the rationals. For order zero intertwiner, i.e. a function a 0 (x), one obtains
and C
= 0 makes the symmetric square of L 3 of order five, and L 3 is the symmetric square of an order-two differential operator.
Appendix C.2. Order-four linear differential operator
What we have done for the generic order-three linear differential operator can be repeated for a generic order-four operator L 4 .
For the order-four differential operator
and an order-two operator as in (C.2), the relation
is solved to give
and
The coefficient a 0 (x) is given by a 0 (x) = −p 3 (x) · a 1 (x) − 3 2
where the order-three operator E 3 reads:
x + 4 p 2 (x) − 7 dp 3 (x) dx + 2 p 3 (x) 2 · D x + 4 p 2 (x) p 3 (x) − 4 p 1 (x) − 16 d 2 p 3 (x) dx 2 + 10 dp 2 (x) dx − 8 p 3 (x) dp 3 (x) dx . (C.30)
For the equivalence, between the differential operator L 4 and its adjoint with an order-three intertwiner over the rationals, to exist, it is the symmetric square of L 4 that should annihilate a rational solution.
We consider, now, the case of an order-one intertwiner For a given series S(x) solution of a Fuchsian operator of order q, one can consider the family of Fuchsian linear differential operators of order Q > q annihilating this series, the degree D of the polynomial coefficients being taken as small as possible [1] . The Fuchsian operator of minimal order annihilating this series is unique, and rightdivides all the operators of the previous family. Let us denote by N the minimum number of coefficients needed to find the linear ODE in this family within the constraint that the order Q and degree D are given. We found (as an experimental result) that N , the order Q and the degree D of the operators in this family are related by a linear relation, we called an "ODE formula" (see section 3.1 of [1] ).
Assume we have a series S(x), known modulo a prime, for which we have produced an ODE whose "ODE formula [1] where Q is the order and D is the degree of P j (x), j = 0, · · · , Q of the ODE written in the form P Q (x) · x Q · D Q x + · · · + P 0 (x), and f is the number of the independent non-minimal order ODE with Q and D such that (Q + 1)(D + 1) < the available number of the series terms of S(x) (see [1] and Appendix B of [2] for the details). From the "ODE formula [1] " we see that the minimal order ODE annihilating S(x) is of order 5, and we call it F 5 . Among the many non minimal order ODEs there is one which needs the lesser terms in S(x) to be produced. This particular non minimal order linear ODE is the "optimum ODE", and has, for this example, the order eight, i.e. (Q 0 = 8, D 0 = 23, f 0 = 3). In the calculations we may use this order-eight ODE and continue to call it F 5 , but in this section we call it F appear as non rational numbers. Recall that we are dealing with globally nilpotent differential equations [5] . They are therefore necessarily Fuchsian and have rational local exponents at all the singular points.
The general (analytic at x = 0) solutionS(x) of F 5 (or F telling that, indeed, there is an order-two right factor occurring in the linear differential operator F 5 . We call this factor F 2 , when obtained as minimal order ODE, and F nm 2
if it is obtained in non minimal order.
Here begin the details of our Remark 3. To obtain the factor (call it F 3 ) at the left of F 2 in F 5 , we may just use the "rightdivision" command of DEtools in Maple, or act by F 2 on the series S(x) to obtain a series and look for the linear ODE annihilating it. But assume that this is cumbersome, or not doable. Either the "rightdivision" command is not feasible, or the series F 2 (S(x)) has no more enough coefficients terms to encode the remaining left factor. This what happens in the case of L 21 ·L 2 wheñ L 2 is of minimal order.
Let us give some details on the factorization F 5 = F 3 · F 2 . Assume we have obtained F 3 from the series F nm 2 (S(x)). The rational solution of the symmetric square of F 3 (in minimal order or in non minimal order) will appear as P 32 (x) (1 − 4x) 7 (1 + 4x) 7 (1 − 2x) (1 + 2x)
.
If we use the minimal order F 2 to obtain F 3 . The rational solution of the symmetric square of F 3 (in minimal order or in non minimal order) will appear as P 34 (x) (1 − 4 x) 5 (1 + 4 x) 5 .
(E.4)
To obtain the rational solution given in (11) , one has to divide by the coefficient of the higher derivative of F 2 . This is because, we have used F 2 , in non monic form, to mimic the situation of the large orders linear differential operators for which the non monic form is more tractable in the computations.
As far as the occurrence of a rational solution to the symmetric square of a left factor is concerned, it is irrelevant whether the right factor is of minimal order or in non minimal order.
