†a) , Nonmember and Shuxue DING † †b) , Member SUMMARY This paper presents a method for learning an overcomplete, nonnegative dictionary and for obtaining the corresponding coefficients so that a group of nonnegative signals can be sparsely represented by them. This is accomplished by posing the learning as a problem of nonnegative matrix factorization (NMF) with maximization of the incoherence of the dictionary and of the sparsity of coefficients. By incorporating a dictionary-incoherence penalty and a sparsity penalty in the NMF formulation and then adopting a hierarchically alternating optimization strategy, we show that the problem can be cast as two sequential optimal problems of quadratic functions. Each optimal problem can be solved explicitly so that the whole problem can be efficiently solved, which leads to the proposed algorithm, i.e., sparse hierarchical alternating least squares (SHALS). The SHALS algorithm is structured by iteratively solving the two optimal problems, corresponding to the learning process of the dictionary and to the estimating process of the coefficients for reconstructing the signals. Numerical experiments demonstrate that the new algorithm performs better than the nonnegative K-SVD (NN-KSVD) algorithm and several other famous algorithms, and its computational cost is remarkably lower than the compared algorithms.
Introduction
Sparse representation of signals has recently received much attention as it has produced some promising results in various applications. However, to date, there are only few reports on sparse representation for nonnegative signals. Such problems are frequently encountered in signal and image processing [1] , in handling of multispectral data [2] , in considering nonnegative factorization for recognition [3] , [4] , and other important problems [5] . In this paper, we mainly focus on sparse representation for nonnegative signals.
In the model of sparse representation of signals, a basic assumption is that, using an overcomplete dictionary matrix W ∈ R m×r that contains r atoms, or words, of size m × 1 for columns, {w i } Y − WH 2 ≤ ε are two ways to represent Y. The corresponding matrix H ∈ R r×n that contains the representation coefficients of signals Y is called the coefficient matrix. For dictionary W, it can be either generated by a pre-specified set of functions or learned by a given set of training signals. In practice [6] , a learned dictionary has proved critical for achieving superior results in the domains of signal and image processing. In some sense, one can discover and properly understand the crucial causes underlying the sensed signals by the learned dictionary. Therefore, how to learn a dictionary is important for sparse representation.
Naturally, the problem of finding a dictionary and its sparse representation with the fewest number of atoms can be modeled by using the minimization of 0 -norm upon the column vectors of H. Considering the fact that the 0 -norm optimization problem is generally NP-hard, one frequently used heuristic is the 1 -minimization [7] , which returns the vector with the least 1 -norm. A series of studies has led to many dictionary learning algorithms such as LARS [8] , K-SVD [9] , ILS-DLA [10] , and RLS-DLA [11] . Although these algorithms are very efficient in general, they are not always suitable for learning a nonnegative dictionary from nonnegative signals. For example, a nonnegative variant of K-SVD, which is termed "NN-KSVD" [12] , is not as efficient as K-SVD because the negative elements generated in a dictionary matrix are intentionally set to zero to guarantee nonnegativity as the dictionary updates.
In recent years, nonnegative matrix factorization (NMF) [1] , [2] , [13] has been widely applied to data analysis having nonnegativity constraints. NMF aims to factorize a nonnegative matrix into a product of two nonnegative factor matrices with different properties. Intuitively, NMF is similar to sparse representation of nonnegative signals to some extent. However, the standard NMF algorithm [14] does not impose any constraints on the two factors except for the nonnegativity, and so it is not sufficient to lead to a sparse enough representation. In order to obtain a sparser representation, various sparsity constrained NMF methods have been proposed. Hoyer et al. [15] , [16] considered enforcing the sparsity of coefficient matrix using 1 -norm. Hoyer [17] also introduced a measure of sparsity based on the ratio of the 1 -norm of a vector to the 2 -norm. Some authors imposed sparsity constraints using 2 -norm [18] , [19] . Peharz et al. [20] , [21] presented sparse NMF methods that constrain the 0 -(pseudo)-norm of the coefficient matrix. In this paper, we present a new NMF-based method for learning nonnegative, overcomplete dictionaries for sparse Copyright c 2013 The Institute of Electronics, Information and Communication Engineers representation of nonnegative signals. In this method, we force the representation coefficients to be as sparse as possible and simultaneously force the atoms of the dictionary to be as incoherent as possible for obtaining sparser representations. For optimizing our objective function, we propose optimizing each of two factors alternately and separating each optimization into column-wise or row-wise suboptimization problems, which is meant by the terms "alternating" and "hierarchical". In each column-wise or rowwise updating, one can optimize a series of optimal problems sequentially, each of which is an optimization of a quadratic function that can be solved explicitly, so that the whole problem can be efficiently solved. The way of optimizing each subproblem is obviously different from the standard hierarchical alternating least squares (HALS) [1] , which is an efficient method for solving the NMF problem. This optimization method may be regarded as a variation of HALS. Therefore, our proposed algorithm is termed as the sparse HALS (SHALS). Through experimental validations, we observed that our algorithm achieves the best rate of atom recovery compared to the conventional algorithms [12] , [15] , [17] , [21] . In addition, its performance is robust, even if noise is quite heavy. Furthermore, the computation cost of our algorithm is much lower than that of other algorithms, because it does not involve the complicated calculations inherent to factorization.
The remaining part of the paper is organized as follows. In Sect. 2, we formulate the nonnegative dictionary learning problem and review several existing algorithms in the literature. In Sect. 3, we describe our proposed SHALS algorithm in detail. In Sect. 4, we report the results of numerical experiments using SHALS and compare these results with those of several other existing algorithms. Finally, in Sect. 5, we draw our conclusions and discuss related research topics for the future.
Problem Formulation and Existing Methods

Nonnegative Dictionary Learning Problem
In general, a formal description of dictionary learning is as follows. Given an input signal matrix Y ∈ R m×n , dictionary learning is to build or learn a dictionary of words, W ∈ R m×r (r > m), by which the signal Y can be sparsely represented. That is to say, based on the learned dictionary W, we can find a sparse coefficient matrix H ∈ R r×n such that
where the sparsity of H can be defined as S (H) = H 0 r×n , which calculates the ratio of the number of nonzero elements and the number of all elements in H. If Y, W, and H are all limited to be nonnegative, then the process is called nonnegative dictionary learning. Note that r > m means that dictionary is overcomplete. If r << min(m, n), the dictionary is overdetermined and often used for feature extraction.
Existing Methods
General sparsity constrained NMF methods can be used for nonnegative dictionary learning. Hoyer [15] proposed nonnegative sparse coding (NNSC), which minimizes the cost function Y − WH 2 F + λ i, j H i j , and is subject to nonnegativity constraints on W and H. Liu et al. [16] presented sparse NMF (SNMF) similar to NNSC. In SNMF the Kullback-Leibler divergence term is adopted to quantify the quality of the approximation of the representation instead of using a Euclidean-type function. Furthermore, Hoyer [17] proposed another sparsity constrained NMF method, termed NMFSC. The method closely follows the standard NMF method proposed by Lee and Seung [14] . This is done by imposing sparsity constraints on both the dictionary matrix and the coefficient matrix, or either of the two. Note that in many steps of NMFSC, sparse projector operations are included for enforcing the sparsity of factors W and H, by explicitly setting the 1 -norm and 2 -norm of each column or row in the factors. These lead to the heavy computational cost of NMFSC.
A more recent method related to the sparsity constrained NMF has been proposed by Peharz et al. [20] , [21] . Inspired by the active-set algorithm for nonnegative least squares (NNLS), the authors proposed a nonnegative, sparse coding algorithm, the so-called reverse sparse NNLS (rsNNLS). As stated in [21] , this method can be regarded to impose an 0 -pseudo-norm sparsity constraint on the coefficient vector. Subsequently, by combining the rsNNLS with a generic, unconstrained alternating nonnegative least squares (ANLS), the authors constructed a sparsity constrained NMF method, i.e., NMF 0 -H. This method is still an iterative two-stage algorithm. Note that for NMF 0 -H, a prior, fixed sparsity for the coefficient matrix H is required.
Aharon and Elad [9] proposed an appealing dictionary learning algorithm named K-SVD. To make K-SVD suitable for the nonnegative dictionary learning, the authors derived a nonnegative variation of K-SVD, NN-KSVD, based on two main modifications on K-SVD. One uses a nonnegative variation of basis pursuit (NNBP) [22] instead of orthogonal matching pursuit (OMP) [23] in the sparse coding stage. The other modification is involved in the dictionary update stage, where negative values generated after each SVD iteration are simply truncated to zero in order to maintain nonnegativity in the dictionary. However, the latter ad hoc change leads to the obvious performance reduction of NN-KSVD compared with K-SVD. Furthermore, NN-KSVD needs a prior sparsity of coefficient, as it is for NMF 0 -H.
Nonnegative Dictionary Learning with Incoherence and Sparsity Constraints
On the Incoherence of Dictionary W
If a dictionary is more efficient, the redundancy between words should be smaller. Therefore, one should enhance the incoherence of dictionary during dictionary learning. As stated in [7] , [24] , the uniqueness of the learned dictionary depends not only on the sparsity of the coefficient matrix H but also on the incoherence of the dictionary matrix W. Therefore, we propose incorporating the following penalty term to enhance the incoherence of W: 
Formulation and Algorithm
To enhance the sparsity of coefficients H and the incoherence of dictionary W, we formulate the following sparsityincoherence penalized NMF optimization problem:
where · F denotes the Frobenius norm and H 1 means i, j |H i j |. α > 0 is a regularization parameter to suppress H 1 , which is utilized to control the sparsity of H. β > 0 is a regularization parameter, which is used to adjust the incoherence of W.
To solve the objective problem (3), we employ hierarchically alternating update strategy; i.e., updating one of two factors while fixing the other and optimizing each factor hierarchically rather than wholly optimizing as in the standard NMF method [14] . Furthermore, differently from the gradient descent process used in the standard HALS [1] , we found that (3) can be separated into column-wise or rowwise subproblems, and each subproblem can just be solved alternately and explicitly by utilizing the properties of solving extreme value problem of a quadratic function, so that the whole problem can be solved efficiently. The detailed derivations of the update rules are given in Appendix A, and the final update rules are as follows:
where H k: and W :k denote the k-th row of matrix H and the k-th column of matrix W, respectively. (4) and (5) degenerate into the update rules for the standard HALS [1] although they are derived with different optimization methods. In this viewpoint, our algorithm can be regarded as a generalization of HALS, thus being termed as sparse HALS (SHALS). Note that the way of maintaining the nonnegativity of two factor matrices in the SHALS is obviously different from that of NN-KSVD. The former can guarantee that the obtained nonnegative solutions are the optimal relative to each column-wise or row-wise updating but the latter cannot (see Appendix A). In addition, for preventing dictionary W from having arbitrarily large values, each column of W is normalized to the unit 2 -norm when dictionary W is updating. Remark 1: Although the two penalty terms are incorporated into the NMF formulation, the objective problem can still be optimized alternately and hierarchically. Furthermore, it can be cast as two sequential optimal problems of quadratic functions, each of which has a closed-form solution (see Appendix A).
Remark 2:
The incoherence of W and the sparsity of H can be flexibly controlled by adjusting two regularization parameters of penalty terms. Remark 3: SHALS is suitable not only for the case of overdetermined dictionary matrices (m > r) but also for the case of underdetermined dictionary matrices (m < r), even though these matrices have different physical meanings in different applications.
Determinations of Parameters and Summary of SHALS Algorithm
In the step of updating W with a fixed H, the parameter μ > 0 can be adjusted for a tradeoff between the accuracy of reconstruction and the incoherence of W. In terms of (4), μ should be less than U :k ∞ where
(/ denotes element-wise division), otherwise W :k will become a zero vector that should be avoided in the course of dictionary learning. For μ, the closer it is to U :k ∞ , the more difficult it is to obtain a sparse enough coefficient matrix. We further found that it is a better way to set μ to 0.01 × U :k ∞ because one can obtain relatively low approximation error and reduce adequately the incoherence of dictionary, and can also improve the degree of sparsity of the coefficient matrix. In the step of updating H with a fixed W, the parameter λ > 0 can be adjusted for controlling the tradeoff between the approximation error Y−WH 2 F and the sparsity of coefficient matrix H, and plays an important role in the proposed method. To steer the solution toward a global, optimal solution, the parameter λ can be determined by two kinds of ways, off-line calibrating and adaptively tuning.
For the first way, one can repeat an experiment with different λ and determine what value for λ is the optimal according to the output results. For the second way, we give an easy-to-use rule as follows. First, λ should be less than W T k: R k ∞ in terms of (5), otherwise H k: will become a zero vector. We may initialize λ with a very small value; e.g., 0.001, which can generally satisfy the above condition. Next, we alternately update W and H in terms of (4) and (5), and adjust λ according to the rule defined as follows,
where λ (k) and S (H (k) ) denote the value of λ and the sparsity of H in the k-th iteration, respectively. S * denotes the expected or a prior sparsity of H. The rule means that if the sparsity of H varies very slowly and is far from the expected one, one may appropriately increase the stepsize of λ, otherwise keep the current λ. Experiments show that the values of λ obtained by the two ways are very close. If λ is self-tuned for adapting to signal, however, more iterations are usually needed for convergence.
The proposed SHALS algorithm is devised to obtain a sparse enough representation while reducing the coherence of the learned dictionary. Therefore, one way to show the performance of the SHALS algorithm is to compare the changes of angles between any two atoms in the two different dictionaries, which are learned by the SHALS (μ 0) and the SHALS with the only sparsity penalty term (μ = 0), respectively. Through the two algorithms, we achieved two groups of dictionary learning results from a nature image ("House" in Fig. 6 ), and we plotted in Fig. 1 the sorted angles between atoms in the learned dictionaries. It can be seen that the angles between atoms in the dictionary learned by SHALS (μ 0) are enlarged and the incoherence of dictionary is obviously enhanced.
According to the analysis above, the proposed SHALS algorithm for nonnegative dictionary learning is summarized in Algorithm 1.
Algorithm 1 SHALS
Require: Data Matrix Y ∈ R m×n + , initial matrices W ∈ R m×r + , H ∈ R r×n + , and λ; 1: while stopping criterion not satisfied do 2: Computing P = YH T and Q = HH T ; 3: for k = 1 to r do 4:
μ ← 0.01 × max
5: W :k ← max 0, 
end for 12:
Using the fixed λ or adaptively tuning λ according to the change of the sparsity of H; 13: end while
Convergence Analysis of SHALS Algorithm
The standard NMF algorithm [14] belongs to two-block convex optimization scheme since each factor can be viewed as a block and optimizing one of two factors while fixing the other is separately convex. Grippo and Sciandrone analyzed the convergence of the two-block convex optimization problems in [26] . They demonstrated that under the condition of the objective function differentiable continuously, a twoblock convex optimization method does not require each subproblem to have a unique solution for convergence, and any limit point of the sequence of optimal solutions of twoblock subproblems is a stationary point. Obviously, SHALS is such a two-block convex optimization algorithm, so that we can make analysis of its convergence by using the facts in [26] . During iterations, SHALS can obtain a sequence of the limit points that can guarantee the reduction of objective function. Additionally, in terms of the definition of 1 -norm, the penalty term H 1 in (3) can be decomposed into r i=1 n j=1 H i j since H ≥ 0. Thus, under the conditions of α > 0 and β > 0, (3) is differentiable with respect to W and H, respectively. The existence of limit points and the differentiability of the objective function in (3) imply that the assumptions of Grippo and Sciandrone's Corollary [26] are satisfied so that we can establish that the two-block minimization processes of SHALS converge.
Numerical Experiments
In this section, first we present the results of two experiments using SHALS with synthetic signals. The aims of the experiment are (1) to test whether the SHALS algorithm can recover the true dictionary, which was used to generate the test data; and (2) [21] . Next, we apply SHALS to a conventional digital image processing problem, image denoising, to verify the applicability of the proposed algorithm to real-world signals. Finally, we make an experiment of learning a global-based representation on a face dataset in order to demonstrate the applicability of the proposed algorithm for further large-scale data analysis. In the experiments, all programs were coded in Matlab, and were run within Matlab 7.8 (R2009a) on a PC with a 3.2 GHz Intel Core i5 CPU and 4 G of memory.
Recovery Experiment of Random Dictionary
To evaluate the learning capacity of the SHALS algorithm for a nonnegative dictionary, we made an experiment of recovering a random dictionary from synthetic observation signals generated from the random dictionary. By comparing the recovery rate of the dictionary, adaptability, and runtime, etc., we assess the methods under consideration (see above). The processes are as follows. We first generated a stochastic nonnegative matrix of size 20×50 with i.i.d. uniformly distributed entries, as described in [9] . Each vector was normalized to the unit 2 -norm. The stochastic nonnegative matrix was referred to as the true dictionary W, which was not used in the learning but was used only for evaluation. We then synthesized 1500 test signals Y of dimension 20, each of which was produced by a linear combination of three different atoms in the true dictionary, with three corresponding coefficients in random and independent positions. We executed NNSC, NMFSC, NN-KSVD, NMF 0 -H, and SHALS on the test signals. For the five algorithms, the initialized dictionary matrix of size 20×50 was composed of the randomly selected parts of the test signals. For NNSC, NMFSC, and SHALS, the corresponding coefficient matrices were initialized with i.i.d. uniformly distributed random nonnegative entries. NN-KSVD and NMF 0 -H do not require a specified coefficient matrix, as they can generate the corresponding coefficient matrix by sparse coding.
Next, we compared the learned dictionaries with the true dictionary. These comparisons were done by sweeping through the columns of the true and the learned dictionaries and finding the closest column (in 2 -norm distance) between the two dictionaries. A distance of less than 0.01 was considered a success. The experiment is similar to the one conducted in [9] , except for the nonnegative condition. Obviously, the five iterative algorithms described above have different convergence properties. To provide fair limits on the number of the respective iterations, we executed these algorithms with the same iterations as many times as possible, and determined respective iteration number in terms of the results shown in Figs. 2, 3 , and 4. NNSC and NMFSC took, respectively, about 3000 iterations to reach convergence while NMF 0 -H took only dozens of iterations. In addition, we also consider the runtime of each algorithm as showed in Fig. 4 . Thus, we set the maximum numbers of iterations for NNSC, NMFSC, NN-KSVD, NMF 0 -H, and SHALS to 3000, 3000, 300, 30, and 500, respectively. Cer- Fig. 2 Evolution of the sparsity of the coefficient matrix versus the iteration number of six algorithms. HALS has been added to this experiment to demonstrate that it cannot obtain a coefficient matrix with high sparsity due to lack to a sparsity constraint on coefficient matrix. tainly, the iteration of any algorithm can be terminated in advance if it has learned 100% of the atoms before reaching the maximum number of iterations. Fig. 4 Evolution of the rate of atom recovery versus the runtime of five algorithms. These algorithms run 3000 iterations, respectively. SHALS achieved the best rate of recovery in the least time. Besides the noiseless condition, we also made experiments in which the uniformly distributed positive noise of varying signal-to-noise ratios (SNRs) was corrupted to the test signals in order to evaluate the performance and robustness of anti-noise. All trials were repeated 15 times with different initialized dictionaries W. Figure 5 shows the results of the experiment for noise levels of 10, 20, and 30 dB and for the noiseless case. Obviously, NMFSC and NN-KSVD performed the worst, especially under lower SNR conditions. NMF 0 -H performed better than NNSC, NMFSC, and NN-KSVD under various conditions. The proposed SHALS performed best on dictionary learning, although the differences between it and NMF 0 -H under various conditions are small. The average runtime of each trial for these algorithms was 35 s, 146 s, 244 s, 24 s, and 4 s, respectively. Obviously, SHALS has a remarkable advantage in computational cost. Note, in the experiment, NN-KSVD and NMF 0 -H required a specified, exact number of non-zero elements in the coeffi- Table 1 Comparison of the rate of dictionary recovery (%) under various pre-specified sparsity values and various SNR level conditions. Note that sparsity decreases when the number of nonzero components increases. "N" denotes the number of nonzero components of the column vectors in coefficient matrices. "T" denotes the average runtime of trials. cient matrix (3/50=0.06 for the case) as shown in Fig. 2 , and NMFSC was executed with a sparsity factor of 0.8 on the coefficients. For NNSC and SHALS, the sparsity of the coefficient matrix were adjusted via the regularization parameters λ. In the experiment, the corresponding parameters λ were set to 0.2 in both the cases, which is calibrated off-line through several trials. The two parameters λ are fixed during iterations in order to reduce the number of iterations and computational cost. We repeated this experiment, in which the true dictionary W, with a size 100×200, was still generated with i.i.d. uniformly distributed entries and was normalized to the unit 2 -norm. We then synthesized four groups of 3000 test signals of dimension 100, each of which was produced by 5, 10, 20, and random number (between 3 and 12) of atoms, respectively, with the corresponding coefficients in random and independent positions. In the experiment, we also provided the corresponding averaged runtime of each trail for these algorithms. Table 1 shows the recovery rates of the dictionaries achieved by these algorithms, which correspond to different coefficients of varying sparsity under different noisy and noiseless conditions. NMFSC and NN-KSVD performed the worst, with only a small portion of dictionary atoms being recovered if the sparsity was high. The corresponding results were worse at lower SNR values. NMF 0 -H produced better results than NNSC, NMFSC, and NN-KSVD under conditions of exactly fixed and assigned sparsity, but it seemed to be incapable of learning with a relatively less sparse coefficient; for example, when the number of nonzero coefficients was 20. NNSC, on the other hand, did not require a priori sparsity of the coefficient matrix, thus being capable of recovering dictionary atoms under the condition of unfixed and unknown sparsity. In view of this point, NNSC was superior to NMF 0 -H but performed worse than SHALS. As with the above experiment, SHALS performed best regardless of SNR and sparsity. It is worthy of notice that SHALS performed well not only under conditions of exactly fixed and assigned sparsity but also under conditions of unfixed and unknown sparsity. NMF 0 -H and NN-KSVD cannot perform like this because they need assigned (exact) sparsities as parameters. Although NMFSC does not depend on an assigned (exact) sparsity, it cannot recover any atoms in the experiment. In view of this point, SHALS has a remarkable advantage, since sparsity is generally unknown and unfixed in practice. Table 1 also shows the runtime of each trial (see the rightmost column of the table). Obviously, SHALS achieved learning much faster than the other algorithms, and its runtime did not increase with decreasing sparsity of coefficients. By comparison, NN-KSVD and NMF 0 -H are just the contrary; their runtime increased with decreasing sparsity of the coefficient matrices.
Image Denoising of Nature Images
The image denoising problem is important, not only because of the obvious applications that it serves. Being the simplest possible inverse problem, it also provides a convenient platform through which image processing ideas and techniques can be assessed. In this sense, we intend to apply nonnegative dictionary learning to the image denoising problem.
Using redundant representations and sparsity as driving forces for denoising of signals constitutes significant progress [27] . In these studies, a typical noise model is Y = X + V, where X ∈ R m×n is the clean image, V ∈ R m×n is assumed to be the white Gaussian noise with a fixed standard deviation σ, and Y ∈ R m×n is the noisy observed image. Here, we consider the mode with uniformly distributed positive noise instead of zero-mean white and homogeneous Gaussian noise, in view of the limitations of nonnegative signals studied in this paper. For solving the denoising problem, we adopted the method presented in [27] , which is based on a sparse and redundant representation model on small image patches. In the method, image denoising can be solved by minimizing the following optimization problem:
where λ and μ j are positive, and the columns of α ∈ R K×J are the coefficient vectors α j ( j = 1, . . . , J), in a way that the j-th patch M j X is approximated by Dα j . The vector X ∈ R m×n is an estimation of the true image. The first term in (6) enforces the matching to the data. The second and the last terms provide regularization, considering that the solution has a sparse representation for every overlapping patch over the learned dictionaryD. In the procedure, the original dictionary learning method is replaced with our proposed SHALS. For the sparse coding method, the OMP is replaced with NNBP to guarantee the nonnegativity.
In this set of experiments, the dictionaries used were of size 64×256, which were designed to handle image patches of size 8×8 pixels. All reported results are presented as an average of three experiments, having different realizations of the noise. Some standard test images including Barbara (512×512), House (256×256), Boats (512×512), Lena (512×512), and Peppers (256×256) were used in the experiment. We added positive noise of various levels to the test images. To distinguish the positive noise from the Gaussian noise, we used γ to denote the positive noise level. By computing, we found the contrast relationships between σ and γ under the condition of the approximately same PSNR values as shown in Table 2 . We used two quality measures, the peak SNR (PSNR) and the structural similarity (SSIM) [31] , to assess the denoised images. Let X andX denote the ideal image and the deteriorated image, respectively. We calculate the PSNR value ofX by PSNR(X)=10 · log 10 (1/(X −X) 2 ). For SSIM, its value range is between 0 and 1, and its value equals 1 if X =X.
In the experiment, we focused on tests with higher noise levels, because it may be more critical. We chose the ProbShrink-SP method † (using a redundant wavelet representation) [28] , the BLS-GSM method † † of Portilla et al. [29] and the non-local means (NL-means) method † † † [30] as the compared objects. These methods are considered to be up-to-date of the efficient and professional denoising methods. Additionally, we also chose the NMF 0 -H because of its better performance in previous experiments. It is notable that NMF 0 -H is very time-consuming during dictionary learning, as described in the two experiments above. Table 3 summarizes the results of the denoising experiment.
We concluded that the denoising method using the SHALS dictionary achieved highly competitive PSNR and SSIM performance outcomes compared to those of ProbShrink-SP, BLS-GSM, NL-means, and NMF 0 -H methods. When comparing PSNR, the denoising method us- Fig. 7 The SHALS dictionary learned from the noisy "House" image in Fig. 6 . The dictionary has a size of 64×256, in which each patch represents an atom of size 8×8.
ing the SHALS dictionary performed much better than NLmeans and NMF 0 -H methods and outperformed NL-means in the range of about 0.7 dB ∼ 2 dB. Our approach achieved quite competitive performances compared to the powerful ProbShrink-SP and BLS-GSM, although they are professional denoising methods whereas the proposed method is for dictionary leaning with an application for denoising. For making the comparison more understandable, we also showed the results about ProbShrink-SP, BLS-GSM and NL-means in Table 3 as Fig. 8 . These results show that, in most regions, the proposed method performs better than the other methods, although the differences are not so big. When comparing the SSIM index, the denoising method using the SHALS dictionary returned results comparable to Table 3 . Triangle symbols indicate our results. These results show that, in most regions, the proposed method performs better than the other methods, although the differences are not so big.
those of ProbShrink-SP and BLS-GSM methods at most compared noise levels. A subjective quality comparison for the typical test image "House" is shown in Fig. 6 . The SHALS dictionary learned from the noisy "House" image in Fig. 6 is illustrated in Fig. 7. 
Human Face Image Analysis
In this subsection, we describe our experiment on learning a global-based representation [17] using a face dataset. The learning process can be considered to be one kind of principal component analysis. We used the ORL dataset of faces. Since the ORL dataset includes 400 facial images of size 92×112 pixels, the dataset can be considered to be largescale. Using the dataset, we can evaluate the computational performance of the SHALS and the other compared algorithms. To assess the experiment fairly, we drove the compared algorithms to obtain the corresponding coefficient matrices and forced them to reach as comparable level of sparsity as possible (based on S (H)). By using the Hoyer's sparsity measure, defined as
we compared the average sparsity of all vectors in these coefficient matrices. Additionally, we computed the respective relative errors defined below and counted the respective runtime.
In the experiment, we performed a global-based feature learning of rank r = 64 and constrained the coefficient matrices to have a sparsity of about 0.05; i.e., each facial image was required to be represented with three facial features (64×0.05 ≈ 3). Besides NNSC, NMFSC, and NMF 0 -H, we chose another sparse NMF method (denoted as SNMF) [16] as the compared objective. Note that NN-KSVD was not included in this experiment, since it has exceedingly high computational cost. Each of these algorithms required some initialization parameters and a limit on the number of its iterations. For SNMF, we allowed 3000 iterations; and for the parameter α, which is used to adjust sparsity, we chose 100. For NNSC, we also allowed at most 3000 iterations; and for the parameter λ of penalty term and the stepsize μ, we set to 20 and 0.1, respectively. For NMFSC, we only constrained the sparsity of coefficient factor H to 0.9 in terms of (7) and executed at most 3000 iterations, which was necessary for convergence. For NMF 0 -H, we set the maximum number of nonzero elements of vectors in factor H to 3 (3/64 ≈ 0.0469, close to 0.05) and allowed 30 iterations, considering the high computational cost of NMF 0 -H. For the proposed SHALS, we allowed at most 200 iterations, and λ was set to 10 that is calibrated off-line through several trials in order to reduce computational cost. All five algorithms were run three times with the same initial random matrices (for NMF 0 -H, it was not necessary to initialize coefficient H). The averaged results are reported in Table 4 .
Through Table 4 , it can be observed that SNMF seems to be incapable of obtaining an actual sparse representation, despite the fact that it is designed to enhance sparsity by introducing the 1 -norm. The other four algorithms obtained similar results and produced much sparser solutions; i.e., more global-based representations. NNSC achieved a sparser representation (based on Hoyer's sparsity measure) but suffered from a higher relative error. NMFSC and NMF 0 -H produced lower relative errors but took extremely more runtime than SHALS. The runtime of NMFSC and NMF 0 -H were about 28 and 44 times longer than that of SHALS. In view of its high efficiency, SHALS is more suitable for large-scale data analysis. In Fig. 9 , we present an illustration of the global-based features learned by the five algorithms in a typical run.
Conclusion
In this paper, we presented an NMF-based method for learning overcomplete, nonnegative dictionaries and for obtaining the corresponding coefficients for sparse representation of nonnegative signals. In this method, we forced the coefficients to be as sparse as possible and simultaneously forced the atoms of the dictionary to be as incoherent as possible for obtaining sparser representations. The method was implemented by the proposed sparse hierarchical alternating least squares (i.e., SHALS) algorithm that updates the dictionary in a column-wise and the coefficient matrix in a rowwise manner, which is meant by the terms "alternating" and "hierarchical". In each column-wise or row-wise updating, SHALS optimized a series of optimal problems sequentially, each of which was an optimization of a quadratic function that could be solved explicitly, and thus the whole problem could be efficiently solved.
In addition, we demonstrated that the SHALS algorithm could efficiently solve nonnegative dictionary learning problem. Results of experiments on dictionary recovery showed that SHALS could learn a nonnegative, overcomplete dictionary correctly, regardless of whether the objective signals are synthetic data or natural images. Additionally, further experiments supported the potential application of SHALS in the field of image processing such as image denoising, image classification, and large-scale data processing due to its low computational cost. We are currently working on improving the adjustment to the regularization parameters and on applying this method to some practical problems in image processing; e.g., large-scale image classification. The results from these ongoing studies will be presented in the future.
