Abstract. We show that, consistently, there is a Borel set which has uncountably many pairwise very non-disjoint translations, but does not allow a perfect set of such translations.
Introduction
There is some interest in the literature in Borel sets admitting many pairwise disjoint translations. For instance, Balcerzak, Ros lanowski, and Shelah [1] studied the σ-ideal of subsets of ω 2 generated by Borel sets with a perfect set of pairwise disjoint translations. In this article we are interested in a somewhat dual property of Borel sets: many overlapping translations.
If B ⊆ ω 2 is an uncountable Borel set, then it includes a perfect set P , and then for x, y ∈ P we have 0, x + y ∈ (P + x) ∩ (P + y).
Consequently, every uncountable Borel subset of ω 2 has a perfect set of pairwise non-disjoint translations. However, if we demand that the intersections are more substantial, then the problem of many non-disjoint translations becomes more interesting. One should notice that if x + b 0 = y + b 1 , then also x + b 1 = y + b 0 , so if x = y and (B + x) ∩ (B + y) is finite, then |(B + x) ∩ (B + y)| must be even.
Here we investigate the first non-trivial case when (B + x) ∩ (B + y) has at least four elements. We show that it is consistent with ZFC that there is a Σ Our proof follows the spirit of the proof of Shelah [5, Theorem 1.13 ], but since we cut on generality, our arguments are more straightforward. We fully utilize the algebraic properties of ( ω 2, +), in particular the fact that all elements of ω 2 are self-inverse.
This line of research will be continued in Ros lanowski and Shelah [4] , where we will deal with the general case of κ many pairwise non-disjoint translations (getting the full parallel of [5, Theorem 1.13 
]).
Notation and terminology. Our notation is rather standard and compatible with that of classical textbooks (like Jech [2] ). However, in forcing we keep the convention that a stronger condition is the larger one.
Ordinal numbers will be denoted by the lower case initial letters of the Greek alphabet α, β, γ, δ, ε and ζ, ξ. Natural numbers (finite ordinals) will be called i, j, k and , n.
For a forcing notion P, all P-names for objects in the extension via P will be denoted with a tilde below (e.g., h , T ), and G P will stand for the canonical P-name for the generic filter in P.
For two sequences η, ν we write ν η whenever ν is a proper initial segment of η, and ν η when either ν η or ν = η. A tree is a -downward closed set of sequences.
The set of all sequences of length n and with values in {0, 1} is denoted by n 2 and we let ω> 2 = n<ω n 2. For σ ∈ ω> 2 let [σ] = {x ∈ ω 2 : σ x}. The Cantor space ω 2 of all infinite 0-1 sequences is equipped with the topology generated by sets of the form [σ] and the coordinate-wise addition + modulo 2. Thus ( ω 2, +) is a topological group.
For a tree T ⊆ ω> 2 we set [T ] = {x ∈ ω 2 : (∀n < ω)(x n ∈ T )}. For a set A ⊆ X × Y and x ∈ X and y ∈ Y let
2. Some technicalities 
Proof. First, for a ∈ 2 let Z a = {x ∈ 2 : x = a ∧ h(x, a) = 0}. It follows from the assumption ( ) that ( * ) for each a, the set Z a is h-homogenous in color 1. If for some a ∈ 2 the set Z a satisfies the requirements of (1), then we are done. So suppose that ( ) for each a ∈ 2 either |Z a | ≤ 4 or Z a contains no 4-arrangement. Let a ∈ 2 be the sequence constantly equal to 0 and let d ∈ 2 be the < lex -last element of 2 \ Z a . It follows from ( ) that {x ∈ 2 :
, so we may pick x σ ∈ X σ such that h(a, x σ ) = 1. Again by ( ), the set {x σ : σ ∈ Y } cannot be contained in
Now we repeat the above procedure "on d's side" for both a and b and d. We let
σ x} and note that by our assumptions we may pick x σ ∈ X σ such that h(a, x σ ) = 1. Now, for each ρ ∈ Y we may choose σ ρ ∈ Y such that ρ σ ρ and h(b, x σ ρ ) = 1. By our assumptions, for some ρ * ∈ Y we also have h(d, x σ ρ * ) = 1. Set c = x σ ρ * and note that a, b, c, d is a 4-arrangement which is homogenous in color 1.
Repeating the above procedure again, but starting with 
, |A| ≥ 5, and A + A ⊆ B + B, then for a unique x ∈ 2 we have
A + x ⊆ B. Proof. (a) Let ν a , ν b , η a , η c , ρ b , ρ c ∈ B be such that a + b = ν a + ν b , a + c = η a + η c , and b + c = ρ b + ρ c . Then ν a = ν b , η a = η c , ρ b = ρ c , andρ b + ρ c = b + c = a + b + a + c = ν a + ν b + η a + η c .
By the linear independence of B we conclude {ν
(Just apply clause (a) to a 0 , a 1 , a k and to a 0 , a 2 , a k , remembering that B is linearly independent.) Let x = a 0 +η. We will argue that a i +x ∈ B for all i < n. Clearly by our choices this holds for i ≤ 2. Suppose 2 < i < n is such that
Then (using (⊕)) we get 
Then there is a perfect set P * ⊆ P with the following property:
(♥) For some increasing sequence of integers 0 = n 0 < n 1 < n 2 < n 3 < . . ., for each k < ω and any distinct x, y ∈ P * we have
Proof. We will use the general result of Mycielski on the existence of independent sets in topological algebras. To be able to quote his theorem we have to introduce some definitions. We say that a set S ⊆ P m is obtained by identification of variables from R ⊆ P m+1 if for some i, j ≤ m we have
Similarly, if (σ, ρ) ∈ K n , then a Borel meager set X σ,ρ ⊆ P is such that
Clearly for every (σ, ρ) ∈ J n ∪K n the set R n σ,ρ is meager (in P 4 ), moreover if S ⊆ P k is obtained from R n σ,ρ by repeated identification and/or permutation of variables, then S is meager in P k as well. The sets A n have the Baire property and hence the sets
Easily, X is a meager subset of P , each R n is meager in P 2 and identification of variables in R n leads to an empty set (so meager).
By [3, Theorem 1, p. 141] there is a perfect set P ⊆ P such that
σ,ρ = ∅ for all n < ω and (σ, ρ) ∈ J n ∪ K n , and • P ∩ X = ∅ and (P × P ) ∩ R n = ∅ for all n < ω.
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Clearly, if x = y are from P and n < ω, then for some N < ω we have
By shrinking the perfect P one can construct a perfect set P * ⊆ P and an increasing sequence 0 = n 0 < n 1 < n 2 < . . . such that the demands in (♥) are satisfied. 
The main result
Proof. A condition p ∈ P is a tuple
satisfying the following demands: 
vectors (in ( n 2, +, ·) over (2, + 2 , · 2 )); in particular they are pairwise distinct.
The order ≤ P =≤ of P is defined by: p ≤ q if and only if the following conditions are satisfied: 
Proof of the claim. It follows from the definition of
Since, by clause (9), η p α : α ∈ u ρ α,β : α < β ∧ α, β ∈ u are linearly independent we easily get our conclusion. 
Proof of the claim. Suppose that p ∈ P and let
We also let η α = 0, . . . , 0
and we put α i ,α = α,α i = m p * + i and
and for m = m
It is straightforward to verify that q = u, n,η, m * ,t, μ, K satisfies the demands of the definition of a condition in P. Moreover, q is a condition stronger than p, and α ∈ u q , m q * ≥ m p * + 2 and n q ≥ n p + 2. Now the claim readily follows. Claim 3.1.4. The forcing notion P has the Knaster property.
Proof of the claim. Suppose that p ξ : ξ < ω 1 is a sequence of conditions from P. Applying the standard Δ-lemma based cleaning procedure we may find an uncountable set A ⊆ ω 1 such that {u p ξ : ξ ∈ A} forms a Δ-system of finite sets and for ξ < ζ from A we have:
and η
and μ
We may assume that u
We will argue that if ξ < ζ are from A, then the conditions p ξ , p ζ are compatible. 
2 , and ( * ) 6 ν i = 0, . . . , 0
To define a common upper bound to p ξ and p ζ we put
, and
Finally, lett = t m : m < m * , where
One easily verifies that q = u, n,η, m * ,t, μ, K satisfies the demands of the definition of a condition in P and that this condition is a common upper bound of p ζ and p ξ .
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We define P-names h α (for α < ω 1 ), T m (for m < ω) and r α,β (for α < β < ω 1 ) by
Claim 3.1.5. For α < β < ω 1 and m < ω we have
ω> 2 is a tree with no maximal nodes ",
Proof of the claim. By Claim 3.1.3 and the definition of the order of P.
Let B be the P-name for the Σ 0 2 subset of ω 2 given by
Claim 3.1.6. For each α < β < ω 1 we have , we may use Lemma 2.4 to choose a perfect set P * ⊆ P and an increasing sequence 0 = n 0 < n 1 < n 2 < n 3 < . . . such that ( ) 2 for each k < ω and any distinct x, y ∈ P * we have: (a) if x n k+1 = y n k+1 , 0 , m 0 , 1 , m 1 , N ≤ k, then for all x , y ∈ P * satisfying x n k+1 = x n k+1 and y n k+1 = y n k+1 we have 
