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1. INTRODUCTION 
We will study the bilinear control system 
2 = Ax + Bxu U-1) 
where A and B are constant n x II matrices and u is a scalar control. Motivated 
by the many results concerning the stabilization of linear control systems by 
means of linear feedback controls, we consider the possibility of choosing u as a 
quadratic function of x so as to yield the resulting autonomous system globally 
asymptotically stable. We will assume the matrices ,4 and B satisfy our 
MAIN HYPOTHESES. (i) There is a positive definite matrix Q satisfying the 
equation 
QA+ATQ=O. (1.2) 
(ii) The only x,, for which 
x,TeA4QBeAtx, = 0, (-co < t < co), 
is x0 = 0. 
We now use the matrix Q to define a Liapunov type function 
V(x) = $x’Qx. 
Differentiation of V along a solution to (1.1) yields 
$ (x(t)) = u(t) xTQBx. 
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In order to make dV/,‘ldt non-positive it is suggested that we implement the 
feedback control 
u = -xTQBx 
which results in 
$ (x(t)) = -(xTQBx)“. (1.3) 
In [4], an invariance principle of LaSalle is used to show that this choice of 
control does result in a globally asymptotically stable system. 
In the present paper, we use a different technique, similar to one used in [3], 
which has the advantage of allowing rates of decay to be established. The main 
idea is to integrate the equality (1.3) over time intervals of the form [k, K + 11, K 
a positive integer, to obtain 
V(x(k)) - V(x(k + 1)) = I”+’ (x~QBx)~ ds. 
Since the right-hand side of (1.4) gives the decrease in V over the time interval 
[K, k + 11, we are led to seek a lower bound for this quantity in terms of V(,(K)). 
This estimate is given in Section 2, and allows us to obtain a difference 
inequality satisfied by 
which will lead, in Section 3, to a decay estimate for V, , and hence for V(t). 
We now make a remark concerning our Main Hypothesis. It follows from the 
matrix equation (1.2) that the quadratic form xrQx will be constant on solutions 
to the uncontrolled equation & = Ax. Thus, a necessary condition in order for 
condition (i) to be satisfied is that A have only eigenvalues with zero real part. 
In Section 4 we give a stabilization result for bilinear systems in which the 
uncontrolled part is allowed to have eigenvalues with positive real part. In this 
case, the control can no longer be chosen as a quadratic feedback control so as 
to yield the system asymptotically stable. Nevertheless, the system can be made 
to possess the property of ultimate boundedness, which is a form of stability 
introduced by LaSalle and Lefschetz in [2]. 
Finally, in Section 5, we use the equations of van der Pol and LiCnard to 
illustrate our results on stabilization. 
2. PRELIMINARY LEMMAS 
Our first result is a consequence of part (ii) of our Main Hypothesis, which 
will be assumed to hold throughout the remainder of this paper. 
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LEMMA 2.1. There is a positive constant k such that 
Ixol’ <kIolI xoTeATtQBeAtxo 1 dt, (X0 t I?“). (2-l) 
Proof. For each x0 on the unit sphere S in ZP, our Main Hypothesis implies 
1 II 
x,*eAGQBeAtx, / dt > 0. (2.2) 
0 
Since S is compact and the integral appearing in (2.2) depends continuously 
upon x0, there is a positive constant S with 
s ll 
x,*eATtQBeAtx, 1 dt > 6, (I x0 I = 1). 
0 \ 
We thus have 
eArtQBeAt & dt > S, 
I 
(x0 f  0)s 
which implies 
r II xoTeATtQBeAtxo / dt 2 S / x0 12, (2.3) 
'0 
for all non-zero x0 . Since (2.3) also holds for x0 = 0, the inequality (2.1) follows 
with k = l/S. The proof is thus complete. 
We next establish the estimates concerning solutions to the bilinear control 
system 
2 = Ax + Bxu, u EL,[O, I]. (2.4) 
We note that the control u appearing in (2.4) need not be given by a feedback 
control law. 
LEMMA 2.2. Consider the bilinear control system (2.4) with initial condition 
x(0) = x0 . 
Let 
i 
1 
S(s) ds & E .< 1. 
'0 
Then 
with 
s(t) = @X0 + S(r) 
1 S(t)1 < M 1 X” ~ 61’2, (0 .?I f  .< I), (2.5) 
fey a suitable constant M depending only upon the matrices A and B. 
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Proof. By the variation of parameters formula, 
Therefore 
x(t) = f?“kxO + .r t eA(t-s)Bx(s) u(s) as. 0 
t 
x(t) - eAtxo = 
s 
eAct-g)BeAsxou(s) ds + t eA(t-s)B(x(s) - eAsxo) u(s) ds. 
0 I 0 
Setting 4(t) = / x(t) - eA*xO / , we deduce that 
4(t) < I’ j eA(t-s)13eASxo 1 1 u(s)] ds + 1: 1 eA+s)B 1 1 u(s)] #(s) ds. (2.6) 
0 
Now, part (i) of our Main Hypothesis shows that 
so / eAt / is uniformly bounded. Thus, for a suitable constant C, , 
1 eAff-s)BeAs 1 < Cl 
1 eAct-s)B 1 < Cl 
(0 < t, s < co). 
From this, and (2.6) above, we obtain 
4(t) G C, I xo I j-’ I 441 ds + C, I” I W C(s) ds. 
0 0 
(2.7) 
Schwartz’ inequality gives 
lof 1 u(s)1 ds < (jol I u(s)12 ds)1’2 = ~l’~, 
so from (2.7) we obtain 
4(t) < Cl I %J I G2 + I t Cl I u(s)l$(s) & 0 
The GronwaII-Bellman inequality then yields 
$(t> < Cl I x0 I &‘2 + Jot Cl2 I x0 I $I2 I 4s>l exp [s,’ G I 441 dc] 6 
(0 < t < 1). 
Using our assumption that E < 1 and (2.8) we obtain 
4(t) < Cl I x0 I P2 + C12 I x0 I =f’, 
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so (2.5) is satisfied with 
M = Cl + C12eC1, 
and the proof is completed. 
LEMMA 2.3. There exist positiwe constants E, L such that if x(t) solves 
$=Ax+ Bxu 
x(0) = x0 
(2.9) 
and l 1 , cZ are defined by 
s 
1 
q = u2(s) ds (2.10) 
0 
c2 = 
s 
’ (x=QBx)~ ds (2.11) 
0 
then cl < C implies the following bound on x0: 
1 x0 [* < L$? (2.12) 
Proof. Let Z denote a positive number, E < 1, with an additional restriction 
to be stated later. From Lemma 2.2, we obtain 
with 
x(t) = e”“xo + 8(t) 
I WI < M I xo I ?. (2.13) 
Eq. (2.11) and Schwartz’ inequality gives 
I ’ I(eASxo + G(s))‘QB(eASxo + S(s))1 ds < c:‘~. 0 (2.14) 
Writing out the above integral in detail, and using the triangle inequality in the 
form 
we obtain 
I II xoTeA~QBeAsxo I ds 0 (2.15) 
< .y* + 
s ’ xOTeAGQBS(s) ds + I1 B=(s) QBe**x, ds + 1’ 6=(s) QBS(s) ds. 0 0 0 
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Using the fact that 1 eA* 1 is uniformly bounded, and the estimate (2.13) we 
obtain from (2.15) an inequality of the form, 
s l I x,TeATsQBeA%o 1 as < $2 + Cl I x0 I2 ,;‘2 + c, 1 x0 12 El , (2.16) 0 
for appropriate constants C, and C, . Lemma 2.1 then gives, 
$lxo12< E:‘2 + Cl / x0 I2 q2 + c, / x0 I2 El . 
Since <I < 1, this results in an inequality of the form 
1 x0 I2 < c,g2 + c, 1 x0 I2 cy2. 
This inequality, together with the additional restriction 
c,a2 < +y 
mentioned in the first line of this proof, implies the estimate 
1 x0 I2 < 2c& 
which establishes (2.12) and concludes the proof. 
Our final Lemma is a special case of a result established in [3]. 
LEMMA 2.4. Let V, be a positive monotone nonincreasing sequence such that 
Then 
V k+l - v, < -cv,2 (k = 0, 1, 2 ,... ). 
v, < v” 
CVoh + 1 
(h = 0, 1, 2 )... ). (2.17) 
Proof. Define 
We compute 
%+I 
Vk - Vk,l 
uk = v, * v,,, 
CVk2 
’ vk+, ’ vk 
= 
4odx.11-6 
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Summing the above inequality from 0 to k - 1, we obtain 
uk - u. 3 Ck 
which, when restated in terms of I’, , becomes (2.17). The proof is thus com- 
pleted. 
3. DECAY ESTIMATE AND OPTIMALITY 
THEOREM 3.1. For any x,, there exists constants C, and C, such that the solution 
x(t) to 
ji = Ax + Bxu, u = -xTQBx, 
x(O) = x0 > 
satisjies 
(3.1) 
Proof. We let 
(k = 0, 1, 2 ,... ), 
and integrate the formula (1.3) for (dV/dt) (x(t)) over the interwal [k, k + 11, 
obtaining 
V k+l -v,=- j-;+’ (x=QBx)~ ds = - I+’ 9(s) ds. 
By Lemma 2.3, applied with x0 = x(k), there are two possibilities: either 
or 
V k+l - v, < -E, (3.2) 
V k+l (3.3) 
But / x 12 can be bounded by a constant times V(x), so (3.3) results in 
V k+l - v, < -cv,', (3.4) 
for a suitable constant C. 
If we now let C = min{C, c/V,Z> we see that (3.2) implies 
V k+l - v, < --E< - -% vk2 < 437,2. 
vo2 
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So we have established V,,, - I’, < -CVk2, (k = 0, 1, 2 ,... ). From Lemma 
2.4 we conclude V, < V,,/(CV& + 1) which implies (since V(t) is monotone 
nonincreasing) the inequality (3.1) f or appropriate constants C, and C, . The 
proof of Theorem 3.1 is thus completed. 
We next consider an optimal control problem for the bilinear control system 
3i = Ax + Bxu, 
x(0) = x0 . 
(3.5) 
We take as the set d of admissible controls all real valued functions u in 
L,[O, co], with the property that the solution xU(t) to (3.5) exists on the interval 
[0, co]. We define a cost functional 
C(u) = j-m (xuTQBxu)” + u2 ds. 
0 
It follows from Theorem 3.1 that, corresponding to any initial condition x0, 
there is an admissible control u for which C(U) is finite. We will call an admissible 
control u* optimal if 
c(u*) < C(u) (u E A). 
THEOREM 3.2. For each x0 there is a unique optimal control u*. This control 
is determined by the feedback law 
u* = -xTQBx. 
Proof. Let V(x) = xrQx. Along a solution to (3.5) we compute 
dV 
- = 2uxTQBx dt 
= (xTQBx + u)” - (x=QBx)~ + u2 
Assuming the control u has the property that 
pi x,(t) = 0 
integration of (3.6) yields 
- V(x,) = j-m (x=QBx + u)” ds - C(u), 
0 
(3.6) 
(3.7) 
so 
C(u) = V(x,) + sm (xTQBx + u)” ds. 
0 
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This shows that 
C(u*) < C(u), 
for any u for which (3.7) holds. Thus, to conclude the proof it will suffice to 
show that (3.7) holds for any u for which C(u) is finite. Let E < E (defined in 
Lemma 2.3). Since C(u) is finite, we can choose T > 0, with 
We thus have 
s rzz (xuTQBx,J2 ds < E, T  
s 
m  242(s) ds < E. 
r 
and 
s 
t+1 
(xuTQBxJ2 ds < E 
t 
s 
t41 
u2(s) ds < E 
t 
for any t with t > T. Applying Lemma 2.3, with x(O) = x(t), we have the 
estimate 
/ x(t)12 < LA2 (t > T). 
Since E was arbitrary, this establishes (3.7). 
Remark. In similar results on optimality given in [1] and [5], the class of 
admissible controls was further constrained to include only controls u for which 
(3.7) holds. 
4. ULTIMATE BOUNDEDNESS 
We begin with the following Definition. An autonomous differential equation 
22 =f(x) (x E R”) 
is said to be ultimately bounded provided there is a positive constant b such that 
for any initial data x(O) there is a T > 0 such that 
i x(t)1 < b (T <t < CO). 
We can now state and prove 
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THEOREM 4.1. Consider the bilinear control system 
k = Ax + Ex + Bxu. 
Let the triple A, B, Q satisfy our Main Hypotheses, and assume there is a constant C 
with 
1 xTQEx I < C / xTQBx ! , 
I Ex I e C I Bx I , (4.1) 
/ Bx I2 < C / xTQBx 1 , 
JOY all x in Rn. ‘Then the feedback control 
u = -xTQBx 
results in an ultimately bounded system. 
Proof. Let V(x) = ixTQx. Along solutions to the controlled equation, we 
compute 
dV 
dt = xTQEx - (x~QBx)~. 
Integrating the above, and using (4.1) and Schwartz’ inequality, we obtain 
V(1) - V(0) = j’ x=QEx ds - j’ (x~QBx)~ ds 
0 0 
< C j1 1 xTQBx 1 ds - j1 (xTQBx)” ds 
0 0 
< C (jol ) x=QBx I2 ds)“’ - jol (x=QBx)~ ds 
(4.2) 
= (j’ 1 xTQBx Ia ds)‘li! (C - (jl 1 x=QBx I2 dsjli2j . 
0 0 
We now distinguish two possibilities. 
Case 1. 
( jol (x~QBx)~ ds)1’2 > 2C. 
In this case, we deduce from (4.2) that 
V(1) - V(0) < -2C”. (4.3) 
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Case 2. 
(s,’ ( x=QBx I2 d~)l’~ < 2C. (4.4) 
In this case, we let w(t) be defined by 
so that 
w(t) = Ex + Bxu, II = -xTQBx, (4.5) 
k = Ax + w(t), (0 < t < 1). (4.6) 
From (4.4), (4.9, (4.1), and Schwartz’ inequality, it follows that 
s 
l 1 w(s)1 ds < 3 ’ 21’2 . c2. (4.7) 
0 
By the variation of parameter formula applied to (4.6), we have 
t 
x(t) = eAtxO + 
s 
eA(t-s)w(s) ds. 
0 
Using this and (4.7) we obtain 
j x(t) - eAtxo 1 < 3 . 21/2C2Cl, (0 d t G 11, (4.8) 
where 
Cl = “~;lI t+ 1 . 
. . 
Now, the inequality (4.4) gives 
s 
’ / xTQBx / ds < 2C, 
0 
and (4.8) shows that 
with 
x(t) = eAtxO + 8(t), 
I WI G c2 9 (0 < t < I), 
for an appropriate constant C, . As in the proof of Lemma 2.3, this leads to an 
inequality of the form 
I II x,eAGQBeASxo / ds < C, + C, / x,) I , 0 
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for appropriate constants C, and C, . Lemma 2.1, then, gives an inequality of 
the form 
which provides an upper bound for 1 x0 1 of the form 1 x0 1 < C, . 
In view of the positive definiteness of Q this results in a bound for V(0) of the 
form 
W) G cc! 
for a suitable constant Cs depending only upon the matrices A, B, E, and Q. 
We now let 
C = max{C, ,2C}. 
Setting 
Vk = VW)), (k = 0, 1, 2 ,... ), 
and repeating the above consideration of cases on intervals of the form [A, k + 11, 
we find that, for each k, either 
v, < c (4.9) 
or, 
v, > c and v,,, < v, - 2ca. (4.10) 
It follows that for any initial data x0 , there is a positive integer k, with 
v, < c. (4.11) 
Now, by the continuity of the controlled equation with respect to initial data, 
there is a positive constant M with 
V(t) < c + M (k<teh+l) 
whenever 
V(k) < c. 
Similarly, there is a constant N such that 
V(t) < c + m + N (Wt<k+l) 
whenever 
V(k) < c + M. 
From these inequalities, and (4.9)-(4.11) it follows that 
I v(t)1 < c + M + N (t > 4, 
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which, in view of the positive definiteness of Q, establishes the uniform bound- 
edness of the controlled equation and concludes the proof of the Theorem. 
5. EXAMPLES 
We first make some remarks concerning the verification of our Main Hypo- 
thesis. In [4] it is shown that part (ii) will be satisfied provided 
span{& &(A, B) X, k = 0, I, 2 ,... > = Rn, (5.1) 
for each nonzero x in R”, where 
adO(A, B) = B 
&“(A, B) = Ad(A, B) - &‘(A, B) B, (k = 0, 1, 2 ,... ). 
(An alternate sufficient condition is given in [5] which may be easier to verify 
in certain situations.) 
We now proceed to the examples. The model problem on which Theorem 3.1 
is based is Lienard’s famous equation 
y’ + y”y’ -t y = 0. (5.2) 
To see the connection with our work, consider the problem of choosing u SO as 
to stabilize the second order equation 
y” + y + uy = 0. 
Introducing the state vector 
x= Y 
i 1 Y’ 
we find x satisfies the bilinear control system 
k = Ax + Bxu 
with 
The pair A, Q with Q equal the 2 x 2 identity matrix satisfies equation (I .2). 
We compute 
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The last two vectors of the above set span s2 unless xi = 0, in which case the 
first and last vectors span. So (5.1) is satisfied, and Theorem 3.1 guarantees that 
the feedback control 
u = -xTQBx = x1x2 
results in a globally asymptotically stable system. This controlled system is 
equivalent to the second order equation (5.2). 
The model problem on which Theorem 4.1 is based is van der Pol’s equation 
y0+(y2- l)y’+y=O. (5.3) 
In [2], it is proven that a fairly general class of second order differential equations 
(which includes van der Pol’s equation) possess the property of ultimate bound- 
edness. To see the connection with our work, we introduce the state variable 
and consider the bilinear control system 
with 
f = Ax + Ex + Bxu, (5.4) 
A=(-; ;) E=B=(:, 3, 
We let 
Q = (t :) 
3 
and note that the triple A, B, Q satisfies our Main Hypothesis, and the pair 
E, B satisfies the requirements of Theorem 4.1. We conclude that the feedback 
control 
I( = -xTQBx = Lx 2 
31 (5.5) 
results in a system which is ultimately bounded. The system (5.4) with control 
(5.5) becomes, when written out in detail 
il = +x2 + x1 - ix13 
*2 = -x1 . 
(5.6) 
This system is equivalent to (5.3) in the following sense. If x(t) satisfies (5.6) 
then y = xi(t) satisfies (5.3). 
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Conversely, if y(t) satisfies (5.3), then 
*1 - *=  0 ( Y *2 9 + Y3/3 - Y 1 
satisfies (5.6). 
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