Abstract. We consider a 2 × 2 nonlinear reaction-diffusion system posed on a smooth bounded domain Ω of R N (N ≥ 1). The control input is in the source term of only one equation. It is localized in some arbitrary nonempty open subset ω of the domain Ω. First, we prove a global null-controllability result when the coupling term in the second equation is an odd power. As the linearized system around zero is not null-controllable, the usual strategy consists in using the return method, introduced by Jean-Michel Coron, or the method of power series expansions. In this paper, we give a direct nonlinear proof, which relies on a new duality method that we call Reflexive Uniqueness Method. It is a variation in reflexive Banach spaces of the well-known Hilbert Uniqueness Method, introduced by Jacques-Louis Lions. It is based on Carleman estimates in L p (2 ≤ p < ∞) obtained from the usual Carleman inequality in L 2 and parabolic regularity arguments. This strategy enables us to find a control of the heat equation, which is an odd power of a regular function. Another advantage of the method is to produce small controls for small initial data. Secondly, thanks to the return method, we also prove a null-controllability result for more general nonlinear reaction-diffusion systems, where the coupling term in the second equation behaves as an odd power at zero.
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Introduction
Let T > 0, N ∈ N * , Ω be a bounded, connected, open subset of R N of class C 2 , and let ω be a nonempty open subset of Ω.
We consider a 2 × 2 nonlinear reaction-diffusion system with one internal control:
on (0, T ) × ∂Ω, (u, v)(0, .) = (u 0 , v 0 )
in Ω, with f 1 , f 2 ∈ C ∞ (R 2 ; R) satisfying f 1 (0, 0) = f 2 (0, 0) = 0. Here, (u, v)(t, .) : Ω → R 2 is the state to be controlled, h = h(t, .) : Ω → R is the control input supported in ω.
We are interested in the null-controllability of (NL): for any initial data (u 0 , v 0 ), does there exist a control h such that the solution (u, v) of (NL) verifies (u, v)(T, .) = (0, 0)?
1.1. Context. The problem of null-controllability of the heat equation was solved independently by Gilles Lebeau, Luc Robbiano in 1995 (see [25] or the survey [24] ) and Andrei Fursikov, Oleg Imanuvilov in 1996 (see [20] ) with Carleman estimates. Then, null-controllability of linear and nonlinear coupled parabolic systems has been a challenging issue. For example, in [2] , Farid Ammar-Khodja, Assia Benabdallah, Cédric Dupaix and Manuel Gonzalez-Burgos identified sharp conditions for the control of systems of the form in Ω.
where U (t, .) : Ω → R n is the state, H = H(t, .) : Ω → R m is the control, D := diag(d 1 , . . . , d n ) with d i ∈ (0, +∞) is the diffusion matrix, A ∈ M n (R) (matrix with n lines and n columns with entries in R) is the coupling matrix and B ∈ M n,m (R) (matrix with n lines and m columns with entries in R) represents the distribution of controls. In general, the rank of B is less than n (roughly speaking, there are less controls than equations), so that the controllability of the full system depends strongly on the (linear) coupling present in the system. We can see the survey [3] for other results (and open problems) on the controllability of linear coupled parabolic problems. The introduction of the article [23] provides an overview of the results on the controllability of linear and nonlinear coupled parabolic problems. Roughly speaking, the null-controllability of (NL) can be reformulated as follows: how can the component v be controlled thanks to the nonlinear coupling f 2 (u, v)?
1.2. Linearization. We introduce the following notation which will be used throughout the paper, ∀τ > 0, Q τ = (0, τ ) × Ω.
The usual strategy consists in proving a local null-controllability result for (NL) from a (global) null-controllability result for the linearized system of (NL) Definition 1.2. System (L) is said to be null-controllable if for every (u 0 , v 0 ) ∈ L 2 (Ω) 2 , there exists h ∈ L 2 (Q T ) such that the solution (u, v) of (L) satisfies (u, v)(T, .) = (0, 0).
Proposition 1.3. [3, Theorem 7.1]
The following statements are equivalent.
(1) System (L) is null-controllable.
∂f 2 ∂u (0, 0) = 0. Indeed, if ∂f 2 ∂u (0, 0) = 0, then the equation on v is decoupled from the first equation of (L). Consequently, for any initial data (u 0 , v 0 ) ∈ L 2 (Ω) 2 such that v 0 = 0, we have v(T, .) = 0 by the backward uniqueness of the heat equation (see [5] ). The proof of (2) ⇒ (1) is a byproduct of Proposition 1.7.
Roughly speaking, u can be driven to 0 thanks to the control h and v can be driven to 0 thanks to the coupling term (1) System (NL) is said to be locally null-controllable if there exists δ > 0 such that for every ∂u (0, 0) = 0. Then, (NL) is locally null-controllable. Remark 1.6. This result is well-known but it is difficult to find in the literature (see [1, Theorem 6] with a restriction on the dimension 1 ≤ N < 6 and other function spaces or one can adapt the arguments given in [11] to get Proposition 1.5 for any N ∈ N * ). For other results in this direction, see [29] , [26] , [21] and [7] .
The natural question is: what can we say about (NL) if the linearized system around ((0, 0), 0) is not null-controllable i.e. when ∂f 2 ∂u (0, 0) = 0? Another strategy to get local null-controllability for (NL) consists in linearizing around a non trivial trajectory (u, v, h) ∈ C ∞ (Q T ) 3 of the nonlinear system (NL) which goes from 0 to 0. This procedure is called the return method and was introduced by Jean-Michel Coron in [8] (see [9, Chapter 6] ). The linearized system is the following one:
First, let us recall the generalization of Proposition 1.3 when the coupling coefficients are not constant. Historically, the proof is due to Luz de Teresa in [13] .
We assume that there exist t 1 < t 2 ∈ (0, T ), a nonempty open subset ω 0 ⊂ ω and ε > 0 such that
Then, system (L-bis) is null-controllable (in the sense of Definition 1.2).
Then, the linear test gives the following result.
Proposition 1.8. [11, Proof of Theorem 1]
Proposition 1.8 is used used in [11] with f 2 (u 1 , u 2 ) = u 3 1 + Ru 2 , where R ∈ R, [10] , [12] and [23] .
1.3. The "power system". A model-system for the question of null-controllability when the linearized system around ((0, 0), 0) is not null-controllable is the following one:
where n ≥ 2 is an integer. Proposition 1.9. If n is an even integer, then (Power) is not locally null-controllable.
Indeed, by the maximum principle (u n ≥ 0), we have, for any solution of (Power) associated to an initial condition (u 0 , v 0 ) with v 0 ≥ 0 and v 0 = 0,
where v is the solution of the heat equation
in Ω.
1.4.
A direct approach. From now on, k ∈ N * is fixed. The first goal of this paper is to give a direct proof (i.e. without return method) of the global null-controllability of the system (Odd)
Our proof is based on a new duality method, called Reflexive Uniqueness Method. The first step will consist in proving a Carleman estimate in L 2k+2 for the heat equation (see Section 4.1 and particularly Theorem 4.4). The second step will consist in considering a penalized problem in L 2k+2 2k+1 (see Section 4.2), a generalization of the Penalized Hilbert Uniqueness Method, introduced by Jacques-Louis Lions (see [27] and also [32, Section 2] for an introduction to the Hilbert Uniqueness Method and some generalizations). This procedure enables us to find a control of the heat equation which is an odd power of a regular function.
The second goal of this paper is to prove a local null-controllability result for more general systems than (Odd) thanks to the return method (introduced in Section 1).
Main results

Definitions and usual properties.
Definition 2.1. We introduce the functional space
We have the embedding
We have this well-posedness result for linear parabolic systems.
The following Cauchy problem admits a unique weak solution
This means that y is the unique function in W l T which satisfies the variational formulation
and
Moreover, there exists C > 0 independent of y 0 and g such that
and there exists C > 0 independent of y 0 and g such that
Proof. First, the well-posedness in W l T (i.e. (4), (5) and (6)) is based on Galerkin approximations and energy estimates. One can easily adapt the arguments given in [16, Section 7 
Secondly, the L p -estimate (i.e. (7) for p < +∞) is based on the application of (4) with a cut-off of w = |y| p−2 y.
Finally, the L ∞ -estimate (i.e. (7) The following definition-proposition justifies the notion of (unique) solution associated to a control and therefore, the definition of local null-controllability and global null-controllability (already introduced in Section 1, see Definition 1.4).
Proof. The nonlinearities f 1 and f 2 are in C ∞ (R 2 , R), thus they are locally Lipschitz on R 2 . This provides the uniqueness of the solution of (NL) in L ∞ (Q T ) (associated to an initial data (u 0 , v 0 ) ∈ L ∞ (Ω) 2 and a control h ∈ L 2 (Q T )) by a Gronwall argument (see Appendix A.1).
2.2.
Main results. Our first main result is the following one.
Theorem 2.5. The system (Odd) is globally null-controllable (in the sense of Definition 1.4).
More precisely, there exists
, and the solution (u, v) of (Odd) verifies
Remark 2.6. We give some natural extensions of this result in Section 6.
Remark 2.7. If we assume that
with 0 < α < 1, then Theorem 2.5 remains true with a control h ∈ L ∞ (Q T ) and the estimate (11) holds true with p = +∞ (see Remark 3.9 and Remark 4.11).
Our second main result is a local controllability result for more general reactiondiffusion systems than (Odd).
Then, the system (NL) is locally null-controllable (in the sense of Definition 1.4). However, we can't deduce from Theorem 2.8 a local null-controllability result (which is true for k = 1 thanks to [11, Theorem 1] ) of a model for the reversible chemical reaction
shows the local null-controllability of a model for the chemical reaction
From now on, unless otherwise specified, we denote by C (respectively C r ) a positive constant (respectively a positive constant which depends on the parameter r) that may change from line to line.
3. Global null-controllability for the "odd power system" The aim of this part is to prove Theorem 2.5. We now fix (u 0 , v 0 ) ∈ L ∞ (Ω) 2 until the end of the section.
3.1. First step of the proof: steer u to 0. First, we find a control of (Odd) which steers u to 0 in time T /2.
Proof. The proof is based on the following result (see Remark 3.3 for some references).
We use Proposition 3.2 by taking τ = T /2, y 0 = u 0 . We get the existence of a control
Moreover, from (19) , (7) with p = +∞ and (15), we get
as the solution of
From (21), (7) with p = +∞ and (20), we have (16).
Remark 3.3. There exists at least three proofs of Proposition 3.2. First, the common argument is the null-controllability of the heat equation in L 2 proved independently by Gilles Lebeau, Luc Robbiano in 1995 (see [25] and [24] ) and Andrei Fursikov, Oleg Imanuvilov in 1996 (see [20] ). Then, the goal is to get a control in L ∞ . The first method has been employed for the first time by Enrique Fernandez-Cara and Enrique Zuazua (see [19, Theorem 3 .1]) and it is based on the local regularizing effect of the heat equation which leads to a refined observability inequality (see [19, Proposition 3.2] ). The second method has been employed for the first time by Viorel Barbu (see [4] ) and it is based on a Penalized Hilbert Uniqueness Method (see also [11, Section 3.1.2] ). The more recent method is due to Olivier Bodart, Manuel Gonzalez-Burgos, Rosario Pérez-Garcia (see [6] ) and it is sometimes called the fictitious control method (see [17, Section 2] for the Neumann case and [15] ).
3.2. Second step of the proof: steer v to 0 thanks to a control which is as an odd power. The aim of this part is to find a control of (Odd) which steers v to 0 (and u from 0 to 0) in time T .
Our approach consists in looking at the second equation of (Odd) like a controlled heat equation where the state is v(t, .) and the control input is u 2k+1 (t, .). Here, the question consists in proving that the heat equation is null-controllable with localized control which is as an odd power of a regular function.
For the sequel, we need to introduce some usual definitions and properties.
Definition 3.5. The mapping x ∈ R → x 2k+1 ∈ R is one-to-one. We note its inverse function
The following result is new and it is the key point of this section.
Remark 3.8. Proposition 3.7 extends Proposition 3.2. Its proof is inspired by the Penalized Hilbert Uniqueness Method introduced by Barbu (see [4] ). It is based on the Reflexive Uniqueness Method.
Remark 3.9. If we assume that (12) holds true, then we can replace
It easily gives the proof of Remark 2.7 by adapting the proof of Proposition 3.4.
Before proving this proposition (whose proof is reported to Section 4), we apply it to our problem.
Proof. We apply Proposition 3.7 with
and the solution v 2 of (27)
From (23) 
From (25) and (29), we have
Then, we set, from (29) (31)
which is supported in (T /2, T ) × ω) by (26) . Moreover, from (24) and (16), we get
.
By using (26), (27) , (28), (29), (30), (31) and (32), we check that ((u 2 , v 2 ), h 2 ) satisfies Proposition 3.4.
3.3. Strategy of control in the whole interval (0, T ). We gather Proposition 3.1 and Proposition 3.4 to find a control which steers (u, v) to (0, 0) in time T .
We deduce from Proposition 3.1 and Proposition 3.4 that (u, v) ∈ (W T ∩L ∞ (Q T )) 2 is the solution of (Odd) associated to the control h and (u, v)(T, .) = (0, 0). Moreover, from the bounds (15) and (22), we get the bound (33). Proposition 3.10 proves our first main result: Theorem 2.5.
A control for the heat equation which is an odd power
The goal of this section is to prove Proposition 3.7. We assume in the following that τ = T . First, we prove a new Carleman estimate in L 2k+2 for the heat equation. This type of inequality comes from the usual Carleman inequality in L 2 and parabolic regularity. Then, we get the existence of a control for the heat equation such that h 
The following Cauchy problem admits a unique solution y ∈ X T,p (see Definition 3.6)
Moreover, if y 0 = 0, there exists C > 0 independent of g such that
Let ω 1 be a nonempty open subset such that
Let us recall the usual Carleman estimate in L 2 (see [11, Lemma 8] or [18] for a general introduction to Carleman estimates).
Proposition 4.3. [11, Lemma 8]
There exist C > 0 and a function ρ ∈ C 2 (Ω; (0, +∞)) such that for every ϕ T ∈ C ∞ 0 (Ω) and for every s ≥ C, the solution ϕ ∈ X T,2 of (36)
From now on, ρ is as in Proposition 4.3. We will deduce from the above L 2 -Carleman estimate the following L 2k+2 -Carleman estimate.
Theorem 4.4. There exist C > 0 and m ∈ (0, +∞) such that for every ϕ T ∈ C ∞ 0 (Ω) and for every s ≥ C, the solution ϕ ∈ X T,2k+2 of (36) satisfies
be the solution of (36) and s ≥ C where C is as in Proposition 4.3.
By a standard parabolic regularity argument, one may deduce from the L 2 -Carleman estimate (37) another Carleman type inequality in L p 0 with p 0 = 2(N + 2)/N . If p 0 > 2k + 2, this estimate implies (38). Otherwise, we iterate this strategy.
Step 1: We introduce the sequence (ψ n ) n≥−1 , (39)
Then, we also define an increasing sequence (p n ) n≥−1 by
Clearly, there exists a unique integer n 0 such that
We will need this technical lemma.
Lemma 4.5. For every integer n ∈ N,
in Ω, with (43) g n (t, x) = a n (t, x)ψ n−1 + (sη) −1 ∇ψ n−1 .∇ρ, where a n L ∞ (Q T ) ≤ C n .
Proof. We prove Lemma 4.5 by induction on n ∈ N. We introduce the notation
Initialization: For n = 0, by using (39), (44) and (36), we have
Straightforward computations lead to
By using (45), (46), (47), we get
Moreover, by using (39) and (47), we have
We gather (48), (49) and (50) to get (42) and (43) for n = 0 (remark that η ′ ≤ C(η 2 + η 3 )) with (51)
Heredity: Let n ≥ 1. We assume that (42) and (43) hold true for n − 1. Then, by using (39), we have
Therefore, (42) and (43) hold true for n with (52) a n (t,
This ends the proof of Lemma 4.5.
Step 2: We show by induction that
First, we treat the case n = 0. By using (43) for n = 0, (49) and (50), we remark that
Then, from (54), we get that g 0 ∈ L 2 (Q T ) and
Consequently, by (42) (for n = 0), (55) and a parabolic regularity estimate (see Proposition 4.1 with p = 2), we find that (56) ψ 0 ∈ X T,2 and ψ 0
Gathering the Carleman estimate in L 2 i.e. (37) and (56), we have
This concludes the proof of (53) for n = 0. Now, we assume that (53) holds true for an integer n ∈ {0, . . . , n 0 − 1}. By (40), a Sobolev embedding (see Lemma 4.2) applied to the left hand side of (53), the embedding
By using the parabolic equation satisfied by ψ n+1 i.e. (42), (43) for (n + 1), (58) and a parabolic regularity estimate (see Proposition 4.1 with p = p n ), we get
This ends the proof of (53).
Step 3: We apply (53) with n = n 0 and we use a Sobolev embedding (see Lemma 4.2) and (40) to get
Recalling the definition of n 0 in (41), and by using (59), together with the embedding
applied to the left hand side of (59) and the embedding
applied to the right hand side of (59), we get
Then, from the definition (39) of ψ n 0 , we get
Consequently, we deduce from (61) and (62) that
≤ C ψ n 0
By using (60) and (63), we get (38) with m = 4n 0 + 1.
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We consider χ ∈ C ∞ (Ω; [0, +∞)) such that
We deduce from Theorem 4.4 the following result.
Corollary 4.6. There exist C > 0 and m ∈ (0, +∞) such that for every ϕ T ∈ L 2k+2 (Ω) and for every s ≥ C, the solution ϕ ∈ L 2k+2 (Q T ) of (36) satisfies
Remark 4.7. We insist on the fact that the constant C of the observability inequality (66) depends on the parameter s. It is not the case of (65).
Proof.
Step 1: We assume that ϕ T ∈ C ∞ 0 (Ω). We denote by ϕ ∈ X T,2k+2 , the solution of (36). Then, by Theorem 4.4 and (64), for every s ≥ C, (65) holds and in particular,
We fix s sufficiently large such that (67) holds. By using
together with (67), we get
From the dissipation of the L 2k+2 -norm for (36) (obtained by multiplying the equation (36) by |ϕ| p−2 ϕ and integrating over Ω):
Gathering (69) and (70), we get (66).
Step 2: The general case comes from a density argument by using in particular Definition-Proposition 2.3: (7) for p = 2k + 2. The complete proof is reported to Appendix A.2.
4.2.
A new penalized duality method in L (2k+2)/(2k+1) , the Reflexive Uniqueness Method. From now on, χ is a function which belongs to C ∞ (Ω; [0, +∞)) satisfying (64) and m, s are fixed by Corollary 4.6.
We introduce the notations
The goal of this section is to get a null-controllability result for the heat equation thanks to the observability inequalities of Corollary 4.6.
in Ω, satisfies ζ(T, .) = 0 and
Proof. Let ζ 0 ∈ C ∞ 0 (Ω). The general case comes from a density argument. We first state two easy facts. Let ε ∈ (0, 1). We consider the minimization problem
where J is defined as follows: for every h ∈ L q wght ((0, T ) × ω),
where ζ ∈ X T,q is the solution of (72) (see Proposition 4.1). The mapping J is a coercive, strictly convex (see Fact 4.9), C 1 function on the reflexive space L q wght ((0, T ) × ω). Then, J has a unique minimum h ε . We denote by ζ ε ∈ X T,q the solution of (72) associated to the control h ε . The Euler-Lagrange equation gives
where ζ ∈ X T,q is the solution of (72) (associated to the control h) with ζ 0 = 0. We introduce ϕ ε ∈ L 2k+2 (Q T ) the solution of the adjoint problem (77)
By a duality argument between ζ, the solution of (72) with ζ 0 = 0 and ϕ ǫ , we have
Indeed, first, one can prove the result for ϕ ε T ∈ C ∞ 0 (Ω) because in this case ϕ ε ∈ X T,2k+2 and ζ ∈ X T,q . This justifies the calculations for the duality argument. Then,
From (77) (definition of ϕ ε T ) and (78), we have (79)
Then, by using (76) and (79), we obtain
Moreover, from a duality argument between ϕ ε and ζ ε , together with (80), we have
By Young's inequality, we have for every δ > 0,
From (81), (82), the observability inequality (66) (applied to ϕ ε ), and by taking δ sufficiently small, we get
Now, plugging (80) into (83), we obtain
In particular, from (84), we have
Then, by using (87), (88), (86) and Proposition 4.1 with p = q, we have
So, from (89), up to a subsequence, we can suppose that there exists ζ ∈ X T,q such that
and from the embedding
Then, as we have ζ ε (0, .) = ζ 0 and (85), we deduce that (92) ζ(0, .) = ζ 0 and ζ(T, .) = 0.
Moreover, from (84), up to a subsequence, we can suppose that there exists
, and (90), (93), and (91), we let ε → 0 in the following equations
and by using (92), we deduce
Therefore, (96) and (94) conclude the proof of Proposition 4.8.
4.3.
A Bootstrap argument. The goal of this section is to prove Proposition 3.7. We keep the same notations as in the proof of Proposition 4.8. We want to improve the regularity of the sequence ((h ε ) 1 2k+1 ) ε>0 . The key point is the equality (80). We deduce that the regularity of (h ε ) 1 2k+1 depends on the regularity of e −(q/2)sρ(x)η(t) (sη) 3q/2 ϕ ε . We use parabolic regularity estimates (see Proposition 4.1) and a bootstrap argument (similar to the proof of Theorem 4.4). The starting point is (65).
Step 1: We introduce the sequence
where m is defined in Corollary 4.6. Then, we also define an increasing sequence (p n ) n≥−1 by
We denote by l the integer such that (99) l := min{n ∈ N ; p n = +∞}.
By using (97) and (77), we show by induction that for every n ∈ N, (100)
Indeed, straightforward computations as in the proof of Lemma 4.5 lead to
a n := −∂ t ((sη) −2 ) + a n−1 .
Step 2: From (65), (83), (97) and (71), we have
Then, by using parabolic regularity estimate (see Proposition 4.1), (100), (101), (104) and an induction argument (as in the proof of Theorem 4.4), we have that ∀n ∈ {0, . . . , l}, ψ ε n ∈ X T,p n−1 and ψ ε n X T,p n−1
(105)
Step 3: We apply (105) with n = l (see (99)) and we use Lemma 4.2 with p = p l−1 to get
From a parabolic regularity estimate (see Proposition 4.1) applied to the heat equation satisfied by ψ ε l+1 and (106), we obtain
From (80), (97) (see in particular that q > 1), we have
From (107) and (108), we have (109)
. Now, by (84) and (109), we have (110)
Step 4: From (110) and same arguments given as previously (see Section 4.2), together with a diagonal extraction process, up to a subsequence, we can assume that there exist H ∈ ∩ p∈[2,+∞) X T,p and ζ ∈ X T,p such that
The strong L ∞ -convergence (112) is a consequence of the weak X T,p -convergence (111) for p sufficiently large because X T,p is relatively compact in L ∞ (Q T ) (see [28, Section 8 
, Corollary 4]: Aubin-Lions lemma).
By using (112), (114) and (115) and by letting ε → 0 in the following equations
To sum up, for all ζ 0 ∈ C ∞ 0 (Ω), we have found a control (118)
By (118), (119), (120), (121), (122) and (123), we deduce Proposition 3.7
and the bound (119).
Remark 4.11. In this paragraph, we gives the main details to get Remark 3.9 and consequently Remark 2.7. By (12) , the function ρ, as in Proposition 4.3, can be chosen such that 
From (124), (102) and (103), we have a l+2 ∈ C α/2,α (Q T ). Then, we deduce from (100), (101) for n = l + 2, (125), (12) and a parabolic regularity theorem in Hölder spaces (see [30, Theorem 8.3 .7 and Theorem 7.2.24]) that ψ ε l+2 ∈ C 1+α/2,2+α (Q T ). Therefore, we have
By (126), we conclude the proof of Remark 3.9 as in the Step 4 by using the compact embedding C 1+α/2,2+α (Q T ) ֒→ C 1,2 (Q T ) by Ascoli's theorem. 20 
Local null-controllability of general nonlinear systems
The proof of Theorem 2.8 relies on the return method and Proposition 1.7. Thus, we just need to construct an appropriate reference trajectory ((u, v), h). The goal of this section is to prove the existence of a nontrivial trajectory of (NL) associated to f 1 and f 2 defined in Theorem 2.8 (see in particular (13) and (14)). More precisely, we have the following result.
Proposition 5.1. Let ω 0 be a nonempty open subset such that ω 0 ⊂⊂ ω. There exist
We construct the reference trajectory ((u, v), h) on (0, T /2) to guarantee (127) according to the following statement.
Proposition 5.2. There exists ε 0 > 0 such that for every 0 < ε < ε 0 , there exists
in Ω,
and (130) holds. By a standard Banach fixed point argument, (14) and (130), for ε > 0 small enough, there exists a unique solution
in the sense of Definition-Proposition 2.4. From (130), (14) , (132) and DefinitionProposition 2.3 (see (7)), we have (131). Finally, we define h 1 ∈ L ∞ ((0, T /2) × Ω) thanks to the property of supp(u 1 ) and (13) (note that f 1 (0, .) = 0),
which is supported on (0, T /2) × ω. This ends the proof of Proposition 5.2.
We construct the reference trajectory ((u, v), h) of Proposition 5.1 on (T /2, T ) to guarantee (u, v)(T, .) = 0 according to the following statement, which relies on Proposition 3.7 and the local invertibility of g There exists
where ((u 1 , v 1 ) , h 1 ) is given by Proposition 5.2.
Proof. We recall that f 2 (u, v) = g 1 (u)g 2 (v) (see (14) ).
Step 1: We prove the existence of a, α, β > 0 and a
From (14) and the Taylor formula, the map
satisfies g 1 (x) = g 1 (x) 2k+1 for every x ∈ R. Taking into account that
(0) = 0 and g 2 (0) = 0 (see (14) ), there exists a > 0 such that g 1 ∈ C ∞ ((−a, a); R), and g 1 ′ (x) = 0, g 2 (x) = 0 for every x ∈ (−a, a).
We conclude from
Step 2: Let 0 < ε < ε 0 be a small parameter which will be fixed later. Let ((u 1 , v 1 ), h 1 ) be as in Proposition 5.2.
We apply Proposition 3.7 with (0,
and the solution v 2 of (140)
From (136), (140) and Definition-Proposition 2.3, we have
Moreover, v 2 is the restriction on (T /2, T ) of v defined by
Then, by using Proposition 5.2: (136), (143), Definition 3.6 and Proposition 4.1, we have
From (142), for ε sufficiently small, we have
where a is defined in Step 1. Therefore, from (145) and (135),
is welldefined. Moreover, from (136), for ε sufficiently small, we have
where α and β are defined in Step 1.
Then, we set
where g 1 is defined as in Step 1. From the fact that g (145) and (144), we check that
Taking into account that (148) and (147), we verify that
Finally, we define h 2 thanks to (147) and (149) (150)
which is supported on (T /2, T ) × ω by (139) and (13) (note that f 1 (0, .) = 0). This ends the proof of Proposition 5.3.
6. Some generalizations of the global null-controllability for "odd power systems"
In this section, we generalize Theorem 2.5 to other parabolic systems. We omit the proofs because in each case, it is a slight adaptation of the strategy of Section 3.
6.1. Linear parabolic operators. We present a natural generalization of the global null-controllability of (Odd) to more general linear parabolic operators than ∂ t − ∆.
is globally null-controllable.
The proof is based on a Carleman estimate different from the one in Proposition 4.3 which can be found in [18, Lemma 2.1].
6.2. Global null-controllability result for particular superlinearities. We state a global null-controllability result linked with the global null-controllability of the semilinear heat equation.
The proof is based on the global null-controllability of the semilinear heat equation with superlinearity as the function f . Particularly, we can see [19 6.3. Global null-controllability for all "power systems". Let n ∈ N * . We have seen that (Power), with n an even integer, is not (globally) null-controllable by the maximum principle (see Proposition 1.9) but (Power), with n an odd integer, is globally null-controllable (see Theorem 2.5). In this section, we consider the following system:
Definition 6.3. The mapping Φ n : x ∈ R → |x| n−1 x ∈ R is one-to-one. We note its inverse function Φ −1 n .
Remark 6.4. For n an even integer, Φ n (u) = u n if u ≥ 0 and Φ n (u) = −u n if u < 0. Whereas for n an odd power, Φ n (u) = u n for every u ∈ R.
We have a generalization of Theorem 2.5.
Theorem 6.5. The system (PowerO) is globally null-controllable (in the sense of Definition 1.4). More precisely, there exists
and the solution (u, v) of (PowerO) verifies
The strategy of proof of Theorem 6.5 is the same as for Theorem 2.5. It is based on the following key result. Proposition 6.6. For every τ > 0, there exists C τ > 0 such that for every y 0 ∈ L ∞ (Ω), there exists a control h τ ∈ L ∞ (Q τ ) which verifies
The proof of Proposition 6.6 is a slight adaptation of Section 4. First, we get a Carleman estimate in L n+1 (see Theorem 4.4). Secondly, we use a penalized duality method in L (n+1)/n as in Section 4.2 taking into account that the antiderivative of the continuous mapping Φ −1 n (see Definition 6.3) is the strictly convex function
6.4. Global null-controllability for "even power systems" in C. Let k ∈ N * . We have seen in Proposition 1.9 that global null-controllability does not hold for
A natural question, asked by Luc Robbiano, is: what happens if we consider complexvalued functions? A positive answer i.e. a global null-controllability result for (Even) with k = 1 is given in [11] (see [11, Theorem 3] ). Here, we want to generalize this result for every k ∈ N * . We have the following result.
Theorem 6.7. The system (Even) is globally null-controllable (in the sense of Definition 1.4).
The strategy of proof of Theorem 6.7 is the same as for Theorem 2.5 (see Section 3). The first step of the proof i.e. Section 3.1 does not change but we have to modify some arguments given in Section 3.2.
Let us fix (u 0 , v 0 ) ∈ L ∞ (Ω) 2 until the end of the section.
6.4.1. First step of the proof: steer u to 0. First, we find a control of (Even) which steers u to 0 in time T /2 (see the proof of Proposition 3.1).
6.4.2. Second step of the proof: steer v to 0. The aim of this part is to find a complex control of (Even) which steers v to 0 (and u from 0 to 0) in time T .
Our approach consists in looking at the second equation of (Odd) like a controlled heat equation where the state is v(t, .) and the control input is u 2k (t, .). Here, the question consists in proving that the heat equation is null-controllable with a localized control which is as an even power of a regular complex function. Now, we can prove Proposition 6.9.
Proof. We apply Proposition 6.6 with n = 4k, (0, We introduce the notation α := e iπ 2k ∈ C. We take u 2 , the complex-valued function, as 
We have, from (158), (166) u 2 (T /2, .) = u 2 (T, .) = 0.
Then, we set, from (162), (165) and (159) in Ω.
By taking (w 1 , w 2 ) := ( u, v) in the variational formulation of (169) (see (8) and (9)) and by using the fact that the mapping t → ( u(t), v(t)) T 2 L 2 (Ω) 2 is absolutely continuous (see [16, Section 5.9 .2, Theorem 3]) with for a.e. 0 ≤ t ≤ T ,
T 2 L 2 (Ω) 2 = 2 (∂ t u(t), u(t)), (∂ t v(t), v(t))
, we find that for a.e. 0 ≤ t ≤ T , 1 2
By using the facts that (u, u) ∈ L ∞ (Q T ) 2 and (x, y) → f 1 (x, y), (x, y) → f 2 (x, y) are locally Lipschitz on R 2 , we find the differential inequality
for a.e. 0 ≤ t ≤ T.
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Gronwall lemma and the initial condition ( u(0), v(0)) = (0, 0) (see (10) ) prove that ( u(t), v(t)) = (0, 0). Consequently, (u, v) = ( u, v).
A.2. Proof of the general case for Corollary 4.6.
Proof. Let ϕ T ∈ L 2k+2 (Ω) and (ϕ T,n ) n∈N ∈ (C ∞ 0 (Ω)) N such that
We denote by (ϕ n ) n∈N the sequence of solutions of (171)    −∂ t ϕ n − ∆ϕ n = 0 (0, T ) × Ω, ϕ n = 0 (0, T ) × ∂Ω, ϕ n (T, .) = ϕ T,n Ω.
The estimates (66) and (65) hold true for (ϕ n ) n∈N by the Step 1 of the proof of Corollary 4.6. Moreover, from (170), (171), (36) and Definition-Proposition 2.3 (particularly (7) for p = 2k + 2), we have
where ϕ ∈ L 2k+2 (Q T ) is the solution of (36). By using From (66), (65) applied to (ϕ n ) n∈N and (174), we deduce that (ϕ n (0, .)) n∈N , (respectively (e −ρsη/2 (sη) −m/2 ϕ n ) n∈N , respectively (e −ρsη/2 (sη) −(m+2)/2 ∇ϕ n ) n∈N ) is bounded in L 2k+2 (Ω), (respectively L 2k+2 (Q T ), respectively L 2k+2 (Q T )) which is a Banach reflexive space. Then, up to a subsequence, we can assume that The estimates (178) and (179) conclude the proof.
