Introduction
Financial time-series forecasting is very challenging work. There are many methods and studies used in this area, such as the exponential smoothing method [1] , autoregressive integrated moving average (ARIMA) models [2] , various models for seasonality [3] , state space and structural models and the Kalman filter [4, 5] , nonlinear models (including regime-switching models, functional-coefficient model, artificial neural network, deterministic versus stochastic dynamics and so on) [6] , long memory models [7] , autoregressive conditional heteroscedastic (ARCH) models (a more parsimonious model than ARCH is also called the generalized ARCH (GARCH) model) [8] and some combining forecasts, mixing, or pooling quantitative forecasts obtained from very different financial time series methods [9] .
Among them, artificial neural networks (ANN) [10, 11] is one of the most popular intelligent methods. The main idea with ANN is that inputs, or dependent variables, get filtered through one or more hidden layers each of which consist of hidden units, or nodes, before they reach the output variable. The intermediate output is related to the final output. But it too depends on the training data sets. With the progress of machine learning, one of the statistic learning methods called support vector machine (SVM [12] [13] [14] [15] [16] [17] ) has appeared rapidly and has already surpassed neural networks by applications in practice. Many traditional neural network models had implemented the empirical risk minimization principle, SVM implements the structural risk minimization principle. The former seeks to minimize the mis-classification error or deviation from a correct solution of the training data but the latter searches to minimize an upper bound of generalization error. In addition, the solution of SVM may be global optimum while other neural network models may tend to fall into a local optimal solution. Thus, over-fitting is unlikely to occur with SVM. Nowadays, it is becoming, more and more, an active learning method.
In 2002 [18] , Francis and Cao presented a modified version of support vector machine, and called it the C -ascending support vector machine. They showed that the proposed one was very powerful with non-stationary financial time series.
They used three real futures collected from the Chicago Mercantile Market to test. Experimental results showed that the C -ascending support vector machine with the actually ordered sample data consistently forecast better than the standard support vector machine. Next, in 2003 [19] , Cao also proposed an SVM expert with tree-structured architecture for forecasting financial time series. Simulations showed that the SVM expert had achieved significant improvement in the generalization performance in comparison with the single SVM model. Kyoungjae [20] also applied SVM to predict the stock price index. The experimental results showed that SVM provided a promising alternative to stock market prediction by comparing it with back-propagation neural networks.
In this paper, we propose a polynomial smooth support vector machine to forecast the movement direction of financial time series. In Section 2, a brief view of SVM theory and the basic mathematical model of the polynomial smooth support vector machine are presented. In Section 3, we present a performance comparison and theory analysis of the proposed model. The BFGS algorithm is employed to solve PSSVM in Section 4. In Section 5, an application for using the Dow Jones China Index Series to predict the RMB exchange rate movement direction is investigated. In Section 6, we conclude this work.
A brief overview of SVM for financial time series movement direction forecasting
In order to understand this paper easily, we introduce some notations used in the following sections.
• m: the number of days that the financial time series are investigated;
• n: the number of impactors of the movement direction;
• A: the database comes from financial time series which is represented by an m × n matrix;
• D: the movement direction matrix is a diagonal one whose diagonals are 1 or −1;
• ω: the decision vector that is used to determine the hyper-plane to forecast the movement direction;
• γ : a real number that is used as a forecasting parameter, mathematically, is the main control of the distance between the decision hyperplane and the origin;
• e: a vector whose elements are 1; • x: the input vector that is the known-data used to forecast the movement direction.
If the financial time series database is given by an m × n matrix A, according to the membership of each point A i in the classes 1 or −1 (example movement direction of a target financial time series) as specified by a given m × m diagonal matrix D with 1 or −1 diagonals, called the direction index matrix.
Let us define the linear separating hyper-surface as follows
It can be used to separate the R n into two parts (left and right, or up and down, or front and back). If we define the decision function as follows
It can be used to determine the location of the input point x. Example, f (x) = 1 denotes that the point is in the right subspace, f (x) = −1 denotes that the point is in the left one.
For a given database A and known locations, we want to look for a best hyper-surface to classify them. The standard support vector machine originated from this idea.
In order to understand this idea, Fig. 1 indicates the meaning of margin, support vector, hyper-surface and support hypersurface.
The standard support vector machine (see [12] [13] [14] [15] [16] [17] ) for this problem is given by the following
In other words, the object of SVM is to find the optimal solution ω and γ from the above mathematical model.
Till now, the proposed methods are classified into two classes. One is the dual method by Lagrange multiplier. The other is to solve the optimal mathematical model directly. The first method is the basic and original one. Another one is to solve the model straightforwardly, there are a few published works. In this work, we focus on the latter.
Introducing a slack vector y ∈ R n , we can reformulate the standard support vector machine as follows min (ω,γ ,y)∈R n+1+m
y ≥ 0. The first term in the objective function of (3) is the 1-norm of the slack variable y with positive weight ν ∈ R. The second term ω T ω is the square of the 2-norm of the vector ω. Replacing the first term with the 2-norm vector y, the SVM problem can be modified into the following form
As a feasible solution of problem (4), y is given by
where the element of the vector (a) + is defined by
Substituting y into the objective function of (4) converts problem (4) into an equivalent unconstrained optimization problem
This is a strongly convex minimization problem without any constraints and it has a unique solution.
Lee (see [21, 22] ) applied the smoothing techniques and reformulated (7) as a smooth SVM. They used the signal integral function as follows
In this paper, we propose a polynomial function as follows
It is a fourth-order polynomial function. It is different with a plus function only on a small section
Moreover, it has a quadratic smooth performance on the interval (−∞, +∞).
Remark 1.
The motivation of the selection of polynomial function (7) is that, mathematically, the objective function in (7) is not differentiable at zero. It makes that many precious optimization algorithms cannot be used to solve the model (7) . The basic condition of the algorithms is that the objection function is differentiable. In order to employ the algorithms to solve the model (7), we select the polynomial function (9) to approximate the plus function in (7).
If we replace the plus function in (7) by (9), a new smooth SVM model is obtained, called a polynomial smooth support vector machine (PSSVM). It is presented as follows
Its objective function is quadratic differential and convex. Many optimal algorithms can be used to solve it, such as the Newton method, the Quasi-Newton method and so on. In this paper, we propose the BFGS method.
Theory analysis of polynomial function
First, let us analyze the differential property of the polynomial. It is well known that the differential property of an objective function is very important because of the need of algorithm convergence. Proof. Easily, since
These computation results show that it is continuous and twice-order differentiable. This is the end of the proof. 
Proof. From the definition (8), the result h(x, k) x + is obvious. In
, the left side of (11) is equal to zero, so the inequality (11) holds.
are increasing functions, the forth polynomial function satisfies
we use the method of finding a maximized functional value and proof that the forth polynomial function satisfies
This is the end of the theorem.
The result of Theorem 3.2 shows that the difference of the plus function and forth order polynomial function is very small.
For example, if we select k = 10, the maximal difference between the two functions is 1 1900 ≈ 0.00052632. They are very close. In other words, it is very accurate to use a fourth-order polynomial function to smooth it.
Let us compare it with the signal function integral. It is the same with the next paragraph, if we select k = 10, we draw a picture of them as follows (in Fig. 2 ). In fact, the sigmoid function integral [22, Lemma 2.1], satisfies
The fourth-order polynomial function satisfies
Obviously, it is more effective than the formal one. Now, we will design an algorithm to solve the smooth model (10) in the next section. 
BFGS algorithm to solve PSSVM
BFGS methods are suitable for unconstrained optimization with function and gradient value evaluation available, and it is well known that the BFGS method is the most widely used one among various quasi-Newton methods.
BFGS algorithm
Step 1: Given the control factor of algorithm accuracy ϵ and the initial smooth parameter k, H
, ε = 10 −8 and set i := 0;
Step 2:
Step 3 Step 4: Do a line search along direction d i to get a step length α i > 0; let
Step 5: Update H i to get H i+1 :
Step 6: Set i := i + 1, go to step 3;
The proof of algorithm convergence and many detail knowledge can be seen in Refs. [24, 23] .
Application
In Section 4, we show an algorithm that can be used to get the forecasting parameters ω and γ . In this section, we give an application to show the effectiveness of the proposed model.
Source data
The first step is to prepare the database A. After we observed the exchange movement direction of RMB vs USD, with the Dow Jones China Index Series, we find that the exchange movement direction of RMB vs USD is strongly related with the Dow Jones China Index Series.
We decided that the Dow Jones China Index Series should be used to get the database A. liquidity, as measured by average daily turnover. Buffers are in place to ensure that the Dow-China 88's component turnover rate remains low. Dow Jones Shanghai Index (DJSSH) and Dow Jones Shenzhen Index (DJSSZ) components are drawn from the universe of all stocks traded on the Shanghai Stock Exchange and the Shenzhen Stock Exchange, respectively. Each index is designed to cover 95% of the overall market capitalization. Components are selected based on float-adjusted market capitalization and liquidity. In order to achieve a diversified representation across economic sectors and industry groups, sector allocation is also considered in the component selection process. The Dow Jones CBN China 600 Index (DJSC600) is a broad yet investable measure of securities available to domestic Chinese investors. The index represents the 600 largest A-shares traded on the Shanghai and Shenzhen stock exchanges as ranked by float-adjusted market capitalization. It was introduced in conjunction with China Business Network (CBN), a Shanghai-based media firm. Dow Jones China Total Market Index (DJSCHINA) reflects approximately 95% of the free-float market capitalization for both the Shanghai and Shenzhen markets.
Brief introduction to Dow Jones China indexes

Data processing and experiments
Procedure to get the database A
We selected the upper six indexes to set up the database A. The research historical data is downloaded from http://chinaindex.dowjones.com/. Their closed data can be seen in Figs Fig. 3 ). Form the beginning of 2006, the exchange rate of RMB (Chinese renminbi) vs USD (United States Dollar) climbs very fast. We expect to have a good performance when the Dow Jones China Index Series are employed to predict the movement direction of the exchange rate of RMB vs USD. The change of exchange rate of RMB vs USD is shown in Fig. 3 .
For computation effectiveness, six indexes need to be normalized as following
where A j t denote the t-th close day value with the j-th DJS index. The data set is divided into two parts with four different experiment sections. One part is the training database denoted as ATR, the other is the testing database denoted as ATE. After doing this work, we get the database A and the corresponding training database. Next, we will show how to get the movement direction matrix D. 
Procedure to get the movement direction matrix D
The exchange rate data of RMB vs USD was given by Werner Antweiler (Professor of University of British Columbia, Vancouver BC, Canada). The reader can download it from http://fx.sauder.ubc.ca/data.html. From January 4, 2006 to October 31, 2006, we can get the exchange rate vector r = (r 1 , r 2 , . . . , r 192 ) T . The movement direction matrix is generated by the following procedure. The matrix
Where r i is the t-th day close value of exchange rate. Also, the movement direction matrix is divided into two parts, the training part and testing one corresponding with Remark 2. We denote them as DTR and DTE.
Basic procedure to forecast movement direction
We denote the algorithm proposed in Section 4 as BGP.
The basic forecasting procedure of this paper is as follows. 
Results
The correct test movement direction forecasting rate is computed by the following formulation
Where c denotes the correct test rate, n is the correct prediction time and tn is total number of test data points. The four section experiment for correct movement prediction test rates are shown in Figs. 10-13. From these four sections of experiment results, if the number of training data is beyond 118 the correct movement prediction rate is 100%. It is a very nice and exciting result. This result is good and beyond the authors' predictions. The effective of PSSVM is proved. 
Conclusions
In this paper, we have presented a new machine learning method to forecast the movement direction of financial time series, called the polynomial smooth support vector machine. Experimental results show that the proposed method is very effective. Results in this paper are only based on a theoretic macroeconomic analysis. In practice, the exchange rate is impacted by various facts, such as wars, earthquakes, influence disease and many other political reasons. They will cause a great change in the exchange rate. Results shown in this work are correct only under a pure hypothesis. But, the result can indicate that the machine learning methods are very important for forecasting research and the polynomial smooth support vector machine is a very powerful model. See Tables 1-6 . 
