Introduction
The ranked set sampling was first suggested by McIntyre (1952) to estimate a mean of pasture and forage yields. It is a cost efficient sampling procedure alternative to the commonly used simple random sampling scheme. The RSS is useful in situations where the visual ordering of a set of units can be done easily, but the exact measurement of the units is difficult or expensive.
Let the variable of interest X has a probability density function (pdf) g(x) and a cumulative distribution function (cdf) G(x), with mean μ and variance σ 2 .
Let g (i:n) (x) and G (i:n) (x) be the pdf and cdf of the ith order statistic, X (i:n) ,
(1 ≤ i ≤ n) of a random sample of size n. The pdf and the cdf of X (i:n) , respectively, are given by The ranked set sampling method can be describes as follows:
Step 1. Randomly select n 2 units from the target population.
Step 2. Allocate the n 2 selected units randomly into n sets, each of size n.
Step 3. Without yet knowing any values for the variable of interest, rank the units within each set with respect to a variable of interest. This may be based on a personal professional judgment or based on a concomitant variable correlated with the variable of interest.
Step 4. The sample units are selected for actual measurement by including the ith smallest ranked unit of the ith sample (i = 1, 2, …, n).
Step 5. Repeat Steps 1 through 4 for r cycles to obtain a sample of size nr for actual measurement.
It is of interest to note here that even if n 2 units are selected from the population, but only n of them are measured for comparison with a simple random sampling of the same size n.
Let the measured RSS units are denoted by X 1(1:n) , X 2(2:n) , …, X n(n:n) . The RSS estimator of the population mean is defined as (2000) suggested double ranked set sampling (DRSS) method for estimating the population mean to increase the efficiency of the estimators for fixed sample size. The DRSS method can be described as:
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Step 1. Randomly choose n 2 samples of size n each from the target population.
Step 2. Apply the RSS method described above on the n 2 samples in Step 1. This step yields n samples of size n each.
Step 3. Reapply the RSS method again on the n samples obtained in Step 2 to obtain a sample of size n from the DRSS data. The cycle can be repeated r times if needed to obtain a sample of size rn units.
Let X be a continuous random variable with probability density function () gx and cumulative distribution function G(x). The entropy H [g(x)] of the random variable is defined by Shannon (1948a Shannon ( , 1948b as
The problem of entropy estimation of a continuous random variable is considered by many authors. Vasicek's (1976) suggested an estimator of entropy based on spacing's as     1 1 0 log , dG p H g x dp dp
where the estimation is found by replacing the distribution function G(x) by the empirical distribution function G n (x), and using the difference operator instead of the differential operator. Then the derivative
Gp dp  is estimated by a function of the order statistics. Let X 1 , X 2 , …, X n be a simple random sample of size n from G(x) and X (1) < X (2) < …< X (n) be the order statistics of the sample. Then Vasicek's (1976) estimator of H [g(x) ] is defined as
where m < n / 2 is a positive integer known as the window size,
HV
H g x     as n , m , and 0 m n  .
Van Es (1992) suggested an estimator of entropy based on spacings as
and proved the consistency and the asymptotic normality of the estimator under some conditions. Ebrahimi, Pflughoeft, and Soofi (1994) adjusted the weights of Vasicek (1976) estimator to have a smaller weights and proposed an entropy estimator given by Ebrahimi et al. (1994) showed by simulation that their estimator has a smaller bias and mean squared error than Vasicek (1976) 
, where h is bandwidth and k is a kernel function
Note that the kernel function in Noughabi and Noughabi (2013) is selected to be the standard normal distribution and the bandwidth h is chosen to be h = 1.06sn
, where s is the sample standard deviation. To estimate the entropy H [g(x)] of an unknown continuous probability density function g(x), Noughabi and Arghami (2010) suggested an entropy estimator given by
Correa ( 
where
Al-Omari (2014) suggested three estimators of entropy of an unknown continuous probability density function g(x) using SRS, RSS, and DRSS methods. Based on SRS his first suggested estimator is defined as
The second and third estimators suggested by Al-Omari (2014) , based on RSS and DRSS respectively, are given by 
For more about entropy estimators, see Choi, Kim, and Song (2004) , Park, Park (2003) , Goria, Leonenko, Mergel, and Novi Inverardi (2005) and Choi (2008) .
The remaining part of this paper is organized as follows. The suggested entropy estimators are given in the section, "Proposed Estimators". Next, a simulation study is conducted to compare the new estimators with their counterparts suggested by Vasicek (1976) and Al-Omari (2014) . Finally, some conclusions and suggestions for further works.
The proposed estimators
The coefficient of the entropy estimators in Ebrahimi et al. (1994) , Noughabi and Arghami (2010) , and Al-Omari (2014) 
Comparing (3) with (13) (14), and Mahdizadeh (2012) showed that Vasicek (1976) estimator will be
Comparing (19) with (20) 
Hf
of an empirical maximum entropy density ME n f which is related to HVSRS 1n and SHESRS 1n can be computed following Theil (1980) as:
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In the following two theorems, we compared the suggested estimators with Vasicek (1967) and Al-Omari (2014 
Proof:
The proof of (a), (b), (c), is straightforward by using (15), (18), (21), respectively, where 28 log 0 5 m n  .
In the following theorem, we compare our suggested entropy estimators with their competitors in Al-Omari (2014). (11) with (17) based on RSS, and (12) with (19) using DRSS to complete the proof of this theorem.
The following theorem proves the consistency of the suggested estimators SHESRS mn , SHERSS mn , and SHEDRSS mn .
Theorem 3: Let Ω be the class of continuous densities with finite entropies and let X 1 , X 2 , …, X n be a random sample from g ∊ Ω. If n → ∞, m→ ∞, m/n → 0, then SHEj mn , (j = SRS, RSS, DRSS) converges in probability to H [g(x)].
Based on the simple random sampling, from (15) m n converges to zero as n goes to infinity, then we proved the case of the SRS. Follow the same approach and use (18) and (21) to prove the theorem for RSS and DRSS estimators, respectively.
Methodology Simulation study
A simulation was conducted to investigate the performance of the suggested entropy estimators with Vasicek (1976) and Al-Omari (2014) entropy estimators using sampling methods considered in this study. The comparison is based on the root mean squared errors (RMSEs) and bias values of the estimators for 10000 samples generated from the uniform, exponential and the standard normal distributions using SRS, RSS and DRSS methods. The selection of the optimal values of the window size of m for a given value n is as yet an open problem in the entropy estimation. Therefore, we used the heuristic formula 0.5 mn  suggested by Wieczorkowski and Grzegorzewski (1999) to select m and to compute the RMSEs of entropy estimators. In this study, we considered the sample and window sizes as given in Table 1 . Also, the performance of the RMSE of the suggested estimators for samples generated from the uniform, exponential and standard normal distributions is evaluated based on the quantity 
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The results are summarized in Tables 2-6 . Also, we compared the suggested estimators of entropy with their competitors suggested by Al-Omari (2014) and the results presented in Table 7 are taken from Al-Omari (2014) .
Based on these results observe the following.

The suggested entropy estimators using SRS, RSS and DRSS methods are more efficient than their competitors HV mn based on the same method for all cases considered in this study. As an example, from Finally, the suggested entropy estimators are found to be more efficient than their competitors in Al-Omari (2014) entropy estimators using SRS, RSS and DRSS schemes for the same window and sample sizes. For illustration, assume that n = 30 and m = 8 when the underlying distribution is the standard normal, from Table 4 , the RMSE of SHERSS mn is 0.120242 compared to 0.157726 which is the RMSE of AHERSS mn as shown in Table 7 . 
Conclusion
Three entropy estimators are suggested using SRS, RSS, and DRSS methods. The consistency of these estimators is proved as well as some properties are reported. Based on theoretical and numerical comparisons the suggested entropy estimators are more efficient than Vasicek (1976) and Al-Omari (2014) entropy estimators. However, the suggested estimators of entropy in this paper can be extended by considering other sampling methods such as the multistage RSS and median RSS methods.
