This follow-on paper describes the principal methods of implementing, and documents the results of exercising, a set of six-degree-of-freedom rigid-body equations of motion and planetary geodetic, gravitation and atmospheric models for simple vehicles in a variety of endo-and exo-atmospheric conditions with various NASA, and one popular open-source, engineering simulation tools. This effort is intended to provide an additional means of verification of flight simulations. The models used in this comparison, as well as the resulting time-history trajectory data, are available electronically for persons and organizations wishing to compare their flight simulation implementations of the same models.
I. Nomenclature

I. Introduction
HE rise of innovative unmanned aeronautical systems and the emergence of commercial space activities have resulted in a number of relatively new aerospace organizations that are designing innovative systems and solutions. These organizations use a variety of commercial off-the-shelf and in-house-developed simulation and analysis tools including 6-degree-of-freedom (6-DOF) flight simulation tools. The increased affordability of computing capability has made high-fidelity flight simulation practical for all participants. Verification of the tools' equations-of-motion and environment models (e.g., atmosphere, gravitation, and geodesy) is desirable to assure accuracy of results. However, aside from simple textbook examples, minimal verification data exists in open literature for 6-DOF flight simulation problems. This paper compares multiple solution trajectories to a set of verification check-cases that covered atmospheric and exo-atmospheric (i.e., orbital) flight. Each scenario consisted of pre-defined flight vehicles, initial conditions, T and maneuvers. These scenarios were implemented and executed in a variety of analytical and real-time simulation tools. This tool-set included simulation tools in a variety of programming languages based on modified flat-Earth, round-Earth, and rotating oblate spheroidal Earth geodesy and gravitation models, and independently derived equations-of-motion and propagation techniques. The resulting simulated parameter trajectories were compared by over-plotting and difference-plotting to yield a family of solutions.
In total, seven simulation tools were exercised. Participating in this exercise were participants from NASA Ames Research Center (ARC), Armstrong Flight Research Center (AFRC), Johnson Space Center (JSC), Langley Research Center (LaRC), and Marshall Space Flight Center (MSFC) , and an open-source simulation tool development project (i.e., JSBSim).
The vehicle models defined by the check-cases were published in the American Institute of Aeronautics and Astronautics/American National Standards Institute (AIAA/ANSI) S-119-2011 Flight Dynamics Model Exchange Standard (S-119) markup language 1 , making them realizable in a variety of proprietary and non-proprietary implementations. This set of models and the resulting trajectory plots from a collection of simulation tools may serve as a preliminary verification aide for organizations that are developing their own atmospheric and orbital simulation tools and frameworks. The models and trajectory data are available from the NASA Engineering and Safety Center's (NESC) Academy website, in the Flight Mechanics area 2 . This exercise is believed to be the first publically available comparison of a set of 6-DOF flight simulation tools. An earlier NASA study 4 compared exoatmospheric scenarios between NASA and international space agency partners, but those results are not publically available.
An earlier paper reported on preliminary results of this effort that included mostly simple check-cases; this paper presents the final results of this multiyear effort involving additional, more complex, vehicle models and maneuvers. Models and data sets associated with this effort are available on-line for others to use for comparison with additional simulation tools. 3
II. Approach
The NESC's Technical Fellow for Flight Mechanics assembled a team to develop flight simulation verification data sets. This team mapped out an approach to developing check-cases for comparison and cross-verification purposes.
The team agreed that a set of scenarios involving simple models would be developed and simulated by each participant in their preferred simulation tool. In an attempt to build a "consensus" solution for 6-DOF flight vehicle simulations, a set of relatively simple flight vehicle models was developed, with a set of maneuvers from specified initial conditions, in a variety of atmospheric, gravitational, and geodetic configurations. It was anticipated the resulting trajectories would fall into one or more families of solutions based upon assumptions and simplifications (e.g., flat-Earth conditions). The basic parameters were agreed upon and further discussion led to the set of scenarios described in Section II.H. Formats for specifying the models, initial conditions, and resulting time-history data were agreed to and a plan for presenting the data was developed.
Instead of identifying a single "known good" simulation tool, or requiring that all "good" trajectories match within a predefined tolerance, the approach taken was to present comparison plots of the results of each simulation tools. If acceptable agreement between the parameter trajectories generated by the tools was found, then those trajectories could serve as a verification guide. If unacceptable difference in results was evident, then an attempt would be made to identify an assumption, design choice, and/or an implementation difference to explain the disparity, and the set of trajectories would serve as a family of possible solutions. (For this purpose, the term "acceptable agreement" remained a subjective concept.)
One of the overall objectives was to generate a publically available report containing the salient results for use by current and future organizations. Furthermore, it was desirable to make the vehicle models and resulting trajectory data available electronically for ease of comparison by developers of other simulation tools.
A. Check-Case Vehicle Models
A set of reference flight vehicles was proposed, based primarily on existing non-proprietary vehicle models. For the atmospheric scenarios, the "vehicles" included a spheroid (i.e., cannonball), a brick to evaluate rotational dynamics, a subsonic fighter with representative nonlinear aerodynamics, propulsion, and control law models, and a two-stage rocket. For the orbital cases, a larger spheroid, a cylindrical rocket body, and a simplified International Space Station (ISS) models were re-used from an earlier comparison study 4 .
B. Check-Case Geodesy Models
One of the challenges in performing 6-DOF flight simulations is the choice in how to model the Earth's shape and motion. Early low-speed atmospheric flight simulations often used a flat-Earth approximation that was sufficient for recreating landing and takeoff dynamics. Early computational performance limitations made this simplifying approximation attractive for pilot-in-the-loop ("real-time") training or research and development simulations.
As digital computers grew in capability, simulation of flight using more accurate spherical and oblate rotating Earth models became practical from a cost/time standpoint. Many atmospheric flight simulation tools incorporated the standard DoD World Geodetic System 1984 (WGS-84) 5 ellipsoidal Earth model even though an iterative solver, or other multi-step iterative process, was normally required to convert between inertial coordinates and geodetic coordinates (i.e., latitude, longitude, and altitude) with the ellipsoidal geodesy model.
The atmospheric check-case scenarios developed for this study included round non-rotating, round rotating, and ellipsoidal rotating Earth models. The orbital check-case scenarios used the oblate WGS-84 model exclusively.
C. Check-Case Coordinate Systems
A number of coordinate system definitions and transformations were required in this exercise including: J2000 inertial; Earth-centered inertial (ECI); Earth-centered Earth-fixed (ECEF) in either geocentric or geodetic frames; local-vertical, local-horizontal (LVLH); north-east-down (NED); launch site; and body coordinates.
D. Check-Case Gravitation Models
In parallel with a choice of Earth geodesy models was a corresponding choice of gravitation models. The simplest model had gravitational attraction varying inversely with the square of the vehicle distance from Earth's center. This simplified model is often used with the approximation of a spherical Earth.
A more sophisticated gravitation model, including gravitational harmonics that vary with latitude and longitude, is normally employed for ellipsoidal Earth models. For atmospheric check-cases with a WGS-84 Earth, the first non-zero term of the harmonic series (i.e., J 2 gravitation) is included. Orbital scenarios included the J 2 and higher harmonic terms (i.e., to 8 × 8) using the Goddard Earth Model (GEM)-T1 harmonic coefficients 6 .
E. Check-Case Atmosphere Models
US 1976. The US Standard 1976 Atmosphere model 7 was used for the majority of the atmospheric check-case scenarios. This model can be implemented as linear interpolation of the one-dimensional tables given in the source document with ambient pressure, temperature, and density as a function of geometric altitude (h) or geopotential height (Z). A more accurate implementation was to realize atmospheric properties directly from the non-linear numerical equations used to generate the tables published in reference 7.
Marshall Engineering Thermosphere (MET). The MET is appropriate for modeling the thermosphere region of the Earth's atmosphere, located above the stratosphere (i.e., greater than 90 km) but below the exosphere (i.e., less than 500 km). MET is employed for most of the orbital check-cases. This model is not publicly available, but can be requested from the MSFC Natural Environments Branch.
F. Check-Case Data Formats
The use of standard formats should significantly shorten the process of sharing models and comparing results. While some setup was required for each tool to receive models in an unfamiliar format and translate the data in a locally-compatible format, it was hoped the ability to quickly implement model changes and generate new results would be enhanced by this investment.
Reference models. Most of the atmospheric check-cases vehicle models were specified using the format in Ref. 1 (i.e., S-119), which makes use of an extensible markup language (XML) based grammar, DAVE-ML 8 . This format attempted to encode the salient flight characteristics of an aerospace vehicle (i.e., aerodynamic and inertial properties) unambiguously in a text file that is human-and machine-readable, and with sufficient metadata to be easily converted into code and to be readily archivable. The most complex model attempted in this study was the single-engine F-16 aircraft defined in DAVE-ML using S-119 variable names that included an inertial/mass properties model, a non-linear aerodynamic model, and two separate control law subsystem models. These models are available from the NESC Academy website (Ref 2).
Time-History Data. Despite an attempt to identify a more efficient binary data format for the several million data points that were generated in this effort, the team eventually stored data in a comma-separated-values (.CSV) text format. These files used column headers to identify the values represented and rows to group values associated with regular time steps of simulation. The check-case files were large (e.g., 12 MB in one case) as a result of using text instead of binary value representations, but this format was felt to be better suited for archival purposes and to be more readily accessible by other reviewers. The time-history data files are also available from the NESC Academy website (Ref. 2).
G. Participating Simulation Tools
Developers of several NASA and one open-source simulation tools agreed to participate in this comparison on a voluntary basis. The set of tools involved included simulations suited primarily for atmospheric flight, exoatmospheric flight, and some were applicable to both flight regimes. Not all simulation tools attempted to execute every check-case. The team agreed to a ground rule that a minimum of three data sets (i.e., parameter trajectories) generated by independent tools were necessary to warrant inclusion in this exercise.
The assembled tool-set included: The resulting data-sets cited later in this report are identified anonymously as resulting from "SIM 1" or "SIM A"; this is intentional to encourage participation and comparison between tool providers.
H. Check Case Scenarios
A set of atmospheric and orbital flight scenarios, models, and initial conditions was developed by the team (see Table 1 and Table 2 ). Seventeen atmospheric check cases were identified and sixteen cases were run with at least three simulation tools (one case, number 14, was also run by three simulation tools, but was not included in the exercise due to lack of agreement on test inputs). Twenty-six orbital check cases were identified and all were run with at least three simulation tools.
III. Illustrative Samples from Comparison
Key parameters were compared by mapping each simulation tool's preferred variable name into the S-119 standard naming scheme and were both over-and difference-plotted. Table 3 lists the parameters that were compared along with their definitions, dimensionality and units of measure. 
A. Atmospheric Check-case Examples
Three scenarios, two atmospheric and one orbital, were selected to illustrate the similarities and differences among the simulations that were typical for the full set of check-cases. The complete time-history results for all 17 check-cases are available for download (see Ref. 3 ) and are fully discussed in Ref. 9.
Simple Vehicle Check Case
In this selected scenario, the sphere was launched eastward from the equator/prime meridian intersection, starting at sea level, with an initial 45° vertical flight path angle as specified in table 4. The sphere's body x-axis was aligned eastward with zero pitch or roll angle with respect to the launch point. There is no relative rotation with respect to the launch point. This scenario launched the sphere on a ballistic trajectory to the east along the equator. The sphere had zero initial Earth-relative velocity and angular rates. However, it developed a pitch relative to the Earth due to the eastward travel. In fact, the change in pitch angle should have been exactly equal to the change in longitude.
Of the five simulation tools that attempted this check-case, four showed this equivalence between longitude and pitch angle differences, with the exception being SIM 2 (see Figure 2 and Figure 3 ). As detailed in ref. 9, integration error differences for the Euler angles had been identified for SIM 2 in atmospheric scenario 2, it was assumed that the pitch angle difference shown for SIM 2 was due to a combination of this difference in integration methods and in the longitude traveled. In any case, the differences in pitch angle were not significant for the duration of this scenario.
The differences in translational motion were larger. The simulations all agreed that no motion occurs to the north. But simulations differed on the amount of travel eastward and upward by nearly 5 feet at t = 30 s. SIM 4, 5, and 6 closely agreed on gravitation, aerodynamic forces, translational velocity, and position; therefore, these simulations were used as a basis for discussing differences among the remaining simulations. (This was not an endorsement that these simulations produce the "correct" result; this simply reduced the number of differences to analyze.) First, the external forces were examined for the contributors to differences in translational motion. The difference plot for local gravity (Figure 4 ) did portray a jump in the gravitational difference in SIM 1 and SIM 2 at t = 0.1 s. These differences in gravitation would require geopotential altitude differences of about −10 and −3.5 feet respectively when compared to SIM 3, 4, 5, and 6. However, the altitude difference plot did not show any visible difference in altitude at t = 0.1 s. An alternative explanation is a delay in recording gravitation, e.g. the higher gravitational value corresponded to the lower altitude of a previous frame. This explanation matched well with the difference seen in SIM 2 if the recording delay was 0.01 seconds. The initial upward velocity of the sphere was 1,000 ft/s; therefore, a delay of 0.01 s in recording represented nearly a −10 ft altitude bias in the gravitation reported at simulation start. Moreover, since gravitation and aerodynamic drag would reduce the upwards velocity over time, the altitude bias in the reported gravity that was associated with a 0.01 s lag should decline, at least until the sphere begins to accelerate back towards the Earth's surface. At t = 30 s, the sphere had passed the apex in its trajectory but the downward velocity remained low. The altitude bias for a 0.01 s delay would be +1.8 ft. However, at the same time, SIM 2 showed an altitude difference that had grown to approximately 1.4 feet, relative to the consensus group (SIM 4/5/6) ( Figure 2 ). The altitude difference, therefore, largely canceled the altitude bias from the recording lag and the difference in gravitation between SIM 2 and SIM 4/5/6 at t = 30 seconds was reduced to nearly zero, as shown on the plots (Figure 4 ). The "recording delay" also appeared to explain the gravitation differences in SIM 1 but the required delay would have needed to be about 0.004 s which is not a frame rate reported by the simulation. Furthermore, SIM 1 did not exhibit a steady decline in gravitation difference; instead, the gravitation difference exhibited a slight increase over time (Figure 4 ). This likely occurred because the altitude difference between SIM 1 and SIM 4/5/6 was increasing in a direction that initially compensates for and then exceeded the decline in the lag-induced altitude bias.
Remaining differences in gravitation among the simulations were consistent with the plotted differences in altitude. In any case, even if the largest gravitation differences (which appeared to be due to recording delay) were applied to the EOM, they would account for differences in downward-axis velocity and altitude of less than 0.0005 ft/s and 0.009 ft, respectively, at t = 30 seconds. Thus, gravitation differences were not a driving contributor to differences in translational motion.
Differences in aerodynamic forces were larger than those for gravitation. The differences in SIM 2 aerodynamic forces had two main contributors, a 0.01 s delay in the recorded forces and a difference in atmospheric density. The delay was a recording artifact only and did not contribute to differences in velocity and position. The difference in atmospheric density derived from implementing the atmosphere model using a lookup table (Figure 7) . From the data, it appears that SIM 2 used 1,000 m for the first break-point but every break-point thereafter was at 500 m increments. Small aerodynamic force differences ( Figure 1 ) arising from differences in atmospheric density were the primary contributor for differences in translational motion between SIM 2 and SIM 4/5/6; they accounted for nearly all of the differences in velocity ( Figure 5 ) and position ( Figure 2 ) relative to SIM 4/5/6. SIM 1 also used a lookup table to estimate atmospheric density; the lookup table has 1000 m breakpoints throughout the altitudes traversed in this case (Figure 7 ). The density difference was the primary contributor to the difference in aerodynamic forces between SIM 1 and SIM 4/5/6 ( Figure 1 ). The evolving difference in velocity was a secondary contributor ( Figure 5 ). However, the aerodynamic force differences for SIM 1 would only account for only 61% of the eastward velocity and longitude differences, 34% of the downward velocity difference, and 46% of the altitude difference.
The source of the remaining difference between SIM 1 and the SIM 4/5/6 group in translational motion could not be identified from the recorded data. The remaining contributor is likely an unknown difference in EOM implementation or configuration possibly including, but not limited to, differences in integration or other numerical methods.
Differences in aerodynamic forces ( Figure 1 ) in SIM 3 were largely a response to the growing differences in velocity and altitude (which determined atmospheric density). A small difference in orientation of SIM 3 relative to SIM 4/5/6 also contributed to the differences in aerodynamic forces. Although SIM 3 values for Euler angles are not plotted, the SIM 3 data file had a very small initial roll angle (−6.4×10 -6 degrees). This small roll angle likely explained the difference of order 1 × 10 -7 lbf seen in body y-axis aerodynamic force (Figure 1 ). Nevertheless, the orientation difference did not contribute to differences in translational velocity and position. Relative to SIM 4/5/6, the expected contributions of the aerodynamic force differences to differences in translational motion at t = 30 seconds were +0.14 ft/s in eastward velocity, +6.4×10 -6 degrees in longitude, −0.098 ft/s in downward velocity, and +1.8 ft in altitude. However, the total differences were larger and in the opposite direction. They were −0.16 ft/s in eastward velocity, −1.4 × 10 -5 degrees in longitude, +0.14 ft/s in downward velocity, and −4.3 ft in altitude. As with SIM 2, the additional contributor(s) to these small differences could not be identified using the recorded data; it is also likely an unknown difference in EOM implementation or configuration including, but not limited to, differences in integration or other numerical methods. 
F-16 Check Case
This selected scenario utilized the F-16 model. The vehicle was to be uncontrolled, as this was a test of how well the vehicle was trimmed for straight and level flight for non-trivial initial conditions (given in Table 5 ): positioned 10,000 ft above First Flight airport in Kitty Hawk, NC on a heading of 45° true at 400 kt true airspeed (KTAS) relative to the still atmosphere.
Each simulation's trim solver solved for zero linear and angular accelerations (1 g flight) at 400 KTAS at 10,013 ft MSL by varying pitch attitude, elevator position, and throttle setting. This check-case was the first of a series utilizing the F-16 model. Unlike the first ten atmospheric scenarios, the F-16 scenarios required that the simulation tool generate an equilibrium ("trim") solution for the F-16 vehicle model so that its initial state, including control surface deflections and engine thrust, resulted in straight and level flight. This equilibrium solution requirement can introduce differences among the simulation implementations since different simulation tools may have different definitions for straight and level flight, especially over the curved surface of a round or ellipsoidal Earth. Simulation tools may also generate solutions with different tolerances for residual acceleration.
Such differences can be seen in Figure 8 through Figure 13 for the three simulations that provided data for this check-case. All three simulations used slightly different assumptions about the angular rate necessary for straight and level flight ( Figure 13 ). SIM 2 constrained the angular rate to be zero in the inertial frame. SIM 4 solved for the pitch rate that maintained the pitch angle as the vehicle flew over the curved surface of the Earth. SIM 5 solved for the three-axis angular rate that maintained the vehicle orientation (i.e. all three Euler angles) relative to the local vertical frame as the vehicle flew over the curved surface of the Earth. Even so, the equilibrium roll and yaw rate computed by SIM 5 were very small, 3 × 10 −5 and 8 × 10 −4 deg/s respectively. Therefore, the equilibrium solutions for SIM 4 and SIM 5 were nearly identical. Nevertheless, each simulation exhibited an oscillation in angular rates during the first second of the simulation. Differences during the oscillation dwarfed the initial attitude differences. Once the oscillation settled, however, SIM 4 and SIM 5 were in near agreement on angular rate while the trajectory calculated by SIM 2 continued to differ from SIM 4/5.
The initial roll and pitch angle in SIM 2 also differed from SIM 4/5 (Figure 11 ). The root cause was a difference in the simulated gravity vector. SIM 2 employed a simplification that creates a gravity vector that is slightly deflected from the surface normal. (Here, the terms gravitation and gravity have different meanings: gravitation is the force from the attraction of two masses; gravity is the sum of gravitation and the centrifugal acceleration due to the Earth's rotation. Gravity is the acceleration of a body in free fall measured by an observer stationed on the surface of the Earth.) All three simulations computed the geocentric gradient of the J 2 gravitation potential, which produced gravitation in the geocentric down direction and a much smaller contribution in the geocentric north direction. However, SIM 2 approximated the geodetic NED frame using the geocentric frame as the local vertical local horizontal (LVLH) frame when computing gravity. SIM 4 and SIM 5 translated the geocentric gravitation vector into a geodetic gravitation vector. This rotation was necessary to produce a gravitation vector where the resulting small geodetic north-axis component of gravitation was canceled by the geodetic north-axis contribution of centrifugal acceleration due to the Earth's rotation. This resulted in a gravity vector whose direction matched the geodetic down-axis direction almost exactly. Without rotation to the geodetic frame, the gravitation and centrifugal acceleration combined to create a gravity vector slightly deflected from the geocentric downward direction. That deflection was equal to the difference between the geodetic and geocentric latitude since the true direction of the gravity vector is along the geodetic normal.
In the initial position specified by this check-case, the resulting gravity vector, in geocentric coordinates, is deflected 0.18 degrees southward of the radial vector. That deflection amount was approximately equal to the difference in roll angle between SIM 2 and SIM 4/5. The equilibrium solver for SIM 2 appeared to roll the vehicle slightly so that its aerodynamic lift was more closely aligned with the slightly non-vertical gravity vector. The SIM 2 equilibrium solver also produced a slightly different pitch angle because the aerodynamic lift required for the trim solution differed slightly from those of SIM 4/5. With a non-zero roll angle, eliminating vertical acceleration in SIM 2 required balancing contributions from weight, thrust, lift, drag, and aerodynamic side force. When the roll angle was zero, as in SIM 4 and 5, no significant aerodynamic side force was generated.
Even if SIM 2 were modified to use a geodetic gravity vector, the difference plot for gravitation ( Figure 12 ) shows that there would remain a small difference in gravitation of 1.8 × 10 −4 ft/s 2 . There should be no difference in Earth parameters among the simulations given that the simulations match J2 gravitation for atmospheric case 1 as described in Ref. 9 . What remains as a possible explanation of this difference in gravitation could be a difference in the conversion from the initial geodetic coordinates to an initial geocentric position. The difference could be significant. For example, a reduction of 58 feet in the geocentric distance of the vehicle would produce the same change in magnitude. Nevertheless, the difference in magnitude should be a minor contributor to the vehicle dynamics as it adds only 0.11 lbf to the weight of the 20,500 lb F-16 example vehicle.
Differences in initial angular rates would induce differences in the aerodynamic forces and moments. However, those differences were very small and were dwarfed by other contributors including the contribution from the angular rate oscillation in the first second of the simulation (Figure 13 ).
A substantial difference in the plotted aerodynamic moments (Figure 9 ) is the result of a difference in the reference location for recording aerodynamic moments. When recording the aerodynamic moments, SIM 2 recorded moments about the aerodynamic moment reference center (MRC); SIM 4 and 5 recorded the aerodynamic moment at the vehicle center of mass (CM) after these had been transferred from the MRC. This difference appears in the aerodynamic moment plots for all the F-16 cases; it just reflects a lack of agreement on which moment vector to record.
Even when the moments were adjusted for differences in the reference point, a difference in the initial aerodynamic yaw and pitching moments remained between SIM 2 and SIM 4/5 at the MRC; furthermore, SIM 2 also differed in the initial aerodynamic forces (Figure 8 ). These differences resulted from the difference in the gravity vector as described previously. With the gravity vector deflected from the local vertical in SIM 2, SIM 2 required a trade-off in pitch angle and roll angle to create the right combination of angle of attack and sideslip such that the resulting aerodynamic lift and side-force counteracted the gravity vector while leaving no residual force in the horizontal plane. As discussed above, the result is a roll angle that nearly aligned the body z-axis with the deflected gravity vector. The differing lift required a different aerodynamic pitching moment to counteract the liftinduced pitching moment at the CM. The resulting aerodynamic side force also induced a yawing moment at the CM and therefore required a counteracting aerodynamic yawing moment which was not present in SIM 4 and SIM 5. That yawing moment was achieved, in SIM 2, by setting the rudder to a non-zero initial value.
The above differences, in general, set SIM 2 on a different trajectory from SIM 4 and SIM 5. After 180 seconds, the difference in vehicle positions between SIM 2 and SIM 4/5 was approximately 666 feet according to the recorded values of latitude, longitude, and altitude ( Figure 10 ). The position difference between SIM 4 and 5 at the end of the scenario was two orders of magnitude smaller, at approximately 4 ft. 
B. Orbital Check-case Examples
There is less variation in the results among the simulations participating in the orbital cases. Therefore, a single case is presented to typify the outcome of the simulation comparison (all 27 check-cases are discussed in detail in reference 9 and data sets are available at the URL specified by reference 3). The selected orbital check-case is 9D which exercised both translational and rotational motion by applying both a square pulse thrust and a square pulse torque to the representative ISS mass. The detailed conditions of this check case are provided in Table 6 ; details on the parameters for the Earth and terrestrial time are found in Table 73 of Ref. 9 . In this check case, the vehicle begins in a nearly circular orbit with an initial inertial rotation that attempts to maintain the vehicle orientation relative to the orbit. At t = 1000 s, this check-case applied a force of 10 N in the positive body x-axis direction through the vehicle's center of mass and a torque of 10 N-m about the positive body x-axis. The external force and torque were applied for an additional 1000 s, then were set to zero for the remainder of the run. Select results are provided in Figure 14 through Figure 16 . One challenge that this check case presented to a simulation is the modeling of the force and torque as a square pulse. The integration error of a numerical integration technique can increase substantially as it encounters the discontinuous leading and trailing edges of the square pulse. Furthermore, a one-frame lead or lag in the start or end of the square pulse causes a substantial difference in the results that follow. Some early iterations in the comparison were spent establishing and confirming the exact timing of the leading and trailing edge of the square pulses among the simulations. Figure 14 shows the predicted orbit-relative attitude of the vehicle presented as LVLH Euler Angles. SIM B and SIM C agreed on the vehicle attitude; differences between them were negligible. Compared to SIM B and C, SIM D exhibited a minute difference in angular momentum at the leading edge of the torque pulse (as evidenced by the inertial angular rates in Figure 15 ) but remained steady after the trailing edge of the input. The amplitude and duration of the difference in angular momentum caused the momentary spike in difference for LVLH Euler angles, but the long-term increase in difference was very modest. Moreover, these differences were considered insignificant. SIM A shows a minute difference in angular momentum, relative to the other simulations, after completing the torque pulse (see the angular rate differences in Figure 15 ). The difference in angular moment is likely caused by a difference in integration method. This minute difference in angular momentum caused the increasing difference in the LVLH Euler angles over time. As detailed in Ref. 9 , results for prior orbital check-case 8B reveal that, under torque-free rotation, differences in integration methods among the simulations contribute to differences in Euler Angles of order up to 10 -5 radians, and those differences would also manifest here. Nevertheless, the overall differences in attitude for this case were not significant.
Differences in rotational rates between the simulations were negligible and were attributed to differences in integration method as explained in the previous paragraph or differences in the precision of the recorded data. The one exception was the difference in the initial inertial pitch rate for SIM D (see Figure 15 ). Although hard to see in the plots, SIM D recorded a sudden jump in pitch rate from 0 rad/s at t = 0 to 0.0011 rad/s at t = 60 s (the next recorded frame). However, this jump appeared to be an artifact of the data recording as the Euler angles showed no response to this jump. Nevertheless, this jump was sufficiently large to require the comparison plots to use a range that was too large to display the differences between the simulations in the rest of the maneuver. Even so, those differences were similar in magnitude to the differences seen in the roll and yaw rates.
For SIM B, SIM C, and SIM D, those rotational state differences did not contribute significantly to the differences in translational state, as a result of influencing the direction of the thrust vector. The differences in translational state among these simulations were negligible as evidenced by the inertial position differences in Figure 16 . SIM A, however, exhibited Euler angle differences due to integration residuals that caused the inertial position to depart slightly from the other solutions. The inertial position difference grew to less than 2 meters at the end of the simulated eight hour flight. However, the differences are entirely attributed to the combined integration residuals for both the rotational and translational motion, and not to any differences in modeling or equations of motion. Thus, whether it was SIM A or the other three simulations exhibiting increased integration residue, the integrators could likely be reconfigured to reduce the difference in position if an application required greater accuracy in results. 
IV. Summarized Results
A ground rule used by the team in providing comparisons was that at least three simulation tools had to submit results for each check-case before it could be analyzed. Additional planned cases (e.g., supersonic fighter maneuvering flight and a proposed Apollo-like capsule reentry) were not included due to an insufficient number of implementations achieved. A total of 16 of the 17 atmospheric check cases were completed and all of the 27 orbit check cases were completed.
A. Atmospheric check-case results
In general, comparisons of the atmospheric check-cases as simulated by several simulation tools indicate minor differences due to two variations in implementation: tabular versus equation-based atmosphere models, and geodetic versus geocentric geometries.
In earlier computationally-constrained simulation implementations, an atmosphere model (e.g., Ref. 7 employed for these atmospheric flight simulations) was implemented as a table of density, temperature, and pressure values as a function of geometric height above a reference surface. This table was used in a linear interpolation between altitudes since this was typically faster than performing the complex calculations necessary to determine these quantities algebraically. Improved processors have made the direct calculation approach economically feasible and more precise. However, several of the participating simulation tools continue to use an atmospheric table implementation. Therefore, some of the trajectory differences are due to linear interpolation of atmospheric properties.
The other main difference between results in atmospheric comparisons is an artifact of historical simulation techniques. As mentioned, early digital flight simulations of subsonic aircraft often assumed a flat Earth, where latitude and longitude were directly related to a Cartesian grid in the vicinity of a runway or airport. This was an appropriate approximation for low-speed flight in the vicinity of and while maneuvering around the terminal environment. Since the check-cases specified at least a round Earth, some retrofitting was undertaken to adapt the flat-Earth approximations in some participants to a round or oblate Earth. However, some artifacts of the simpler geodesy assumption remain which affect geodetic coordinate calculations and the direction of gravity relative to the local vertical.
To a smaller degree, some variances in the implementation of the square-law and harmonic gravitation were due to differences in gravitation model implementation, or in the conversion of the initial geodetic position into the geocentric position. Another variance source in the F-16 check-cases was differences in defining the equilibrium (i.e., trim) values for straight and level flight, especially the trimmed rotational rate.
Errors in participating simulation tools that were initially uncovered, and corrected, included mistakes in gravitational models, incorrect or imprecise initial condition values and geophysical constants, a one-frame time shift in gravitational value, and a transposition error in atmospheric property tables. For example, one simulation routinely and incorrectly aligned gravitational attraction along the geocentric radius axis, not the geodetic nadir. This led to a very, very small difference in the resulting trajectories that might not have been quickly identified without this exercise.
Finally, differences in numerical integration methods in the simulation tools appeared to cause trajectory differences. These differences are hypothesized, as no specification of (or sufficient data regarding) integration techniques was initially available.
In all cases, these differences were minor. Most were only visible when plotting variances between individual simulation results versus consensus or averaged results.
It should be noted that obtaining correlation between these simulations was an iterative process. Initial results were not as good as those ultimately obtained due to ambiguity in specification or implementation of initial conditions, maneuver inputs, and other simulation implementation differences.
A total of 84 trajectories were generated, comprised of nearly four million data points; these data sets are stored in 64 MB of data files available in the data repository 3 .
B. Orbital Check-Case Results
Comparison of orbital check-cases showed good comparisons with few significant differences. As with the atmospheric cases, some iteration was required as significantly different results were initially obtained. These differences included use of different revisions of the MET model, differences in the specification of the Earth's position at the start of various scenarios, differences in integration technique, or to misinterpreting a sign convention or initial condition specification.
An error was discovered (and corrected) in one of participating simulation tools in which an external force or moment was applied for a length of time other than what was specified in the configuration. This error was introduced in a recent rewrite of that particular module of the simulation tool and had somehow managed to elude detection, despite extensive regression tests that are routinely applied to all revisions. The revised tool had not yet been released, but the error may have affected NASA missions if it had not been detected during this exercise. The tool architect stated that he believed this 'catch', by itself, justified the cost of the exercise.
A total of 103 trajectories were generated and comprise nearly 1.4 million data points. These data sets are stored in 25 MB of data files available in the data repository 3 .
C. Comparison Difficulties
During this exercise, it became apparent that the time required to reach a reasonable level of match had been underestimated. The original schedule developed and agreed to by the team reflected the expectation to complete this effort in just over 12 months. The effort took 30 months and was not completed to the degree expected at the outset, in that one atmospheric check-case (Earth reentry from a lunar return trajectory) has not been attempted, and a second atmospheric case remains incomplete.
Part of the delay was due to the now-apparent need to specify initial conditions and maneuvering inputs exactly. It was believed early in the planning process that it would be sufficient for the scenarios to be described briefly in one axis frame; however, obtaining good matches ultimately required detailed specification of the initial conditions in several axis frames. An example is the initial rotation rate for some of the early atmospheric check-cases: a small numeric difference exists between the inertial and the ECEF angular rate of a body. Ensuring close matches required giving the rotation rate in both frames to ensure all simulation tools started with the same rate, since some simulation tools are initialized in ECEF-relative rates and others in inertial rates.
As knowledge was gained in this process, the initial conditions document had to be revised several times, initially leading to confusion by the team as to which version was to be used in each round of comparison plots, which delayed reaching successful matches.
The process followed by the geographically dispersed team also introduced delays. Due to the large amount of data involved, considerable time was spent uploading data sets from each tool to a central server, downloading and plotting the trajectories by one analyst, uploading the results, and downloading and inspecting the large number of resulting plots for differences. Obvious differences were fairly easy to detect, but determining the root cause of the difference often took considerable time and effort.
A formal comparison by one analyst required a period of several weeks, due to the large number of maneuvers to compare and the in-depth analysis required.
Since most participants were not assigned full-time on this exercise, some of these comparison cycles took longer than others due to NASA priorities. Many more comparison cycles were also required than originally expected (30 sets of comparison plots were generated for the atmospheric cases between May 2013 and August 2014).
V. Conclusion
The eventual matches between simulation tools, achieved only after several iterations of comparing results and correcting mistaken assumptions and other errors, were good enough to indicate agreement between a majority of simulation tools for all cases published. Most of the remaining differences are explained and could be reduced with further effort.
Simulations from atmospheric check cases found the following: • Minor differences in results from tabular versus equation-based atmosphere models, and geodetic versus geocentric geometries; • To a smaller degree, some differences in the implementation of the square-law and harmonic gravitation are also apparent due to differences in gravitation model implementation or in the conversion of the initial geodetic position into the geocentric position (since position is an input into the gravitation model); • Due to differences in trim algorithms, some of the 6-DOF aircraft check-cases (cases 10-16) leave some remaining disagreements on precise numbers, but do indicate a family of solutions that are close enough to serve as a comparison with other simulation tools; and • Differences in numerical integration methods in the different simulation tools appeared to cause some differences in predicted trajectories.
