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Abstract
This thesis presents the theoretical studies of chiral magnetic structures, which exist or are
affected by antisymmetric Dzyaloshinskii-Moriya interactions. The theoretical approach is
based on the phenomenological model of ferromagnetic materials lacking inversion symme-
try. Equilibrium magnetic states are described as static structures in the micromagnetic
low temperature limit with a fixed magnitude of the magnetization. The studies are fo-
cused on two cases: (i) magnetization structures that are affected by chiral exchange so
that a particular chirality of these structures is selected, and (ii) novel solitonic states
that are called chiral Skyrmions and only exist because of the chiral exchange.
Vortex states in magnetic nanodisks provide the simplest example of a handed magne-
tization structure, where effects of the chiral couplings may become noticeable. A chiral
exchange here favours one chirality of such a vortex state over the other. This effect can
stem from surface-induced or other defect-related chiral Dzyaloshinskii-Moriya exchange.
The different chiral versions of the vortex states are shown to display strong dependen-
cies on the materials properties of such nanodisks. Within a micromagnetic model for
these effects, numerical calculations of the shape, size, and stability of the vortices in
equilibrium as functions of magnetic field and the material and geometrical parameters
provide a general analysis of the influence of the broken mirror symmetry caused by the
surface/interfaces or structural defect on their properties. The Dzyaloshinskii-Moriya
interactions impose differences in the energies and sizes of vortices with different chiral-
ity: these couplings can considerably increase sizes of vortices with one sense of rotation
and suppress vortices with opposite sense of rotation. Torsions related to lattice defects
can cause similar to the surface-induced chiral couplings. A general phenomenological
magneto-elastic formulation for this torsional chirality selection is given. It is applied to
calculate similar effects on vortex states in magnetic disks with a screw dislocation at
their center.
In systems with strong chiral exchange the magnetic equilibrium states themselves be-
come chiral twisted structures. The most interesting structures in this context are the
two-dimensional solitonic states that are now known as chiral Skyrmions. The proper-
ties and stability of multiply twisted states composed of these particle-like units are the
subject of the second part of this thesis. These states compete with the well known one-
dimensionally modulated helical states in non-centrosymmetric magnetic systems. Studies
of modulated states in cubic helimagnets have shown, that in absence of additional effects,
the only thermodynamically stable state is a cone helix. Uniaxial distortions, that can be
caused by uniaxial stresses in the bulk samples or arise due to surface effects in thin films,
suppress the helical states and stabilize Skyrmion lattices in a broad range of thermo-
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dynamical parameters. Using the phenomenological theory for modulated and localized
states in chiral magnets, the equilibrium parameters of the Skyrmion and helical states
have been derived as functions of applied magnetic field and induced uniaxial anisotropy.
These results show that due to a combined effect of induced uniaxial anisotropy and an ap-
plied magnetic field, Skyrmion lattices can be formed as thermodynamically stable states.
The theoretical results provide a comprehensive description of the evolution of modulated
states in an applied magnetic field depending on type of anisotropy.
The cases of a uniaxial anisotropy of easy axis and easy plane type with fields applied
along its axis are investigated in detail. Existence of Skyrmion-lattice states in the easy
axis case as thermodynamic field-induced phase is demonstrated. The results explain
recent observation of Skyrmion lattices by magnetic Lorentz microscopy in thin foils of
cubic chiral magnets. In systems with easy plane type of anisotropy, Skyrmion states
do not form thermodynamic phases in applied fields along the axis. However, distorted
Skyrmion phases can exist in fields applied perpendicularly to the axis. In this config-
uration of anisotropy axis and fields, both the helical states and the Skyrmions display
elliptical distortions. The investigated micromagnetic model maps out the basic helical
and Skyrmionic states expected to exist in cubic and nearly cubic chiral magnets.
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Introduction
Then she began looking about, and
noticed that what could be seen from
the old room was quite common and
uninteresting, but that all the rest was
as different as possible.
“Through the Looking-Glass and What
Alice Found There”, Lewis Carroll
Chirality is a fascinating phenomenon. It is characterized by a reflection asymmetry
that we are most familiar with in terms of our left hand being the mirror opposite of our
right hand. Chirality plays an important and dramatic role in biology, chemistry, and
physics. Alice, when she jumped through the looking glass in her adventure, discovered
a world with completely different, and even opposite properties. In reality, unlike in
Alice’s dreams, the step through “the looking glass” is more difficult. It is, therefore,
of great importance, first, to reveal the fundamental forces underlying the chirality as a
phenomenon and, second, to control the chirality of an object.
Chirality can manifest itself in subtle ways, for example in biochemistry (in the ob-
served single-handedness of biomolecules [1]) and in particle physics (in the charge-parity
violation of electroweak interactions [2]). In condensed matter, magnetic materials can
also display single-handed, or homochiral, spin structures.
The importance of chirality in magnetism can be shown on the simple example of two
180◦-domain walls separating three magnetic domains within the planar spins model.
Magnetization vector rotates in one plane and, therefore, can be described by the angle
θ(x) (Fig. 0.1). In this case the order-parameter space is the circumference of a unit circle
and it is introduced by the mapping S1 → S1 [3]. The winding number n is obtained
then from the net angular change in θ(x) as x traverses a complete circular contour
C: n = 1/2π
∮
C
dθ. In case of magnetic order with fixed rotation sense, magnetization
vector rotates from 0 to π within the first wall and from π to 2π within the second wall.
Thereby, it closes the full circle and the winding number is equal one. This means that it is
topologically a non-trivial structure and it is topologically protected, so the magnetic field
applied perpendicular to the domain orientation could not destroy them. Only motion of
the domain walls and, therefore, of the domains are possible. In the second case, there
is no preferable rotation sense and the magnetization vector turns in opposite directions
within the domain walls. Thus the angle goes from 0 to π and then again to 0 resulting
11
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Figure 0.1: Representation of three-domain structure with two 180◦-domain walls, where
the magnetization vector rotates in one plane. In case (a) magnetization vector
prefers one sense of rotation and it curls from 0 to π and then to 2π. For such
closed canting the winding number is equal to one. In case (b) magnetization
vector rotates from 0 to π and then again to 0, so the winding number is equal
to zero.
in a zero winding number. This a trivial topological structure can be easily destroyed by
the field.
Certainly, this is a simplification, because the magnetization vector rotates within the
walls like in an XY-magnet. The proper three-component vector-spins can point in any
direction in three-dimensional space and order-parameter space will be a sphere. Thus,
the kink-like walls are not topologically protected any more. While two-dimensional
structure, e.g. Skyrmions, retain their stability.
Such non-trivial, i.e., non-collinear or non-coplanar, magnetization structures give rise
to at least local chirality (vector or scalar). In this case, chirality is a multispin vari-
able representing the handedness of the non-collinear or non-coplanar spin configuration,
whose sign tells us whether the local spin structure is either right- or left-handed. This is
especially important for flat helices and magnetic spirals which are continuous recurring
domain walls. Such modulated structures may be caused by the chiral Dzyaloshinskii-
Moriya interactions, which arise from spin-orbit scattering of electrons in an inversion-
asymmetric crystal field [4, 5]. Based on phenomenological considerations, these interac-
tions were introduced by Dzyaloshinskii in 1958 to explain the observation of a canted
antiferromagnetism of hematite α-Fe2O3 [5]. He pointed out, using symmetry arguments,
that the combination of low symmetry and spin-orbit coupling gives rise to antisym-
metric exchange interactions [6]. Extending Anderson’s theory of superexchange Moriya
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later found a microscopic mechanism due to spin-orbit interactions that is responsible for
the Dzyaloshinskii-Moriya couplings [4]. Moriya showed that depending on the type of
crystal structure either of two mechanisms, antisymmetric exchange or magnetocrystalline
anisotropy, can be the origin for the canting on magnetic moments. As the Dzyaloshinskii-
Moriya coupling vanishes if there is a center of inversion between sites i and j, it is expected
to be relevant only when the local symmetry is sufficiently low. During the following
decades intensive theoretical and experimental studies on the Dzyaloshinskii-Moriya in-
teraction resulted in a deep insight into its microscopic origin and its manifestation in
macroscopic properties of magnetic materials. Now it is known that weak ferromagnetism
must essentially attributed by many types of complex magnetic structures. It influences
appreciably the magnetic properties of several important classes of magnetic materials
such as orthoferrites, manganites, some high-temperature superconducting cuprates, and
others.
Another fundamental macroscopic manifestation of antisymmetric exchange couplings
takes place in non-centrosymmetric magnetic crystals. Dzyaloshinskii showed that, in this
case, these interactions stabilize long-range periodic spatially modulated structures with
fixed rotation sense for the curling of magnetization vector. The first magnetic modu-
lated chiral structures predicted in [6] were identified by neutron diffraction experiments
in 1970s in MnSi [7, 8] and FeGe [9] . These materials crystallize in a cubic structure
without inversion symmetry and belong to the space group P213 with B20 structure. In
1980 Back and Jensen [10] and later Kataoka and Nakanishi [11] showed theoretically
that such long-period helical magnetic structures are caused by Dzyaloshinskii-Moriya
couplings [10]. During the following years modulated magnetic structures of this kind
were discovered and investigated in several classes of magnetic crystals lacking inversion
center [12]. These chiral helical structures are essentially different from numerous other
spatially modulated magnetic states in systems with competing exchange interactions (as,
e.g., in rare earth metals). The latter are characterized by rather short periods (usually
including only few unit cells) and arbitrary rotation sense. On the contrary, chiral struc-
tures due to Dzyaloshinskii-Moriya interactions have long period and a fixed rotation
sense. For example, in MnSi the periodicity length of helix in zero magnetic field was
found to be about 170 Å (39 unit cells) [7], and FeGe has an even larger period (700 Å
or 149 unit cells [13]). The experiments of Grigoriev’s group have indicated that chirality
of crystal structure determines the chirality of magnetic helix [14].
In 1990s technology progress opened new aspects of phenomena of helical structures.
Such spirals were found in thin magnetic layers of some centrosymmetric materials [15–
17]. This fact was explained by symmetry breaking on the surface/interfaces with strong
theoretical background [18,19].
In 1989 Bogdanov and Yablonskii predicted an important phenomenon that opened new
challenge: Dzyaloshinskii-Moriya interaction can stabilize not only one-dimensional spiral
structures, but also two- and three-dimensional textures (“vortices” or Skyrmions) [20].
In absence of this coupling these structures are unstable and collapse in homogeneous
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state. These localized solutions have been initially introduced under the name “magnetic
vortices” [20] because, to a certain extent, they are similar to two-dimensional topological
defects investigated in magnetism and known as “two-dimensional topological solitons” or
“vortices”. On the other hand, the term “Skyrmion” has been conceived in a field rather
distant from condensed matter physics and initially was related to the localized solutions
derived by Skyrme within his model for low energy dynamics of mesons and baryons
[21]. In fact, the Skyrme model comprises three spatial dimensions, and the name “baby
Skyrmion” was used by some field theoretists to distinguish two-dimensional localized
states from“mature”three-dimensional solutions in the original Skyrme model, both types
of them being topological static solitons. During the last decades the “Skyrmion” has
progressively won currency in general physics to designate any non-singular localized and
topologically stable configuration. Complying with this trend, in 2002 A. N. Bogdanov
and co-workers have renamed “chiral magnetic vortices” into “chiral Skyrmions” [22].
Thus, the term“Skyrmion” is an umbrella title for smooth localized structures to distin-
guish them from singular localized states, e.g., disclinations in liquid crystal textures [23].
This convention provides only a formal label for a large variety of very different solitonic
states from many fields of physics [24]. With respect to the subject of this thesis a chi-
ral “Skyrmion” designates well-defined static solutions which are localized, topologically
and physically stable. These objects have a definite size. The axisymmetric structure of
the Skyrmion core and its localized character are retained in bound states as Skyrmion
lattices [25–28]. This reflects the particle-like character of chiral Skyrmions and the most
general features of their energetics. Skyrmions as countable entities can be arranged in
various ways to create dense magnetic textures. This is the essence of Skyrmionic matter
and entails the possibility to form a variety of mesophases with crystalline, but also with
liquid-like or glassy configurations in chiral magnets.
Solitonic solutions with the same boundary conditions as those for isolated Skyrmions
can be obtained also for isotropic centrosymmetric ferromagnet (well-known Belavin-
Polyakov solutions for the non-linear SO(3) σ-model [29]). In spite of the seeming simi-
larity with isolated Skyrmions, they represent a distinct branch of solutions and posses a
number of differing properties: (i) they are achiral localized structure; (ii) they have no
definite size; (iii) their asymptotic behavior has a 1/ρ - character defined by the exchange
energy, while in isolated chiral Skyrmions θ ∼ exp(−ρ) which is caused by Dzyaloshinskii-
Moriya interactions.
The Skyrmion texture contains a small normal magnetization area surrounded by a large
opposite area [20,22]. The internal structure of the Skyrmion always contains rotation of
the magnetization in the three-dimensional space. In contrary, vortex structure contains
the in-plane magnetization (rotation in two-dimensional space) surrounded by domain
with in-plane magnetization. An exception is made for the small vortex core [30] with
out-of-plane magnetization which minimizes exchange energy in the center. While for
Skyrmions the magnetization vector changes its deviation from normal direction from 0
to π, in the vortex structure it rotates from 0 to π/2 for zero field. Thus, such a texture is
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sometimes called half-Skyrmion or meron, if it is delocalized [31–33]. While topologically
this analogy is understandable, from physical point of view it is misleading. Vortices are
formed in soft magnetic thin film elements with lateral size of few hundreds nanometers
to some microns and results from the necessity to reduce the demagnetization energy
in competition with the exchange couplings [34, 35]. Existence of Skyrmion textures in
magnetic materials arises from competition between antisymmetric Dzyaloshinskii-Moriya
couplings, favouring twisting of the magnetization, and anisotropy and applied field that
suppress the alternative spiral states [36,37].
Latest intensive technological progress in spintronics is accompanied by the systematic
synthesis of new materials and the equally systematic screening of their physical proper-
ties. Because the chiral Dzyaloshinskii-Moriya couplings may stabilize and strongly affect
the magnetic structures with unique chirality and non-trivial topology (e.g, vortices and
Skyrmions), a magnetic systems lacking inversion symmetry are of special interest. Chi-
rality in nanoscale magnets may play a crucial role in spintronic devices, where the spin
rather than the charge of an electron is used for data transmission and manipulation. For
instance, a spin-polarized current flowing through chiral magnetic structures will exert
a spin-torque on the magnetic structure [38, 39], causing a variety of excitations or ma-
nipulations of the magnetization [40, 41], and giving rise to microwave emission [42] or
magnetization switching [43].
Static and dynamic properties of vortices in small thin film elements have been inten-
sively investigated experimentally: the strong localization of these structures and their
stability make these non-collinear objects attractive for spintronic applications. Such vor-
tices are characterized by their perpendicular orientation of the core (polarity) and sense
of rotation of curling in-plane part (handedness). It has been proposed to use both these
features as a switchable bit elements for memory devices [44,45].
For a long period there was no clear experimental evidence for existence of Skyrmions
until 2010 when Yu et.al. [46] experimentally observed Skyrmionic states in nanolayers of
Fe0.5Co0.5Si in applied magnetic field. Recently observation of such chiral Skyrmions have
been reported also in nanolayers of other cubic helimagnets (FeGe [47] and MnSi [48]),
multiferroic films of Cu2OSeO3 [49], and iron monolayers with a strong surface-induced
Dzyaloshinskii-Moriya couplings [50]. These experiments opened new avenue for magnetic
data storage and spintronic technologies. Chiral Skyrmions, as magnetic inhomogeneities
localized into spots of a few nanometers, can be freely created and manipulated [51].
The goal of the present thesis is to treat the effect of chiral Dzyaloshinskii-Moriya in-
teractions, both intrinsic and induced, on formation and properties of non-collinear states
in different magnetic systems. In particularly, this thesis includes the phenomenological
description of vortex states in magnetic circular nanodisks (Chapter II) and Skyrmionic
states in non-centrosymmetric cubic helimagnets (Chapter III).
First chapter gives an overview on general principles of micromagnetic theory which
provides a powerful theoretical apparatus to investigate magnetism. It presents the com-
mon energy functional of a magnet with the detailed discussion of essential energy terms.
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Particular consideration is given to nature of intrinsic and induced chiral Dzyaloshinskii-
Moriya couplings. The chapter ends with a discussion of the topological and structural
properties of modulated states under the chiral interactions. It summarizes the known
important properties of Skyrmions.
In second chapter, the vortex states in magnetic circular nanodisks are under consid-
eration. The simplicity of the circular vortex structure makes them amenable to detailed
theoretical investigations. Within the usual micromagnetic description the shape and size
of the vortices are determined by the competition between the exchange and stray-field
energy [52]. In particular, the vortices with different chirality are degenerate: the four
possible vortex ground states differentiated by their handedness and polarity all have the
same energy. However, these studies did not take into account the induced Dzyaloshinskii-
Moriya interactions, that should generically exist in these systems due to broken mirror
symmetry by the surface. This chapter describes the chiral symmetry breaking in the vor-
tex ground states of circular thin-film elements within a basic micromagnetic approach.
As the vortex states are chiral themselves, the effect of the chiral Dzyaloshinskii-Moriya
interactions is subtle: in the presence of Dzyaloshinskii-Moriya couplings the chiral de-
generacy of the left- and right-handed vortices is lifted. Numerical calculations show that
vortices with different chirality have not only different energies and sizes, but also their
magnetic structures differ. In case of chirality unfavourable with respect to the chiral
Dzyaloshinskii-Moriya couplings, the vortex core consists of a narrow internal part and
an adjacent ring with a reverse magnetization rotation. Obtained results for sizes and
total perpendicular magnetization for vortices with opposite chirality may be used for ex-
perimental determination of strength of surface/interfaces-induced Dzyaloshinskii-Moriya
interactions in ultrathin magnetic films/film elements.
Defects break the local symmetry of the crystal structure and induce inhomogeneous
magnetic couplings. Thus, defects can act as a source of additional local interactions.
Depending on remaining symmetries, the induced magnetic couplings may consist of (i)
local anisotropies and (ii) chiral magnetic Dzyaloshinskii-Moriya couplings. Because of
the variety of different types and arrangements of defects and their interactions with one
another and with magnetic textures, the effects of defects on magnetic behavior then are
very complex. While planar defects have been frequently studied, the experimental in-
vestigations of individual line or point defects were hindered for a long time by spatial
resolution limitations. Nowaday experimental observations show that in magnetic films
single dislocations cause the formation of non-collinear spin structures near dislocation
cores: domain walls [53], vortex-like and lobe-shaped magnetic structures [54] that can
be referred to chiral couplings induced by elastic torsion. In the second part of Chapter
II the micromagnetic model for dislocation-induced Dzyaloshinskii-Moriya couplings is
developed. The resulting energy expression is the general formulation for Dzyaloshinskii-
Moriya interactions caused by any kind of structural torsions. As an application, vortex
states in thin magnetic film elements are studied under influence of a screw dislocation in
their center. This model is relevant for the general problem of chirality selection in mag-
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netic nanostructures. It is demonstrated that defect-induced Dzyaloshinskii-Moriya inter-
actions cause a similar chirality selection as surface-induced couplings. This effect could
be observed also in thicker film elements or even in bulk single crystals under influence
of screw dislocation lines. One growth mode of epitaxial films relies on screw dislocations
and, alongside the surface-induced symmetry breaking, these defects can change magnetic
behavior of such films. In principle, the theoretically anticipated effects could be investi-
gated in experiments on patterned epitaxial film elements. As an extension of the theory
of induced Dzyaloshinskii-Moriya couplings, the second part of this chapter develops the
phenomenological theory of defect-induced anisotropy and chiral interactions.
The third chapter consists of a detailed investigation of modulated states in cubic
non-centrosymmetric helimagnets. In the first part of this chapter the modulated states
in cubic helimagnets are considered within the isotropic model. The theoretical results
provide a comprehensive description for the evolution of modulated states (helices and
Skyrmions) in an applied magnetic field. From the isotropic phenomenological model it
follows that Skyrmions are only metastable solutions while cone helices correspond to
the global energy minimum in all range of magnetic fields where modulated states can
exist. Therefore, additional effects are necessary to stabilize Skyrmionic states in these
systems. This chapter demonstrates that additional uniaxial anisotropy may effectively
suppress the helical phases and enable the thermodynamical stability of the Skyrmion
lattice in a broad range of applied magnetic fields. This additional uniaxial anisotropy
can be induced by the surface/interfaces in the thin films or arises due to uniform stresses
in the bulk samples. Developed theory for uniaxially distorted helimagnets allows to
formulate practical recommendations on the possibility to stabilize Skyrmion states at
low temperatures in MnSi, FeGe, Fe(Co)Si, and similar intermetallic compounds with the
non-centrosymmetric B20 structure.
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Magnetic Systems with Chiral
Interactions
This chapter introduces the main principles of micromagnetism and its application in de-
scription of magnets with chiral couplings. The second part is devoted the main terms
in the free energy of magnets. I give detailed description of chiral Dzyaloshinskii-Moriya
interactions that stabilize the modulated states and develop phenomenological formula-
tion for chiral couplings induced by structural torsions. After that I show the effect of
Dzyaloshinskii-Moriya interactions on the modulated states: stabilization of helical struc-
tures with long period and crucial role in formation of Skyrmionic states. I define internal
structure of Skyrmions, and consider the question of their topological and physical sta-
bility.
1.1 Principles of Micromagnetism
Micromagnetism is the continuum theory of magnetic moments, underlying the description
of magnetic microstructure. Micromagnetic theory describes the magnetic microstruc-
ture and magnetization dynamics on length scales too large for a quantum mechanical
treatment. This phenomenological approach started with a publication by Landau and
Lifshitz [55]. Inspired by Bloch’s earlier work [56] they investigated the spin distribution
in regions between opposite magnetizations, i.e., magnetic domain walls. Rigorous devel-
opment of the theory was made by Brown [57–59]. The idea is to substitute the individual
spins in a small volume of the material with uniform spin directions by a magnetization
vector. The extent to which this substitution is valid can be determined by properties of
the material and is given by the exchange length le. Under the influence of the effective
field, which has contributions from various magnetic energies, the magnetization in the
volume changes direction. Equilibrium magnetization structures can be calculated by the
condition that the effective field exerts zero torque on a local magnetic moments. Neigh-
boring magnetization vectors are allowed to vary only by a small angle, thus giving rise
to a continuous vector field [59]. The dynamics of these vectors can be calculated using
the Landau-Lifshitz equation of motion [55].
Micromagnetic theory can be used on a wide range of system sizes. The lower limit of
applicability corresponds to length scales where spins no longer behave continuously due
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to their quantum properties. A theoretical upper limit does not exist. In practice, when
implementing micromagnetic theory in numerical calculations an upper limit originates
from the computational capacity.
The theory of Landau and Lifshitz is based on a variational principle: an equilibrium
magnetization distribution has the smallest total energy. This variational principle leads
to a set of integro-differential equations, the micromagnetic equations. Landau introduced
this set of equations for one dimension [55], then Brown extended them to three dimensions
[59]. Today there are no serious doubt about validity of this theory.
The micromagnetic equations are complicated non-linear and non-local equations and
are difficult to solve analytically except in cases when the linearization is possible. Micro-
magnetism typically is used to describe such magnetic structures as domain walls, vortices,
spirals, domain patterns, and also some dynamic effects like spin waves and magnetization
reversal processes [34,58,60].
1.2 Overview of Micromagnetic Energies
Consider a region Ω in Euclidean space occupied by a magnetic body and focus on a small
region dVr within the body, denoted by the position vector r ∈ Ω. dVr is large enough
to contain a huge number N of elementary magnetic moments µj, j = 1, ...N . In this
respect, the magnetization vector M is defined, such that the product M(r)dVr represent
the net magnetic moment of the elementary volume dVr, as:
M(r) =
∑N
j µj
dVr
. (1.1)
The contributions to the total micromagnetic free energy functional are derived from
classical electrodynamics, condensed matter physics, and quantum mechanics so that
the continuous expressions for the energy describe the interactions of the spins with the
external field, the crystal lattice, and the interactions of the spins with each another. The
latter consists of short-range quantum-mechanical exchange interactions and long-range
magnetostatic interactions.
1.2.1 Exchange Energy
Similarly to spin, the exchange interaction is a purely quantum phenomenon, which has no
analogy in the classical world. It arises from the Coulomb interaction and is characterized
by an electrostatic potential integral. It competes with the spin-orbit interaction, which
couples the spin and orbital momenta of the electron. In this context, the two interactions
are often respectively referred to as non-relativistic and relativistic.
The magnetic moment and the spontaneous magnetization are realized by the exchange
interaction between electrons. In a simple two-electron picture, exchange gives rise to
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ferromagnetic or antiferromagnetic coupling between spins. There are two main types
of exchange. First, atomic moment are determined by intra-atomic exchange. Second,
there is an interatomic exchange between neighboring magnetic atoms. The most general
expression for two sites exchange energy is
Eex =
1
2
∑
i 6=j
S+i ÂijSj, (1.2)
where Âij =
{
Aαβij
}
with α, β = x, y, z are generalized exchange tensors. They can be
decomposed into three terms
Âij = Jij Î + Â
s
ij + Â
a
ij, (1.3)
where Jij is an isotropic part of the exchange tensor,
Jij =
1
3
Tr(Âij), (1.4)
and Î is a unit tensor.
The traceless symmetric anisotropic exchange is defined by
Â
s
ij =
1
2
(
Âij + Â
+
ij
)
, (1.5)
and the antisymmetric exchange matrix Â
a
ij is given by
Â
a
ij =
1
2
(
Âij − Â
+
ij
)
. (1.6)
The coupling constant (exchange integral) J is the largest exchange parameter and
can attain values of about 0.01-0.1 eV. Therefore, the magnetic state of the system is
determined mainly by isotropic exchange. The anisotropic part of exchange interaction
plays an important role in the magnetic ordering of the system, especially in the case
S = 1/2, where the single-ion anisotropy Hamiltonian (crystal field) vanishes. The energy
of the antisymmetric exchange becomes minimal for perpendicular orientation of the spins
leading to a small ferromagnetic moment in antiferromagnetic compounds. The symmetric
part of anisotropic exchange plays the most important role in the magnetic ordering of
a number of low-dimensional systems and the anisotropic exchange constant can reach
values of about 5% of the isotropic coupling J [61].
1.2.2 Isotropic Exchange
The isotropic exchange interaction was first treated by Heisenberg in 1928 [62] to interpret
the origin of the enormously large molecular field acting in ferromagnets. If two atoms i
and j have spin angular momentum Si and Sj, respectively, then the exchange interaction
between them is given by
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Eiex = −JijSi · Sj, (1.7)
where Jij is an exchange integral. If Jij is negative, the lowest energy state results from
antiparallel spins. A positive value of exchange integral is therefore a necessary condition
for ferromagnetism to occur. Since neighbouring spins are only allowed to vary by a small
angle one can approximate (1.7) by a Taylor series. Then exchange energy takes the form:
Eiex = −
1
4
JijS
2 ((rij · ∇) θi)2 , (1.8)
where rij determines the deviation of the position of j-th spin from i-th spin. After trans-
formation from the discrete model to the continuum limit, exchange energy is described
by:
Eiex =
∫
A
(
∂mi
∂xj
)2
dV, (1.9)
where A = 2J2n/a is the exchange stiffness constant with unit cell size a and number of
atoms in a unit cell n. The zero temperature value of exchange stiffness is related to the
Curie point as A(0) ≈ kTc/a [34]. The order of magnitude A is about 10−12−2·10−11 J/m.
In Eq. (1.9) m = M/MS is the reduced or normalized magnetization, where MS is the
saturation magnetization, it is the material property which characterizes a ferromagnetic
material. This expression [59,63] ensures the ferromagnetic character of the exchange by
punishing magnetization inhomogeneities grad m. For a simple cubic lattice A = J/2a.
In contrast to ferromagnets the exchange interaction between antiparallel spin in antifer-
romagnets is negative. As a consequence neighbouring spins point in opposite directions.
In order to be able to apply the concept of micromagnetism one can subdivide the mag-
net into sublattices with an individual magnetic moment densities Mj(r), where j is the
number of the sublattice. A magnetic sublattice is taken to consist of magnetic atoms
whose magnetic moments can be made to coincide by translator operators included in the
symmetry elements of the magnetocrystalline lattice. In other words, the number of mag-
netic sublattices is in general equal to the number of magnetic atoms in a unit magnetic
cell whose magnetic moments cannot be made to coincide by these translations [64]. In
this case isotropic exchange energy can be written as
Eiex =
∫
V
[
Aj1j2Mj1 ·Mj2 +
∑
αβγ
Bj1j2βγ
∂Mj1α
∂rβ
∂Mj2α
∂rγ
]
dV, (1.10)
where first term is exchange energy for uniform distribution. Here the Greek indices
α, β, γ take the three values x, y and z, while each of the indices j represents the sequential
numbers of the magnetic sublattices: 1, 2, ...,n.
In some important special cases, antiferromagnets with complex sublattice structures
may be described by two local magnetization M1 and M2. A trivial case of this occurs
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when all the magnetic sublattices are divided equally into two groups because the exchange
interaction between the sublattices within the same group is considerably greater than
the interaction between sublattices belonging to different groups. Also an antiferromagnet
with any collinear or even weakly non-collinear structure can always be described by means
of two sublattices by assigning to one sublattice all the sites having atoms with parallel
magnetic moments.
The exchange energy is isotropic because it is independent of the direction of the change
relative to the magnetization direction. Even if Heisenberg interactions between localized
spins are not applicable, Eq. (1.9) still describes phenomenologically the stiffness effect to
first order. Only the interpretation of the exchange constant has to be changed.
1.2.3 Symmetric Anisotropic Exchange
The contribution of the symmetric part of the exchange energy (1.2) can be written as:
Esex = −
1
2
∑
i 6=j
Si Â
s
ijSj. (1.11)
It is a part of the exchange interaction which depends on the directions of the spins
relative to the lattice, and which is symmetric with respect to the interchange of the two
interacting spins.
Anisotropy exchange manifests itself in different ways depending on the system chemical
composition, size and geometry. Any microscopic exchange mechanism, Ruderman-Kittel-
Kasuya-Yosida (RKKY) exchange, superexchange, double exchange, etc. can give rise to
anisotropic exchange.
Due to its electrostatic nature the isotropic Heisenberg exchange is relatively strong.
And therefore, the magnetic state of a system is determined mainly by its isotropic ex-
change. The anisotropy exchange usually is a small correction to isotropic exchange and
it is frequently neglected [65]. However, stability of certain magnetic structures can be
reached by competition of isotropic and anisotropic exchange [66]. Lowest-order mag-
netocrystalline anisotropy is relativistic as well but it cannot be considered as a small
correction to a leading non-relativistic term. As a consequence, it must be taken into
account when the length scale approaches or exceeds l0 = 7.2 nm [67], for example, when
considering magnetic domains. The length scales in order of l0 are indeed encountered
in many nanomagnetic problems [68–70] indicating that nanomagnetism goes beyond a
“mixture” of atomic and macroscopic physics.
Expansion of the free energy in a slow-varying spin density besides gradient terms (1.9)
dives rise to the gradient term of following form:
Esex = B
∫ [(
∂mx
∂x
)2
+
(
∂my
∂y
)2
+
(
∂mz
∂z
)2]
dV, (1.12)
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where the anisotropy exchange constant B is reduced by order of magnitude in comparison
with exchange stiffness A.
1.2.4 Antisymmetric Exchange: Dzyaloshinskii-Moriya Interaction
The antisymmetric part of the exchange interaction can be cast in the following form
Eaex = −
1
2
∑
i 6=j
SiÂ
a
ijSj = −
1
2
∑
i 6=j
Dij · (Si × Sj), (1.13)
where
Dxij =
Ayzij − A
zy
ij
2
, Dyij =
Azxij − Axzij
2
, Dzij =
Axyij − A
yx
ij
2
. (1.14)
The fact that exchange interaction might also contain an antisymmetric term was ob-
served first by Dzyaloshinskii (1958) [5] and Moriya (1960) [4]. Dzyaloshinskii predicted,
purely on grounds of symmetry, that the combination of low symmetry and spin-orbit
couplings gives rise to antisymmetric exchange interactions. Moriya found a microscopic
mechanism which leads to such a term in systems with spin-orbit couplings. Thus,
term (1.13) is called the Dzyaloshinskii-Moriya interaction.
The latter couplings occur in low-symmetry crystals and its typical manifestation is a
weak ferromagnetism whereby a net ferromagnetic moment develops in an antiferromagnet
due to a slight misalignments of the sublattice magnetizations from their antiparallel
arrangement. The weak ferromagnetism observed in several antiferromagnetic insulating
compounds, such as α-Fe2O3 or CrF3, was attributed by Moriya and Dzyaloshinskii to
this interaction. Later it has been proposed that the same interaction is presented in
the low temperature distorted phases of the La2CuO4 and YBa2Cu3O6 type perovskite
compounds [71–75], as well as in the chiral bulk magnet MnSi [7, 76,77].
Another fundamental macroscopic feature of this antisymmetric coupling takes place in
non-centrosymmetric magnetic crystals where this interaction tends in competition with
isotropic exchange and magnetic anisotropy to rotate the spins creating a large variety
of helical and Skyrmionic structures [6, 18, 20, 26, 36, 37]. Dzyaloshinskii showed that
in this case Dzyaloshinskii-Moriya interaction stabilizes long-periodic spatially modulated
structures with fixed sense of rotation of the spin. Within a continuum approximation the
interaction responsible for these modulations are expressed by inhomogeneous invariants.
They are linear with respect to the first spatial derivatives of a magnetization [6]:
L
(k)
ij = mi
∂mj
∂xk
−mj
∂mi
∂xk
, (1.15)
where i, j, k are certain combination of Cartesian coordinates x, y, z. Such antisymmetric
mathematical forms are known as Lifshitz invariants and were first studied in the theory
of phase transition [78].
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Depending on the crystallographic symmetry, the energy of Dzyaloshinskii-Moriya cou-
plings contains different combinations of Lifshitz invariants and causes different geometries
of magnetic modulations (see Appendix A).
1.2.5 Induced Dzyaloshinskii-Moriya Interactions
Symmetry breaking by stresses or applied magnetic, or electric fields may induce chiral
magnetic couplings also in centrosymmetric crystals [12]. For bulk magnetic materials
such couplings are supposed to be very weak but the situation changes drastically in case
of small artificial structures such as ferromagnetic thin films, multilayers, nanowires, and
nanodots.
The broken inversion symmetry at surfaces or interfaces of thin magnetic layers is an
important source of chiral Dzyaloshinskii-Moriya interactions [18,19,79]. These antisym-
metric Dzyaloshinskii-Moriya exchange couplings arise due to spin-orbit effects on the
electronic structure due to the inversion-asymmetric crystal fields near the surface [19].
According to numerous experimental data on ferromagnetic layer systems, inhomogeneous
stresses created by lattice mismatch, related defects, or interdiffusion between magnetic
and non-magnetic layers substantially influence their magnetic properties. Under these
conditions, induced chiral couplings should be inhomogeneous within magnetic nanostruc-
tures. Thus, the phenomenological chiral energy density can be written as
wD = Dη(r)L(m), (1.16)
whereD is the Dzyaloshinskii constant, L is a Lifshitz invariant and function η(r) describes
the inhomogeneous distribution of the magnetic chiral energy. This function plays the
role of a chiral order parameter and may be treated as a physical field additional to the
magnetization field. Possible distributions of the order parameter can be described by
a Landau-Ginsburg - type interaction functional (1.27) similar to the surface anisotropy
problem. The related order parameter on surfaces will have certain fixed values which
should be used as boundary conditions for the variational problems.
These theories now are supported by modern quantitative ab initio calculations for mag-
netic nanostructures [50,80–83]. Recent experiments [15,17,84,85] provide clear evidence
for these surface-induced Dzyaloshinskii-Moriya interactions, as they display long-period
modulated non-collinear magnetic states, which can be identified as chiral Dzyaloshinskii
spirals [6]. From general principles, one expects that the Dzyaloshinskii-Moriya coupling
is the leading spin-orbit effect in all cases where it can exist due to broken inversion
symmetry, i.e., it can become stronger than usual magnetic anisotropies, in particular
in materials with highly symmetric lattice structure. Still, information on the relevance
and magnitude of surface-induced Dzyaloshinskii-Moriya interactions in magnetic layers
is scarce.
Another way to break the inversion symmetry of crystal is to put some structural
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defects on it. These defects act as a source of additional local chiral interactions similar
to the Dzyaloshinskii-Moriya couplings in magnetic crystals from non-centrosymmetric
crystal classes [86,87]. Experimental observations show that in magnetic films dislocations
result in the formation of non-collinear spin structures near dislocation cores: domain
walls [53], vortex-like and lobe-shaped magnetic structures [54] that can be referred to
chiral couplings induced by elastic torsion. The simplest expression for this interaction
is [87]:
ED =
∑
R1,R2
g(R12) [SR1 × SR2 ] · (rot uR1 − rot uR2) , (1.17)
where uR is the displacement of the atom at a lattice point R from its equilibrium position
and the energy g(R12) determines the strength of the interaction. It vanishes on a big
distance from the defect.
After transformation from the discrete model to the continuum limit, energy density of
the defect-induced Dzyaloshinskii-Moriya interaction takes the form:
wD = D (M×DM) · rot Du, (1.18)
where
D = ∂
∂x
+
∂
∂y
+
∂
∂z
. (1.19)
This energy density is linear in the first spatial derivatives of the magnetization similar
to the intrinsic Dzyaloshinskii-Moriya interactions, but with additional factor described
elastic stresses. This is general formulation for chiral interactions caused by any kind of
structural torsion. Possible effects of these couplings will be particularly strong owing to
the large strains near defects.
1.2.6 Stray Field Energy
This magnetic field energy is connected with the magnetic field generated by the magnetic
body itself. It arises because each magnetic moment in a ferromagnetic sample represents
a magnetic dipole and therefore contributes to the total magnetic field inside the sample.
Starting from general Maxwell’s equation divB = 0 and materials equations for magne-
tized bodies B = µ0(H + M) [34] the stray field (or demagnetization field) Hm is defined
as the field generated by the divergence of the magnetization M:
divHm = −divM. (1.20)
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This field can be calculated like a field in electrostatics from the electrical charges. The
only difference is that magnetic charges never appear isolated but are always balanced by
opposite charges. The energy connected to stray field is
Em = −
µ0
2
∫
Hm ·M dV. (1.21)
1.3 Secondary Couplings
The material properties are determined by the exchange energy, which in principle is
effective on a length scale of subnanometers, and the magnetostatic energy, which has
contribution from the boundaries of the material itself and which introduce a different
length scale entirely [60]. The minimization of exchange energy aligns the magnetic mo-
ments parallel to each other without preferable direction. However, this interaction, albeit
strong, has a short range, extending only to the nearest neighbour in most cases. The
minimization of the magnetostatic energy favours the existence of non-uniformly mag-
netized states. This balance leads to formation of stable domain states in macroscopic
bodies. In small (submicron scale) bodies, inhomogeneous states like Landau-patterns,
vortices etc. may arise. Hereby, isotropic exchange and stray field phenomena play pri-
mary role in formation of non-collinear structures. Here, other couplings have crucial
effect on modulated states. Minimization of magnetocrystalline anisotropy favour align
all magnetization vectors along one direction, that defines the appearance of domain walls.
Presence of chiral Dzyaloshinskii-Moriya couplings results in preferable sense of rotation
for modulated structures.
1.3.1 Zeeman Energy
A magnetic moment will try to reduce its energy by aligning itself parallel to an external
magnetic field. The energy that describes the interaction of a magnetic moment with an
applied field H is called the Zeeman energy:
EH = −
∫
H ·M dV (1.22)
Zeeman energy as well as anisotropies is local energy term, i.e. its energy contribution
are determined only by the local values of the magnetization vector.
1.3.2 Anisotropy Energy
If the internal energy of a body is independent on the spontaneous magnetization direction,
the body is magnetically isotropic. However, this case is a rare exception and it turns
out that most magnetic materials are instead magnetically anisotropic. The strength, or
27
1 Phenomenological Description of Magnetic Systems with Chiral Interactions
Figure 1.1: The uniaxial anisotropy in presentation of energy surfaces. The length of the
plotted radial component is proportional to the energy density for correspond-
ing direction. (a) Easy axis anisotropy with Ku1 = 1 J/m
3 and Ku2 = 0 J/m
3,
(b) easy plane anisotropy with Ku1 = −1 J/m3 and Ku2 = 0 J/m3, (c) easy
plane anisotropy with Ku1 = −1 J/m3 and Ku2 = −1 J/m3, (d) easy cone
with Ku1 = −3 J/m3 and Ku2 = 3 J/m3.
degree, of the anisotropy is measured as an energy, which is called the magnetic anisotropy
energy. A distinction is made between anisotropies related to the crystal structure and
anisotropies due to deviations from the case of a perfect crystal lattice.
Magnetocrystalline Anisotropy
The magnetocrystalline anisotropy arises as a result of coupling between the spin and
orbital motion of electrons in the crystal lattice. This gives rise to stable directions of the
spontaneous magnetization, or easy axes, along which the magnetization preferably aligns.
Because of its origin, the magnetocrystalline anisotropy is strongly related to the lattice
symmetry. In order to find the directional dependence of the magnetization, expansion of
the anisotropy energy density in terms of the direction cosines of the magnetization vector
is often used, where the expansion is such that it fulfills the symmetry requirements set
by the crystal lattice. Only the first two non-vanishing terms of the expansion will be
considered, since higher order terms usually give negligible contributions to the energy.
The simplest case of magnetocrystalline anisotropy is uniaxial anisotropy. This type
of anisotropy is manifested, e.g., in hexagonal, tetragonal, and rhombohedral structures.
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Figure 1.2: Cubic anisotropy in presentation of energy surfaces defined as ρ = A+B ·wan
with scaling factors A and B suitable for visual representation. (a)-(b) Easy
direction along 〈100〉 with Kc1 = 1 J/m3, Kc2 = 0 J/m3 (ρ = 1 + 3wan) and
Kc1 = 0.1 J/m
3, Kc2 = 1 J/m
3 (ρ = 1 + 20wan) respectively; (c)-(d) easy
direction along 〈110〉 with Kc1 = −0.25 J/m3, Kc2 = 1 J/m3 (ρ = 2 + 20wan)
and Kc1 = −0.4 J/m3, Kc2 = 1 J/m3 (ρ = 2 + 10wan) respectively; (e)-(f)
easy direction along〈111〉 with Kc1 = −1 J/m3, Kc2 = 0 J/m3 (ρ = 2 + 3wan)
and Kc1 = 0 J/m
3, Kc2 = −1 J/m3 (ρ = 2 + 25wan) respectively.
The anisotropy energy in this case has the form (up to fourth-order terms):
wan = Ku1 sin
2 ϑ+Ku2 sin
4 ϑ, (1.23)
where ϑ is the angle between anisotropy axis and magnetization direction. This formula
can be also applied for induced uniaxial anisotropy. The anisotropy constants Ku1 and
Ku2 are an energy volume densities and measured in units of J/m
3. A large positive
Ku1 describes an easy axis, whereas a large negative Ku1 describes an easy plane type of
anisotropy (Fig. 1.1). Since the temperature dependence of Ku1 and Ku2 are generally
different (Ku2 is often negligible at high temperature), the preferential magnetization
direction may change as a function of temperature (spin-reorientation transition). A
similar film-thickness-dependent transition is observed in films where surface and bulk
anisotropy contributions compete. For crystals with lower symmetry than tetragonal or
hexagonal, or in cases when several uniaxial anisotropies are superimposed generalized
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second-order anisotropy can be used [34]:
wan =
∑
ij
Kijmimj, (1.24)
where Kij is an anisotropy tensor defined by the symmetry properties of the crystal.
The magnetocrystalline anisotropy energy density of cubic crystals can be found by
a polynomial series expansion in terms of the directional cosines according to [34]:
wan = Kc1(m
2
1m
2
2 +m
2
2m
2
3 +m
2
3m
2
1) +Kc2m
2
1m
2
2m
2
3, (1.25)
where mi are the magnetization components along the cubic axes. If the second term can
be neglected, the easy axes are the < 100 > axes for Kc1 > 0 and the < 111 > directions
for Kc1 < 0 (Fig. 1.2 a, e). If Kc2 is not assumed to be zero, the easy axes depend on
both Kc1 and Kc2 (Fig. 1.2) [88].
Surface/Interfaces Anisotropy
At surfaces and interfaces the broken symmetry modifies the couplings and specific aniso-
tropy can appear, as suggested by Néel [89]. It is called surface anisotropy and is
described by additional phenomenological parameter. The surface anisotropy can favour
an easy magnetization direction either parallel or perpendicular to the surface plane. The
simplest phenomenological approach is based on the concept of the effective magnetic
anisotropy energy which could be separated in a volume and surface terms and approxi-
mately conform with the experimental relation:
Keff = Kv +
2Ks
t
, (1.26)
where t is the thickness of a layer, Kv is an energy density per volume and Ks is an
energy density per surface. From (1.26) results that for critical film thickness tcr =
2Ks/Kv transition from in-plane to out-of-plane magnetization occurs. For Co layer on
Pb substrate this thickness is 13 Å [90]. Such behavior is general for all magnetic multilayer
compositions, e.g., Co/Pt, Co/Cu, Fe/Au.
At the same time for many layered systems with reduced thickness, the function K(1/t)
becomes strongly nonlinear which is at variance with Eq. (1.26) [91–93]. Moreover, the
general validity of the Néel theory has been questioned in a number of publications [91,94].
On the whole, the heuristic Néel approach as well as similar models have succeeded to
give qualitative explanations of some general features of the induced anisotropy. However,
they do not account for many other observed effects and they fail to give a quantitative
description of the magnetization structures in magnetic nanostructures.
A more sufficient and experimentally proved model of surface-induced anisotropy in
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Figure 1.3: (a) Inhomogeneous distribution of the anisotropy K̃(z) across a magnetic film
according to Eq. (1.27). For the curves from the top to the bottom, the
chosen value of α decreases. (b) Typical phase diagram (schematic) for the
magnetization structure of magnetic films. Depending on layer thickness d and
on the strength of induced uniaxial anisotropy at the film boundaries q ∝ K0
three phases may exist as symbolically depicted by the insets. A twisted phase
is separated from the two homogeneous phases by second-order transition lines
d1 and d2. At the dashed line the energy for perpendicular and parallel phase
would be equal. For q > qc only perpendicular and twisted phase exist. Data
is taken from Refs. [18,95].
magnetic film treats anisotropy energy density Ks as an inhomogeneous order parameter-
field derived from a general interaction functional
EIA =
∫ (
α
(
∂K
∂xi
)2
+ f(K)
)
dV, (1.27)
where K(r) is the distribution of anisotropy, f(K) = αK2 is a homogeneous function.
Such a phenomenological description shows that reducing the thickness to the atomic
limit yields a substantial redistribution from the surface-like contribution for thick film
(limit of Néel theory) to smooth distributions for thin films (Fig. 1.3 a) and an increasing
tendency to states with out-of-plane magnetization (Fig. 1.3 b).
Shape Anisotropy
With respect to the physical origin of anisotropy it is necessary to distinguish between
magnetostatic effects and magnetocrystalline anisotropy. Magnetostatic interactions give
rise to a shape anisotropy. Shape anisotropy is determined by the diameter and thick-
ness of a magnetized specimen. A simple case is a sphere, when there is no preferred
orientation for the moments; therefore, there is no overall shape anisotropy. To show how
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the shape anisotropy arise from demagnetization let consider an infinitely extended in the
x − y plane plate with magnetization direction dependent only on one coordinate z. In
this situation the magnetostatic problem has a simple analytical solution for the dipolar
stray field Hm [34]:
Hm, z = −Mz = −MSmz, wm = −
µ0
2
Hm ·M =
µ0M
2
S
2
m2z. (1.28)
An analogous rigorous solution applies to cylindrically symmetric magnetization distribu-
tion [36].
The energy density wm has the same form as uniaxial anisotropy and it is convenient
to introduce parameter Km = µ0M
2
S/2. The quantity Km becomes 2πM
2
S in the Gaussian
system. The stray field energy density (1.28) is just Km for plate that is uniformly
magnetized perpendicular to its surface. As this is a particularly unfavourable situation,
the quantity Km is a measure for the maximum energy densities which may be connected
with stray fields. Even in cases where a stray field energy is much more difficult to calculate
that by the simple formula (1.28), it will scale with the material parameter Km [34].
Another classical example is that of uniformly magnetized ellipsoid. The demagnetiz-
ing field of an ellipsoid is uniform and linearly related to the magnetization M by the
symmetrical demagnetizing tensor N:
Hm = −N ·M, wm = Km mT ·N ·m, (1.29)
where demagnetizing tensor for general ellipsoid with axes (a, b, c) is determined by the
integrals
Nα =
abc
2
∫ ∞
0
dη
(α2 + η)
√
(a2 + η)(b2 + η)(c2 + η)
, (1.30)
where α = a, b, c and sum Na +Nb +Nc is always equal to one. The demagnetizing factor
of compact bodies is often well approximated by that of the inscribed ellipsoid.
1.4 Common Energy Functional
Within the phenomenological model the energy density of a ferromagnet can be presented
in the common form:
w = A
(
∂mi
∂xj
)2
+ wD −H ·M−
1
2
M ·Hm + w̃, (1.31)
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including isotropic exchange interactions, Dzyaloshinskii-Moriya interactions, Zeeman en-
ergy, and stray field energy. The last energy term in (1.31) includes secondary terms, e.g.,
uniaxial anisotropy, anisotropic exchange couplings etc.
The first terms include only basic interactions essential to stabilize modulated states.
Solutions for modulated states and their most general features attributed to all chiral fer-
romagnets are determined by these energy terms. However, weaker interactions included
in w̃ determine the stability limits of the different modulated states. The fact that ther-
modynamical stability of individual phases and conditions of phase transitions between
them are determined by magnetocrystalline anisotropy and other relativistic or weaker
interactions means that the basic theory only determines a set of different and unusual
modulated phases, while the transitions between these modulated states, and their evolu-
tion in magnetization processes depends on symmetry and details of magnetic secondary
effects in chiral magnets, particularly the strength of relativistic magnetic interactions.
Thus, functional (1.31) is the generic model for a manifold of interaction functionals de-
scribing different groups of non-centrosymmetric magnetic systems, because it allows to
identify the basic modulated structures that may be found in them.
In the trivial case of centrosymmetric uniaxial ferromagnets, i.e., wD = 0 and w̃ =
−Ku(m · a)2, competition between exchange and demagnetization energy leads to forma-
tion of stripe domains in zero field with domain orientation along the anisotropy axis.
Applying a magnetic field parallel to this direction transform them to bubble domains
that spontaneously collapse in increasing field [I].
1.5 Modulated States under the Dzyaloshinskii-Moriya
Interactions
The presence of Dzyaloshinskii-Moriya interactions in magnets results in large variety of
spatial modulations of the magnetization with long length of the periodicity and fixed
sense of rotation [6, 12].
One-Dimensional Modulations
In absence of additional external effects (e.g., magnetic fields, anisotropies, current, me-
chanical strains) spirals are the only stable modulated structures for non-centrosymmetric
magnets. This spiral structure may extend over several decades of unit cells. For example,
the period of the spiral in the helimagnet MnSi [7] is equal to 39 unit cells (180 Å) and
an even larger period of 149 unit cells (700 Å) is realized in FeGe [13]. Furthermore,
under certain conditions, the period of the spirals may be significantly varied by applying
an external magnetic field. In fact, Dzyaloshinskii [6] showed that in some critical field
spiral states transform to an inhomogeneous state by infinite growth of the spiral period
L = L(H).
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Consider a Bloch-like spiral. It can be treated as a set of the parallel planes perpendic-
ular to the direction of propagation. Each of these planes is magnetized homogeneously
while the neighboring planes differ by the orientation of the magnetization. Characteris-
tic attribute of the Bloch domain walls is zero impact of demagnetization energy to their
micromagnetic structure. This feature is inherited by Bloch-like modulated states. This
type of spirals is favoured by the Dzyaloshinskii-Moriya interaction L
(y)
zx − L(x)zy and prop-
agates along the y-axis. Then total energy for this spiral in representation of spherical
coordinate M = Ms(0, sinθ, cosθ) has the form [36]
E =
1
L
∫ L
0
[
A
(
dθ
dy
)2
−Ddθ
dy
+Ksin2θ +HMS(1− cosθ)
]
dy. (1.32)
In zero magnetic field and for zero anisotropy a flat helix forms the magnetic ground
state as a single harmonic mode with wave number q = D/2A, where the phase angle θ
varies linearly along the propagation direction θ(y) = q · y. In sufficiently high field the
spiral structure is replaced by the uniform state with the magnetization along applied
field. Particularly for zero anisotropy this field reaches
HH =
π2
16
D2
AMS
. (1.33)
Near this transition field the magnetic moments in the spiral align almost parallel to the
field and change their orientation only at the end of the period. The spiral structure can be
treated then as a system of isolated 360◦-domain walls, that was observed experimentally
in Cr1/3NbS2 [96]
Two-Dimensional Modulations
Under additional conditions non-centrosymmetric crystals can possess two-dimensional
modulations. First mechanism of realization such states was proposed by Bogdanov and
Yablonskii in 1989 [20]. They suggested that in magnets with certain class of symmetry
(e.g. Cnv and D2d with n = 3, 4, 6) vortex states are realized as a thermodynamically
stable structures in certain range of applied magnetic fields.
Isolated Skyrmions can be considered as an isolated static solitonic textures localized in
two spatial directions which can be extended into the third direction as Skyrmion strings.
Magnetization in the center pointing opposite to an applied field rotates smoothly and
reaches the state along the field at the outskirt of Skyrmion. The way of magnetization
twist is dependent on the symmetry of the magnet. The asymptotic behavior of the
magnetization far from the Skyrmion center is identical to the planar ferromagnetic wall:
θ ∝ exp(−ρ
√
A
√
HMS +K). (1.34)
Near the center the competition between exchange stiffness and Dzyaloshinskii-Moriya
couplings determines the magnetization configuration as
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Figure 1.4: Modulated states in chiral magnets. Helicoid (a) and conical helix (b) with
propagation direction q perpendicular and along to the applied field, respec-
tively; Skyrmions: isolated (c) and condensed into the hexagonal lattices
(d); (e) three-dimensional modulations treated as a “hopfion-antihopfion” pair
(from Ref. [104]). (f) presents the experimental observation of modulated
states: (I) spiral in Fe0.5Co0.5Si (from Ref. [105]); (II) spiral in Mn mono-
layer on W(110) (from Ref. [84]); (III-IV) isolated and lattice of Skyrmions in
Fe0.5Co0.5Si (from Ref. [46]); (V-VI) Skyrmion lattice in FeGe (from Ref. [47]).
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θ ∝ D
A
ρ. (1.35)
This linear behavior of magnetic structure near the Skyrmion center enable to readily
estimate the Skyrmion size both for isolated and bound Skyrmions. The equilibrium size
of isolated Skyrmions arises as a result of competition between chiral and Zeeman energies:
R ∝ D
H
. (1.36)
This means that in centrosymmetric systems with D = 0 localized solutions are radially
unstable and collapse spontaneously under the influence of applied magnetic field [36].
Surprisingly for condensed assemblies of Skyrmions this size does not depend on the
magnetic field or anisotropy:
R ∝ A
D
. (1.37)
In consequence, there is a different scaling dependence on the materials coefficients for
the characteristic twist length in the core and the radius of free or bound Skyrmions.
Therefore, one can distinguish a core size of the Skyrmion (or a characteristic shape of
the core) and the overall size including long-range tails of this configuration, as measured
by the radius.
The characteristic size of Skyrmions is comparable with domain wall thickness and
therefore they are much smaller than bubble domains stabilized by the dipole-dipole in-
teractions in the magnetic films with perpendicular anisotropy [I]. Despite of topological
similarity Skyrmions and bubbles are two branches of solutions of energy minimization
problem and they are fundamentally different [51, 97]. Cylindrical bubbles are intrinsi-
cally unstable and only arise by the tension of ordinary domain walls and the surface
depolarization as an effect of the shape of a magnetized body. Chiral Skyrmions are true
solitonic textures. These particle-like topological objects arise due to competing influence
of internal short-range interactions. Namely they are stabilized by the specific mechanism
due to Dzyaloshinskii-Moriya interactions.
Skyrmion states are classified as both topologically and physically stable. The existence
of stable solutions of Skyrmions is a consequence of the non-trivial topology of the mapping
of the physical space into the field space. For Skyrmion configurations, the physical
space R2 can be compactified, R2 ∪ {∞}, which is topologically equivalent to S2. This
compactification of the physical space and the compact target space gives rise to the
field (magnetization distribution) configuration being a map S2 → S2. Such map can
be classified by the homotopy class π2(S
2) = Z. This non-trivial homotopy class is
characterized by an integer that is called topological charge or in this concrete case -
Skyrmion number Q:
Q =
1
4π
∫
m ·
(
∂m
∂x
× ∂m
∂y
)
dxdy, (1.38)
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where m is a unit vector along the magnetization, and the integration is done over the
inhomogeneous magnetization distribution. For trivial magnetization distribution Q = 0.
States with different integer Skyrmion numbers cannot be continuously deformed into one
another.
In the current context, the Skyrmionic state resides on a two-dimensional plane. On
each spatial point of the plane, there is a three-dimensional order parameter which, in our
case, is the magnetization M. Topologically, a Skyrmion is a magnetic state such that,
when it is mapped onto a sphere (via stereographic projection), it resembles a monopole
or hairy ball. This means that on mapping from a flat space to the surface of a sphere,
the individual magnetic moments will always point perpendicular to the surface of the
sphere, much like a magnetic monopole. The above topological classification is valid for
an “ideal” Skyrmion on an infinite two-dimensional plane or disk with the condition that
the local moment M(r) at spatial infinity (irrespective of the location r on the infinite
disk) all orient in the same direction: limr→∞M(r) = M0. In such a case M0 corresponds
to the magnetization at the “point at infinity”. On applying a stereographic projection
of the infinite plane onto a unit sphere, M0 maps onto the magnetization at the north
pole of the unit sphere while the oppositely oriented M at the origin corresponds to the
magnetization at the south pole. In such a case, the Skyrmion number is identically equal
(in absolute value) to unity. Considering the mapping onto the sphere S2 describing the
space of the order parameter of more general continuous magnetization configurations on
plane with a unique limit at infinity, one sees that the natural numbers of the homotopy
π2(S
2) = Z count how many times this sphere is covering the real space R2 ∪ {∞}.
Therefore, the topological charge Q from Eq. (1.38) is often called a wrapping number.
In many physically pertinent geometries, e.g. [98], there are finite-size limits which only
allow the magnetization M to exhibit the trend of approaching a uniform value M0 as one
moves away from the center of the system. In this case, the integral in Eq. (1.38) is not
an integer. However, it is clear that, in the limit of infinite planar size, these states would
become ideal Skyrmions and the winding number Q would approach an integer value.
Alternatively, Skyrmions can be characterized by their chirality. The chirality of a non-
collinear structure can be measured from the strength of the twist or helical rotation of
the magnetization, m · (∇×m). For the radial vortex structure, the local twist is given
by the expression
τ =
(
dθ
dρ
+
1
ρ
cos θ sin θ
)
. (1.39)
The sign of this expression measures the local and helical chirality in the structure. The
local twist is equivalent to the local density of the Dzyaloshinskii-Moriya energy. In
particular, for 0 ≤ θ ≤ π/2 and θρ > 0 the local chirality of the helical structure is
positive. Alternatively, the local chirality can be measured by the µ = z component of
the chiral current
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jµ =
1
8π2
εµνλm ·
(
∂m
∂xν
× ∂m
∂xλ
)
. (1.40)
The evaluation for the vortices structure gives a chirality
χ =
sin θ
2πρ
dθ
dρ
. (1.41)
Another non-collinear state with the same π2(S
2) homotopy is a meron. It represents
the smooth map S2 without poles, onto the equator of the sphere. In this case the
point x ∈ D ⊂ S2, where D indicates the compact cylinder, is a singular point for map
S2 → S2 [99]. Unlike to Skyrmions, merons are characterized by half-integer topological
charge and, therefore, they are also known as half-Skyrmions. Meron can not exist by
itself since it carries only one-half Skyrmion number and, hence, it requires additional
conditions for stability. Originally these textures were invented as half-instantons in the
context of quark confinement in particle physics [100]. Later they were introduced as a
half-Skyrmions in anomalous Hall effect [31]. A vortices in thin magnetic film elements
have been argued to be also a merons, i.e., half-Skyrmions [32, 33]. Existence of latter
structures is due to competition of exchange coupling with stray field energy.
The influence of the Dzyaloshinskii-Moriya interaction on the stability of Skyrmion
states can be considered from the general principles [27]. In the energy functional of
the system one can separate the terms which are quadratic f2 and linear f1 in the spatial
derivatives, and also the terms which do not contain the spatial gradients f0. If the energy
functional for solutions θ(x) which are localized in D spatial coordinates
F (D) =
∫
(f2(θ) + f1(θ) + f0(θ)) d
Dx (1.42)
is a subject to the stretching-compression rescaling U(x)→ U(x/λ), then
F (D) = λD−2I
(D)
2 + λ
D−1I
(D)
1 + λ
DI
(D)
0 , (1.43)
where
I
(D)
k =
∫
fk(U)d
Dx. (1.44)
From Eq. (1.43) it is clear that the Dzyaloshinskii-Moriya interactions, that are described
by Lifshitz invariants, do not change the condition of radial stability of one-dimensional
localized states. However, for multidimensional systems chiral couplings are extremely
important (Fig. 1.5). Two- and three-dimensional, radially stable, and stationary localized
states are possible only in systems with couplings described by energy term linear in the
spatial derivatives of magnetization, i.e., Dzyaloshinskii-Moriya interactions. The scaling
dependence of the radial homogeneous excitation mode for the multidimensional localized
states clarifies how the overall physical size of these localized objects depends on the
competition of all the three contributions. However, this simple scaling idea does not
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Figure 1.5: Energy functional (1.43) for (a) one-dimensionally (F (D) = I
(D)
2 /λ + I
(D)
1 +
I
(D)
0 λ), (b) two-dimensionally (F
(D) = I
(D)
2 + I
(D)
1 λ + I
(D)
0 λ
2), (c) and three-
dimensionally (F (D) = I
(D)
2 λ + I
(D)
1 λ
2 + I
(D)
0 λ
3) modulated states. It is clear
that kink states keep their stability resulted from the competition between
direct exchange and energy term independent of spatial derivatives of mag-
netization even without chiral interaction. Contrarily, two-dimensionally and
three-dimensionally modulated states have no energy minimum at λ 6= 0 and
do not exist as a stable states without Dzyaloshinskii-Moriya interactions.
describe the internal shape and size of such a solitonic state, which have to be determined
by solving the non-linear field-equation for the energy functional (1.42). See, the discussion
on the specific case of the two-dimensional chiral magnets in the Dzyaloshinskii model
about the dependence of the magnetization configuration near the core and the radius of
Skyrmions (pp. 34-36).
Hence, in respect to the subject of this thesis, Skyrmion in non-centrosymmetric mag-
nets designates well-defined solutions of micromagnetic energy functional which have lo-
calized axisymmetric core with well-defined size, smooth distribution of magnetization,
and topologically and physically stable.
Under sufficiently strong Dzyaloshinskii-Moriya interactions isolated Skyrmions con-
dense into lattices [26,36]. This process of lattice formation results from the competition
between (i) low-energy Skyrmion cores that try to fill the whole space and (ii) high-energy
edge area that is responsible for the repulsion of Skyrmions. Increasing magnetic field ap-
plied along the Skyrmion axis leads to transformation of Skyrmion lattices by localization
of the cores and extension of lattice sizes [101]. When the value of magnetic field reaches
the critical value the lattices collapse into a set of non-interacting isolated Skyrmions [36].
In bulk cubic helimagnets Skyrmions can exist only as a metastable states even in
magnetic fields. In this case additional effects are needed to stabilize them. Latest exper-
iments [46, 47] show that the thin films of FeGe and Fe0.5Co0.5Si posses stable hexagonal
Skyrmion lattices in a wide range of applied magnetic fields. Usually in magnetic nanolay-
ers strong perpendicular anisotropy arises, either as a result of surface effects [90] or of
lattice strains. Thus, induced anisotropies give a possible explanation for these experi-
mental observations.
39
1 Phenomenological Description of Magnetic Systems with Chiral Interactions
Three-Dimensional Modulations
Within the classical models of centrosymmetric ferromagnet static three-dimensional soli-
tons can not exist that follows immediately from the Hobart-Derrick theorem [102,103]. It
turns out [27] that in the three-dimensional case for functional that consists Dzyaloshinskii-
Moriya interactions does not under the prohibition of the Hobart-Derick theorem, so the
existence of localizes states is an open question. It was theoretically investigated that in
some region of parameters, three-dimensional vortex solutions (Fig. 1.4 e) can exist [104].
These solitonic structures can be unstable, but they have a sufficiently long lifetime to be
observed experimentally.
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Nanodisks
This chapter is focused on the vortex states in thin circular magnetic dots. This non-
collinear structures consist of a narrow core with perpendicular to the disk plane mag-
netization and extended area of in-plane magnetization curling around the center. The
physical properties of such magnetic structure are represented in the first section of this
chapter. The second part is aimed to show the crucial influence of induced Dzyaloshinskii-
Moriya interactions on vortex states in magnetic nanodisks. Particularly, the analysis of
vortex solutions within the micromagnetic approach demonstrates that vortices with dif-
ferent sense of rotation lost their energy equivalence in presence of chiral couplings. It was
found that the surface/interface-induced Dzyaloshinskii-Moriya interactions can consid-
erably increase sizes of vortices with “right” chirality and suppress vortices with opposite
chirality. This allows to form a bistable system of vortices with the chirality as a basic
element for storage applications [II, III].
Last part of this chapter demonstrates that defects in crystal structure can act as a
source of additional local interactions: local anisotropies and chiral magnetic Dzyaloshins-
kii-Moriya couplings. The micromagnetic model for induced by torsions chiral interactions
are developed. This is general formulation that is applicable in micromagnetic models of
ferromagnets with such symmetry lowering effects. As an application, vortex states in
thin circular magnetic film elements are studied under influence of a screw dislocation in
their center, where it leads to a chirality selection on the vortex states [VI].
2.1 Physical Properties of Magnetic Nanodisks
Physics of magnetism at nano- and submicrometer scales is an object of broad and in-
tensive scientific investigations stimulated by various possible applications including mag-
netic random access memory, high-density magnetic recording media, and magnetic sen-
sors [106]. Nanoscale magnetic dots with vortex states [107–109] are considered as promis-
ing components for such spintronic devices [44, 45, 110]. Experimental observations show
that such vortices consist of a localized core with a near perpendicular magnetization
and an extended area with in-plane magnetization curling around the center (Fig. 2.1 a,
c) [30,111]. It has been proposed to use both the up and down perpendicular magnetiza-
tion of a vortex, or the rotation sense of the curling in-plane magnetization as switchable
bit elements in memory devices [44,45,110].
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Figure 2.1: Vortex (a) and antivortex (b) structures, and their two-dimensional schemes
below. The arrows in the two-dimensional schemes represent the in-plane
magnetization components. (c) Vortex states in a circular magnetic nanodisk
of radius Rd with axisymmetric magnetization structure and localized core
with near perpendicular magnetization (marked by red region).
The vortex state in thin film elements results from the necessity to reduce the demag-
netization energy in competition with the exchange coupling [34,35]. In a broad range of
circular disks sizes (diameters and thicknesses) the axisymmetric vortex states correspond
to the ground states of the system (Fig. 2.2) [112]. The minimal disk radius for observa-
tion a vortex structure as a lowest energy state is Rcr = 1.04 LE, where LE =
√
A/MS
is an exchange length [112]. Within the usual micromagnetic calculations the shape and
size of the vortices are determined by the competition between exchange and stray field
energy [113, 114]. In particular, the vortices with different chirality are degenerate: the
four possible vortex ground states differentiated by their handedness of the in-plane cir-
culation of the magnetization and polarity all have the same energy within these standard
micromagnetic models.
Also nanodisks can form antivortices (Fig. 2.1 b). This spin structure is equivalent to
the superposition of two perpendicular 180◦-domain walls. Like a vortex the antivortex has
an out-of-plane magnetization in the center. However, the antivortex does not correspond
to an energy minimum for the nanodisks and is not stable [115].
A static magnetic field H applied in the plane of a nanodisk will displace the vortex core
from its center along the radial trajectory perpendicular to H. If the field is increased,
the core will be forced out of the disk and the vortex will be destroyed [107, 116]. In
increasing magnetic field a single domain configuration will be reached.
In case of a short in-plane magnetic field pulse the observed behavior of vortex core
is different. Immediately after applying the field pulse, the core begins to move in the
direction of the field for right-handed chirality and in the opposite direction for left-handed
[117]. After stop of the pulse the vortex core precesses around its equilibrium position
in a near byspiral trajectory. The core in this gyrotropic motion is under the influence
of the magnetostatic field that appears with its displacement. The rotating direction of
the core is also defined by the chirality of the vortex. Micromagnetic simulations show
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Figure 2.2: The phase diagram for disk shape samples with reduced radius R/LE and
thickness L/LE, where LE =
√
A/MS is an exchange length. The area marked
by (I) denotes the existence region of stable vortex states, while (II) and (III)
corresponds to the in-plane and out-of-plane uniformly magnetized configura-
tion (figure from [112]).
that the antivortices also perform spiral-like trajectories after being subjected to in-plane
magnetic field pulses [118]
A static magnetic field applied perpendicular to the plane of the nanodisk can invert
the polarity of a vortex core. This field must be above some critical value and directed
opposite to the core magnetization. This magnetization reversal can be also produced by
the in-plane rotating magnetic fields of much smaller intensity. The process of polarity
inversion goes through the intermediate phase, in which an antivortex is created and, in
its turn, annihilates the initial vortex [119]. Another form of reverting the vortex polarity
is achieved through the application of a spin-polarized ac electric current [120], through
a mechanism called spin-switching [38, 39]. The ac current induces a precession of the
vortex core and a magnetic field proportional to the velocity of the motion of the core.
This current must have a frequency close to the resonance frequency of the magnetic
core, usually of a few hundred megahertz. When the core velocity reaches the critical
value, it inverts its polarity [120]. This critical velocity is similar to the critical velocity
of one-dimensional domain wall motion (Walker velocity) that corresponds to the Walker
breakdown [121]. This velocity is approximately given by vc = γGMSLE/
√
4π, where γG
is the gyromagnetic factor. It is estimated as vc = 350 m/s for a permalloy nanodots [114].
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The symmetry properties of vortices and antivortices can be expressed by several char-
acteristic numbers:
1. polarity p = ±1 indicates the magnetization direction in the center;
2. chirality c = ±1 determines whether the in-plane magnetization circulates by clock-
wise or counter-clockwise;
3. winding number n assigns +1 for vortices and -1 for antivortices. The winding
number of a vector field V(p) is calculated by counting along a counter-clockwise
rotation the number of revolutions of V(p) if the revolutions are clockwise this
number is negative, if counter-clockwise, positive [122];
4. Skyrmion number Q = np/2.
Four different vortex states in nanodisks can be described by the pair of indices (p; c).
When a vortex-antivortex pair meets, they are annihilated. A vortex-antivortex pair
with the same polarity has zero Skyrmion number. In this case the annihilation leads
to a gradual decrease of the total energy of the spin arrangement. If the polarities are
opposite, the total Skyrmion number is |Q| = 1 and the annihilation of this pair produces
a burst of spin waves [33].
2.2 Vortex States under the Dzyaloshinskii-Moriya
Couplings
Because of symmetry breaking by the surface, one can expect that surface-induced Dzyalo-
shinskii-Moriya interactions should generically exist in magnetic nanodisks and influence
the vortex states. As the vortex states are chiral themselves, the effect of the chiral Dzyalo-
shinskii-Moriya couplings is less obvious. However, in the presence of Dzyaloshinskii-
Moriya interactions the chiral degeneracy of the left- and right-handed vortices is lifted
[II, III].
2.2.1 Equations and Methods
To describe the chiral symmetry breaking in the vortex ground states of circular thin
film elements the basic micromagnetic approach is used. The energy density of a uniaxial
ferromagnet with chiral interactions can be written then in the following form [36]:
w = A
∑
i,j
(
∂mj
∂xi
)2
−M ·H− 1
2
M ·Hm +Ku(m · a)2 + wD, (2.1)
where m is the unity vector along the magnetization M = MSm and MS is the saturation
magnetization. The couplings are given by the exchange stiffness A. The anisotropy axis
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a is taken perpendicularly to the disk surface, and Ku is the anisotropy constant which
must be positive in easy plane materials. H is the external magnetic field, and Hm is the
stray field. The Dzyaloshinskii-Moriya energy wD is determined by the symmetry of the
surface/interfaces [19] and takes the following form
wD = D
(
L(y)zx − L(x)zy
)
, (2.2)
with the allowed Lifshitz invariants (1.15). This wD term favours the curling mode of the
magnetization, where the rotation sense is determined by the sign of the Dzyaloshinskii
constant D. Depending on crystallographic symmetry, other types of Lifshitz invariants
may occur which may favour different twisted non-collinear magnetization structures. Vor-
tex cores under influence of such chiral Dzyaloshinskii-Moriya interactions terms take on
other configurations similar to the Skyrmion core structures determined in Appendix A.
In general, these cores may not remain circular character. For example, Lifshitz invariants
(L
(x)
zx +L
(y)
zy ), possible in Laue classes 3m, 4m, and 6m, induce a cycloidal rotation of mag-
netization vector [36]. Unlike to circular vortex, such vortices produce the uncompensated
magnetic edge charge that is energetically unfavourable [34].
The equilibrium configurations of m are derived by solving the equations minimizing
the energy (2.1) together with equations of magnetostatics. To describe vortex states in
a disk of radius Rd and with zero or perpendicular applied field, I consider axisymmetric
distributions of the magnetization and express the magnetization vector m in terms of
spherical coordinates and the spatial variables in cylindrical coordinates:
m = (sin θ cosψ; sin θ sinψ; cos θ),
r = (ρ cosϕ; ρ sinϕ; z). (2.3)
Because four different vortex states can be described by the indices (p; c), one can
introduce the chirality of the Dzyaloshinskii-Moriya coupling as D = |D|c̃. Then the
Dzyaloshinskii-Moriya interactions favour states with c = c̃ and suppresses those with
opposite chirality c = −c̃. Here I assume for definiteness that the vortices have posi-
tive chirality, c = 1, and study their properties for different sign of D. Thus, positive
Dzyaloshinskii-Moriya couplings favour these vortices, while they are suppressed in the
opposite case, D < 0.
Due to the non-local character of stray field interactions the micromagnetic problem
Eq. (2.1) constitutes a set of integro-differential equations [34]. In order to simplify this
problem I consider the limit of a thin film where the magnetodipole energy has a local
character and reduces to a “shape” anisotropy Km = 2πM
2
S [123] . This can be added to
the uniaxial anisotropy Ku yielding a redefinition of the anisotropy energy in Eq. (2.1) by
an effective anisotropy constant K. I also introduce the characteristic (exchange) length
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le, the anisotropy field Ha, and a critical value of the Dzyaloshinskii constant D0
le =
√
A
K
,
Ha =
2K
MS
,
K = Ku + 2πM
2
S > 0,
D0 =
√
AK, (2.4)
as proper material parameters of the problem. They establish important relations be-
tween vortex solutions and magnetic states in laterally infinite magnetic nanolayers. The
anisotropy field Ha determines the equilibrium magnetization of homogeneously mag-
netized layers in an applied perpendicular field H. The constant D0 gives a threshold
“strength” of the Dzyaloshinskii-Moriya coupling in comparison with the exchange and
anisotropy: for |D|/D0 > 4/π = 1.273 the magnetization of a layer transforms into a
modulated state [6, 36]. The exchange length gives a characteristic radius of the vortex
core. Most experimentally investigated nanodisks have radii much larger than the ex-
change length, Rd  le. In this case vortices consist of a strongly localized core encircled
by a wide ring with a constant polar angle θ = θh (Fig. 2.1 c) defined as
cos θh =
H
Ha
. (2.5)
The variational problem for functional (2.1) has rotationally symmetric solutions ψ =
ϕ± π/2, θ = θ(ρ). By substituting the solution for ψ into Eq. (2.1) and integrating with
respect to ϕ the vortex energy can be reduced to the following form
E = 2π
∫ Rd
0
w(ρ)ρdρ, (2.6)
where
w(ρ) = A
[(
dθ
dρ
)2
+
1
ρ2
sin2 θ
]
+K cos2 θ −HMS cos θ −D
(
dθ
dρ
+
1
ρ
cos θ sin θ
)
, (2.7)
where the magnetic field H is assumed to be perpendicular to the disk plane.
The Euler equation for θ(ρ)
A
(
d2θ
dρ2
+
1
ρ
dθ
dρ
− 1
ρ2
sin θ cos θ
)
− D
ρ
sin2 θ +K sin θ cos θ − 1
2
HMS sin θ = 0 (2.8)
with the boundary conditions
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Figure 2.3: (a) Typical phase space trajectories for the solutions of the auxiliary Cauchy
problem (Eqs. (2.8), (2.11)). (b) Corresponding profiles θ(ρ). The shown tra-
jectories pertain to the case H = 0, θh = π/2. Due to the localized character
of the vortex states the equilibrium solutions θ(ρ) of the boundary problem
(2.8), (2.9) are close to the localized profiles given by the (dashed) separatrix
lines in the phase portrait. (In (b) the values of the initial slope, Eq. (2.11),
are α = 1.3 (1), 1.25 (2), 1.193 (3) 1.923 (4, separatrix), 1.19 (5), 1.1 (6), 1.05
(7)).
θ(0) = 0,
(
dθ
dρ
)
ρ=Rd
= g(θ, Rd) (2.9)
yields the equilibrium vortex profiles. Function g(θ, Rd) describes the pinning effect im-
posed by the surface energy at the lateral disk edge. In concrete examples, the function
g(θ, Rd) has to be derived from surface anisotropies or similar effects (see, e.g., a detailed
model for surface anisotropies in cylinders in Section 1.3.2). For D = H = g(θ, Rd) = 0
and infinite radius, Eq. (2.8) is related to the differential equation introduced by Ginzburg
and Pitaevskii in their theory of superfluid vortices in liquid helium [124]:
− ~
2m
∇2φ− αφ+ β |φ|2 φ = 0, (2.10)
where φ is a macroscopic wave function used as an order parameter determined in com-
pliance with normalization of superfluid density ρ = m |φ|2. Following the Landau theory,
one can expect the vortex core size 4 · 10−10 |T − Tλ|−1/2 m.
Similar equations describe vortex excitations in different bosonic systems including
Bose-Einstein condensates [125] and easy plane magnets [126].
As a first step in solving the boundary value problem (Eqs. (2.8), (2.9)) I consider an
auxiliary Cauchy problem for Eq. (2.8) with initial conditions
θ(0) = 0,
(
dθ
dρ
)
ρ=0
= α (2.11)
for different values of α > 0. The trajectories θ(ρ;α) for this initial value problem with 0 <
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α <∞ define a family of solutions parametrized by α. Any solution θ(ρ) of the boundary
problem (2.8), (2.9) is member of this family for a certain value of α. A qualitative
analysis of possible trajectories in the phase space, dθ/dρ ≡ θρ vs. θ, makes it possible to
single out the desired solution among other trajectories. Typical trajectories θρ(θ) for the
Cauchy problem are presented in the phase space portrait shown in Fig. 2.3. For arbitrary
values of α the lines θρ(θ) usually end by spiraling around one of the attractors (πn, 0),
n = ±1,±2 . . . . But for a certain value α̃ the line θρ(θ) ends in the point (θh, 0). Thus,
variation of parameter 0 < α < ∞ (2.11) allows to select the solutions of the boundary
problem (2.8), (2.9).
The trajectories θ(ρ) have arrow-like shape. Their core sizes can be introduced in a
manner commonly used for magnetic domain walls [34] and Skyrmions [36]: as the point
R0 where the tangent at the origin point intersects the line θ = θh,
R0 = θh
(
dθ
dρ
)−1
ρ=0
=
θh
α
. (2.12)
The solution of the boundary value problem (2.8), (2.9) can be readily found from
a set of solutions of the Cauchy problem θ(ρ;α). Namely, the solution is given by the
profile θ(ρ) which crosses line ρ = Rd at the angle β = arctan(g(θ, Rd)) (Fig. 2.3 b). The
family of the solutions θ(ρ;α) of the Cauchy problem establishes the connections between
the equilibrium vortex size (R0 ∝ 1/α), the disk radius Rd, and the anchoring energy
g(θ, Rd). The trajectories θ(ρ;α) in Fig. 2.3 (b) visually demonstrate how the vortex
core size depends on the disk radius Rd and the boundary anchoring at the edges. This
dependence should be noticeable in small disks with radii comparable to the exchange
length le. In real magnetic nanodisks one usually has Rd  le [111]. In this case the
solutions of Eqs. (2.8), (2.9) are very close to separatrix lines and the equilibrium core
retains a fixed shape and size almost identical to the separatrix solution α̃ and θh, largely
independent from the radius Rd and the anchoring energy. In this connection there is
an interesting discussion on vortex core sizes in Ref. [127–129]. Li et.al have shown that
Co disk with diameter of 6 µm possesses the vortex with core width almost 2 µm that
is much bigger that can be expected for this system. Because vortex profile oscillates at
the outskirt of a vortex, such extended core can be explained by existence of non-zero
anchoring energy related to the surface effects or arising from substrate.
The independence of the core structure on boundary conditions allows to neglect effects
imposed by the anchoring energy at the edges. Thus, I consider here the problem with
free boundary conditions, g(θ, Rd) = 0. Eqs. (2.8), (2.9) include two independent material
parameters, D/D0 and H/Ha. For fixed values of these control parameters the solutions
of the vortex profile have been derived by using the following numerical procedure. The
Cauchy problem (2.8), (2.11) was solved by the Runge-Kutta method. Through repeated
calculations for varying values α, the correct trajectory was searched by ‘shooting’ at the
boundary condition value (2.9). After that the profiles have been improved by a relaxation
calculation using a finite-difference method for the boundary value problem.
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Figure 2.4: (a) Typical solutions θ(ρ) for different values of D in zero applied field. The
vortices widen when their chirality c = 1 coincides with the chirality of the
Dzyaloshinskii-Moriya interaction, D > 0. In the opposite case, D < 0,
the vortex cores shrink. For strong negative Dzyaloshinskii-Moriya coupling
(D/D0 = −1.5) the circulation of the projected magnetization in the plane
changes the sense of rotation from positive in the core to negative at the edge,
θ → −π/2 at Rd. (b) Typical solutions θ(ρ) for different values of the applied
field and the reduced values of the Dzyaloshinskii constant: D/D0 = 0 (solid
lines), 0.5 (dashed lines), -0.5 (dash-dotted lines).
2.2.2 Vortex Solutions and Magnetization Profiles
Typical solutions of Eq. (2.8) for different values of D in zero field are shown in Fig. 2.4 (a).
The effect of applied perpendicular fields on the core structure is demonstrated in Fig. 2.4 (b).
All reported results from the numerical solution of the boundary problem (2.8), (2.9) are
for a fixed disk radius Rd = 30le. As discussed, the solutions well represent the vortex
core properties for any Rd  le.
Vortex profiles θ(ρ) have an arrow-like shape. ForD > 0 the angles θ vary monotonically
from zero at the vortex axis to θh (Fig. 2.4). In this case the magnetization has everywhere
a local chirality favoured by the Dzyaloshinskii-Moriya interactions (Fig. 2.5 a). The core
size widens with increasing D (Fig. 2.7).
For negative D the magnetization in the core has unfavourable chirality. As a result
in a certain point ρr with θ(ρr) > θh the profile θ(ρ) goes through a maximum, θ > π/2
in zero field, the slope θρ becomes negative, and the magnetization structure changes its
local chirality (Fig. 2.5 a). After that, in the range ρr < ρ < Rd the polar angle θ(ρ)
monotonically approaches the limiting value θh. As the magnitude of the negative D
increases these vortices transform into those with ”reverse” rotation to −θh (profile with
D = −1.5 in Fig. 2.4 a). For D < 0 the vortex core consists of a narrow internal part
(ρ < ρr) and the adjacent ring with a reverse magnetization rotation (Fig. 2.5 b).
Peculiarities of the vortex profiles for different sign of D are reflected in their magne-
tization distribution (Fig. 2.6). Positive D increases the width of the central spot with
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Figure 2.5: (a) Distribution of local chirality for different values of Dzyaloshinskii constant
D. For D < 0, the local chirality χ(ρ) changes its sign outside the vortex core.
The core with unfavourable chirality is encircled by a ring with negative local
polarization and favourable chirality. (b) Schematic representation of vortex
states with unfavourable chirality D < 0 with corresponding magnetization
profile (c).
mz > 0 (Fig. 2.6 a). As a result the total perpendicular magnetization of the disk
< mz >= 2π
∫ Rd
0
mz(ρ)ρdρ (2.13)
is larger in vortices of the right positive chirality. Negative D squeezes the central mag-
netization core with mz > 0 and widens the adjacent ring with negative perpendicular
magnetization (mz < 0) (Fig. 2.6 b).
The overall behavior of the vortex core sizes is summarized in Fig. 2.7 by displaying
the dependence of the core radii R0, as defined in Eq. (2.12), on the external field for
zero, positive, and negative values of D. This dependence is weak and almost linear up
to large fields H/Ha → 1, where the transition into the homogeneously magnetized state
takes place. The Fig. 2.7 (b) shows that the dependence of R0 on D is almost linear both
for zero field and for not too large positive and negative fields.
The total perpendicular magnetization of the vortex core
Mc = 2π
∫ R0
0
mz(ρ)ρdρ
also strongly depends on the Dzyaloshinskii-Moriya coupling (Fig. 2.9 b). Increasing the
favourable chiral couplings significantly increases this average magnetization.
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Figure 2.6: Magnetization profiles mz(ρ) for different values of D. For D > 0 (a) the per-
pendicular magnetized central spot broadens with increasing D. For negative
D (b) an increasing |D| widens the ring with negative mz and compresses a
central spot with positive mz.
Figure 2.7: The equilibrium sizes of vortex core R0 (2.12) as functions of reduced magnetic
field H/Ha for different values of D/D0 (a). (b) shows R0 as functions of D/D0
for different values of the applied magnetic fields.
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Figure 2.8: The four possible vortex states in magnetic nanodisks with induced chiral
interactions. They are characterizes by the polarity p = ±1 and chirality
c ± 1. The Dzyaloshinskii-Moriya couplings widen vortices with the same
chirality and squeeze vortices with opposite chirality.
2.2.3 Analytical Results for the Linear Ansatz
Vortex profiles with strongly localized arrow-like cores (Fig. 2.4) can be approximated by
a linear ansatz for the core and a flat part (Fig. 2.9 a),
θ = θh
ρ
R
, 0 < ρ < R,
θ = θh, R < ρ < Rd. (2.14)
Integration of the energy functional Eq. (2.7) with the ansatz θ(ρ) (2.14) leads to the
following expression for the vortex energy as a function of R,
E(R) = KR2 −A lnR− c̃D̃R , (2.15)
where
K = πg0(H)K, D̃ = 4πg1(H)D, A = 2πg2(H)A, (2.16)
and
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Figure 2.9: (a) The effective size of the vortex core R0 (Eq. 2.12) and the linear ansatz for
the magnetization distribution in the vortex core. (b) The total magnetization
of the core as a function of the applied field for different values of D. Inset
presents a typical magnetization profile mz(ρ), the magnetization distributions
for the linear ansatz (dashed line) and the core magnetization (hatched area).
g0(H) =
θ2h(1 + 2 cos
2 θh)− 3θh sin 2θh − 7 cos2 θh + 8 cos θh − 1
2θ2h
,
g1(H) =
sin2 θh − θh sin 2θh + θ2h
4θh
, g2(H) = sin
2 θh, (2.17)
and θh is the solution of Eq. (2.5). In Eq. (2.15) terms independent on parameter R are
omitted. Minimization of energy (2.15) yields the equilibrium radii of the core for positive
and negative D:
R1,2 = u(H)le
√( D
D0
)2
+ v2(H) + c̃
|D|
D0
 , (2.18)
where
u(H) =
g1(H)
g0(H)
, v(H) =
√
g0(H)g2(H)
g1(H)
. (2.19)
Particularly, at zero field u(0) = 1.856, v(0) = 0.988.
Eqs. (2.15), (2.18) offer an important insight into the physical mechanism that underlies
the formation of the vortex states. The exchange energy of the vortex core does not depend
on its size. This reflects a general property of vortex and Skyrmionic states [26,103]. The
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exchange energy of the adjacent ring (∝ −A lnR) favours the extension of the vortex cores
while the magnetic anisotropy energy ∝ KR2 tends to compress them. For D = 0 the
balance between these energy contributions yields the equilibrium core sizes R ∝
√
A/K,
equal for the vortices of opposite chirality. Finite values of D violate chiral symmetry
of the solutions (2.18) stabilizing vortices with different sizes of the core. The difference
between core sizes in vortices with different chirality can be readily derived from Eq. (2.18),
∆R = |R1 −R2| = 2le
|D|
D0
u(H) . (2.20)
The numerical calculations of ∆R also reveal a linear relation ∆R = a(D/D0), where the
coefficient a depends on the applied field. Particularly a(H/Ha) has the following values:
a(0) = 2.4, a(0.25) = 2.66, and a(−0.25) = 2.24. This result offers a simple method for
experimental determination of the induced Dzyaloshinskii-Moriya coupling in thin films.
2.2.4 Radial Stability of the Solutions
To study radial stability of vortices I consider a small arbitrary radial distortion ξ(ρ) of
the solutions θ(ρ) of Eqs. (2.8), (2.9) with the boundary conditions ξ(0) = ξ(Rd) = 0. I
insert θ̃(ρ) = θ(ρ)+ξ(ρ) into energy functional Eq. (2.7) and keep only terms up to second
order in ξ(ρ). Because θ(ρ) is the solution of the boundary value problem the first-order
term must vanish, and one obtains E = E(0) +E(2) where E(0) is the equilibrium energy,
and
E(2) = 2π
∫ R
0
[
A
(
dξ
dρ
)2
+G(ρ)ξ2
]
ρ dρ (2.21)
with
G(ρ) =
A
ρ2
cos 2θ −K cos 2θ + 1
2
HMS cos θ +
D
ρ
sin 2θ. (2.22)
Radial stability of the function θ(ρ) means that the functional E(2) is positive for all
functions ξ(ρ) which obey constant [37]. Correspondingly, the solutions will be unstable
if there is the function ξ(ρ) that leads to a negative energy (2.21). Thus, the stability
problem is reduced to the solution of the spectral problem for functional (2.21) [36]. By
expanding ξ(ρ) in a Fourier series
ξ(ρ) =
∞∑
k=1
bk sin(akθ(ρ)), (2.23)
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Figure 2.10: (a) The first three excitation modes for D/D0 = 0.5 and H/Ha = 0.25
and corresponding eigenvalues: λ1 = 2.966, λ2 = 8.428, λ3 = 15.685. The
structure is radially stable because the smallest eigenvalue λ1 is positive.
Inset shows the first eigenvalue as a function of the applied field and for
different values of D/D0. (b) The first excitation mode ξ1(ρ) at zero field
and for different values of the Dzyaloshinskii constant. Inset shows ξ1(ρ) for
D = 0 and different values of the applied field. Corresponding eigenvalues
λ1(H/Ha): λ1(−0.5) = 0.9556, λ1(0) = 1.7124, λ1(0.5) = 2.3644.
where a = π/θh the perturbation energy E
(2) (2.21) can be reduced to the following
quadratic form
E(2) =
∞∑
k,j=1
Akjbkbj (2.24)
with
Akj =
∫ R
0
[Aa2kj cos(akθ) cos(ajθ) +G(ρ) sin(akθ) sin(ajθ)]ρdρ. (2.25)
Radial stability of the solution is determined by the sign of the smallest eigenvalue λ1 of
matrix A: if λ1 > 0 the solution θ(ρ) is stable with respect to perturbations ξ(ρ), and the
solutions are radially unstable if λ1 is negative.
Numerical calculations demonstrate radial stability of vortex solutions for positive D
in the whole range of the magnetic fields where these solutions exist. For H/Ha = 0.25,
D/D0 = 0.5 the first three excitation modes ξ(ρ) and their eigenvalues are shown in
Fig. 2.10 (a). The variation of the first eigenfunctions and eigenvalues under the influence
of the applied field and D > 0 is shown in Fig. 2.10 (a, Inset). The lowest perturbation
eigenfunctions are connected with an expansion or compression of the vortices. The
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eigenfunctions correspond to certain magnetic modes associated with radial deformations
of the vortex core, which lead to an increase of the energy with respect to the equilibrium
vortex state. The eigenvalue of a mode yields its excitation energy. In principle, these
deformation modes could be observable as dynamical excitations of vortex cores.
For D < 0 radial stable solutions exist only below certain critical strength of the
Dzyaloshinskii constant |D| < |Dcr|. For |D| > |Dcr| vortex solutions are radially unsta-
ble.
2.3 Nanodisks with Screw Dislocation
The interaction of elastic stresses with the spontaneous magnetization is of particular
significance for magnetic materials, because these interactions are responsible for the
arrangement of domains, pinning of the domain walls and deviation from saturation [130].
Accordingly, these interactions are responsible for the influence of the microstructure,
particularly structural defects, on microscopic as well as macroscopic magnetic properties.
A first treatment of the magnetoelastic interactions in ferromagnetic materials was given
by Becker and Döring [131]. Later their ideas were used by Brown [132, 133] to develop
the modern theory of micromagnetism and to introduce modern aspects of lattice defect
theory into the field of magnetism. More recent fundamental self-consistent theories of
the magnetoelastic interactions have been published by Brown [134, 135], Rieder [136],
and Kronmüller [137]. The basic problem of elastic interactions in magnetic materials in
general is the high complexity because not only the strains but also the rotations of the
volume elements may be responsible for magnetoelastic interactions.
While planar defects like stacking faults [138], antiphase [139], or grain boundaries [140]
and complex defect structures [141] have been frequently studied, the experimental in-
vestigations of individual line or point defects were hindered for a long time by spatial
resolution limitations. Nowaday experimental technologies enable to observe the changes
of magnetic structures near such defects. Particularly, it has been shown that the nonuni-
form stress field of the dislocation results in a canting of the magnetic moments near the
dislocation core [54]. In magnetic nanodisks presence of defects considerably modifies the
vortex profiles and dynamics. Generally its core is captured by the defect after some
time [142–149].
There are many different types of crystal defects that can interact with the modulated
states. Defects may also interact with one another, e.g., point defects such as vacancies
can coalesce to form dislocation loops, single dislocation can disassociate into partial
dislocations and stacking faults or associate to form complex arrays [150]. Because of
the variety of different types and arrangements of defects and their interactions with one
another and with magnetic textures, the effects of defects on magnetic behavior can be
complex [151, 152]. Of the many different types of defects, dislocations are considered to
be the most common. Pinning of domain walls by dislocation, e.g., is modeled as the
magnetoelastic interaction between domain walls and the stress field of dislocations [153].
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Figure 2.11: The defect structures in crystalline magnets: (a) point defects (vacancy, in-
terstitial impurity, substitutional impurity, self-interstitials atoms); (b)-(c)
linear defects (edge and screw dislocations); (d)-(e) planar defects (grain and
twin boundaries); (f) volume defects (voids)
2.3.1 Structural Defects in Magnets
In crystals symmetry, periodicity, and ordering play an important role in determin-
ing the magnetic properties, which are therefore affected by crystal defects as disloca-
tions. Whereas the question of magnetism, directly or indirectly related to dislocations,
has gained much attention in the past century, it is only in recent years that a clear
and straightforward explanation has been given for deformation-dependent magnetiza-
tion, and this is largely due to electron microscopy. The defect structures in crystalline
magnets are classified according to their geometrical extension into point defects (zero-
dimensional), dislocations (one-dimensional), planar defects (two-dimensional), and vol-
ume defects (three-dimensional) [154]. Single crystalline magnets contain only point de-
fects and dislocations; in polycrystalline magnets planar defects may additionally occur.
Point defects (Fig. 2.11 a) are atomic defects such as vacancies, self-interstitials, im-
purity interstitials, substitutional impurity atoms, or atomic disorder in ordered alloys
resulting in lattice distortions.
Dislocations mostly appear as edge and screw dislocations or as a mixture of both.
Let imagine that an “extra” half-plane is put into a crystal lattice of which a cross-
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section is shown at Fig. 2.11 (b). The edge of this half-plane (normal to the cross-section)
is then called the edge dislocation. Near the dislocation the lattice structure is highly
distorted, but on distance of few lattice periods the lattice plane link together in regular
way. Nevertheless, the deformation exists even far from the dislocation. It is clearly seen
on going round a closed circuit of lattice points in cross-section, with the origin within the
circuit: if the displacement of each point from its position in the ideal lattice is denoted
by the vector u, the total increment of this vector around the circuit will not be zero, but
equals one lattice period in the direction perpendicular to extra half-plane [155].
Another type of dislocations may be visualized as the result of “cutting” the lattice
along a half-plane and then shifting the parts of the lattice on either side of the cut in
opposite directions to a distance of one lattice period parallel to the edge of the cut, then
called a screw dislocation (Fig. 2.11 c). Such a dislocation converts the lattice planes into
a helicoidal surface, like a spiral staircase without the steps. In a complete circuit round
the dislocation line (the axis of the helicoidal surface) the lattice point displacement vector
increment is one lattice period along that axis [155].
Macroscopically, the dislocation deformation of a crystal regarded as a continuous
medium has the following general property: after a passage round any closed contour
L, which encloses the dislocation line D, the elastic displacement vector u receives a
certain finite increment b which is equal to one of the lattice vectors in magnitude and
direction; the constant vector b is called the Burgers vector of the dislocation concerned.
This property may be expressed as:∮
L
dui =
∮
∂ui
∂xk
dxk = −bi, (2.26)
where the direction in which the contour is traversed and the chosen direction of the
tangent vector t to the dislocation line are assumed to be related by the corkscrew rule.
The dislocation line itself is a line of singularities of the deformation field. For the cases
of edge and screw dislocations, the dislocation lines D are straight lines along which t⊥b
or t||b correspondingly. The stress field of dislocations are of long-range type and vary as
1/r.
Planar defects are different boundaries (grain (Fig. 2.11 d), twin (Fig. 2.11 e), tilt,
microcracks). Volume defects are voids (Fig. 2.11 f), i.e. the absence of a number of
atoms to form internal surfaces in the crystal. They have similar properties to microcracks
because of the broken bonds at the surface.
Within the framework of linear elasticity, considering only lowest-order terms for mag-
netoelastic interaction, the energy density (2.1) consists of additional term
wme =
1
2
Cijklεijεkl +Bijklεijmkml, (2.27)
where Cijkl are elastic modules, Bijkl are magnetoelastic coupling constants, εij are elastic
strains. Strain energy terms caused by magnetization distribution m and magnetic forces
are proportional to the relative magnetoelastic interaction constant ψ ∼ B2/CK (in
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combination of the corresponding constants from Eq. (2.27), the indices are omitted),
where K is the magnetic anisotropy constant. For most of the magnetostrictive materials,
ψ is as low as 10−3 to 10−5, so these strains can be neglected [156]. The strains caused
by a dislocation exist independently on a magnetic subsystem and external to it. They
are inhomogeneous and lead, particularly, to the local changes in magnetic anisotropy.
Outside the core of the defect (the size of the dislocation core is about few lattice constant)
the strains can be defined in terms of linear elasticity, so the contributions of strains to
the total energy density are given by the magnetoelastic energy [156]:
w̃me = Bijklεijmkml. (2.28)
It may be concluded that defect-initiated strains induce the magnetic anisotropy of the
second order of magnetization.
Consider single screw dislocation in an uniaxial ferromagnet. According to the theory of
elasticity [155] the only non-zero components of the strain tensor εij for isotropic medium
is
εzϕ =
b
4πρ
(2.29)
(in presentation of cylindrical coordinates, b is the amplitude of Burgers vector). Thus,
for an uniaxial ferromagnet with anisotropy axis along the dislocation line, defect-induced
anisotropy takes the form
w̃me = Ki
m2z
ρ
, (2.30)
where Ki = Bzϕzzb/4π. From (2.30) results that the inhomogeneity region near the
dislocation may reach several hundred lattice constants and may exceed the domain wall
thickness in the defect-free crystal. A drastic change in the local anisotropy may obviously
modify the magnetization distribution near a defect.
From the experimental results [87] it is clear that torsional strain, violating the sym-
metry of the crystal, produces an energy difference between the right and left domains,
i.e., acts similar to a chiral Dzyaloshinskii-Moriya couplings. Essentially, this means that
there is an interaction between spin chirality and torsional strain, which can be written
phenomenologically in the form:
wD = −D (M×DM) · rot Du, (2.31)
where
D = ∂
∂x
+
∂
∂y
+
∂
∂z
.
In case of straight screw dislocation there is only one non-zero displacement
uz =
b
2π
ϕ (2.32)
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with axis z along the dislocation line [155]. Then Eq. (2.31) takes the form:
wD = −
Db
2π
1
ρ2
[
(− cos 2ϕ− sin 2ϕ) (MyDMz −MzDMy)
+ (− cos 2ϕ+ sin 2ϕ) (MxDMz −MzDMx)
]
, (2.33)
where ρ =
√
x2 + y2.
2.3.2 Equations and Methods
For axisymmetric distribution of magnetization that depends only on radial spatial coor-
dinates with magnetization vector presented in spherical coordinates and spatial variables
in the cylindrical coordinates, one can transform equation (2.33) in:
wD = −
DbM2S
2π
1
ρ2
[
dθ
dρ
(2 sinϕ cosϕ+ 1) +
sin θ cos θ
ρ
(2 sinϕ cosϕ− 1)
]
(2.34)
with θ = θ(ρ) and ψ = ϕ+ π/2 and screw dislocation in the ρ = 0.
Then total energy for axisymmetric vortex states in the nanodisks with screw dislocation
in its center can be embodied as
E = 2π
∫ Rd
0
w(d)(ρ)ρdρ
with
w(d)(ρ) = A
[(
dθ
dρ
)2
+
1
ρ2
sin2 θ
]
+K cos2 θ −HMS cos θ
−D
(
dθ
dρ
+
1
ρ
cos θ sin θ
)
−Ddl
2
e
ρ2
(
dθ
dρ
− sin θ cos θ
ρ
)
+
Kdle
ρ
cos2 θ, (2.35)
for axisymmetric vortex states. For units correspondence I introduce next dislocation-
induced coefficients: Dd = DM
2
S/le for chiral interactions and Kd = Ki/le for magnetic
anisotropy.
The variational problem for functional (2.35) reduces to an Euler equation for θ(ρ):
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A
(
d2θ
dρ2
+
1
ρ
dθ
dρ
− 1
ρ2
sin θ cos θ
)
+K sin θ cos θ −HMS
sin θ
2
−D
ρ
sin2 θ − 2Kdle
ρ
sin θ cos θ +
Ddl
2
e
ρ3
(
2 sin2 θ − 1
)
= 0. (2.36)
With the boundary conditions
θ(δ) = 0, (dθ/dρ)ρ=Rd = g(θ, Rd) (2.37)
the solutions of Eq. (2.36) yield the equilibrium vortex profiles. Here, δ is a dislocation
core size, where the linear elasticity theory is not applicable and where the magnetoelastic
couplings must be considered separately. From theoretical limit for stresses this size is of
the order of the Burgers vector modulus b. A reasonable value for the dislocation core
radius therefore lies in the range from b to 4b, i.e., δ . 1 nm in most cases [157]. In
this area induced local magnetic anisotropy likely predominates other interactions and
I assume homogeneously magnetized solution θ(ρ < δ) ≡ 0. In the limit of ρ → Rd
with Rd  le the energy of vortex in nanodisk with dislocation w(d) (2.35) approximates
the value of energy for vortex in defect-free system w (2.7). Correspondingly, for finite
disk, free boundary conditions g(θ, Rd) = 0 can be used. The procedure for deriving
the solutions of boundary problem (2.36) and (2.37) is the same that for dislocation-free
nanodisks described in Section 2.2.1.
2.3.3 Effect of a Dislocation on Vortex Solutions
Results in this section present the effect of a dislocation on the vortex structure in a
magnetic nanodisk. All reported results have been derived for fixed disk radius Rd = 30le
and dislocation core size δ = le. These solutions well represent the vortex-core properties
for any Rd  le.
Because the influence of applied magnetic field and surface-induced Dzyaloshinskii-
Moriya interactions were presented earlier in this thesis, here I assume H/Ha = D/D0 = 0.
Typical solutions of Eq. (2.36) for different values of Dd and Kd in zero field and D = 0
are shown in Fig. 2.12.
In case of negative Dd the angles θ(ρ) vary monotonically from zero at the dislocation
core to θh. In this case the local chirality of magnetization is everywhere favoured by the
Dzyaloshinskii-Moriya interactions and the core size widens with increasing |Dd|.
When Dd becomes positive the magnetization in the core has unfavourable chirality and
after some maximal value θ the slope θρ becomes negative, and the magnetization structure
changes its local chirality. After that the polar angle θ(ρ) monotonically approaches the
limiting value θh. Influence of such local induced chiral interactions is similar to surface-
induced Dzyaloshinskii-Moriya couplings [II, III].
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Figure 2.12: Typical dependence of solutions θ(ρ) on dislocation-induced Dzyaloshinskii-
Moriya interactions (a) and easy axis anisotropy (b) in zero applied field
and absence of intrinsic and surface-induced Dzyaloshinskii-Moriya couplings.
The vortices slightly widen with Dd < 0 and shrink for Dd > 0. Inset shows
the change of local polarization for unfavourable chirality. Anisotropy (b)
extend the region with near-perpendicular magnetization.
Character of the vortex profiles for different sign of Dd is reflected in their magnetization
distribution (Fig. 2.13 a, Inset). Negative Dd increases the width of the central spot with
mz > 0. As a result the total perpendicular magnetization of the disk < mz > is larger
in vortices of the right positive chirality. Positive Dd squeezes the central magnetization
core with mz > 0 and widens the adjacent ring with negative perpendicular magnetization
(mz < 0). Thus, dislocation-induced Dzyaloshinskii-Moriya couplings as well as surface-
induced ones violate chiral symmetry and lead to energy difference between the vortices
with different sense of rotation. Fig. 2.13 (b) describes this difference depending on
strength of induced interactions.
Induced uniaxial anisotropy predictably widens the vortex cores extending region with
perpendicular magnetization, thereby, increasing total magnetization of the disk. Strong
enough induced anisotropy destroys vortex structure and homogeneously magnetized state
with perpendicular magnetization occurs.
In Fig. 2.13 (b) the energy difference ∆E = Ep − En between vortices with dif-
ferent chirality is shown for the models combining dislocation-induced Dzyaloshinskii-
Moriya couplings and uniaxial anisotropy. The results show that the dislocation-induced
Dzyaloshinskii-Moriya couplings violate chiral symmetry and select vortices with one sign
of the global chirality as energetic ground-state, as in the case of surface-induced chiral-
ity selection. If the dislocation-induced Dzyaloshinskii-Moriya interactions become very
strong, they also restrict the existence range of the vortex state: for some critical value
of negative Dcr the chiral energy contributions outweighs others energies and stabilizes
twisted magnetization structures (e.g., vortices with oscillations on the outskirt). These
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Figure 2.13: (a) Magnetization profiles mz(ρ) for different values of Kd and Dd (Inset)
with H/Ha = D/D0 = 0. Positive Dd decrease the central spot with positive
mz and widens the ring with negative. (b) Energy difference between vortices
with different chirality is shown for the models combining dislocation-induced
Dzyaloshinskii-Moriya couplings and uniaxial anisotropy (E0 = D0A/K).
Inset illustrates the dependence of the critical chiral couplings on induced
anisotropy and applied fields that destroys the static vortex states.
states are not solutions of the geometrically restricted variational problem with free bound-
ary conditions (2.36)-(2.37). The dependence of the critical induced Dzyaloshinskii-Moriya
couplings on induced anisotropy and applied fields are depicted in Fig. 2.13. Because the
induced anisotropy also destroys the vortex states, the magnitude of Dcr is reduced with
increasing Kd (Inset Fig. 2.13 b).
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3 Modulated States in Uniaxially
Distorted Cubic Helimagnets
The peculiarities of the electronic [158] and magnetic [46] properties of the non-centrosym-
metric magnets with B20 structure attract unabated attention. The magnetically ordered
B20 compounds are chiral cubic helimagnets as a consequence of the broken inversion
symmetry and the Dzyaloshinskii-Moriya interactions [6, 159]. The latter couplings in-
duce long-range helical modulations with fixed sense of the magnetization rotation in
bulk samples of cubic helimagnets [6, 13, 159]. Recent direct observations of specific two-
dimensional modulations in Fe0.5Co0.5Si [105] and FeGe [160] as well as isolated and bound
chiral Skyrmions in Fe0.5Co0.5Si [46], FeGe [47] and MnSi [48] at low temperatures con-
clusively prove the existence of Skyrmions in nanolayers of cubic helimagnets. Such mod-
ulated states are expected to find application in emerging spintronic technologies [50,51].
This chapter is concerned with modulated states in cubic helimagnets. In the first
section the general theory of magnetic states in bulk sample is described. It is shown that
in the absence of additional effects the only stable state is a conical helix propagating
along the applied magnetic field. The second part of this chapter consists of the detailed
investigation of the uniaxially distorted cubic helimagnets. It is predicted that, induced
by uniaxial stresses in the bulk or arising due to surfaces effects in the thin films, uniaxial
anisotropy effectively suppresses the conical phase and stabilizes the alternative states with
propagating vector perpendicular to the applied field (helicoids and Skyrmion lattices) [IV,
V].
3.1 Magnetic Structure of Cubic Non-Centrosymmetric
Helimagnets
Cubic helimagnets belong to a group of magnetic non-centrosymmetric crystals with space
group P213 (B20-type structures) [6,159]. In these materials antisymmetric Dzyaloshinskii-
Moriya interactions induce long-range helical modulations with fixed rotation sense [6,13,
159]. Contrary to the uniaxial chiral ferromagnets from Laue classes Cnv and D2d where
thermodynamically stable Skyrmionic states can exist in a broad range of applied magnetic
fields and temperatures [26,28,36,37], Skyrmionic states compete with one-dimensionally
modulated helices in cubic helimagnets [26]. Hence, in the main part of the magnetic
phase diagram for cubic helimagnets the ordered state helical structures correspond to
the global energy minima (such texture have been observed in (Fe,Co)Si alloys [105] and
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FeGe [160]). Therefore, additional effects are necessary to stabilize Skyrmions in these
systems.
3.1.1 Phenomenological Energy for Cubic Helimagnet
Within the phenomenological theory the magnetic energy density of cubic helimagnet can
be written as [101]
w = A
(
∂mi
∂xj
)2
−Dm · rot m−
∑
i
[
B
(
∂mi
∂xi
)2
+Kcm
4
i
]
− f(M). (3.1)
The isotropic exchange stiffness with constant A, the inhomogeneous Dzyaloshinskii-
Moriya exchange with constant D that is a combinations of Lifshitz invariants wD =
D(L
(z)
yx + L
(y)
xz + L
(x)
zy ) = Dm · rot m, and the Zeeman energy are the essential couplings
to stabilize chiral modulations. The energy contribution that includes exchange (B) and
cubic (Kc) magnetic anisotropy terms is much smaller than other energy terms and will
be neglected in the first consideration; f(M) couplings comprise magnetic interactions
imposed by variation of the magnetization modulus M ≡ |M|. In a broad temperature
range the magnetization vector practically does not change its length, and nonuniform
magnetic states display only rotation of M. The low temperature properties, thus, can
be described by the model (3.1) with fixed magnetization modulus M = MS = const.
3.1.2 One-Dimensionally Modulated States
As it was mentioned earlier, chiral couplings in non-centrosymmetric magnets favour the
rotation of the magnetization vector. They destroy the homogeneous structures and
induce long-range modulations of the magnetization [6]. At zero magnetic field helical
modulations correspond to the absolute minimum of isotropic functional
w0 = A(grad m)
2 −Dm · rot m. (3.2)
These one-dimensional modulations are characterized by rotation of the magnetization
vector
M = MS (n1 cos(q · r) + n2 sin(q · r)) , |q| = L−1D , LD = 2A/ |D| (3.3)
with period LD and wave vector q. In Eq. (3.3) n1 and n2 are the orthogonal unit vectors
in the plane of the magnetization rotation. These modulations have a fixed rotation sense
determined by the sign of the Dzyaloshinskii constant D and are continuously degenerate
with respect to the propagation directions in the space. An applied magnetic field lifts this
degeneracy of the helices and stabilizes a cone solutions with the propagation direction
along the magnetic field
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Figure 3.1: Modulated states in cubic chiral helimagnets: (a) helicoid with propagation
vector perpendicular to the applied magnetic field; (b) cone helix with prop-
agation vector along the magnetic field; (c) Skyrmion with magnetization of
the core aligned antiparallel to the field; (d) hexagonal Skyrmion lattice with
approximation of circular cell (red area).
cos θ =
|H|
HD
,
ψ =
z
LD
,
HD =
D2
2AMs
,
where magnetization M = MS(sin θ cosψ; sin θ sinψ; cos θ) is represented in the spherical
coordinates and magnetic field is applied along z-direction. In such a helix the magneti-
zation component along the applied field has a fixed value
Mz = MS cos θ =
MSH
HD
, (3.4)
and the magnetization vector M rotates within the cone surface (Fig. 3.1 b). The Eq. (3.4)
displays the independence of spiral period on the applied field and in the critical field HD
it continuously flips to the saturated state. The helix periods and critical field for some
typical helimagnets are presented in Table 1.
In real cubic helimagnets exchange and magnetocrystalline anisotropies fix a direction
of the magnetic spiral along certain easy axis directions (e.g., < 111 > for MnSi [161]).
An applied magnetic field perpendicular to the propagation direction violates the uni-
form rotation of the magnetization and extend the spiral period. Such one-dimensional
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Compound MnSi FeGe Fe0.3Co0.7Si Fe0.5Co0.5Si Fe0.8Co0.2Si
TN [K] 29.5 278.7 8.8 43.5 32.2
LD [nm] 18.0 68.3-70.0 230 90.0 29.5
HD [T] 0.62 0.3 (6.0 ±1.5) ·10−3 (4.0± 0.5) · 10−2 0.18
Table 3.1: Néel temperatures (TN), spiral periods (LD), and saturation fields (HD) for
some typical cubic helimagnets. Data are taken from Refs. [13,162–165].
modulations are named distorted helices or helicoids (Fig. 3.1 a). The analytical solutions
for helicoids are derived by solving the corresponding Euler equation:
2A
d2θ
dx2
+HMS sin θ = 0, (3.5)
where magnetization vector M = MS(0; sin θ; cos θ) rotates in the z − y plane. Such
solutions are expressed as a set of elliptical functions (see Appendix B). The spiral period
is defined by the integral
L =
LD√
2
√
HD
H
∫ π
0
dθ√
C + cos θ
, (3.6)
where constant C is determined from∫ π
0
√
C + cos θdθ =
π
2
√
2HD
H
. (3.7)
In sufficiently high magnetic field,
HH =
π2
8
HD = 0.61686HD, (3.8)
distorted helicoids infinitely expand their period into a set of isolated noninteracting 360◦-
domain walls separating domains with the magnetization along the applied field. This
transition is now proved by the latest experimental results on the non-centrosymmetric
uniaxial helimagnet Cr1/3NbS2 [96].
3.1.3 Isolated Skyrmions
The energy minimization problem (3.1) includes Skyrmions as axisymmetric localized
solutions ψ = ϕ+π/2, θ = θ(ρ), for two-dimensionally modulated states (Fig. 3.1 c). Here
spatial variables are represented in the cylindrical coordinates r = LD(ρ cosϕ; ρ sinϕ; z)
and magnetization in the spherical coordinates. Total energy of the isolated Skyrmion is
defined as
EIS = 2π
∫ ∞
0
w(ρ)ρdρ (3.9)
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Figure 3.2: (a) Equilibrium size Rc of the Skyrmion cell and the characteristic radius of
the core R0 as functions of the applied magnetic field. (b)-(c) The evolution of
Skyrmion states θ(ρ) with increasing magnetic field: green profiles describe the
magnetization of Skyrmion cell, while the blue profile is isolated Skyrmions.
The red profile corresponds to the transition of the Skyrmion lattice into a
system of isolated Skyrmions. Point I is the inflection point of profile θ(ρ),
point II determines the equilibrium core size.
where
w(ρ) = A
((
dθ
dρ
)2
+
sin2 θ
ρ2
)
−HMS cos θ −D
(
dθ
dρ
+
sin θ cos θ
ρ
)
. (3.10)
The Euler equation for θ(ρ) to determine the equilibrium structure of isolated Skyrmion
[20,36,37] is
A
(
d2θ
dρ2
+
1
ρ
dθ
dρ
− 1
ρ
sin θ cos θ
)
− HMS
2
sin θ − D
ρ
sin2 θ = 0 (3.11)
with boundary conditions θ(0) = π, θ(∞) = 0.
Typical solutions of Eq. (3.11) consist of arrow-like cores (π − θ ∝ ρ for ρ ≤ LD)
and an exponential “tail” (θ ∝ exp(−ρ) for ρ  LD) (see blue profile of Fig. 3.2 b). A
Skyrmion core radius R0 can be defined as a coordinate of the point where the tangent
at the inflection point (ρ0; θ0) (point I on Fig. 3.2 b) intersects the ρ-axis (point II on
69
3 Modulated States in Uniaxially Distorted Cubic Helimagnets
Fig. 3.2 b), in analogy to the definition for the domain wall width [34]:
R0 = LD
(
ρ0 −
θ0
(dθ/dρ)ρ=ρ0
)
. (3.12)
The energy density distribution for Skyrmion configurations reveals two distinct regions:
the Skyrmion center with positive energy and a surrounding extended area with negative
energy density, where the Dzyaloshinskii-Moriya exchange dominates (Fig. 3.3 b).
3.1.4 Skyrmion Lattices
The equilibrium parameters of a Skyrmion lattice are derived from a system of differen-
tial equations for θ(x, y), ψ(x, y) minimizing the system energy. For the low-temperature
situation the circular cell approximation provides a very elegant and reliable approxima-
tion [36,37]. In this method the lattice cell is replaced by a circle of equal area (Fig. 3.1 d).
The equilibrium parameters for Skyrmion lattices are derived by integration of Eq. (3.11)
with boundary conditions θ(0) = π, θ(R) = 0 and a subsequent minimization of the lattice
energy
ESL =
2
R2
∫ R
0
w(ρ)ρdρ (3.13)
with respect to the cell radius R [36, 37, 101]. The existence of Skyrmion lattices is a
combined effect of exchange energy, that tends to squeeze the Skyrmion core, Zeeman
energy, that tries to flip it in the direction of applied magnetic field, and Dzyaloshinskii-
Moriya energy favouring the rotation of magnetization vector (Fig. 3.3 b).
With increasing magnetic field a gradual localization of the Skyrmion core is accom-
panied by the expansion of the lattice period (Fig. 3.2 a). The lattice transforms to the
homogeneous state by infinite expansion of the period at the critical field
HS = 0.80132HD. (3.14)
Remarkably, the Skyrmion core retains the finite size, R0(HS) = 0.470LD and the
lattice releases a set of repulsive isolated Skyrmions at the transition field HS, owing to
their topological stability (Fig. 3.2 c). These free Skyrmions can exist far above HS. On
decreasing the field again below HS they can re-condense into a Skyrmion lattice. A
similar type of sublimation and resublimation of particle-like textures occurs in helicoids
at the critical field HH = 0.6168HD: the period infinitely expands and the helicoid splits
into a set of isolated 360◦-domain walls or kinks [6, 36,37].
This peculiar transformation of chiral modulations into homogeneous states constitutes
a nucleation type of continuous phase transition, according to a classification introduced
by De Gennes [166]. In contrast to the common instability type of continuous (2nd order)
transitions that is described by the amplitude of a sole fundamental mode acting as the
order parameter, the nucleation transitions retain a full spectrum of lattice modes at the
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Figure 3.3: (a) Analysis of energy shows that for in all range of applied magnetic field
below HD cone helices posses the absolute minimum of energy, while heli-
coids and Skyrmion lattices exist only as metastable. (b) The possibility
of existence of Skyrmion lattices is reached by the competition of exchange
and Zeeman energies that try to align the magnetization homogeneously, and
Dzyaloshinskii-Moriya energy that favours the rotation of magnetization vec-
tor (here H = 0.3HD and w0 = D
2/2A).
transition. Magnetic-field-driven transitions of multidomain states into the homogeneous
phase also belong to the nucleation type of the phase transition [34].
For a magnetic field applied parallel to the magnetization of the center, both the
Skyrmion cores and the lattice sizes expand. Near the critical field H = 0.30843HD
the Skyrmion lattice consists of honeycomb-shaped cells separated from each other by
narrow 360◦domain walls. For such fields, lattice is highly unstable, undergoes the ellip-
tical instabilities and easily transforms in the spiral state. Isolated vortices do not exist
for negative fields [36].
3.1.5 Spiral vs Skyrmion Lattice
In the Skyrmion lattices rotation of the magnetization in two directions near the cores
leads to a larger reduction in the Dzyaloshinskii-Moriya energy that single-direction ro-
tation in helical phases. On the other hand, such double-twist modulations increase the
exchange energy. The equilibrium energy distributions of the Skyrmion cell plotted as a
functions of radial coordinate (Fig. 3.3 b) shows that the energy excess at the Skyrmion
center outweighs the energy gain at the cell border. As a result, the Skyrmion states are
metastable in comparison to lower-energy helical state for zero field (Fig. 3.3 b). At higher
magnetic field(H ≥ 0.2168HD), however, the Skyrmion lattice has lower energy than the
helicoid. Nevertheless, the cone phase retains its absolute stability in the whole region of
applied magnetic fields 0 ≤ H ≤ HD. Thus, additional effects are necessary to suppress
conical modulations and stabilize the Skyrmion lattices.
71
3 Modulated States in Uniaxially Distorted Cubic Helimagnets
3.1.6 Effect of Exchange and Cubic Anisotropies
As it was mentioned above, exchange anisotropy and cubic magnetic anisotropy are much
smaller than other energy terms of functional (3.1). However, both energies violate the
ideal spin configuration of the cone and increases the energy of this phase [167]. Thus,
two-dimensionally modulated states can be stabilized by these secondary interactions.
Particularly, in MnSi (with exchange anisotropy constant B > 0) for Skyrmion lattices
oriented along [001] type axes the equality of cone spiral energy and Skyrmion lattice
energy is reached at point (Bcr, Hcr) = (0.10A/D
2, 0.408HD). Thus, above this critical
exchange anisotropy value the Skyrmion lattices are globally stable in a certain interval of
magnetic fields around Hcr. This anisotropy effect provides a basic mechanism, by which
a Skyrmion textures is stabilized in applied fields.
3.2 Uniaxially Distorted Helimagnets
Because in the non-centrosymmetric uniaxial ferromagnets Skyrmionic textures exist in a
wide range of applied magnetic fields, one can expect that induced uniaxial anisotropy can
stabilize these states also in cubic helimagnets. Following the phenomenological theory
developed in Refs. [6,159] I write the magnetic energy density for a cubic helimagnet with
uniaxial distortions along z-axis as
w = A
(
∂mi
∂xj
)2
−M ·H +D m · rotm−Km2z , (3.15)
where last term is the induced uniaxial anisotropy. Because of isotropic character of ex-
change and chiral interactions, one can expect that competition between uniaxial anisotropy
and applied field should determine the geometry of modulated state. From general specu-
lations, applied magnetic field will tend to turn the helix propagation direction to the field.
Uniaxial anisotropy favours the curling of the magnetization vector in the same plane and
therefore will rotate the propagation vector perpendicular to the easy axis. Thus, in next
consideration, magnetic field is applied parallel to the anisotropy axis (M ·H = MzH).
Enhanced uniaxial anisotropy can arise in magnetic nanolayers as a result of elastic
strains induced by a lattice mismatch between the magnetic layer and the overlying or
underlying layers [168,169]. In addition, anisotropies may be induced by symmetry break-
ing at the layers boundaries, and due to physical and chemical modifications at the sur-
faces and interfaces [91, 170]. Depending on material and geometrical parameters, the
surface-induced anisotropy can vary from cases when it is strictly confined to the sur-
faces or interfaces to cases when it smoothly extends into the depth of magnetic layers
(see Section 1.3.2). An inhomogeneous distribution of the induced anisotropy across
the thickness of the film may stabilize specific spatially inhomogeneous magnetic states,
twisted phases [22, 171]. However, their existence regions are restricted to specific rela-
tions between material and external parameters. In this thesis, effects imposed by spatial
inhomogeneity of the induced anisotropy are neglected.
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3.2.1 Cone Phase
For the conical state the equilibrium parameters are derived in analytical form
cos θ =
H
H0
, ψ =
z
LD
, H0 = HD
(
1− K
K0
)
, (3.16)
EC = −K0M2S
(
H2
H0HD
− 1
)
,
where EC is the equilibrium energy density. In the critical field H0(K) the conical helix
flips into the saturated state by the second-order transition (line d-f, Fig. 3.4 a). The
characteristic field HD is the flip field for zero distortions. A sufficiently strong K sup-
presses the conical states. The anisotropy value K0 = HD/2MS marks the critical value
for uniaxial distortions suppressing the conical phase in zero field. The period of conical
helix does not depend on field, or on anisotropy.
3.2.2 Helicoids
The analytical solutions for helicoids are derived by solving the differential equation:
A
d2θ
dx2
−HMS sin θ − 2K sin θ cos θ = 0, (3.17)
where the magnetization vector rotates in the z−y plane. The spiral period is determined
by the integral
L =
LD
2
∫ π
0
dθ√
C − 2 H
HD
cos θ − K
K0
cos2 θ
, (3.18)
where constant C is arisen from
π =
∫ π
0
√
C − 2 H
HD
cos θ − K
K0
cos2 θdθ. (3.19)
The solutions for helicoids exist within the restricted values of anisotropy and magnetic
field (line b-e, Fig. 3.4 a). For a certain value of magnetic field the helicoid is transformed
into the homogeneous state at a critical line
D =
π
4
√
AK
[√
1 + ν + arcsinh(1
√
ν)
]
, (3.20)
where ν = H/(2KMS) [36]. Uniaxial anisotropy
KH =
π2
4
K0 = 2.467K0 (3.21)
suppresses the modulated states in zero field.
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3.2.3 Skyrmion Textures
In addition to the helical phase the model Eq. (3.15) has solutions for two-dimensional
modulated states (Skyrmions) [20, 36]. Magnetization of the Skyrmion center is directed
antiparallel to the magnetic field, so the minimization of energy (3.15) yields rotationally
symmetric solutions ϕ = ψ + π/2 and θ = θ(ρ) derived from equation
1
ρ
(
ρ
d2θ
dρ2
+
dθ
dρ
− sin θ cos θ
ρ
)
+
2
ρ
sin2 θ − f(θ) = 0,
f(θ) =
K
K0
sin θ cos θ +
H
HD
sin θ, (3.22)
with boundary conditions, θ(0) = π, θ(∞) = 0 for isolated Skyrmions and θ(0) =
π, θ(R) = 0 for hexagonal Skyrmion lattice within the circular cell approximation.
Solutions for Skyrmion states are divided into two regions: Skyrmion lattices exist
below line
H
HD
≈ 0.8132− 2.3161 K
K0
+ 0.8052
(
K
K0
)2
(3.23)
while above it only isolated Skyrmions can be found (line c-e, Fig. 3.4 a). An increasing
value of uniaxial anisotropy infinitely expands the Skyrmion lattice transforming it in the
saturated state with set of noninteracting isolated Skyrmions (Fig. 3.5 a).
3.2.4 Magnetic Phase Diagram
The functional (3.15) includes two independent control parameters, K/K0 and H/HD.
The calculated magnetic phase diagram in these variables (Fig. 3.4 a) provides a com-
prehensive analysis of the model (3.15). It was constructed by numerically solving the
corresponding differential equations for the Skyrmion and helicoid states with a further
comparison of the equilibrium energies for the conical EC (3.17), helicoid EH , and the
Skyrmion lattice states ESL.
For K = 0 the conical phase is the globally stable state from zero field to the saturation
field (0 < H < HD) [159] , while metastable solutions for the Skyrmion lattices and
helicoids exist below the critical fields Hc = HS = 0.8132HD and Hb = HH = 0.6168HD,
correspondingly [26, 36]. The conical phase is the global minimum of the system within
the region (a−A−B−d) and transforms discontinuously into the Skyrmion ((A−B)-line)
and helicoid phases ((a − A)-line). The second-order flip into the saturated state occurs
at the critical line (d−B) (Eq. 3.17). But even low uniaxial anisotropy can suppress the
conical phase. In that case, helicoids form the ground state in small applied fields . Within
the region (a−A−D− e) distorted helices correspond to the lower energy of the system.
A sufficiently strong K suppresses the conical states, and only modulations with the
propagation vectors perpendicular to the applied field can exist (helicoids and Skyrmion
lattices). The Skyrmion states are thermodynamically stable within a curvilinear triangle
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Figure 3.4: (a) Magnetic phase diagram of the solutions for model (3.15). Filled areas des-
ignate the regions of global stability of corresponding modulated states: cone
helices (a-A-B-d), helicoids (a-A-D-e) and Skyrmion lattices (A-B-D). Modu-
lated states transform to each other by first-order transition (solid lines) and
to the saturated state by second-order transition (dashed lines). Inset displays
magnetization curves for different values of uniaxial anisotropy: K/K0 = 0.04
(b), 0.4 (c), and 1.6 (d). Black solid lines indicate globally stable phases,
metastable states are shown by green solid (conical), red dashed (helicoids),
and blue dotted (Skyrmions) lines.
(A − B − D) with vertices (A) = (0.050, 0.2158), (B) = (0.3628, 0.6374), and (D) =
(1.9004, 0.10) (Fig. 3.4 a). Point (e) designates the critical value of the anisotropy K for
the suppression of the modulated states in zero field (Ke = KH = 2.467K0).
The critical points A, B, D separate the phase diagram (Fig. 3.4 a) into four distinct
regions.
(I) In the low anisotropy region (K < KA = 0.05K0) only helical states are realized as
thermodynamically stable phases. The magnetization curve (Fig. 3.4 b) includes the first-
order transition between the helicoid and conical phases and the second-order transition
from the conical to the saturated state.
(II) For KA < K < KB = 0.363K0 the Skyrmion lattice becomes absolutely stable in a
certain range of the applied field. The Skyrmionic phase is separated from the helicoidal
and conical states by first-order transitions. (Fig. 3.4 c).
(III) For KB < K < KD = 1.90K0 the magnetization curve includes a first-order
transition between the helicoid and the Skyrmion lattice and the second-order transition
of the Skyrmion phase into the saturated state (Fig. 3.4 d).
(IV) Finally for ( KD < K < Ke) the helicoids are thermodynamically stable in the
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Points (a) (b) (c) (d) (e) (f) (A) (B) (D)
K/K0 0 0 0 0 2.467 1 0.050 0.3628 1.9004
H/HD 0 0.6168 0.8132 1 0 0 0.2158 0.6374 0.10
Table 3.2: Characteristic points from phase diagram (Fig. 3.4 a)
whole region where the modulated states exist. The magnetization process includes the
evolution of the helicoid into the saturated state.
The equilibrium energies of the conical (EC), helicoidal (EH), and Skyrmion (ESL)
phases plotted as functions ∆ESL(H) = ESL(H) − EC versus the applied field (Fig. 3.5 b)
help to elucidate the physical mechanisms that lead to the formation of the different
modulated states. The conical phase has a simple structure with its single-harmonic ro-
tation of the magnetization component M⊥ = MS sin θ (3.17). For zero K, i.e., for an
isotropic helimagnet this provides a larger reduction of the energy density in an external
field (wD ∝ −DM2⊥) than is possible for the (anharmonic) modulations in the alternative
phases of helicoids and Skyrmion lattices. The situation changes for finite uniaxial distor-
tions K. An increasing uniaxial anisotropy K > 0 gradually decreases M⊥ (3.17) and the
chiral energy contribution in the energy of the conical phase. Correspondingly, the con-
ical phase becomes unstable with respect to the competing modulated states (Fig. 3.5).
Generally a cubic helimagnet in the conical phase behaves as a ferromagnet with the
longitudinal susceptibility (3.17)
χzz =
MS
HD
(
1− K
K0
)−1
. (3.24)
With increasing K the saturation field Hc (3.17) bounding the existence region of the
conical phase decreases to zero at K = K0.
As it was mentioned earlier, the energetic advantage of Skyrmion states is due to ro-
tation of the magnetization in two dimensions. This yields a lower energy density in
the Skyrmion cores compared to helical states and an excess of the energy density near
the edges of the hexagonal cells [26]. The analysis shows that at zero field this energy
cost outweighs the energy gain in the Skyrmion core. An increasing external magnetic
field anti-parallel to the magnetization in the Skyrmion center gradually decreases the
total energy by suppressing the energy cost near the wall-like structure surrounding the
Skyrmion cores with the shape of a honeycomb. At a finite field as marked by the A−D
line in Fig. 3.4 (a), the Skyrmion lattice has lower energy than the alternative helical
states. Because the topology of the helix and the Skyrmion lattices are different, this
field-driven transition has to take place by a first-order process. Thus, in uniaxially dis-
torted cubic helimagnets the thermodynamical stability of Skyrmion lattices is reached as
a combined effect of applied magnetic field, that causes the localization of the cell core,
and the uniaxial anisotropy to suppress the alternative conical states.
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Figure 3.5: (a)Equilibrium size of the Skyrmion cell (dashed lines) and the radius of the
core (solid lines) as a functions of the induced uniaxial anisotropy for differ-
ent values of applied magnetic field. (b) Difference between the energies for
Skyrmion lattice and the conical phase (solid) and the distorted and con-
ical helices (dashed) as functions of the applied magnetic field. For zero
uniaxial anisotropy these differences keep their positive value and therefore
cone phase is only stable state. For finite anisotropy (K/K0 = 0.15) curves
both for Skyrmion lattice and helicoid have regions with negative value, where
these states are energetically more preferable than cone helix. Besides, it is
shown that helicoid lost their global stability with increasing magnetic field
and Skyrmion lattice begins to correspond to the global energy minimum of
the system.
3.2.5 Magnetic Field co-directed with Skyrmion Core
For big anisotropy isolated Skyrmions can exist even at negative fields (Fig. 3.8 Inset
II). The magnetization in the Skyrmion center is oriented then along the field, while
surrounding matrix is magnetized in the opposite direction. Thus, the Skyrmion size
increases with increasing field. Finally, when magnetic field reaches a certain value, the
Skyrmions burst into the homogeneous state with magnetization parallel to the applied
field.
Skyrmion lattices could not exist in fields antiparallel to their boundaries, and only one-
dimensionally modulated states will exist (Fig. 3.8). Helicoid states are globally preferable
within the region (a− j− e) and transforms by the first-order transition, line (a− j), into
the conical phase and by the second-order transition, line (j − e), into the homogeneous
state with magnetization co-directed with applied magnetic field. Conical spirals exist in
region with bigger applied fields (a− d′ − j) and continuously transform into saturation.
For fields below line (d′ − j − e− k) modulated states can not exist.
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3.2.6 Experimental Observation of Skyrmion Lattices
As it was demonstrated earlier, uniaxial anisotropy effectively stabilizes the Skyrmion lat-
tices suppressing the alternative cone helices. This additional anisotropy can be induced,
e.g., by sufficiently small uniaxial stresses. For MnSi, earlier experiments [172] and analy-
sis [173] of magnetoelastic couplings allow a quantitative estimate showing that the effects
predicted here can be achieved in experiment. The magnetoelastic coupling with uniaxial
strains uzz is given by
wme = b uzz
(
Mz
MS
)2
, (3.25)
where MS = 50.9 A/m is the saturation magnetization [174] and b = 7.4 GPa is a magne-
toelastic coefficient derived from the magnetostriction data in Ref. [172]. Using exchange
constant A = 0.11 pJ/m, as estimated from the spin-wave stiffness reported in Ref. [175],
and D = 2 q A = 0.86 µJ/m2 for MnSi [26] one has K0 ' 17 kJ/m3 and a dimension-
less scale b/K0 ' 44 for the induced anisotropy. Thus, a modest strain uzz = 0.0024 is
sufficient to reach an induced anisotropy K/K0 = 0.1 well within the region for stable
Skyrmion lattices in the phase diagram Fig. 3.4 (a). This strain corresponds to a tensile
stress σzz= 680 MPa for MnSi by using the elastic constant c11= 283 GPa [176]. The
rather low uniaxial stress necessary to stabilize the Skyrmion lattice is particularly rel-
evant for pressure experiments with a uniaxial disbalance of the applied stresses, but it
could also be achieved in epitaxial films.
As it was mentioned in the first chapter rather strong perpendicular uniaxial anisotropy
can also arise due to surface effects or lattice strains in the thin magnetic layers.
First Skyrmionic states have been observed in nanolayers of Fe0.5Co0.5Si [46]. Later the
same research group has informed about direct observation of Skyrmionic textures in thin
layers of other cubic helimagnets, FeGe [47] and recently in MnSi [48]; also Skyrmions
were observed in bulk single crystal of chiral-lattice multiferroic insulator Cu2OSeO3 [49].
To explain the stability of the Skyrmion phase in this system, I argue that surface-induced
uniaxial anisotropy in these systems suppresses the cone phase and stabilizes Skyrmion
and helicoid modulations in crystal plates that are thin enough. The magnetic transforma-
tions under field reported for the Fe0.5Co0.5Si films show a first-order process from helicoids
at low field into the dense Skyrmion phase. At high fields isolated Skyrmions are set free
and form disordered ensembles. This sequence of magnetization processes corresponds to
the calculated behavior for systems with intermediate uniaxial anisotropy, Fig. 3.4 (d).
The summary of observed states are gathered at the Fig. 3.6. It is shown that theoretically
calculated transformation behavior is in a complete agreement with existing experimental
results except hatched region, where helicoids and Skyrmions coexist. Compared to the-
oretically calculated values in bulk undistorted material the corresponding critical fields
in a thin layer are shifted, and their values can be estimated as H̃S = HS + 4πMS [101].
Due to demagnetization effects multidomain states can be stabilized in the vicinity of the
transition field H1 = 0.216H/HD [36,37]. The boundaries of these regions with coexisting
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Figure 3.6: Calculated magnetization curves for uniaxially distorted cubic helimag-
nets. Solid lines indicate the thermodynamically stable states, dashed lines,
metastable configurations. Red line indicates the intermediate state of heli-
coids and Skyrmions coexistence. Fragments of experimentally observed im-
ages (from Ref. [46]) demonstrate good agreements with theoretically calcu-
lated magnetization curves.
phases can be estimated as
HS1 = H1 + 4πMSmH(H1),
HS2 = H1 + 4πMSmS(H1). (3.26)
The magnetizations of the competing phases at the transition field equal mH(H1) = 0.111
and mS(H1) = 0.278. The jump of the magnetization during the transition equals ∆M =
0.167MS, i.e., it reaches about 17 % of the saturation value.
The magnetization curves in Fig. 3.6 are constructed for ideally soft magnetic material
under the condition that only the equilibrium states are realized in the magnetic sam-
ple. In real materials the formation of the equilibrium states is often hidden (especially
during the phase transitions), and evolution of metastable states and hysteresis effects
play an important role in magnetization processes. Particularly, the formation of the
Skyrmion lattice below HS3 can be suppressed. Then isolated Skyrmions exist below
this critical field. At a critical field Hel the Skyrmions become unstable with respect
to elliptical deformations and “strip-out” into isolated 2π domain walls. In bulk mate-
rial Hel = 0.534HD [101]. The evolution of the chiral Skyrmions in magnetic fields has
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many features common with bubble domains in perpendicular magnetized films [34], and
Abrikosov vortices in superconductors [177]
As seen in Ref. [46], there is a type of melting of the ordered Skyrmion lattice at
higher fields and temperatures where the free Skyrmions form weakly coupled disordered
aggregates. This observation corresponds to the existence region of free Skyrmions in the
magnetic phase diagram above the stability range for dense stable Skyrmion lattices, which
is a feature of the generic phase diagrams for Skyrmion phases calculated in Ref. [167].
Experimental observation for wedge-shaped plate of FeGe [47] demonstrates the strong
dependence of magnetic states on the film thickness. In the thin film with thickness
much smaller than Skyrmion lattice size (t << Rc), the Skyrmionic states are viewed as
preferable structures. In case of film thickness that comparable to the cell size, Skyrmions
can exist only in a narrow window of applied magnetic fields and temperatures. And
in case of thick limit (t >> Rc) experiment shows the existence of a helical phase only.
One can associate this magnetic transformation under the film thickness with surface-
induced anisotropy that increases with reducing sample thickness (by the Néel approach
Keff ∝ t−1, see chapter 1.3.2).
Thus, the experimental observations reported in Ref. [46], are in close agreement with
theoretical predictions on the behavior of Skyrmionic phases, as composed of particle-like
radial objects (in two spatial dimensions), that remain intrinsically stable beyond the
existence range of lattice-like condensed phases [26,36,167]
3.3 Induced Anisotropy of Easy Plane Type
One of the important differences between the results conducted in bulk cubic helimagnets
and those conducted in thin films is the presence of strain, which is expected to produce a
uniaxial anisotropy through magnetoelastic couplings. Generally, both strain and surface
effects offer control of the magnetic anisotropies over a wide range of energies, which should
influence the chiral magnetic textures in thin layers of cubic helimagnets. New experiments
[178] have shown that it is possible to induce an easy plane magnetic anisotropy in epitaxial
MnSi(111) thin films with positive and isotropic in-plane strains. In this case, K < 0 in
functional (3.15), and the ground state of the system is a single harmonic helix with a
wave number q = |D/2A| that propagates along the film normal.
3.3.1 Out-of-plane Magnetic Fields
Because the easy plane type of anisotropy was observed only in thin films of cubic helimag-
nets, further I will use terms of in-plane and out-of-plane magnetic fields. Nevertheless,
the following results may be used for bulk materials meaning that out-of-plane field is a
field applied parallel to the anisotropy axis, and in-plane is that applied perpendicular to
it. Anisotropy axis aligns normal to the film surface.
An applied magnetic field parallel to anisotropy axis transforms the helix into the conical
80
3 Modulated States in Uniaxially Distorted Cubic Helimagnets
Figure 3.7: Skyrmion lattice in zero applied field for easy axis and easy plane anisotropy.
(a) Presents profiles of dense Skyrmions, (b)-(c) z-component of magnetization
for positive and negative anisotropy coefficient K, correspondingly.
phase with the same analytical solutions as for easy axis case (3.17) but with negative
value of anisotropy constant K. This state exists for all values of induced anisotropy
from zero to infinity, so in contrary to the easy axis type of anisotropy, this conical helix
could not be destroyed by anisotropy of easy plane kind. Moreover, existence region of
this phase in applied out-of-plane magnetic field is extended with increasing of anisotropy
magnitude. Cone phase exists below the critical line (d − g) and above line (d′ − i)
(Fig. 3.8). In the critical field the conical helix transforms into the saturated state by
the second-order transition. Conical spirals are only thermodynamically stable states for
systems with easy plane anisotropy and out-of-plane magnetic fields in all cases where
modulated states can exist.
However, solutions for helicoids and Skyrmion lattices also arise as a regular solutions of
model (3.15). These states with propagation vector perpendicular to the applied field exist
as metastable states within the regions (a− b−e′− b′−a) for helicoids and (a− c−e′−a)
for Skyrmion lattices. Increasing magnetic field transforms helicoid in a set of isolated
domain walls and a second-order transition to the saturated state occurs at a critical
field denoted by line (b − e′ − b′) (Fig. 3.8). With increasing of magnitude of induced
anisotropy the regions closed to the Skyrmion center and lattice boundaries are compressed
(Fig. 3.7), while the easy plane region grows rapidly approaching the critical anisotropy
Ke′ = −KH = −2.467K0 in zero applied field (Fig. 3.8). This magnitude of anisotropy is
crossover for modulated states propagating perpendicular to the applied magnetic field,
as it defines the critical anisotropy that destroys these phases.
Thus, one can extend magnetic phase diagram (Fig. 3.4) to both positive and negative
anisotropies and applied fields applied parallel to the anisotropy axis (Fig. 3.8).
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Figure 3.8: Full phase diagram of solutions for model (3.15) with induced uniaxial
anisotropy in applied filed parallel to the anisotropy axis. Phase diagram
consists of areas of global stability for different modulated states: cone helices
(blue region), helicoids (green region), Skyrmion lattices (red region). Yel-
low region denotes the limits for existence of isolated Skyrmions. Their lower
limit is shown on the Inset II indicating the bursting of the Skyrmions in the
negative fields. Inset I amplifies the region where helicoids are the only stable
modulations. Grey solid line denotes the transition between saturated states
with magnetization direction perpendicular or inclined to the film surface.
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Points (h) (s) (b′) (d′) (e′) (h′)
K/K0 -1 -1.931 0 0 -2.467 -1
H/HD 1 1.931 -0.06168 -1 0 -1
Table 3.3: Additional points from extended phase diagram on Fig. 3.8.
3.3.2 In-plane Magnetic Fields
Because applied out-of-plane magnetic field in case of easy plane anisotropy does not sta-
bilize the two-dimensionally modulated states, it is reasonable to investigate the influence
of the in-plane fields. In this case one-dimensionally modulated states are represented
as transversally distorted helices propagating perpendicular to the field and elliptically
distorted cone phase propagating along the in-plane field (Fig. 3.9 a) [178]. Because the
magnetization vector of helicoids rotates in plane perpendicular to the uniaxial axis, its
energy does not depend on the anisotropy and, thus, it completely coincides with the
isotropic helimagnet. Helicoids gradually increase their periods with increasing magnetic
fields transforming into the set of isolated domain walls separating domains with the
magnetization along the applied field direction [6].
In case of the conical phase, uniaxial anisotropy causes the elliptical distortions of the
cone (Fig. 3.9). The equilibrium parameters for these distorted cone helices have no
analytical solutions any more. However, for small values of easy plane anisotropy and for
fields near the in-plane saturation, one can use (3.17) to derive the following result:
H0
HD
= 1− K
2K0
− Km
2K0
, Km =
M2SLD
4πd
[
1− exp
(
−2πd
LD
)]
, (3.27)
where Km is the stray field contribution and d is the film thickness [178]. The anisotropy
causes the ellipticity of the cone that can be measured as ratio between amplitude of
corresponding magnetization component (Fig. 3.9):
νyz =
M∗y
M∗z
. (3.28)
Elliptical distortion of the cone grows with increasing of anisotropy (Fig. 3.9 b) while
for critical anisotropy it continuously flips to the homogeneous state.
The equations that minimize the energy functional (3.15) with in-plane magnetic field
also include solutions for two-dimensionally modulated states in the form of hexagonal
Skyrmion lattices with elliptical distortion caused by the uniaxially anisotropy (Fig. 3.10).
With increasing anisotropy these distortions may cause the elliptical instability of Skyrmions
lattice. Increasing applied magnetic field antiparallel to the direction of the Skyrmion core
magnetization squeezes the core and broadens the lattice size (Fig. 3.10 f). Due to ellipti-
cal distortions such localized isolated Skyrmions are unstable and easily transform in the
homogeneous state.
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Figure 3.9: (a) Conical helix that arises in the applied field parallel to the anisotropy axis.
Easy plane induced anisotropy causes the elliptical distortions of the cone.
(b) Evaluation of elliptical distortions as function of anisotropy magnitude for
applied fields H/HD = 0.2 and 0.6. (c)-(e) Variation of spiral profiles for y
and z-components of magnetization for magnitude of applied fieldH/HD = 0.6
(K/K0 = −0.08 for (c), −0.4 for (d), and −0.8 for (e)). Blue lines indicate
the my = My/MS and red lines - mz. The ratio of cone ellipticity is varying
from 1 that means no distortions (for small anisotropy (c)) to 1.048 for (d)
and 1.194 for (e).
The magnetic phase diagram (Fig. 3.11 a) displays the stability region for different
modulated states. For K = 0 the conical phase is the only stable state from zero field
to the saturation field HD. The distorted conical phase transforms to the saturation by
the second-order flip. Increasing anisotropy suppresses this phase and in low applied field
the helicoid with propagation vector perpendicular to the field corresponds to the energy
minimum of the system. It is demonstrated that magnetic field applied perpendicular
to the anisotropy axis can induce also the stable Skyrmion lattices in distorted cubic
helimagnets with easy plane type of anisotropy when K > 0.12K0. However, the existence
region of Skyrmionic phase is rather small and in the main part of phase diagram the one-
dimensionally modulated states correspond to the global energy minimum. The helicoids
propagating along the axis of the anisotropy retain their thermodynamical stability over
a wide range of magnetic fields and transform by a first-order transition, either into
distorted conical phase or into the Skyrmion lattice. In contrary to the anisotropy of
easy axis type, anisotropy of easy plane type can not suppress the modulated states
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Figure 3.10: (a) Schematic representation of elliptically distorted Skyrmion lattice in cu-
bic helimagnet with induced easy plane anisotropy. Skyrmion texture forms
in the plane of anisotropy axis with core orientation antiparallel to the in-
plane applied field. (b)-(d) Calculated magnetization components for zero-
magnetic field and K/K0 = −0.04 (x, y, and z-components, correspondingly,
for external field along the x and anisotropy axis along the z. (f) Evaluation
of Skyrmion lattice in applied magnetic field (K/K0 = −0.04).
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Figure 3.11: (a) Low anisotropy range of magnetic phase diagram of cubic helimagnet
in presence of easy plane anisotropy and applied perpendicular to its axis
magnetic field. The regions of global stability for helical and Skyrmionic
states are indicated by different colors: green for helicoid, blue for distorted
cone phase, and red for distorted Skyrmion lattice. Solid lines designate the
first-order transition between modulated states. The dashed line indicates
the critical field for the distorted cone phase. (b) Magnetization curves for
different values of anisotropy. Black solid lines indicate globally stable phases,
metastable states are shown by green solid (conical), red dashed (helicoids),
and blue dotted (Skyrmions) lines.
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at all. Helicoids exist for any strength of anisotropy below the critical magnetic field
HH = π
2/16HD = 0.6168HD.
The peculiarities of the evaluation of modulated states in field are reflected by their
magnetization curves (Fig. 3.11 b). For low anisotropies (e.g., K/K0 = 0.04) magneti-
zation curve includes a first-order transition between helicoid and distorted phase and
the second-order transition from the conical to the saturated state. For intermediate
anisotropies (e.g, K/K0 = 0.6) a Skyrmionic phase is separated from the helicoid and
conical states by first-order transition. Then the cone phase reaches the saturation by the
second-order transformation. For large values of anisotropy the magnetization process
includes only the evolution of the helicoid into the saturated state.
3.3.3 Experimental Results in MnSi Thin Films
New experimental results [178] show that it is possible to induce an easy plane type of
anisotropy in epitaxial MnSi(111) thin films with positive and isotropic in-plane strain.
The magnetization loops obtained by superconducting quantum interference device (SQUID)
measurements in an out-of-plane applied field are qualitatively similar to bulk for all film
thicknesses. Net magnetization increases approximately linear with field up to saturation.
This evaluation in field is in agreement with theoretical prediction that for out-of-plane
fields cone phase is only stable modulated state.
For in-plane magnetic fields, the shape of the magnetization curves is qualitatively
different than bulk. The first difference is the existence of a remanent magnetization.
Since the magnetization lies in plane with the pitch vector along the film normal, there are
uncompensated magnetic moments when the film thickness is a non-integer multiple of the
helical wavelength. Second, Karhu et.al. [178] found first-like jump in the magnetization
for field Hα and additional kink has appeared for some thicknesses in field Hβ < Hα.
The phase diagram (Fig. 3.7 a) enumerates the basic conformations of the possible
magnetic modulations in an almost isotropic chiral magnet with easy plane anisotropy:
the flat helicoids, the conical helices, and Skyrmion lattices. There is a close competition
between these states around a triple point, where these three structures can coexist. All
transformations between these states are expected to be first-order processes. Moreover,
this indicates the possibility of severe history dependence and hysteresis in the magneti-
zation processes. Quantitative agreement with experiment is expected for the saturation
of the conical phase because this transition is continuous and starts out from the unique
saturated state. For all other transition lines and transformation processes between these
different states, a quantitative agreement is not to be expected as their energies are very
close and relative thermodynamical stability may be shifted by minor additional effects.
The thicker films that show a lower easy plane anisotropy display a hysteretic trans-
formation process at the characteristic field Hα, which is just below the field HH , for
transformations from flat helicoids into the saturated state. It is important to under-
stand the peculiar nature of this transformation, which does not destroy the helical kinks
(360◦-rotations) of the magnetization in an infinite system. Rather, the transformation
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retains the localized core of these kinks while their tails are stretched to infinity, so that
the period of the helicoid diverges. The reverse transformation requires the nucleation of
single kinks, which then assemble into a periodic one-dimensional lattice at the nucleation
transition HH . This means that the helicoid and the competing conical state, propagating
transverse to it, have wide ranges of coexistence in applied fields, and during the transfor-
mation process, it is impossible to destroy domains with kink-like structures even in high
applied fields. The characteristic field Hβ in the experiments may be explainable by such
a process. Most likely, transitions from a helicoid into free kinks and a transformation
into a conical phase at higher fields takes place in many of the films. The first process is
exactly the type of nucleation transition of helicoidal kinks, predicted by Dzyaloshinskii
in his seminal work [179]. The second process seems to proceed by a domain process at
higher fields.
The existence of a Skyrmion lattice is a possible explanation for the unusual mag-
netization process and the unusual magnetic depth profiles from the polarized neutron
reflectometry (PNR) data. However, the magnetic anisotropy for the film with thickness
d = 26.7 nm is found to be too low in the magnetic phase diagram in comparison to the
theoretical threshold for stable Skyrmion phases in the basic model, so that additional
magnetic couplings would be required to stabilize such states. On the other hand, the
demagnetizing field makes it difficult to transform a helicoidal or a conical structure into
a phase with Skyrmion axes running along the direction of an applied in-plane magnetic
field.
Based on the experimental observations, it is not possible to conclusively decide the
question of which magnetic structures are responsible for the anomalous field-driven evo-
lution in the experiments. It is clear that different MnSi films may even show different
sequences of states.
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Materials with chiral magnetic order have fascinating properties that could make them im-
portant ingredients for future data storage and other information technology applications.
The essential couplings for such magnetic structure are antisymmetric Dzyaloshinskii-
Moriya interactions arising in the systems with broken inversion symmetry. The handed-
ness of these exchange couplings can stabilize magnetic structures with defined sense of
rotation. The results of this thesis show under which circumstances these chiral magnetic
structures become noticeable.
In soft magnetic nanodisks these surface-induced couplings result in chirality selection
of the vortex states by extending the vortex core size in case of favourable with respect
to the proper chirality of Dzyaloshinskii-Moriya interactions and suppression of vortices
with opposite chirality. Effects of induced Dzyaloshinskii-Moriya couplings should become
visible in almost all classical micromagnetic configurations when they are established by
stray-field effects in ultrathin nanomagnetic objects. So, domain wall, vortex patterns
and similar non-collinear configurations will all undergo chirality selection. The treated
vortex structure is only the most simple case. The effects of chiral exchange may even be-
come more prominent in cases of different symmetries, where the Dzyaloshinskii-Moriya
couplings violate the flux closure of the circulating in-plane magnetization of vortices.
Investigations of such structures, that may exist due to particular surface reconstruc-
tions and broken inversion symmetry at the surface, provide interesting subject for future
studies.
From the theoretical side results of this thesis obtained within a simplified micromag-
netic model can be extended. For vortex states in nanodisks the calculated dependence
of the radial eigenfunctions on the Dzyaloshinskii-Moriya interactions indicates that ex-
citations of the equilibrium structures may be greatly affected by these chiral couplings.
Analysis of dynamics for such structures and the possibility to excite such modes in
resonance requires solutions on the magnetization dynamics in nanodisks with chiral in-
teractions. This remains as a task for the future. Such dynamical effects may provide a
route to investigate chiral symmetry breaking in film elements with vortex states. Many
recent experimental [120,180,181] and theoretical [182–184] studies have been performed
on vortex-core dynamics and magnetization reversal in nanodisks under the influence of
magnetic fields or current pulses. Effects of surface-induced Dzyaloshinskii-Moriya inter-
actions have not been considered yet for these nanomagnetic processes.
The systems where the Dzyaloshinskii-Moriya couplings themselves cause the non-
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collinearity and chirality of magnetic states have gained great interest because of the
solitonic character of the Skyrmion solutions investigated here. In the isotropic or cubic
non-centrosymmetric helimagnets Dzyaloshinskii-Moriya interactions in competition with
isotropic exchange create a large variety of chiral modulated states, however the stability
of the Skyrmionic states is reached as a combined effect of applied magnetic field and sec-
ondary couplings, particularly uniaxial anisotropy. In thin films such anisotropy can be
induced by the surfaces/interfaces and gives the explanation of experimentally observed
stable Skyrmion lattices in films of MnSi, FeGe, (Fe,Co)Si [46–48].
For Skyrmionic matter in cubic helimagnets there are many open questions. First
is the role of weaker interactions, e.g., intrinsic cubic and exchange anisotropies, that
are not considered in the investigated model. These couplings violate the ideal spin
configuration of the cone and increase the energy of this phase and lead to corrections
in the magnetic phase diagram and modifications or distortions of the basic modulated
states. A distinct problem is connected with quantitative agreement with experimental
results. Thin films of cubic helimagnets may possess a number of additional interactions
stemming from the surfaces, which could eventually affect the equilibrium configuration
of the sample. Moreover, in the strained films, the isotropy of the chiral Dzyaloshinskii-
Moriya interaction may be lost, so that the in-plane and out-of-plane helical modulations
become energetically different. All these symmetry-breaking secondary effects may be
investigated within the models used in this thesis. However, the basic mechanism of
stabilization of Skyrmion lattices in cubic non-centrosymmetric helimagnets is captured
by presented simplified model with only uniaxial anisotropies.
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Modulated states for different crystallographic classes
Energy of Dzyaloshinskii-Moriya interactions can be presented as a combination of
different Lifshitz invariants,
L
(k)
ij = mi
∂mj
∂xk
−mj
∂mi
∂xk
, (A.0)
depending on the crystallographic symmetry of the non-centrosymmetric material [11,20,
36]:
• class Cnv : wD = D1(L(x)zx + L(y)zy );
• class Dn : wD = D2(L(y)zx − L(x)zy );
• class D2d : wD = D3(L(y)zx + L(x)zy );
• class Cn : wD = D4(L(x)zx + L(y)zy ) +D5(L(y)zx − L(x)zy ) +D6L(z)xy ;
• class S4 : wD = D7(L(x)zx − L(y)zy ) +D8(L(y)zx + L(x)zy );
• classes T and O: wD = D9
(
L
(z)
yx + L
(z)
xz + L
(y)
zy
)
= D9 m · rotm
with arbitrary coefficients.
Consider the spiral propagated along the axis x. Then its magnetization rotates in the
plane:
• class Cnv: ψ = 0;
• classes Dn, D2d, T, O: ψ = π/2;
• class Cn: ψ = arctan (−D5/D4);
• class S4: ψ = arctan (−D8/D7)
with m = (sin θ cosψ; sin θ sinψ; cos θ). The term D6L
(z)
xy for crystals of Cn symmetry
favours formation of spiral structures with propagation vector along the crystal axis z of
the chosen coordinates.
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For axisymmetric two-dimensionally modulated states (Skyrmions and vortices) de-
scribed by θ(ρ) and ψ(ϕ) energy density of chiral interactions can be reduced to the
common form:
wD = D
(
dθ
dρ
+
1
ρ
sin θ cos θ
)
, (A.1)
where ρ is radial spatial coordinate and the constant D is defined for different crystallo-
graphic classes as:
• class Cnv: D = D1 and ψ = ϕ;
• class Dn: D = D2 and ψ = ϕ± π/2;
• class D2d: D = D3 and ψ = −ϕ± π/2;
• class Cn: D =
√
D5/D4 and ψ = ϕ− arctan (D5/D4);
• class S4: D =
√
D8/D7 and ψ = −ϕ+ arctan (−D8/D7);
• classes T, O: D = D9 and ψ = ϕ± π/2.
Fig. A.1 presents the Skyrmion structure for different symmetries. A large group of
material belongs to the candidates for the observation of Skyrmionic or spiral textures.
While the one-dimensional modulations were found for many non-centrosymmetric com-
pounds (e.g. Ref. [12]) Skyrmionic textures were experimentally discovered just few years
ago in cubic helimagnets FexCo1−xSi, FeGe and MnSi [46–48]. Other possible candidates
for the observation of two-dimensionally modulated structures are tetragonal materials
Tb3Al2 and Dy3Al2, that belong to the space group C
4
4v [36]. At high temperature they
have rather complicated easy axis type magnetic structures. At a transition temperature
(10 K for Tb3Al2 and 20 K for Dy3Al2) they seem to switch to an easy plane structure. Up
to now modulated magnetic structures have not been identified in these materials, but in
view of the magnetic symmetry they could be present, particularly near this temperature
where the uniaxial anisotropy constant is small and conditions for the realization of a
nontrivial magnetic state are favourable [36]. One more candidate is Gd3Al2. Experimen-
tal studies of the magnetocaloric effect have displayed the complex magnetic properties
in the low-temperature limit [185], that can indicate existence of modulated structures.
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Figure A.1: Skyrmion structures (a) for different crystal symmetries of non-
centrosymmetric materials and their projections on basal plane (b).
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Analytical solutions for helicoids
The energy density for helicoid that propagates along axis x can be presented as:
wH = A
(
dθ
dx
)2
−Ddθ
dx
−HMS cos θ, (B.0)
where M = MS(0; sin θ; cos θ) and θ = θ(x). The analytical solutions for the helicoids are
derived be solving the following Euler equation
2A
d2θ
dx2
−HMS sin θ. (B.1)
In absence of the magnetic field H = 0 Eq. (B.1) has the solution θ = q0 · x, which
describes the one-harmonic incommensurate structure - a simple spiral. For finite fields
Eq. (B.0) describes the inhomogeneous distribution of magnetization, given by its exact
solution expressed in terms of the elliptic amplitude function [12]:
θ = 2 am(qx, k), (B.2)
where q =
√
H/2A/k and k is the modulus of the elliptic functions. The latter parameter
corresponds to the constant of integration of Eq. (B.1) and must be found from the energy
minimization of the system.
Eq. (B.2) is equivalent to solving the following equation:
x = LD
√
HD
H
k · F (θ/2, k), (B.3)
where F (θ, k) is an elliptic integral of the first kind. Then the period of the helicoid is
L = LD
√
HD
H
k ·K(k), (B.4)
where K(k) is the complete integral of the first kind. Then the energy of helicoid per
period takes the form:
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Figure B.1: (a) Representation of numerical procedure. For given value of applied mag-
netic field (A) solving the Eq. (B.6) gives the value of modulus k (B). Eq. (B.4)
for obtained k provides the period of helicoid (C). (b) The helicoid profiled for
different magnitude of applied magnetic field and corresponding parameter k:
H/HD = 0 (red line) (k = 0), 0.3 (green line) (k = 0.85), and 0.61 (blue line)
(k = 0.999).
EH =
1
L
∫ L
0
wHdx =
=
D
LD
√
H
HD
[√
H
HD
1
k2
(
4E(k)
K(k)
+ k2 − 2
)
− π
k ·K(k)
]
, (B.5)
where E(k) is a complete elliptic integral of the second kind. Minimization of this equation
with respect to k leads to an equation for k:
k =
4
π
√
H
HD
E(k). (B.6)
The magnitude of k varies over the range from 0 to 1 for fields from zero to H =
HH = 0.61686HD correspondingly. For this variation of parameters, the form of function
θ changes drastically (Fig. B.1 b). According to Eq. (B.6) the period of helicoid can be
presented as:
L =
4LD
π
E(k)K(k). (B.7)
From (B.7) it is clearly seen that the period of solution is almost constant and changes
essentially in the vicinity of k = 1, where it goes to infinity and transition into the
saturated state occurs.
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Magnetostatic problem for axisymmetric distribution of magne-
tization
The magnetostatic self-energy density can be described in the presentation of the mag-
netostatic charges in the following form [186]:
wm =
1
2
M · ∇Um, (C.0)
where Um is the magnetostatic potential. Thus, Um satisfies the differential equation for
magnetic layer of thickness d:
∇2Um =

4π∇ ·M, in |z| < d/2,
0, in |z| > d/2,
(C.1)
and the following conditions
∇Um(r,±∞)→ 0,
Um is continuous at z = d/2,
∂Um
∂z
= 4πMz at z = ±d/2,
(C.2)
where the left-hand side of last expression indicates the jump in normal derivatives across
the interfaces z = ±d/2. When the layer is uniformly magnetized to Mz = MS cos θ ≡MS,
the magnetostatic energy density is equal wm0 = 2πM
2
S.
Express the magnetization vector in the spherical coordinates and spatial variables in
cylindrical coordinates (M = MS(sin θ cosψ; sin θ sinψ; cos θ) and r = (ρ cosϕ; ρ sinϕ; z)).
Then the magnetostatic energy density takes the form:
wm =
1
2
(
∂Um
∂ρ
sin θ cos(ψ − ϕ) + 1
ρ
∂Um
∂ϕ
sin θ sin(ψ − ϕ) + ∂Um
∂z
cos θ
)
(C.3)
where Um(ρ, ϕ, z) is the potential satisfying the differential equation, when MS is a con-
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stant:
∇2Um =

1
ρ
∂
∂ρ
(
ρ
∂Um
∂ρ
)
+
1
ρ2
∂2Um
∂ϕ2
+
∂2Um
∂z2
=
4πMS
(
cos θ cos(ψ − ϕ)∂θ
∂ρ
+
1
ρ
cos θ sin(ψ − ϕ) ∂θ
∂ϕ
− sin θ∂θ
∂z
− sin θ sin(ψ − ϕ)∂ψ
∂ρ
+
1
ρ
sin θ cos(ψ − ϕ)∂ψ
∂ϕ
)
, in |z| < d/2,
0, in |z| > d/2,
(C.4)
and the following conditions:
∇Um(r,±∞)→ 0,
Um is continuous at z = d/2,
∂Um
∂z
= −4πMS(1− cos θ) at z = ±d/2.
(C.5)
Assume axisymmetric solution of magnetization distribution: θ = θ(ρ, z), ψ = ϕ± π/2.
Following the procedure for bubble domains [186], applying the Hankel transforms reduces
differential equation (C.4) to
(
d2
dz2
− ξ2
)
ũ(ξ, z) =

f̃(ξ, z), 0 < z < d/2,
0, z > d/2,
(C.6)
with corresponding boundary conditions:
u(ρ, 0) ≡ 0,
u(ρ, z) is continuous at z = d/2,
∂u
∂z
(ρ,∞)→ 0,
∂u
∂z
(ρ, d/2−)− ∂u
∂z
(ρ, d/2+) = −h(ρ),
(C.7)
where
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f(ρ, z) = −4πMS sin θ
dθ
dz
, (C.8)
(C.9)
h(ρ) = −8πMS(1− cos θ). (C.10)
The tilded functions (ũ, h̃, and f̃) denote the Hankel transforms of corresponding un-
tilded functions, e.g.:
ũ(ξ, z) =
∫ ∞
0
u(ρ, z)J0(ξρ)ρdρ, (C.11)
where J0(x) is the zero-order Bessel function.
It is easy verify that the solution ũ(ξ, z) given by:
ũ(ξ, z) =

B(ξ) sinh ξz − 1
ξ
∫ z
0
f̃(ξ, t) sinh ξ(t− z)dt, 0 < z < d/2,
A(ξ)e−ξz, z > d/2,
(C.12)
where
A(ξ) = B(ξ)eξd/2 sinh
ξd
2
+
1
ξ
eξd/2
∫ d/2
0
f̃(ξ, t) sinh ξ
(
d
2
− t
)
dt, (C.13)
B(ξ) = −1
ξ
(
h̃(ξ)e−ξd/2 −
∫ d/2
0
f̃(ξ, t)e−ξtdt
)
(C.14)
satisfies the differential problem (C.6)-(C.7).
Inversion of Eq. (C.12) gives the potential sought for:
Um(ρ, z) =
∫ ∞
0
ũ(ξ, z)J0(ξρ)ξdξ. (C.15)
Assume that the magnetic layer is thin enough to consider the vortex structure inde-
pendent on the z coordinate, i.e., θ = θ(ρ). Then the magnetostatic potential takes the
form:
Um(ρ, z) = −4πMS
∫ ∞
0
(1− cos θ(t))F (ρ, t)tdt, (C.16)
where
F (ρ, t) =
∫ ∞
0
J0(ρξ)J0(tξ)
[
eξ(d/2−z) − e−ξ(d/2+z)
]
dξ (C.17)
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Figure C.1: Equilibrium Skyrmion profiles for different values of quality factor that
demonstrate the strong localization of the core. Inset shows the Skyrmion
core size as a function of the layer thickness (fig. from Ref. [51]; here L is the
layer thickness, x0 =
√
A/K, κ = πD/4
√
AK, and Q = K/(2πM2S)).
or after integral transformation
F (ρ, t) =
1
π
√
ρt
[k1K (k1)− k2K (k2)] , (C.18)
where
k1 =
2
√
ρt√
(d/2− z)2 + (ρ+ t)2
, (C.19)
k2 =
2
√
ρt√
(d/2 + z)2 + (ρ+ t)2
, (C.20)
and K(k) is the complete elliptic integral of the first kind.
For z = d/2
F
(
ρ,
d
2
)
=
∫ ∞
0
J0(ξρ)J0(ξt)
(
1− e−ξd
)
dξ
=
2
π
[
K(k′1)
ρ+ t
− K(k
′
2)√
d2 + (ρ+ t)2
]
, (C.21)
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where
k′1 =
2
√
ρt
ρ+ t
, k′2 =
2
√
ρt√
d2 + (ρ+ t)2
. (C.22)
Analysis of the magneto-dipole forces on the Skyrmions [51] shows the variation of the
Skyrmionic structure and size with the layer thickness and quality factor of the material
Q = K/2πM2S (Fig. C.1). Particularly, it shows that Skyrmions retain their stability for
magnetically soft nanolayers even at zero field in contrary to other axisymmetric magnetic
object - magnetic bubbles. That means the such topological structures can be used as a
building blocks for novel types of magnetic data storage that is absolutely new technology
challenge. It demonstrates strong localization of the Skyrmion core that can be treated, in
some aspects, as an excitation on the saturated state. Thus, magnetostatic energy can be
considered as a magnetostatic energy of homogeneously magnetized layer with additional
term caused by the magnetic vortex.
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This thesis is based on the following articles, which are referred to in the text by Roman
numerals 1:
I. C. Bran, A. B. Butenko, N. S. Kiselev, U. Wolff, L. Schultz, O. Hellwig, U.K. Rößler,
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[19] A. Crépieux and C. Lacroix, J. Magn. Magn. Mat. 182, 341 (1998).
[20] A. N. Bogdanov and D. A. Yablonskii, JETP 95, 178 (1989) [Sov. Phys. JETP 68,
101 (1989)].
[21] T. H. R. Skyrme, Proc. Roy. Soc. Lond. 260, 127 (1961).
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[116] R. Höllinger, A. Killinger, and U. Krey, J. Magn. Magn. Mat. 261, 178 (2003).
[117] S.-B. Choe, Y. Acremann, A. Scholl, A. Bauer, A. Doran, J. Stöhr and H. A.
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