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1. Introduction
Series of the form [1]
∞−
n=0
ανn Jn+ν [(n+ ν)z] , (1)
and
∞−
n=0
αµ,νn Jµ+n [(µ+ ν + 2n) z] Jν+n [(µ+ ν + 2n) z] , (2)
where µ, ν ∈ C and Jn(·) is the Bessel function of the first kind, are called Kapteyn series of the first kind and Kapteyn series
of the second kind respectively.
Kapteyn series have a long history, going back to Lagrange’s 1771 paper Sur le Problème de Képler [2], where he solved
Kepler’s equation [3]
M = E − ε sin(E), (3)
using his method for solving implicit equations [4] (now called Lagrange inversion theorem) and obtained [5]
E(M) = M +
∞−
n=1
εn
n!
dn−1
dMn−1
sinn(M).
HereM is the mean anomaly (a parameterization of time) and E is the eccentric anomaly (an angular parameter) of a body
orbiting on an ellipse with eccentricity ε.
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In 1819 Friedrich Wilhelm Bessel published his paper Analytische Auflösung der Kepler’schen Aufgabe [6], where he
approached (3) using a different method. First of all he observed that the function g(M) = E(M)−M defined implicitly by
g = ε sin(g +M) is 2π-periodic and satisfies g(0) = 0 = g(π). Hence, g(M) can be expanded in a Fourier sine series
g(M) =
∞−
n=1
bn sin(nM),
where
bn = 2
π
∫ π
0
g(M) sin(nM)dM
= − 2
π
[
g(M)
cos(nM)
n
]π
0
+ 2
πn
∫ π
0
cos(nM)dg
= 2
πn
∫ π
0
cos(nM)d (E −M)
= 2
πn
∫ π
0
cos [n (E − ε sin E)] dE − 2
πn
∫ π
0
cos(nM)dM
and hence
bn = 2
πn
∫ π
0
cos (nE − nε sin E) dE.
He then introduced the function Jn(z) defined by
Jn(z) = 1
π
∫ π
0
cos (nE − z sin E) dE, n ∈ Z (4)
which now bears his name and obtained
E(M) = M +
∞−
n=1
2
n
Jn(nε) sin(nM). (5)
Bessel’s work on (4) was continued by other researchers including Lommel, who defined the Bessel function of the first kind
by [7]
Jν(z) =
∞−
n=0
(−1)n
n!0(ν + n+ 1)
 z
2
ν+2n
, ν ∈ C, (6)
where 0(·) is the Gamma function.
In 1817, Carlini [8] found an expression for the true anomaly v (an angular parameter), defined in terms of E and ε by
tan
v
2

=

1+ ε
1− ε tan

E
2

.
Carlini’s expression reads [9]
v = M +
∞−
n=1
Bn sin(nM),
where
Bn = 2n Jn(nε)+
∞−
m=0
αm [Jn−m(nε)+ Jn+m(nε)] ,
with ε = 2α
1+α2 . The problem considered by Carlini was to determine the asymptotic behavior of the coefficients Bn for large
values of n [10]. The astronomer Johann Franz Encke drew Carl Gustav Jacob Jacobi’s attention to the work of Carlini. In
1849, Jacobi published a paper improving and correcting Carlini’s article [11] and in 1850 Jacobi published a translation
from Italian into German [12], with critical comments and extensions of Carlini’s investigation.
Bessel’s research on series of the type (5) was continued in [13] in his papers [14,15] and by Kapteyn (not to be confused
with his brother Jacobus Cornelius Kapteyn [16]) in the articles [17,18]. Most of the early work on Kapteyn series, together
with their own results, can be found in the books in [19, Chapter XXII] and [1, Chapter 17].
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In recent years, there has been a renewed interest on Kapteyn series, particularly from researchers in the fields of
Astrophysics and Electrodynamics (see [20] for a review of current applications). In [21], Lerche and Tautz studied the
Kapteyn series of the second kind
S1(a) =
∞−
n=1
n4J2n(na)
and derived the formula
S1(a) = a
2

64+ 592a2 + 472a4 + 27a6
256

1− a2 132 .
They continued their investigations in [22], where they outlined a way for calculating more general Kapteyn series of the
form
S1(m, a) =
∞−
n=1
n2mJ2n(na), m = 0, 1, . . . . (7)
The purpose of this paper is to describe a method for computing the coefficients in the Taylor series of functions defined
by Kapteyn series of the first (1) and second (2) kind. As an example, we will show a closed-form expression of (7) valid for
all values ofm.
2. Kapteyn series of the first kind
We begin by considering functions expressed as Kapteyn series of the first kind.
Theorem 1. Suppose that
f (z) =
∞−
m=0
bmzm (8)
and
zν f (z) =
∞−
n=0
aνnJν+n [(ν + n) z] , (9)
where both series converge absolutely for z in some domainΩ . Then, we have
aνs =
⌊ s2⌋−
m=0
vs,mbs−2m (10)
and
bs =
⌊ s2⌋−
m=0
us,maνs−2m (11)
for all values of ν , with
un,k = (−1)
k
k!0 (ν + n− k+ 1)

ν + n− 2k
2
ν+n
and
vn,k = 12
(ν + n− 2k)20 (ν + n− k)
k!

2
ν + n
ν+n−2k+1
.
Proof. Let z ∈ Ω . To prove (11), we use (8) and (9), to get
∞−
m=0
bmzν+m = zν f (z) =
∞−
n=0
aνnJν+n [(ν + n) z]
and from (6) we obtain
∞−
s=0
bszs+ν =
∞−
n=0
aνn
∞−
m=0
(−1)m
m!0 (ν + n+m+ 1)
[
(ν + n) z
2
]ν+n+2m
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or
∞−
s=0
bszs =
∞−
n=0
aνn
∞−
m=0
(−1)m
m!0 (ν + n+m+ 1)

ν + n
2
ν+n+2m
zn+2m. (12)
Setting n+ 2m = s on the right-hand side of (12), we have
∞−
s=0
bszs =
∞−
s=0
zs
⌊ s2⌋−
m=0
(−1)maνs−2m
m!0 (ν + s−m+ 1)

ν + s− 2m
2
ν+s
,
from which (11) follows.
We have
p−
j=k
u2j,j−kv2s,s−j = (−1)
p+k2ν+2p
0 (s− p)

ν + 2k
ν + 2s
ν+2p+1
(ν + 2k)
(s− k) (ν + s+ k)

ν + p+ s
p− k

and hence
s−
j=k
u2j,j−kv2s,s−j = 0, k ≠ s.
When k = s, we get
u2s,0v2s,0 = 1
0 (ν + 2s+ 1)

ν + 2s
2
ν+2s
(ν + 2s)0 (ν + 2s)

2
ν + 2s
ν+2s
= 1
and therefore
s−
j=k
u2j,j−kv2s,s−j = δk,s.
Thus,
s−
m=0
v2s,mb2(s−m) =
s−
j=0
v2s,s−jb2j =
s−
j=0
v2s,s−j
j−
m=0
u2j,maν2(j−m)
=
s−
j=0
v2s,s−j
j−
k=0
u2j,j−kaν2k =
s−
k=0
aν2k
s−
j=k
u2j,j−kv2s,s−j =
s−
k=0
aν2kδk,s = aν2s
and a similar computation holds for b2k+1 and aν2k+1, proving (10). 
Remark 2. Formula (10) appeared in [1, 17.5 (6)], but it contains a small mistake because there is a factor of 12 missing in
the denominator. The result was also published in [23, 7.10.2 (29)], but there is also a misprint there, since the factor bn−2m
is missing in the sum.
In [24], we computed formulas for bs and aνn when ν = 0.
In order to find the coefficients bs for a particular choice of ν = 0 and aνn , we need the following result.
Lemma 3. Let r,m ∈ N. Then, we have
r−
k=0
 r
k

(−1)k (r − 2k)m = 2r d
m sinhr(t)
dtm

t=0
. (13)
Proof. We have
sinhr(t) =

et − e−t
2
r
= 1
2r
r−
k=0
 r
k

(−1)ke(r−2k)t .
Since
dmeat
dtm
= ameat ,
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we obtain,
dm sinhr(t)
dtm

t=0
= 1
2r
r−
k=0
 r
k

(−1)k (r − 2k)m . 
Example 4. Let us consider the special case ν = 0 and aνn = n2p. Then, (11) gives
bs(p) = 1s!2s
⌊ s2⌋−
k=0
(−1)k
 s
k

(s− 2k)s+2p . (14)
Since the terms in the sum are symmetric with respect to k =  s2, we can write
bs(p) = 1s!2s
1
2
s−
k=0
(−1)k
 s
k

(s− 2k)s+2p ,
unless s = 0 = p, in which case we have
b0(0) = 1.
Thus, we have
bs(p) = εs,p 1s!2s
s−
k=0
(−1)k
 s
k

(s− 2k)s+2p ,
with
εs,p =

1, s = 0 = p
1
2
, otherwise.
(15)
From (13), we obtain
bs(p) = εs,ps!
ds+2p sinhs(t)
dts+2p

t=0
= εs,p
s! (s+ 2p)!

ts+2p

sinhs(t)
or
bs(p) = εs,p (s+ 1)2p

t2p
 [ sinh(t)
t
]s
, (16)
where [t r ]G(t) denotes the coefficient of t r in the McLaurin series of G(t). From (16) we get
bs(0) = εs,0, bs(1) = 12 (s+ 1)2
s
6
,
bs(2) = 12 (s+ 1)4
s (5s− 2)
360
,
bs(3) = 12 (s+ 1)6
s

35s2 − 42s+ 16
45360
,
bs(4) = 12 (s+ 1)8
s (5s− 4) 35s2 − 56s+ 36
5443200
, . . . .
If we define
∞−
n=0
n2pJn(nz) = fp(z) =
∞−
s=0
bs(p)zs,
it follows from (16) that
fp(z) =

t2p
 ∞−
s=0
εs,p (s+ 1)2p
[
sinh(t)
t
z
]s
fp(z) =

t2p
 1
2
+ (2p)!
2
[
1− sinh(t)
t
z
]−(2p+1)
. (17)
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Using (17), we get
f0(z) = 2− z2 (1− z) , f1(z) =
z
2 (1− z)4 ,
f2(z) = z (9z + 1)
2 (1− z)7 , f3(z) =
z

255z2 + 54z + 1
2 (1− z)10 ,
f4(z) = z

11025z3 + 4131z2 + 243z + 1
2 (1− z)13 , . . .
and in general
fn(z) = z2
Pn−1(z)
(1− z)3n+1 ,
where P0(z) = 1 and Pn(z) is a polynomial of degree n for n = 1, 2, . . . .
Using the relation [1, 17.33]
fn+1(z) = 11− z2

z
d
dz
2
fn(z),
we find that the polynomials Pn(z) satisfy
Pn+1(z) = z
2 (z − 1)2
z + 1 P
′′
n (z)+
z
z + 1

(1− 6n) z2 + (6n− 4)z + 3 P ′n(z)+ 1z + 1 9n2z2 + (9n+ 1)z + 1 Pn(z).
3. Kapteyn series of the second kind
We now consider functions expressed as a Kapteyn series of the second kind.
Theorem 5. Suppose that
f (z) =
∞−
m=0
bmzm (18)
and
zµ+ν f (z) =
∞−
n=0

aµ,νn + zcµ,νn

Jµ+n [(µ+ ν + 2n) z] Jν+n [(µ+ ν + 2n) z] , (19)
where both series converge absolutely for z in some domainΩ . Then, we have
aµ,νs =
s−
k=0
α
µ,ν
s,k b2k, c
µ,ν
s =
s−
k=0
α
µ,ν
s,k b2k+1 (20)
and
b2s =
s−
k=0
β
µ,ν
s,k a
µ,ν
k , b2s+1 =
s−
k=0
β
µ,ν
s,k c
µ,ν
k , (21)
for all µ, ν , with
α
µ,ν
s,k =
(µ+ ν + 2k)2 0 (µ+ k+ 1)0 (ν + k+ 1)
(µ+ ν + s+ k) (µ+ ν + 2s)

µ+ ν + s+ k
s− k

2
µ+ ν + 2s
µ+ν+2k
and
β
µ,ν
s,k =
(−1)s+k
0 (µ+ s+ 1)0 (ν + s+ 1)

µ+ ν + 2s
s− k

µ+ ν + 2k
2
µ+ν+2s
.
Proof. Let z ∈ Ω . Using the formula [1, 5.41]
Jµ(z)Jν(z) =
∞−
k=0
(−1)k
0 (µ+ k+ 1)0 (ν + k+ 1)

µ+ ν + 2k
k
 z
2
µ+ν+2k
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in (19), we get
zµ+ν f (z) =
∞−
n=0

aµ,νn + zcµ,νn
 ∞−
k=0
(−1)k
0 (µ+ n+ k+ 1)0 (ν + n+ k+ 1)
×

µ+ ν + 2n+ 2k
k
[
(µ+ ν + 2n) z
2
]µ+ν+2n+2k
,
or
f (z) =
∞−
n=0
∞−
k=0

aµ,νn + zcµ,νn
 (−1)k
0 (µ+ n+ k+ 1)0 (ν + n+ k+ 1)
×

µ+ ν + 2n+ 2k
k

µ+ ν + 2n
2
µ+ν+2n+2k
z2(n+k).
Setting n = s− k, we have
f (z) =
∞−
s=0
s−
k=0

aµ,νs−k + zcµ,νs−k
 (−1)k
0 (µ+ s+ 1)0 (ν + s+ 1)

µ+ ν + 2s
k

µ+ ν + 2s− 2k
2
µ+ν+2s
z2s,
or
f (z) =
∞−
s=0
z2s
0 (µ+ s+ 1)0 (ν + s+ 1)
s−
k=0
(−1)k

µ+ ν + 2s
k

µ+ ν + 2s− 2k
2
µ+ν+2s
aµ,νs−k
+
∞−
s=0
z2s+1
0 (µ+ s+ 1)0 (ν + s+ 1)
s−
k=0
(−1)k

µ+ ν + 2s
k

µ+ ν + 2s− 2k
2
µ+ν+2s
cµ,νs−k .
Comparing with (18), we conclude that
b2s = 1
0 (µ+ s+ 1)0 (ν + s+ 1)
s−
k=0
(−1)k

µ+ ν + 2s
k

µ+ ν + 2s− 2k
2
µ+ν+2s
aµ,νs−k,
b2s+1 = 1
0 (µ+ s+ 1)0 (ν + s+ 1)
s−
k=0
(−1)k

µ+ ν + 2s
k

µ+ ν + 2s− 2k
2
µ+ν+2s
cµ,νs−k,
from which (21) follows.
Since
p−
k=j
α
µ,ν
s,k β
µ,ν
k,j = (−1)j+p

µ+ ν + s+ p
s− p

µ+ ν + 2p
p− j

µ+ ν + 2j
µ+ ν + 2s
µ+ν+2p+2
(p− s) (µ+ ν + 2s)
(j− s) (µ+ ν + s+ j) ,
we see that
s−
k=j
α
µ,ν
s,k β
µ,ν
k,j = 0, j ≠ s,
while for j = s, we have
αµ,νs,s β
µ,ν
s,s = 0 (µ+ s+ 1)0 (ν + s+ 1)

2
µ+ ν + 2s
µ+ν+2s
× 1
0 (µ+ s+ 1)0 (ν + s+ 1)

µ+ ν + 2s
2
µ+ν+2s
= 1.
Therefore,
s−
k=0
α
µ,ν
s,k b2k =
s−
k=0
α
µ,ν
s,k
k−
j=0
β
µ,ν
k,j a
µ,ν
j
=
s−
j=0
aµ,νj
s−
k=j
α
µ,ν
s,k β
µ,ν
k,j =
s−
j=0
aµ,νj δj,s = aµ,νs .
The same calculation holds for b2k+1 and c
µ,ν
k , proving (20). 
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Remark 6. Nielsen [25], defined the Kapteyn series of the second type as z
2
 µ+ν
2
F(z) =
∞−
n=0
aµ,νn J µ+n2
[
µ+ ν
2
+ n

z
]
J ν+n
2
[
µ+ ν
2
+ n

z
]
and assuming that
F(z) =
∞−
m=0
Bm
 z
2
m
,
he obtained
aµ,νs =
⌊ s2⌋−
k=0

µ+ ν
2
+ s− 2k

0

µ+ s
2
− k+ 1

0

ν + s
2
− k+ 1

×
 µ+ν
2 + s− k− 1
k

2
µ+ ν + 2s
 µ+ν
2 +s−k+1
Bs−2k.
We now have all the necessary tools to compute (7).
Example 7. Let
aµ,νn (p) = n2p, cµ,νn = 0, µ = ν = 0.
Then, b2s+1 = 0 and we have
b2s(p) = (−1)
s
(s!)2
s−
k=0
(−1)k

2s
s− k

k2(s+p),
or
b2s(p) = 1
(s!)2
s−
k=0
(−1)k

2s
k

(s− k)2(s+p) .
Since the terms in the sum are symmetric with respect to k = s, we can write
b2s(p) = 12
1
(s!)2
2s−
k=0
(−1)k

2s
k

(s− k)2(s+p) ,
unless s = 0 = p, in which case we have
b0(0) = 1.
Thus, we have
b2s(p) = εs,p 1
(s!)2
2s−
k=0
(−1)k

2s
k

(s− k)2(s+p)
= εs,p 1
(s!)2 4s+p
2s−
k=0
(−1)k

2s
k

(2s− 2k)2(s+p) ,
where εs,p was defined in (15). Using (13), we get
b2s(p) = εs,p
4p (s!)2
d2(s+p)
dt2(s+p)
sinh2s(t)

t=0
,
or
b2s(p) = εs,p
4p (s!)2 (2s+ 2p)!

t2p
 [ sinh(t)
t
]2s
, (22)
and therefore
b2s(0) = εs,0 (2s)!
(s!)2 , b2s(1) =
1
2
(2s+ 2)!
4 (s!)2
s
3
,
b2s(2) = 12
(2s+ 4)!
42 (s!)2
s (5s− 1)
90
,
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b2s(3) = 12
(2s+ 6)!
43 (s!)2
s

35s2 − 21s+ 4
5670
,
b2s(4) = 12
(2s+ 8)!
44 (s!)2
s (5s− 2) 35s2 − 28s+ 9
340200
, . . . .
Let gp(z) be defined by
∞−
n=0
n2pJ2n(2nz) = gp(z) =
∞−
s=0
b2s(p)z2s.
Then, since
(p+ 1)s

p+ 1
2

s
= (2s+ 2p)!
(2p)!4s ,
we get from (22) that
gp(z) = (2p)!4p

t2p
 ∞−
s=0
εs,p
(p+ 1)s

p+ 12

s
(s!)2
[
2
sinh(t)
t
z
]2s
= (2p)!
4p

t2p
 1
2
+ 1
2 2
F1

p+ 1, p+ 1
2
1
 4sinh2(t)t2 z2

. (23)
Using (23), we obtain
g0(z) = 12 +
1
2
√
1− 4z2 , g1(z) =
z2

1+ z2
1− 4z2 72 ,
g2(z) = z
2

1+ 37z2 + 118z4 + 27z6
1− 4z2 132 ,
g3(z) = z
2

1+ 217z2 + 5036z4 + 23630z6 + 22910z8 + 2250z10
1− 4z2 192 , . . . .
Remark 8. Formulas for g0(z) and g1(z) were computed by Schott in [26]. They were reproduced by Watson in [1, 17.6
(2)–(3)], but there is a typographical mistake in the equation for g1(z), since the denominator should contain a 72 power,
instead of the 12 printed.
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