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Supercell calculations in the reduced Hartree-Fock model for
crystals with local defects.
David Gontier, Salma Lahbabi
Abstract
In this article, we study the speed of convergence of the supercell reduced Hartree-
Fock (rHF) model towards the whole space rHF model in the case where the crystal
contains a local defect. We prove that, when the defect is charged, the defect energy
in a supercell model converges to the full rHF defect energy with speed L−1, where L3
is the volume of the supercell. The convergence constant is identified as the Makov-
Payne correction term when the crystal is isotropic cubic. The result is extended to the
non-isotropic case.
1 Introduction
The numerical simulation of crystals is a very active area of research in solid state physics,
material science and nano-electronics. Although the simulation of perfect crystals is well-
understood nowadays, the treatment of local defects in solids is still a major issue [22, 26].
The state-of-the-art method to simulate crystals (with or without local defects) is the
supercell method. It consists in considering a large box ΓL = LΓ, with periodic boundary
conditions. When the crystal is an insulator or a semi-conductor without defects, the supercell
model converges rapidly to the whole space model, as it has been numerically observed in the
work of Monkhorst and Pack [20]. Actually, in [10], we consider the reduced Hartree-Fock
model [25], which is obtained from the generalized Hartree-Fock model [17] by removing the
exchange term, and we prove that the convergence is exponential in this case. Precisely, for
a nuclear charge density µper, which is a periodic function, if we denote by Iµper the energy
per unit volume of the whole space model and ILµper the energy of the crystal restrained to
the box ΓL, then there exist constants C ≥ 0 and A > 0 such that∣∣∣∣ 1|ΓL|ILµper − Iµper
∣∣∣∣ ≤ Ce−AL.
When the crystal contains local defects, the nuclear charge density of the crystal is of the
form µper + ν, where ν is a smooth function with compact support representing the charge
density of the defect. The defect energy Jν is formally defined as the difference between the
energy of the crystal with the defect and the energy of the crystal without the defect. In the
supercell model, it is given by
JLν := I
L
µper+ν − ILµper .
It has been proved in [3] that JLν converges to Jν . When the defect is charged (q :=
´
R3
ν 6= 0),
the convergence of JLν to Jν is slow with respect to the size of the supercell L. Numerically,
one finds that the convergence rate is of the order L−1. This slow convergence comes from two
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effects. First, the supercell method induces spurious interactions between the defect and its
periodic images. Then, one always needs to add a jellium background to compensate charged
defects in order to satisfy the periodic boundary conditions imposed on the electrostatic
potential, so that the reference “zero energy” is shifted as L goes to infinity.
The main result of this paper is that when the defect is small (see Theorem 2.5 for the
exact assumption), it holds that
Jν = J
L
ν +
βq2
L
+O(‖ν‖ exp−αL, ‖ν‖2 L−3, ‖ν‖3), (1.1)
where the constant β can be computed explicitly as a by-product of the supercell calculation.
Approximating Jν by J
L
ν +βq
2/L rather that only JLν therefore speeds up the convergence at
a negligible computational cost. When the crystal is isotropic cubic (see Definition 2.7), this
constant is of the form β ≈ m/2ǫ, where ǫ is the macroscopic dielectric constant of the perfect
crystal (see also [1, 28, 4]), and m is the Madelung constant of the crystal. We recover the
term predicted by Leslie and Gillan in [15], further developed by Makov and Payne [19], and
observed numerically in simulations [12]. We therefore give a rigorous mathematical proof
to the “phenomenological approach of Leslie and Gillan in which the potential is reduced
by the dielectric constant” [19]. These last articles have been the starting point to a large
variety of methods to improve supercell calculations in the presence of charged defects. Let
us mention the Freysolt, Neugebauer and Van de Walle method [8, 9], the Lany and Zunger
method [13, 14] and the Taylor and Bruneval method [27]. In the non isotropic case, the
correcting term was proposed in [21] using physical considerations.
The article is organized as follows. In Section 2, we recall the reduced Hartree-Fock
model for both the perfect crystal and the crystal with local defects, together with their
corresponding supercell models, and we state our main results. In Section 3, we identify the
linear response of the crystal with respect to the defect. In Section 4, we recall the theory of
Bloch transform, and use it to sketch the main steps of the proof. The details of the proofs
are presented in Section 5. Some complementary results about the convergence of Riemann
sums are given in the appendices.
2 Presentation of the models and main results
2.1 The rHF model for perfect crystals
We introduce in this section the rHF model for a perfect crystal following the work in [5,
6, 3]. A perfect crystal is a periodic arrangement of atoms. We denote by R = a1Z +
a2Z+ a3Z the underlying periodic lattice (in R
3), where (a1,a2,a3) are linearly independent
vectors in R3. The reciprocal lattice is denoted by R∗ = a∗1Z + a∗2Z + a∗3Z, where the
vectors a∗k ∈ R3, 1 ≤ k ≤ 3, are chosen such that ak · a∗l = 2πδkl. The unitary cell is
Γ := a1[−1/2, 1/2) + a2[−1/2, 1/2) + a3[−1/2, 1/2), and the reciprocal unitary cell is Γ∗ :=
a∗1[−1/2, 1/2) + a∗2[−1/2, 1/2) + a∗3[−1/2, 1/2). We denote by Pj := −i∂xj , j ∈ {1, 2, 3}, the
j-th momentum operator, and by (−∆) := ∑3j=1 P 2j the Laplacian operator on the usual
complex valued Lebesgue space L2(R3), seen here as an Hilbert space with its natural inner
product. We also introduce the usual complex valuedR-periodic Sobolev and Lebesgue spaces
Hsper(Γ) := {f ∈ Hsloc, f is R-periodic} and Lpper(Γ) :=
{
f ∈ Lploc, f is R-periodic
}
.
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If f ∈ L2per(Γ), the normalized Fourier coefficients of f are denoted by ck(f). Formally,
∀k ∈ R∗, ck(f) = 1|Γ|1/2
ˆ
Γ
f(x)e−ik·xdx,
and it holds
‖f‖2L2per(Γ) =
∑
k∈R∗
|ck|2 and f(x) = 1|Γ|1/2
∑
k∈R∗
ck(f)e
ik·x a.e. and in L2per(Γ).
The charge density of the nuclei (together with the core electrons in mean-field models)
of a perfect crystal is well-approximated by an R-periodic real-valued function µper. In this
article, we will assume that µper is regular (say µper ∈ L2per(Γ)), but more singular functions
may be also treated [2].
Bulk properties of the crystal can be understood by studying the so-called reduced Hatree-
Fock (rHF) model. This model has been rigorously derived from the rHF model for finite
molecular systems by means of thermodynamic limit procedure by Catto, Le Bris and Li-
ons [6]. Later, Cance`s, Deleurence and Lewin [3] proved that this model is also the limit of
the supercell rHF model (see Section 2.4).
For R ∈ R, we denote by τR the translation operator by the vector R: τRf(x) = f(x−R).
We introduce the set of admissible density matrices
P := {γ ∈ S(L2(R3)), 0 ≤ γ ≤ 1, ∀R ∈ R, τRγ = γτR, Tr (γ) + Tr (−∆γ) <∞} , (2.1)
where Tr (−∆γ) is a short-hand notation for ∑3j=1Tr (PjγPj), S(H) denotes the space of
the bounded self-adjoint operators on the Hilbert space H and Tr denotes the trace per unit
volume, defined for any locally trace class operator A that commutes with R-translations, by
(see also Equation (4.6) below for an alternative definition)
Tr (A) := lim
L→∞
1
L3
Tr (1LΓA1LΓ) . (2.2)
Any γ ∈ P is locally trace-class, and can be associated an R-periodic density ργ ∈ L2per(Γ).
For γ ∈ P, the reduced Hartree-Fock energy is given by
Eµper(γ) :=
1
2
Tr (−∆γ) + 1
2
D1 (ργ − µper, ργ − µper) . (2.3)
The first term of (2.3) corresponds to the kinetic energy, and the second term represents the
Coulomb energy per unit volume. To describe the latter term, we introduce the Green kernel
of the R-periodic Poisson equation [18], denoted by G1 and satisfying the equation −∆G1 = 4π
(∑
k∈R
δk − |Γ|−1
)
G1 is R-periodic.
The expression of G1 is given in the Fourier basis by
G1(x) = c1 +
4π
|Γ|
∑
k∈R∗\{0}
eik·x
|k|2 , (2.4)
3
where c1 = |Γ|−1
´
ΓG1 can be a priori any fixed constant. In one of the first article on the
topic [18], the authors chose to set c1 = 0, but other choices are equally valid (see [3] for
instance). We will set c1 = 0 for simplicity, and highlight the role of c1 in the main results
(see Remark 2.6). The Coulomb energy per unit volume is defined, for f, g ∈ L2per(Γ), by
D1(f, g) :=
ˆ
Γ
(f ∗Γ G1)(x)g(x)dx = 4π
∑
k∈R∗\{0}
ck(f)ck(g)
|k|2 . (2.5)
where (f ∗Γ G1)(x) :=
´
Γ f(y)G1(x− y)dy.
Finally, the periodic rHF ground state energy is given by
inf
{
Eµper(γ), γ ∈ Pper,
ˆ
Γ
ργ =
ˆ
Γ
µper
}
.
It has been proved in [3, Theorem 1] that this minimization problem admits a unique mini-
mizer γ0, which is the solution to the self-consistent equation
γ0 = 1(H0 ≤ εF )
H0 = −12∆+ V0
V0 = (ργ0 − µper) ∗Γ G1.
(2.6)
Here, εF , called the Fermi level or the Fermi energy, is the Lagrange multiplier corresponding
to the charge constraint
´
Γ ργ0 =
´
Γ µper. Throughout the article, we make the following
assumption:
(A1) The system is an insulator, in the sense that H0 has a spectral gap around εF .
Without loss of generality, we assume that εF is located in the middle of the gap, and we
denote by g > 0 the size of the gap. In this case, the minimizer γ0 defined in (2.6) is also the
unique minimizer of the grand canonical ensemble problem (see [3, Theorem 1])
Iµper := inf
{Eµper(γ)− εFTr (γ), γ ∈ P} . (2.7)
2.2 Assumption on the defect
In this article, we are interested in cases where the crystal contains a local defect. The nuclear
charge distribution of such a system is taken of the form µper + ν, where ν is a compactly
supported function that models the nuclear charge of the local defect. More specifically, we
fix Lsupp ∈ N∗, and consider defects ν ∈ L2(R3) with support in LsuppΓ. We introduce, for
η > 0, the set
N (η) := {ν ∈ L2(R3), ν1LsuppΓ = ν, ‖ν‖L2(R3) ≤ η} . (2.8)
Other types of defects may be considered, but they add extra mathematical complications,
and do not provide any further insight on the nature of our main result.
2.3 The rHF energy of a local defect
The rHF model of a local defect embedded into a reference perfect crystal was introduced
and studied in [3]. The main idea of this article is to decompose the ground state density
matrix as
γ = γ0 +Qν , (2.9)
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and rewrite the formal minimization problem in a problem where the variable is Qν . The
authors have then proved that the corresponding energy was indeed the limit of the supercell
rHF energy of the defect (see Section 2.5). Following [3], we introduce the convex set
K =
{
Q ∈ S(L2(R3)), −γ0 ≤ Q ≤ 1− γ0, (1−∆) 12Q ∈ S2(L2(R3)),
(1−∆) 12Q±±(1−∆) 12 ∈ S1(L2(R3))
}
,
(2.10)
where Q++ := (1−γ0)Q(1−γ0), Q−− := γ0Qγ0, and Sp denotes the p-th Schatten class [24].
In particular S1 is the set of trace class operators and S2 is the set of Hilbert-Schmidt
operators. It has been proved in [3] that although a generic Q in K in not trace class, it can
be associated a density ρQ ∈ C(R3) ∩ L2(R3), where C(R3) is the Coulomb space
C :=
{
f ∈ S ′(R3), ‖f‖2C(R3) := D(f, f) := 4π
ˆ
R3
|f̂(k)|2
|k|2 dk <∞
}
, (2.11)
where S ′ is the Schwartz space of tempered distributions, and f̂ is the normalized Fourier
transform of f , defined for f ∈ L1(R3) by
f̂(k) :=
1
(2π)3/2
ˆ
R3
f(x)e−ik·xdx.
It holds L6/5(R3) →֒ C, and taking L2(R3) as the pivoting space, the dual of C is the Beppo-
Levi space
C′ :=
{
V ∈ L6(R3), ∇V ∈ (L2(R3))3} , (2.12)
which can also be seen as an Hilbert space when endowed with the inner product 〈f, g〉C′ :=´
R3
∇f · ∇g.
For Q ∈ K, we introduce
Fν(Q) = Tr
(|H0 − εF |(Q++ −Q−−))+ 1
2
D(ρQ − ν, ρQ − ν)−
ˆ
R3
V0ν, (2.13)
whereH0 and V0 were both defined in (2.6). Note that ν ∈ C since L2(LsuppΓ) →֒ L6/5(LsuppΓ) →֒
L6/5(R3) →֒ C, so that the Coulomb energy in (2.13) is well-defined. The rHF energy of the
defect ν is then defined by the minimization problem
Jν := inf {Fν(Q), Q ∈ K} . (2.14)
The existence of minimizers for this problem was proved in [3, Theorem 2][4, Lemma 5].
Theorem 2.1 (Existence of ground states for crystals with local defects). Assume that (A1)
holds true. There exists η > 0 such for all ν ∈ N (η), the following holds. There exists
a unique minimizer Qν ∈ K of the problem (2.14). Moreover, this minimizer satisfies the
equality Q2ν = Q
++
ν −Q−−ν , the equality Tr(Q++ν +Q−−ν ) = 0 and the Euler-Lagrange equation
Qν = 1(Hν ≤ εF )− γ0,
Hν = H0 + Vν ,
Vν = (ρQν − ν) ∗
1
| · | .
(2.15)
Finally, the operator Hν, which acts on L
2(R3), is gapped around εF with |Hν − εF | ≥ g/2.
5
2.4 The supercell rHF model for perfect crystals
The rHF model for crystals with and without local defects is the thermodynamic limit [3] of the
supercell rHF model, where the system is confined to a box ΓL := LΓ with periodic boundary
conditions. The corresponding lattice is RL := LR, and the corresponding reciprocal lattice is
R∗L := L−1R∗. We denote by L2per(ΓL) the Hilbert space of locally square integrable functions
that are LR-periodic. The normalized Fourier coefficients of a function f ∈ L2per(ΓL) are
defined by
∀k ∈ L−1R∗, cLk(f) =
1
|ΓL|1/2
ˆ
ΓL
f(x)e−ik·xdx,
so that,
‖f‖2L2per(ΓL) =
∑
k∈L−1R∗
|cLk |2 and f(x) =
1
|ΓL|1/2
∑
k∈L−1R∗
cLk(f)e
ik·x a.e. and in L2per(ΓL).
We denote by PLj , j ∈ {1, 2, 3}, the self-adjoint operator on L2per(ΓL) defined by cLk(PLj f) =
kjc
L
k(f), and by (−∆L) :=
∑3
j=1
(
PLj
)2
, so that cLk(−∆Lf) = |k|2cLk(f). The set of admissible
electronic states for the supercell model is
PL :=
{
γL ∈ S(L2per(ΓL)), 0 ≤ γL ≤ 1, TrL2per(ΓL)
(
γL
)
+TrL2per(ΓL)
(−∆LγL) <∞} ,
where TrL2per(ΓL)
(−∆LγL) is a shorthand notation for∑3j=1TrL2per(ΓL) (PLj γLPLj ). Any γL ∈
PL is locally trace-class, and can be associated a density ργL ∈ L2per(ΓL).
For a charge density µ ∈ L2loc(R3), we denote by µL the LR-periodic nuclear distribution
which is equal to µ on ΓL, and by ELµ the energy functional defined on PL by
ELµ (γL) :=
1
2
TrL2per(ΓL)(−∆LγL) +
1
2
DL(ργL − µL, ργL − µL). (2.16)
The first term corresponds to the kinetic energy, and the second to the supercell Coulomb
energy. To define the latter one, we introduce the LR-periodic Green kernel GL of the Poisson
interaction, solution of  −∆GL = 4π
( ∑
k∈LR
δk − |ΓL|−1
)
GL is LR-periodic.
The expression of GL is given in the Fourier basis by
GL(x) = cL +
4π
|ΓL|
∑
k∈L−1R∗\{0}
eik·x
|k|2 , (2.17)
where cL = |ΓL|−1
´
ΓL
GL. As in (2.4), the constant cL can be any fixed constant, and we
choose to set cL = 0 for simplicity. The supercell Coulomb energy is defined, for f, g ∈
 L2per(ΓL) by
DL(f, g) :=
ˆ
ΓL
(f ∗ΓL GL)(x)g(x)dx = 4π
∑
k∈L−1R∗\{0}
cL
k
(f)cLk(g)
|k|2 . (2.18)
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Finally, the supercell rHF energy of the system in the box of size L with Fermi level εF is
given by the minimization problem
ILµ = inf
{
ELµ (γL)− εFTrL2per(ΓL)(γL), γL ∈ PL
}
. (2.19)
Remark 2.2. This problem is set on the grand canonical ensemble. The Fermi level εF is the
one defined in the previous section (see Assumption (A1)). This model is therefore different
than the ones usually considered in numerical codes, where the charge of γL is constrained.
It is unclear to us what is the relationship between the two models when µ 6= µper.
When µ = µper, then µper = µper,L for all L ∈ N∗. In this case, we can state precise
results. The following theorem was proved in [3, Theorem 4] and [10, Theorem 3.3].
Theorem 2.3 (Thermodynamic limit for perfect crystals). If µ = µper, then there exists
Lgap ∈ N∗ such that the following holds true. For L ≥ Lgap, the minimization problem ILµper
defined in (2.19) has a unique solution γL0 ∈ PL which commutes with R-translations. This
minimizer satisfies the self-consistent equation
γL0 = 1(H
L
0 < εF )
HL0 = −
1
2
∆L + V L0
V L0 = (ργL0
− µper) ∗ΓL GL.
(2.20)
Moreover, there exist C ∈ R+ and α > 0 such that,
∀L ≥ Lgap,
∣∣∣Iµper − L−3ILµper∣∣∣ ≤ Ce−αL and ∥∥∥ργ0 − ργL0 ∥∥∥L∞per(Γ) ≤ Ce−αL.
Finally, for L ≥ Lgap, the operator HL0 , which acts on L2per(ΓL), satisfies
∣∣HL0 − εL∣∣ > 3g/4.
2.5 The supercell rHF energy of a defect
When µ 6= µper, we have much weaker results. In the case of local defects where µ = µper+ν,
we can treat ν as a perturbation of defect-free case. We obtain the following theorem, whose
proof is skipped for brevity.
Theorem 2.4. There exists η > 0 and L∗ ∈ N such that, for all ν ∈ N (η), the following
holds. For all L ≥ L∗, the problem ILµper+ν has a unique minimizer γLν . This minimizer
satisfies TrL2per(ΓL)(γ
L
ν ) = TrL2per(ΓL)(γ
L
0 ), and is the solution to the self-consistent equation
γLν = 1(H
L
ν < εF )
HLν = −
1
2
∆L + V Lν acts on L
2
per(ΓL)
V Lν = (ργLν − µper − νL) ∗ΓL GL.
(2.21)
Moreover, the operator HLν in (2.21) satisfies
∣∣HLν − εF ∣∣ ≥ g/2.
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In the sequel, we take η > 0 and L∗ ∈ N as in Theorem 2.4. Without loss of generality, we
may choose L∗ ≥ max(Lsupp, Lgap). For all ν ∈ B(η), we supercell rHF energy of the defect
is defined by
JLν := I
L
µper+ν − ILµper . (2.22)
In [3, Theorem 5], the authors proved that Jν defined in (2.14) is the limit of J
L
ν as L goes
to infinity. The purpose of this article is to identify the speed of this convergence. Before
stating our results, let us first rewrite JLν as a minimization problem.
We introduce the convex set
KL = {QL ∈ S(L2per(ΓL)), −γL0 ≤ QL ≤ 1− γL0 ,
(1−∆L) 12QL(1−∆L) 12 ∈ S1(L2per(ΓL))
}
.
(2.23)
For QL ∈ KL, we define the supercell rHF energy of QL by
FLν (QL) := TrL2per(ΓL)
([
HL0 − εF
]
QL
)
+
1
2
DL
(
ρQL − νL, ρQL − νL
)− ˆ
ΓL
V L0 ν.
A little algebra shows that JLν is also the solution of the minimization problem
JLν = inf
{FLν (QL), QL ∈ KL } , (2.24)
and that the unique minimizer of this problem is QLν := γ
L
ν − γL0 .
2.6 Main results
Our main result is the following.
Theorem 2.5 (Convergence rate of the defect energy). Suppose that (A1) holds true. There
exist η > 0, α > 0, L∗ ∈ N∗ and C ≥ 0, such that
∀ν ∈ N (η), ∀L ≥ L∗, Jν = JLν −
1
L
2πaq2
|Γ| +K(L, ν), (2.25)
with
∀ν ∈ N (η), ∀L ∈ L∗, |K(L, ν)| ≤ C
(
‖ν‖3L2(R3) +
‖ν‖2L2(R3)
L3
+ ‖ν‖L2(R3)e−αL
)
. (2.26)
Here, q :=
´
R3
ν is the nuclear charge of the defect, and a is defined by
a :=
∑
k∈R∗
 
Γ∗
(
1
(k+ q)TM(k+ q)
− 1(k 6= 0)
kTMk
)
dq, (2.27)
where
ffl
Γ∗ := |Γ∗|−1
´
Γ∗, and M is the macroscopic dielectric 3× 3 matrix of the crystal (see
Definition 4.11 below).
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Remark 2.6. If we choose not to set cL = 0 in (2.4) and (2.17), then (2.25) becomes
Jν = J
L
ν − cL
q2
2
− 1
L
2πaq2
|Γ| + K˜(L, ν),
where K˜ satisfies estimates similar than (2.26). We refer to Remark 3.4 for the origin of the
extra term −cLq2/2. The convergence rate therefore depends on the choices of cL.
The proof of Theorem 2.5 is detailed in the following sections. In practice, the sum
appearing in (2.27) can be evaluated using Ewald summation [7]. When the crystal is isotropic
cubic, the expression of a can be simplified.
Definition 2.7 (Isotropic cubic crystal). Let
S1 =
0 1 00 0 1
1 0 0
 and S2 =
−1 0 00 1 0
0 0 1
 .
We say that the crystal is isotropic cubic if µper(S1x) = µper(S2x) = µper(x), for all x ∈ R3.
A necessary condition for a crystal to be isotropic cubic is that R = aZ3 for some a > 0.
Proposition 2.8. If the crystal is isotropic cubic with R = aZ3, then M is proportional to
the identity matrix with M = ǫI3, where ǫ ≥ 1 is the macroscopic dielectric constant of the
crystal. In this case, it holds that
a = −2π2 m
ǫ|Γ∗| , (2.28)
where m is what the physicians call the Madelung constant, defined by
m := lim
x→0
G1(x)− 1|x| . (2.29)
Here G1 is the Green kernel defined (2.4) with c1 = 0.
The proof of Proposition 2.8 is given in Section 5.1. In [18], the authors defined another
Madelung constant m′, defined by
m
′ = lim
x→0
F (x)− 1|x| where F (x) =
∑
R∈R
f(x−R) and f(x) = 1|x| −
1
|Γ|
ˆ
Γ
dy
|x− y| .
These two constants are linked by the relation m′ = m + 2π|Γ|−2 ´Γ x2dx (see [18, Equation
(126)]).
In the isotropic cubic case, (2.25) therefore becomes
∀ν ∈ N (η), ∀L ≥ L∗, Jν = JLν +
1
L
mq2
2ǫ
+K(L, ν).
We therefore recover in (2.25) the L−1 correction term predicted by Leslie and Gillan [15],
and by Makov and Payne [19]. In the non-isotropic case, the definition (2.27) for a in was
already proposed without proof in [21].
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The rest of the paper is devoted to the proof of Theorem 2.5 and Proposition 2.8. The
global strategy of the proof is as follows. We will first isolate the linear, quadratic and higher-
order terms of ν in the functionals Jν and J
L
ν . We will then prove that the difference coming
from the linear part decays exponentially fast with respect to L. To study the difference
between the quadratic parts, we will Bloch decompose some response operators. We rewrite
the difference as a difference between a Riemann sum and a corresponding integral. We
finally prove that the O(L−1) speed of convergence comes from the lack of regularity of the
integrand.
3 The linear and quadratic contributions of the defect
3.1 The supercell Coulomb operator
Recall that the spaces C and C′ were defined respectively in (2.11) and (2.12). We introduce
the Coulomb operator on the whole space vc : C → C′, defined in Fourier by
∀k ∈ R3 \ {0}, v̂c(f)(k) = 4π f̂(k)|k|2 . (3.1)
We also introduce the operator
√
vc defined in Fourier by
∀k ∈ R3 \ {0}, √̂vc(f)(k) =
√
4π
f̂(k)
|k| . (3.2)
The following lemma is straightforward.
Lemma 3.1. The operator vc is unitary from C to C′, with v∗c = v−1c . The operator
√
vc is
unitary from1 C to L2(R3) and from L2(R3) to C′. Finally, it holds vc = √vc√vc.
For f, g ∈ C, it holds that D(f, g) defined in (2.11) is also equal to
D(f, g) = 〈f, vc(g)〉C,C′ = 〈vc(f), g〉C′,C = 〈√vc(f),√vc(g)〉L2(R3). (3.3)
In order to introduce the supercell equivalent to these objects, we introduce the space of
L2per(ΓL) functions with null mean-value:
L20,per(ΓL) =
{
f ∈ L2per(ΓL), cL0 (f) = 0
}
.
It is an Hilbert space when endowed with the L2per(ΓL) inner product. The supercell Coulomb
space is
CL :=
f ∈ S ′per(ΓL), cL0 (f) = 0, ‖f‖2CL := 4π ∑
k∈L−1R∗\{0}
|cLk(f)|2
|k|2 <∞
 . (3.4)
It is a Hilbert space when endowed with the DL(·, ·) inner product defined in (2.18). Taking
L20,per(ΓL) as the pivoting space, its dual is the supercell Beppo-Levi space
C′L :=
f ∈ L6per(ΓL), cL0 (f) = 0, ‖f‖2C′L := 14π ∑
k∈L−1R∗
|k|2|cLk(f)|2 <∞
 , (3.5)
1To be accurate, one should introduce two operators
√
vc1
and
√
vc2
with domain C and L2(R3) respectively.
However, in order to keep the notation simple, we use the same name for these two operators.
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which can also be seen as an Hilbert space with its natural inner product. Finally, the
supercell Coulomb operators vLc : CL → C′L is defined in Fourier by
∀k ∈ L−1R∗ \ {0}, cLk
(
vLc (f)
)
= 4π
cLk(f)
|k|2 and c
L
0
(
vLc (f)
)
= 0. (3.6)
We also introduce the operators
√
vLc defined in Fourier by
∀k ∈ L−1R∗ \ {0}, cLk
(√
vLc (f)
)
=
√
4π
cLk(f)
|k| and c
L
0
(√
vLc (f)
)
= 0. (3.7)
Lemma 3.2. The operators vLc are unitary from CL to C′L, so that (vLc )∗ = (vLc )−1. The
operators
√
vLc are unitary from CL to L20,per(ΓL) and from L20,per(ΓL) to C′L. Finally, it holds
vLc =
√
vLc
√
vLc .
Remark 3.3. It is convenient to extend the definition of
√
vLc to L
2
per(ΓL) by formally drop-
ping the 0-Fourier coefficient. In this case,
√
vLc is no longer unitary, but is still bounded
by 1.
For f, g ∈ CL, it holds
DL(f, g) = 〈f, vLc (g)〉CL,C′L = 〈v
L
c (f), g〉C′L,CL =
〈√
vLc (f),
√
vLc (g)
〉
L2
0,per(ΓL)
. (3.8)
Remark 3.4. If we choose not to set cL = 0 in (2.17), then (3.8) should be modifid to read
DL(f, g) =
〈√
vLc (f),
√
vLc (g)
〉
L20,per(ΓL)
+ cL|ΓL|cL0 (f)cL0 (g).
Together with the fact that for ν ∈ N (η) and L ≥ L∗, it holds cL0 (ν) =
q
|ΓL|1/2
, this eventually
explains the extra term in Remark 2.6.
3.2 First properties of QLν and Qν
In this section, we study the minimizers Qν and Q
L
ν of (2.14) and (2.22) respectively. In
particular, we identify the linear and quadratic contribution of ν in these minimizers. We
only state the results for QLν , in order to emphasize the dependence in L of our bounds.
Similar results hold for Qν , but we will not enunciate them for brevity.
We let η > 0 and L∗ ∈ N∗ be as in Theorem 2.4, and we introduce C a simple positively
oriented loop that encloses the spectrum of the operators HLν below εF for all ν ∈ N (η) and
all L ≥ L∗. This is possible thanks to the last property of Theorem 2.4. Let Σ ∈ R be such
that
∀ν ∈ N (η), Σ ≤ inf σ (Hν)− 1 and ∀L > L∗, Σ ≤ inf σ
(
HLν
)− 1,
we take C = C1∪C2∪C3∪C4, where C1 = [εF − i, εF +i], C2 = [εF +i,Σ+i], C3 = [Σ+i,Σ− i]
and C4 = [Σ− i, εF − i].
With this notation, the Cauchy residue theorem states that, for all ν ∈ N (η) and all
L ≥ L∗, it holds
γLν = 1(H
L
ν ≤ εF ) =
1
2iπ
˛
C
dλ
λ−HLν
dλ.
11
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C2
C3
C4
Figure 1: The loop C .
In particular, since QLν := γ
L
ν − γL0 , it holds that
QLν =
1
2iπ
˛
C
(
1
λ−HLν
− 1
λ−HL0
)
dλ =
1
2iπ
˛
C
1
λ−HLν
V Lν
1
λ−HL0
dλ = QLν,1 + Q˜
L
ν,2, (3.9)
where we set
QLν,1 :=
1
2iπ
˛
C
1
λ−HL0
V Lν
1
λ−HL0
dλ (3.10)
and
Q˜Lν,2 :=
1
2iπ
˛
C
(
1
λ−HLν
V Lν
1
λ−HL0
V Lν
1
λ−HL0
)
dλ.
The decomposition (3.9) is motivated by the following lemma, which is very similar to [4,
Lemma 3]. In the sequel, we consider the Banach spacesQL =
{
QL ∈ S(L2per(ΓL)),
∥∥QL∥∥
QL
<∞
}
endowed with the norm (we denote by SLp := Sp(L
2
per(ΓL)) for clarity)
‖QL‖QL :=
∥∥∥(1−∆L)1/2QL∥∥∥
SL2
+
∑
α∈{+,−}
∥∥∥(1−∆L)1/2Qαα,L(1−∆L)1/2∥∥∥
SL1
.
Here, we denoted by Q++,Lν := (1− γL0 )QLν (1− γL0 ) and Q−−,Lν := γL0 QLν γL0 .
Lemma 3.5. There exists C ∈ R+ such that
∀ν ∈ N (η), ∀L > L∗, ∥∥V Lν ∥∥C′L ≤ 2‖ν‖CL ≤ C‖ν‖L2(R3). (3.11)
Moreover, QLν,1 and Q˜
L
ν,2 are in QL, and there exists C ∈ R+ such that
∀ν ∈ N (η), ∀L ≥ L∗, ∥∥QLν,1∥∥QL ≤ C‖ν‖L2(R3) and ∥∥∥Q˜Lν,2∥∥∥QL ≤ C‖ν‖2L2(R3). (3.12)
Finally, it holds
∀ν ∈ N (η), ∀L ≥ L∗, QLν,1 ∈ SL1 and TrL2per(ΓL)
(
QLν,1
)
= 0.
The proof of Lemma 3.5 is postponed until Section 5.2. As a consequence, we see that
Q˜Lν,2 contains only high order contributions in ν.
The next lemma is a transposition of [3, Proposition 1] in the supercell case. The proof
follows the one in [3] upon replacing the Kato-Seiler-Simon inequality by the periodic Kato-
Seiler-Simon inequality (see Corollary A.2 below).
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Lemma 3.6. There exists C ∈ R+ such that, for all L ≥ L∗, all QL ∈ QL and all V L ∈ C′L,
it holds ∣∣∣〈ρQL , V L〉CL,C′L∣∣∣ := ∣∣∣TrL2per(ΓL) (QLV L)∣∣∣ ≤ C ∥∥QL∥∥QL ∥∥V L∥∥C′L .
In other words, the map QL 7→ ρQL is continuous from QL to CL with a continuity bound
that is independent of L.
3.3 Linear response operators
In order to study the operators QLν,1 defined in (3.10), we introduce, for L ≥ L∗, the supercell
irreducible polarizability operator χL : C′L → CL defined by
χL : V L ∈ CL 7→ ρ
[
1
2iπ
˛
C
1
λ−HL0
V L
1
λ−HL0
dλ
]
, (3.13)
where we denoted by ρ[QL] the density of QL (in the sense of Lemma 3.6). Following the
proof of Lemma 3.5, we obtain the following lemma. In the sequel, we denote by B(E,F ) the
Banach space of bounded operators from the Banach space E to the Banach space F , and by
B(E) := B(E,E).
Lemma 3.7. For all L ≥ L∗, the operator χL is bounded from C′L to CL, and there exists
C ∈ R+ such that, for all L ≥ L∗, it holds ∥∥χL∥∥
B(C′L,CL)
≤ C.
From the definitions (2.21) and (3.10) and the decomposition (3.9), we get
ρQLν,1
= χL
(
V Lν
)
= χLvLc
(
ρQLν − νL
)
= χLvLc
(
ρQLν,1
− νL
)
+ χLvLc
(
ρ˜QLν,2
)
.
Applying the operator
√
vLc leads after some straightforward manipulations to(
1−
√
vLc χ
L
√
vLc
)√
vLc
(
ρQLν,1
− νL
)
= −
√
vLc νL +
√
vLc χ
L
√
vLc
(√
vLc ρ˜QLν,2
)
. (3.14)
In the sequel, we denote by LL the operator
LL := −
√
vLc χ
L
√
vLc . (3.15)
We have the following lemma, which is a variant of e.g. [4, Proposition 2]. We refer to this
article for the proof.
Lemma 3.8. For all L ≥ L∗, the operator LL is a non-negative bounded self-adjoint operator
on L20,per(ΓL), and there exists C ∈ R+ such that, for all L ≥ L∗, it holds
∥∥LL∥∥
B(L2
0,per(ΓL))
≤
C. As a consequence, for all L ≥ L∗, the operator 1 + LL is invertible, and (1 + LL)−1 is a
bounded self-adjoint operator on L20,per(ΓL) satisfying
∥∥(1 + LL)−1∥∥
B(L20,per(ΓL))
≤ 1.
From Lemma 3.8, we deduce that (3.14) can be rewritten as√
vLc
(
ρQLν,1
− νL
)
= −(1 + LL)−1
√
vLc νL − (1 + LL)−1LL
(√
vLc ρ˜QLν,2
)
.
The main result of this section is the following lemma, which shows that this decomposition
indeed separates the linear contribution of ν in
√
vLc
(
ρQLν,1
− νL
)
. The proof is a straight-
forward consequence of Lemma 3.5, Lemma 3.7 and Lemma 3.8.
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Lemma 3.9. There exists C ∈ R+ such that, for all L ≥ L∗ and all ν ∈ N (η), it holds∥∥∥∥√vLc (ρQLν,1 − νL)+ (1 + LL)−1√vLc νL
∥∥∥∥
L20,per(ΓL)
≤ C ‖ν‖2L2(R3) .
We end this section by mentioning that all the results also hold in the whole space setting
(see [4]). The operator χ : C′ → C defined by
χ : V ∈ C′ 7→ ρ
[
1
2iπ
˛
C
1
λ−H0V
1
λ−H0dλ
]
(3.16)
is a well-defined bounded operator from C′ to C, and the operator
L := −√vcχ√vc (3.17)
is a well-defined non-negative bounded self-adjoint operator on L2(R3), so that (1 + L)−1 is
also a well-defined bounded self-adjoint operator on L2(R3).
3.4 The linear and quadratic contribution of ν in JLν and in Jν
We identify in this section the linear and quadratic contributions of ν in the highly non-linear
functionals JLν and Jν . Again, we state the arguments only for J
L
ν to check the dependence of
the constants with respect to L, but similar results hold true for Jν . From (2.24), we obtain
JLν := TrL2per(ΓL)
([
HL0 − εF
]
QLν
)
+
1
2
DL
(
ρQLν − νL, ρQLν − νL
)
−
ˆ
ΓL
V L0 νL. (3.18)
Since QLν = γ
L
ν − γL0 is the difference of two projectors, we get
TrL2per(ΓL)
([
HL0 − εF
]
QLν
)
= TrL2per(ΓL)
(∣∣HL0 − εF ∣∣ (Q++,Lν −Q−−,Lν ))
= TrL2per(ΓL)
(∣∣HL0 − εF ∣∣ (QLν )2)
= TrL2per(ΓL)
(∣∣HL0 − εF ∣∣ (QLν,1)2) (3.19)
+ TrL2per(ΓL)
(∣∣HL0 − εF ∣∣ [(QLν )2 − (QLν,1)2]) . (3.20)
The term in (3.19) can be treated in a similar way than [16, Lemma 3.2]:
Lemma 3.10. For all L ≥ L∗, it holds that
TrL2per(ΓL)
(∣∣HL0 − εF ∣∣ (QLν,1)2) = −12DL (ρQLν,1 − νL, ρQLν,1) .
On the other hand, the term in (3.20) is a high-order term in ν. More specifically, we
have the following lemma, whose proof is postponed until Section 5.3.
Lemma 3.11. There exists C ∈ R+ such that
∀L ≥ L∗, ∀ν ∈ N (η),
∣∣∣TrL2per(ΓL) (∣∣HL0 − εF ∣∣ [(QLν )2 − (QLν,1)2])∣∣∣ ≤ C‖ν‖3L2(R3).
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From the equalities (3.18), (3.19)-(3.20) and Lemma 3.10, we deduce, after some algebra,
that
JLν = −
ˆ
ΓL
V L0 νL −
1
2
DL
(
ρQLν,1
− νL, νL
)
+ (3.21)
+
1
2
DL
(
ρQLν + ρQLν,1
− 2νL, ρ˜QLν,2
)
+TrL2per(ΓL)
(∣∣HL0 − εF ∣∣ [(QLν )2 − (QLν,1)2]) .
(3.22)
We further decompose the second term of (3.21) in view of Lemma 3.9. Using (3.8), we write
DL
(
ρQLν,1
− νL, νL
)
=
〈√
vLc
(
ρQLν,1
− νL
)
,
√
vLc νL
〉
L20,per(ΓL)
=
〈(
1 + LL)−1√vLc νL,√vLc νL〉
L2
0,per(ΓL)
+ (3.23)
+
〈[√
vLc
(
ρQLν,1
− νL
)
− (1 + LL)−1√vLc νL] ,√vLc νL〉
L20,per(ΓL)
.
(3.24)
From Lemma 3.9, we can control the term in (3.24) (see Section 5.4 for the proof).
Lemma 3.12. There exists C ∈ R+ such that, for all ν ∈ N (η) and all L ≥ L∗, it holds∣∣∣∣∣
〈[√
vLc
(
ρQLν,1
− νL
)
− (1 + LL)−1√vLc νL] ,√vLc νL〉
L20,per(ΓL)
∣∣∣∣∣ ≤ C‖ν‖3L2(R3).
Gathering (3.21)-(3.22) with (3.23)-(3.24), and using Lemma 3.11 and Lemma 3.12, we
obtain the following lemma, which identifies the linear and quadratic contributions of ν in JLν
and Jν . We enunciate the result for both the supercell case and the full model case.
Lemma 3.13 (Linear and quadratic contributions of ν). For all ν ∈ B(η) and all L ≥ L∗, it
holds
JLν = −
ˆ
ΓL
V L0 νL −
1
2
〈(
1 + LL)−1√vLc νL,√vLc νL〉
L20,per(ΓL)
+RLν
and
Jν = −
ˆ
R3
V0ν − 1
2
〈
(1 + L)−1√vcν,√vcν
〉
L2(R3)
+Rν ,
where we set
RLν :=
1
2
DL
(
ρQLν − 2νL, ρ˜QLν,2
)
+TrL2per(ΓL)
(∣∣HL0 − εF ∣∣ [(QLν )2 − (QLν,1)2])
− 1
2
〈[√
vLc
(
ρQLν,1
− νL
)
− (1 + LL)−1√vLc νL] ,√vLc νL〉
L20,per(ΓL)
,
(3.25)
and
Rν :=
1
2
D
(
ρQν − 2ν, ρ˜Qν,2
)
+TrL2per(Γ)
(
|H0 − εF |
[
(Qν)
2 − (Qν,1)2
])
− 1
2
〈[√
vc
(
ρQν,1 − νL
)− (1 + L)−1√vcνL] ,√vcν〉
L2(R3)
.
(3.26)
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Moreover, there exists C ∈ R+ such that
∀ν ∈ N (η), ‖Rν‖ ≤ C‖ν‖3L2(R3) and ∀L ≥ L∗,
∥∥RLν ∥∥ ≤ C‖ν‖3L2(R3). (3.27)
In view of this decomposition, we write that Jν − JLν = J L1,ν + J L2,ν + J L3,ν, where we set
J L1,ν :=
ˆ
ΓL
V L0 νL −
ˆ
R3
V0ν (3.28)
J L2,ν :=
1
2
〈(
1 + LL)−1√vLc νL,√vLc νL〉
L20,per(ΓL)
− 1
2
〈
(1 + L)−1√vcν,√vcν
〉
L2(R3)
(3.29)
J L3,ν := Rν −RLν . (3.30)
From (3.27), we obtain that |J L3,ν | ≤ C‖ν‖3L2(R3), which then leads to the ‖ν‖3L2(R3) term
in (2.26). The linear part J L1 defined in (3.28) is easily controlled thanks to the exponential
convergence of the mean-field potentials in the defect-free case [10]. More specifically, we have
the following Lemma, whose proof is postponed until Section 5.5
Lemma 3.14 (Convergence of the linear part). There exist C ∈ R+ and α > 0 such that,
∀ν ∈ N (η), ∀L ≥ L∗, ∣∣J L1,ν∣∣ = ∣∣∣∣ˆ
R3
(
V L0 − V0
)
ν
∣∣∣∣ ≤ C‖ν‖L2(R3)e−αL.
The study of the quadratic term J L2 defined in (3.29) is more involving, and require a
precise study of the operators (1+LL)−1 and (1+L)−1. This is the topic of the next section.
3.5 An intermediate operator
In order to study the J L2,ν term, we introduce an intermediate operator. The idea is to notice
that in (3.29), there are two sources of errors. One comes from the fact that the operators
L and LL are constructed from different models, and the other comes from the fact that the
scalar products depend on L.
Recall that H0 = −12∆ + V0 defined in (2.6) acts on L2(R3), and that V0 is R-periodic.
For L ∈ N∗, we introduce the operator
H˜L0 := −
1
2
∆L + V0 acting on L
2
per(ΓL). (3.31)
This operator has formally the same form than H0, but acts on the periodic space L
2
per(ΓL)
instead of the whole space L2(R3). Since H0 has a spectral gap of size at least g around εF ,
we deduce (see [10, Proposition 3.1]) the following lemma.
Lemma 3.15. For all L ≥ L∗, the operator H˜L0 has a spectral gap of size at least g around εF .
We introduce the modified irreducible polarizability operator χ˜L : C′L → CL, defined by
χ˜L : V L ∈ CL 7→ ρ
[
1
2iπ
˛
C
1
λ− H˜L0
V L
1
λ− H˜L0
dλ
]
. (3.32)
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From Lemma 3.15, we deduce that χ˜L is well-defined, and has properties similar to χL
defined in (3.13). We finally define the operator
L˜L := −
√
vLc χ˜
L
√
vLc . (3.33)
This operator shares the properties of LL defined in (3.15). We then write J L2,ν = J L2,1,ν+J L2,2,ν
with
J L2,1,ν =
1
2
〈[(
1 + LL)−1 − (1 + L˜L)−1]√vLc νL,√vLc νL〉
L20,per(ΓL)
+ (3.34)
J L2,2,ν =
1
2
(〈(
1 + L˜L
)−1√
vLc νL,
√
vLc νL
〉
L20,per(ΓL)
−
〈
(1 + L)−1√vcν,√vcν
〉
L2(R3)
)
.
(3.35)
The first term is controlled thanks to the following lemma, whose proof is postponed until
Section 5.6.
Lemma 3.16. There exist C ∈ R+ and α > 0 such that, for all L ≥ L∗, it holds that
∣∣J L2,1,ν∣∣ =
∣∣∣∣∣
〈[(
1 + LL)−1 − (1 + L˜L)−1]√vLc νL,√vLc νL〉
L20,per(ΓL)
∣∣∣∣∣ ≤ C‖ν‖2L2(R3)e−αL.
It remains to study the convergence of J L2,2,ν defined in (3.35) towards 0. This is somehow
an easier problem than before, for L˜L and L have very similar expressions. To study this last
convergence, we use the Bloch transforms.
4 Regularity of Bloch transforms
4.1 Bloch transform from L2(R3) to L2(Γ∗, L2per(Γ))
We recall the definition and basic properties of the Bloch transforms for the sake of complete-
ness. We refer to [23, Chapter XIII]) and [10]) for more details. In the sequel, we denote
by L2per := L
2
per(Γ) for clarity. We consider the Hilbert space L
2(Γ∗, L2per), endowed with the
normalized inner product
〈f(q,x), g(q,x)〉L2 (Γ∗,L2per(Γ)) :=
 
Γ∗
ˆ
Γ
f(q,x)g(q,x) dxdq,
where we denoted by
ffl
Γ∗ = |Γ∗|−1
´
Γ∗ . The Bloch transform Z is defined by
Z : L2(R3) → L2(Γ∗, L2per)
w 7→ (Zw)(q,x) := wq(x) :=
∑
R∈R
e−iq·(x+R)w(x+R). (4.1)
It is an isometry from L2(R3) to L2(Γ∗, L2per), whose inverse is given by
Z−1 : wq(x) 7→ (Z−1w)(x) :=
 
Γ∗
eiq·xwq(x) dq.
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For m ∈ R∗, we introduce the unitary operator Um acting on L2per defined by
∀m ∈ R∗, ∀f ∈ L2per(Γ), (Umf) (x) = e−im·xf(x). (4.2)
From (4.1), we can consider Zw as a function of L2loc
(
R3, L2per
)
with
∀w ∈ L2(R3), ∀m ∈ R∗, ∀q ∈ Γ∗, (Zw) (q+m, ·) = wq+m = Umwq = Um (Zw(q, ·)) .
(4.3)
Let A with domain D(A) be a possibly unbounded operator acting on L2per. We say
that A commutes with R-translations if τRA = AτR for all R ∈ R. If A commutes with
R-translations, then it admits a Bloch decomposition: there exists a family of operators
(Aq)q∈Γ∗ acting on L
2
per, such that, if f ∈ L2(R3) and g ∈ D(A) are such that f = Ag, then,
for almost any q ∈ Γ∗, gq ∈ L2per is in the domain of Aq, and
fq = Aqgq. (4.4)
In this case, we write
ZAZ−1 =
 ⊕
Γ∗
Aqdq (Bloch decomposition of A).
From (4.3), we can extend the definition of Aq, initially defined for q ∈ Γ∗, to q ∈ R3, by
setting
∀m ∈ R∗, ∀q ∈ Γ∗, Aq+m = UmAqU−1m , (4.5)
so that (4.4) holds for almost any q ∈ R3.
If A is locally trace-class, then Aq is trace-class on L
2
per for almost any q ∈ R3. The
operator A can be associated a density ρA, which is an R-periodic function, given by
ρA =
 
Γ∗
ρAqdq,
where ρAq is the density of the trace-class operator Aq. The trace per unit volume of A
(defined in (2.2)) is also equal to
Tr (A) =
 
Γ∗
TrL2per (Aq) dq. (4.6)
4.2 The supercell Bloch transform
We present in this section the “supercell” Bloch transform, already introduced in [10]. This
transformation goes from L2per(ΓL) to ℓ
2(ΛL, L
2
per), where ΛL :=
(
L−1R∗) ∩ Γ∗, i.e.
ΛL :=
{
k1
L
a∗1 +
k2
L
a∗2 +
k3
L
a∗3, (k1, k2, k3) ∈
{−L+ η
2
,
−L+ η
2
+ 1, · · · , L+ η
2
− 1
}3}
,
(4.7)
with η = 1 if L is odd, and η = 0 if L is even, so that there are exactly L3 points in ΛL.
Similarly, we define RL := R ∩ ΓL, which contains L3 points of the lattice R. We introduce
the Hilbert space ℓ2(ΛL, L
2
per) endowed with the normalized inner product
〈f(Q,x), g(Q,x)〉ℓ2(ΛL,L2per) :=
1
L3
∑
Q∈ΛL
ˆ
Γ
f(Q,x)g(Q,x) dx.
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The supercell Bloch transform is defined by
ZL : L2per(ΓL) → ℓ2(ΛL, L2per)
w 7→ (ZLw)(Q,x) := wQ(x) :=
∑
R∈RL
e−iQ·(x+R)w(x+R). (4.8)
It is an isometry from L2per(ΓL) to ℓ
2(ΛL, L
2
per) whose inverse is given by
Z−1L : wQ(x) 7→ (Z−1L w)(x) :=
1
L3
∑
Q∈ΛL
eiQ·xwQ(x).
We can extend Z to ℓ∞ (L−1R∗, L2per) with
∀w ∈ L2per(ΓL), ∀m ∈ R∗, ∀Q ∈ ΛL, wQ+m = UmwQ,
where the operator Um was defined in (4.2).
Let AL with domain D (AL) be an operator acting on L2per(ΓL). If A commutes with R-
translations, then it admits a supercell Bloch decomposition: there exists a family of operators
(ALQ)Q∈ΛL acting on L
2
per such that if f = A
Lg with f ∈ L2per(ΓL) and g ∈ D(AL), then for
all Q ∈ ΛL, gQ ∈ D(AL) and
fQ = A
L
QgQ. (4.9)
We write
ZLALZ−1L :=
1
L3
⊕
Q∈ΛL
ALQ (supercell Bloch decomposition of A
L).
Similarly to (4.5), we extend the definition of ALQ to L
−1R∗ with
∀m ∈ R∗, ∀Q ∈ ΛL, ALQ+m = UmALQU−1m ,
so that (4.9) holds for all Q ∈ L−1R∗.
Finally, if the operator AL is trace-class, we define the trace per unit volume by
Tr L(A
L) =
1
L3
TrL2per(ΓL)(A
L) =
1
L3
∑
Q∈ΛL
TrL2per(A
L
Q), (4.10)
and the associated density is given by ρAL =
1
L3
∑
Q∈ΛL
ρAL
Q
, where ρAL
Q
is the density of the
trace-class operator ALQ.
4.3 Bloch transforms of H0 and H˜
L
0 .
We now derive the Bloch transformations of the different operators that we encountered. We
begin by noticing that the Bloch transforms of −∆ and −∆L are respectively given by
Z (−∆)Z−1 =
 ⊕
Γ∗
(−∆)q dq and ZL
(−∆L)Z−1L = 1L3 ⊕
Q∈ΛL
(−∆)Q ,
19
where we set
∀q ∈ Γ∗, (−∆)q =
∣∣−i∇1 + q∣∣2 = 3∑
j=1
(
P 1j + qj
)2
.
Here, we denoted by ∇1 the gradient operator on L2per, and we recall the operators PLj ,
j ∈ {1, 2, 3} have been defined in Section 2.1. In particular, since the potential V0 defined
in (2.6) is R-periodic, the Bloch transform of H0 is
ZH0Z−1 =
 ⊕
Γ∗
Hqdq with Hq :=
1
2
∣∣−i∇1 + q∣∣2+V0 = −1
2
∆1−iq·∇1+ |q|
2
2
+V0, (4.11)
and the supercell Bloch transform of the operator H˜L0 defined in (3.31) is simply
ZLH˜L0 Z−1L =
1
L3
⊕
Q∈ΛL
HQ. (4.12)
In other words, it holds that
(
H˜L0
)
Q
= (H0)Q. In view of (4.11), we can extend the definition
of Hq to the whole complex plane. More specifically, for z ∈ C3, we define
Hz := −1
2
∆1 − iz · ∇1 + z
2
2
+ V0 acting on L
2
per, (4.13)
where z2 is a short notation for zT z = z21 + z
2
2 + z
2
3 . The map z 7→ Hz is an holomorphic
family of type (A) (see [11, Chapter VII]). For z ∈ C3, and λ ∈ C , we introduce
B1(λ, z) := (1−∆1) 1
λ−Hz , and B2(λ, z) :=
1
λ−Hz (1−∆
1). (4.14)
The following lemma was proved in [10, Lemma 5.2].
Lemma 4.1. For all q ∈ R3, and all λ ∈ C , the operator λ − Hq is invertible. For any
compact K ⊂ R3, there exists CK ∈ R+ such that,
∀q ∈ K, ∀λ ∈ C , ‖B1,2(λ,q)‖B(L2per) ≤ CK .
Moreover, there exists A > 0 such that, for all z ∈ R3+ i[−A,A]3 and all λ ∈ C , the operator
λ−Hz is invertible, and there exists CK ∈ R+ such that
∀z ∈ K + i [−A,A]3, ∀λ ∈ C , ‖B1,2(λ, z)‖B(L2per) ≤ CK . (4.15)
Remark 4.2. In practice, we take the compact K big enough so that, for instance 2Γ∗ ⊂ K.
This is useful in order to consider for instance B1,2(λ,q− q′) for q,q′ ∈ Γ∗.
For all q ∈ Γ∗, the operator Hq acting on L2per is a bounded below self-adjoint operator
which is compact resolvent. In particular, its spectrum is purely discrete, and accumulates
at infinity. In the sequel, we denote by ε1,q ≤ ε2,q ≤ · · · the eigenvalues of Hq sorted in
increasing order, and by (un,q)n∈N∗ an associated orthonormal basis of eigenvectors. Since V0
is real-valued, it holds
∀q ∈ Γ∗, ∀n ∈ N∗, un,−q = un,q and εn,−q = εn,q (4.16)
20
We emphasize that the maps q 7→ εn,q and q 7→ un,q are not smooth in general. In the sequel,
we write
Hq =
∞∑
n=1
εn,q|un,q〉〈un,q|, (4.17)
with the implicit convention that the Dirac’s notation for the bra-ket inner product refers to
the one of L2per. Finally, we denote by N the common number of eigenvalues of Hq below εF ,
so that
∀q ∈ Γ∗, εN,q ≤ εF − g and εF + g ≤ εN+1,q. (4.18)
4.4 Bloch transforms of vc and v
L
c .
We now compute the Bloch transform of the operators vc and v
L
c , which commute with
R-translations. Let (ek)k∈R∗ denotes the orthonormal Fourier basis of L2per:
∀k ∈ R∗, ∀x ∈ Γ, ek(x) := 1|Γ|1/2 e
ik·x. (4.19)
It is classical to prove that the Bloch transform of the operator vc is
ZvcZ−1 =
 ⊕
Γ∗
vc,qdq with vc,q = 4π
∑
k∈R∗
|ek〉〈ek|
|k+ q|2 . (4.20)
Likewise, the Bloch transform of
√
vc is
Z√vcZ−1 =
 ⊕
Γ∗
(
√
vc)q dq with (
√
vc)q =
√
4π
∑
k∈R∗
|ek〉〈ek|
|k+ q| . (4.21)
From Lemma 3.1, we obtain that, for ρ ∈ C, it holds that
‖ρ‖2C = ‖
√
vc ρ‖2L2(R3) =
 
Γ∗
‖(√vc)qρq‖2L2perdq =
 
Γ∗
‖ρq‖2Cqdq,
where we identify the domain of (
√
vc)q to be, for q ∈ Γ∗ \ {0},
Cq :=
{
f ∈ S ′per(Γ), ‖f‖2Cq := ‖(
√
vc)qf‖2L2per = 4π
∑
k∈R∗
|ck(f)|2
|q+ k|2 <∞
}
.
Taking L2per as the pivoting space, the dual of Cq is the space C′q defined, for q ∈ Γ∗ \ {0}, by
C′q :=
{
f ∈ S ′per(Γ), ‖f‖2C′q := (4π)
−1
∑
k∈R∗
|ck(f)|2|q+ k|2 <∞
}
.
It is easy to see that for q ∈ Γ∗ \{0}, the operator (√vc)q is an isometry from Cq to L2per and
from L2per to C′q, so that (vc)q is an isometry from Cq to C′q.
In the supercell setting, we obtain ZL
√
vLc Z−1L =
1
L3
⊕
Q∈ΛL
(√
vLc
)
Q
with
(√
vLc
)
Q
=

√
4π
∑
k∈R∗
|ek〉〈ek|
|k+Q| if Q 6= 0
√
4π
∑
k∈R∗\{0}
|ek〉〈ek|
|k| if Q = 0.
(4.22)
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In particular, if Q 6= 0, it holds that (
√
vLc )Q = (
√
vc)Q, while for Q = 0, (
√
vLc )0 is only
defined on
C0 :=
f ∈ S ′per(Γ), c0(f) = 0, ‖f‖2C0 :=
∥∥∥∥(√vLc )0f∥∥∥∥2
L2per
= 4π
∑
k∈R∗\{0}
|ck(f)|2
|k|2 <∞
 .
4.5 Bloch transforms of χ and χ˜L.
The operators χ and χ˜L defined respectively in (3.16) and (3.32) commute withR-translations,
hence admit Bloch transforms. To calculate them, we first recall that the Bloch matrix of a
multiplicative operator by a function V is [V ]q,q′ = Vq−q′ and that the Bloch transform of a
function ρA which is the density of an operator A acting on L
2(R3) is formally (see e.g. [4,
Equation (48)])
(ρA)q :=
 
Γ∗
ρ
[
Aq′,q′−q
]
dq′. (4.23)
We deduce that the Bloch transform of the operator χ defined in (3.16) is ZχZ−1 = ffl ⊕Γ∗ χqdq
with (see also [4, Proposition 3])
χq : V ∈ C′q 7→
 
Γ∗
ρ
[
1
2iπ
˛
C
1
λ−Hq′ V
1
λ−Hq′−qdλ
]
dq′. (4.24)
Since χ is bounded from C′ to C (see Lemma 3.7), we deduce that for almost all q ∈ Γ∗, the
operator χq is bounded from C′q to Cq.
In the supercell setting, the analog of (4.23) is
∀Q ∈ ΛL, (ρA)Q :=
1
L3
∑
Q′∈ΛL
ρ
[
AQ′,Q′−Q
]
.
Together with (4.12), we obtain that ZLχ˜LZ−1L =
1
L3
⊕
Q∈ΛL
χ˜LQ with
χ˜LQ : V ∈ C′Q 7→
1
L3
∑
Q′∈ΛL
ρ
[
1
2iπ
˛
C
1
λ−HQ′ V
1
λ−HQ′−Qdλ
]
.
4.6 Bloch transforms of the operators L and L˜L.
From the definitions (3.17) and (3.33), we deduce that the operators L and L˜L commute with
R-translations, and that it holds
ZLZ−1 =
 ⊕
Γ∗
Lqdq with ∀q ∈ Γ∗, Lq = − (√vc)q χq (
√
vc)q .
and
ZLL˜LZ−1L =
1
L3
⊕
LQ with L˜Q = −
(√
vLc
)
Q
χ˜LQ
(√
vLc
)
Q
.
The following lemma controls the difference between L˜LQ and LQ (see Section 5.7 for the
proof). It is based on the fact that the difference between Riemann sums and the correspond-
ing integral decays exponentially fast for analytic integrands.
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Lemma 4.3. There exist C ∈ R+ and α > 0 such that, for all L ≥ L∗ and all Q ∈ ΛL \ {0},
it holds that ∥∥∥L˜LQ − LQ∥∥∥
B(L2per)
≤ Ce−iαL.
The rest of this section is devoted to exhibiting some properties of the operators Lq.
Recall that, for f, g ∈ L2per,
〈f |Lqg〉 = −1
2iπ
 
Γ∗
˛
C
TrL2per(Γ)
(
1
λ−Hq′
[
(
√
vc)q g
] 1
λ−Hq′−q
[
(
√
vc)q f
])
dλdq′.
For z ∈ C3 \ R∗, we introduce the operator (√vc)z defined in the Fourier basis as
(
√
vc)z :=
√
4π
∑
k∈R∗
|ek〉〈ek|
|k+ z| .
We also introduce the operator Lz acting on L2per defined for f, g ∈ L2per by
〈f |Lzg〉 = −1
2iπ
 
Γ∗
˛
C
TrL2per(Γ)
(
1
λ−Hq′
[
(
√
vc)z g
] 1
λ−Hq′−z
[
(
√
vc)z f
])
dλdq′.
We will study these operators in two different regimes. For r > 0, and q0 ∈ R3, we denote by
B(q0, r) :=
{
q ∈ R3, |q− q0| ≤ r
}
, and
Ωr := R
3 \
{ ⋃
k∈R∗
B(k, r)
}
.
In other words, any q ∈ Ωr is far from R∗. We recall if E is a Banach space, a map
f : Ω ⊂ Cd → E is said to be (strongly) analytic on the open subset Ω if for all z ∈ Ω,
∂zjf ∈ E for 1 ≤ j ≤ d (i.e.
∥∥∂zjf∥∥E < ∞). In particular, if E and F are Banach
spaces, and A : Ω ⊂ Cd → B(E,F ) and f : Ω ⊂ Cd → E are analytic maps on Ω, then
(Af) : z 7→ A(z)f(z) ∈ F is analytic from Ω to F .
We first have the following lemma (see Section 5.8 for the proof).
Lemma 4.4. There exists A > 0 such that, for all r > 0, the map z 7→ Lz is well defined
and analytic from Ωr + i[−A,A]3 to B(L2per). Moreover, there exists C ∈ R+ such that
sup
z∈Ωr+i[−A,A]3
‖Lz‖B(L2per) ≤ C.
We now study the operator Lq as q → 0. To do so, we block-decompose the operators.
More specifically, we write L2per = {C|e0〉} ⊕ L20,per, where L20,per is a short notation for
{f ∈ L2per, c0(f) = 0}. We introduce Pc = |e0〉〈e0| the orthogonal projection on the constants,
and P0 = P
⊥
c the orthogonal projection from L
2
per to L
2
0,per. With this decomposition, the
operator (
√
vc)q has the matrix form
(
√
vc)q =

√
4π
|q| 0
0 (
√
wc)q
 ,
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where, for all z ∈ C3, we defined
(
√
wc)z :=
√
4π
∑
k∈L−1R∗\{0}
|ek〉〈ek|
|z+ k| .
The next lemma is straightforward.
Lemma 4.5. There exist C ∈ R+, r1 > 0 and A > 0 such that the map z 7→ (√wc)z is
analytic from B(0, r1) + i[−A,A]3 to B(L20,per), with
sup
z∈B(0,r1)+i[−A,A]3
‖(√wc)z‖B(L2
0,per)
≤ C.
We also block-decompose the operator Lz, and we write
Lz =
 Λz l∗z
lz Lz
 , (4.25)
with Λz = PcLzPc ∈ R, lz = P0LzPc ∈ L20,per, Lz = P0LzP0 ∈ B(L20,per). We identify these
different objects in the next lemma, whose proof is given in Section 5.9.
Lemma 4.6. There exist r1 > 0 and A > 0 such that the following holds true.
i) The map z 7→ Lz is analytic from B(0, r1) + i[−A,A]3 to the Banach space B(L20,per).
ii) For q ∈ B(0, r1), it holds that
Λq =
qT
|q|M1(q)
q
|q| , (4.26)
where z 7→ M1(z) is an analytic map from B(0, r1) + i[−A,A]3 to the space of 3 × 3
complex matrices. For all q ∈ B(0, r1), it holds that M1(q) is an hermitian matrix,
satisfying M1(q) =M1(−q) and defined by
M1(q) :=
8π
|Γ|
∑
n≤N<m
 
Γ∗
〈un,q′ |(−i∇1)um,q′−q〉〈um,q′−q|(−i∇1,T )un,q′〉(
εm,q′−q − εn,q′ − |q−q′|22 + |q
′|2
2
)2 |εm,q′−q − εn,q′ |dq′.
(4.27)
iii) For q ∈ B(0, r1), it holds that
lq =
qT
|q|b(q),
where z 7→ b(z) is analytic from B(0, r1) + i[−A,A]3 to
(
L20,per
)3
. For q ∈ B(0, r1), it
holds
b(q) :=
−2(4π)1/2
|Γ|1/2
∑
n≤N<m
 
Γ∗
dq′ 〈um,q′−q|(−i∇1)un,q′〉
|εm,q′−q − εn,q′ |
(
εm,q′−q − εn,q′ − |q|
2
2 + q · q′
)
[(√wc)qP0 (um,q′−qun,q′)] .
(4.28)
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The matrix M1(0) is an important object for the macroscopic properties of the crystal.
This matrix is sometimes called the macroscopic inverse dielectric 3× 3 matrix. Let us state
some properties of this matrix (see Section 5.10 for the proof).
Lemma 4.7 (Properties of M1(0)). It holds that M1(0) is a 3× 3 positive definite hermitian
matrix, and that
M1(0) =
4π
2iπ|Γ|
˛
C
Tr
(
1
(λ−H0)2 (−i∇)
1
(λ−H0)2
(−i∇T ))dλ. (4.29)
If the crystal is isotropic cubic (see Definition 2.7), then M1(0) is proportional to the identity
matrix.
Formula (4.29) is new to our knowledge, and provides an elegant definition for the macro-
scopic inverse dielectric 3× 3 matrix. We emphasize that this matrix is not the inverse of the
macroscopic dielectric 3× 3 matrix (see next section).
4.7 Bloch transform of the operator (1 + L)−1.
We finally study the Bloch decomposition of (1 + L)−1. It holds that
Z(1 + L)−1Z−1 =
 ⊕
Γ∗
(1 + Lq)−1dq.
Recall that L is a bounded self-adjoint positive operator on L2(R3), so that the operators Lq
are bounded self-adjoint positive operator on L2per for almost all q ∈ Γ∗. In particular, the
operator (1 + Lq) is indeed invertible, and from the inequality 1 − x ≤ (1 + x)−1 ≤ 1, valid
for x ≥ 0, it holds
1− Lq ≤ (1 + Lq)−1 ≤ 1. (4.30)
We study the operators (1+Lq)−1 in two different regimes. From Lemma 4.4, we deduce the
following lemma (see Section 5.11 for the proof).
Lemma 4.8. There exist C ∈ R+ and A > 0 such that, for all r > 0, the map z 7→ (1+Lz)−1
is well defined and analytic from Ωr + i[−A,A]3 to B(L2per), and
sup
z∈Ωr+i[−A,A]3
∥∥(1 + Lz)−1∥∥B(L2per) ≤ C.
We now study the behavior of this operator as q goes to 0. From the block decomposi-
tion (4.25), we obtain with the Schur complement that
(1 + Lz)−1 =
 δz d∗z
dz Dz
 ,
with
δz :=
[
(1 + Λz)− l∗z(1 + Lz)−1lz
]−1
,
dz := −δz(1 + Lz)−1lz,
Dz := (1 + Lz)
−1 + δz(1 + Lz)
−1lzl
∗
z(1 + Lz)
−1.
Together with Lemma 4.6, we deduce the following lemma, which is an extension of [4, Lemma
6]
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Lemma 4.9. There exist r1 > 0 and A > 0 such that the following holds true.
i) For all q ∈ B(0, r1), it holds that
δq =
|q|2
qTM(q)q
, (4.31)
where z 7→ M(z) is an analytic map from B(0, r1) + i[−A,A]3 to the space of 3 × 3
complex matrices, defined by
M(z) = 1 +M1(z)− b∗(z) (1 + Lz)−1 b(z). (4.32)
For all q ∈ B(0, r1), M(q) is an hermitian 3 × 3 matrix, and it holds that M(q) =
M(−q).
ii) For q ∈ B(0, r1), it holds that
dq = − |q|q
T
qTM(q)q
c(q),
where z 7→ c(z) is an analytic map from B(0, r1) + i[−A,A]3 to
(
L20,per
)3
, defined by
∀j ∈ {1, 2, 3, }, cj(z) :=
(
(1 + Lq)−1bj(q)
)
.
iii) For q ∈ B(0, r1), it holds that
Dq = (1 + Lq)
−1 +
qTC(q)q
qTM(q)q
,
where the map z 7→ C(z) is an analytic map from B(0, r1) + i[−A,A]3 to the space of
3× 3 matrices with components in B(L20,per), defined by
∀i, j ∈ {1, 2, 3, }, Ci,j(z) = ci(z)c∗j (z).
Remark 4.10. For q ∈ B(0, r1), we obtain from (4.30) for q ∈ B(0, r1) that
1− q
TM1(q)q
|q|2 ≤
|q|2
qTM(q)q
≤ 1
We deduce from the second inequality to the leading order in q→ 0 that M(0) ≥ 1.
The matrix M(0) is an important object in materials science. Let us give the definition
from Adler [1] and Wiser [28].
Definition 4.11 (Macroscopic dielectric matrix). The 3× 3 hermitian matrix M(0), where
M(·) is defined in (4.32) is the macroscopic dielectric 3 × 3 matrix of the crystal. If the
crystal is isotropic cubic, then there exists ǫ ≥ 1 such that M(0) = ǫI3. The number ǫ is the
macroscopic dielectric constant of the crystal (in the rHF approximation).
The proof that M(0) is proportional to the identity matrix in the isotropic cubic case is
similar to Lemma 4.7, although more involving.
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4.8 End of the proof of Theorem 2.5
We now have all the tools to conclude the proof of Theorem 2.5. According to Lemma 3.13,
Lemma 3.14 and Lemma 3.16, it only remains to prove that LL2,2,ν defined in (3.35) satisfies
an estimate of the form ∣∣∣∣J L2,2,ν + 2πaL|Γ|q2
∣∣∣∣ ≤ C ‖ν‖2L2(R3)L3 , (4.33)
where C ∈ R+ is independent of L, and where we recall that q = ´
R3
ν. From Section 4.1, it
holds that 〈
(1 + L)−1√vcν,√vcν
〉
L2(R3)
=
 
Γ∗
Fν(q)dq,
where we defined
∀q ∈ R3, Fν(q) :=
〈
(1 + Lq)−1 (√vc)qνq, (√vc)qνq
〉
.
Similarly, from Section 4.2, it holds that〈(
1 + L˜L
)−1√
vLc νL,
√
vLc νL
〉
L20,per(ΓL)
=
1
L3
∑
Q∈ΛL\{0}
FLν (Q),
with
FLν (Q) :=
〈(
1 + L˜LQ
)−1
(
√
vLc )QνL,Q, (
√
vLc )QνL,Q
〉
.
Altogether, we obtain that
J L2,2,ν =
1
2
 1
L3
∑
Q∈ΛL\{0}
FLν (Q)−
 
Γ∗
Fν(q)dq
 .
We split the difference in two parts, namely
J L2,2,ν =
1
2
 1
L3
∑
Q∈ΛL\{0}
(
FLν (Q)− Fν(Q)
)+ (4.34)
+
1
2
 1
L3
∑
Q∈ΛL\{0}
Fν(Q)−
 
Γ∗
Fν(q)dq
 . (4.35)
The term in (4.35) is the difference between a Riemann sum and the corresponding integral.
The term in (4.34) compares the functions Fν and F
L
ν . This term is controlled thanks to
Lemma 4.3 (see Section 5.12 for the proof).
Lemma 4.12. There exists C ∈ R+ and α > 0 such that, for all L ≥ L∗ and all ν ∈ N (η),
it holds that ∣∣∣∣∣∣ 1L3
∑
Q∈ΛL\{0}
(
FLν (Q)− Fν(Q)
)∣∣∣∣∣∣ ≤ C ‖ν‖2L2(R3) e−αL.
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We now study (4.35). According to Lemma 4.9, the function F in singular as q approaches
0. In order to isolate the singularity, we construct a periodic cut-off function. Recall that
the macroscopic dielectric 3 × 3 matrix M(0) satisfies M(0) ≥ 1 (see Remark 4.10). By
continuity of M(·), there exists r2 > 0 such that M(q) ≥ 1/2 for all |q| ≤ r2. We finally set
r = min(r1, r2), where r1 is chosen as in Lemma 4.9, and we introduce
Ψper(q) =
∑
k∈R∗
ψ(|q+ k|) (4.36)
where ψ : R+ → R+ is a non-increasing function satisfying ψ(x) = 1 for all x < r/2 and
ψ(x) = 0 for all x > r. We write
Fν(q) = Fν,1(q)+Fν,2(q) with Fν,1(q) = (1−Ψper)(q)Fν(q) and Fν,2(q) = Ψper(q)Fν(q).
The function Fν,1 is smooth on the whole space. We deduce the following result, whose proof
is postponed until Section 5.13.
Lemma 4.13. for all p ∈ N∗, there exists Cp ≥ 0 such that for all L ≥ L∗ and all ν ∈ N (η),
it holds ∣∣∣∣∣∣
 
Γ∗
Fν,1(q)dq− 1
L3
∑
Q∈ΛL\{0}
Fν,1(Q)
∣∣∣∣∣∣ ≤ CpLp ‖ν‖2L2(R3) . (4.37)
For the remaining Fν,2 term, we expect a much slower convergence, due to the singularity
as q→ 0. Thanks to Lemma 4.5 and Lemma 4.9, it holds that, for q ∈ Γ∗,
Fν,2(q) = Ψper(q)
(
r(q)
qTM(q)q
)
(4.38)
where we set (we denote by nq := (
√
wc)qνq ot lighten the notation)
r(q) := 4π |〈e0|νq〉|2 + q
(
2Re
(√
4π〈e0|νq〉 〈nq|dq〉L20,per + 〈Dqnq|nq〉L20,per
))
= −2
√
4πRe
(
〈e0|νq〉
〈
nq|qT c(q)
〉
L20,per
)
+
〈
qTC(q)qnq|nq
〉
L20,per
+
+ qTM(q)q
〈
(1 + Lq)
−1 nq|nq
〉
L2
0,per
.
From Lemma 4.9, we deduce the following properties of r(q).
Lemma 4.14. The map q 7→ r(q) admits an analytical extension on B(0, r1) + i[−A,A]3 for
some A > 0. Moreover, it holds
r(0) = 4π |〈e0|ν〉|2 = 4π|Γ|q
2.
We finally apply Lemma B.4 to the function Fν,2(q), which gives the rate of convergence
of the Riemann sum to the corresponding integral of a function of the form (4.38). We obtain
the following lemma, which concludes the proof of Theorem 2.5.
Lemma 4.15. There exists C ∈ R+ such that, for all L ≥ L∗ and all ν ∈ N (η), it holds that∣∣∣∣∣∣ 1L3
∑
Q∈ΛL\{0}
Fν(Q)−
 
Γ∗
Fν(q)dq+
4πa
|Γ|
q2
L
∣∣∣∣∣∣ ≤ C ‖ν‖L3 .
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5 Proofs of the results
5.1 Proof of Proposition 2.8
Proof. Let us first compute m defined in (2.29). From the Fourier representation of G1 in (2.4)
and the Fourier transform of the Coulomb potential
1
|x| =
1
2π2
ˆ
R3
eik·x
|k|2 ,
one obtains (we use the fact that |Γ| · |Γ∗| = (2π)3)
G1(x)− 1|x| =
|Γ∗|
2π2
∑
k∈R∗
 
Γ∗
(
eik·x1(k 6= 0)
|k|2 −
ei(k+q)·x
|k+ q|2
)
dq.
The sum is absolutely convergent thanks to the multipole expansion (see for instance (B.14)
below). The limit x→ 0 then leads to
m =
|Γ∗|
2π2
∑
k∈R∗
 
Γ∗
(
1(k 6= 0)
|k|2 −
1
|k+ q|2
)
dq.
Together with the definition of a in (2.27) with M = ǫI3 (see Definition 4.11), this leads to
the desire result.
5.2 Proof of Lemma 3.5
The proof follows the arguments in [4, Lemma 3]. We provide it here to emphasize the role the
size of the supercell L. We first state a supercell equivalent of [3, Lemma 5] and [4, Lemma
1] with uniform bounds in L. We introduce for λ ∈ C , ν ∈ N (η) and L ≥ L∗ the operators
B1(λ, ν, L) := (1−∆L) 1
λ−HLν
and B2(λ, ν, L) :=
1
λ−HLν
(1−∆L).
The following classical lemma is very useful. It can be proved following for instance the lines
of [10, Lemma 5.2]. Recall that B(E) denotes the Banach space of bounded operators on the
Banach space E.
Lemma 5.1. For all ν ∈ N (η), all L ≥ L∗ and all λ ∈ C , the operator λ−HLν is invertible,
and there exists C ∈ R+ such that
∀ν ∈ N (η), ∀L ≥ L∗, ∀λ ∈ C , ‖B1,2(λ, ν, L)‖B(L2per(ΓL)) ≤ C. (5.1)
We deduce the following lemma.
Lemma 5.2.
i) For all L ≥ L∗, the map V L 7→ [γL0 , V L] is continuous from C′L to SL2 . Moreover, there
exists C ∈ R+ such that
∀L ≥ L∗, ∀V L ∈ C′L,
∥∥[γL0 , V L]∥∥SL2 ≤ C‖V L‖C′L .
ii) For all L ≥ L∗, all ν ∈ N (η) and all λ ∈ C , the map V L 7→ (λ−HLν )−1V L is continuous
from C′L to SL6 ). Moreover, there exists C ∈ R+ such that
∀L ≥ L∗, ∀ν ∈ N (η), ∀λ ∈ C , ∀V L ∈ C′L,
∥∥(λ−HLν )−1V L∥∥SL6 ) ≤ C‖V L‖C′L .
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Proof of Lemma 5.2. To prove the first point, we write
[γL0 , V
L] =
1
2iπ
˛
C
[
1
λ−HL0
, V L
]
dλ =
1
2iπ
˛
C
1
λ−HL0
[
λ−HL0 , V L
] 1
λ−HL0
dλ
=
1
4iπ
˛
C
B2(λ, 0, L)
1
1 −∆L
[
∆L, V L
] 1
1−∆LB1(λ, 0, L)dλ.
On the other hand, we have
[
∆L, V L
]
=
3∑
j=1
[(
PLj
)2
, V L
]
=
3∑
j=1
PLj
(
PLj V
L
)
+
(
PLj V
L
)
PLj .
Since V L ∈ C′L, it follows that
(
PLj V
L
)
∈ L2per(ΓL) with ‖PLj V L‖L2per(ΓL) ≤ ‖V L‖C′L , for
j ∈ {1, 2, 3}. The result then follows from the fact that Pj(1 −∆L)−1 is uniformly bounded
for L ≥ L∗, j ∈ {1, 2, 3}, and the periodic Kato-Seiler-Simon inequality (see Lemma A.1 and
Corollary A.2).
To prove the second point, we simply write that (λ−HLν )−1V L = B2(λ, ν, L)(1 −∆L)−1V L,
and use the fact that V L ∈ C′L →֒ L6per(ΓL) with uniform bounds in L, together with Corol-
lary A.2 with p = 6.
We now prove Lemma 3.5. First, since QLν is the minimizer of (2.24), it holds that
FLν (QLν ) ≤ FLν (0), hence
TrL2per(ΓL)
([
HL0 − εF
]
QLν
)
+
1
2
DL
(
ρQLν − νL, ρQLν − νL
)
≤ DL(νL, νL). (5.2)
Since QLν is the difference of two projectors, we have
TrL2per(ΓL)
([
HL0 − εF
]
QLν
)
= TrL2per(ΓL)
(∣∣HL0 − εF ∣∣ (Q++,Lν −Q−−,Lν ))
= TrL2per(ΓL)
(∣∣HL0 − εF ∣∣ (QLν )2) ≥ 0.
As a consequence, the two terms in the left-hand side of (5.2) are positive. We deduce that
‖ρQLν − νL‖CL ≤ 2‖νL‖CL , which is the first point of (3.11). From the embedding L
6/5
per →֒ CL
with uniform bound in L, we obtain that there exists C1, C2 ∈ R+ such that, for all L ≥ Lsupp,
∀ν ∈ N (η), ‖ν‖CL ≤ C1 ‖ν‖L6/5per (Lsupp) ≤ C2 ‖ν‖L2per(Lsupp) = C2 ‖ν‖L2(R3) . (5.3)
The second part of (3.11) follows.
To prove (3.12), we follow [4, Lemma 3]. We first prove the assertion for QLν,1. In the
sequel, we use the notation
PL+ = (1− γL0 ) and PL− = γL0 , (5.4)
and for α, β ∈ {+,−}, we denote by Qαβ,Lν,1 := PLαQLν,1PLβ . Thanks to the Cauchy residual
formula, it holds that Q++,Lν,1 = Q
−−,L
ν,1 = 0, so that Q
L
ν,1 = Q
+−,L
ν,1 +Q
−+,L
ν,1 . Let us study the
Q+−,Lν,1 term (the study of the Q
−+,L
ν,1 being similar). It holds
(1−∆L)1/2Q+−,Lν,1 =
1
2iπ
˛
C
(1−∆L) 1− γ
L
0
λ−HL0
V Lν
γL0
λ−HL0
=
1
2iπ
˛
C
B1(λ, 0, L)(1 − γL0 )
[
V Lν , γ
L
0
]
B2(λ, 0, L)
1
1 −∆Ldλ.
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From Lemma 5.1, Lemma 5.2 and the fact that (1 − γL0 ) and (1 − ∆L)−1 are uniformly
bounded in S(L2per(ΓL)) for L ≥ L∗, we deduce that there exist C1, C2, C3 ∈ R+ such that,
for all L ≥ L∗,∥∥∥(1−∆L)1/2Q+−,Lν,1 ∥∥∥
SL
2
≤ C1
∥∥[V Lν , γL0 ]∥∥SL2 ≤ C2 ∥∥V Lν ∥∥C′ ≤ C3‖ν‖C ,
where we used (3.11) for the last inequality.
On the other hand, since (1−∆L)−1 ∈ SL2 , we also deduce that Q+−,Lν,1 ∈ SL1 , so that we
can consider its trace, and get TrL2per(ΓL)(Q
+−,L
ν,1 ) = 0. The third point of Lemma 3.5 follows.
We now prove the result for Q˜Lν,2. For k ∈ N, we denote by QLν,k and Q˜Lν,k the operators
QLν,k =
1
2iπ
˛
C
1
λ−HL0
(
V Lν
1
λ−HL0
)k
dλ and Q˜Lν,k =
1
2iπ
˛
C
1
λ−HLν
(
V Lν
1
λ−HL0
)k
dλ.
Note that for k ≥ 2, it holds Q˜Lν,2 =
∑k−1
l=2 Q
L
ν,l + Q˜
L
ν,k. We proceed in two steps.
Step 1: The operators QLν,l, l ∈ {1, 2, 3, 4, 5} satisfy bounds similar to (3.12).
We do the proof for QLν,2, the proof begin similar for the other cases. For α, β, γ ∈ {−,+},
we introduce
Qαβγ,Lν,2 :=
1
2iπ
˛
C
PLα
λ−HL0
V Lν
PLβ
λ−HL0
V Lν
PLγ
λ−HL0
dλ,
where the operators PL± were defined in (5.4). Thanks to the Cauchy residual formula, it
holds Q+++,Lν,2 = Q
−−−,L
ν,2 = 0. In each other terms, the motif P
L
+V
L
ν P
L
− or P
L
+V
L
ν P
L
− appears
at least once. Thanks to Lemma 5.2, there exists C ∈ R+ such that, for all L ≥ L∗,∥∥PL+V Lν PL−∥∥SL
2
=
∥∥(1− γL0 )[V Lν , γL0 ]∥∥SL
2
≤ C‖ν‖L2(R3) and
∥∥PL−V Lν PL+∥∥SL
2
≤ C‖ν‖L2(R3).
The other motifs are bounded thanks to the second point of Lemma 5.2. Altogether, we
obtain
∃C ∈ R+, ∀2 ≤ l ≤ 5, ∀L ≥ L∗,
∥∥∥(1−∆L)1/2QLν,l∥∥∥
SL2
≤ C‖ν‖lL2(R3).
On the other hand, it holds Q−−,Lν,2 = Q
−+−,L
ν,2 and Q
++,L
ν,2 = Q
+−+,L
ν,2 , so that for these opera-
tors, the motif PL+V
L
ν P
L
− or P
L
+V
L
ν P
L
− appears at least twice. Following the same arguments
leads to
∃C ∈ R+, ∀2 ≤ l ≤ 5, ∀L ≥ L∗,
∑
α∈{−,+}
∥∥∥(1−∆L)1/2Qαα,Lν,l (1−∆L)1/2∥∥∥
SL1
≤ C‖ν‖lL2(R3).
Step 2: The operator Q˜Lν,6, satisfies bounds similar to (3.12).
Actually, we can prove that (1−∆L)1/2Q˜Lν,6(1−∆L)1/2 ∈ SL1 with norm uniformly bounded
in L. This time, we simply use the fact that the motif V Lν (λ−HL0 )−1 appears six times, and
we use the second point of Lemma 5.2 to bound the operator (1 −∆L)1/2Q˜Lν,6(1−∆L)1/2 in
SL1 uniformly in L. More specifically,
∃C ∈ R+, ∀ν ∈ N (η), ∀L ≥ L∗,
∥∥∥(1−∆L)1/2Q˜Lν,6(1−∆L)1/2∥∥∥
SL
1
≤ C‖ν‖6L2(R3).
The proof of (3.12) follows.
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5.3 Proof of Lemma 3.11
We use the decomposition (3.9), and write(
QLν
)2
=
(
QLν,1 + Q˜
L
ν,2
)2
=
(
QLν,1
)2
+
(
Q˜Lν,2
)2
+QLν,1Q˜
L
ν,2 + Q˜
L
ν,2Q
L
ν,1. (5.5)
On the other hand, for any QLa , Q
L
b ∈ QL, it holds that
TrL2per(ΓL)
(∣∣HL0 − εF ∣∣QLaQLb ) = TrL2per(ΓL) (∣∣HL0 − εF ∣∣1/2 (1−∆L)−1/2(1−∆L)1/2QLa .
QLb (1−∆L)1/2(1−∆L)−1/2
∣∣HL0 − εF ∣∣1/2) .
The operators (1−∆L)−1/2 ∣∣HL0 − εF ∣∣1/2 and ∣∣HL0 − εF ∣∣1/2 (1−∆L)−1/2 are uniformly bounded
in L (this can be shown as in Lemma 5.1) by some constant C ∈ R+. We therefore get∣∣∣TrL2per(ΓL) (∣∣HL0 − εF ∣∣QLaQLb )∣∣∣ ≤ C2 ∥∥∥(1−∆L)1/2QLa∥∥∥
SL2
∥∥∥(1−∆L)1/2QLb ∥∥∥
SL2
≤ C2 ∥∥QLa∥∥QL ∥∥QLb ∥∥QL . (5.6)
Lemma 3.11 then follows from (5.6), the decomposition (5.5) and Lemma 3.5.
5.4 Proof of Lemma 3.12
The Cauchy-Schwarz inequality leads to∣∣∣∣∣
〈[√
vLc
(
ρQLν,1
− νL
)
− (1 + LL)√vLc νL] ,√vLc νL〉
L2
0,per(ΓL)
∣∣∣∣∣ ≤∥∥∥∥√vLc (ρQLν,1 − νL)− (1 + LL)√vLc νL
∥∥∥∥
L20,per(ΓL)
∥∥∥∥√vLc νL∥∥∥∥
L20,per(ΓL)
.
The first term of the right-hand side is controlled by some C ‖ν‖2L2(R3) thanks to Lemma 3.9.
Since
√
vLc is an operator from CL to L2per(ΓL) bounded by 1 (see Remark 3.3), we obtain∥∥∥√vLc νL∥∥∥
L2per(ΓL)
≤ ‖νL‖CL , and we conclude as in (5.3).
5.5 Proof of Lemma 3.14
Recall that the support of ν is contained in LsuppΓ (see Section 2.2), so that∣∣∣∣ˆ
R3
(
V L0 − V0
)
ν
∣∣∣∣ = ∣∣∣∣ˆ
LsuppΓ
(
V L0 − V0
)
ν
∣∣∣∣ ≤ ∥∥V L0 − V0∥∥L2(LsuppΓ) ‖ν‖L2(R3) ,
where we used the Cauchy-Schwarz inequality. Since V L0 and V0 are both R-periodic, it holds∥∥V L0 − V0∥∥L2(LsuppΓ) = Lsupp ∥∥V L0 − V0∥∥L2(Γ). On the other hand, from (2.6) and (2.20), it
holds
V L0 − V0 =
(
ργL0
− ργ0
)
∗Γ G1.
The result then follows from the continuous embedding L∞per(Γ) →֒ L2per(Γ), the fact that the
convolution by G1 is continuous from L
2
per(Γ) to L
∞
per(Γ) and the last part of Theorem 2.3.
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5.6 Proof of Lemma 3.16
The proof is a direct consequence of the following lemma.
Lemma 5.3. There exist C ∈ R+ and α > 0 such that
∀L ≥ L∗,
∥∥∥∥(1 + L˜L)−1 − (1 + LL)−1∥∥∥∥
S(L20,per(ΓL))
≤ Ce−αL.
Proof of Lemma 5.3. We first note that H˜L0 −HL0 = V0−V L0 = G1 ∗Γ
(
ργ0 − ργL0
)
. Since the
convolution by G1 is bounded on L
∞
per(R
3), we obtain from the last part of Theorem 2.3 that
that there exist C ∈ R∗ and α > 0 such that
∀L ≥ L∗,
∥∥∥H˜L0 −HL0 ∥∥∥
S(L2per(ΓL))
≤ Ce−αL. (5.7)
On the other hand, we have, for V La , V
L
b ∈ C′L, that〈
χ˜LV La , V
L
b
〉
CL,C
′
L
− 〈χLV La , V Lb 〉CL,C′L
=
1
2iπ
˛
C
TrL2per(ΓL)
(
1
λ− H˜L0
V La
1
λ− H˜L0
V Lb −
1
λ−HL0
V La
1
λ−HL0
V Lb
)
dλ
=
1
2iπ
˛
C
TrL2per(ΓL)
(
1
λ− H˜L0
(
H˜L0 −HL0
) 1
λ−HL0
V La
1
λ− H˜L0
V Lb
)
dλ+
+
1
2iπ
˛
C
TrL2per(ΓL)
(
1
λ−HL0
V La
1
λ− H˜L0
(
H˜L0 −HL0
) 1
λ−HL0
V Lb
)
dλ.
Using estimates similar to the ones used in the proof of Lemmas 3.5 and Lemma 3.7, together
with the estimate (5.7), we deduce that there exist C ∈ R+ and α > 0 such that
∀L ≥ L∗,
∥∥∥χ˜L − χL∥∥∥
B(C′L,CL)
≤ Ce−αL. (5.8)
Finally, from the definitions (3.15) and (3.33), it holds that(
1 + L˜L
)−1 − (1 + LL)−1 = (1 + L˜L)−1√vLc (χ˜L − χL)√vLc (1 + LL)−1 .
The result then follows from Lemma 3.2, Lemma 3.8 and (5.8).
5.7 Proof of Lemma 4.3
Let us first extend the definition of L˜LQ, initially defined for Q ∈ ΛL, to all q ∈ Γ∗ \ {0}, with
∀q ∈ Γ∗ \ {0}, L˜Lq : f ∈ L2per 7→
1
L3
∑
Q′∈ΛL
ρ
[
1
2iπ
˛
C
1
λ−HQ′ (
√
vc)qf
1
λ−HQ′−qdλ
]
.
Let f, g ∈ L2per. For q ∈ Γ∗ \ {0}, we write for simplicity Fq := (
√
vc)qf and Gq := (
√
vc)qg.
From the definition (4.21), we deduce that for q ∈ Γ∗ \ {0}, it holds that Fq, Gq ∈ L2per with
‖Fq‖L2per ≤
√
4π
|q| ‖fq‖L2per and ‖Gq‖L2per ≤
√
4π
|q| ‖gq‖L2per (5.9)
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Finally, for λ ∈ C , we introduce
∀z ∈ C3, Kf,gλ,q(z) := TrL2per(Γ)
(
1
λ−HzFq
1
λ−Hz−qGq
)
.
With all these notation, the quantity that we want to control is
∣∣∣〈f ∣∣ (L˜Lq − Lq) g〉∣∣∣ =
∣∣∣∣∣∣ 12iπ
˛
C
 
Γ∗
Kf,gλ,q(q
′)dq′ − 1
L3
∑
Q′∈ΛL
Kf,gλ,q(Q
′)
∣∣∣∣∣∣
≤ |C |
2π
sup
λ∈C
∣∣∣∣∣∣
 
Γ∗
Kf,gλ,q(q
′)dq′ − 1
L3
∑
Q′∈ΛL
Kf,gλ,q(Q
′)
∣∣∣∣∣∣ .
We recognize the difference between an integral and a corresponding Riemann sum. Let us
study the integrand Kf,gλ,q.
Lemma 5.4. There exist A > 0 and C ∈ R+ such that, for all q ∈ Γ∗ \{0}, all f, g ∈ L2per(Γ)
and all λ ∈ C , the function z 7→ Kf,gλ,q(z) is an R∗-periodic analytic function on R3+i[−A,A]3,
with
sup
z∈R3+i[−A,A]3
∣∣∣Kf,gλ,q(z)∣∣∣ ≤ C|q|2 ‖f‖L2per‖g‖L2per . (5.10)
Proof of Lemma 5.4. Let us begin with theR∗-periodicity. From the covariant property (4.5),
we deduce that
∀q′ ∈ R3, ∀k ∈ R∗, Kf,gλ,q(q′ + k) = TrL2per(Γ)
(
1
λ−Hq′+kFq
1
λ−Hq′+k−qGq
)
= TrL2per(Γ)
(
Uk
1
λ−Hq′+kU−kFqUk
1
λ−Hq′−qU−kGq
)
.
The result follows by rotating the unitary operator Uk under the trace, and using the fact
that for any multiplication operator V , it holds that U−kV Uk = V . The R∗-periodicity on
R3 will eventually transfer into a R∗-periodicity on R3 + i[−A,A] by analyticity.
Let us prove that these maps are well-defined on some complex strip. We choose A > 0 as
in Lemma 4.1, and recall that B1 and B2 were defined in (4.14). For z ∈ 2Γ∗ + i[−A,A]3, it
holds that
Kf,gλ,q(z) = TrL2per(Γ)
(
B2(λ, z)
[
1
1−∆1Fq
]
B2(λ, z− q)
[
1
1−∆1Gq
])
.
According to Lemma 4.1, the operator B2(λ, z) and B2(λ, z − q) are uniformly bounded for
λ ∈ C and z ∈ 2Γ∗+ i[−A,A]3. Together with the periodic Kato-Seiler-Simon inequality (see
Corollary A.2 with p = 2), we deduce that there exists C ∈ R+ such that
∀q ∈ Γ∗ \ {0}, ∀z ∈ 2Γ∗ + i[−A,A]3, ∀f, g ∈ L2per,
∣∣∣Kf,gλ,q(z)∣∣∣ ≤ C‖Fq‖L2per‖Gq‖L2per .
Finally, using (4.21), we deduce (5.10).
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We finally prove that the maps are analytic on 2Γ∗ + i[−A,A]3 which, by periodicity, will
imply the analyticity on the whole strip R3+i[−A,A]3. It is enough to prove that these maps
are derivable on R3 + i[−A,A]3. We notice that, for j ∈ {1, 2, 3}, it holds that
∂zjB2(λ, z) =
1
λ−Hz
(−iP 1j + zj) 1B 2(λ, z) = B2(λ, z)
(
−iP 1j + zj
1−∆1
)
B2(λ, z),
so that ∂zjB2(λ, z) is a bounded operator. The result easily follows from estimates similar to
the ones used previously.
This analyticity implies an exponential rate of convergence for the Riemann sum towards
the corresponding integral. More specifically, applying Lemma B.1 to the functions Kf,gλ,q, and
using (5.9) leads to
∃C ∈ R+, ∃α > 0, ∀L ≥ L∗, ∀q ∈ Γ∗ \ {0},
∥∥∥(L˜Lq − Lq)∥∥∥
B(L2per(Γ))
≤ C 1|q|2 e
−iαL.
If Q ∈ ΛL and Q 6= 0, then it holds |Q|−2 ≤ L2, so that there exist C ′ ∈ R+ and α′ > 0 such
that
∀L ≥ L∗, ∀Q ∈ ΛL \ {0},
∥∥∥(L˜LQ − LQ)∥∥∥
S(L2per)
≤ CL2e−iαL ≤ C ′e−iα′L,
which is the desire result.
5.8 Proof of Lemma 4.4
We choose A > 0 as in Lemma 4.1, and r > 0. Let us first prove that for z ∈ Ωr + i[−A,A]3,
the operator Lz is indeed bounded. For f, g,∈ L2per, we denote by Fz = (
√
vc)zf and Gq =
(
√
vc)zg. As in (5.9), we deduce that Fz and Gz are in L
2
per, and that there exists Cr ∈ R+
independent of f and g such that
∀z ∈ Ωr + i[−A,A]3, ‖Fz‖L2per ≤ Cr ‖f‖L2per . (5.11)
In particular,
|〈f |Lzg〉| =
∣∣∣∣−12iπ
 
Γ∗
˛
C
TrL2per(Γ)
(
1
λ−Hq′Gz
1
λ−Hq′−zFz
)
dλdq′
∣∣∣∣
≤ 1
2π
 
Γ∗
˛
C
∣∣∣∣TrL2per(Γ) ( 1λ−Hq′Gz 1λ−Hq′−zFz
)∣∣∣∣ dλdq′.
On the other hand, it holds that∣∣∣∣TrL2per(Γ)( 1λ−Hq′Gz 1λ−Hq′−zFz
)∣∣∣∣ = ∣∣∣∣TrL2per(Γ)(B2(λ,q′) 11−∆1GzB2(λ,q′ − z) 11−∆1Fz
)∣∣∣∣
≤ C
∥∥∥∥ 11−∆1Gz
∥∥∥∥
S2
∥∥∥∥ 11−∆1Fz
∥∥∥∥
S2
,
where we used Lemma 4.1 for the last inequality. Together with the periodic Kato-Seiler-
Simon inequality (see Corollary A.2) and (5.11), we easily deduce that Lz is bounded on
L2per(Γ). We also deduce that there exists C ∈ R+ such that
sup
z∈Ωr+i[−A,A]3
‖Lz‖B(L2per) ≤ C.
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Let us prove the analyticity. It is enough to prove that for all z ∈ Ωr + i[−A,A]3, the
operator ∂zjLz is bounded. We obtain
〈f |∂zjLzg〉 =
−1
2iπ
 
Γ∗
˛
C
TrL2per(Γ)
(
1
λ−Hq′
[
∂zjGz
] 1
λ−Hq′−zFz
)
dλdq′ (5.12)
+
−1
2iπ
 
Γ∗
˛
C
TrL2per(Γ)
(
1
λ−Hq′Gz
1
λ−Hq′−z
[
∂zjFz
])
dλdq′ (5.13)
+
−1
2iπ
 
Γ∗
˛
C
TrL2per(Γ)
(
1
λ−Hq′Gz
[
∂zj
1
λ−Hq′−z
]
Fz
)
dλdq′. (5.14)
Since it holds
∂zj (
√
vc)z =
√
4π
∑
k∈R∗
|ek〉 zj + kj|z+ k|3 〈ek|,
we obtain as in (5.9) that there exists Cr ∈ R+ such that
∀z ∈ Ωr + i[−A,A]3,
∥∥∂zjFz∥∥L2per ≤ Cr ‖f‖L2per .
Using estimates similar than previously, we deduce that the operators defined in (5.12)
and (5.13) are bounded. Finally, we notice that
∂zj
1
λ−Hq′−z =
[
1
λ−Hq′−z
(
P 1j − zj
)] 1
λ−Hq′−z ,
where the operator under brackets is bounded. Altogether, we deduce that ∂zjLz is bounded,
so that z 7→ Lz is analytic.
5.9 Proof of Lemma 4.6
The first point is proved in a similar way than the proof of Lemma 4.4. Let us prove the
second point. It holds
Λq = 〈e0|Lqe0〉 = −1
2iπ
4π
|q|2
1
|Γ|
 
Γ∗
˛
C
TrL2per(Γ)
(
1
λ−Hq′
1
λ−Hq′−q
)
dλdq′.
Using the spectral representation of Hq in (4.17), performing the
¸
C
integration using the
Cauchy residual theorem and using (4.16) leads, after some manipulations, to
Λq =
8π
|Γ| |q|2
∑
n≤N<m
 
Γ∗
∣∣〈um,q′−q|un,q′〉∣∣2
|εm,q−q′ − εn,q′ | dq
′. (5.15)
Let us develop the numerator of (5.15). We use the identity
εn,q′
〈
um,q′−q|un,q′
〉
=
〈
um,q′−q|Hq′un,q′
〉
=
〈
Hq′um,q′−q|un,q′
〉
.
Together with the fact that Hq′ = Hq′−q − 2iq · ∇+ (|q′|2 − |q− q′|2)/2, this leads to
〈
um,q′−q|un,q′
〉
=
q · 〈um,q−q′ | (−i∇1)un,q′〉
εn,q′ − εm,q−q′ + |q|
2
2 − q · q′
. (5.16)
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We now choose r1 > 0 such that
∀q ∈ B(0, r1), ∀q′ ∈ Γ∗,
∣∣∣∣ |q|22 − q · q′
∣∣∣∣ < g2 , (5.17)
where we recall that g > 0 is the gap of the rHF system. Together with (4.18), this implies
that the denominator of (5.16) is negative and away from 0 for all q,q′ ∈ Γ∗. As a result, we
deduce from (5.15) that Λq = |q|−2qTM1(q)q, with
M1(q) :=
8π
|Γ|
∑
n≤N<m
 
Γ∗
〈un,q′ |(−i∇1)um,q′−q〉〈um,q′−q|(−i∇1,T )un,q′〉(
εm,q′−q − εn,q′ − |q|
2
2 + q · q′
)2 |εm,q′−q − εn,q′ |dq′
which is (4.27). We easily deduce from this formula that M1(q) is a 3× 3 hermitian matrix,
and that M1(−q) =M1(q).
Note that we cannot prove directly that M1(q) admits an analytic extension, since the
maps q 7→ εn,q and q 7→ un,q are not smooth in general. Let us provide an alternative formula
forM1. The idea is to undo the Cauchy integration. More specifically, from (5.17) and (4.18),
we deduce that
∀q ∈ B(0, r1), ∀q′ ∈ Γ∗, εm,q′−q − |q|
2
2
+ q · q′ > εF > εn,q′ ,
so that, for all n ≤ N < m,
1(
εm,q′−q − εn,q′ + q · q′ − |q|
2
2
) = −1
2iπ
˛
C
1(
λ1 − εm,q′−q − q · q′ + |q|
2
2
)
(λ1 − εn,q′)
dλ1.
We plug this expression in (4.27), and get
M1(q) =
8π
|Γ|
∑
n≤N<m
˛
C
˛
C
˛
C
 
Γ∗
dq′dλdλ1dλ2〈un,q′ |(−i∇1)um,q′−q〉〈um,q′−q|(−i∇1,T )un,q′〉×
×
(λ− εm,q′−q) (λ− εn,q′) ∏
j∈{1,2}
(
λj − εm,q′−q − q · q′ + |q|
2
2
)(
λj − εn,q′
)−1 .
Using the spectral representation (4.17), this is also
M1(q) =
4π
|Γ|
˛
C
˛
C
˛
C
 
Γ∗
TrL2per(Γ)
(
(−i∇1) 1
(λ−Hq′)
(
λ1 −Hq′
) (
λ2 −Hq′
)(−i∇1,T ))
1
(λ−Hq′−q)
(
λ1 −Hq′−q − q · q′ + |q|
2
2
)(
λ2 −Hq′−q − q · q′ + |q|
2
2
) dq′dλdλ1dλ2.
From this last expression, and following the same arguments as in the proof of Lemma 4.4,
we see that M1(·) admits an analytical extension on B(0, r1) + i[−A,A]3.
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We finally prove the third point of the lemma. For f ∈ L20,per, we denote by Fq :=
(
√
wc)qf . Using similar techniques than before, we obtain
〈lq|f〉 = 〈e0|Lqf〉 = −1
2iπ
(4π)1/2
|q|
1
|Γ|1/2
 
Γ∗
˛
C
TrL2per(Γ)
(
1
λ−Hq′ Fq
1
λ−Hq′−q
)
dλdq′
=
2(4π)1/2
|q|
1
|Γ|1/2
∑
n≤N<m
 
Γ∗
〈un,q′ |um,q′−q〉〈um,q′−q|Fqun,q′〉
|εm,q′−q − εn,q′ | dq
′
= −2(4π)1/2 1|Γ|1/2
qT
|q|
∑
n≤N<m
 
Γ∗
〈un,q′ |(−i∇1)um,q′−q〉〈um,q′−q|Fqun,q′〉
|εm,q′−q − εn,q′ |
(
εm,q′−q − εn,q′ − |q|
2
2 + q · q′
)dq′
=
qT
|q| 〈b(q)|f〉,
where b(q) was defined in (4.28). The fact that b admits an analytical extension on Ωr +
i[−A,A3] is proved similarly as in the proof of the analyticity of A(z).
5.10 Proof of Lemma 4.7
Let us first prove (4.29). From (4.27), it holds that
M1(0) =
8π
|Γ|
∑
n≤N<m
 
q′∈Γ∗
〈un,q′ |(−i∇1)um,q′〉〈um,q′ |(−i∇1,T )un,q′〉
|εm,q′ − εn,q′ |3 dq
′
=
8π
|Γ|
∑
n≤N<m
 
q′∈Γ∗
〈un,q′ |(−i∇1 + q′)|um,q′〉〈um,q′ |(−i∇1 + q′)T |un,q′〉
|εm,q′ − εn,q′ |3 dq
′. (5.18)
For all a, b ∈ R, with a 6= b, it holds that
1
(λ− a)2(λ− b)2 =
1
(a− b)2
(
1
(λ− a)2 +
1
(λ− b)2 +
2
(a− b)
(
1
λ− b −
1
λ− a
))
.
We integrate this equality over C , and use the Cauchy residual formula to get (we suppose
for simplicity a /∈ C and b /∈ C )
1
2iπ
˛
C
1
(λ− a)2(λ− b)2dλ =
 0 if a and b < εF or a and b ≥ εF2|a− b|3 if b < εF < a or a < εF < b, (5.19)
and (5.19) is also true for a = b. Hence, (5.18) can be rewritten as
M1(0) =
4π
2iπ|Γ|
∑
n,m∈N
˛
C
 
q′∈Γ∗
〈un,q′ |(−i∇1 + q′)|um,q′〉〈um,q′ |(−i∇1 + q′)T |un,q′〉
(λ− εn,q′)2(λ− εm,q′)2 dq
′dλ
=
4π
2iπ|Γ|
˛
C
 
q′∈Γ∗
TrL2per(Γ)
(
1
(λ−Hq′)2 (−i∇+ q
′)
1
(λ−Hq′)2 (−i∇ + q
′)T
)
dq′dλ
=
4π
2iπ|Γ|
˛
C
Tr
(
1
(λ−H0)2 (−i∇)
1
(λ−H0)2 (−i∇
T )
)
dλ,
where we used (4.6) in the last equality. This proves (4.29).
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We now suppose that the crystal is isotropic cubic, and prove that M1(0) is proportional
to the identity matrix. An easy calculation shows that if a matrix P satisfies
P = ST1 PS1 and P = S
T
2 PS2, (5.20)
where S1 and S2 were introduced in Definition 2.7, then P is proportional to the identity
matrix. Let us show that M1(0) satisfies (5.20). Let S be either S1 or S2. We introduce the
operator
T : L2per(Γ) → L2per(Γ)
f 7→ f(Sx).
It holds that ∇T = STT ∇ and that H0T = T H0. Together with (4.29), we arrive at
M1(0) =
4π
2iπ|Γ|
˛
C
Tr
[(
T −1 1
(λ−H0)2T
)(T −1∇T )(T −1 1
(λ−H0)2T
)(T −1∇TT )]dλ
=
2π
2iπ|Γ|
˛
C
Tr
[
1
(λ−H0)2 (S
T∇) 1
(λ−H0)2 (∇
TS)
]
dλ
= STM1(0)S.
The result follows.
5.11 Proof of Lemma 4.8
The fact that (1 + Lq) is invertible comes from the fact that Lq is a bounded positive self-
adjoint operator. For z = q+ iy, we have
(1 + Lq+iy) = (1 + Lq)
(
1 + (1 + Lq)−1 (Lq+iy − Lq)
)
)
According to Lemma 4.4, the map z ∈ Lz is analytic on Ωr + i[−A,A]3. As a result, there
exists A′ > 0 such that
∀q ∈ 2Γ∗, ∀y ∈ [−A′, A′]3, ‖Lq+iy − Lq‖B(L2per) ≤
1
2
.
As a result, it holds
∥∥(1 + Lq)−1 (Lq+iy − Lq)∥∥B(L2per) ≤ 1/2 < 1, so that (1 + Lq+iy) is
invertible on 2Γ∗ + i[−A′, A′]3, with
∀q ∈ 2Γ∗, ∀y ∈ [−A′, A′]3, ‖(1 + Lq+iy)‖B(L2per) ≤ 2.
Using the covariant property (4.5), we deduce that (1 + Lq+iy) is invertible on R3+i[−A′, A′]3
with similar bounds. Finally, since the map z 7→ (1 + Lz) is analytic from Ωr + i[−A′, A′]−1,
then so is the map z 7→ (1 + Lz)−1 (see for instance [11, Chapter 7, §1.1]).
5.12 Proof of Lemma 4.12
For Q 6= 0, it holds that (√vc)Q = (
√
vLc )Q. Also, since the support of ν is in ΓLsupp , we get
from (4.1) and (4.8) that, for L ≥ L∗(≥ Lsupp),
νL,Q(x) =
∑
R∈LR
e−iQ·(x+R)ν(x+R) = e−iQ·xν(x) = νQ(x).
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As a result, for Q ∈ ΛL \ {0}, it holds that∣∣Fν(Q)− FLν (Q)∣∣ = ∣∣∣〈[(1 + LQ)−1 − (1 + L˜LQ)−1] (√vc)QνQ, (√vc)QνQ〉∣∣∣
≤
∥∥∥(1 + LQ)−1 − (1 + L˜LQ)−1∥∥∥
B(L2per)
‖(√vc)QνQ‖2L2per . (5.21)
From Lemma 4.3 and the fact that LQ and LLQ are positive bounded operators, we obtain
that there exists C ∈ R+ and α > 0 such that, for all L ≥ L∗ and all Q ∈ ΛL \ {0},∥∥∥(1 + LQ)−1 − (1 + L˜LQ)−1∥∥∥
B(L2per)
=
∥∥∥(1 + LQ)−1 (L˜LQ − LQ) (1 + L˜LQ)−1∥∥∥
B(L2per)
≤
∥∥∥(L˜LQ − LQ)∥∥∥
B(L2per)
≤ Ce−iαL.
Together with (5.21), we obtain∣∣∣∣∣∣ 1L3
∑
Q∈ΛL\{0}
(
Fν(Q)− FLν (Q)
)∣∣∣∣∣∣ ≤ Ce−iαL 1L3
∑
Q∈ΛL\{0}
‖(√vc)QνQ‖2L2per
As in (5.9), there exists C ∈ R+ such that, for all L ≥ L∗ , all Q ∈ ΛL \{0}, and all ν ∈ B(η),
it holds that
‖(√vc)QνQ‖2L2per ≤
C
|Q|2 ‖νQ‖L2per ≤ CL
2 ‖νQ‖L2per ,
so that
1
L3
∑
Q∈ΛL\{0}
‖(√vc)QνQ‖2L2per ≤ C
L2
L3
∑
Q∈ΛL\{0}
‖νQ‖2L2per ≤ CL
2 ‖νL‖2L2per(ΓL) = CL
2 ‖ν‖2L2(R3) .
The result easily follows.
5.13 Proof of Lemma 4.13
Since ν is compactly supported, we deduce that the map q 7→ νq is analytic. Together with
Lemma 4.8 and the definition of Ψper in (4.36), we get that Fν,1 ∈ C∞(R3) and Fν,1(0) = 0. In
particular, the missing Q = 0 term in the Riemann sum of (4.37) can be restored. Also, from
the covariant identity (4.5) and the periodicity of Ψper, we obtain that Fν,1 is R∗-periodic.
Finally, we notice that for all p1, p2, p3 ∈ N, it holds∥∥∂p1q1 ∂p2q2 ∂p3q3 νq∥∥L2per = ‖xp11 xp22 xp33 ν(x)‖L2(R3) ≤ (|Γ|∞Lsupp)p1+p2+p3 ‖ν‖2L2(R3) ,
where we used the fact that ν is compactly supported in LgapΓ, and where we denoted by
|Γ|∞ := sup{|x|∞, x ∈ Γ}. The result then follows from the theory of the convergence of
Riemann sums for smooth periodic functions (see Lemma B.2 below).
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Appendices
A The periodic Kato-Seiler-Simon inequality
The Kato-Seiler-Simon inequality in Lp(Rd) spaces is well-understood [24]. In our case, we
need a periodic version of this inequality. In particular, we prove that the constant of conti-
nuity in this case depends on the size of the supercell. We introduce
ℓp(L−1R∗) :=
(gLk)k∈L−1R∗ , ∥∥gL∥∥ :=
 ∑
k∈L−1R∗
∣∣gLk ∣∣p
1/p <∞
 .
For
(
gLk
)
k∈L−1R∗
∈ ℓp(L−1R∗), p ≥ 2, we denote by gL(−i∇) the operator on L2per(ΓL) defined
by
∀h ∈ L2per(ΓL), ∀k ∈ L−1R∗, cLk
(
gL(−i∇)h) = gLk cLk(h).
Lemma A.1 (Periodic Kato-Seiler-Simon inequality). Let p ≥ 2, fL ∈ Lpper(ΓL) and
(
gLk
)
k∈L−1R∗
∈
ℓp(L−1R∗). Then the operator fL(x)gL(−i∇) is in the Schatten class Sp(L2per(ΓL)), and it
holds ∥∥fL(x)gL(−i∇)∥∥
Sp(L2per(ΓL))
≤ 1|ΓL|1/p
‖fL‖Lpper(ΓL)‖gL‖ℓp(L−1R∗). (A.1)
Proof of Lemma A.1. It is enough to prove the lemma for p = 2 and p =∞, the other cases
being deduced from classical interpolation arguments. We start with p = 2. The kernel of
the operator fL(x)gL(−i∇) is
K(x,y) :=
[
fL(x)gL(−i∇)] (x,y) = 1|ΓL|fL(x) ∑
k∈L−1R∗
gLk e
ik·(x−y).
A straightforward calculation leads to∥∥fL(x)gL(−i∇)∥∥2
S2(L2per(ΓL))
=
ˆ
(ΓL)2
|K(x,y)|2 = 1|ΓL|‖f
L‖2L2per(ΓL)‖g
L‖2ℓ2(L−1R∗),
from which we deduce the result for p = 2. For p = ∞, we notice that fL(x) is an operator
of norm ‖f‖L∞ , and that gL(−i∇) is an operator of norm ‖gL‖ℓ∞(L−1R∗). The result follows.
In the case where gL represents (1−∆L)−1, or equivalently,
∀k ∈ L−1R∗, gLk =
1
1 + |k|2 ,
it holds that
(
gLk
)
k∈L−1R∗
∈ ℓp(L−1R∗) for p > 3/2. Thanks to Lemma B.2 applied to the
function (1 + | · |2)−p ∈W s,1(R3), for all s > 3/2,we obtain
‖gL‖p
ℓp(L−1R∗)
=
∑
k∈R∗
(
1
1 + |k/L|2
)p
=
L3
|Γ∗|
(ˆ
R3
1
(1 + |q|2)p
)
+ o(L3). (A.2)
We deduce the following useful corollary.
Corollary A.2. For all p ≥ 2, there exists Cp such that for all L ∈ N∗ and all V ∈ Lpper(ΓL),
the operator (1−∆L)−1V is in Sp(L2per(ΓL)) with∥∥(1−∆L)−1V ∥∥
Sp(L2per(ΓL))
≤ Cp‖V ‖Lpper(ΓL).
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B Convergence of Riemann sums
We recall in this appendix some classical results about the convergence of Riemann sums. We
also prove some non standard results when the integrand is a singular function. We introduce
the standard multi-indices notations α = (α1, α2, α3), |α| =
∑3
i=1 αi, α! = α1!α2!α3!, q
α =
qα11 q
α2
2 q
α3
3 , and ∂
α
q = ∂
α1
q1 ∂
α2
q2 ∂
α3
q3 .
The following lemma was proved in e.g. [10].
Lemma B.1. For any A > 0, there exist C ∈ R+ and α > 0 such that for all functions
f : R3+ i[−A,A]3 → C that are analytic on R3+ i[−A,A]3 and that satisfies f(z+ k) = f(z)
for all z ∈ R3 + i[−A,A]3 and all k ∈ R∗, it holds that∣∣∣∣∣∣
 
Γ∗
f(q)dq− 1
L3
∑
Q∈ΛL
f (Q)
∣∣∣∣∣∣ ≤ Ce−αL.
We will also need results on the whole space R3. We introduce the usual Sobolev space
W p,s(R3)
f ∈ Ls(R3), ‖f‖W p,s(R3) := ∑
|α|≤p
∥∥∂αqf∥∥Ls(R3) <∞
 .
We also introduce the following notation for clarity.
I(f) :=
1
|Γ∗|
ˆ
R3
f(q)dq and Iλ(f) :=
1
λ3
∑
k∈R∗
f
(
k
λ
)
for λ ∈ (0,∞). (B.1)
Lemma B.2 (Convergence of Riemann sum in the whole space). For all p > 3/2, there exists
Cp ∈ R+ such that, for all f ∈W p,1(R3), it holds that
∀L ∈ N∗, |I(f)− IL(f)| ≤ Cp
‖f‖W p,1(R3)
Lp
. (B.2)
Remark B.3. The constant Cp may depend on the lattice R∗, but the speed of convergence
is independent of the choice of the lattice R∗.
Proof of Lemma B.2. Let f̂ be the Fourier transform of f . Since f ∈ W p,1(R3), we deduce
that it holds ∣∣∣f̂(ω)∣∣∣ ≤ (2π)−3/2 ‖f‖W p,1
1 + |ω|p . (B.3)
We deduce that f̂ ∈ L1(R3), so that f is continuous. In particular, the point-wise evaluations
f(k/L) in IL(f) (see (B.1)) are well-defined. On the other hand, according to the Poisson
summation formula, it holds that
IL(f) =
(2π)3/2
|Γ∗|
∑
R∈R
f̂(LR),
so that
IL(f)− I(f) = IL(f)− (2π)
3/2
|Γ∗| f̂(0) =
(2π)3/2
|Γ∗|
∑
R∈R\{0}
f̂(LR) ≤ 1|Γ∗|Lp
∑
R∈R\{0}
‖f‖W p,1
|R|p ,
where the last inequality comes from (B.3). The proof follows.
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We now study functions f(q) that have a singularity as q goes to 0. We introduce the
notation
∀λ > 0, I0λ(f) :=
1
λ3
∑
Q∈R∗\{0}
f
(
Q
λ
)
. (B.4)
Note that if f is continuous in q = 0, then it holds
Iλ(f) = I
0
λ(f) +
f(0)
λ3
, (B.5)
so that Iλ(f) = I
0
λ(f) if f(0) = 0. Also, if f(0) 6= 0, we expect a L−3 rate of convergence for
the difference I(f) − I0L(f). For r1 > 0, and p ∈ N, we denote by Cp(B(0, r1)) the Banach
space of functions that are p times continuously differentiable on B(0, r1), endowed with the
norm
‖f‖Cp(B(0,r1)) := sup
q∈B(0,r1)
sup
|α|≤p
∣∣∂αqf(x)∣∣ .
Our main result is the following.
Lemma B.4. Let r1 > 0 and q 7→ M(q) be a C4 function on B(0, r1) to the space of
3 × 3 positive definite hermitian matrices satisfying M(q) ≥ 1 and M(−q) = M(q) for all
q ∈ B(0, r1). Let also Ψ be a radial C∞(R3) function such that Ψ(q) = 1 if |q| ≤ r1/2 and
Ψ(q) = 0 if |q| ≥ r1. Then, there exists C ∈ R+ such that for all functions g ∈ C4(B(0, r1)),
it holds that
∀L ∈ N∗,
∣∣∣∣I(fΨ)− I0L(fΨ)− ag(0)L
∣∣∣∣ ≤ C ‖g‖C4(B(0,r1))L3
where f(q) :=
g(q)
qTM(q)q
for q 6= 0, and where
a =
∑
k∈R∗
 
Γ∗
(
1
(k+ q)TM(0)(k+ q)
− 1(k 6= 0)
kTM(0)k
)
dq.
Proof. We perform a Taylor expansion for f . In order to do so, we first do the Taylor
expansion for g and M . We write
g(q) = g(0) + g1(q) + g2(q) + g3(q) + g˜4(q)
where we set, for N ∈ {1, . . . , 4},
gN (q) :=
∑
|α|=N
(
1
α!
∂αqg(q)
∣∣
q=0
)
qα and g˜N+1 = g −
N∑
n=1
gN .
Note that gN is an homogeneous polynomial of degree N and that it holds
sup
|β|≤4
∣∣∣∂βq g˜4(q)∣∣∣ ≤ C ‖g‖C4(B(0,r1)) |q|4−β .
Similarly, we write
M(q) =M(0) +M1(q) +M2(q) +M3(q) + M˜4(q)
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where MN (q) is a 3 × 3 matrix-valued homogeneous polynomial of degree N . In the sequel,
we write M :=M(0) for clarity. After some calculations, we obtain
f(q) = f0(q) + f1(q) + f2(q) + f3(q) + f˜4(q), (B.6)
with
f0(q) =
g(0)
qTMq
f1(q) =
1
qTMq
(
g1(q)− g(0)q
TA1(q)q
qTMq
)
f2(q) =
1
qTMq
(
−g(0)q
TA2(q)q
qTMq
+ g(0)
(
qTA1(q)q
)2
(qTMq)2
− g1(q)q
TA1(q)q
qTMq
+ g2(q)
)
f3(q) =
1
qTMq
(
g3(q)− g2(q)q
TM1(q)q
qTMq
− g1(q)q
TM2(q)q
qTMq
+ g1(q)
(
qTM1(q)q
qTMq
)3
−g(0)q
TM3(q)q
qTMq
+ 2g(0)
qTM1(q)qq
TM2(q)q
(qTMq)2
− g(0)
(
qTA1(q)q
)3
(qTMq)3
)
,
and where f˜4 := f − f1 − f2 − f3 satisfies
sup
|β|≤4
∣∣∣∂βq f˜4(q)∣∣∣ ≤ C ‖g‖C4(B(0,r1)) |q|2−β , (B.7)
for some constant C ∈ R+ independent of g. The idea of the proof is to write
I(fΨ)− I0L(fΨ) =
3∑
k=0
I(fkΨ)− I0L(fkΨ) +
(
I(f˜4Ψ)− I0L(f˜4Ψ)
)
, (B.8)
and to evaluate each part of the right-hand side. We begin with the remainder terms.
Lemma B.5. There exists C ∈ R+ such that, for all g ∈ C4(B(0, r1)), it holds that∣∣∣I (f˜4Ψ)− I0L (f˜4Ψ)∣∣∣ ≤ CL4 ‖g‖C4(B(0,r1)) .
Proof. From (B.7) we deduce that the function f˜4Ψ is in W
4,1(R3). Also, it holds that(
f˜4Ψ
)
(0) = 0. We deduce from Lemma B.2 and (B.5) that
∣∣∣I (f˜4Ψ)− I0L (f˜4Ψ)∣∣∣ = ∣∣∣I (f˜4Ψ)− IL (f˜4Ψ)∣∣∣ ≤ Cp
∥∥∥f˜4Ψ∥∥∥
W 4,1
L4
≤ C ‖g‖C4(B(0,r1))
L4
.
On the other hand, from the symmetries f1(−q) = −f1(q) and f3(−q) = −f3(q), and the
fact that Ψ is radial, we easily obtain the following result.
Lemma B.6. It holds that
I (f1Ψ) = I (f3Ψ) = 0 and ∀L ∈ N∗, I0L (f1Ψ) = I0L (f3Ψ) = 0.
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It remains to study the f0 and f2 terms. We start with the f2 term.
Lemma B.7. There exists C ∈ R+ such that, for all g ∈ C4(B(0, r1)), it holds that∣∣∣I (f˜2Ψ)− IL (f˜2Ψ)∣∣∣ ≤ C ‖g‖C4(B(0,r1))
L3
.
Proof. We introduce the function
Fg(x) := x
3
[
I(f2Ψ)− I0x(f2Ψ)
]
.
Our goal is to prove that Fg is uniformly bounded by C ‖g‖C4(B(0,r1)). Since Ψ is compactly
supported, the sum (B.4) for I0x(f2Ψ) is finite for all x ∈ (0,∞). Moreover, since both f2 and
Ψ are continuous away from zero, so is Fg.
It holds that f2(λq) = f2(q) for all λ ∈ R and all q ∈ R3. As a result, the change of
variable y = 2q leads to
x3I(f2Ψ)− (2x)3I(f2Ψ) = x
3
|Γ∗|
ˆ
R3
f2(q)Ψ(q)dq+
8x3
8|Γ∗|
ˆ
R3
f2(y)Ψ
(y
2
)
dy
=
x3
|Γ∗|
ˆ
R3
f2(q)Φ(q)dq = x
3I(f2Φ),
where we set Φ(q) = Ψ(q)−Ψ(q/2). We also get
x3I0x(f2Ψ)− (2x)3I0x(f2Ψ) = x3I0x(f2Φ) = x3Ix(f2Φ),
where we used the fact that (f2Φ)(0) = 0 for the last equality. Altogether, we obtain
Fg(x)− Fg(2x) = x3 (I(f2Φ)− Ix(f2Φ)) .
Since Φ is a C∞(R3) function with support contained in B(0, 2r)\B(0, r/2), we easily deduce
that f2Φ is a C
∞(R3) compactly supported function. Together with Lemma B.2 with p = 5,
we deduce that there exist C,C ′ ∈ R+ such that, for all g ∈ C4(B(0, r1)),
|Fg(x)− Fg(2x)| ≤ C ′
‖f2Ψ‖W 5,1(R3)
x2
≤ C
‖g‖C4(B(0,r1))
x2
.
Let Kg := supx∈[1,2] |Fg(x)|, so that, for all g ∈ C4(B(0, r1)), it holds |Kg| ≤ K ‖g‖C4(B(0,r1))
for some constant K ∈ R+ independent of g. Let x ≥ 1 and k ∈ N∗ be chosen such that
2k ≤ x ≤ 2k+1. We obtain from a simple cascade argument that
|Fg(x)| ≤
k−1∑
l=0
∣∣∣Fg ( x
2l
)
− Fg
( x
2l+1
)∣∣∣+ ∣∣∣Fg ( x
2k
)∣∣∣ ≤ ‖g‖C4(B(0,r1))
(
C
k−1∑
l=0
(
2l
x
)
+Kg
)
≤ ‖g‖C4(B(0,r1))
(
C
∞∑
m=0
(
1
2m
)
+Kg
)
,
where we used the fact that x−1 ≤ 2−k and performed the change of variable m = k − l in
the last inequality. The result follows.
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It remains to study the convergence for f0, hence the difference
I(f0Ψ)− I0L(f0Ψ) = g(0)
 1
|Γ∗|
ˆ
R3
Ψ(q)
qTMq
dq− 1
L3
∑
Q∈L−1R∗\{0}
Ψ(Q)
QTMQ
 .
Lemma B.8. For all 3× 3 hermitian matrix M satisfying M ≥ I, and for any Ψ ∈ C∞(R3)
that is compactly supported in Γ∗ and that satisfies Ψ(q) = 1 for all |q| ≤ r for some r > 0,
it holds that
1
|Γ∗|
ˆ
R3
Ψ(q)
qTMq
dq− 1
L3
∑
Q∈L−1R∗\{0}
Ψ(Q)
QTMQ
=
a
L
+O
(
1
L4
)
, (B.9)
where
a =
∑
k∈R∗
 
Γ∗
(
1
(k+ q)TM(k+ q)
− 1(k 6= 0)
kTMk
)
dq.
Proof. By introducing Ψ˜(q) := Ψ(
√
M
−1
q), R˜∗ = √MR∗ and Γ˜∗ = √MΓ∗, so that |Γ˜∗| =√
detM |Γ∗|, we obtain by a simple change of variable that
1
|Γ∗|
ˆ
R3
Ψ(q)
qTMq
dq− 1
L3
∑
Q∈L−1R∗\{0}
Ψ(Q)
QTMQ
=
1
|Γ˜∗|
ˆ
R3
Ψ˜(q)
|q|2 dq−
1
L3
∑
Q∈L−1R˜∗\{0}
Ψ˜(Q)
|Q|2 ,
and that
a =
∑
k˜∈R˜∗
 
Γ˜∗
(
1
|k˜+ q˜|2
− 1(k˜ 6= 0)
|k˜|2
)
dq˜,
so that it is enough to prove the result for the special case M = I3. We consider this case in
the sequel. For a function g, we introduce the following notation for clarity:
J(g) :=
1
|Γ∗|
ˆ
R3
g(q)
|q|2 dq and J
0
x(g) :=
∑
Q∈R˜∗\{0}
g (Q/x)
|Q/x|2 ,
so that the left-hand side of (B.9) is also J(Ψ)− J0L(Ψ). Let Φ be a radial C∞(R3) function
such that Φ(q) = 1 for |q| ≤ r/2 and Φ(q) = 0 for |q| ≥ r. By writing Ψ = ΨΦ+Ψ(1−Φ) =
Φ +Ψ(1− Φ), we obtain
J(Ψ)− J0x(Ψ) =
(
J(Φ)− J0L(Φ)
)
+
(
J(Ψ(1− Φ))− J0L(Ψ(1− Φ))
)
.
The function q 7→ Ψ(q)(1 − Φ(q))/ |q|2 is a C∞(R3) compactly supported function. Hence,
from Lemma B.2, we obtain that for all p ∈ N∗, it holds that∣∣(J(Ψ)− J0x(Ψ))− (J(Φ)− J0L(Φ))∣∣ = O(L−p). (B.10)
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As a result, we deduce that it is enough to prove (B.9) for Ψ = Φ a radial function. Let us
now evaluate the difference SL := J(Φ)− J0L(Φ). It holds that
SL :=
1
|Γ∗|
ˆ
R3
Φ(q)
|q|2 dq−
1
L3
∑
Q∈L−1R∗\{0}
Φ(Q)
|Q|2
=
1
|Γ∗|
∑
Q∈L−1R∗
ˆ
L−1Γ∗
(
Φ(Q+ x)
|Q+ x|2 −
Φ(Q)1(Q 6= 0)
|Q|2
)
dx
=
1
|Γ∗|
∑
Q∈L−1R∗
ˆ
L−1Γ∗
(
1
|Q+ x|2 −
1(Q 6= 0)
|Q|2
)
dx (B.11)
+
1
|Γ∗|
∑
Q∈L−1R∗
ˆ
L−1Γ∗
(
Φ(Q+ x)− 1
|Q+ x|2 −
(Φ(Q)− 1)
|Q|2
)
dx. (B.12)
The proof that (B.11) and (B.12) are indeed convergent series will be given in the sequel.
We will note S1,L and S2,L the terms in (B.11) and (B.12) respectively, so that SL = S1,L+S2,L.
Let us first evaluate S1,L. The change of variable k = LQ and q = Lx leads formally to
S1,L =
1
L
∑
k∈R∗
 
Γ∗
(
1
|k+ q|2 −
1(k 6= 0)
|k|2
)
dq =
a
L
. (B.13)
From the so-called multipole expansion, we get, for k 6= 0 and q ∈ Γ∗, that there exists
C ∈ R+ such that, for all k 6= 0, and all q ∈ Γ∗,
F1(k,q) :=
1
|k+ q|2 −
1
|k|2 + 2
kTq
|k|4 (B.14)
satisfies |F1(q,k)| ≤ Cq2|k|−4. As a result, we obtain∣∣∣∣ 
Γ∗
(
1
|k+ q|2 −
1(k 6= 0)
|k|2
)∣∣∣∣ = ∣∣∣∣ 
Γ∗
F1(k,q)dq
∣∣∣∣ ≤ (C  
Γ∗
|q|2dq
)
1
|k|4 ,
so that the left-hand side of (B.13) is indeed a convergent series, and S1,L = L
−1
a.
We now study S2,L. The fact that S2,L is a convergent series is proved similarly than for
S1,L. We introduce the function
h(ρ) :=
(Φ(ρ)− 1)
ρ2
.
It is not difficult to see that h is a C∞(R) function such that h(ρ) = 0 for ρ ≤ r/2, and that
h(n)(ρ) = O(ρ−(2+n)) for all n ∈ N. The Taylor expansion of h(|Q+ x|) near Q leads to,
h(|Q+ x|) = h(|Q|) + h′(|Q|)Q · x|Q| +
h′′(|Q|)
2
(Q · x)2
|Q|2 +
h′(|Q|)
2
( |x|2
|Q| −
(Q · x)2
|Q|3
)
+ P3(Q,x) +H(Q,x),
where, for allQ, P3(Q,x) is an homogeneous polynomial of degree 3 in the variables (x1, x2, x3),
and where H(Q,x) satisfies an inequality of the type
H(Q,x) ≤ C |x|
4
(1 + |Q|)5 . (B.15)
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Since h′(|Q|)Q · x/|Q| and P3(q,x) are odd functions in the variable x, we deduce that
S2,L = S
1
2,L + S
2
2,L + S
3
2,L, where
S12,L =
1
|Γ∗|
∑
Q∈L−1R∗
ˆ
L−1Γ∗
(
h′′(|Q|)
2
(Q · x)2
|Q|2
)
dx (B.16)
S22,L =
1
|Γ∗|
∑
Q∈L−1R∗
ˆ
L−1Γ∗
(
h′(|Q|)
2
( |x|2
|Q| −
(Q · x)2
|Q|3
))
dx (B.17)
S32,L =
1
|Γ∗|
∑
Q∈L−1R∗
ˆ
L−1Γ∗
H(Q,x)dx. (B.18)
We first consider S32,L defined in (B.18). From (B.15), it holds that,∣∣∣∣ˆ
L−1Γ∗
H(Q,x)dx
∣∣∣∣ ≤ C(1 + |Q|)5
ˆ
L−1Γ∗
|x|4dx ≤ C
(1 + |Q|)5
(ˆ
Γ∗
|q|4dq
)
1
L7
.
The map q 7→ (1 + |q|)−5 satisfies the hypothesis of Lemma B.2 for all p > 3/2, so that∣∣S32,L∣∣ ≤ 1L4 CL3 ∑
Q∈L−1R∗
1
(1 + |Q|)5 =
1
L4
ˆ
R3
dq
(1 + |q|)−5 +O(L
−p−4) = O(L−4). (B.19)
We now consider the term S12,L defined in (B.16). We denote, for 1 ≤ j ≤ 3,
mj :=
 
Γ∗
q2jdq, and m :=
3∑
j=1
mj =
 
Γ∗
|q|2dq.
It holds
1
|Γ∗|
ˆ
L−1Γ∗
(
h′′(|Q|)
2
(Q · x)2
|Q|2
)
dx =
1
L5
3∑
j=1
mj
(
h′′(|Q|)
2
Qj
2
|Q|2
)
.
The map x 7→ h′′(|x|)x2j/(2|x|2) satisfies the hypothesis of Lemma B.2 for all p > 3/2, so that
1
L3
∑
Q∈L−1R∗
h′′(|Q|)
2
Qj
2
|Q|2 =
1
|Γ∗|
ˆ
R3
h′′(|x|)
2
x2j
|x|2dx+O(L
−p).
We evaluate this last integral using spheric coordinates. It holds that
ˆ
R3
h′′(|x|)
2
x2j
|x|2dx = π
ˆ π
0
dθ cos2(θ) sin(θ)
ˆ ∞
0
h′′(r)r2dr =
4π
3
ˆ ∞
0
h(r)dr.
Altogether, we obtain
S12,L =
m
L2
4π
3|Γ∗|
(ˆ ∞
0
h(r)dr
)
+O(L−p). (B.20)
We finally consider the term S22,L defined in (B.17). Similar calculations leads to
S22,L = −
m
L2
4π
3|Γ∗|
ˆ ∞
0
h(r)dr +O(L−p). (B.21)
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As a result, from (B.20) and (B.20), we obtain that
∣∣∣S12,L + S22,L∣∣∣ = O(L−p). Together
with (B.19), one finally get S2,L = O(L
−4), which was the desired result.
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