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L IST OF SYMBOLS 1 
~, ~ Stochastic operators (Definition 1.1) 
A, B, C, D Stochastic matrix operators (Definition 1.3) 
E Identity stochastic matrix operator 
As, B~., Ch, Dk ~Iatrices 
The probabilistic sequential machine (Definition 2.1) 
Distribution state of a probabilistic sequential 
machine (Definition 2.2) 
[A, B, C, D] The linear probabilistic sequential machine (Defini- 
tion 2.3) 
V,,(GF(2) n-dimensional linear space with vectors over GF(2) 
~, x, 0 one4o-one code functions (Definition 3.2) 
Based on the notion of a stochastic matr ix operator, the class of 
l inear probabil ist ic sequential  machines is defined and characterized. 
Necessary and sufficient conditions are formulated for a given proba- 
bil istic sequential  machine to be linear. An algorithm for testing 
the l inearity of a probabil ist ic sequential  machine is presented as 
well. By applying this algorithm to the 2-adic automaton,  it is shown 
that  there are l inear probabil ist ic automata,  which can accept non- 
regular events. 
INTRODUCTION 
Recently many papers have been written concerning linear deter- 
ministic sequential machines, (Gill, 1966; Yau and Wang, 1966 and 
others), machines in which t e states and input and output symbols, 
are finite dimensional vectors over field GF(2) and in which the canoni- 
cal equations are linear. The behaviour of these machines is uniquely 
determined by four matrices A, B, C, D (i~fealy model). 
On the other hand, investigations on probabilistic sequential machines 
1 Other symbols are indentical to symbols used in automata theory 
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have been greatly developed, i.e. on machines which have random in- 
ternal state transitions and only the probabilities of transitions are 
known. 
The notion of ]inearity, concerning probabilistic sequential machines, 
is discussed in this paper. The definition of a linear probabilistic sequen- 
tial machine is essential for this paper. It will be based on the notion of 
the stochastic matrix operator. In Section I, linear and matrix stochastic 
operators will be formally introduced and the basic operations for these 
operators will be defined. 
In Section II, a short characterization of the linear probabilistic 
sequentiM machines will be presented. The testing for linearity of a given 
probabilistic sequential machine is the main problem considered in the 
paper. The necessary and sufficient conditions will be formulated for a 
given probabilistic sequential machine to be linear (Theorem 3.3). 
Based on these conditions, the algorithm for testing linearity of proba- 
bilistic machines will be shown. An example will illustrate its use (Sec- 
tion III). 
In Section IV, it will be shown, that the proper subclass of probabilistic 
automata, i.e. the linear automata, contains the automata that accept 
nonregular events. This will be obtained by applying the linearity test 
algorithm to a 2-adic automaton. 
I. LINEAR STOCHASTIC OPERATORS 
As it has been mentioned, the definition of a linear probabilistic se- 
quential machine will be based on stochastic matrix operators. Therefore 
this section will contain the definition and basic properties of these 
operators. We shall use a linear Markov chain to illustrate the notion of 
a stochastic matrix operator. 
To begin with, the definition of a stochastic operator (not necessarily 
linear), transforming finite sets, is recalled. 
DEFINITION 1.1. Let X and Y be finite sets. A stochastic operator 
: X -~ Y is a function ~, which transforms the Cartesian product X X Y 
into the interval [0, 1] and ~er~(x ,  y) = 1 for each x C X. 
Definition 1.1 is a particular case of the definition of a random func- 
tion (see Gichman and Skorochod, 1965). 
D~FI~ImIoN 1.2. Let X and Y be linear finite dimensional spaces with 
vectors over a finite field K. A stochastic operator ¢: X -~ Y is said to 
L INEAR PROBABIL IST IC  MACHINE 113 
be linear, if 
,~(x~ + x~) = 4(x~) + ~(x~) 
• (~xl) = ~®(xl) 
where Xl, x2 C X, a ~ K and the ~ddition and the multiplication are 
defined as in the field K. 
Now we are in a position to define the stochastic matrix operator. 
DEFINITION 1.3. A finite set of h X k matrices A¢ ; i = 1, 2, • • • , i; 
with elements over the finite field K and tile probabil ity distribution 
(p l ,  p2, " '"  , pl) will be called a stochastic matrix operator, where pi 
is the probability of the occurrence of A; ; p~ > 0, ~--~=1 p~" = 1. Matrix 
At will be called the ith component of the stochastic matrix operator A. 
For simplicity we shall write 
(A~, A~, .'., A? 
A = \p l ,p2 ,  ,p l  
On the set of stochastic matrix operators, we define multiplication, 
addition and multiplication by scalar, in the following way: 
(1) multiplication of operators 
(A~,A~,  . . . ,Au l  (B~,B2,  . . . ,Bb)  
A .B - -  
\ p~, p~, ' , pz~ / \ ql, q2, " " " , qlB / 
= C = (Ci ,  C2 , " ' ,Czc  I 
\ rl, re, , rze / 
where Ck = A,Ba and rk - ~ p~q~ ; the sum over i, j such that C~. = 
A,Ba ;k = 1,2, " " , l c , i  = 1,2, ""  , l a , j  = 1 ,2 , " ' , l~  
(2) addition of operators 
(A1 ,A2y ' " ,A IA  t (B1,B2, ' " ,B I .B  i
A+B= + 
pl, P2, " , PtA / \ ql, q2, , qtn / 
= D = (D ' ,  D2, " " , DzD t 
\ 81~ 8~ ' ' ' ,  8lz~ / 
where D~ = A~ + B~, sk = ~ p~qj, the sum over i, j such that Dk = 
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A IA -B j ;k  = 1 ,2 , " ' ,~D, i  = 1, 2 , . . . ,1A , j  = 1 ,2 , . ' . ,1 .  
(3) multiplication by scalar a E K 
~g =~ = 
\p l ,p~,  " ,pz /  \ p l ,p~," ' ,p t  / 
An operator A is said to be conformable to B for multiplication, if the 
components of A are conformable to the components of B for multiplica- 
tion. The same can be said for addition. 
It  can be easily shown, that for every linear stochastic operator, there 
corresponds a stochastic matrix operator. We shall identify therefore a
linear stochastic operator with its corresponding, stochastic matrix 
operator. 
As an example of applying the stochastic matrix operators, we demon- 
strate a linear Markov chain. 
DEFINITION 1.4. Let S be the n-dimensional linear space with vectors 
over GF(2). A Markov chain, characterized by the transition matrix M, 
the set of states {sl, s~, -. • , s~} and any initial state distribution, will 
be called linear, if m = 2 ~ and the rule of transition can be written as 
follows 
~(t-4- 1) = A~r(t) 
where A denotes a suitable stochastic matrix operator, 7r is the stochastic 
matrix operator whose components are vectors of S and there exists a 
one-to-one correspondence b tween the vectors of S and the states of 
the chain; t denotes the discrete time parameter. 
81 82 83 84 
sl } 0 ~ 0 
M=s2 0 0 ~ x 3,  
s3 0 0 1 0 
st ~ 0 0 !3 
EXAMPLE 1. Let 
be the transition matrix for a Markov chain with four states st, s2, 
s3, s4 and the initial state distribution ~(0), in which the chain is in s4 
with probability 1. 
If we apply the test for linearity, which will be presented in Section 
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II I ,  for this Markov chain, we come to the conclusion that the Markov 
chain is linear over GF(2). The state assignment and the stochastic 
matrix operator are 
Sl = (1, 0), s~-- (0, 1), s3-- (0, 0), s~ = (1, 1), 
, * 
The rule of transition of the chain is given by the equation of Definition 
1.4. ~ must be treated as the stochastic matrix operator whose com- 
ponents are state vectors. 
II. LINEAR PI~OBABILISTIC SEQUENTIAL MACHINES 
In this section we shall define linear probabilistic sequential machines 
on the basis of linear stochastic operators. First it is necessary to recall 
the definition of a probabilistic sequential machine (Cf. Carlyle, 1963; 
Bacon 1964, or Rabin, 1963). 
DEFINITION 2.1. A probabilistic sequential machine is a system 
= <x, s, Y, ¢> 
The finite sets X, Y and S are the input and output alphabets and the 
state set, respectively. Function ~ is a stochastic operator; in our nota- 
tion ~ :X X S ~ S. Function ¢ is also a stochastic operator; ¢ :X  X S -~5 
Y (5,iealy model) or ¢: S ~ Y (5{oore model). 
Usually the operators ¢ and ¢ are determined by a family of stochastic 
matrices or square substochastic matrices. 
For the analysis of probabilistic machines, it is necessary to introduce 
the notion of a state distribution in the same way as in the theory of 
5~arkov chains. 
DEFINITION 2.2. A state distribution ~ of the probabilistic sequential 
machine ~ is a probability distribution over the points of S. 
For these systems, the so-called canonicM equations hold 
~-(t -t- 1) = ~(x(t), 7r(t)) 
ys~(t) = ¢(x(t) ,  7r(t)) (MeMy model) 
yst(t) = ¢(~r(t)) (Moore model) 
where 7r(t) is a state distribution of grC at time t; t = 1, 2, • • • x(t) is the 
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input symbol at time t, ys,(t) is a probability distribution over the points 
of Y (like the state distribution of 9TO, we shall call y~, an output distribu- 
tion of ~aZ). 
Now, we can define the linear probabilistic machine, which will be 
considered in the paper. Our concept is a generalization of deterministic 
linear machines (Cf. Cohn, 1964). 
Let X, Y, 8 be r, m, n-dimensional linear spaces with vectors over 
field GF (2), respectively. 
The two linear models of probabilistie sequential m chines, the Moore 
model and the Mealy model, may be defined as follows: 
DEFINITION 2.3. A probabilistie sequential m chine 91Z = (X, S, Y, 
~, ¢> is said to be linear, if and only if ¢ is a linear stochastic operator, 
~:X X S ~ 8, and ¢ is a linear stochastic operator, ¢: S -~  Y (5~Ioore 
model) or ¢: X X S -~ Y (NIealy model). 
THEOREM 2.1. A probabilistic sequential m chine 91; is linear if and only 
if there xist stochastic matrix operators A : S -~  S, B: X ~ S, C: S ~~ Y, 
D: X ~ Y such that 
~(x, s) = As + Bx (,) 
¢(x, s) = Cs + Dx 
(We only consider the Mealy model in this theorem.) 
Proof. We only need to prove the theorem for operator ~, the proof 
for ff being the same. 
If ~aZ is linear, then from Definition 2.3 ~ is linear. Hence 
~(x, s) = ~(0, s) + ~(x, 0), 
where 0 denotes the zero vector. Furthermore the r stricted stochastic 
operators ~(0, s) and ~(x, O) are also linear and let A and B be their 
corresponding matrix operators. Therefore ~(x, s) = As + Bx. 
Conversely, if equations (,) hold, then so(x, s) is a linear stochastic 
operator, ~:X X 8 s% 8, and consequently ~r~ is a linear probabilistie 
sequential machine. 
The above theorem is a slight generalization of Theorem 1 given by 
Yau and Wang (1966). 
If we apply Theorem 2.1 to Definition 2.3 and if we consider the state 
distributions of linear probabilistie machines, then we get the canonical 
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equations in the form: 
rr(t q- 1) = Arc(t) q-Bx(t) 
y~t(t) = Crc(t) q-Dx(t) 
where re, x, ys~ must be treated as stochastic operators. Thus a linear 
probabilistic sequential machine can be characterized by the operators 
[A, B, C, D]. 
The final state and input-output behaviour of a linear probabilistie 
machine [A, B, C, D] under an input word x(O), x(1), x(2), . . .  , x(t) 
may be described as in the deterministic case (Cohn, 1964) by 
rr(t q- 1) = At+lrr(0) q- k At-~Bx(i) 
i=0 
and 
t--1 
y~(t) = CAtrc(O) -k C ~ At-*-IBx(i) q- Dx(t) 
i=0 
III. LINEARITY OF PROBABILISTIC SEQUENTIAL MACHINES 
After defining and characterizing the class of linear probabilistic 
machines, the following question arises: What are the necessary and 
sufficient conditions for a given probabilistie sequential machine to be 
linear?, or in other words: When can the behaviour of a probabilistic 
machine be described by linear canonical equations? The problem seems 
to be important also from the point of view of minimization, reduction 
and technical realization of probabilistic sequential machines. 
Theorem 3.3 is the answer to the above question. It formulates the 
necessary and sufficient conditions for the linearity of a probabilistic 
sequential machine. 
Based on Theorem 3.3, we shall present the algorithm for testing the 
linearity of a given probabilistic sequential machine. This algorithm 
is a compilation of two other algorithms: (1) the algorithm for testing 
the linearity of deterministic sequential machines, given by Yau, Wang 
(1966), (2) the algorithm for the structural synthesis of probabilistic 
sequential machines, given by Knast (1967). 
A.  TEST ING THE L INEARITY  OF  OPERATOR ¢p(0, 8) 2 
2 If s is a state of a mach ine  ~ (not necessarily linear), then e(O, s) denote the 
operator ~(O, s): x X S ~+ S for x coded wi th  the zero vector, 
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Let us notice that if ~Z = (X, S, Y, 9, $} is a linear probabilistie 
machine, then in accordance with Definition 2.3 and Theorem 2.1 
~(x, s) = ~(0, s) + ~(x, 0) 
and the functions ¢(0, s), ~(x, 0) and if(s) (the Moore model) are 
linear. The same can be said for the Mealy model. Therefore, we shall 
divide the investigation on the linearity of a probabilistic machine, into 
stages. Testing the linearity of operator ~(0, s) is the first stage. Testing 
the linearity of operator ~(x, s) (of the next-state function) is the 
second one. Finally, testing in general the linearity of art automaton is 
the third one. 
We shall continue to denote the n-dimensional vector space over GF(2) 
by V,,(GF(2)). 
DEFINITION 3.1. We shall call a stochastic matrix M, a binary sto- 
chastic matrix, if each element of this matrix equals 0 or 1. 
DEFINITION 3.2. We shall call a binary stochastic matrix M, of dimen- 
sions 2 4 X 2 "~, linear, if there exist a n × r binary matrix A such that 
A: Vr(GF(2) )---~ V,~(GF(2) ), thatis to say z = Av, where v C V~(GF(2) , 
zC V,~(GF(2)) and if these exist one-to-one functions: 
~:V~(GF(2)) 1:,, {1, 2, . . .  , 2 r} 
x:Vn(GF(2)) ~ {1, 2, . . .  ,2 ~} 
such that x(Av) = M(xv).  We shall call functions ~ and x, code func- 
tions for the sets ( 1, 2, • • • , 2 ~}and { 1, 2, • • • 2~}, respectively. 
Remark. In the case, when matrix M transforms the set { 1, 2, • • • , 2rl 
into itself, the equality x = x must occur. 
We assume, that operator ~ is given in the form of a set of stochastic 
matrices {M(x)}, x E X, of dimensions 2~ X 2 ~ • Element mli(x) of 
matrix M(x) is the probability of transition of machine 9~, from state 
s~ to state s j ,  via input symbol x, 2 ~ is the number of states of machine. 
T~EO~EM 3.1. Let ~ = (X, S, Y, {M(x)}, ~). The operator ~(0, s) of 
machine ~1~ exists and is linear iff there is x C X such that the 2 ~ X 2 ~ 
stochastic matrix M(x) is a convex linear combination of binary stochas- 
tic matrices with the same code function ~. 
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Proof. Let us assume, that for a certain fixed x C X 
M(x)  = alMl(x) + a2M2(x) + . . .  + c~kMk(x) 
k where ~J'~=l a~ = 1, and each M~(x) is a linear binary stochastic matrix. 
It results from Definition 3.2, that binary matrices At exist, representing 
linear transformations M~(x). The stochastic operator M(x)  : S -~ S has 
therefore its corresponding matrix operator (cf. Section I) 
/Ax,A2,  "'" , A~\ 
A I ) 
OL1, OL2 , , tX k / 
For the matrix stochastic operator A:V~(GF(2)) --* Vn(GF(2)),  we 
have J ,(A~-l(s)) = Ms for an arbitrary s C S, where Ms = M(x)s  
stands for the state, to which machine ~E will pass, from state s at input 
symbol x. We assume 
~(0, s) = ~(A~- l (s ) )  
and at the same time we code the input symbol x, corresponding to the 
derived operator A, with the zero vector. 
Conversely, let us assume, that operator ~(0, s) : S ~ S is a linear 
operator. Then in accordance with the canonical equations of the ma- 
chine, there exist a stochastic matrix operator 
A = (A~'A2 ' ' " 'A~' ' " 'A~ I 
\ OL1, Ol 2 , , OQ, " " • , Ol k / 
and the code function x is such that x(A~-~(s)) = ~(0, s) for s E S. A 
2 ~ X 2 ~ binary stochastic matrix M,- corresponds to each component 
A~(i = 1, 2, . . . ,  k) of operator A. Assuming M(0) = (x~M~ + 
a2M2 + ". • + c~kMk, we obtain that the theorem holds, where the zero 
vector represents a certain symbol x C X. 
Based on Theorem 3.1, we obtain the following corollary. 
COROLLARY 1. If a probabilistic machine ~E = <X, S, Y, {M(x)}, ~} 
is linear, then there is symbol x C X coded with the zero vector, such 
that M(x)  corresponds to the linear stochastic operator ~(0, s). 5{ore- 
over, there is sj C S coded with the zero vector of state space, such that 
mjj(x) = 1. 
Now we shall formulate the algorithm for testing the linearity of 
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operator ~(0, s), based on Theorem 3.1 and Corollary 1. Because the next- 
state function of an autonomous probabilistic sequential machine (or 
of a Markov chain with a finite number of states) is defined by one 
stochastic matrix, the presented algorithm will be also an algorithm for 
testing the linearity of an autonomous probabilistic machine (or of a 
Markov chain). 
Algorithm 
1. We check, if in the set of matrix {M(x) } there is a matrix having an 
element equal to i on the main diagonal (Corollary 1). We shall continue 
to denote it by the letter M. In the case, when more than one such matrix 
exists, we apply the algorithm to them in turn, till we obtain a suitable 
operator A and code function ~ for the states. 
2. We reduce the elements of stochastic matrix M to the common de- 
nominator and we form the matrix of numerators L0 = (l°~ ") ,z .  
3. We find the element mini max,. l°a • = kl of matrix L0 and form a new 
matrix L1, obtained from matrix L0 by subtracting k~ from one of the 
elements of each row, greater or equal to k~. There is a finite number of 
such matrices L1, at least one, which results from the definition of kl. 
We form simultaneously a set of matrices M~, corresponding to the set of 
matrices L1, in the following way: 
I 
01 if/cl was not subtracted 
Ml(kl) rm 1 nXn from element l°~ 
= L ~JJ , mi~ = if kl was subtracted from 
element l°~ -.
From the set of matrices (Ml(k~)} we select he matrices which represent 
linear transformation (Definition 3.2). For that purpose, we apply to 
each matrix M~(/~I) one of the known algorithms for testing the linearity 
of an autonomous deterministic sequential machine; for example the 
algorithm given by Yau, Wang (1966). 
4. (a) If in the set {Ml(/c~)} there are matrices representing linear 
transformations, then the matrices L1 corresponding to these matrices 
M~ are treated as matrix L0 and we repeat he procedure of Step 3. 
Remark. We consider the sequence of matrices M1, M~, . . . ,  Mk, 
representing linear transformations, obtained in this case if the code 
vectors corresponding to each state are identicM for the whole sequence 
(condition of identity of the code function x in Theorem 3.1). 
(b) If none of the matrices M1(I¢1) represents a linear transformation~ 
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then we select a maximum element from the elements of matrix M, 
smaller then kl ,i.e., max,,5 [l~.: l~] < k~} = k2 and we treat this element 
like kl in Step 3. 
5. Steps 3 and 4 are repeated as long as in Step 4a the successive 
ks = 0 or in Step 4b 
(w-k1 + k2 + " "  + k8-2) /~-1 > 
2 
where w denotes the common denominator of matrix M. If we obtain 
k~ = 0, then matrix M is a convex linear combination of the binary 
stochastic matrices M1, Ms, . . - ,  M~_~, representing the linear trans- 
formations, 
M = k-! Mi + k__22 M2 -k " "  + k,_l M~_i. 
W %0 7/) 
Because matrices ~11, M2, ""7 M,-I represent linear transformations 
~ith the same code function ~, it follows that %he binary matrix AI corre- 
sponds to matrix ~11 (cf. Definition 4.2), A2 corresponds to ]f2~ • • ', A~-I 
corresponds ~r~_1. Hence the matrix operator A, representing the sto- 
chastic matrix M, has the form 
/A~, A2, " " , A~-~ t 
A = ~ - ]c l ,k~,  _ " 
When the successive k~_l in Step 4b fulfils the above inequality, the 
tested matrix M does not represent a linear transformation i  the sense 
of Definition 1.2. 
EXAmpLE 2. Let 97~ = (X = {xl, x2}, S = {sl, s2, s3, s4}, Y = {Yl, y2}, 
{M(x)},W) be a probabilistic sequential machine, where 
[:ol L00o 
~ o ½ o ½ 
The state diagram for this machine is shown in Fig. 1. We shall prove the 
existence and the linearity of a stochastic operator ~ (0, s) of this machine 
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½(x2) 
t{x ) (x,) 
Fro. 1. State diagram for the machine of Example 2 
by applying the above presented algorithm. At the same time we shM1 
find a matrix equivalent of operator ~(0, s). 
We use the successive steps of the algorithm: 
1. m3~(xl) = 1, because of that, we have s~ = x(0, 0), xl = ×(0). 
2. w = 6. The matrix of numerators L0 is as follows 
no ~- 
0 3 
0 6 ' 
2 0 
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nfini maxi l°j = kl = 3 
li °°il [:ooi] ~1t(3)  = 0 0 .~V/1"(3) = 0 1 0 1 0 1 
00  00  
F I:: 0 3 L / '  0 0 Lit = = 03 03  L0 2 0 2 0 
mini max3 l~. = k2 = 2 
:3/I2'(2) = 0 0 1 M2"(2) = 0 0 
0 1 0 1 ' 
10 L0 1 0 
and the matrices of numerators for this step 
[i 1°: 1 [  oi1 L J= 0 1 0 0 L21! = 0 1 0 1 
O0 LO00 
rain max l~j = 1 
M3'(1) 0 10t  M"(1)  = 0 0 
0 1 0 1 0 
O0 001_  
and the matrices of numerators 
La' = L / '  = [0]~'j, min, max• l~ = 0. 
The matrices M,", M2", M3" represent linear transformatioirs with 
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the following coding of states s~ = ~(0, 1), s~ = x(1, 0), s3 = ~(0, 0), 
s4 = x(1, 1). The stochastic matrix operator A, corresponding to the 
stochastic transformation 
M = ~MI" + {-M2" + {M~" 
can be written as follows 
(E: 0 :I E: :I I: :I) 
B. TESTING THE LINEARITY OF STOCHASTIC OPERATOR ~(X, 0) 
We assume, that a probabilistic sequential machine DE is given, with 
a linear stochastic operator ~(0, s), represented by a matrix operator A, 
as found in part A of this section. 
The stochastic transformation ~(x, 0) is determined by a stochastic 
matrix of dimensions 2r X 2 ", where 2 n is the number of states of the 
machine, and 2 ~ the number of symbols in the input alphabet, formed 
from the rows of matrices M(x) for x C X, corresponding to state s, 
coded with the zero vector. We denote by M(x, 0) the stochastic matrix, 
formed in this way. 
THEOREM 3.2. The stochastic transformation e(x, O) of a given proba- 
bilistie sequential roaching DE is linear iff the matrix M ( x, O) is a convex 
linear combination of binary stochastic matrices, which represent linear 
transformations with the same code function ~, for which operator ~( 0, s) is 
linear and with the same code function x for each binary matrix of this linear 
combination. 
The proof of this theorem is carried out similar to that of Theorem 3.1. 
From the above theorem we obtain 
COt~OI~I~ARY 2. Let DE = (X, S, [M(x)}) be a probabilistic machine 
whose output is not specified. I f  DE is linear, then matrix M ( x, O) represents 
a linear stochastic transformation. Furthermore, an element mij(x, O) of 
matrix M ( x, O) equal to 1 exists, and the input symbol x~ , corresponding to
the ith row of the matrix is then coded with the zero vector of input vector 
space. 
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Algorithm 
6. Let s~- be the state coded with the zero vector. We form matrix 
M(x, 0) by writing out in succession, for all x E X, the j th  row of Matrix 
M(x).  
7. We find the element m~(x, 0) = 1, we code symbol xi with the 
zero vector, that is x~ = x(0, 0, . . . ,  0)r-times. 
8. We apply Steps 2, 3, 4 and 5 to matrix M(x, 0). 
EXAMPLE 2'. We test the linearity of operator ~(x, 0) of the proba- 
bilistic machine given in Example 2. We use the algorithm of this part. 
. 
M(z,O) = ½ 0 ½ 
7. ml3(x, 0) = I hencexl = x(0) 
Applying Steps 2, 3, 4 and 5, as for the determination of operator A, we 
obtaiu 1[:0  :1 1[:0  07 
M(z, 0 )=~ 1 0 +2 o 0 " 
The binary matrix B1 = [~] corresponds to the first of the matrices in the 
above linear combination, and B2 = [11] to the other. Consequently, the 
stochastic matl~X operator 
B = (Eil E:Jt°j 
represents the stochastic transformation ~(x, 0). 
C. LINEARITY OF PROBABILISTIC SEQUENTIAL ~ACHINES 
The theorem below formulates a set of necessary and sufficient condi- 
tions for a given probabilistic sequential machine to be a linear machine. 
It is formulated for the case of the Moore model. 
T~EOREM 3.3. Let ~E = (X, S, Y, {M(x)}, W} be a given well definite 
probabilistic sequential machine, where the set {M(x)} defines operator ~, and 
the operator ~ is defined by the stochastic matrix W of dimensions 2h X 2 ~, 
2 ~ is the number of states of the machine, 2 h is the number of output symbols, 
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2 r is the number of input symbols. The machine is linear iff the following 
conditions are fulfilled: 
(i) there is x E X such that M(x)  represents a stochastic linear trans- 
formation with a code function x. We assume M ( x) = ~( 0, s) , 
(ii) matrix M(x,  0), formed as in part B of this section, represents a 
stochastic linear transformation ,with the code functions x and x. We assume 
M(x, O) = ~(x, 0). 
(iii) for all x, s the equation 
~,(x, s) = ~,(0, s) + ~,(x, O) 
is fulfilled at the code functions x and x. 
(iv) matrix W represents a stochastic linear transformation with the 
code functions x and O. 
The proof of this theorem results directly from Theorems 3.1, 3.2 and 
2.1. 
EXAMPLE 2". We continue the example of parts A and B. In part A, 
we have stated the linearity of operator 9(0, s) (the stochastic matrix 
operator A, corresponding to this operator) and we have found the func- 
tion, coding the states x. In part B, we have stated the linearity of 
operator ~(x, 0) (operator B) and we have determined the function x 
which codes the input symbols. We have therefore applied (i) and (ii) 
of Theorem 3.3 in testing the linearity of the machine ~.  
Items (iii) and (iv) remain. It is easy to check, that Item (iii) is ful- 
filled, that is to say, that for arbitrary x, s 
x(Ax-l(s) + BX-I(x)) = 9(x, s). 
In order to investigate the linearity of the transformation f Item (iv) 
of Theorem 3.3, we use the algorithm from oart A to matrix W. 
We obtain 
W = ~r +~ 
and a stochastic matrix operator C, corresponding to transformation IV 
C= ([0½0] [1_0]) 
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Finally, the canonical equations of the considered probabilistic sequen- 
tial machine ~,  are the following 
0:1 I: :11 °1:1)  tlil Iilt. 
[o o] [1 0l)~(t).  
y~(t) = 1 
IV. EVENTS ACCEPTED BY L INEAR PROBABILISTIC AUTOMATA 
It is well known, that probabilistic automata, which are a generaliza- 
tion of deterministic automata, can accept as well some nonregular 
events. One can show a class of probabilistic automata, the so called 
m-adic automata, which accepted nonregular events. Because linear 
probabilistic automata re a proper subclass of probabilistic automata, 
the question arises, whether linear probabilistic automata can accept 
nonregular events? 
During the solution of this problem, we shall assume, that the Reader 
is familiar with the basic notions of the theory of events, accepted by 
probabilistic automata (see Rabin, 1963; Paz, 1966; or Salomaa, 1967). 
Let us recall the example of a probabilistic automaton, given by E. F. 
5.ioore, accepting nonregular events (2-adic automaton). It is a two- 
state probabilistic automaton over a binary input alphabet X = {0, 1} 
with the following transition matrices: 
[ 0] [°1 0 1 M(1) = ~I(0) = ½ 
The first of the states is considered to be an initial state (for this state 
y = 0) and the other a final state (y = 1). 
We shall denote this automaton by 9]~2. The events, accepted by auto- 
maton ~)~2 with an irrational cut-point, are nonregular. The proof of this 
fact can be found in Salomaa (1967). 
We shall prove, that the automaton, given by 5ioore is a linear proba- 
bilistic automaton i the sense of Definition 2.3. 
LEMMA 4.1. A 2-adic automaton ~2 is a linear probabilistic automaton 
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with the following canonical equations over GF(2) : 
~( t+ 1) = Au(t) -~ (A + E)x(t) ,  
y~t(t) = E~r(t), 
where s, x, y denote one-dimensional binary vectors, E is the identity matrix 
operator of dimension 1 X 1, 
A simple proof of this lemma consists in the comparison of the table of 
transitions and outputs of automaton NZ2 and of the automaton de- 
scribed by the above canonical equations. Attention must be paid to the 
fact, that the A and A ~- E operators are dependent operators and if, 
e.g. the distribution state 
7r(t) =( [ ;  ] [11] ) and the input symbol x(t) = l, then 
and y~(t) ~(t+l )  = ([00 ] [11] ) = ([:] [11] ) .  
The tables of transitions and outputs of both automata re the same. 
Based on the quoted theorem on acceptability ofnonregular events by 
~1~2 and Lemma 4.1, we obtain the following theorem: 
TI~EOnEM 4.1. There exist linear probabilistic automata which accept 
nonregular events. 
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