Abstract. Let A' be the class of all derivatives. The main goal of this paper is the investigation of the vector space generated by A' and O'Malley's class Bf; this space is identical with our system [A']. We show, in particular, that each approximately continuous function and each approximate derivative belongs to [A'] and that [A'] is the system of all functions of the form g' + hk', where g, h and k are differentiable.
It Introduction. In recent years a number of authors have studied various sorts of functions important to differentiation theory and found that in many instances their functions possess structures very similar to the structure of ordinary derivatives. For example, each approximately differentiable function is differentiable on a dense, open set and its approximate derivative has the Darboux property, belongs to the first class of Baire and even to Zahorski's class Gf\L3, Weil's class Z and Preiss' class ^It/. (See [5] , [13] , [11] , [12] , [10] .) Related results involving Peano derivatives, selective derivatives, approximately continuous functions and B* functions are also known ([11] , [12] , [6] , [7] ).
The purpose of this paper is to point out some other relations between functions of certain of the classes mentioned above and the derivatives. In Theorem 3, for example, we show that each approximate derivative, each approximately continuous function and each Bx* function can be expressed in the form g' + hk' with g, h and k differentiable. This result is a consequence of Theorem 2 which characterizes a certain class of functions in three ways. We then study this class and some related classes in detail. In particular, we investigate functions representable in the form hk' with k differentiable and h either differentiable or continuous or a derivative. Our results show, among other things, that the function g' in the representation g' + hk' cannot be dropped in Theorem 2.
The work presented here originated with a paper by the first three authors submitted to the Transactions of the American Mathematical Society in June of 1978, but never published, in which they showed that approximate derivatives, approximately continuous functions and B* functions can be written as/, + f2fyf+ f5f6f-i where each of these seven functions is a derivative. After reading a preprint of that paper the fourth author, with extensive collaboration from the third, shortened the proofs and improved the results to the present form.
2. Preliminaries. The main results of this paper depend on certain concepts, constructions of functions and decompositions of sets with special properties. We find it convenient to set off these technical considerations in this preliminary section.
We begin with some notation. Throughout this paper, R = (-00, 00); the word function means a mapping to 7?; / is the set of all integers; if V is either an open set in 7? or an interval (not necessarily open), then A(V) is the family of all functions differentiable on V and A'(V) = {/'; / E A(V)); we set A = A(R), A' = A'(R) and 35 = {g\S; g E A', S c R}. For each open interval 7 let 21(7) be the system of all increasing functions A on J such that inf X(J) = inf 7, sup X(J) = sup 7. If A E 31(7) and y E J, we write A, = X(j). If 7 is an open interval, / and w functions continuous on 7 and if w > 0 on 7, then 21(7,/, w) is the system of all À E 21(7) with the following property: if j G J and if x,y, z E [\_i, X¡], then \f(y) -f(x)\ < w(z). If / and g are mappings, then/ ° g is the mapping h defined by h(x) = fi g(x)) for all x for which the expression /( g(x)) has a meaning. (1) \<p -u| < w2, v' = hk', 0 < h <w,0 < k < w on I.
(2) For each x E 7 there is a 9 £\ [0, Q] and points xx, x2 E I such that xx < x < x2 and v'(x) = 9(<p(x2) -cp(xx))/(x2 -xx).
Proof. There is an e E (0, \) and nonnegative functions a, ß, y_" y, infinitely differentiable on 7? with the following properties: a=0on(-oo, 2e), a = 1 on (1 -2e, 00), 0 < a' < Q on R, ß = 0 on (-00, e) u (1 -e, 00), ß = 1 on (2e, 1 -2e), 0 < ß < 1 on 7?, y_x = 0 on (-00, 0), y_x = 1 -a on (e, 00), 0 < y_, < 1 on R, y, = a on (-00, 1 -e), yx = 0 on (1, 00), 0 < y, < 1 on R. Obviously, for n = 1 and -1, a = nßy'n on 7?. Let X E 21(7, <p, w2). Define y0 = 0 on 7?. Proof. We may suppose that B is an interval. Since int A = 0, there is a X E 21(5) such that A n X(J) = 0. The system [A n [X,_" Xj]\ j E J) has the required properties.
Remark. If we add to the assumptions of Lemma 4 the requirement that the sets An be pairwise disjoint, we obtain a part of Theorem 4.5 of Petruska-Laczkovich [9] . Lemma 5. Let % be a system of subsets of R such that A E % whenever A C B E %. Then the following two conditions are equivalent :
(i) There is a countable system of closed elements of % with union R.
(ii) For each nonempty closed set S C R there is an open interval I such that 0¥=S n 7 e%.
Proof. The condition (ii) follows from (i) by Baire's category theorem. Now suppose that (ii) holds. Let 911 be the system of the unions of all countable systems of closed elements of %. If A is an Fa-set, A c M E 9H, then, obviously, A E 911.
Let T be the set of all points x £\ R for which there is an open interval 7 such that x E 7 E 911. Since for each x E T there is such an interval with rational endpoints, we have T E 911. Set 5 = R\T and suppose that S ¥= 0. There is an open interval 7 such that 0 ¥= S n 7 E 3C. It follows that 7 = (S n 7) u (T n 7) E 911, 7 c T, which is a contradiction. Therefore, S = 0 and R = T E 911.
We shall need a bit more notation. We shall often apply the fact that for each / E 7?, and each closed set S ¥= 0 there is an x E 5" such that f\ S is continuous at x. Proof. Let/ E A. Let An be the set of all points x £ R such that |/(r) -fix)] < n\t -x\ for all / E R for which \t -x\ < l/n (n = 1, 2, . . . ). It is easy to see that An is closed and that U An = R. Fix an n, choose a 8 E (0, l/n) and for y E J define Ly = [(j -1)8, j8]. On each interval L, construct a function g. = g according to Lemma 6 where we take Q = An n L¡ and ß = n. If x is either (j -1)8 or j8 and if x £ Q, we choose gj in such a way that gj(x) = 0. There are numbers c} such that gj(j8) + Cj = gj+x(j8) + cJ+x. Setting h = gj + Cj on [(j -1)8,j8] for j E J we have \h'\ < n + 1 on 7? and h' = f on An. This completes the proof. Proof. Set F(x) = x"-b+x ■ cos(cxb), f0(x) = (a -b + l)xa~b-cos(cxb), hx(x) = xa, h2(x) = xa cos(2cxb) for x > 0, F = /0 = hx = h2 = 0 on (-oo, 0]. As F' = /0 -bcf, we have/ E A'; similarly it can be shown that g E A'. Since hx £ A', h2 E A' and 2h = hx -h2, we have h £ A'. which is impossible. According to [2] there is an / E A' such that f2 is not a derivative on any interval. Then/2 E 332 but (see Theorem 2, (iv))/2 £ [A'].
In the example below we shall show more than that the inclusion [A'] c 332 is not valid. This will complete the proof of Theorem 5.
Example. Let dn+, < an < bn < cn < dn, an -> 0; let the set G = U (an, dn) have density 0 at 0. Define Ln = (bn, cn), an = (cn -bn)~x (n = 1, 2, . . . ). There is a function F on R which is infinitely differentiable on (0, oo) such that F = 0 on R\G and F' > a2 on Ln. Set /= F' . Then / is infinitely many times approximately differentiable. Suppose that / = h'k' with h, k E A. If h' and k' are both positive on Ln, we have, for each x E Ln, either h'(x) > an or k'(x) > an whence h' + k' > an on Ln. The other possibility is that both h' and k' are negative on Ln in which case we have h' + k' < -an on Ln. Let <p = h + k. Then \<P(cn)-<p(bn)\ = \P<P'\><*n(Cn-bn) = l for each n. This is impossible because <p is continuous. We note that the function/ is in Cap n [C] n A'^; it is very well behaved except at the origin, yet cannot be expressed as the product of two derivatives.
Remark. Suppose that /0 > 0, /, E C, f2 £ A, /0 = /, f2. Assume without loss of generality that both /, and f2 are positive. By Theorem 4.2 of [4] we have /0 £ A'. Thus, each positive function in 331 is a derivative.
