


































































































本研究では文献［1］と同様に，ファジィニューラルネットの結合強度Wj,i, Wj およびしきい値Θj, 
Θの値を対称三角型ファジィ数とする．対称三角型ファジィ数とは，メンバーシップ関数が図 3のよ
うな左右対称の三角形で表されるファジィ数である．対称三角型ファジィ数は，サポート集合［13］の
下限と上限の値（図 3の LおよびUの値），もしくは，中心と幅の値（図 3の c および wの値）を用
いて規定できる．すなわち，対称三角型ファジィ数Xi を，Xi=　　 　もしくはXi=　　  　と表すこ
とができる．ここで，　　   　および　 はそれぞれXi の下限，上限，中心および幅である．本稿では，
前者の表現をLUモデル，後者の表現をCWモデルと呼ぶことにする．
3．提案手法を用いたファジィニューラルネットの進化的学習
図 1において，入力層のユニット数を n，中間層のユニット数をmとすると，図 1のファジィニュー
ラルネットには（mn+m）個の結合強度と（m+1）個のしきい値が含まれ，全部で (mn+2m+1) 個のファ
ジィ数変数が含まれることになる．文献［6］に示した本研究の提案手法を用いれば，この (mn+2m+1)
















遺伝的アルゴリズムにおける個体 1つがここではファジィニューラルネット 1つに対応し，ある 1
個体の genotype は (mn+2m+1) 次元ファジィ数ベクトルである．phenotype であるファジィニューラ
ルネットは，この genotype に含まれるファジィ数を，それぞれ対応する場所の結合強度およびしき
い値（式（1）～式（5）のWj,i, Wj, Θj, Θ）として用いる．初期化のプロセスにおいては，ある定め
られた個数の個体の genotype をランダムに初期化する．ある 1個体の genotype を Xa=（Xa,1, Xa,2, ... , 
Xa,D）と表すことにすると，D=mn+2m+1 であり，Xa,i=　　　　もしくはXa,i=　　　　である．また，
個体の個数（集団サイズ）を P とすると，genotype は X1, X2, ... , XP である．この P 個体分の
genotype のなかに合計 PD個の対称三角型ファジィ数が含まれ，対称三角型ファジィ数 1つは実数 2
つ（下限と上限，もしくは中心と幅）で規定できるため，P個体分の genotype のなかに合計 2PD個
の実数が含まれている．この2PD個の実数の値を次のように初期化する．LUモデルを用いる場合は，
　　　　 でなければならない．そこで，正の数εを定めて区間［－ε,ε］内の一様乱数を 2個生成し，
小さいほうを　  の値，大きいほうを　  の値とする（i=1,2, ... , D; a=1,2, ... , P）．一方，CWモデル
を用いる場合は，0　　  でなければならない．そこで，区間［－ε,ε］内の一様乱数を 2個生成し，


















現世代の集団のなかから親個体として選択された 2個体の genotype を Xa, Xb とし，交叉によって

















































近似することである．そのファジィ関数としてここでは 3種類の関数 F1(x)=［F1(x)L, F1(x)U］, F2(x)=
［F2(x)L, F2(x)U］および F3(x)=［F3(x)L, F3(x)U］を設計した．ここで，F1(x), F2(x), F3(x) はいずれも実数
入力 xに対して対称三角型ファジィ数を出力する関数であり，F*(x)L, F*(x)U は F*(x) の下限および上限
を表している．また簡単化のため，文献［1］と同様に，入力 x の次元数は 1とし，その定義域を







目標関数 F1(x), F2(x), F3(x) の図を図 4-6 に示す．図 4-6 において，
●  F0.0LおよびF0.0Uはそれぞれ，F(x)L および F(x)U を（つまりF(x) のサポート集合の下限と上限を）
表している．
●  F0.5L および F0.5U はそれぞれ，F(x) の 0.5 レベル集合（F(x)|0.5）の下限と上限を表している．
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次に，目標関数 F1(x), F2(x), F3(x) を近似させるファジィニューラルネットを次のように設計した．
●ユニット数：入力層 1，中間層 10，出力層 1
●ε：0.01
●－10.0 侑　, 　, 　侑 10.0
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集団サイズと総世代数の組合せを，総世代数優先の（100 個体, 10,000 世代）の組合せと，個体数
優先の（500 個体, 2,000 世代）の 2種類設計し，いずれの組合せの場合も進化シミュレーション試
行 1回につき生成される個体数（＝集団サイズ×総世代数）が 1,000,000 となるようにした．
集団内の P個の個体の適合度は，文献［1］と同一の評価関数を利用して計算することとした．た
だし，文献［1］における学習は教師データを用いた学習のため，あらかじめ教師データとして
{（x1, F（x1））, （x2, F（x2））, ... } が与えられている．一方，本研究ではそのような教師データは与えられ
ない．そこで本実験では，学習対象のファジィニューラルネットが実際の課題タスクに応用された場
合に，入力値が定義域内において一様にサンプリングされるようなケースを想定し，入力値の定義域
［0, 1］内の値として xr=0.0, 0.01, 0.02, ..., 1.0 をサンプルに用いることとした．サンプル入力値 xr に
対してファジィニューラルネットから出力されるファジィ数を Or，サンプル入力値 xr に対する目標
関数の出力を Fr とすると，Or と Fr の誤差 er は，
 （22）
である［1］．ここで，
● 　および　はそれぞれOr の h レベル集合の下限および上限であり（つまりOr|h=　，
● 　および　はそれぞれ Fr の h レベル集合の下限および上限である（つまり F（xr）|h=　．
hレベル集合を求めるための hの値は，文献［1］と同様，h=0.2, 0.4, ..., 1.0 とした．
X1, X2, ... , XP のそれぞれについて，その genotype の値をデコードして得られたファジィニューラ










前節に記載した方法で実験を行ったところ，図 7-12 に示す結果が得られた．図 7は，関数 F1(x) を
学習目標とした進化シミュレーションにおいて生成された全 20,000,000 個体（＝［1 試行あたり
1,000,000 個体］×［5試行］×［（集団サイズ，総世代数）の組合せ 2通り］×［LUモデル，CW
モデルの 2通り］）のなかで最良評価値を得た個体のファジィニューラルネットが出力したファジィ
数を表している．また図 8，9はそれぞれ，目標関数 F2(x) および F3(x) に対する結果を図 7と同様に
表している．図 7-9 において，
●F0.0L, F0.0U, F0.5L, F0.5U および F1.0 は，いずれも図 4-6 と同様である．
●  NN0.0L および NN0.0U はそれぞれ，ファジィニューラルネットが出力したファジィ数のサポー
ト集合の下限および上限を表している．
●  NN0.5L およびNN0.5U はそれぞれ，ファジィニューラルネットが出力したファジィ数の 0.5 レベ
ル集合の下限および上限を表している．
●  NN1.0 は，ファジィニューラルネットが出力したファジィ数の 1.0 レベル集合を表している（一
般的には区間だがここでは下限と上限が一致している）．
図 7-9 より，提案手法によって進化的に生成されたファジィニューラルネットは，いずれの目標関







値は 0.2, 0.4, ... , 1.0 であり，0.2 未満のメンバーシップ値 hに対する hレベル集合の誤差は評価値に
含まれない）．つまり，式（22）の評価によりよく適合するよう（より大きなメンバーシップ値にお
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図 11：入力 x=0.3, 0.7 に対する目標関数 F2(x) の出力ファジィ数（F0.3, F0.7）および最良ファジィ
ニューラルネットの出力ファジィ数（NN0.3, NN0.7）
図 12：入力 x=0.2, 0.8 に対する目標関数 F3(x) の出力ファジィ数（F0.2, F0.8）および最良ファジィ
ニューラルネットの出力ファジィ数（NN0.2, NN0.8）
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どよく一致していることがわかる．図 10 と同様に，図 11，12 はそれぞれ目標関数 F2(x) および F3(x)
に対する結果を表している．ここで，図 11 だけ入力 xの値として 0.2, 0.8 ではなく 0.3, 0.7 を用いた
理由は，図 8より，目標関数 F2(x) に対する最良ニューラルネットの出力は，x=0.2, 0.8 より x=0.3, 0.7
のほうが誤差がやや大きいことがわかったためである．F1(x) の結果である図 10 に比べると，F2(x) お
よび F3(x) の結果である図 11，図 12 のほうが，対応する 2つのファジィ数の誤差がやや大きいこと





デルの 2種類を利用できる．つまり，本研究においては genotype の値に，対称三角型ファジィ数の
下限と上限の値，もしくは中心と幅の値を用いることができる．いずれのモデルを利用した場合でも，





－10.0 侑　, 　, 　侑 10.0 であり，幅の値の定義域は 0.0 侑　侑 10.0 とした．このため，CWモデ
ルのほうがLUモデルより探索空間が小さい．一般的に，進化的アルゴリズムによる解の探索は探索
空間が小さいほど有利と期待される．ここで，実験において 0.0 侑　侑 10.0 ではなく 0.0 侑　侑 20.0
と設定すれば，進化的アルゴリズムが解を探索する空間の大きさはLU／ CWモデル間で公平にな






の Net の値）は［－10.0, 10.0］程度の範囲内で十分と考えられる（これより小さな値や大きな値が
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入力されても出力値は－10.0 や 10.0 の入力の場合とほとんど差がない）ことから，結合強度の値も［－
10.0, 10.0］程度の範囲内で十分であり，過剰に小さな／大きな結合強度の値まで探索範囲に含めると，
汎化能力に欠ける局所的最適解へと陥る可能性が高まると考えられる．実験では 0.0 侑　侑 10.0 と
設定したが，この場合であっても LU モデルに置き換えれば－20.0 侑　, 　侑 20.0 であり，




図 13 は，F1(x) の近似を目標にして進化的に学習させたファジィニューラルネットのうち，横軸で
示された値の個数だけ個体（ファジィニューラルネット）が生成された時点で，それまでに生成され
た全個体のうち最良の個体に関する誤差評価値（er の総和の値）を示している．例えば，横軸の値が
400,000 のとき，生成された個体の総数が 400,000 であり，集団サイズ 100 の実験では世代数 4,000，
集団サイズ 500 の実験では世代数 800 が経過した時点を表している．図 13 において，LU100 ／
LU500 のグラフはLUモデルで集団サイズ 100 ／ 500 の結果を，CW100 ／ CW500 のグラフはCW
モデルで集団サイズ 100 ／ 500 の結果をそれぞれ表している．プロットされた誤差評価値は，同じ
設定で行った進化シミュレーション 5試行分の平均値である．図 13 と同様に，図 14，図 15 はそれ
ぞれ F2(x) および F3(x) を用いた場合の結果を表したものである．
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Abstract
The author has proposed an extension of genetic algorithm（GA）for solving fuzzy-valued 
optimization problems. In the proposed GA, genotype values are not real numbers but fuzzy numbers. 
Evolutionary processes in GA are extended so that GA can handle genotype instances with fuzzy 
numbers. In this article, the author applies the proposed method to evolving fuzzy neural networks
（FNNs）. In the FNNs, values of weights and biases are not real numbers but fuzzy numbers. The 
ordinary GA cannot be applied to the neuroevolution of the FNNs because evolutionary processes in 
the ordinary GA are not designed to handle fuzzy numbers as genotype values. On the contrary, the 
proposed GA can adopt fuzzy numbers of FNN weights and biases directly as genotype values: the 
weights and biases are tuned by evolutionary operations of the proposed GA, not by the traditional 
back propagation algorithm. Experimental results showed that fuzzy neural networks evolved by the 
fuzzy GA could model hidden target fuzzy functions well despite the fact that no training data was 
explicitly provided. Besides, the experimental results revealed that, in the case of adopting symmetric 
triangular fuzzy numbers as fuzzy genotype values, the center and width model could contribute 
better than the lower and upper model did for evolving the FNNs.
Keywords : evolutionary algorithms, genetic algorithm, fuzzy number, neural network, neuroevolution
Evolutionary Training of Fuzzy Neural Networks by 
Genetic Algorithm with Fuzzy Genotype Values
Hidehiko OKADA
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