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SERIES OF LIE GROUPS
J.M. LANDSBERG AND L. MANIVEL
Abstract. For various series of complex semi-simple Lie algebras g(t) equipped with irre-
ducible representations V (t), we decompose the tensor powers of V (t) into irreducible factors
in a uniform manner, using a tool we call diagram induction. In particular, we interpret the
decompostion formulas of Deligne [4] and Vogel [23] for decomposing g⊗k respectively for the
exceptional series and k ≤ 4 and all simple Lie algebras and k ≤ 3, as well as new formulas
for the other rows of Freudenthal’s magic chart. By working with Lie algebras augmented by
the symmetry group of a marked Dynkin diagram, we are able to extend the list [2] of modules
for which the algebra of invariant regular functions under a maximal nilpotent subalgebra is a
polynomial algebra. Diagram induction applied to the exterior algebra furnishes new examples
of distinct representations having the same Casimir eigenvalue.
1. Introduction
One way to define a collection of Lie algebras g(t), parametrized by t, each equipped with
a representation V (t), as forming a “series” is, following Deligne, to require that the tensor
powers of V (t) should decompose into irreducible g(t)-modules in a manner independent of t,
with formulas for the dimensions of the irreducible components of the form P (t)/Q(t) with P,Q
polynomials decomposing into products of integral linear factors. In this paper we study such
decomposition formulas, which provides a companion to [17] where we study the corresponding
dimension formulas. We connect the formulas to the geometry of the closed orbits X(t) ⊂ PV (t),
and their unirulings by homogeneous subvarieties. We relate the linear unirulings to work of
Kostant [12]. By studying such series, we determine new modules that, appropriately viewed,
are exceptional in the sense of Brion [2], e.g., theorem 6.2.
The starting point of this paper was the work of Deligne et. al. [4, 5], containing uniform
decomposition and dimension formulas for the tensor powers of the adjoint representations of
the exceptional simple Lie algebras up to g⊗ 5. Deligne’s method for the decomposition formulas
was based on comparing Casimir eigenvalues and he offered a conjectural explanation for the
formulas via a categorical model based on bordisms between finite sets. Vogel [23] obtained
similar formulas for all simple Lie super algebras based on his universal Lie algebra. We show
that all primitive factors in the decomposition formulas of Deligne and Vogel can be accounted
for using diagram inductions. (The non-primitive factors are those either inherited from lower
degrees or arising from a bilinear form, thus knowledge of the primitive factors gives the full
decomposition.) We also derive new decomposition formulas for other series of Lie algebras.
In §2, we describe a pictorial procedure using Dynkin diagrams for determining the decom-
position of V ⊗ k. It was discovered by unifying several geometric observations about the closed
orbit X = G/P ⊂ PV . We also give an interpretation of this diagram induction in terms of
vector bundles.
For example, in [14] we determined the Fano varieties Fk(X) of P
k−1’s contained in X. Since
Fk(X) is a subset of the Grassmannian of (k+1)-planes through the origin in V , G(k+1, V ) ⊂
PΛk+1V , Fk(X) determines a distinguished component of Λ
k+1V . This component has the
property that it is a Casimir eigenspace and the corresponding Casimir eigenvalue is maximal
among Casimir eigenvalues of Λk+1V . The components of Λkg with maximal Casimir eigenvalue
were considered by Kostant in [12]. In §9 we explain how Kostant’s results can be extended to
general fundamental representations, with special attention paid to minuscule representations.
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These Casimir eigenspaces provide new examples of distinct modules with the same Casimir
eigenvalue which are different from the examples in [11].
In §3 and §4, we distinguish and interpret the primitive components in the decomposition
formulas of Deligne and Vogel.
The exceptional series of Lie algebras occurs as a line in Freudenthal’s magic square (see e.g.,
[10], or the variant we use in [17]). The three other lines each come with preferred represen-
tations. Dimension formulas for all representations supported on the cone in the weight lattice
generated by the weights of the preferred representations similar to those of the exceptional se-
ries were obtained in [17]. In §5, §6 and §7 we obtain the companion decomposition formulas. A
very nice property shared by many of these prefered representations is that they are exceptional
in the sense of [2], that is, their covariant algebras are polynomial algebras. We prove that in
some cases where this is not naively true, it becomes so if we take into account the symmetry
group of the associated marked Dynkin diagram.
In the course of revising the exposition of this paper for the referee, we ran across the closely
related preprint [6].
1.1. Notations and conventions. For a given complex simple Lie algebra g we fix a Cartan
subalgebra and set of positive roots. The highest root of g (resp. the sum of the positive roots
of g) will be denoted α˜ (resp. 2ρ).
Let V = Vλ be be an irreducible representation of highest weight λ of g. To V we associate
a marked Dynkin diagram D(g, λ) where we identify the nodes of the diagram with the fun-
damental weights ω1, ..., ωn and if λ = a1ω1 + · · · + anωn we mark the node corresponding to
ωj with aj . We freely interchange the terminology “marked Dynkin diagram” and “irreducible
representation”.
Let D(f) ⊂ D(g) be a subdiagram. We define the border set of D(f) in D(g) to be the
nodes of D(g)\D(f) adjacent to the nodes of D(f). If D(g, λ) is a marked diagram where all the
nonzero markings lie on D(f), we say λ has support on D(f) and letWλ denote the corresponding
f-module.
If P denotes a partition of size k, we let SP (V ) denote the corresponding Schur power, which
can be considered as a submodule of V ⊗ k.
The Cartan product of two irreducible modules Vµ and Vν is denoted VµVν := Vµ+ν ⊂ Vµ⊗Vν .
For a given irreducible g-module Vλ, we let θVλ = (λ, λ + 2ρ) denote the Casimir eigenvalue
for V with the normalization (α˜, α˜) = 2.
We use the ordering of the roots as in [1].
2. Diagram induction
Theorem 2.1. Let g be a complex simple Lie algebra, with Dynkin diagram D(g) and let D(f) ⊂
D(g) be a subdiagram, and let λ be a weight of f which we also consider as a weight of g as
explained above. We let V = Vλ (resp. W = Wλ) denote the corresponding g (resp. f-module).
Let P be a partition of size k and let ω1, ..., ωn denote the fundamental weights of g.
1. If C ⊂ SP (W ) (i.e., the Schur power SP (W ) contains a trivial representation) then
the corresponding Schur power SP (V ) contains an irreducible representation whose weight has
support exactly the border set B, i.e., the support is contained in B and every weight of B
appears with a nonzero multiplicity.
2. More generally if Wη ⊂ SP (W ) is an irreducible submodule, write η = kλ − ψ, where ψ
is a sum of simple roots of the root system of f. Consider ψ as a sum of simple roots of the
root system of g, re-express ψ as a sum of fundamental weights of g, ψ = a1ω1 + · · · + anωn
and let η˜ = kλ− (a1ω1 + · · ·+ anωn) denote the corresponding weight of g. Then η˜ is a sum of
weights from the border set of f and the weight η considered as weights of g and Vη˜ occurs as a
submodule of SP (V ).
3. If λ1, ..., λs are weights of f and Wλ1 ⊗ · · · ⊗Wλs contains a trival representation, then
Vλ1 ⊗ · · · ⊗Vλs contains an irreducible representation whose weight has support exactly B and
the analogue of 2. holds for irreducible submodules Wη ⊂Wλ1 ⊗ · · · ⊗Wλs .
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Example. Let (g, Vλ) = (e7, Vω7), let (f,Wλ) = (d6,Wω1). Then since S
2W contains the trivial
representation, we have Vω7 ⊂ S
2Vω1 .
◦ ◦ ◦ ◦ ◦ ◦
◦
• ∗
Example. Consider V = Vωk = Λ
k
C
n as a g = sln-module. There is a natural quadratic form on
the h = sl4p-module Λ
2p
C
4p. Thus for all p < n the trivial representation in S2Λ2pC4p induces
a subspace of S2V , namely Vωk−2p+ωk+2p and these give us the full decomposition
S2(ΛkCn) = S2Vωk = V2ωk + Vωk−2+ωk+2 + Vωk−4+ωk+4 + · · ·
Similarly, there is a natural symplectic form on Λ2p+1C4p+2 and the corresponding subdia-
grams recover the complete decomposition:
Λ2(ΛkCn) = Λ2Vωk = Vωk−1+ωk+1 + Vωk−3+ωk+3 + · · ·
Proof. We have f = s + [s, s], where s is the sum of the root spaces of g with support in D(f).
Every dominant weight σ of g with support in D(f) defines a g-module Vσ and an f-module Wσ.
The main observation is that if τ is a weight such that σ − τ has support on D(f), its
multiplicity must be the same inside Vσ and Wσ. This is an easy consequence of Kostant’s
multiplicity formula:
dim Vσ(τ) =
∑
w∈W (g) ε(w)P (w(σ + ρ)− (τ + ρ)),
dimWσ(τ) =
∑
w∈W (f) ε(w)P
′(w(σ + ρ′)− (τ + ρ′)),
where P and P ′ are the Kostant’s partition functions in g and f respectively, and ρ, ρ′ the
half sums of the corresponding positive roots. First observe that since ρ is also the sum of
the fundamental weights, if w /∈ W (f), then w(ρ) − ρ will have some negative coefficient on a
simple root not in D(f). Then σ − τ + w(ρ) − ρ, and a fortiori w(σ + ρ) − (τ + ρ), is not a
sum of positive roots, and the partition function vanishes. Moreover, when w ∈ W (f), we have
w(ρ′)− ρ′ = w(ρ) − ρ, which proves the two multiplicities are the same.
We give details for case 3 with two factors Wσ ⊗Wσ′ , the other cases are similar:
Take two fundamental weights σ, σ′ with support in D(f), and consider the decomposition
Wσ ⊗Wσ′ =
⊕
τ∈Ξ
Wτ .
We can in principle obtain this decomposition by the following algorithm: we consider all the
sums of a weight of Wσ with a weight of Wσ′ (with multiplicities); then we choose a maximal
element τ in this set. It must belong to Ξ. Then we subtract the weights of Wτ (with their
multiplicities), and we continue until we are left with an empty set of weights.
Now consider the decomposition of Vσ ⊗Vσ′ . We apply the same procedure, only we begin
with maximal weights which have support on D(f). For these weights, the multiplicities are
the same as for the corresponding f-modules, thus we obtain the same set of dominant weights,
except that at the end we are left with weights whose support is on D(g)\D(f) instead of the
empty set. We conclude that
Vσ ⊗Vσ′ ⊃
⊕
τ∈Ξ
Vτ˜ .
Here τ˜ = σ + σ′ − ψg, where ψg is a non-negative linear combination of simple roots of g, is
a weight of g where the corresponding weight τ of f is τ = σ + σ′ − ψ where ψ is the same
non-negative linear combination of simple roots of g only now considered as simple roots of f.
Comparing the expressions rewritten in terms of fundamental weights, we see that τ − τ ′ is a
linear combination of fundamental weights coming from B. 
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2.1. Diagram induction via vector bundles. We explain the case of inducing a representa-
tion from a trival module C ⊂ W1⊗W2, the other cases being similar, following the notation
of above. (Here W1 = Wσ etc... in the notation above.) Say C induces a representation
U ⊂ V1⊗V2. Let p be the parabolic subalgebra of g whose semi-simple Levi factor is f. Picto-
rially, D(f) is the subdiagram of D(g) obtained by deleting the nodes corresponding to p, with
the convention that p is generated by the root vectors corresponding to the Borel and opposites
of the undeleted simple roots.
Consider the rational homogeneous variety G/P ⊂ PU , obtained by taking the projectivized
orbit of a highest weight vector. We interpret diagram induction in terms of homogeneous
bundles on G/P . First of all, U = Γ(L), i.e., U is the space of sections of a homogeneous line
bundle L over G/P and each Vj is Γ(Ej) for some homogeneous vector bundle Ej → G/P . (L
is the tautological (hyperplane) line bundle on G/P .)
The homogenous vector bundles on G/P are in one to one correspondence with P or p-
modules. Let Wj denote the irreducible p-module inducing Ej , i.e., Ej = G ×P Wj . Write
p = f⊕ z⊕ n, with f semi-simple, n nilpotent and z the center of the reductive part f⊕ z.
n acts trivially on Wj because Wj is an irreducible p-module and z acts by some character.
We have a nonzero multiplication map
m : Γ(E1)⊗Γ(E2)→ Γ(E1⊗E2).
The occurence of C inW1⊗W2 as an f-module extends to a (nontrivial) p-submodule where f and
n act trivially and the new character for z is the sum of the characters for W1 and W2, thus we
obtain a line subbundle L ⊂ E1⊗E2 and the desired inclusion U = Γ(L) ⊆ m(Γ(E1)⊗Γ(E2)).
Example. Consider (g, V ) = (sl(W ), Vωk = Λ
kW ). We have U = Vωk−1+ωk+1 ⊂ Λ
2Vωk as
mentioned above. Here G/P = Fk−1,k+1, the variety of partial flags C
k−1 ⊂ Ck+1 ⊂W , E is the
bundle whose fiber over (Wk−1,Wk+1) is det(W/Wk+1)⊗Wk+1/Wk−1. (Due to our convention,
we actually have Γ(E) = V ∗ωk , not Vωk .) Then L = Λ
2E has fiber det(W/Wk+1)⊗ det(W/Wk−1)
and Γ(Λ2E) = V ∗ωk−1+ωk+1 .
We will apply diagram induction to study ΛkV , S2V and S21V = Ker(S
2V ⊗V → S3V ). We
first review some notions of Tits:
2.2. Tits’ transforms and shadows. For any simple Lie group G, with a fixed Borel subgroup,
let S, S′ be two sets of positive roots of G, and let PS be the parabolic subgroup generated by
the Borel and the root subgroups generated by −S. Consider the diagram
G
pi ւ ց pi′
X = G/PS X
′ = G/PS′
Let x′ ∈ X ′ and consider Y := pi(pi′−1(x′)) ⊂ X. Tits calls Y the shadow of x′ in X. Then X is
covered by such shadows Y . Tits shows [21] that Y = H/R where D(H) = D(G)\(S\S′), and
R ⊂ H is the parabolic subgroup corresponding to S′\S.
2.3. Submodules of ΛkV . We deduce the existence of submodules of ΛkVλ from marked sub-
diagrams of the marked Dynkin diagram D(g, λ) isomorphic to D(ak−1, ω1) via the trivial rep-
resentation ΛkCk.
In [14] we showed that these subdiagrams describe linear unirulings of rational homogeneous
varieties X = G/P ⊂ PVλ. If the subdiagram is of type D(ak−1, ω1), we get a family of P
k−1’s
on X that are linearly embedded, hence a linear uniruling of X. In the simply-laced case, all
complete families of linear unirulings are obtained that way.
To recover a component of ΛkV , let Fk(X) ⊂ G(k, V ) ⊂ P(Λ
kV ) be the Fano variety of Pk−1’s
in X sitting inside the Plu¨cker embedded Grassmannian. Our uniruling defines a homogeneous
component of Fk(X), hence an irreducible submodule of Λ
kV by taking the linear span.
In section §8 we determine the Casimir eigenvalues of these spaces. It turns out that the linear
span 〈Fk(X)〉 of the Fano variety is a Casimir eigenspace, with eigenvalue the largest possible.
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For k > 1, 〈Fk(X)〉 is usually not irreducible. When it is reducible, one obtains (pictorially!)
distinct irreducible representations with the same Casimir eigenvalue. This construction of
representations in the same Casimir eigenspace appears to be different from that in [11]. Some
of the Casimir eigenspaces 〈Fk(X)〉 were found in [24] via case by case checking. They were
searching for such spaces because a homogeneous space G/H with its standard homogeneous
metric is Einstein iff T[e]G/H is a Casimir eigenspace of H.
2.4. Submodules of S2V . We deduce the existence of submodules of S2Vλ from marked sub-
diagrams isomorphic to D = D(dk, ω1) or D(bk, ω1), thanks to the trivial representation given
by the quadratic form.
In the case of such representations, the highest weight τ of the induced representation Vτ ⊂
S2V can be computed as follows (recall we already have its support). Let W be the Weyl group
of g, and W (D) ⊂ W the subgroup corresponding to the subdiagram D so W (D) is generated
by the simple reflections corresponding to the nodes of D. Let W1(D) ⊂W (D) be the stabilizer
of λ, let W 1(D) be the set of minimal length representatives of the cosets of W1(D) in W (D).
Then W 1(D) has a unique element w1D of maximal length, and τ = λ+ w
1
D(λ).
We will use the notation VQ = Vτ ⊂ S
2V to denote a representation induced from a sub-
diagram of quadric type. By Tits’ transforms, the closed G-orbit XQ ⊂ PVQ is a parameter
space for a uniruling of the closed orbit X ⊂ PV by quadrics, i.e., linear sections X ∩ L that
are quadric hypersurfaces in the projective space L. We use the notation Q = X ∩ L to denote
these quadrics. In the language of the section above, these quadrics are the shadows of points
in XQ on X.
Proposition 2.2. Let V = Vλ be a fundamental representation of g such that there is a subdi-
agram of quadric type bl or dl and let VQ = Vτ denote the induced submodule of S
2V . Then the
Casimir eigenvalues are related by θVQ = 2(θV + (λ, λ) − (dim Q + 2)(α,α)), where α denotes
the simple root dual to λ.
In particular, if g is simply-laced and V = g is the adjoint representation, then θgQ = 2(θg−
(dim Q− 1)(α,α)).
Proof. We treat the case of dl, the case of bl is similar. Label the nodes of D as α1, ..., αl and
consider them as nodes of D(g) in what follows. Let σ = α1 + · · · + αl−2 +
1
2(αl−1 + αl). Note
that with our normalizations, (σ, 2ρ) = dimQ, (λ, σ) = 1 and (σ, σ) = 1. We have τ = 2λ− 2σ
so θVτ = (2λ− 2σ, 2λ− 2σ) + (2λ− 2σ, 2ρ) = 2(θV + (λ, λ)− 4(λ, σ) + 2(σ, σ)− (σ, 2ρ)) and the
result follows. 
Several such subdiagrams may exist, each of them will provide us with a component of S2V .
Example. For every simple Lie algebra g whose adjoint representation is fundamental, S2g
contains only g(2), a trivial factor corresponding to the Killing form, and factors of the form gQ
(of which there are at most three, or two up to a symmetry of the Dynkin diagram).
Example. In the case of the subexceptional (see §5) and Scorza series (see §6), there is a unique
VQ and S
2V = V (2)⊕VQ.
Example. In the case of (En, Vω4) there are three distinct subdiagrams of quadric type, but they
furnish only a small part of S2Vω4 .
Note that in this case a point of XQ ⊂ PVQ ⊂ PS
2V produces both a quadric hypersurface
in PV ∗ and a quadric section of X ⊂ PV .
There is another characterization of maximal quadrics on X = G/P ⊂ PV , at least in the case
of minuscule and adjoint representations. Let σ+(X) denote a component of the set of points
of PV \X through which pass a family of secants of X of maximal dimension. If p ∈ σ+(X), its
entry locus Σp = {x ∈ X,∃y ∈ X − x, p ∈ xy}, is a maximal quadric on X.
Example. Let g = so2l, V = Vωk , with 1 < k < l− 1. Here X = GQ(k,C
2l) is the Grassmannian
of Q-isotropic k-planes in W = C2l, where Q denotes the quadratic form preserved by g. The
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two families of quadrics given by Tits fibrations or diagram induction may be seen geometrically
as follows: For the subdiagram corresponding to so2l−2k, choose E ∈ GQ(k − 1,W ), then
qE = {P ∈ GQ(k,W ), E ⊂ P ⊂ E
⊥} ≃ Q2l−2k.
The second family comes from the a3 subdiagram. Pick E ∈ GQ(k−2,W ) and F ∈ GQ(k+2,W ).
Then
qE,F = {P ∈ GQ(k,W ), E ⊂ P ⊂ F} ≃ Q
3.
We leave to the reader the pleasure of making the explicit correspondence with the quadric
hypersurfaces as above. The correspondance with σ+(X) is straightforward: the line joining two
distinct isotropic k-spaces U,U ′ is contained in X if and only if U and U ′ meet in codimension
one, and U +U ′ is isotropic. If this is not the case, points on the secant line between U and U ′
are contained in σ+(X) if either U,U
′ meet in codimension one but U + U ′ is not isotropic - in
this case the entry locus is qU∩U ′ , unless U,U
′ meet in codimension two and U +U ′ is isotropic,
in which case the entry locus is qU∩U ′,U+U ′ .
2.5. Linear syzygies and subdiagrams. Consider diagram induction when f = al with the
trivial representation in Wτ1 ⊗Wτl . We obtain subrepresentations of Vτ1 ⊗Vτl . We will call such
representations (Vτ1Vτl)Aad. Changing notation, write Wτ1 = Uλ, Wτl = Wµ, then (UW )Aad
has highest weight τ = λ + µ − σ where σ = α1 + · · · + αl where we have labelled the roots
corresponding to the subdiagram D(al). We can thus compute its Casimir as above.
Let S ⊂ S21(V ) denote the space of linear syzygies among the generators of I(X), the ideal
of X (which are of degree two). We have S = S21(V )∩ (I2(X)⊗ V ). (We should really consider
X ⊂ PV ∗ here, but our abuse of notation is harmless.)
Proposition 2.3. Let V be a fundamental representation, let X ⊂ PV be the closed orbit
and let U ⊂ I2(X) be an irreducible component of the space of quadrics containing X. Then
(V U)Aad ⊆ S.
Unfortunately we have no general proof of this fact, but it can be checked case by case.
In the cases of the Severi and subexceptional series below we have equality.
3. The Vogel decompositions
Vogel [23] has proposed a universal Lie algebra g([α, β, γ]), which allows one to parametrize all
complex simple Lie superalgebras by a projective plane (over some extension of the rationals)
quotiented out by S3. Evaluating at particular points, one recovers all complex simple Lie
algebras (and Lie superalgebras). He has given dimension and decomposition formulae for the
irreducible modules in g⊗ 2, g⊗ 3 that, independent of the existence of the universal Lie algebra,
give decomposition and dimension formulae for actual Lie algebras.
In order to connect his formulae to geometry, we break the S3 symmetry. One reason for
this is because inside Skg there is a preferred factor, the Cartan power g(k), which has the
geometric interpretation of Ik(Xad)
⊥, the annhilator of the degree k component of the ideal of
the closed orbit Xad ⊂ P(g). For example, g
(2) ⊂ S2g could be Y2, Y
′
2 or Y
′′
2 for Vogel (following
his notations). We fix it to be Y2. This has the consequence of normalizing Vogel’s parameter
α to be −(α˜, α˜), as according to Vogel, we have 2t = θg and 2(θg− α) = 2θg(2) = 2θg+ 2(α˜, α˜).
In §2.3 we discussed the factor gQ ⊂ S
2g, where we take the largest subdiagram of quadric
type here. We break the remaining Z2 symmetry by requiring that this space be Y
′
2 . We
obtain the following geometric interpretation of Vogel’s parameter β, which follows from [23]
and proposition 2.2:
Proposition 3.1. Notations as above: β = dimQ where Q is the largest quadric contained in
the adjoint variety X ⊂ Pg obtained as a shadow as in §2.4.
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Example. In the adjoint representations of F4, E6, E7 and E8, there is a unique quadric type
subdiagram of the marked Dynkin diagram, respectively of types B3, D4, D5 and D7, so that
β = 5, 6, 8 and 12, respectively.
Example. If there is a second unextendable family of G-homogeneous quadrics on the adjoint
variety (as is the case for the orthogonal groups), then this supplies a geometric interpreta-
tion of γ, namely γ is the dimension of a quadric in this second family. However, for adjoint
representations, this occurs only for the orthogonal groups, and in this case we always have
γ = 4.
Vogel describes three colinear collections of Lie algebras (in the sense that some choice of
inverse images of the points associated with the Lie algebras are colinear in the projective
plane). The three Vogel lines are the exceptional, Osp, and Sl. To these we add another line,
the subexceptional series, see §5, which lies on the line 2α− β + γ = 0.
With the above normalizations:
α β γ
Exceptional −2 m+ 4 2m+ 4
Osp : SO(m), Sp(−m) −2 m− 4 4
Sl : Sl(m) −2 2 m
subexceptional −2 m m+ 4
In the exceptional series the values of m are −23 , 0, 1, 2, 4, 8 for G2,D4, F4, E6, E7, E8. The
subexceptional line is A1, A1 × A1 × A1, C3, A5,D6, E7, with parameter m = −
2
3 , 0, 1, 2, 4, 8.
Although A1×A1×A1 is not simple, one can check that the Vogel dimension and decomposition
formulae still hold. The subexceptional line, unlike the three other lines osp, sl and exceptional,
is generic to order three in the sense that none of the spaces that appear in Vogel’s decomposition
formulas are zero in g⊗ k for k ≤ 3 except for the space Vogel labelsX ′′3 which is zero for all simple
Lie algebras. So, by comparing Casimir eigenvalues we can obtain geometric interpretations for
all the Vogel spaces. These interpretations (when such spaces exist) persist for other algebras
not on the line.
Here are Vogel’s decompositions with our interpretations of the spaces below. Recall our
convention that VµVν = Vµ+ν .
Λ2g = X1⊕X2
= g⊕ g2
S2g = Y2⊕Y
′
2 ⊕Y
′′
2 ⊕X0
= g(2)⊕ gQ⊕ gQ′ ⊕CB
Λ3g = X3⊕X
′
3⊕X
′′
3 ⊕X2⊕S
2g
= g3⊕ g2⊕S
2g
S3g = 2X1⊕X2⊕B⊕B
′⊕B′′⊕Y3⊕Y
′
3 ⊕Y
′′
3
= 2g⊕ g2⊕B⊕ ggQ⊕ ggQ′ ⊕ g
(3)⊕ gAP2 ⊕Y
′′
S21g = 2X2⊕ 2X2⊕Y2⊕Y
′
2 ⊕Y
′′
2 ⊕B⊕B
′⊕B′′⊕C ⊕C ′⊕C ′′
= 2g⊕ 2g2⊕ g
(2)⊕ gQ⊕ gQ′ ⊕B⊕ ggQ⊕ ggQ′ ⊕ gg2⊕ (ggQ)Aad⊕ (ggQ′)Aad
We have written g3 = X3⊕X
′
3 as it is a Casimir eigenspace. We have no interpretation for
X ′′3 as it does not exist for actual Lie algebras, nor B because it does not exist for the exceptional
series and it is −g2 for the subexceptional series.
The other decompostions can be deduced from these, e.g., X1⊗X2 = g⊗Λ
2g − g⊗ g =
(S21g⊕Λ
3g)− (S2g⊕Λ2g).
The only space not yet explained is gAP2 . It comes from diagram induction applied to a subdi-
agram in the Severi series, the distinguished representations in the second row of Freudenthal’s
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magic chart (see §7) as there is an invariant cubic on the representation W . The subdiagram
for gAP2 in the exceptional line is obtained by deleting the nodes for g and g2.
3.1. Comparison with Freudenthal’s magic square. Normalizing α = −2, Vogel’s formula
for dimg is
dimg =
(β + γ − 1)(2β + γ − 4)(2γ + β − 4)
βγ
The triality model enables one to deduce the following two parameter formula for the dimen-
sions of the Lie algebras occuring in Freudenthal’s magic square (see [17]).
Proposition 3.2. Let g(a, b) denote the Lie algebra that Freudenthal associates to the pair
(A,B) of real division algebras of dimensions a and b, and let p = a+ 4, q = b+ 4 then
dim g(a, b) = 3
(ab+ 4a+ 4b− 4)(ab + 2a+ 2b)
(a+ 4)(b+ 4)
.
dim g(p, q) =
3(pq − 20)(pq − 2p − 2q)
pq
The a, b parametrization is natural from the point of view of the composition algebras, the
p, q parametrization is more natural from the point of view of Tit’s fibrations. That the p, q
parametrization might be simpler to work with was brought to our attention by B. Westbury.
4. The exceptional series
Using either Freudenthal’s perspective of incidence geometry [10] or the triality model [17],
one has four distinguished representations in the exceptional series, denoted X1,X2,X3, Y
∗
2 in
[4]. We refer the reader to [9] for the notations and decomposition formulae.
The spaces Y ∗3 , G
∗,H∗, I∗, Y ∗4 all contain virtual representations, i.e., negatives of actual rep-
resentations, for the larger algebras in the series so it is not possible to assign direct geometric
interpretations.
The primitive representations are as follows: Xk = gk, Y
∗
2 = gQ, C
∗ = (gI2)Aad = S1, F
∗ =
(C∗g)Aad ⊆ S2. Here S1, S2 denote the first and second linear syzygies among the quadrics in
the ideal for the closed orbit Xad ⊂ Pg, where in general, for an algebraic variety X ⊂ PV
defined by quadratic polynomials I2(X) ⊂ S
2V ∗, we let S1 := (V
∗⊗ I2(X)) ∩ S21V
∗ and S2 :=
(V ∗⊗S1) ∩ S211V
∗ the second linear syzygies.
The others can be deduced from the primitive ones through Cartan products: Yk = g
(k), A =
gY ∗2 , C = gg2,D = Y
∗
2 g
(2),D∗ = Y ∗3 g, E = gC
∗, F = g2Y
∗
2 , G = g2g
(2),H = g2
(2), I = gg3, J =
Y ∗2
(2).
5. Subminuscule representations
Recall that a g-module V is called of type-θ if there is a Z/mZ-grading (allowing the possibility
of Z-gradings as well) of a simple Lie algebra l such that g is the semi-simple part of l0 and
V = lk for some k. It is of type I-θ if k = 1 and the grading is a Z-grading. We define a
further subclass, the sub-minuscule representations where the grading of l is minuscule (i.e., three
step). Geometrically, the subminuscule representations are the representations of semi-simple Lie
algebras occuring as the isotropy representation on the tangent space of an irreducible compact
Hermitian symmetric space, the type I-θ representations occur as the submodules T1 ⊂ T[e]G/P
where P is a maximal parabolic and T1 is the (unique) irreducible P -submodule of T[e]G/P see
[14].
In [14] we showed that for subminuscule representations, the only G orbits in PV are the
smooth points of the successive secant varieties of the closed orbit X = G/P ⊂ PV , and
moreover that the union of the secant Pk−1’s, denoted σk(X), is such that its ideal is generated
in degree k+1 with Ik+1σk(X) = I2(X)
(k−1) := (I2(X)⊗ S
k−1V ∗)∩ Sk+1V ∗, where I2(X)
(k−1)
is called the (k− 1)-st prolongation of I2(X). Another way to phrase this prolongation property
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is that the spaces of generators are the sucessive Jacobian ideals of the highest degree space
of generators. In practice these spaces are quite easy to compute and comparing with [2],
we observe that the symmetric algebra is free and the prolongations of I2(X) furnish all the
primitive factors for the symmetric algebra, so we obtain:
Theorem 5.1. Let V be a sub-minuscule representation of a semi-simple Lie algebra g. With
the notations above, and our convention VµVσ = Vµ+σ, we have a uniform formula for the
decomposition of the symmetric algebra into irreducible g-modules:
⊕∞k=1t
kSkV = Π∞j=2(1− t
jI2(X)
(j−1))−1
The product on the right hand side is finite.
Here the orbit closures exactly provide the primitive factors for the symmetric algebra. In
general, the orbit closures will provide some, but not all primitive factors, see the examples of
the subexceptional and sub-Severi series below.
Remark. A version of this result appears to have been known to Kostant as the “cascade of
orthogonal vectors”.
Example: The Scorza series. Zak established an upper bound on the codimension of a smooth
variety Xn ⊂ Pn+a of a given secant defect. (The secant defect is the difference between the
expected dimension of the secant variety of X (min{n+a, 2n+1}) and its actual dimension.) He
then went on to classify the varieties achieving this bound, which he calls the Scorza varieties.
They are all closed orbits G/P ⊂ PV and give rise to the following two parameter (a, n) series:
(SLn, V2ω1), (SLn×SLn, Vω1 ⊗Wη1), (SL2n, Vω2), (E6, Vω1), where a is respectively 1, 2, 4, 8 and
a = 8 only for the n = 3 case. This series is the second row of the generalized Freudenthal magic
square, see [15]. We could add to this the finite group Sn, case a = 0, corresponding to the
variety of n points in Pn−1. In this case the symmetric algebra is generated by the “determinant”
(see [16]), which has degree n, and the spaces of k× k minors. Here I2(X)
(j−1) respectively has
highest weights 2ωn−k, ωn−k + ηn−k, ω2n−2k. We remark that dim V (a, n) = n+ a
n(n−1)
2 .
6. The subexceptional series
This is the series coming from the third line of Freudenthal’s square:
A1, A1 ×A1 ×A1, C3, A5, D6, E7.
Let m = −23 , 0, 1, 2, 4, 8 respectively. Freudenthal’s perspective [10] or the triality model [17]
uncovers three preferred irreducible representations, respectively denoted V, VQ = g, V2 in the
table below and of dimensions 6m+ 8, 3(2m+3)(3m+4)(m+4) , 9(m+ 1)(2m + 3).
Let Γ0 be the automorphism group of the Dynkin diagram, and Γ ⊂ Γ0 be the subgroup
preserving the marked Dynkin diagram (Γ = S3 for g = A1 × A1 × A1, Γ = S2 for g = A5
and is trivial otherwise). With the help of the programm LiE [8], we obtained the following
decomposition formulae into g×Γ0-Casimir eigenspaces. Letting V0 = C, we have, up to at least
degree six:
Λ2pV = V2p⊕V2p−2⊕ · · · ⊕V0,
Λ2p+1V = V2p+1⊕V2p−1⊕ · · · ⊕V1.
Note that V2, V3 are irreducible.
This decomposition coincides with the decomposition into primitives for the symplectic form.
In general the decomposition of a symplectic g module W into primitives is not Casimir-
irreducible. Consider the primitives in the A9-module Λ
2(Λ5C10) = C⊕Vω2+ω8 ⊕Vω4+ω6 . The
last two factors consitute the primitive subspace but they have different Casimir eigenvalues.
In the last four cases of the series, V is exceptional in the sense of [2], that is, the algebra
C[V ]u of invariant regular functions on V ∗ under a maximal nilpotent subalgebra u of g, i.e.,
the covariant algebra, is a polynomial algebra. Such an invariant is a highest weight vector of
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some symmetric power of V , which allows one to decompose SkV into irrreducible factors for
all k. The results of [2] imply, again with our convention VλVµ = Vλ+µ, that:⊕
k≥0
tkSkV = (1− tV )−1(1− t2g)−1(1− t3V )−1(1− t4)−1(1− t4V2)
−1.
As with the subminuscule case, the spans of generators of ideals of each orbit closure in PV give
primitive factors in S•V . In contrast, there is one additional primitive factor, V2 ⊂ S
4V , which
is also the primitive part of Λ2V . The presence of the primitive V2 factor may be understood as
follows: the symplectic form ω on V enables an equivariant identification V ≃ V ∗. Polarizing
the invariant quartic form gives a map q : S3V → V ∗ ≃ V . Finally, we obtain a natural map
s : S4V → V2 by letting s(v
4) = v∧q(v3) mod ω. This map is nonzero and exhibits V2 as an
irreducible component of S4V .
The remaining decompositions for V ⊗ k in degrees three and four are:
S21V = V ⊕C⊕V g⊕V V2
S31V = V2⊕ 2V
(2)⊕ 2g⊕V C ⊕ gV (2)⊕ gV2⊕ g2⊕V2V
(2),
S22V = C⊕ 2V2⊕ gV
(2)⊕V C⊕Q⊕ g(2)⊕V2
(2),
S211V = V2⊕V
(2)⊕ g⊕V C ⊕ gV2⊕ g2⊕L⊕V V3,
Note that the only primitives up to degree three are C, g and the Vk’s and the only new
primitives in degree four are Q and L.
The Casimir eigenvalues for the modules involved in these formulas are all of the form am+b8m+8
with a, b ∈ Z, and are linear functions of (λ, λ) = 38m+8 . Here are the Casimir eigenvalues:
θV (k) =
k(6m+9)+3(k2−k)
8m+8 , θVk =
6km+(10k−k2)
8m+8 , θg(k) =
2km+(k2+k)
2(m+1) ,
θC =
12m+9
8m+8 , θQ =
3m
2m+2 , θL =
2m+1
m+1
The dimensions of these modules are rational functions of m with simple denominators, see
[17] for the dimension formulas with the exception of
dim C =
32(m + 1)(2m+ 3)(3m + 4)
(m+ 4)(m+ 6)
,
dim Q =
(8−m)(m+ 1)(2m+ 3)(3m + 2)(3m + 4)
(m+ 4)2(m+ 6)
,
dim L =
9(8−m)(m+ 1)(2m+ 3)(3m + 2)(3m+ 4)
(m+ 4)(m+ 6)(m+ 8)
.
There is a geometric interpretation for the primitives C and L in terms of syzygies. We lack
a geometric interpretation for Q as it is empty for e7 and it does not appear in the minimal free
resolutions.
Proposition 6.1. Let Sk denote the space of linear syzygies of order k in the minimal resolution
of a sub-exceptional variety, beginning with S0 = I2(X). Then
S0 = g, S1 = C, S2 = L.
The decompositions of g⊗ 2 and g⊗ 3 are as with Vogel’s formulas. Except in the case of
e7, where it is irreducible, g3 decomposes into two irreducible representations that are called
X3 and X
′
3, by Vogel. Their dimensions have algebraic expressions which are not rational in
m. (In Vogel’s formulae, the expressions are not rational in α, β, γ either.) From Deligne’s
perspective, g3 should not be considered a preferred representation as its dimension formula
contains a quadratic factor in its numerator:
dim g3 =
(2m+ 3)(3m + 4)(9m + 16)(m + 1)(18m2 + 43m+ 4)
(m+ 4)3
We also have:
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g⊗V = V ⊕C⊕V g,
g(2)⊗V = V g(2)⊕V g⊕ gC,
V (3)⊗ g = gV (3)⊕V (3)⊕V V2⊕CV
2,
Λ2V2 = V
(2)⊕ g⊕V C ⊕ gV2⊕ g2⊕L⊕V V3,
Λ2V (2) = V (2)⊕ g⊕ gV2⊕V2V
(2),
S2V (2) = C⊕V2⊕ gV
(2)⊕V (4)⊕ g(2)⊕V2
(2),
V2⊗V
(2) = V2⊕V
(2)⊕ g⊕V C⊕ gV (2)⊕ gV2⊕ g2⊕V V3⊕V2V
(2),
V2⊗ g = V2⊕V
(2)⊕ g⊕V C⊕ gV2⊕ g2⊕L,
V (2)⊗ g = V2⊕V
(2)⊕V C⊕ gV (2),
V2⊗V = C ⊕V g⊕V3⊕V V2⊕V,
V (2)⊗V = V g⊕V V2⊕V
(3)⊕V V3,
C ⊗V = V2⊕ g⊕V C ⊕ g2⊕L⊕Q,
V g⊗V = V2⊕V
(2)⊕ g⊕V C⊕ gV (2)⊕ gV2⊕ g2⊕ g
(2),
V3⊗V = V2⊕V C ⊕ gV2⊕ g2⊕L⊕V V3⊕V4,
V V2⊗V = V2⊕V
(2)⊕V C⊕ gV (2)⊕ gV2⊕V V3⊕V2V
(2)⊕V2
(2),
V (3)⊗V = V (2)⊕ gV (2)⊕V2V
(2)⊕V (4),
S2V2 = V2
(2)⊕V4⊕ gV
(2)⊕ g(2)⊕ 2V2⊕C⊕CV
The highest weights of the modules involved in the above formulas are as follows:
A1 A
⊕ 3
1 C3 A5 D6 E7
V [3] [1, 1, 1] [0, 0, 1] [0, 0, 1, 0, 0] [0, 0, 0, 0, 0, 1] [0, 0, 0, 0, 0, 0, 1]
V2 [4] [2, 2, 0] [0, 2, 0] [0, 1, 0, 1, 0] [0, 0, 0, 1, 0, 0] [0, 0, 0, 0, 0, 1, 0]
V3 [3, 1, 1] [1, 2, 0] [1, 0, 0, 2, 0] [0, 0, 1, 0, 1, 0] [0, 0, 0, 0, 1, 0, 0]
V4 − [4] [4, 0, 0] [0, 3, 0] [0, 3, 0, 0, 0] [0, 1, 0, 0, 2, 0] [0, 0, 0, 1, 0, 0, 0]
[2, 2, 2] [3, 0, 1] [1, 1, 0, 1, 1] [0, 0, 2, 0, 0, 0]
V5 − [3] [2, 1, 1] [2, 0, 1, 0, 2] [1, 0, 0, 0, 3, 0] [0, 1, 1, 0, 0, 0, 0]
[5, 0, 0] [1, 2, 0, 1, 0] [0, 1, 1, 0, 1, 0]
V6 − [0] −[4, 0, 0] [4, 1, 0] [2, 1, 1, 0, 1] [0, 0, 0, 0, 4, 0] [1, 2, 0, 0, 0, 0, 0]
−[2, 2, 2] [2, 0, 2] [0, 2, 0, 2, 0] [1, 0, 1, 0, 2, 0] [0, 0, 2, 0, 0, 0, 0]
[3, 0, 0, 0, 3] [0, 2, 0, 1, 0, 0]
g [2] [2, 0, 0] [2, 0, 0] [1, 0, 0, 0, 1] [0, 1, 0, 0, 0, 0] [1, 0, 0, 0, 0, 0, 0]
g2 [2, 2, 0] [2, 1, 0] [0, 1, 0, 0, 2] [1, 0, 1, 0, 0, 0] [0, 0, 1, 0, 0, 0, 0]
g3 [2, 2, 2] [3, 0, 1] [3, 0, 1, 0, 0] [2, 0, 0, 1, 0, 0] [0, 0, 0, 1, 0, 0, 0]
−[4, 0, 0] [0, 3, 0] [1, 1, 0, 1, 1] [0, 0, 2, 0, 0, 0]
C [1] [1, 1, 1] ⊗ ρ [1, 1, 0] [1, 1, 0, 0, 0] [1, 0, 0, 0, 1, 0] [0, 1, 0, 0, 0, 0, 0]
Q [0, 0, 0] ⊗ ρ [0, 1, 0] [1, 0, 0, 0, 1] [2, 0, 0, 0, 0, 0]
L [2, 0, 0] [1, 0, 1] [0, 1, 0, 1, 0] [0, 0, 0, 0, 2, 0]
In the column corresponding to A1 × A1 × A1, ρ denotes the two-dimensional irreducible
representation of Γ = S3.
The first two cases of the series deserve special care since they are slightly degenerate and we
discuss them in the following two subsections.
6.1. Binary cubics. In the A1 case V2 = g
(2), and there is no factor 1−t4V2 in the denominator.
Moreover, V is not exceptional since there exists a relation in degree 6 between the fundamental
covariants (see e.g. [7]). We have⊕
k≥0
tkSkV =
1− t6V (2)
(1− tV )(1− t2g)(1− t3V )(1− t4)
.
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6.2. 2×2×2 hypermatrices. Write A1×A1×A1 = sl(A)× sl(B)× sl(C), with A,B,C ≃ C
2.
Introduce the symmetrization operator φ on formal power series with coefficients in A1 ×
A1 × A1-modules, which associates to S
aA⊗SbB⊗ScC its complete symmetrization, e.g.,
φ(S2A⊗B) = S2A⊗B⊕S2A⊗C ⊕S2B⊗A⊕S2B⊗C⊕S2C ⊗A⊕S2C⊗B, and φ(S3A) =
S3A⊕S3B⊕S3C.
Theorem 6.2. The covariant algebra C[A⊗B⊗C]n×S3 is a polynomial algebra. More precisely,⊕
k≥0
tkSkV = φ
1
(1− tV )(1− t2g)(1− t3V )(1− t4)(1 − t4V2)
,
where V = A⊗B⊗C, g = S2A⊕S2B⊕S2C and V2 = Λ
2(A⊗B⊗C)/C = S2A⊗S2B⊕S2B⊗S2C ⊕
S2C ⊗S2A.
Here use the convention g(k) = S2kA⊕S2kB⊕S2kC, and similarly for V
(k)
2 .
Thus although A⊗B⊗C is not exceptional in the sense of [2], it does become exceptional
when we take into account the S3-symmetry.
Note that the generators of the symmetric algebra have the same degrees as in the other cases
of the subexceptional series.
The theorem is a consequence of the following lemma:
Lemma 6.3. Let µ(n; a, b, c) denote the multiplicity of Sn−a,aA⊗Sn−b,bB⊗Sn−c,cC inside
Sn(A⊗B⊗C). Suppose that c ≥ a, b and 2c ≤ n. Then
µ(n; a, b, c) =


0 if c > a+ b,
E(a+b−c2 ) + 1 if c ≤ a+ b and n ≥ a+ b+ c,
E(a+b−c2 )− E
+(a+b+c−n2 ) + 1 if c ≤ a+ b and n ≤ a+ b+ c.
Here E(x) denotes the largest integer smaller than or equal to x, and E+(x) the smallest
integer greater than or equal to x.
Recall that irreducible representations of Sn are naturally indexed by partitions of n. We let
[λ] denote the representation associated to a partition λ, following the notation of [19].
By Schur duality, µ(n; a, b, c) can be interpreted in terms of representations of symmetric
groups, as the dimension of the space ofSn-invariants in the triple tensor product [n−a, a]⊗ [n−
b, b]⊗ [n− c, c], or the multiplicity of [n − a, a] inside [n − b, b]⊗ [n − c, c]. The behavior of the
multiplicity of [n+λ] inside [n+µ]⊗ [n+ ν] as a function of n was investigated in [3, 19], where
it was proved to be non-decreasing, and constant for n sufficiently large.
Proof. We use Cauchy formula [13] for the symmetric powers of a tensor product:⊕
k≥0
tkSk(A⊗B⊗C) =
⊕
a≥b≥0
ta+bSa,bA⊗Sa,b(B⊗C).
SinceA is two dimensional, Sa,bA = S
a−bA as sl2-modules. Moreover, we can write Sa,b(B⊗C) =
Sa(B⊗C)⊗Sb(B⊗C)− Sa+1(B⊗C)⊗Sb−1(B⊗C), so we first compute⊕
a≥b≥0 t
a+bSa,bA⊗S
a(B⊗C)⊗Sb(B⊗C) =
=
⊕
α≥β,γ≥δ,α+β≥γ+δ t
α+β+γ+δSα+β,γ+δA⊗Sα,βB⊗Sγ,δB⊗Sα,βC ⊗Sγ,δC.
The last equality follows from Cauchy formula. Now the Clebsh-Gordon formula implies that
Sα,βB⊗Sγ,δB = S
α−βB⊗Sγ−δB = ⊕0≤k≤α−β,γ−δS
α−β+γ−δ−2kB. Define the formal series
Pu,v,w(t) by the identity⊕
a≥b≥0
ta+bSa,bA⊗S
a(B⊗C)⊗Sb(B⊗C) =
⊕
u,v,w≥0
Pu,v,w(t)S
uA⊗SvB⊗SwC,
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and observe that the coefficient of tn inside Pu,v,w(t) is equal to the number of solutions of the
system of equations in nonnegative integers

n = α+ β + γ + δ,
u = α+ β − γ − δ,
v = α+ γ − β − δ − 2k,
w = α+ γ − β − δ − 2l,
with α + β ≥ γ + δ and 0 ≤ k, l ≤ α − β, γ − δ. From these equations we first deduce that
u+ v = 2α− 2δ − 2k and u+w = 2α− 2δ − 2l, which imply that u, v, w have the same parity.
Let 2r = u+v and 2s = u+w, so that k = α− δ− r and l = α− δ−s. Suppose that u ≥ v ≥ w,
so that in particular r ≥ s. Then
Pu,v,w(t) =
∑
γ+s≥α≥δ+r
δ+s≥β≥0
α+β=γ+δ+u
tα+β+γ+δ =
∑
α≥δ+r
δ+s≥β≥0
β+s=δ+u
t2α+2β−u =
tv
1− t2
∑
δ+s≥β≥0
β+s=δ+u
t2δ+2β =
tu+v−w(1− t2w+2)
(1− t2)2(1− t4)
.
A similar computation shows that⊕
a≥b>0
ta+bSa,bA⊗S
a+1(B⊗C)⊗Sb−1(B⊗C) =
⊕
u,v,w≥0
Qu,v,w(t)S
uA⊗SvB⊗SwC,
where Qu,v,w(t) =
tu+v−w+2(1−t2w+2)
(1−t2)2(1−t4)
for u ≥ v ≥ w. Thus
⊕
k≥0
tkSk(A⊗B⊗C) =
⊕
u,v,w≥0
tu+v+w−2m(1− t2m+2)
(1− t2)(1− t4)
SuA⊗SvB⊗SwC,
with the notation m = min(u, v, w). The lemma is now just a transcription of this formula. 
The lemma can be rewritten in the following form:
⊕
k≥0 t
kSk(A⊗B⊗C) = 1
(1−tA⊗B⊗C)(1−t3A⊗B⊗C)(1−t4)
×
×
(
1
1−t4S2A⊗S2B
(
1
1−t2S2A
+ 1
1−t2S2B
− 1
)
+ 1
1−t4S2B⊗S2C
(
1
1−t2S2B
+ 1
1−t2S2C
− 1
)
+
+ 1
1−t4S2C ⊗S2A
(
1
1−t2S2C
+ 1
1−t2S2A
− 1
)
− 1
1−t2S2A
− 1
1−t2S2B
− 1
1−t2S2C
+ 1
)
.
and the theorem follows.
6.3. Isotropy representations of orthogonal adjoint varieties. The set of semi-simple
parts of the isotropy groups for all fundamental adjoint varieties consists of the subexceptional
series plus sl2 × son acting on V = A⊗B = C
2⊗Cn. This new case is quite similar as:
Proposition 6.4.⊕
k≥0
tkSkV =
1
(1− tV )(1− t2S[1,1]B)(1− t3V )(1 − t4)
( 1
1− t2S[2]A
+
1
1− t4S[2]B
− 1
)
.
Thus the covariant algebra C[V ]u is not a polynomial algebra as in the subexceptional cases,
although it has generators of exactly the same degrees. The fact that we no longer obtain a
polynomial algebra seems to be related, first to the nonsimplicity of g = S2A⊕S[1,1]B, and
also to the fact that V2 = S[2]B⊕S
2A⊗S[1,1]B partly comes from g, since its second factor is
just the tensor product of the two components of g. Unlike the subexceptional case, the orbit
closures here are not nested.
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Proof. The Cauchy formula gives
Sk(A⊗B) =
⊕
l≥m≥0
l+m=k
Sl,mA⊗ Sl,mB.
Here the Schur power Sl,mB is not irreducible as a son-module, its decomposition into irre-
ducibles can be found in [13] and is given by
Sl,mB =
⊕
a≥b≥0,
p≥q≥0
cl,m(2a,2b),(p,q)S[p,q]B,
where S[p,q]B denotes the irreducible son-module indexed by the two-parts partition (p, q), and
the Littlewood-Richardson coefficient cl,m(2a,2b),(p,q) is the multiplicity of the GL(C)-module Sl,mC
inside the tensor product S2a,2bC ⊗Sp,qC, where C is some vector space of dimension at least
two. By the Littlewood-Richardson rule, this multiplicity equals the number of triples of non-
negative integers α, β, γ such that 0 ≤ β ≤ 2a− 2b and 0 ≤ γ ≤ α, l = 2a+ α, m = 2b+ β + γ,
p = α+ β and q = γ. Letting a = b+ c, we get⊕
k≥0
tkSkV =
⊕
b,c,α,β,γ≥0
0≤β≤2c,0≤γ≤α
t4b+2c+α+β+γS2c+α−β−γA⊗S[α+β,γ]B.
We let α = γ+ δ, and for a we distinguish two cases: either β = 2ρ is even and we let a = ρ+σ,
or β = 2ρ+ 1 is odd and we let a = ρ+ σ + 1. Then⊕
k≥0 t
kSkV = 11−t4
(⊕
ρ,σ,γ,δ≥0 t
4ρ+2σ+2γ+δS2σ+δA⊗S[γ+δ+2ρ,γ]B+
+
⊕
ρ,σ,γ,δ≥0 t
4ρ+2σ+2γ+δ+3S2σ+δ+1A⊗S[γ+δ+2ρ+1,γ]B
)
,
giving the rational expressions⊕
k≥0 t
kSkV = 1+t
3A⊗B
(1−t4)(1−tA⊗B)(1−t2S2A)(1−t2S[1,1]B)(1−t4S[2]B)
=
1−t6S2A⊗S[2]B
(1−tA⊗B)(1−t4)(1−t3A⊗B)(1−t2S2A)(1−t2S[1,1]B)(1−t4S[2]B)
= 1
(1−tA⊗B)(1−t4)(1−t3A⊗B)(1−t2S[1,1]B)
(
1
1−t2S2A
+ 1
1−t4S[2]B
− 1
)
.

7. The Severi series
Zak proved Hartshorne’s conjecture that a smooth subvariety Xn ⊂ Pn+a not contained in a
hyperplane cannot have a degenerate secant variety if a < n2+2, and then classified the boundary
case. The answer gives rise to the series corresponding to the second line in Freudenthal’s square:
A2, A2 ×A2, A5, E6
which we parametrize by m = 1, 2, 4, 8. We could add the finite group S3 with m = 0. (In the
case m = 0 that V , defined below, has the correct dimension, but g does not.)
Freudenthal’s incidence geometries [10] or the triality model [17] distinguishes two isomorphic
representations of dimension 3m + 3. We choose one, call it V and call its dual V ∗. In fact
V ∗ = VQ = I2(X) with respect to our previous notations, where X ⊂ PV denotes the unique
closed orbit. While not singled out by the triality model, g does occur as g = (V V ∗)Aad, i.e., as
a space of linear syzygies. Its dimension is dim g = 4(m+1)(3m+2)m+4 .
Let Γ0 be the automorphism group of the Dynkin diagram, and Γ ⊂ Γ0 be the subgroup
preserving the marked Dynkin diagram (Γ is trivial except for g = A2 ×A2, for which Γ = S2).
We obtain the following decomposition formulae into g× Γ0-Casimir eigenspaces:
SERIES OF LIE GROUPS 15
ΛkV = Vk, 2 ≤ k ≤ 6,
g⊗V = V ⊕V2
∗⊕V g⊕ J,
S21V = g⊕V V
∗⊕V V2,
S31V = V ⊕V2
∗⊕V (2)V ∗⊕V g⊕V ∗V2⊕V
(2)V2,
S22V = V ⊕V
(2)∗⊕V (2)V ∗⊕V g⊕V2
(2),
S211V ⊃ V2
∗⊕V g⊕ J ⊕V ∗V2.
The Severi series is sub-minuscule, so Theorem 5.1 applies. There are only three orbits:⊕
k≥0
tkSkV = (1− tV )−1(1− t2V ∗)−1(1− t3)−1.
The Casimir eigenvalues for these modules are all of the form am+b9m with a, b ∈ Z and are
linear functions of (λ, λ) as before.
The dimensions of these modules are rational functions of m with simple denominators. The
formulas can be found in [17], with the exceptions of Vk which is obvious, g given above and
dim J =
3(m+ 1)(8 −m)(3m+ 2)
2(m+ 4)(m+ 6)
.
As explained in §2, g ⊂ S1 is a subspace of the space of linear syzygies of X ⊂ PV . In fact
more is true:
Proposition 7.1. Let Sk denote the chain of linear syzygies in the minimal resolution of a
Severi variety, beginning with S0 = I2(X). Then
S0 = V
∗, S1 = g, S2 = J.
The highest weights of the modules involved in the decomposition formulas are given in the
following table. Note that for A⊕ 21 each time a representation occurs, its mirror occurs as well
which we supress in the list. In particular, the adjoint representation is not irreducible:
A2 A
⊕ 2
2 A5 E6
V [2, 0] [0, 1|1, 0] [0, 1, 0, 0, 0] [1, 0, 0, 0, 0, 0]
g [1, 1] [1, 1|0, 0] [1, 0, 0, 0, 1] [0, 1, 0, 0, 0, 0]
V2 [2, 1] [1, 0|2, 0] [1, 0, 1, 0, 0] [0, 0, 1, 0, 0, 0]
V3 [3, 0] [0, 0|3, 0] [0, 0, 2, 0, 0] [0, 0, 0, 1, 0, 0]
[0, 3] [2, 0, 0, 1, 0]
[1, 1|1, 1]
V4 [1, 2] [2, 0|0, 2] [3, 0, 0, 0, 1] [0, 1, 0, 0, 1, 0]
[1, 0|1, 2] [1, 0, 1, 1, 0]
V5 [0, 2] [2, 0|0, 2] [4, 0, 0, 0, 0] [0, 2, 0, 0, 0, 1]
[1, 0|1, 2] [2, 0, 1, 0, 1] [0, 0, 0, 0, 2, 0]
[2, 1|0, 1] [0, 1, 0, 2, 0]
V6 [0, 0] [0, 0|3, 0] [1, 1, 0, 1, 1] [0, 3, 0, 0, 0, 0]
[0, 3|0, 0] [3, 0, 1, 0, 0] [0, 1, 0, 0, 1, 1]
[1, 1|1, 1] [0, 0, 0, 3, 0]
J [0, 1] [1, 0|0, 1] [2, 0, 0, 0, 0]
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8. The Severi-section series
This is the series of the first line in Freudenthal’s square:
A1, A2, C3, F4.
Again let m = 1, 2, 4, 8 respectively. This series does not correspond to a line in Vogel’s plane,
but B1 = A1, A2, C3 are on a line, their parameters being (7m − 8,−2m, 4) for m = 1, 2, 4. In
particular the sum of these coefficients is 5m − 4, which is precisely the denominator in the
Casimir eigenvalues below. There is a distinguished g-module V of dimension 3m+ 2.
We have a uniform decomposition
Λ2V = g⊕V2
where the presence of both factors is easily understood, the first because g preserves a quadratic
form on V and thus lies in so(V ), the second by diagram induction.
Let Γ0 be the automorphism group of the Dynkin diagram, and Γ ⊂ Γ0 be the subgroup
preserving the marked Dynkin diagram (Γ is trivial except for g = A2, for which Γ = S2). We
obtain the following decomposition formulae into irreducible g× Γ-modules:
Proposition 8.1. Let εm = 1 for m = 1, εm = 0 for m = 2, 4, 8. Then∑
k≥0
tkSkV =
1− εmt
6V (3)
(1− tV )(1− t2)(1− t2V )(1− t3)(1 − t3V2)
.
All the generators except V2 and the quadratic form are generators of ideals of orbits. The
presence of V2 can be understood as follows: the polarization of the cubic invariant gives a map
r : S2V → V ∗ ≃ V , hence a map s : S3V → V2 by letting s(v
3) = p(v, r(v)), where we identify
V ≃ V ∗ using the quadratic form.
For m = 4 or 8 the representation V is again exceptional in the sense of [2], whose results
imply the Proposition in those cases.
In the case m = 1 the invariant algebra C[V ]g is free, but there exists a (unique) relation in
degree six between the fundamental covariants in C[V ]u. This is the classical case of quartic
binary forms (see [7] and references therein for covariants of binary forms).
The Casimir eigenvalues for these modules are all of the form am+b5m−4 with a, b ∈ Z and are
linear functions of (λ, λ).
We have
dim g =
3m(3m+ 2)
m+ 4
, dim V2 =
(3m+ 2)(3m + 4)(m + 1)
2(m+ 4)
and highest weights are given in the following table:
A1 A2 C3 F4
V [4] [1, 1] [0, 1, 0] [0, 0, 0, 1]
g [2] [1, 1] [2, 0, 0] [1, 0, 0, 0]
V2 [6] [3, 0] [1, 0, 1] [0, 0, 1, 0]
8.1. The adjoint representation of sl3. . The case m = 2 deserves some explanation since
V2 is irreducible as a g× Γ-module, but has two components as a g-module: V2 = V3ω1 ⊕ V3ω2 ,
the nontrivial element of Γ = Z/2Z permutes the two components. The identity above should
be understood as∑
k≥0
tkSkV =
1
(1− tV )(1− t2)(1 − t2V )(1− t3)
( 1
1− t3V3ω1
+
1
1− t3V3ω2
− 1
)
.
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Note that (1−t3V3ω1)
−1+(1−t3V3ω2)
−1−1 = 1+
∑
k>0 t
k(V3kω1⊕V3kω2), so that the preceeding
identity means that sl3 is exceptional in the sense that C[sl3]
u×Γ is a polynomial algebra, although
C[sl3]
u is not.
We briefly explain how one obtains the preceeding generating function gsl3(t) for the symmetric
powers of sl3. If U denotes the natural three-dimensional module, first note that U
∗⊗U =
sl3 ⊕C, so that gsl3(t) = (1− t)gU∗⊗U (t). Again the symmetric powers of a tensor product are
given by the Cauchy formula:
Sk(U∗⊗U) =
∑
a+2b+3c=k
Sa+b+c,b+c,cU ⊗ Sa+b+c,b+c,cU
∗.
But as sl3-modules, Sa+b+c,b+c,cU
∗ = Sa+b,bU
∗ = Sa+b,aU , and we get
gsl3(t) =
1− t
1− t3
∑
a,b≥0
ta+2bSa+b,aU ⊗Sa+b,bU.
Now we use the Littlewood-Richardson rule to compute these scalar products: we refer the
reader to [18] for the statement and the terminology we use in the sequel. Following this rule,
the irreducible components of Sa+b,aU ⊗Sa+b,bU are encoded by skew-tableaux of the following
type:
1 1 1 1
1 1 1 2 2 2
1 2 2 2
We have a+ b empty boxes on the first line, b on the second line. We add αi boxes numbered 1
on the i-th line, i = 1, 2, 3, with total number a+ b, and βj boxes numbered 2 on the j-th line,
j = 2, 3, with total number a. Moreover, there are two types of constraints. First we must get
a semistandard skew-tableau, which means that below a box numbered 1 there can be no box
also numbered 1, and below a box numbered 2 there can be no box at all. This means that
α2 ≤ a, α2 + β2 ≤ a+ α1, α3 ≤ b, α3 + β3 ≤ b+ α2.
Second, the word one obtains by reading the numbered boxes right to left and top to bottom
must be Yamanouchi (or a lattice word), which means that
β2 ≤ α1 and β2 + β3 ≤ α1 + α2.
When these conditions are fulfilled, we have Sa+b+α1,b+α2+β2,α3+β3U ⊂ S
k(U∗⊗U).
Recalling that a = α1 + α2 + α3 and b = β2 + β3, it is easy to see that this set of inequalities
actually reduces to:
β2 ≤ α1, α2 ≤ β2 + β3, β2 + 2β3 ≤ α1 + 2α2.
The first of theses implies that we can write α1 = β2+ u for some non-negative integer u. Then
we have two cases.
If α2 ≥ β3, we let α2 = β3+v for some non-negative integer v, then the third inequality is au-
tomatically true and the second one reduces to β2 ≥ v, so that β2 = v+w for some non-negative
integer w. The sl3-module we obtain this way is S2u+3v+2w+α3+β3,u+3v+w+α3+β3,α3+β3U =
S2u+3v+2w,u+3v+wU , and the overall contribution of this case is∑
u,v,w,α3,β3≥0
t2u+3v+w+2α3+β3S2u+3v+2w,u+3v+wU
= 1
(1−t2S21U)(1−t3S33U)(1−tS21U)(1−t2)(1−t3)
.
If α2 ≤ β3, we let α2 = β3 − v for some non-negative integer v; then the second inequality is
automatically true and the third one reduces to u ≥ 2v, so that u = 2v+w for some non-negative
integer w. The sl3-module we obtain this way is S4v+2w+α2+α3+2β2,v+w+α2+α3+β2,v+α2+α3U =
S3v+2w+2β2,w+β2U , and the overall contribution of this case is∑
v,w,α2,α3,β2≥0
t3v+2w+2α2+α3+β2S3v+2w+2β2,w+β2U
= 1(1−t3S3U)(1−t2S21U)(1−t2)(1−t)(1−tS21U) .
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Finally, we counted the case α2 = β3 twice, whose contribution is easily calculated to be∑
u,α2,α3,β2≥0
t2u+α2+2α3+β2S2u+2β2,u+β2U =
1
(1− t2S21U)(1 − t)(1− t2)(1− tS21U)
.
Putting together theses three contributions we easily obtain the expression we claimed for the
generating series gsl3(t).
9. The highest possible Casimir eigenspace of ΛkV
Let V be a fundamental representation of a simple Lie algebra g with highest weight λ and
Casimir eigenvalue θV . Let α denote the simple root whose coroot is Killing-dual to λ. Define
Vk ⊆ Λ
kV to be the (possibly empty) subspace with Casimir eigenvalue
θVk := kθV + k(k − 1) [(λ, λ) − (α,α)] .
We expect that Vk, when nonempty, is the highest Casimir eigenspace in Λ
kV . We show
below that this is the case when V is minuscule, it is true when V is adjoint by [12], and we
extend it to other fundamental representations in low degrees in proposition 9.3. Let k0 denote
the largest k for which Vk is nonempty.
Remark. In [12], a beautiful characterization of Vk is given in the case V = g is the adoint
representation: the components of gk correspond to abelian ideals of a fixed Borel b. Our answer
in the general case is not as elegant and it would be nice to have a simpler characterization.
For the adjoint representations k0 is explicitly known. Also note that θgk = k as our formula
predicts.
In the standard representations of classical series and the Severi series, we have Vk = Λ
kV
in low degrees. In the subexceptional series, in low degrees Vk is the primitive subspace for the
symplectic form ω, i.e., ΛkV = Vk ⊕ (ω ∧ Λ
k−2V ). For the exceptional series, at least in low
degrees, gk is the primitive part of Λ
kg For example, Λ2g = g⊕ g2, but the inclusion g→ Λ
2g is
just the Lie bracket, so the only primitive piece is g2.
Let Wk denote the Casimir eigenspace of Λ
kV of maximal eigenvalue. The discussion of [12]
implies that Wk is decomposably generated, i.e., its highest weight vectors are all of the form
v1∧ · · · ∧vk for some weight vectors v1, . . . , vk of V . (Kostant only considered the case where
V = g is the adjoint representation, but his arguments apply to any irreducible module.) Note
that the set of vectors v1, ..., vk is B-stable and conversely a B-stable set of vectors wedged
together furnishes a highest weight vector. Here B denotes the Borel compatible with our
choices.
We will call a B-stable set of weight vectors complete. We will also call the corresponding set
of weights complete. A subset S of the weights of V is complete if and only if for all µ ∈ S and
each β that is a sum of positive roots, if µ+ β is a weight of V , then µ+ β ∈ S.
Thus the problem of characterizing Wk is to characterize which complete subsets of weights
(possibly with multiplicities, bounded by their multiplicities in V ) determine a maximal Casimir
eigenvalue.
Let Hj be an orthonormal basis of the Cartan subalgebra of g, and Xβ a generator of the
root space gβ. Let Θ denote the Casimir operator. We have (see [16])
Θ(v1 ∧ · · · ∧ vk) =
∑
i
HiHi(v1 ∧ · · · ∧ vk) +
∑
β∈∆
XβX−β(v1 ∧ · · · ∧ vk)
= kθV v1∧ · · · ∧vk + 2
∑
l
∑
i<j
v1∧ · · · ∧Hlvi∧ · · · ∧Hlvj∧ · · · ∧vk
+
∑
β∈∆
∑
i 6=j
4
(Xβ ,X−β)
v1∧ · · · ∧Xβvi∧ · · · ∧X−βvj∧ · · · ∧vk.
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In order to state the main result of this section, we define the diameter of a subset S of the
weights of V to be the minimal number δ such that ‖µ − µ′‖2 ≤ δ(α,α) for all µ, µ′ ∈ S. The
diameter of V is obtained for µ = λ and µ′ = w0(λ), where w0 denotes the longest element of
the Weyl group. Thus, we easily compute that δ = i for the i-th fundamental representation of
Al, δ = 2 for the natural representations of Cl, δ = l for the spin representation of Bl, δ = [l/2]
for a spin representation of Dl, δ = 2 for the minuscule representation of E6, and δ = 3 for that
of E7. Note that when δ = 2, any decomposably generated component of Λ
kV has maximal
Casimir eigenvalue.
Proposition 9.1. Let V be a minuscule representation. Then the irreducible components of
ΛkV have Casimir eigenvalue less than or equal to θVk . Those with Casimir eigenvalue equal
to θVk are in correspondance with complete cardinality k subsets S of the set of weights of V of
diameter at most 2. In the case of the minuscule representation of Bl, we require additionally
that the difference between two elements of S cannot be a root strictly longer than αl.
Proof. Let U denote a component of ΛkV of maximal Casimir eigenvalue, let v1 ∧ · · · ∧ vk be
a highest weight vector. Let µi denote the weight of vi, and suppose that V is endowed with
an invariant Hermitian product 〈 , 〉, such that the vi are part of a unitary basis. Then the
eigenvalue of the Casimir operator on U is
θU = 〈Θ(v1∧ · · · ∧vk), v1∧ · · · ∧vk〉 = kθV +
∑
i 6=j
(µi, µj) +
∑
β∈∆
∑
i 6=j
〈Xβvi∧X−βvj, vi∧vj〉
(Xβ ,X−β)
.
Since weight vectors of distinct weights are orthogonal, 〈Xβvi∧X−βvj , vi∧vj〉 can be nonzero only
if µi = µj − β and there exist scalars s and t such that Xβvi = svj and X−βvj = tvi. Assuming
this, we compute
stvi = sX−βvj = X−βXβvi = [X−β ,Xβ ]vi +XβX−βvi.
The latter term is zero since, V being minuscule, X2−βvj = 0 ([1], page 128). Moreover, we may
suppose that [X−β ,Xβ ] = Hβ is the coroot of β (see [1], page 82), and note that in this case
2(Xβ ,X−β) = −(Hβ,Hβ), and we get
〈Xβvi∧ · · · ∧X−βvj, vi∧vj〉
(Xβ,X−β)
=
2
(Hβ,Hβ)
µi(Hβ) = (µi, β) = (µi, µj − µi).
Hence
θU = kθV +
∑
i 6=j(µi, µj) +
∑
µj−µi∈∆
(µi, µj − µi)
= kθV +
∑
µj−µi /∈∆
(µi, µj) +
∑
µj−µi∈∆
(µi, 2µj − µi).
Note that since V is minuscule, the weights µi are all conjugate under the Weyl group, in
particular they have the same norm as λ. We need the following observation:
Lemma 9.2. For i 6= j, either ‖µi − µj‖
2 = (α,α) and µi − µj ∈ ∆, or ‖µi − µj‖
2 ≥ 2(α,α)
and µi − µj /∈ ∆.
Proof. We may suppose that µi = λ, since the Weyl group acts transitively on the weights of
V . Since λ is the highest weight of V , we can write µj = λ −
∑
k nkαk for some non-negative
integers nk, where the αk are the simple roots. Since λ is fundamental it is orthogonal to every
simple root except α = αl, say, and we get (µi, µj) = (λ, λ) − nl(αl, ωl) = (λ, λ) − nl(α,α)/2,
hence ‖µi − µj‖
2 = nl(α,α).
Suppose that nl = 1. The highest weight of V after λ is λ−α. Since every nonzero weight of V
is obtained by a sequence of simple reflections in λ, there is a sequence νi, 1 ≤ i ≤ k+1 of weights
of V such that ν0 = λ, ν1 = sα(λ) = λ−α, νt = µj for some t and νk+1 = sβk(νk) for some simple
root βk, which is different from α if k 6= 0 because nl = 1. But then sβk(λ − νk) = λ − νk+1,
thus λ− νk is a root if and only if λ− νk+1 is also a root. Since λ− ν1 = α is indeed a root, we
conclude that µi − µj = λ− νt is a root. This argument is reversible, proving the lemma if we
remember the formula ‖µi − µj‖
2 = nl(α,α). 
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To conclude the proof of the proposition, we just need, for each pair µi, µj , to choose an
element w of the Weyl group such that w(µi) = λ, and define the integer ni,j to be the coefficient
of λ−w(µj) on the simple root α. Then (µi, µj) = (λ, λ)− ni,j(α,α)/2 and we get the formula
θU = kθV +
∑
µj−µi /∈∆
((λ, λ) − ni,j(α,α)/2) +
∑
µj−µi∈∆
((λ, λ)− ni,j(α,α)).
The ni,j are all positive, and they are at least equal to two in the first sum. We conclude that
〈Θ(v1∧ · · · ∧vk), v1∧ · · · ∧vk〉 will be maximal when ni,j is always equal to two in the first sum,
meaning that two weights whose difference is not a root have the square of their distance equal
to 2(α,α), and always equal to one in the second sum (which means that their difference is a
root which is not longer than α). Then we get θU = kθV + k(k − 1)((λ, λ) − (α,α)), and the
proposition is proved. 
In general, it is clear from the Proposition that Vk is nonzero when k is not too big, but the
maximal integer k0 for which this is true is not so easy to compute. At least can we say that
k0 can be quite large. Indeed, for the i-th fundamental representation of Al, the set of weights
µj,k = ωi − εj + εk, where 1 ≤ j ≤ i and i < k ≤ l + 1, form, with ωi, a set of weights with the
required properties, so that k0 > i(l + 1− i). We suspect that k0 = i(l + 1− i) + 1 in that case
but we have not proved it. Note also that the number of irreducible components in Vk can be
arbitrary large, as easily follows from Proposition 9.1.
A nice consequence of the fact that Proposition 9.1 above holds for the fundamental repre-
sentations of Al is that we can extend its validity as follows:
Proposition 9.3. Let V be a fundamental representation of the simple Lie algebra g. Suppose
that the corresponding node of the Dynkin diagram of g is on an Al-chain in D(g), at distance
at least k1 from an extremity of the diagram. Then for k ≤ k1 + 2, θVk is the largest Casimir
eigenvalue of ΛkV , and the irreducible components of Vk can be described in exactly the same
way as in the preceeding proposition.
Proof. An irreducible component of ΛkV with maximal Casimir eigenvalue is decomposably
generated, hence generated by the wedge product of weight vectors whose set of weights form
a complete subset of the set of weights of V . Moreover, there are at most k distinct weights in
this set (possibly less if V has weights with multiplicity greater than one). But for k ≤ k1 + 2,
every weight of a complete k-set of weights of V is of the form λ− θ, where θ is a sum of simple
roots corresponding to nodes on the Al-chain only, and such that λ − θ is also a weight of the
corresponding fundamental representation of Al. Indeed, we know that the weights of V are
the weights of the convex hull of the translates of λ by the Weyl group, which are congruent
to λ modulo the root lattice. We can obtain the translates of λ by applying successively the
simple reflections of the Weyl group so that the distance to λ increases (if we measure that
distance by the sum of the coefficients of the difference, expressed in terms of simple roots). At
the beginning of this process, the simple reflections involved are those associated to nodes of
the Al-chain only, and the weights one obtains are formally the same as for the corresponding
fundamental representation of Al. More precisely, this is the case until we do not apply more
than k1 + 1 simple reflections. Moreover, we obtain no new weight by considering the convex
hull of those, and we conclude that the weights of V , at a distance at most k1 + 1 from λ, are
formally the same as those of the corresponding representation of Al, with the same multiplicity,
one. The scalar products of two such weights can be computed in terms of (λ, λ) and (α,α), and
a part of the Cartan matrix which only involves the Al-chain, thus the computation is formally
the same as in the weight lattice of Al, and therefore the computation of the Casimir eigenvalue
of a k-set of weights will again be formally identical. Finally, since we only need to consider the
same k-sets of weights and the same Casimir eigenvalues as in the Al-case, the conclusions of
the preceeding proposition for the fundamental representations of Al directly apply to V , and
this concludes the proof. 
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Returning to geometry, we arrive at the following statement, which could also be deduced
from [15].
Corollary 9.4. Let V be a fundamental representation of g, and let X ⊂ PV be the closed orbit.
If the Fano variety Fk(X) of P
k−1’s in X is nonempty, then its linear span 〈Fk(X)〉 is contained
in Vk and in this case Vk is the highest Casimir eigenspace.
Proof. We know from [14] that the closed orbits in Fk(X) are in correspondance with marked
subdiagrams of type (ak−1, ω1). By the proposition above, such subdiagrams detect components
of Vk ⊂ Λ
kV . 
We can be more precise for k = 2:
Corollary 9.5. Let V be a fundamental representation of g. Then V2 is irreducible and coincides
with 〈F2(X)〉, the linear span in Λ
2V of the set of lines contained in the closed orbit of PV .
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