Abstract. We show that every sum system is divisible. Combined with B. V. R. Bhat and R. Srinivasan's result, this shows that every product system arising from a sum system (and every generalized CCR flow) is either of type I or type III. A necessarily and sufficient condition for such a product system to be of type I is obtained.
Introduction
An E 0 -semigroup is a weakly continuous semigroup of unital * -endomorphisms on B(H), the algebra of all bounded operators on a separable infinite dimensional Hilbert space H. W. Arveson [2] introduced the notation of a product system, (a continuous tensor product system of Hilbert spaces), and showed that the product system associated with an E 0 -semigroup completely determines the cocycle conjugacy class of the E 0 -semigroup. On the other hand, Arveson [3] also showed that every product system arises from an E 0 -semigroup (see also [9] , [12] ).
E 0 -semigroups (and hence product systems) are classified into three categories, type I, II, and III. Using a quasi-free representation of the CAR (canonical anticommutation relation) algebras, R. Powers [11] constructed the first example of an E 0 -semigroup of type III. It is technically very difficult to construct such an example, and one had to wait for more than 10 years before B. Tsirelson [13] produced uncountably many mutually non-isomorphic product systems of type III. His construction uses continuous sums of Hilbert spaces coming from off white noises.
Recently, a few attempts [5] , [7] , [8] were made to understand Tsirelson's construction from the view point of functional analysis. Bhat and Srinivasan [5] introduced the notion of a sum system, which is an axiomatization of Tsirelson's continuous sum of Hilbert spaces. A sum system gives rise to a product system via the second quantization procedure using the CCR (canonical commutation relation). Among the others, a dichotomy result about types was proved in [5] , which says that every product system arising from a divisible sum system is either of type I or of type III. A sum system is said to be divisible if it has sufficiently many real and imaginary addits (called additive units in [5] ). While Bhat and Srinivasan [5] dealt with product systems, the present author [7] directly gave a description of Tsirelson's E 0 -semigroups in terms of perturbations of the shift semigroup of L 2 (0, ∞) and the CCR algebras.
As a consequence of the two approaches [5] and [7] , a class of E 0 -semigroup, called generalized CCR flows, was introduced in [8] . A generalized CCR flow is constructed from a pair of C 0 -semigroups acting on a real Hilbert space on one hand, and on one hand, the product system associated with it arises from a sum systems. In [8] , we constructed continuously many mutually non-cocycle conjugate generalized CCR flows of type III different from Tsirelson's examples
The main purpose of this paper is to show that every sum system is divisible. Combined with the above mentioned dichotomy result, this implies that every product system arising from a sum system (and every generalized CCR flow) is either of type I or type III. In our proof, we carefully analyze the domains of the generators of the two C 0 -semigroups giving the generalized CCR flows, whose product system arises from the given sum system. In [8] , a type I criterion was given for a divisible sum system of finite index. Our main theorem shows that the spaces of real and imaginary addits have nice subspaces with manageable topologies, which enables us to prove the type I criterion in full generality.
The author would like to thank R. Srinivasan for useful discussions.
Preliminaries and notation
In this section we fix the notation used in this paper. For an operator A, we denote the range of A by Ran (A), and the kernel of A by Ker (A). We denote the identity operator on a Hilbert space H by I H (or simply by I if no confusion arises). Our inner product is linear in the first variable.
2.1. E 0 -semigroups and product systems. For E 0 -semigroups, our basic reference is [4] . Definition 2.1. A product system of Hilbert spaces is an one-parameter family of separable complex Hilbert spaces {H t ; t ≥ 0}, together with unitary operators U s,t : H s ⊗ H t → H s+t for s, t ∈ (0, ∞), satisfying the following two axioms:
(1) (Associativity) For any s 1 , s 2 , s 3 ∈ (0, ∞)
(2) (Measurability) There exists a countable set H 0 of sections R ∋ t → h t ∈ H t such that t → h t , h ′ t is measurable for any two h, h ′ ∈ H 0 , and the set {h t ; h ∈ H 0 } is total in H t , for each t ∈ (0, ∞). Further it is also assumed that the map (s, t) → U s,t (h s ⊗h t ), h ′ s+t is measurable for any two h, h ′ ∈ H 0 .
Two product systems ({H t }, {U s,t }) and ({H ′ t }, {U ′ s,t }) are said to be isomorphic if there exists a unitary operator V t :
The above definition is slightly different from Arveson's original one though the two definitions are equivalent, of course. Note that we need not consider measurable structures while dealing with isomorphisms of product systems (see [9] ).
For an E 0 -semigroup {α t } t≥0 , let H t be the space of intertwiners between the identity of H and α t , that is,
Then H t is a Hilbert space with inner product S, T I H = T * S. Identifying x 1 ⊗ x 2 with x 1 x 2 for x 1 ∈ H t and x 2 ∈ H s , one can see that the family {H t } t satisfies the axiom of a product system. Definition 2.2. A unit for a product system is a non-zero section {u t ; t ≥ 0}, such that the map t → u t , h t is measurable for any h ∈ H 0 and
A product system (an E 0 -semigroup) is said to be of type I, if units exists for the product system and they generate the product system (see [2] , [4] for the precise meaning). It is of type II if units exist but they do not generate the product system. It is of type III (or unitless) if there is no unit.
2.2. Symmetric Fock space. For a complex Hilbert space K, we denote by Γ(K) the symmetric Fock space associated with K, and by Φ the vacuum vector in Γ(K) (see [10] ). For any x ∈ K, the exponential vector of x is defined by
where x ⊗ 0 = Φ. Then the set of all exponential vectors {e(x) : x ∈ K} is a linearly independent total set in Γ(K). For a unitary U ∈ B(K), we denote by Exp (U) the unitary in B(Γ(K)) given by Exp (U)e(x) = e(Ux). The Weyl operator W (x) for x ∈ K is a unitary operator of Γ(K) determined by W (x)(e(y)) = e − x 2 2 − y,x e(y + x).
The Weyl operators satisfy the relation W (x)W (y) = e iIm x,y W (x+y). The * -algebra generated by {W (x)} x∈K is called the Weyl algebra for K.
For a real Hilbert space G, we denote the complexification of G by G C . For two Hilbert spaces G 1 , G 2 , we denote by S(G 1 , G 2 ) the set of bounded invertible operators A in B(G 1 , G 2 ) such that I − A * A is a Hilbert-Schmidt operator. An operator in S(G I , G 2 ) is called an equivalence operator. In the above definition and elsewhere, by invertibility we mean that the inverse is also bounded.
For two real Hilbert spaces G I , G 2 and A ∈ S(G 1 , G 2 ), define a real liner operator
S A is a real linear, bounded, invertible map satisfying Im ( S A x, S A y ) = Im x, y for all x, y ∈ G C 1 , see [10, page 162] ). In general S A is not complex linear, unless A is unitary.
The following theorem, a generalization of Shales theorem, is used to construct the product system from a sum system in [5] . 
with the normalization condition Γ(A)Φ 1 , Φ 2 ∈ R + , where Φ 1 and Φ 2 are the vacuum vectors in Γ(G 
2.3. Sum systems. Next we define the notion of a sum system. Definition 2.5. A sum system is a two-parameter family {G s,t } 0≤s<t≤∞ of closed subspaces of a real Hilbert space G 0,∞ satisfying the inclusion relations G s,t ⊂ G s ′ ,t ′ for all (s, t) ⊂ (s ′ , t ′ ) together with a C 0 -semigroup {S t } t≥0 acting on G 0,∞ such that the following hold for any s ∈ (0, ∞) and t ∈ (0, ∞] with s < t:
We say that two sum systems ({G a,b }, {S t }) and ({G ′ a,b }, {S ′ t }) are isomorphic if there exists a family of equivalence operators U t ∈ S(G 0,t , G ′ 0,t ) preserving every structure of the sum systems, i.e, {U t } satisfies The above definition, adopted in [8] , is slightly stronger than the one given in [5] . Given a sum system ({G s,t }, {S t }), we define Hilbert spaces H t = Γ(G C 0,t ), and unitary operators U s,t : H s ⊗ H t → H s+t , by U s,t = Γ(A s,t )(I Hs ⊗ Γ(S s | G 0,t )). It is proved in [5] that ({H t }, {U s,t }) forms a product system. Isomorphic sum systems give rise to isomorphic product systems.
2.4. GCCR flows. Let G be a real Hilbert space, and let {S t } be the shift semigroup of
The corresponding product system is the exponential product system of index dim G (see [3] ), which is the simplest example of a product system arising from a sum system. Namely, let G s,t = L 2 ((s, t), G). Then the sum system ({G s,t }, {S t }), which we call the shift sum system of index dim K, gives rise to the exponential sum system.
Since the CCR relation involves only the imaginary part of the inner product of the test functions, to construct an E 0 -semigroup, we do not necessarily use the same time translation for both the real and imaginary test functions. Definition 2.6. Let {S t } and {T t } be C 0 -semigroups acting on a real Hilbert space G. We say that {T t } is a perturbation of {S t }, if they satisfy,
We call ({S t }, {T t }) as above a perturbation pair.
Let ({S t }, {T t }) be a perturbation pair of C 0 -semigroups acting on G. Then an easy application of well-known criteria [1] , [6] shows the existence of the generalize CCR flow for ({S t }, {T t }) defined below (see [8, Lemma 2.3] for the proof).
Definition 2.7. Given a perturbation pair ({S t }, {T t }) of C 0 -semigroups acting on a real Hilbert space G, we say that the E 0 -semigroup
is a generalized CCR flow associated with the pair {S t } and {T t }.
2.5.
From sum systems to perturbation pairs. In the remaining two subsections, we recall the description of the E 0 -semigroup associated with the product system constructed out of a sum system given in [8, Section 3] . Let ({G a,b }, {S t }) be a sum system. Denote G = G 0,∞ , A t = A t,∞ . We may consider S t as a bounded linear invertible map from G onto G t,∞ . Hence (S * t ) −1 is a well-defined bounded operator from G onto G t,∞ . When there is no possibility of confusion, we sometimes regard (S * t ) −1 as an element of B(G). Define T t ∈ B(G), by We say that the above pair ({S t }, {T t }) of C 0 -semigroups is associated with the sum system ({G a,b }, {S t }).
2.6. From perturbation pairs to sum systems. Let G be a real Hilbert space, and let ({S t }, {T t }) be a perturbation pair of C 0 -semigroup acting on G. We describe the product system for the generalized CCR flow associated with the pair ({S t }, {T t }).
Let
, and The following easy observation [8, Lemma 3.5] is very useful: Lemma 2.10. Let ({S t }, {T t }) be a perturbation pair of C 0 -semigroups acting on a real Hilbert space G. The two operators S t T * t and I − S t T * t are idempotents such that Ran (S t T * t ) = Ker (I − S t T * t ) = Ran (S t ) and Ran (I − S t T * t ) = Ker (S t T * t ) = G 0,t . In particular, the Hilbert space G is a topological direct sum of G 0,t and Ran (S t ).
Divisibility
Bhat-Srinivasan [5] introduced the notion of divisibility for sum systems. In this section we show that every sum system (in the sense of Definition 2.5) is divisible.
3.1. Addits. We first recall the definition of addits for a sum system, which were called additive units in [5] .
Definition 3.1. Let ({G a,b }, {S t }) be a sum system. A real addit for the sum system ({G a,b }, {S t }) is a family {x t } t∈(0,∞) such that x t ∈ G 0,t for ∀t ∈ (0, ∞), satisfying the following conditions:
(1) The map t → x t , x is measurable for any x ∈ G 0,∞ . (2) The cocycle relation x s + S s x t = x s+t , holds for ∀s, t ∈ (0, ∞).
An imaginary addit for the sum system ({G a,b }, {S t }) is a family {y t } t∈(0,∞) such that y t ∈ G 0,t for ∀ t ∈ (0, ∞), satisfying the following conditions:
(1) The map t → y t , y is measurable for ∀y ∈ G 0,∞ . (2) The cocycle relation (A *
We denote by RAU the set of all real addits and by IAU the set of all imaginary addits respectively, which are real linear spaces.
For a given real addit {x t }, set x s,t = S s (x t−s ) ∈ G s,t . Similarly for a given imaginary addit {y t }, set y s,t = (S *
A sum system ({G a,b }, {S t }) is said to be divisible if each of RAU and IAU generates the sum system, that is,
3. Let ({H t }, {U s,t }) be a product system arising from ({G s,t }, {S t }). BhatSrinivasan [5] observed that every real addit {x t } gives a unitary operator W (x t ) on H t , and the family {W (x t )} t>0 forms an automorphism of the product system. For an imaginary addit {y t }, the family {W (iy t )} t>0 forms an automorphism as well. Using this observation, they showed the following dichotomy result: Proposition 3.5. Let ({G (a,b) }, {S t }) be a sum system. If {x t } ∈ RAU and {y t } ∈ IAU, then x t , y t = x 1 , y 1 t, ∀ t ∈ (0, ∞).
In general for any two intervals
where |.| is the Lebesgue measure on R.
Additive cocycles.
Throughout this subsection, we assume that G is a real Hilbert space, and that ({S t }, {T t }) is a perturbation pair of C 0 -semigroups acting on G.
Definition 3.6. A real additive cocycle for the pair ({S t }, {T t }) is a family {c t } t≥0 such that c t ∈ Ker (T * t ) for ∀t ∈ (0, ∞), satisfying the following conditions: (1) The map t → c t , x is measurable for any x ∈ G.
(2) The cocycle relation c s + S s c t = c s+t holds for ∀s, t ≥ 0.
An imaginary additive cocycle for the pair ({S t }, {T t }) is a family {d t } t≥0 such that d t ∈ Ker (S * t ) for ∀ t ∈ (0, ∞), satisfying the following conditions: (1) The map t → y t , y is measurable for any y ∈ G.
Remark 3.7. Let {α} t≥0 be the generalized CCR flow associated with ({S t }, {T t }). Then every real additive cocycle {c t } t≥0 gives a family of unitary operators {W (c t )} t≥0 on Γ(G C ), which forms a gauge cocycle, that is, the unitary W (x t ) is in the commutant of the image of α t and the cocycle relation W (x s+t ) = W (x s )α t (W (x t )) holds for s, t > 0. For an imaginary additive cocycle {d t } t≥0 , the family {W (id t )} t≥0 is a gauge cocycle as well.
In a similar way as in the proof of Proposition 3.5, we can show Proposition 3.8. Let the notation be as above. If {c t } is a real additive cocycle and {d t } is an imaginary additive cocycle for ({S t }, {T t }), then
More generally, for any finite interval
Clearly the real additive cocycles are the same as the real addits for the sum system ({G a,b }, {S 0 t }) associated with the pair ({S t }, {T t }) as defined in subsection 2.6. We describe a precise relationship between the imaginary additive cocycles for ({S t }, {T t }) and the imaginary addits for ({G a,b }, {S −1 (y t ⊕ 0)} is an imaginary additive cocycle for ({S t }, {T t }).
(2) If {d t } is an imaginary additive cocycle for ({S t }, {T t }), then A ′ t * d t is of the form y t ⊕ 0 and {y t } is an imaginary addit for the sum system ({G a,b }, {S
Proof.
(1) Assume that {y t } is an imaginary addit for the sum system ({G a,b }, {S
and hence S *
Since we have
and the cocycle relation for
(2) Assume conversely that {d t } is an imaginary additive cocycle for ({S t }, {T t }).
and hence there exists y t ∈ G 0,t such that A
and so {y t } is an imaginary addit for ({G a,b }, {S Let A and B be the generators of the C 0 -semigroups {S t } and {T t } respectively. In what follows, we often regard G as a real subspace of its complexification G C and identify operators on G with their complex linear extensions to G C . Let
which is finite thanks to [14, page 232] . Then for Re z > C, we have
For a densely defined closed operator R of G with domain D(R), we denote by
and by · R the graph norm f = f, f
The relation T * t S t = I implies B ⊂ −A * and A ⊂ −B * . Let K be the orthogonal complement of D(B) in D(−A * ) with respect to the inner product ·, · A * . We always regard K as a Hilbert space equipped with the graph inner product. We let K ′ be the orthogonal complement of D(A) in D(−B * ) with respect to the inner product ·, · B * and regard it as a Hilbert space in a similar way. Proof. By definition, we have
On the other hand,
for f, g ∈ K, the restriction A * | K is a unitary operator.
Definition 3.11. The index of a perturbation pair ({S
Recall G 0,t = Ker T * t and G 0,∞ = ∪ t>0 G 0,t . For p ∈ K and t > 0, we set
Lemma 3.12. {c(p) t } t>0 is a real additive cocycle for ({S t }, {T t }).
Proof. It is easy to show the cocycle relation and all we have to show is T * t c(p) t = 0. Note that we have
For Re z > 2C,
where we use Lemma 3.10. Since this holds for all Re z > 2C and the map t → T * t c(p) t is continuous, we conclude T * t c(p) t = 0. Theorem 3.13. Let the notation be as above. Then
Proof. To prove the statement for t = ∞, it suffices to show
First we claim that if f ∈ span {c(p) t ; t > 0, p ∈ K} ⊥ , then (zI − A * ) −1 f belongs to the domain of B for every Re z > C. Indeed,
This shows that (zI −
is in the orthogonal complement of K with respect to the inner product ·, · A * , which shows the claim.
Assume f ∈ span {S s c(p) t ; s, t > 0, p ∈ K} ⊥ . Then thanks to the above claim, we have S *
for all t ≥ 0 and g ∈ D(B * ), and so T t S *
Therefore the statement for t = ∞ is proven. Recall from Lemma 2.10 that G = G 0,t + Ran (T t ) is a topological direct sum such that I − S t T * t is the projection onto the first component with respect to this direct sum decomposition. Let
Then on one hand we have already seen that G 0 0,∞ is dense in G 0,∞ , and on the other hand we have (
By switching the roles of {S t } t>0 and {T t } t>0 , We get the following:
Corollary 3.14. For q ∈ K ′ and t > 0, we set
Then {d(q) t } is an imaginary additive cocycle for ({S t }, {T t }) and
, holds for all t ∈ (0, ∞).
Theorem 3.15. Let the notation be as above. Then the following holds
In consequence, we have
and the maps K ∋ p → c(p) and
Proof. Direct computation shows
Thus for Re z > 2C,
On the other hand, we have
and so
Therefore the inverse Laplace transformation implies the statement.
3.3. Divisibility.
Theorem 3.16. Every sum system is divisible.
Proof. Let ({G a,b , {S t }}) be a sum system and let {T t } be the C 0 -semigroup constructed in subsection 2.5. For {S t } and {T t }, we use the same notation as in the previous subsection. Theorem 3.13 implies
Lemma 3.9 and Corollary 3.14 imply
Since S s has a left inverse T * s , the range of S s is closed, and we have Ker (S * s ) ⊥ = Ran (S s ). Therefore to prove
it suffices to show Ker (T * t ) ∩ Ran (S t ) = {0}. Indeed, let f ∈ Ker (T * t ) ∩ Ran (S t ). Then there exists g ∈ G such that f = S t g, and T * t f = 0 on the other hand. Therefore 0 = T * t S t g = g and f = 0. This proves the statement.
The above theorem together with Theorem 3.4 implies
Corollary 3.17. Every product system arising from a sum system is either of type I or type III. Every generalized CCR flow is either of type I or type III
In the rest of this section, we keep employing the same assumption and notation as in the proof Theorem 3.16 and the previous subsection.
For x = {x t } ∈ RAU and y = {y t } ∈ IAU, we set b G (x, y) = x 1 , y 1 . Then Proposition 3.5, Theorem 3.15, and Theorem 3.16 show that b G is non-degenerate as a bilinear form b G : RAU × IAU → R.
Lemma 3.18. Let the notation be as above. Then
Proof. We already know from Lemma 3.10, Theorem 3.15, and non-degeneracy of
holds. Assume that dim K is finite. If dim IAU were strictly larger than dim K, there would exist {y t } ∈ IAU \ {0} such that b G (c(p), y) = 0 for all p ∈ K. However, this contradicts Proposition 3.5 and Theorem 3.13. Thus we get the statement.
The above lemma allows us to introduce the index of a sum system. Definition 3.19. For a sum system ({G a,b }, {S t }), the index ind G is the number
Now we discuss an appropriate topology of RAU and IAU. For p ∈ K, we set
∈ RAU, y(p) ∈ IAU, and b G (x(p 1 ), y(p 2 )) = p 1 , p 2 A * thanks to Lemma 3.9 and Theorem 3.15.
Lemma 3.20. For the linear space {x(p) ∈ RAU; p ∈ K}, the following three topologies coincide:
(1) the topology of uniform convergence on every compact subset of [0, ∞), (2) the topology given by the metric
For the linear space {y(p) ∈ IAU; p ∈ K}, the following three topologies coincide:
Proof. It is easy to show that there exists a positive constant C t , increasing in t > 0, such that
and in the same way,
This proves the statement. 
Type III criterion
A type III criterion was obtained in [8] for a product system arising from a sum system of finite index. Now the description of additive cocycles in the previous section allows us to show the criterion in full generality. Proof. Let r, s ∈ G and let G 0 = span {r, s}. Let
. Then K 0 and K 1 are invariant under the unitary representation w. Let c 0 (g) and c 1 (g) be the projection of c(g) onto K 0 and K 1 respectively. Then c 0 and c 1 are cocycles. Thanks to the cocycle relation, for every g ∈ G and h ∈ G 0 , we have
and we get w(g)c 0 (h) = c 0 (h). Since w does not contain the trivial representation, we have c 0 (h) = 0 for all h ∈ G 0 . Now we can apply [8, Lemma 4.7 ] to c 1 .
Let K be a complex Hilbert space. Recall that the automorphism group G K of the exponential product system of index dim K is described as follows (see [2] , [4] ): Let U(K) be the unitary group of K. Then G K is homeomorphic to R × K × U(K) with the group operation (a, ξ, u) · (b, η, v) = (a + b + Im ξ, uη , ξ + uη, uv). Lemma 4.2. Let G be an abelian group and let ρ : G ∋ r → (a(r), ξ(r), u(r)) ∈ G K be a map. Then ρ is a homomorphism if and only if the following relation holds for every r, s ∈ G:
3) u(r + s) = u(r)u(s).
In particular, when u(r) = 1 for all r ∈ G, then ρ is a homomorphism if and only if
For a sum system ({G a,b }, {S t }), we denote by {T t } the C 0 -semigroup constructed in subsection 2.5. We use the same notation as in previous section such as x(p), y(p), and K. Let
; (s 1 , s 2 ) ⊆ (0, t), p ∈ K} ⊆ G 0,t . Then they are dense in G 0,t . For a subset X ⊂ (0, ∞), we denote by 1 X the characteristic function of X. (1) The product system (H t , U s,t ) arising from ({G a,b }, {S t }) is of type I. (2) The sum system ({G a,b }, {S t }) is isomorphic to the shift sum system of index ind G. More precisely, there exists an invertible operator F from K onto a real Hilbert space K R such that the map
extends to an isomorphism from the sum system ({G a,b }, {S t }) to the sum sys-
Proof. The implication from (2) to (1) is trivial.
Assume that ({G a,b }, {S t }) is of type I. Then it is isomorphic to an exponential product system (see [2] , [4] ). For t > 0, let
be a family of unitary operators, implementing the isomorphism between the above product systems. Here K is some separable complex Hilbert space. For each p ∈ K, the families {W (x(p) t )} t>0 and {W (iy(p) t )} t>0 form automorphisms for the product system (H t , U s,t ) (see [5, Theorem 26] ) satisfying the relations:
In the last equation we use x(p 1 ) t , y(p 2 ) t = t p 1 , p 2 . Therefore thanks to Lemma 3.20, there exists two continuous homomorphisms
Equation (4.9) implies that in addition to the relations in Lemma 4.2, we have
. Then (4.3) and (4.14) imply that (K, w) is a continuous unitary representation of K 2 , and (4.2) and (4.13) imply that c is a continuous 1-cocycle. Let
and let
. Let ξ i (p) be the projection of ξ(p) to K i and let η i (p) be the projection of η(p) to K i . Then Lemma 4.1 implies
and Equation (4.12) is equivalent to
We claim that u and v are trivial, that is, K 1 = {0}. Assume that K 1 is not trivial. Let 0 < r < s < t. Then it is routine work to show
By definition of K 1 , there exists p 0 ∈ K such that either u(p 0 ) or v(p 0 ) is not trivial. Thus we assume that u(p 0 ) = 1 (the case with non-trivial v(p 0 ) can be treated in the same way). Direct computation using Lemma 4.1 and (4.1) shows that the operator
for all p ∈ K and 0 < r < s < t. However, this contradicts the irreducibility of the vacuum representation of the Weyl algebra, since the sets {x(p) r,s ; (r, s) ⊆ (0, t), p ∈ K} and { t y(p) ′ r,s ; (r, s) ⊆ (0, t), p ∈ K} are total in G 0,t . Hence K = K 0 . Next we claim that ξ(K) + η(K) is dense in K. If this were not the case, there would exist a non-zero ζ ∈ K orthogonal to ξ(K) and η(K) with respect to the real inner product Re ·, · . Again we can show that W (i1 (0,t] ζ) would commutes with
t , for all p ∈ K and 0 < r < s < t, which is a contradiction. Therefore we conclude that ξ(K) + η(K) is dense in K.
In the above argument, we have shown the following: there exist continuous homomorphisms (a priori as additive groups) ξ : K → K, η : K → K, a : K → R, and
Since ξ, η, a, and b are continuous, these maps are in fact linear. We can get rid of a and b in the above. Since a and b are bounded linear functionals,
Then direct computation yields Im ζ, ξ(p) = −a(p)/2 and Im ζ, η(p) = −b(p)/2 for all p ∈ K. By replacing V t with W (1 (0,t] ζ)V t , we may and do assume a and b are trivial. Equation (4.21) shows that ξ and η are injective and
, which implies p A * ≤ η ξ(p) . In the same way we get p A * ≤ ξ η(p) . In particular, the maps ξ and η are invertible from K onto their images, which are closed. Thanks to Equation (4.19), the subspace
The first equation means that the sequence {q n } converges to 0 weakly, and in consequence {η(q n )} converges to 0 weakly. Thus the second equation implies that the sequence {ξ(p n )} converges to 0 weakly as well, and so ζ = 0. This shows that ξ(K) + iξ(K) = K and we may identify K with the complexification of ξ(K). We denote ξ(K) by K R .
From now on, we regard ξ as a invertible operator from K onto the real Hilbert space K R . We claim that there exists a self-adjoint operator L ∈ B(K R ), eventually shown to be 0, such that ηξ
which shows L ′ = 1. We also have 0 = Im ηξ * f, ηξ
, where G C 0,t and L 2 ((0, t), K) are regarded as real Hilbert spaces with real inner product Re ·, · , such that for every (r, s) ⊂ (0, t) and p ∈ K,
. We claim that L is a compact operator first. Assume that it is not the case. Then there would exist a non-zero real number λ and an orthonormal system {f n } in K R such that { Lf n − λf n } converges to zero. We set p n = ξ −1 f n and q n = ξ * f n . Then {p n } and {q n } converges to 0 weakly. Since Re x(p n ) t , iy(q n ) t = 0 and R is an equivalence operator, we have lim n→∞ Re Rx(p n ) t , Riy(q n ) t = 0.
On the other hand, we have Re Rx(p n ) t , Riy(q n ) t = tRe ξ(p n ), η(q n ) = tRe e n , Le n = tλ, which is a contradiction. Now we show that L = 0. Assume on the contrary that L = 0. Since L is a compact self-adjoint operator, there would exist a non-zero real eigenvalue λ with normalized eigenvector f . We set p = ξ −1 f and q = ξ * f . Let
y n = √ 2 n t y(q) ′ 2 −n . Since {Rx n } and {Riỹ n } are bounded, the two sequence {x n } and {ỹ n } are bounded, and Proposition 3.5, Theorem 3.15, and Theorem 3.16 show that they converge to zero weakly. Therefore lim n→∞ Re Rx n , Riỹ n = 0.
However, Re Rx n , Riỹ n = 2 n 1 (0,2 −n ] ⊗ f, 1 (0,2 −n ] ⊗ Lf = λ, which is a contradiction. Therefore we get L = 0. This shows that the restriction of R to G 0,t is an equivalence operator and finally we finishes the proof.
Let R t be the restriction of R to G 0,t in the above proof . Then V t = Γ(R t ) and Therefore when the resulting product system is of type I, the operator J 0 (1) t always has a bounded extension J(1) t = R * t (1 ⊗ (ξξ * ) −1 )R t . A similar computation shows J(ξ * ξ) t = R * t R t , which is an equivalence operator. Theorem 4.4. Let ({G a,b }, {S t }) be a sum system. Then the following statements are equivalent.
(1) The product system (H t , U s,t ) arising from ({G a,b }, {S t }) is of type I. Proof. We have already seen that (1) implies (2) . The implication from (2) to (3) is trivial. The proof of the implication from (3) to (1) is the same as the proof of [8, Theorem 4.9] .
Remark 4.5. Let the notation be as above. We set F 0,t = Ker (S * t ) and F s,t = T s F 0,t−s . Then ({F a,b }, {T t }) is also a sum system giving rise to a generalized CCR flows cocycle conjugate to that for ({G a,b }, {S t }). When the index is one, Theorem 4.4 shows that these two sum systems are isomorphic if and only if the resulting product system is of type I. This means that when the resulting product system is of type III, the two sum systems above are not isomorphic though they give cocycle conjugate generalized CCR flows.
Perturbations of the shift
Let K R be a real Hilbert space, and let {S t } be the shift semigroup of L 2 ((0, ∞), K R ). When dim K R = 1, we gave a complete characterization of the perturbations {T t } of {S t } in terms of analytic functions on the right-half plane in [7] , and the index of the possible only if p(x) = e −x ξ for some ξ ∈ K R \ {0}. However, this p does not satisfy M(s)p = 0, which is a contradiction, and we conclude dim K = dim K R .
