Online algorithms need to make decisions based on information that is provided to them as the algorithms execute, without knowledge of the information that will be provided to them in the future. This uncertainty makes the design of online algorithms very challenging. Approximation algorithms face a different kind of challenges as they need to find the best solutions for problems that have very large solution spaces.
technique based on the use of adaptive constructions to compute new lower bounds for several variants of the online bin packing problem.
The paper "On conceptually simple algorithms for variants of online bipartite matching" studies another fundamental optimization problem: Computing a maximum matching in a bipartite graph. The maximum bipartite matching problem has been widely studied in the literature and many algorithms for it exist. This paper is interesting because most of existing algorithms for this problem are complex and hard to understand and implement. The authors of this paper focus on the study of simple algorithms for the problem.
"Online search in two-dimensional environment" studies a classical graph search problem: Given a graph the goal is to find a given mobile entity that initially resides in one of the nodes of the graph by deploying the smallest possible number of searching agents that look for the entity by moving through the edges of the graph. The authors study the problem assuming that the graph is a subgraph of the two-dimensional grid and neither the mobile entity nor the searching agents have full knowledge of the graph.
The last paper, "Efficient dynamic approximate distance oracles for vertex-labeled planar graphs" considers a graph where each vertex has a label and given a starting vertex u and a desired label the goal is to find the closest vertex to u with label . The paper describes three different efficient algorithms for approximately solving this problem. For a given vertex u and label the algorithms are only guaranteed to find a vertex with label that is at most at a distance 1 + times the distance from u to the closest vertex with label , where ≥ 0. The smaller the value of is the larger the running times of the algorithms are.
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