An analysis is given for the flow of a multicomponent fluid in which an arbitrary number of chemical reactions may occur, some of which are in equilibrium while the others proceed kinetically. The primitive equations describing this situation are inconvenient to use because the progress rates w, for the equilibrium reactions are determined implicitly by the associated equilibrium constraint conditions. Two alternative equivalent equation systems that are more pleasant to deal with are derived. In the first system, the w, are eliminated by replacing the transport equations for the chemical species involved in the equilibrium reactions with transport equations for the basic components of which these species are composed. The second system retains the usual species transport equations, but eliminates the nonlinear algebraic equilibrium constraint conditions by deriving an explicit expression for the w,. Both systems are specialized to the case of an ideal gas mixture. Considerations involved in solving these equation systems numerically are discussed briefly.
I. INTRODUCTION AND SUMMARY
Problems in chemically reactive fluid dynamics frequently involve chemical time scales that are very short in comparison with typical-fluid dynamical characteristic times. The system of governing equations then becomes "stiff" in character, and special techniques are required if the equations are to be solved numerically. 1 ' 2
A further difficulty is that reaction mechanisms, rate laws, and rate coefficients for fast reactions of practical interest are often not reliably known.
Both of these difficulties may be circumvented by taking advantage of the fact that, apart from a rapid initial transient, the main effect of a large reaction rate is to maintain the reaction close to equilibrium at all times.
It is therefore convenient to idealize the problem by assuming that the fast reactions are always in equilibrium, while the slower reactions proceed kinetically. we may refer to this situation as partial equilibrium flow.
The concept of partial equilibrium flow is useful primarily in problems where the classification of each reaction as "fast" or "slow" may be made independently of position and time. Of course, this is not always possible, as is illustrated by the well known transition from equilibrium to frozen flow in a supersonic nozzle. 3 The primitive governing equations for partial equilibrium flow are summarized in Sec. II. These equations have the disadvantage that the progress rates w. of the equilibrium reactions are not given explicitly but rather are determined implicitly by the associated equilibrium constraint conditions. The primary purpose of this article is to present two alternative equivalent equation systems that do not suffer from this disadvantage.
The first of these equation systems (system I) is derived in Sec. III. The transport equations for the chemical species involved in the equilibrium reactions are replaced by transport equations for the basic components of which these species are composec:f.4' 5 The w 5 do not appear in the latter equations and are thereby eliminated from the system. The ·Species concentrations are then determined algebraically by the nonlinear equilibrium constraint conditions, together with the linear relations between the component and species concentrations. This procedure is a rather straightforward generalization of a well known formulation of flow with complete chemical equilibrium (see, for example, Andersen In Sec. V we specialize the appropriate equations of systems I and II to the case of an ideal gas mixture, which is probably the most important special case for practical applications.
In Sec. VI we briefly discuss some considerations involved in solving systems I and II numerically. Most of the discussion is concerned with system II, since the chemical equilibrium aspects of system I are susceptible to existing numerical methods for equilibrium calculations (see, for example, Park 7 and his references). A potential source of difficulty in solving system II is that the equations contain the equilibrium constraint conditions only in differential form. Thus, the equations are insensitive to deviations from the constraints that may arise as a result of discretization errors. Such errors would therefore be expected to accumulate, thereby causing the solution to drift slowly away from the constraint conditions. To minimize this tendency, we propose the use of a corrective procedure due to Hirt and Harlow , 8 and we indicate how this procedure may be applied in the present context.
II. THE PRIMITIVE GOVERNING EQUATIONS
Here, we summarize the primitive governing equations for partial equilibrium flow. 9 -11 In what follows the independent variables are the position r and the time t. The gradient with respect to r is V.
The partial mass density of chemical species k is denoted by pk. It obeys the continuity equation
where 
The equation of motion is the same as for nonreactive flow, namely,
where p is the pressure, T is the viscous stress tensor, and G is the external body force per unit mass.
Energy conservation is expressed by the equation
where J is the heat flux vector and E is the mixture internal energy per unit mass. The latter includes chemical energy as well as thermal energy, which is why there is no explicit term in Eq. (4) representing chemical heat release.
The independent thermodynamic variables may be taken to be the temperature T and the partial mass densities pk. It is understood that a partial derivative with respect to any one of these variables is to be performed with the others held constant. The equation of state and thermodynamic identities may be used to express any other themodynamic variable as a function of T and the pk. The functional relationsP"'P(T,{pk}) andE =E(T,{pk}) may therefore be regarded as known.
The molecular fluxes Jk, r, and J are determined by the usual constitutive relations. 9 -11 The explicit form of these relations will not be needed here.
The nonequilibrium (kinetic) chemical reactions occurring in the system are labeled by the index r, and are collectively symbolized by (5) where akr and b kr are dimensionless stoichiometric coefficients, and Xk represents one mole of chemical species k. Similarly, the equilibrium reactions are labeled by the index s, and are collectively symbolized by The chemical mass exchange terms pf are given by
where Mk is the molecular weight (mass per mole) of species k, wr is the rate of progress of kinetic reaction r, w s is the rate of progress of equilibrium reaction s, and the summations extend over all such reactions.
To close the equation system it is necessary to specify how the progress rates w, and w 5 are determined.
The w, are determined by rate expressions of the form (8) where the functions f, may be regarded as known. The w., on the other hand, are not known explicitly; they are determined implicitly by the equilibrium constraint conditions (9) where JJ.k is the chemical potential 10 of species k. The functional relations JJ.k =JJ.k(T,{pk}) are determined by the equation of state and may therefore be regarded as known.
The equation system is now closed, but it is inconvenient to use because the equilibrium progress rates w. are not known explicitly. Two approaches to this problem may be imagined. First, one might simply eliminate the w 8 from the equation system. The w.
would then remain unknown but would no longer be needed. Second, one might derive an explicit expression for the w 8 •
The constraint conditions of Eq. (9) would then no longer be needed. Both approaches are useful. The first approach is pursued in Sec. III, and results in system I. The second approach is pursued in Sec. IV, and results in system II.
Ill. ELIMINATION OF THEw.
In order to eliminate the w., we attempt to find linear combinations of the pk that satisfy transport equations in which the w 8 do not appear. We begin by assigning the chemical species to two mutually exclusive sets. Set A contains the species that are not involved in any of the equilibrium reactions, and set B contains the remaining species; i.e., the species that are involved in at least one of the equilibrium reactions. We denote by N A and N 8 the numbers of species in sets A and B, respectively.
We now select a set of N c basic components from which all species in set B may be constructed. These components are labeled by the index 0!. Let v "'k be the number of molecules of component 0! contained in a single molecule of species k(k EB). (The term "contained" is used here in a generalized sense, since some of the v "'k may be negative.) The partial mass densities of the basic components are then given by
kEB k (10) where M"' is the molecular weight of component 0!. By
John D. Ramshaw definition, the sum in Eq. (10) extends only over the species in set B.
The selection of the basic components is constrained by two requirements. The first requirement is that the basic components be neither created nor destroyed by the equilibrium reactions, so that 'E vak(bks-aks)=O kEB (11) for all equilibrium reactions s. The second requirement is that it be possible to reconstruct the pk(k E B) from a knowledge of the p 01
•
The equilibrium constraint conditions of Eq. (9) provide Neq independent equations involving the N 8 quantities pk(k E B), where N ~ is the number of equilibrium reactions. The remaining N 8 _ N equations must come from Eq. (10) . But Eq. (10) eq represents N c equations; therefore, N c must be gre~t- essary that the basic components constitute a m1mmal set, but it is inconvenient and wasteful if they do not:
The redundant equations must be manually removed from Eqs. (10) , and more basic components are kept track of than is really necessary. For purposes of discussion, therefore, we assume that the basic components constitute a minimal set. However, this assumption is not made in the mathematical development.
It is frequently convenient to let the basic components be the largest chemical units in the B species that are unchanged by the equilibrium reactions. These units are easily identified by inspection. In many cases they are just the atoms that comprise the B species, but they may also be molecular or pseudo-molecular. (For example, if set B contains N0 2 and N 2 0 4 but no other compounds of nitrogen or oxygen, then the chemical unit N0 2 is unchanged by the equilibrium reactions and may be taken as a basic component.) If the basic components are defined in this way then Eq. (11) will obviously be satisfied and the v <>k will all be non-negative. However, there is no guarantee that the components will then constitute a minimal set. Combining Eqs. (7) and (11) (9) and (10) . The latter constitute a nonlinear system of N 8 equations that determine the N 8 species densities pk (k EB) from the component densities Pa·
IV. EXPLICIT EXPRESSION FOR THEws
Here, we pursue the approach of deriving an explicit expression for the w,, so that the equilibrium constraint conditions of Eq. (9) may be eliminated. We begin by applying the operator D/Dt to Eq. (9), thereby obtaining (17) where Dp/Dt is given by Eqs. (1) and (7), and lis a dummy k index. It is convenient to let (Dp/ Df) 0 denote the value that Dp/Dt would have in the absence of the equilibrium reactions; that is,
Df o r so that 
where cv = 'OE /aT is the specific heat at constant volume of the fluid mixture. Combining Eqs. (25), (19), and (4), we obtain
where (27) We can now eliminate the w. from Eq. (26) by means of Eq. (24) to obtain our final temperature equation,
Equation (28) Eq. (3); the temperature equation, Eq. (28); and the ~tate relationp=p(T,{pk}). The progress rates wr and w 5 appearing in Eq. (7) are given explicitly by Eqs. (8) and (24).
Since the equilibrium constraints of Eq. (9) have been used only in differential form, system II will preserve the partial equilibrium if it is initially present but will not establish it if it is not. The initial conditions, and in general the boundary conditions as well, must therefore be chosen to satisfy Eq. (9) .
V. SPECIALIZATION TO IDEAL GAS MIXTURES
Here, we specialize the appropriate equations of systems I and II to the important special case of an ideal gas mixture.
The state relations for an ideal gas mixture are given by (29)
where R is the universal gas constant, E k is the specific internal energy of pure species k at temperature T, and !J.~ is the chemical potential of pure species k at temperature T and at unit pressure. As indicated by the notation, the quantities E k and IJ.~ depend only on the temperature.
In ideal gas mixtures, the kinetic progress rates are usually of the form wr=K,r~(~)"i.r -Kbr~(~rk., The quantity t:>G~ is the standard Gibbs free energy of reaction. Clearly, AG~ and Kcs depend only on the temperature.
Equations (29)-(35) already complete the specialization of system I to the case of an ideal gas mixture. To proceed with the specialization of system II, we must evaluate the partial derivatives of Ilk from Eq. {31). We find
where ok 1 is the Kronecker delta. The quantities ¢., Ase, and B. now become (36)
We also require the partial derivative aE I apk which is found from Eq. {30) to be ( aE)=_! (E -E).
The quantity Q. then becomes (42) since L;k Mk(bks-ak.) = 0. This completes the specialization of system II to the case of an ideal gas mixture.
According to Eqs. (39) and (40), the matrix Au and the vector B. appear to be undefined at points r where one or more of the species densities vanishes. However, the sums over k in these equations are descended from the sum in Eq. (9), which in effect extends only over the species involved in one or more of the equilibrium reactions. Equation (33) ensures that the partial density of any such species will never vanish.
VI. NUMERJCAL CONSIDERATIONS
Here, we wish to anticipate some of the considerations that might be involved in solving systems I and II numerically, e.g., by time-marching finite-difference techniques.
13 ' 14 For numerical purposes, systems I and II have different advantages and disadvantages. The main advantage of system I is that it eliminates N eq transport equations from the system. Its main disadvantage is that it requires the solution of a nonlinear algebraic system of N 13 simultaneous equations, namely, Eqs. (9) and (10), in each cell of the finite-difference mesh on every time step of the calculation. Fortunately, these equations are just the usual equations of chemical equilibrium, which have received much study and for which existing numerical techniques are available. System II does not eliminate any transport equations, but it has the advantage that the solution of a nonlinear algebraic system is no longer necessary. Instead, it is necessary to invert the square matrix Au in each mesh cell on every time step. This will ordinarily be faster than solving the nonlinear algebraic problem of system I, especially since N eq <N B' System II, however, has a potentially serious disadvantage. Since the equilibrium constraints appear only in differential form, the equations are insensitive to deviations from these constraints that would inevitably arise as a result of discretization errors. Once such deviations arise, they will evidently grow progressively larger due to the accumulation of these errors, and the accuracy of the calculation will progressively deteriorate.
Fortunately, accumulation of discretization errors can be minimized by the use of a corrective procedure due to Hirt and Harlow. 8 To facilitate future applications, we proceed to indicate how this procedure may be applied in the present context. We define the deviation of reaction s from equilibrium by (43) We now formally evaluate the derivative DE/Dt, temporarily repressing the knowledge that E• is supposed to be zero. We obtain (44) Since we have introduced N.q new variables E• into the system, we are free to impose N eq conditions later. These conditions will be chosen in such a way that the E 8 remain as small as possible.
Let us now consider how DE/ Dt might be represented in a time-marching finite-difference calculation. In such calculations, the dependent variables are evaluated at a sequence of discrete times t.. The integer n is the time level, and the increment At =t •• 1 -t. is the time step. It is customary to display n as a superscript on the dependent variables. We shall consider only the temporal differencing, since the spatial differencing is immaterial for present purposes. A simple firstorder temporal difference approximation to
The time level at which u is evaluated is not shown because it too is immaterial. Replacement of D£./Dt by (/JE/Dt) in Eq. (44) yields Experience has shown that it is frequently (but not always) advantageous to use conservative finite-difference equations.
'
14 There is no problem in constructing such difference equations for the species continuity equations and the equation of motion, which can readily be cast into conservation (divergence) form. The temperature equation, however, is inherently not of conservation form, and difference equations based on it will not be rigorously conservative of energy. If strict energy conservation is desired, it can be achieved by dealing with the total energy equation (obtained by combining the internal energy equation with the kinetic energy equation implied by the equation of motion) instead of the temperature equation. In this approach, the temperature equation would be used only to eliminate DT / Dt from Eq. (47); the temperature itself would be obtained from the internal energy E and the species densities pk by inverting the functional relationE =E(T,{pk}). Because of discretization errors, the temperature thus determined will differ slightly from that which would have been obtained from the temperature equation. This difference will in turn lead to small errors in the w.; these errors would hopefully be kept small by the selfcorrective feature of Eq. (47).
In the case of an ideal gas mixture, E 8 Finally, one may also imagine numerical methods for partial equilibrium flow based directly on the primitive equations of Sec. II. Such methods will evidently have to satisfy the nonlinear constraints of Eq. (9) [or Eq. (33)} by iterative methods, and hence will be more closely related to system I than to system II. One such method is described elsewhere. 
