Abstract. We present a theorem on the unitarizability of loop group valued monodromy representations and apply this to show the existence of new families of constant mean curvature surfaces homeomorphic to a thrice-punctured sphere in the simply-connected 3-dimensional space forms R 3 , S 3 and H 3 . Additionally, we compute the extended frame for any associated family of Delaunay surfaces.
Introduction.
Surfaces that minimize area under a volume constraint have constant mean curvature (cmc). The generalized Weierstraß representation [3] for non-minimal cmc surfaces involves solving a holomorphic complex linear 2 × 2 system of ordinary differential equations (ode) on a Riemann surface with values in a loop group. A subsequent factorization of the solution yields a 'loopified' moving frame, which in turn yields an associated family of cmc immersions of the universal cover.
To prove the existence of a non-simply-connected cmc surface, one has to study the monodromy representation of the moving frame, and in order for the resulting immersion to close up, the monodromy has to satisfy certain closing conditions. The main difficulty in solving period problems consists in showing that the monodromy representation of a solution of the ode is unitarizable.
We provide sufficient conditions for the closing conditions to hold, and apply these methods when the underlying domain is the n-punctured sphere for n = 2, 3. Here the punctures correspond to ends of the surface, where the coefficient matrix of the ode has regular singularities. Our main result gives necessary conditions on the unitarizability of loop group valued monodromy representations. This result, a key ingredient in our existence proof of trinoids, will be useful in a more general study of cmc immersions of punctured Riemann surfaces.
We discuss Delaunay surfaces in the three space forms, and investigate their weights in terms of Weierstraß data. Trinoids, the case n = 3, have been studied in [8] , [7] and [10] . It is worth noting that the conjugate cousin method employed in [7] only works for (almost)-Alexandrov embedded surfaces, and thus only yields trinoids with positive end weights. We show the existence of three parameter families of constant mean curvature trinoids in all three space forms, with all possible end weight configurations, subject to the spherical triangle inequalities and a balancing condition.
To construct the trinoid families, we impose known pointwise conditions [5] on the unitarizability of matrix monodromy on the 3-punctured sphere, amounting to the spherical triangle inequalities on the trinoid necksizes [7] . Our main unitarization result provides a smooth unitarizing loop which solves the period problem. These ideas can be extended to more singularities if special symmetries are imposed [19] , but the general case of n ≥ 4 remains unsolved.
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Conformal immersions into three dimensional space forms
Let M be a Riemann surface and G a matrix Lie group with Lie algebra (g, [ , ] ). For a map F : M → G, the pullback α = F * θ also satisfies (1) . Conversely, if N is a connected and simply connected smooth manifold, then every solution α ∈ Ω 1 (N, g) of (1) integrates to a smooth map F : N → G with α = F * θ. We complexify the tangent bundle T M and decompose T M C = T ′ M ⊕ T ′′ M into (1, 0) and (0, 1) tangent spaces and write d = ∂ + ∂. Dually, we decompose
and accordingly split Ω 1 (M, g C ) ∋ ω = ω ′ + ω ′′ into (1, 0) part ω ′ and (0, 1) part ω ′′ . We set the * -operator on Ω 1 (M, g C ) to * ω = −iω ′ + iω ′′ .
Euclidean three space. We fix the following basis of sl 2 (C) as
and will denote by · , · the bilinear extension of the Ad-invariant inner product of su 2 to su 2 C = sl 2 (C) such that ǫ, ǫ = 1. We further have
We identify Euclidean three space R 3 with the matrix Lie algebra su 2 . The double cover of the isometry group under this identification is SU 2 ⋉ su 2 . Let T denote the stabiliser of ǫ ∈ su 2 under the adjoint action of SU 2 on su 2 . We shall view the two-sphere as S 2 = SU 2 /T.
Proof. Let U ⊂ M be an open simply connected set with coordinate z : U → C. Writing df ′ = f z dz and df ′′ = fzdz, conformality is equivalent to f z , f z = fz, fz = 0 and the existence of a function v ∈ C ∞ (U, R + ) such that 2 f z , fz = v 2 . Let N : U → SU 2 /T be the Gauss map with lift F : U → SU 2 such that N = F ǫ F −1 and df = vF (ǫ − dz + ǫ + dz)F −1 . The mean curvature is H = 2v −2 f zz , N and the Hopf differential is Q dz
iǫ . This allows us to compute d * df = iv 2 HN dz ∧ dz and proves the claim.
The three sphere. We identify the three-sphere S 3 ⊂ R 4 with S 3 ∼ = SU 2 ×SU 2 / D, where D is the diagonal. The double cover of the isometry group SO(4) is SU 2 × SU 2 via the action X → F XG −1 . Let · , · denote the bilinear extension of the Euclidean inner product of R 4 to C 4 under this identification.
Proof. Let U ⊂ M be an open simply connected set with coordinate z : U → C. Writing df ′ = f z dz and df ′′ = fzdz, conformality is equivalent to f z , f z = fz, fz = 0 and the existence of a function
Take a smooth lift, that is, a pair of smooth maps F, G :
Hyperbolic three space. We identify hyperbolic three-space H 3 with the symmetric space SL 2 (C)/SU 2 embedded in the real 4-space of Hermitian symmetric matrices as [g] ֒→ g g * , where g * denotes the complex conjugate transpose of g. The double cover of the isometry group SO(3, 1) of H 3 is SL 2 (C) via the action X → F XF * .
Lemma 2.3. For a conformal immersion
Proof. Let U ⊂ M be an open simply connected set with coordinate z : U → C. Writing df ′ = f z dz and df ′′ = fzdz, conformality is equivalent to f z , f z = fz, fz = 0 and the existence of a function v ∈ C ∞ (U,
Loop groups
For each real 0 < r ≤ 1, the circle, open disk (interior) and open annulus (when r < 1) are denoted respectively by C r = {λ ∈ C : |λ| = r}, I r = {λ ∈ C : |λ| < r} and A r = {λ ∈ C : r < |λ| < 1/r}.
The r-loop group of SL 2 (C) are the smooth maps of C r into SL 2 (C):
The Lie algebras of these groups are Λ r sl 2 (C) = C ∞ (C r , sl 2 (C)). We will use the following two subgroups of Λ r SL 2 (C):
(1) Let B = B ∈ SL 2 (C) : tr(B) > 0 and Ad B(ǫ + ) = ρ ǫ + , ρ ∈ R * + , and denote by Λ + r SL 2 (C) those B ∈ Λ r SL 2 (C) which extend analytically to maps B : I r → SL 2 (C) and satisfy B(0) ∈ B. We call these positive r-loops.
, and denote by Λ R r SL 2 (C) all loops F ∈ Λ r SL 2 (C) which extend analytically to maps F :Ā r → SL 2 (C) and satisfy F * = F −1 . We call these r-unitary loops. [16] , [15] . The unique splitting
The normalization B(0) ∈ B is a choice to ensure uniqueness of the Iwasawa factorization. We call F the r-unitary part of Φ.
Note that
For r = 1 we omit the subscript. Replacing SL 2 (C) by GL 2 (C), we define the analogous loop Lie subgroups of Λ r GL 2 (C). In this case, the subgroup B ⊂ GL 2 (C) consists of matrices with det B > 0, tr B > 0 and Ad B(ǫ + ) = ρ ǫ + for some positive real number ρ, and Λ R r GL 2 (C) consists of F ∈ Λ r GL 2 (C) that extend analytically to F : A r → GL 2 (C) and satisfy F * = det(F ) F −1 . Corresponding to all the above subgroups, we analogously define Lie subalgebras of Λ r gl 2 (C).
Holomorphic potentials

Smooth maps
As the left sides of (6) and (7) are λ dependent while their right sides are not, both sides of (6) and (7) must be identically zero.
In the following Lemma we recall a method from [3] that generates r-unitary frames. Define
and denote the holomorphic 1-forms on M with values in Λ
r sl 2 (C)) : dξ = 0} . Lemma 4.1. Let M be a simply connected Riemann surface, ξ ∈ Λ r Ω(M ) and Φ the solution of dΦ = Φξ with initial condition Φ 0 ∈ Λ r SL 2 (C) at z 0 ∈ M . Then the r-unitary part of Φ is an r-unitary frame.
0 , which has no ǫ − component.
The Sym-Bobenko Formulas
Given an r-unitary frame, an immersion can be obtained by formulas first found by Sym [21] for pseudo-spherical surfaces in R 3 and extended by Bobenko [2] to cmc immersions in the three space forms. Our formulas differ from these, since we work in untwisted loop groups. Let ∂ λ = ∂/∂λ. Theorem 5.1. Let M be a simply connected Riemann surface and F λ ∈ F r (M ) an r-unitary frame for some r ∈ (0, 1].
is a conformal immersion with mean curvature (3), proving conformality. Further, using (6) and (7) gives
proving conformality df
. Using Lemma 2.3 yields the formula for H, and concludes the proof of the Theorem.
The generalized Weierstraß representation
By combining Lemma 4.1 and Theorem 5.1, cmc surfaces can be constructed in the following three steps: Let ξ ∈ Λ r Ω(M ), z 0 ∈ M and Φ 0 ∈ Λ r SL 2 (C). 1. Solve the initial value problem
to obtain a unique holomorphic frame Φ : M → Λ r SL 2 (C).
2. Factorize Φ = F B pointwise on M as in (4) to obtain a unique F ∈ F r (M ).
3. Insert F into one of the Sym-Bobenko formulas (9), (10) or (11).
We call a triple (ξ,
r GL 2 (C) and the Sym-Bobenko formulas (9), (10) and (11) must be modified and become, respectively,
The map (ξ, Φ 0 , z 0 ) → F r (M ) is surjective [3] . Injectivity fails, since the gauge group G r (M ) = {g : M → Λ + r SL 2 (C) holomorphic} acts by right multiplication on the fibers of this map: Indeed, on the holomorphic potential level, the gauge action
Remark 6.1. It is worth noting that for g ∈ G r (M ), triples (ξ, Φ 0 , z 0 ) and (ξ.g, Φ 0 g(z 0 ), z 0 ) induce the same frame and thus the same immersion.
Invariant potentials & monodromy
Let M be a connected Riemann surface with universal cover M → M and let ∆ denote the group of deck transformations. Let ξ ∈ Λ r Ω(M ) be a potential on M .
and different solutions give rise to mutually conjugate monodromy matrices.
A choice of base pointz 0 ∈ M and initial condition Φ 0 ∈ Λ r SL 2 (C) gives the monodromy representation χ : ∆ → Λ r SL 2 (C) of a holomorphic potential ξ ∈ Λ r Ω(M ). Henceforth, when we speak of the monodromy representation, or simply monodromy, we tacitly assume that it is induced by an underlying triple (ξ, Φ 0 ,z 0 ).
If Φ = F B is the pointwise Iwasawa decomposition of Φ : M → Λ r SL 2 (C), then we shall need to study the monodromy of F to control the periodicity of the resulting cmc immersion given by (9), (10) or (11) . 
Proof. Let Φ = F B be the pointwise r-Iwasawa factorization of Φ. Then
The right hand side is holomorphic (in λ) on A r , and τ * F and F −1 are the boundaries of holomorphic maps on A r . Hence (τ * B)B −1 is the boundary of a holomorphic map on A r . By the assumption, (τ
The following closing conditions of Theorem 7.2 are immediate consequences of the Sym-Bobenko formulas (9), (10) and (11). (i) Let f λ be as in (9) and
(ii) Let f λ be as in (10) and distinct λ 0 , λ 1 ∈ S 1 , and
Theorem 7.2 also holds when (9), (10) or (11) are replaced respectively by (13), (14) or (15), and F and H take values in Λ 
Delaunay surfaces
Delaunay surfaces are cmc surfaces of revolution about a geodesic in the ambient space form R 3 , S 3 or H 3 . Note that the geodesic must also lie in the space form. For more details on Delaunay surfaces in space forms see [11] , [12] and [20] .
Let us derive Weierstraß data for Delaunay surfaces in three dimensional space forms. The domain will be the Riemann surface M = C * ∼ = C/2πiZ. Hence the group of deck transformations is generated by (17) τ : log z → log z + 2πi .
For a, b ∈ C * and c ∈ R, let
Note that exp(z A) has unitary monodromy M = exp(2πiA) with respect to the translation (17). The closing conditions (i)-(iii) for M of Theorem 7.2 are conditions on the exponentials exp(2πiµ) of the local eigenvalues ±µ(λ) of A:
Arguments as those in [9] show that Weierstraß data (Adz, Id, 1) satisfying (19)- (21) 
Write exp(zA 1 ) = exp(iyA 1 ) exp(xA 1 ). Then
∂F2
∂x dx + AdF 2 iA 1 dy, so its coefficients of dx and dy are independent of y. The Maurer-Cartan equation reads The general solution of (22) is v(x) = 2|a||H| −1 sn(2i|b|(x − x 0 ) | κ) for some x 0 ∈ R, and modulus κ = a
Hence the surfaces generated by (A 1 dz, Id, 0) and (A 2 dz, Id, x 0 ) have the same mean curvature, Hopf differential and conformal factor, and thus differ by a rigid motion.
As a consequence of Lemma 8.1, a potential A dz, with A as in (18) , can be normalized so that a, b ∈ R * and c = 0. We next compute the extended unitary frame generated by such a potential. This result is implicitly contained in the appropriate formula in the work of Bobenko [2] . 
Proof. Choose H ∈ R * and set Q = −2abH −1 λ −1 . Let v be the nonconstant solution of (24) when |a| = |b| or the constant solution v = 2b when |a| = |b|, and set v with mean curvature H, and let Q be an immersed disk with boundary γ. Let η be the unit conormal of the surface along γ and let ν be the unit normal of Q, their signs determined by the orientation of γ. Then the flux of the end with respect to a Killing vector field
The flux is a homology invariant [12] , [11] . For asymptotically Delaunay ends with axis ℓ, with Y the Killing vector field associated to unit translation along the direction of ℓ, we abbreviate w(Y ) to w and say that w is the weight of the end. 
Proof. Because Φ = exp(log z A) ∈ Λ R r SL 2 (C) when |z| = 1, by uniqueness of the Iwasawa factorization, also F = exp(log z A) on |z| = 1. Thus by the Sym-Bobenko formulas for the cmc immersion f and by the formulas for the normal N in the proofs of Lemmas 2.1, 2.2 and 2.3, we also know f and N explicitly for z ∈ S 1 .
Hence, defining γ to be the counterclockwise loop about the circle f ({|z| = 1}), and choosing Q to be the totally geodesic disk with boundary γ, we can explicitly compute the weight (26). In the case of R 3 , the computation is as follows: We may assume without loss of generality by Lemma 8.1 that a, b ∈ R and c = 0. Let us further assume for simplicity that both b and H are positive. Then
and the resulting immersion (9) and normal are given by
It follows that the disk Q has radius 2|a/H| and normal ν = i(ǫ + − ǫ − ). Furthermore, Y = ν, and η = ν or η = −ν when a > 0 respectively a < 0. Then
H , by (19). 
Proof. For the R 3 case, by (19) it follows that |a| 2 + |b| 2 + 2ab ≤ An unduloid (respectively nodoid, twice punctured round sphere, round cylinder) is produced when ab > 0 (respectively ab < 0, ab = 0, c = 0 and |a| = |b|).
Unitarization of loop group monodromy representations
The purpose of the following unitarization theorem (Theorem 9.1) is to show that if under certain conditions a monodromy representation of an ode is unitarizable pointwise on S 1 , then the monodromy representation is unitarizable by a dressing matrix on an r-circle which is analytic in λ. The unitarization theorem is a key ingredient in the construction of trinoids (theorem 10.5). A similar result is proven in [4] with different methods. First we introduce some new ingredients:
(1) H ∈ GL 2 (C) is unitarizable if there exists a C ∈ GL 2 (C) with CHC −1 ∈ U 2 . (2) The set {H 1 , . . . , H n } ⊂ GL 2 (C) is simultaneously unitarizable if there exists a C ∈ GL 2 (C) such that CH j C −1 ∈ U 2 for all j ∈ {1, . . . , n}. 
Proof. Since f is real and non-negative, each of its zeros is of even order. Let {a 1 , . . . , a n } ⊂ S 1 be the zeros of f , each with multiplicity two (so the a j might not be distinct), and let q = n j=1 (λ − a j ). Then the function g = f /(q * q) has no zeros on S 1 and satisfies g = g * . Let g = rλ p g − g + be the (rank 1) Birkhoff factorization of g (see [16] ), such that g + extends analytically without zeros to I 1 , g − extends analytically without zeros to (C \ {I 1 }) ∪ {∞}, and normalized with r ∈ C, g + (0) = 1 and g − (∞) = 1. Since g * = g, on S 1 we have the equality
By the uniqueness of the Birkhoff factorization, g − = g * + , p = 0 and r = r. Since f is nonnegative on S 1 , r is positive. Then the function h = √ rg + q is analytic on S 1 , is the boundary of an analytic map from I 1 to C * , and satisfies f = h * h. 
Proof. The map X can be written
where the functions x 1 , x 2 satisfy x 1 = x * 1 and x 2 = x * 2 , are real-valued and nonnegative on S 1 , and x 1 ≡ / 0, x 2 ≡ / 0. X extends analytically to A r for some r ∈ (0, 1) close to 1.
The function d = det X satisfies det X ≡ / 0 on A r , and since X is positive semidefinite, d is real-valued and non-negative on S 1 . Let d = e * e be the singular Birkhoff factorizations of d according to Lemma 9.2, and let
Then Y is an analytic map on S 1 which satisfies x 1 X = Y * Y . As noted above, for some r ∈ (0, 1) sufficiently close to 1, X extends analytically to a map X : A r → M 2×2 (C), and we can choose r so that X 11 and det X have no zeros in A r \ S 1 , where the X ij are the entries of X. Let H 1 , . . . , H n ∈ GL 2 (C), n ≥ 2, and suppose that {H 1 , . . . , H m } is simultaneously unitarizable and nondegenerate. Let
Then dim ker L n = 1.
Proof. For later use in this proof, we first consider the n = 1 case, with H 1 not a scalar multiple of Id. Let C ∈ GL 2 (C) such that CH 1 C −1 ∈ U 2 , and set X 0 = C * C. A calculation shows that X ∈ ker L 1 if and only if [X −1 0 X, H 1 ] = 0. Since the space of commutators with H 1 is 2-dimensional and equal to span{Id,
Now we consider the n ≥ 2 case. From the hypothesis of nondegeneracy, we may assume H 1 is not a scalar multiple of Id. Let C ∈ GL 2 (C) such that CH j C −1 ∈ U 2 for any j ∈ {1, · · · , n}, and set
Then as above, ker L n = span{X 0 , X 0 H j } for each j. Hence for all i and j, X 0 H i ∈ span{X 0 , X 0 H j }, so H i ∈ span{I, H j }. Thus [H i , H j ] = 0, and this contradicts the nondegeneracy hypothesis of the Lemma. Definition 9.5. Let E → S 1 be a vector bundle, with E λ ⊂ M 2×2 (C) denoting the fiber of E over each λ ∈ S 1 . Let E * denote the vector bundle whose fiber over each
Lemma 9.6. Let E → S 1 be a trivial analytic line subbundle of the trivial M 2×2 (C)-bundle over S 1 such that (1) E * = E, and (2) for each λ ∈ S 1 except possibly at finitely many points, there exists a Y ∈ E λ which is positive definite. Then there exists an analytic section X of E such that X = X * , X is positive semidefinite on S 1 , and det X ≡ / 0.
Proof. Let X 1 be an analytic section of E that is nowhere zero. Then there exists an α ∈ C * such that X 2 = αX 1 + (αX 1 ) * ≡ / 0, and X 2 is an analytic section of E satisfying X * 2 = X 2 . For any λ ∈ S 1 at which there exists a Y ∈ E λ which is positive definite, since dim E λ = 1 and Y = 0, there exists some c ∈ C so that X 2 (λ) = cY . Since at λ, X 2 = X * 2 and Y = Y * , we have c ∈ R. Hence X 2 (λ) is either positive definite, negative definite or 0, according as c > 0, c < 0 or c = 0.
If X 2 is entirely positive (resp. negative) semidefinite on S 1 , then X = X 2 (resp. X = −X 2 ) will satisfy the conclusion of the Lemma. So let us now assume both that X 2 is positive definite somewhere on S 1 and negative definite somewhere else on S 1 . Let P = {p 1 , . . . , p n } ⊂ S 1 be the set of points at which X 2 switches between being positive and negative definite, and setp = n j=1 p j . Then n is positive and even. Let f (λ) = λ −n/2p−1/2 n j=1 (λ − p j ), and note that f * = f . Let p + ∈ S 1 \ P be a point for which X 2 (p + ) is positive definite and let g(λ) = f (λ)/f (p + ). Then g is analytic, g ≡ / 0, g * = g, and X 2 is positive or negative definite, according as g > 0 or g < 0. Thus X = gX 2 satisfies det X ≡ / 0 and X = X * and is positive definite except at P , and hence is positive semidefinite. Lemma 9.7. Let γ be an open segment of S 1 , λ 0 ∈ γ, γ * = γ \ {λ 0 } and H : γ * → U 2 (resp. SU 2 ) a real analytic map which extends meromorphically to a neighborhood of γ. Then H actually extends holomorphically to a neighborhood of γ and H|γ ∈ U 2 (resp. SU 2 ).
Proof. Since H takes values in U 2 on γ * , its entries are bounded in absolute value by 1 there. Since a meromorphic function at a pole is unbounded along every curve into the pole, the entries of H cannot have poles at λ 0 . Hence H extends real analytically to λ 0 .
Since HH * = Id on γ * , then HH * = Id on γ by the continuity of HH * . If det H(λ 0 ) = 1 on γ * , then det H = 1 on γ by the continuity of det H.
of Theorem 9.1. The strategy of the proof is as follows: We define a trivial analytic line bundle E → S 1 . We then show that Lemma 9.6 is applicable to this bundle and use it to produce a positive semidefinite analytic section X of E, which in turn produces the required unitarizer C satisfying X = C * C via Lemmas 9.3, 9.7. With H 1 , ..., H n as in the theorem, let L n be as in Equation (29), so now L n is a family of linear maps depending analytically on the parameter λ. By the simultaneous unitarizability and nondegeneracy of the H j , Lemma 9.4 implies that L n (X 0 ) = 0 has nontrivial solutions on an open dense subset of S 1 . Because L n is linear, a solution X 0 can be chosen so that its entries are rational functions of the entries of the H j and H * j . Because the H j and H * j are analytic in λ ∈ S 1 , X 0 is meromorphic on A r for some r ∈ (0, 1) sufficiently close to 1. In fact, we can choose r so that the only poles of X 0 in A r lie in S 1 . Thus X 0 is well-defined on S 1 with at most pole singularities. Furthermore, L n (X 0 ) = 0 for all λ in A r where X 0 is finite. Let λ 1 , ..., λ m ∈ S 1 be the points at which either X 0 has a pole or X 0 is the zero matrix. Let n j be the minimum of the orders of the entries of X 0 at λ j . At the poles of X 0 , n j will be negative; at points where X 0 is zero, n j will be positive. Then
is an analytic solution of L n (X 1 ) = 0 with no zeros and no poles, defined on A r for any r < 1 and sufficiently close to 1. We can now define the trivial analytic line bundle E → S 1 with fibers
1 minus a finite number of points, there exists a map C from S 1 minus a finite number of points to GL 2 (C) so that the positive definite Y := C * C is in ker L n . By Lemma 9.4, dim ker L n = 1 at all but a finite number of points of S 1 , hence E λ = {c · Y | c ∈ C} at all but finitely many points of S 1 . It follows that E * = E on all of S 1 , and condition (2) of Lemma 9.6 also holds with Y as above. We can thus apply Lemma 9.6 to say there exists an analytic solution X of L n (X) = 0 with X = X * and det X ≡ 0, so that X is positive semidefinite. Thus X satisfies the conditions of Lemma 9.3, so there exists a C ∈ Λ + ↑1 M 2×2 (C) so that C * C ∈ ker L n . It follows that the CH j C −1 , j = 1, . . . , n, satisfy the reality condition (
Then the CH j C −1 satisfy the conditions of Lemma 9.7, so by that Lemma the CH j C −1 extend analytically across {det C = 0} and are in Λ Define
Suppose the following inequalities hold for every permutation (i, j, k) of (0, 1, ∞):
Then on S 1 except possibly at a finite subset, H is irreducible (no common eigenlines) and pointwise unitarizable.
Proof. For k ∈ {0, 1}, let γ k be a curve based at z 0 ∈ CP 1 \ {0, 1, ∞} which winds around k ∈ CP 1 once counterclockwise and does not wind around any other puncture. Let γ ∞ = (γ 0 γ 1 ) −1 . For k ∈ {0, 1, ∞}, let τ k be the deck transformation associated to γ k and let H k = H(τ k ) : C * → SL 2 (C) be the monodromy with respect to τ k . Then H 0 H 1 H ∞ = Id.
To compute tr H 0 , let g be the diagonal gauge with entries z 1/2 , z −1/2 . Then
The eigenvalues of the residue matrix are ±µ 0 , where µ 0 (λ) = 
analogous calculations verify the cases k = 1, ∞. Thus we have that the half-traces t k (λ) of H k are given by
For each λ ∈ S 1 , the three monodromy matrices H 0 , H 1 , H ∞ are in SL 2 (C), have real traces, and satisfy H 0 H 1 H ∞ = Id. By a pointwise theorem of Goldman [5] , H 0 , H 1 , H ∞ are irreducible and simultaneously unitarizable at λ 0 ∈ S 1 if and only if T (λ) = 1 − t It follows that the functions f and f i take values in (0, 1) except at a finite subset of I. By a continuity argument, we conclude that T is positive on S 1 except at a finite subset.
Remark 10.4. For the spaceform R 3 and positive v k , the inequalities (32) are the spherical triangle inequalites which arise in [7] . The spherical polygon inequalities also appear in the context of holomorphic vector bundles [1] .
For the spaceform R 3 , the inequalities (34) are infinitesimal versions of the inequalities (32) at λ = 1. These can be seen to be necessary conditions by the balancing formula [13] . In case one of these inequalities is an equality the axes of the trinoid ends are parallel. Proof. Let ξ, Φ and H j be as in Lemma 10.3. By that Lemma, the H j are pointwise unitarizable on S 1 except at a finite subset. By Theorem 9.1, there exists an analytic map C ∈ Λ + ↑1 M 2×2 (C) for which each F j = CH j C −1 (j ∈ {0, 1, ∞}) extends analytically across {det C = 0} ∩ S 1 and is in Λ R r GL 2 (C) for any r ∈ (0, 1). To compute closing conditions (Theorem 7.2), note that the F j are the monodromy matrices for CΦ (j ∈ {0, 1, ∞}). When λ 0 ∈ S 1 , by Lemma 10.2, tr F j = cos(2πρ k ) on S 1 , where the ρ j are defined in (35). Then a local eigenvalue µ j of F j satisfies µ j (λ 0 ) = 1, and when λ 0 = 1, ∂ λ µ j (λ 0 ) = 0 (see also (19)- (21)). Since where D 0 : C * → SL 2 (C) is holomorphic. Hence H j (λ 0 ) = Id. Since C is nonsingular and invertible at λ 0 , then F j (λ 0 ) = C(λ 0 )H j (λ 0 )C(λ 0 ) −1 = Id. Hence the F j satisfy the closing conditions. By Lemma 7.1, the monodromy of the unitary part of CΦ equals the respective monodromy F j of CΦ, and so satisfies the approriate closing condition of Theorem 7.2. By that Theorem, the generalized
