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Abstract
Keyword based search engine generally provides result set with a large number of web pages, mostly irrelevant. The world wide
web is a large collection of web/hypertext document, so effort is required to provide relevant data for a given set of query with less
response time. This paper implements the semantic-synaptic web mining algorithm, and compares the result with other existing
algorithm. The algorithm focuses on use of entropy for ﬁnding accurate results for any given query.
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1. Introduction
Internet size is growing exponentially with respect to user, server, and data. Especially last of three years have
witnessed a huge increase in the volume of data on Internet, along with emergence of Internet things and Big Data. The
retrieval process still are unable in fetching relevant information the search result set consist of unwanted document
or link. Web mining, A subset of data mining, is a handy technique employed for improving retrieval process which
focuses on extracting desired information from web.
Web mining is classiﬁed into three categories based on web data.
a. Web Content Mining
b. Web Usage Mining and
c. Web Structure Mining.
1.1 Web content mining
Web Content Mining deals with extraction of useful information from the different type of data present on the web.
1.2 Web usage mining
Web Usage Mining deals with analysis of the server log, web cookie, meta data etc. for tracking users interest.
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1.3 Web structure mining (WSM)
Web StructureMining make use of graph theory to analyze the hyperlink structure, based on the hyperlink topology.
It also categorized the website and interlink the website.
This paper implements an algorithm proposed by4 which focuses on providing relevant data to the users. The
remaining part of the paper is organized in following manner. Section 3 will explain the related work, Section 4 will
explains the implementation of the algorithm.
2. Motivation
The motivation of this research has been born from the need of improving the result set of the search engine, the
concept of entropy was evolved in thermodynamic but today it is broadly used in information science.
This paper work makes use of entropy in ﬁnding relevant result set, since entropy value of a document is based on
the probability mass function and information content and this value gives the more suitable result as per user query
according to entropy concepts, studied in4,18.
The idea was proposed as semantic-synaptic web mining by4, this paper implement this idea which is based on
entropy concept and add this idea with page rank to enhance the present search result set.
3. Related Work
Web mining concept was ﬁrst introduced by Oren Etzioni9. R. Kosla et al.,12 divided web mining into three
categories according to the different type of data mined. The author of15 claims that the data present on the web is of
three type namely web content mining, web structured mining and web usage mining.
The author of8 categorized the data over web into four types namely structure data, content data, proﬁle data and
usage data.
The author22 categories the web mining into three area namely web text mining, web usage mining and user
modeling mining.
To improve the efﬁciency of web mining technique some researcher have merged the structure mining and content
mining as described in7,11, 19. From the study of several research work related of web mining, it was analyzed that the
most of researcher do not agree with the above web mining classiﬁcation. Today, most popular category of web mining
are web content mining, web structure mining and web usage mining.
In the year 2001, Tim Berners-Lee Introduced the Ontological approach which increases the machine understand
capability of the web data which is known as semantic web13. In the year 2006, Tim Berners-Lee came up with
the principle of linked data6 concept and also provided some information for how to use concept of standard web
technology to connect between the data over the web.
In 2014 author of3 give the idea for improving the accuracy and relevancy of the web page data for this they proposed
a semantic-synaptic web mining model, combining the best idea of semantic web and synaptic web at low entropy
concept, and they also gave the semantic-synaptic web mining architecture.
Author of the paper4 proposes a algorithm of semantic-synaptic web mining algorithm in a paper titled “Entropy
Measurement and Algorithm for Semantic-Synaptic Web Mining4”which is based on the entropy Value with no
implementation proof.
Semantic web mining13 can be termed as an improved version of web mining23. Semantic web increases the
efﬁciency and quality of web mining, it add meaning to the present information for better co-operation or result, and
this semantic helps in machine learning.
The concept of semantic web was ﬁrst introduce by T. Berners-Lee13 to make better understanding of web
information to the machine, T. Berners-Lee said that the multiple layer architecture present in semantic web is useful to
apply the semantic concept to the different kind of web mining. Semantic Web play a very Important Role to improve
the WORLD WIDE WEB (WWW) of ﬁrst generation. The architecture of semantic web stack is shown in Fig. 1.
The synaptic web5 established the relation between objects, the objects may be the either content or information. In
synaptic web capability of ﬁltering is much more important then its search functionality. In other hand it can be said
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Fig. 1. The semantic web stack2. Fig. 2. Contribution of synaptic web in the present scenario3 .
that it is a next generation concept to manipulate and solve the issue related to document search. The Contribution of
synaptic web in the present scenario is shown in Fig. 2.
Web is referred today as web of data. Synaptic web tries to inter-link the web of data.
Semantic-Synaptic web mining4 is a mixed concept of semantic web as well as synaptic web, a part of web mining
technique which is using low entropy concept. If web content have Lower value of entropy then its probability to
similarity is more between the web content, which give the more accurate and relevant data over the web. In paper4
they also given semantic-synaptic web mining architecture.
The concept of entropy based on information theory was introduced by shannon and people also known as Shannon
entropy20, it is actually the measure of uncertainty, inconsistency, unstructured data etc. of the random variable. From
this, information content of web page can be obtained. Information Content of document tends to give efﬁcient result.
A web page having low information content, then that web page have the lowest unstructured data, in other word
the web page has lowest uncertainty, that means web page leads towards the relevancy. If a web page is more relevant
and accurate then that web page having low Information Content.
According to Information Theory, entropy is calculated by predicted average value of information content Ixi which
is related with the random variable X , and the entropy of the variable X is a function of p(x) = Pr [X = xi ], xiX
where i[1, n] and this is described as follows
E(X) =
N∑
i=1
P(xi )I (xi ) (1)
OR it can be written as
E(X) =
N∑
i=1
P(xi ) log
1
P(xi )
= −
N∑
i=1
P(xi ) log(P(xi ))26 (2)
Here negative sign indicate that the value of entropy is always positive value, because value of probability always lying
between 0 and 1.
3.0.1 Method for measuring the entropy
For entropy calculation, here we are using the method of Information Content by Resnik18 is used, different step of
this method is given as follows
Step 1:
First web page are clustered and measured the frequency of each word having the conceptC , mathematically it can be
written as follows
Frequency(c) =
∑
n∈words(c)
count(n) (3)
where words (c) means the group of words having the concept C16,18.
452   Sarowar Kumar et al. /  Procedia Computer Science  54 ( 2015 )  449 – 455 
Step 2:
From the above step 1, the Frequency of the concept c is measured, now probability of words of web page having the
concept (ci ) using the following formula is measured
p(ci ) = frequency(ci )N (4)
In the above equation N is the total number of words present in a web page.
Step 3:
From the above step 2, the probability of words of web page having the concept (ci ) is measured, now the Information
content of the concept is calculated using the following formula
I (ci ) = −Log(p(ci )) (5)
Using above step calculation of entropy value of web page is done and web pages are arranged in order of increasing
entropy.
Algorithm for semantic-synaptic web mining using page entropy4
The algorithm consist of two phases, ﬁrst phase deals with clustering of web page, and once clustering is done, entropy
of web pages are calculated. semantic-synaptic web mining algorithm shown below.
Algorithm 1. Semantic-Synaptic Web Mining4
Et0 indicates web page with least entropy value as root in hierarchy, Etn indicates web page with highest entropy
value. The hierarchy is given in the Fig. 3.
In the Fig. 4, A is root with Et0, node E, F, G, H, I, J, K , L, M are leaf node with Etn and B,C, D are pages at
adjacent level i .
4. Implementation
To prove the symantic-synaptic web mining algorithm4, a database of approx 125000 unique web pages is
built using a web crawler application program, available for all major operating system. A search engine like web
application is used to show the result of entropy based algorithm4. Given a user query, the search engine ﬁrst cluster
the web page using keywords, then entropy of each web page in cluster is calculated and ﬁnally sort the result.
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Fig. 3. Semantic-synaptic web mining architecture4 .
4.1 Clustering
Clustering of web page10,21 is the ﬁrst phase of the algorithm proposed by4. The real meaning of web page
clustering is the groups the web pages having the similar content, similar meaning or related to each other in terms of
content or functionality. These cluster web page are strongly coupled, web pages present in a cluster taken as single
type item.
Clustering of web page is also important when web page information getting from the server or Internet is very
huge, then clustering is the best suitable solution, because in clustering technique those web pages are group together
those having the some relationship.
4.1.1 Important web page clustering algorithms
1. k-means analysis14
2. hierarchical clustering
3. nearest neighbor clustering
4. Clustering based on keywords17
In this paper we use Clustering based on keywords to implement the symantic-synaptic web mining algorithm, for
showing the relevancy of the result.
4.2 Clustering of web page
Keyword based clustering technique is used, for clustering of web page. The input is taken by the user, remove the
stop word (for e.g in, the, a, an, at etc) and the user keyword and their synonym (synonym of the word is calculated
using Wordnet 2.125 dictionary) is compared with keyword of web pages present in the database, the match results
is grouping and return the URL and title of the corresponding web pages for the next step i.e entropy calculation.
clustered result is shown in the Fig. 4.
4.3 Calculation of web page entropy
The calculation of entropy of the web page is done using the formula is given in the above section which is
proposed by Resnik18. The entropy of web page gives an idea about inconsistency of word present on web. Entropy
of each and every page present in taxonomy is calculated using a php script1. The results are arranged in increasing
order of entropy value. After the implementation of the symantic-synaptic web mining algorithm, output is shown in
Fig. 5.
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Fig. 4. Screenshot of clustering web page. Fig. 5. Screenshot of result according to entropy value.
4.4 System implementation
Logic of coding part using PHP script1 in the form of algorithm is shown below:
Algorithm 2. Code Implementation
4.5 Page rank vs entropy rank
Google uses the concept of Different Factor24to rank the search result, like Standard IR measures, proximity, anchor
text and Page Rank. Applying the concept of entropy with different factor, will reduce the result set and make it more
relevant.
The implementation result in the paper, advocates the advantage of entropy over page rank is as follows:
1. Page rank is unique value for every web page, while Entropy Rank is variable according to the query given by the
user.
2. Page rank depend on the in-link and out-link of a web page where outlink is very difﬁcult to calculate, where as
entropy value depend upon the information Content18 of the web page.
3. Page rank is generally high for website home page because most out-link is present on home page and other
website also reference the home page of web site generally, where as entropy value of home page may be high if
the information of web page is irrelevant other wise low.
4. Page rank remains unaffected with respect to change in information content of website, it is affected only if the
links (INLINK and OUTLINK) of a website is modiﬁed where as the entropy value is directly proportional to the
information content of webpage.
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From the above it can be concluded that if entropy is applied over google page Rank the search result set will improve
in terms of number and relevancy.
5. Conclusion
The paper implements the algorithm of symantic-synaptic web mining algorithm which is based on the entropy
value and information content. This implementation is performed on the large data set approx 125000 of web page
data. and the result shows that the web page present on root node having the low entropy value, generally provide the
most relevant data with respect to the available some search engine which do not use the entropy concept.
Here result are compared with the ﬁrst ten result coming out from the different search engine which don’t have
entropy concept. The above implementation is done using keyword based search, if implemented with full text search
then its accuracy will be improved further.
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