Data-based methods of flow forecasting are becoming increasingly popular due to their rapid development times, minimum information requirements, and ease of real-time implementation, with transfer function and artificial neural network methods the most commonly applied methods in practice. There is much antagonism between advocates of these two approaches that is fuelled by comparison studies where a state-of-the-art example of one method is unfairly compared with an out-of-date variant of the other technique. This paper presents state-of-the-art variants of these competing methods, non-linear transfer functions and modified recurrent cascade-correlation artificial neural networks, and objectively compares their forecasting performance using a case study based on the UK River Trent. Two methods of real-time error-based updating applicable to both the transfer function and artificial neural network methods are also presented. Comparison results reveal that both methods perform equally well in this case, and that the use of an updating technique can improve forecasting performance considerably, particularly if the forecast model is poor.
INTRODUCTION
Artificial neural networks provide a quick and flexible means of developing non-linear flow routing models.
However, it has been found in previous studies (Minns & Hall 1996; See et al. 1997; Dawson & Wilby 1998; Campolo et al. 1999 ) that, since they perform poorly outside the calibration range, they cannot be reliably used in situations where significant events outside the calibration range are important. Obviously, flow forecasting is one such application since we are often interested in the extremes and are often faced with a limited amount of calibration data. The main reason for the poor performance of the popular (backpropagation) ANNs is that all the data are routed through one or more layers of sigmoidal functions, which ultimately means that the maximum output value attainable is proportional to the number of hidden units in the final layer. Although the cascadecorrelation algorithm (Fahlman & Lebiere 1990 ) is largely overlooked by ANN modellers, it surmounts this problem to a large degree as the input units have direct connections to the output units, and so the restriction does not apply.
Encouraging results have recently been obtained using a variant of this algorithm whereby a guidance system is added to the learning architecture to prevent over-fitting and to improve the predictive ability of the model outside the calibration range (Imrie et al. 2000a ).
The paper briefly describes these state-of-the-art nonlinear TF and ANN flow routing methodologies, and presents a preliminary comparative assessment based on a typical UK case study. Furthermore, a real-time updating technique, which should be considered as an important component of a flood forecasting system, is described and applied to both methods in order to demonstrate the operational performance benefits of real-time updating. and B(z − 1 ) and are defined by the following polynomials:
NON-LINEAR TRANSFER FUNCTION MODELLING AND FORECASTING
This linear TF can be simply extended to a non-linear TF by allowing the parameters b 0 . . . b m and a 1 . . . a n to vary according to the current upstream or downstream flow, a method which is generally termed state parameter dependency (Young 1998) . In this case the polynomials take the following form where the index s is introduced to indicated that the terms are state dependent: (ii) TF models that incorporate non-linearity by varying (scheduling) the parameters, as presented in Equations (1), (4) and (5).
In the case study presented in this paper the INL-TF model type is applied as it is able to capture the underlined non-linearity while remaining robust and reliable (Lees 2000a) .
ARTIFICIAL NEURAL NETWORKS
Artificial neural networks are a type of parallel computer, within which a number of processing units are linked together so that the computer's memory is distributed and information is passed in a parallel manner. A large number of ANN architectures and algorithms have been developed, including multi-layer feedforward networks (Rumelhart et al. 1986) , self-organising feature maps (Kohonen 1982) , Hopfield networks (Hopfield 1987) , counterpropagation networks (Hecht-Nielsen 1987a) and radial basis function networks (Powell 1987) . Of these networks, the most commonly used are feedforward networks and radial basis function networks (Karunanithi et al. 1994; Bishop 1995) . Multi-layer feedforward networks have been found to perform best when used in hydrological applications (Hsu et al. 1995; Dawson & Wilby 1999 ) and as such they are by far the most commonly used (Maier & Dandy 2000) .
In feedforward ANNs, the processing units are To train an ANN, the following procedure is generally applied. Training data patterns are fed sequentially into the input layer, and this information is propagated through the network. The resulting output predictions y j (t)
are compared with a corresponding desired or actual output, d j (t). The mean squared error at any time t, E(t), may be calculated over the entire data set using Equation (7). The intermediate weights are adjusted using an appropriate learning rule until E(t) has decayed sufficiently:
A wide range of training algorithms has been developed to achieve optimum model performance. For feedforward ANNs, the error backpropagation algorithm with the gradient descent update rule (Rumelhart et al. 1986 The optimum architecture is usually found by a process of trial and error, which is somewhat frustrating and timeconsuming (Karunanithi et al. 1994) . Various means of circumventing this problem are: optimal brain damage, whereby the 'least significant' weights are removed periodically during ANN training (Le Cun et al. 1990 );
beginning with a large number of hidden units and pruning these until an optimal architecture is found (Karnin 1990) ; weight pruning using a genetic algorithm (Bebis et al. 1997) ; beginning with a small network and adding units until the optimum structure is obtained (e.g. Hsu et al. 1995) ; and to use a genetic algorithm to search the space of network structures (Miller et al. 1989; Yao 1993; Blanco et al. 2000) , although according to Russell & Norvig (1995) 
1990).
A number of 'constructive' algorithms have been developed to avoid the need to specify the architecture prior to training (Fahlman & Lebiere 1990; Hirose et al. 1991; Setiono & Hui 1995) . The most established of these algorithms is the cascade-correlation learning architecture (Fahlman & Lebiere 1990) , which builds the network during training by adding one hidden unit at a time. This algorithm has been used successfully in a number of hydrological applications (Karunanithi et al. 1994; Muttiah et al. 1997; Augusteijn & Warrender 1998; Durucan & Imrie 1998; Imrie & Durucan 1999) . The algorithm was further developed by Imrie et al. (2000a) to include an automated procedure for ensuring ANN generalisation.
In this paper, the modified cascade-correlation algorithm presented in Imrie et al. (2000a) has been further developed to emulate a recurrent ANN algorithm.
This makes it different from a feedforward ANN algorithm as the outputs obtained from the ANN upon the presentation of a pattern are fed back into the network as additional inputs for the subsequent pattern. An outline of these developments of the cascade-correlation learning architecture is provided in the following sections.
Cascade-correlation
The training of an ANN using the cascade-correlation learning architecture (Fahlman & Lebiere 1990 As can be seen in Figure 1 , the input units of a cascade-correlation ANN have direct connections with the output units, and as such the data are not forced through a layer of limiting sigmoidal functions. An indirect advantage of this is that there is no limit to the activation value obtained at the output layer. Using an appropriate output activation function can further ensure generalisation beyond the calibration range.
As described in Imrie et al. (2000a) , the cascadecorrelation algorithm employed in this paper has been subject to a number of alterations. One such adjustment was made to ensure that the network will generalise and the final model will perform adequately when confronted with fresh data. This 'guidance system' was developed according to the standard cross-verification procedure, whereby the available data are split into three parts: a training set used to adjust the weights, a testing set used to avoid over-training, and a separate verification set with which to judge the overall performance of the trained network.
Recurrent modified cascade-correlation algorithm
The majority of ANN forecasting applications in hydrology involve the construction of input patterns that contain a length of lagged values representing time series windows of the determinand of interest and other pertinent variables (e.g. Hsu et al. 1995; Minns & Hall 1997; Campolo et al. 1999; Zealand et al. 1999) . However, when the forecast lead-time is greater than one time-step, it may be useful to use the ANN's forecast of the modelled variable as an additional input to the next time step. This principle is used in recurrent neural networks, which were first conceived by Jordan (1986) . These are now commonly employed on temporal processing tasks (Wang et al. 1996) , although their application in hydrological modelling is not widely reported.
The simplest form of recurrent ANN is the Elman network (Elman 1988) , whose architecture is presented in A recurrent version of the original cascade-correlation algorithm has also been developed (Fahlman 1991) . In this case the hidden unit activations are no longer fed back to all of the other hidden units. Instead, every hidden unit has only one self-recurrent link, which is trained along with the candidate unit's other input weights to maximise the correlation. When the candidate unit is added to the active network as a hidden unit, the recurrent link is frozen along with all other links. and it would be possible to directly determine the relative importance of the recycled values in a sensitivity analysis.
It should be noted that there are also a number of possible drawbacks to the use of recurrent ANNs. Firstly, the procedure of training the weights in recurrent neural networks is much less orderly than in simple feedforward networks (Russell and Norvig 1995) . The networks can become unstable and chaotic. In particular, for an ANN that uses its outputs as additional inputs on the next pattern, each input pattern will change after each weight update. This constitutes a moving target problem, as the error surface is continually changing as training proceeds.
Furthermore, the benefits of recycling the output predictions will ultimately depend on the quality of the predictions themselves. However, results obtained in previous research showed that the recurrent version performed better in various river flow prediction applications than the modified cascade-correlation algorithm alone (Imrie 2000a) , and so this algorithm will be used for the modelling undertaken in this paper.
REAL-TIME ERROR UPDATING (EU)
Utilisation of the latest available observed data to improve the performance of a real-time forecasting system is called functions of a prediction error time series generated from historical data. Once the structure has been determined then least squares (LS) is used to estimate the parameters.
Error prediction
The error forecast e t + f/t at the (t + f)th sampling instant is then given by
and the updated flow forecast yu t + f/t at time t + f by:
where y t + f/t is the f step ahead model flow forecast.
In contrast to state adjustment schemes, which internally adjust values within the model, the error prediction scheme is fully external to the deterministic operation.
The result is a prediction of the future errors, which is added to the model simulation forecasts to form updated forecasts for different lead times. This means that the method can be used regardless of the type of forecast model, and can therefore also be applied to ANN forecasts.
Error prediction is useful when the source of the error of the current event is unknown or untraceable and it performs slightly better in catchments with a slow response (Refsgaard 1997) . However, one restriction associated with using error prediction is that, as the corrections are made by the difference between the simulated and the observed values of the flow, the flow data have to be reliable (Lundberg 1982) .
ANN error updating
The recurrent modified cascade-correlation algorithm described above allows the most recent ANN forecasts to be utilised as inputs in the subsequent forecast. The use of this method necessitates that the patterns presented to the network are temporally consecutive. One potential improvement to this algorithm is to also include the most recent error calculated between the observed and predicted values. This procedure was implemented into the recurrent modified cascade-correlation algorithm, and its benefits are assessed in the subsequent case study. It is important to note that the error input must have an associated lag time that matches the length of the forecast.
This constitutes an intrinsic form of the real-time updating techniques that were discussed in the previous section. considered appropriate, whereas at Littlethorpe, which is closer to Colwick, lags up to t = − 12 hours were used.
RIVER FLOW PREDICTION
Two ANN models were developed, based upon the input data described above. All the ANNs incorporated linear activation functions at the output layer. The first type was a traditional feed-forward backpropagation ANN trained with the gradient descent method, as described by Imrie et al. (2000a) . The model was developed using the SNNS software package (Zell et al. 1995) , the successful use of which has been reported in a number of applications (Abrahart & Kneale 1997; See & Openshaw 1998; Tchaban et al. 1998; Campolo et al. 1999) . 
RESULTS AND DISCUSSION
The overall performance of each model obtained was The second column in Table 1 predicted flow series may indicate that the non-linearity of the two types of model has compromised their overall stability.
CONCLUSIONS
The objective of the paper was to demonstrate and com- While the power of these techniques has been demonstrated in this paper, their application was limited to a single case study. It would therefore be inappropriate to draw firm conclusions about their overall performance.
Additional case studies should be considered, using different catchment sizes and climates, to further assess their overall performance. 
