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Abstract
It was proved by J. Schatz that the covering radius of the second
order Reed–Muller code RM(2, 6) is 18 (IEEE Trans Inf Theory 27:
529–530, 1985). However, the covering radius of RM(2, 7) has been an
open problem for many years. In this paper, we prove that the covering
radius of RM(2, 7) is 40, which is the same as the covering radius of
RM(2, 7) in RM(3, 7). As a corollary, we also find new upper bounds
for RM(2, n), n = 8, 9, 10.
Keywords: Reed-Muller codes, covering radius, Boolean functions, second-
order nonlinearity.
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1 Introduction
The covering radius of the first order Reed–Muller code RM(1, n) is 2n−1−
2n/2−1 for n even [25]. For odd n ≤ 7, it equals 2n−1 − 2(n−1)/2 [1, 12, 23].
However, for odd n > 7, the covering radius of RM(1, n) is still unknown,
although, some bounds have been given [14, 15, 18, 19, 24].
In [26], Schatz proved that the covering radius of the second order Reed–
Muller code RM(2, 6) is 18. For n ≥ 7, the covering radius of RM(2, n) is
still unknown. Particularly, the covering radius of RM(2, 7) has been an
open problem for many years [4, 5, 6, 7, 27]. In [13], Hou pointed out
that every known covering radius was attained by a coset of RM(r, n) in
RM(r + 1, n) and conjectured that the covering radius of RM(2, 7) is 40.
For n ≥ 7, the covering radius of RM(3, n) is also unknown [22]. In [28],
the authors proved that the covering radius of RM(3, 7) in RM(4, 7) is 20.
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It is also interesting to study the covering radius of the Reed-Muller code
in the set of cryptographic Boolean functions (see e.g. [2, 20]). Particularly,
the covering radius of RM(1, 8) in the set of balanced Boolean functions is
still an open problem.
In this paper, we prove that the covering radius of RM(2, 7) is 40, which
is the same as the covering radius of RM(2, 7) in RM(3, 7) and gives a
positive answer to the conjecture proposed by Hou. As a corollary, we also
find new upper bounds for RM(2, n), n = 8, 9, 10.
2 Preliminaries
Let Fn2 be the n-dimensional vector space over the finite field F2. We denote
by Bn the set of all n-variable Boolean functions, from F
n
2 into F2.
Any Boolean function f ∈ Bn can be uniquely represented as a multi-
variate polynomial in F2[x1, · · · , xn], called algebraic normal form (ANF),
f(x1, . . . , xn) =
∑
K⊆{1,2,...,n}
aK
∏
k∈K
xk, aK ∈ F2.
The algebraic degree of f , denoted by deg(f), is the number of variables
in the highest order term with nonzero coefficient. A Boolean function is
affine if all its ANF terms have degree ≤ 1. The set of all affine functions
is denoted by An. The Hamming weight of f is the cardinality of the set
{x ∈ Fn2 |f(x) = 1}. The Hamming distance between two functions f and g
is the Hamming weight of f + g, and will be denoted by d(f, g).
The nonlinearity of f ∈ Bn is its distance from the set of all n-variable
affine functions, that is,
nl(f) = min
g∈An
d(f, g).
The nonlinearity of an n-variable Boolean function is bounded above by
2n−1 − 2n/2−1 [3, 9, 25].
The r-order nonlinearity of a Boolean function f , denoted by nlr(f), is
its distance from the set of all n-variable functions of algebraic degrees at
most r.
The r-th order Reed-Muller code of length 2n is denoted by RM(r, n).
Its codewords are the truth tables (output values) of the set of all n-variable
Boolean functions of degree ≤ r. The covering radius of RM(r, n) is defined
as
max
f∈Bn
d(f,RM(r, n)) = max
f∈Bn
nlr(f).
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Two n-variable Boolean functions f1 and f2 are called affine equivalent
modulo RM(r, n) if there exist A ∈ GLn(F2) and b ∈ F
n
2 such that f1(x) =
f2(Ax+ b) modulo RM(r, n).
We use || to denote the concatenation, that is,
(f1||f2)(x1, . . . , xn, xn+1) = (xn+1 + 1)f1(x1, . . . , xn) + xn+1f2(x1, . . . , xn),
where f1, f2 ∈ Bn. We let |A| denote the cardinality of the set A.
3 The covering radius of the binary Reed-Muller
code RM(2, 7) is 40
Let f ∈ B7. Then it can be written as f1||f2, where f1, f2 ∈ B6. We need to
prove that nl2(f1||f2) ≤ 40. Let g ∈ B6. It is well known that nl2(g) ≤ 18,
and g is affine equivalent to g0 = x1x2x3+x1x4x5+x2x4x6+x3x5x6+x4x5x6
moduloRM(2, 6), if nl2(g) = 18. Moreover, nl(g0+g1) ≤ 22, for any g1 ∈ B6
with deg(g1) ≤ 2. Therefore, if f = f1||f2 and nl2(f1) = 18, then
nl2(f) ≤ d(f2, g2) + nl(f1 + g2) ≤ 18 + 22 = 40,
where g2 is a 6-variable Boolean function of degree at most 2 such that
nl2(f2) = d(f2, g2). Similarly, if f = f1||f2 and nl2(f1) = 17, then we also
have nl2(f) ≤ 40. In fact, we have the following lemma.
Lemma 1 (Propositions 11 and 14 of [27]). Let f ∈ B7 and f = f1||f2. If
nl2(f) > 40, then 15 ≤ nl2(fi) ≤ 16, for i = 1, 2.
The classification of 6-variable Boolean functions under the affine group
has been fully studied (see e.g. [17, 21]). It is known that there are exactly
205 affine equivalence classes modulo RM(2, 6). Calculating the second-
order nonlinearities of these classes, we have the following two lemmas.
Lemma 2. Let f ∈ B6. Then nl2(f) = 16 if and only if it is affine equivalent
to a function with degree ≥ 3 part among
(1) fun1 = x1x2x6 + x1x3x5 + x2x3x4;
(2) fun2 = x1x2x3x4 + x1x2x6 + x1x4x5 + x2x3x5;
(3) fun3 = x1x2x3x4 + x1x3x5 + x1x4x6 + x2x3x5 + x2x3x6 + x2x4x5;
(4) fun4 = x1x2x3x6+ x1x2x4x5+ x1x3x5+ x1x4x5+ x1x4x6+ x2x3x4;
(5) fun5 = x1x2x3x4x5+ x1x3x5+ x1x4x6+ x2x3x5+ x2x3x6+ x2x4x5.
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Lemma 3. Let f ∈ B6. Then nl2(f) = 15 if and only if there is a g ∈ B6
with deg(g) ≤ 2 such that f + g is affine equivalent to one of the following
functions:
(1) fun6 = x1x2x3x4x5x6 + x1x2x6 + x1x3x5 + x2x3x4;
(2) fun7 = x1x2x3x4x5x6+x1x2x3x4+x1x2x6+x1x4x5+x2x3x5+x4x5;
(3) fun8 = x1x2x3x4x5x6 + x1x2x3x4 + x1x3x5 + x1x4x6 + x2x3x5 +
x2x3x6 + x2x4x5;
(4) fun9 = x1x2x3x4x5x6 + x1x2x3x6 + x1x2x4x5 + x1x3x5 + x1x4x5 +
x1x4x6 + x2x3x4 + x4x6;
(5) fun10 = x1x2x3x4x5x6 + x1x2x3x4 + x1x3x4 + x1x5x6 + x2x3x4 +
x2x3x6 + x2x4x5 + x3x4 + x3x6 + x4x5;
(6) fun11 = x1x2x3x4x5x6 + x1x2x3x6+ x1x2x4x5 + x1x3x5 + x1x4x5+
x1x4x6 + x2x3x4 + x2x3x6 + x2x4x5 + x3x5 + x4x5 + x4x6;
(7) fun12 = x1x2x3x4x5x6+x2x3x4x5+x1x2x5x6+x1x3x4x6+x1x2x4+
x1x2x5 + x2x3x5 + x3x4x5 + x1x2x6 + x3x4x6.
Definition 4. Given f ∈ Bn, we denote by Fhf the map from Z to the
power set of Bn as follows:
Fhf (r) = {g =
∑
1≤i<j≤n
aijxixj | aij ∈ F2 and nl(f + g) = r}.
We let NFhf : Z → Z be the function defined by NFhf (r) = |Fhf (r)|.
Clearly, NFhf is affine invariant and
∑∞
i=0NFhf (i) = 2
n(n−1)/2.
It is noted that 0 ∈ Fhfuni(nl2(funi)), where 1 ≤ i ≤ 12. We calculate
the values of NFhf for those functions in Lemmas 2 and 3, and have the
following lemma.
Lemma 5. We have
(1) NFhfun1(16) = 448, NFhfun1(26) = 0 and NFhfun1(28) = 64;
(2) NFhfun2(16) = 384, NFhfun2(26) = 1024 and NFhfun2(28) = 0;
(3) NFhfun3(16) = 64 and NFhfun3(i) = 0, for i ≥ 26;
(4) NFhfun4(16) = 224, NFhfun4(26) = 512 and NFhfun4(28) = 0;
(5) NFhfun5(16) = 272 and NFhfun5(i) = 0, for i ≥ 26.
(6) NFhfun6(15) = 112, NFhfun6(25) = 0 and NFhfun6(27) = 64;
(7) NFhfun7(15) = 96, NFhfun7(25) = 1024 and NFhfun7(27) = 0;
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(8) NFhfun8(15) = 16 and NFhfun8(i) = 0, for i ≥ 25;
(9) NFhfun9(15) = 72, NFhfun9(25) = 512 and NFhfun9(27) = 0;
(10) NFhfun10(15) = 72, NFhfun10(25) = 256 and NFhfun10(27) = 0;
(11) NFhfun11(15) = 40, NFhfun11(25) = 544 and NFhfun11(27) = 0;
(12) NFhfun12(15) = 66, NFhfun12(25) = 414 and NFhfun12(27) = 0.
It is well known that there are three affine equivalent classes of 6-variable
homogeneous quadratic Boolean functions, and their nonlinearities could
be 16, 24 or 28. We count the number of functions in Fhfuni with the
nonlinearity 16, and display the results in the following lemma, where S16
denotes the set of 6-variable Boolean functions with the nonlinearity 16.
Lemma 6. We have
(1) |Fhfun2(16)
⋂
S16| = 47 and |Fhfun4(16)
⋂
S16| = 43;
(2) |(g1 + Fhfun1(28))
⋂
S16| = 7, |(g2 + Fhfun2(26))
⋂
S16| = 55 and
|(g4 + Fhfun4(26))
⋂
S16| = 21, for any g1 ∈ Fhfun1(28) and gi ∈
Fhfuni(26), where i = 2, 4.
(3) |Fhfun7(15)
⋂
S16| = 23, |Fhfun9(15)
⋂
S16| = 15, |Fhfun10(15)
⋂
S16| =
24, |Fhfun11(15)
⋂
S16| = 21 and |Fhfun12(15)
⋂
S16| = 17;
(4) |(g7+Fhfun7(25))
⋂
S16| = 55, |(g9+Fhfun9(25))
⋂
S16| = 21, |(g10+
Fhfun10(25))
⋂
S16| = 13, |(g11+Fhfun11(25))
⋂
S16| < 30 and |(g12+
Fhfun12(25))
⋂
S16| < 30, for any gi ∈ Fhfuni(25), where i ∈ {7, 9, 10, 11, 12}.
Lemma 7. Let f ∈ B7 and f = f1||f2. If nl2(f) > 40, then
Fhfi(k) ⊆ ∪m≥41−kFhfj (m),
where i 6= j ∈ {1, 2}.
Proof. Let g ∈ Fhfi(k). Then nl(fi + g) = k and there exists an l1 ∈ A6
such that d(fi, g + l1) = k. Since
40 < nl2(f) ≤ d(fi, g + l1) + d(fj , g + l),
for any l ∈ A6, we have d(fj , g + l) ≥ 41 − k. That is, nl(fj + g) ≥ 41 − k,
and the result follows.
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Lemma 8. Let f ∈ B7 and f = f1||f2. If nl2(f1) = nl(f2) = 15, then
nl(f) ≤ 40.
Proof. Suppose nl2(f) > 40. Then by Lemma 7, Fhfi(15) ⊆ Fhfj (27),
where i 6= j ∈ {1, 2}. Therefore, NFhfj (27) ≥ NFhfi(15) > 0. Then by
Lemmas 3 and 5, fi and fj are affine equivalent to fun6. However,
NFhfun6(27) = 64 < NFhfun6(15) = 112,
which is contradictory to Fhfi(15) ⊆ Fhfj (27), and the result follows.
Lemma 9. Let f ∈ B7 and f = f1||f2. If nl2(f1) = nl2(f2) = 16, then
nl2(f) ≤ 40.
Proof. Suppose nl2(f) > 40. By Lemma 7, we have Fhfi(16) ⊆ ∪m≥26Fhfj (m),
where i 6= j ∈ {1, 2}. Then by Lemmas 2 and 5, f1 and f2 are affine equiva-
lent to funi1 and funi2 modulo RM(2, 6), where i1, i2 ∈ {2, 4}. Therefore,
f is affine equivalent to funi1 ||(funi2(Ax + b) + g), where A ∈ GL6(F2),
b ∈ F62 and g is a 6-variable homogeneous Boolean function of degree 0 or 2.
Moreover,
Fhfuni1 (A
−1x)(16) ⊆ g(A−1x) + Fhfuni2 (26),
and
Fhfuni2 (Ax)(16) ⊆ g + Fhfuni1 (26).
Case 1: i1 = 4 or i2 = 4. If i1 = 4, then g ∈ Fhfun4(26) (since 0 ∈
Fhfuni2 (16)) and
Fhfuni2 (Ax)(16) ⊆ g + Fhfun4(26).
Therefore,
Fhfuni2 (Ax)(16)
⋂
S16 ⊆ (g + Fhfun6(26))
⋂
S16.
By Lemma 6, |Fhfuni2 (Ax)(16)
⋂
S16| = 43 or 47, while |(g+Fhfun6(26))
⋂
S16| =
21, which is a contradiction. Therefore, if i1 = 4, then nl2(f) ≤ 40. Simi-
larly, we have nl2(f) ≤ 40 for i2 = 4.
Case 2: i1 = i2 = 2. We have
Fhfun2(Ax)(16)
⋂
S16 ⊆ (g + Fhfun2(26))
⋂
S16.
Let Fhfun2(16)
⋂
S16 = {h1, . . . , h47} and
(g + Fhfun2(26))
⋂
S16 = {g + k1, . . . , g + k55},
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where hi(Ax) = g + ki, for i = 1, 2, . . . , 47. Then hi + hj is affine equivalent
to g + ki + g + kj . Therefore, if nl(hi + hj) = 16, then nl(ki + kj) = 16.
However,
|{h ∈ {h1, . . . , h47} | |(h+ {h1, . . . , h47})
⋂
S16)| ≥ 13}| = 45,
which is greater than
|{k ∈ {k1, . . . , k55} | |(k + {k1, . . . , k55})
⋂
S16)| ≥ 13}| = 22,
for any g ∈ Fhfun2(26). This is a contradiction, and the result follows.
Lemma 10. Let f ∈ B7 and f = f1||f2. If nl2(f1) = 16 and nl2(f2) = 15,
then nl2(f) ≤ 39.
Proof. Suppose nl2(f) ≥ 41. By Lemma 7, we have Fhf1(16) ⊆ ∪m≥25Fhf2(m)
and Fhf2(15) ⊆ ∪m≥26Fhf1(m). Then by Lemmas 2, 3 and 5, f1 is affine
equivalent to funi1 modulo RM(2, 6) and f2 is affine equivalent to funi2
modulo RM(2, 6), where i1 ∈ {1, 2, 4} and i2 ∈ {7, 9, 10, 11, 12}.
Case 1: i1 = 1. We have
Fhfuni2 (Ax)(15) ⊆ g + Fhfun1(28).
where A ∈ GL6(F2) and g ∈ Fhfun1(28). Therefore, NFhfun1(28) = 64 ≥
NFhfuni2 (15) and i2 = 11. However, by Lemma 6,
|Fhfun11(15)
⋂
S16| = 21 > 7 = |(g + Fhfun1(28))
⋂
S16|,
which is a contradiction, and nl2(f) ≤ 39.
Case 2: i1 = 2. We have
Fhfun2(A
−1x)(16) ⊆ g(A−1x) + Fhfuni2 (25).
By Lemma 6,
|(g(A−1x) + Fhfuni2 (25))
⋂
S16| ≥ |Fhfun2(16)
⋂
S16| = 47.
Therefore, i2 = 7. Let Fhfun2(16)
⋂
S16 = {h1, . . . , h47} and
(g(A−1x) + Fhfun7(25))
⋂
S16 = {g(A
−1x) + k1, . . . , g(A
−1x) + k55},
where hi(A
−1x) = g(A−1x) + ki, for i = 1, 2, . . . , 47. However,
|{h ∈ {h1, . . . , h47} | |(h+ {h1, . . . , h47})
⋂
S16)| ≥ 13}| = 45,
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which is greater than
|{k ∈ {k1, . . . , k55} | |(k + {k1, . . . , k55})
⋂
S16)| ≥ 12}| = 22,
for any g(A−1x) ∈ Fhfun7(25). This is a contradiction, and nl2(f) ≤ 39.
Case 3: i1 = 4. We have
Fhfun4(A
−1x)(16) ⊆ g(A−1x) + Fhfuni2 (25).
By Lemma 6,
|(g(A−1x) + Fhfuni2 (25))
⋂
S16| ≥ |Fhfun4(16)
⋂
S16| = 43.
Therefore, i2 = 7. Let Fhfun4(16)
⋂
S16 = {h1, . . . , h43} and
(g(A−1x) + Fhfun7(25))
⋂
S16 = {g(A
−1x) + k1, . . . , g(A
−1x) + k55},
where hi(A
−1x) = g(A−1x) + ki, for i = 1, 2, . . . , 43. However,
|{h ∈ {h1, . . . , h43} | |(h+ {h1, . . . , h43})
⋂
S16)| ≥ 12}| = 42,
which is greater than
|{k ∈ {k1, . . . , k55} | |(k + {k1, . . . , k55})
⋂
S16)| ≥ 12}| = 22,
for any g(A−1x) ∈ Fhfun7(25). This is a contradiction, and nl2(f) ≤ 39.
By Lemmas 1, 8, 9 and 10, nl2(f) ≤ 40 for any f ∈ B7. Therefore, we
have the following theorem.
Theorem 11. The covering radius of the Reed–Muller Code RM(2, 7) is
40.
Let fi ∈ Bi, where i = 7, 8, 9. Then nl(f7) ≤ 56, nl(f8) ≤ 120 and
nl(f9) ≤ 244. Therefore, we have the following corollary.
Corollary 12. The covering radius of RM(2, n) is at most 96, 216, 460, for
n = 8, 9, 10 respectively.
In Table 1, we summarize the best known bounds on the covering radius
of RM(2, n) [4, 5, 6, 10] for 8 ≤ n ≤ 12, showing in boldface the contributions
of this paper.
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Table 1: The best known bounds on the covering radius of RM(2, n)
n 8 9 10 11 12
lower bound 84 196 400 848 1760
upper bound 96 216 460 956 1946
4 Conclusion
In this paper, we prove that the covering radius of RM(2, 7) is 40, and find
new upper bounds for RM(2, n), n = 8, 9, 10.
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