Invariant subspaces of $\mathcal{H}^2(\mathbb{T}^2)$ and
  $L^2(\mathbb{T}^2)$ preserving compatibility by Burdak, Zbigniew et al.
ar
X
iv
:1
70
3.
04
60
1v
1 
 [m
ath
.FA
]  
14
 M
ar 
20
17
INVARIANT SUBSPACES OF H2(T2) AND L2(T2) PRESERVING
COMPATIBILITY
ZBIGNIEW BURDAK, MAREK KOSIEK, PATRYK PAGACZ, MAREK SŁOCIŃSKI
Abstract. Operators of multiplication by independent variables on the space of
square summable functions over the torus and its Hardy subspace are considered.
Invariant subspaces where the operators are compatible are described.
1. Introduction
Let B(H) be an algebra of bounded linear operators on a complex Hilbert space
H . The restriction of an operator to an invariant subspace is called a part of the
operator and similarly for systems of operators. A subspace H0 ⊂ H is reducing
under an operator if and only if PH0 (the orthogonal projection onto H0) commutes
with the operator. An invariant subspace which do not contain any nontrivial,
reducing subspace is called purely invariant. Recall the classical Wold’s result [19].
Theorem 1.1. Let V ∈ B(H) be an isometry. There is a unique decomposition of
H into orthogonal, reducing under V subspaces Hu, Hs, such that V |Hu is a unitary
operator and V |Hs is a unilateral shift. Moreover,
(1.1) Hu =
⋂
n≥0
V nH, Hs =
⊕
n≥0
V n(ker V ∗).

text There is no natural extension of Wold’s result to a pair in general. However,
it holds for doubly commuting pairs [18]. Recall that operators T1, T2 ∈ B(H) doubly
commute if and only if they commute and T1T
∗
2 = T
∗
2 T1.
Theorem 1.2. For any pair of doubly commuting isometries V1, V2 on H there is a
unique decomposition
(1.2) H = Huu ⊕Hus ⊕Hsu ⊕Hss,
such that Huu, Hus, Hsu, Hss reduce V1 and V2 and
V1|Huu , V2|Huu are unitary operators,
V1|Hus is a unitary operator, V2|Hus is a unilateral shift,
V1|Hsu is a unilateral shift, V2|Hsu is a unitary operator,
V1|Hss, V2|Hss are unilateral shifts.
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
Let T ⊂ C,T2 ⊂ C2 denote the unit circle, the torus respectively, L2(T), L2(T2)
the spaces of square summable functions with normalized Lebesgue measure and
H2(T),H2(T2) the respective Hardy spaces. Further, L2(T, H) denotes the space
of square summable functions over T valued in the Hilbert space H . Recall that
L2(T, H) ≃ L2(T)⊗H and L2(T2) ≃ L2(T, L2(T)) ≃ L2(T)⊗L2(T). The operators
of multiplication by independent variable(s) are denoted by Lzf(z) := zf(z) on
L2(T) and Tz := Lz|H2(T) and Lw, Lz, Tw, Tz in the case of spaces over the torus.
Whenever it is considered invariant or reducing subspace of H2(·), L2(·) without
indicating opertor(s) it is assumed to be reducing or invariant under respective
multiplication operator(s) where · stands for the circle, the torus or a Hilbert space
valued case. Recall that the function ψ ∈ L∞(T) is unimodular if |ψ(z)| = 1 for
almost every z ∈ T and similarly on the torus. By the result of Helson in [8] any
reducing subspace of L2(T) is of the form χδL
2(T), for some Borel set δ ⊂ T, while
purely invariant subspace is of the form ψH2(T) for ψ a unimodular function. A
similar result on the torus, but only for reducing subspaces was obtained in [7],
Lemma 3. Hardy spaces do not contain nontrivial reducing subspaces. Indeed,
Tz ∈ H
2(T) is a model of a unilateral shift of multiplicity one which do not have
reducing subspaces. The proof for the Hardy space over the torus is given in Section
3. The invariant subspaces of H2(T) are described by inner functions. The function
φ ∈ H∞(T) is called inner if |φ(z)| = 1 for almost every z ∈ T.
Theorem 1.3 (Beurling[2]). Each invariant under Tz ∈ B(H
2(T)) subspace is of
the form φH2(T), where φ is an inner function.
By the results in [18, 16] a model of n tuple of doubly commuting unilateral shifts
are operators of multiplication by independent variables on the Hardy space over
the polydisk Tn. Note that n tuple of operators doubly commute only when each
pair of different operators in the n tuple doubly commute. Thus in the case n = 1
doubly commutativity is vacuously satisfied and the model describes any unilateral
shift of multiplicity one. From such point of view a generalization of Beurling
theorem to n tuple is that inner functions describe invariant subspaces of doubly
commuting unilateral shifts where the operators preserve doubly commutativity.
Such a generalization is precisely formulated and proved in [17]. Let us only point
out that it covers the classical Beurling Theorem (with its generalizations by Lax
and by Halmos) as well as the following result of Mandrekar [12].
Theorem 1.4. Let Tw, Tz ∈ B(H
2(T2)) be multiplications by independent variables
w, z, respectively. Any invariant under Tw, Tz subspace M 6= {0} is of the form
φH2(T2), with φ being inner function if and only if Tw, Tz doubly commute on M.
Obviously, there are other subspaces invariant under the considered pair, where re-
spective restrictions are no longer doubly commuting. An example isM := H2(T2)⊖
C · 1 (orthogonal to constant functions). Then (Tw|M)
∗Tz|Mw = (Tw|M)
∗zw = z
while Tz|M(Tw|M)
∗w = 0. The invariant subspaces of H2(T2) and L2(T2) has been
investigated in [6] with respect to the Wold-type decomposition showed in [5]. The
aim of the paper is to improve the characterization of invariant subspaces of H2(T2)
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and L2(T2). We take advantage of the concept of compatible isometries which cov-
ers the mentioned results as well as many examples. Precisely we describe invariant
subspaces where the operators preserve compatibility. Section 2 is devoted to com-
patible pairs of isometries. Section 3 concerns H2(T2) where the main Theorem 3.1
generalize Theorem 1.4 as well as results from [6]. It is compared with relatively
recent results in [11]. Section 4 concerns L2(T2) where the main result is Theorem
4.10. There are constructed also unitary extensions of parts of Lw, Lz obtained by
each type of invariant subspace. In particular an example of a proper subspace of
L2(T2) reducing Lw, Lz to bilateral shifts is obtained.
2. Compatible pairs of isometries
A pair of commuting isometries V1, V2 is said to be compatible if Pran (Vm1 ) commute
with Pran (V n2 ) for every m,n ∈ Z+ (see [9, 10]). Compatible isometries can be
decomposed into doubly commuting pairs, pairs given by diagrams and generalized
powers (see [3]). Let us recall the definitions of the above classes of operators.
The idea of pairs given by a diagram appeared in [9] (Example 1) while the precise
definition and classification of diagrams can be found in [4].
Definition 2.1. A set J ⊂ Z2 is a diagram if J+Z2+ ⊂ J as addition the coordinates.
Diagrams J, J ′ are translation equivalent if J = (i, j) + J ′ for some (i, j) ∈ Z.
Diagrams equivalent to Z2,Z2+,Z× Z+,Z+ × Z are called simple.
A diagram J is periodic if there are positive numbers m,n such that for J0 :=
({0, 1, . . . , m− 1} × Z) ∩ J and Jk = J0 + k(m,−n) it holds J =
⋃
k∈Z Jk, where Jk
are pairwise disjoint. The set J0 is called a period of the diagram J . Moreover, J0
and the positive integers m,n determine J by the formula J =
⋃
k∈Z J0+ k(m,−n).
Simple and periodic diagrams are called regular, remaining are irregular.
For purposes of the paper it is convenient to define a pair of isometries given by
an arbitrary diagram J by giving the model based on Lw, Lz. Therefore, instead of
Definition 4.3 from [4] it is given another one. First step is to reformulate Definition
4.4 from [4] as follows:
Definition 2.2. A simple pair of isometries given by a diagram J is a pair unitarily
equivalent to operators Lw|MJ , Lz|MJ where MJ :=
∨
{wizj : (i, j) ∈ J} ⊂ L2(T2).
Note that MZ2+ = H
2(T2) and the respective restrictions are Tw, Tz. Since
ker T ∗w =
∨
{zi, i ∈ Z+} and ker T
∗
z =
∨
{wi, i ∈ Z+} then the operators are
unilateral shifts of infinite multiplicity. However Tw, Tz, as a pair, are generated
by ker T ∗w ∩ ker T
∗
z which is one-dimensional. Following this idea the multiplic-
ity of a pair of doubly commuting unilateral shifts is defined as the dimension of
ker T ∗w ∩ ker T
∗
z . In the case of a pair given by an arbitrary diagram J the defini-
tion of multiplicity is not so obvious. More useful is the other approach. Recall
that a model of doubly commuting unilateral shifts of multiplicity n is obtained
on the Hardy subspace of L2(T2, H) where dimH equals to the multiplicity (see
f.e. [13, 15, 16]). Any function in L2(T2, H) is identified with its Fourier series
where coefficients are in H . Thus it is an easy observation that for any subspace
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H0 ⊂ H the space L
2(T2, H0) may be regarded as a reducing subspace of L
2(T2, H).
Consequently, a decomposition H = H0⊕H1 generates the reducing decomposition
L2(T2, H) = L2(T2, H0) ⊕ L
2(T2, H1). Moreover, if MJH ⊂ L
2(T2, H) denotes the
subspace of functions whose Fourier coefficients with indices out of J are zero then
also MJH = MJH0 ⊕MJH1. On the other hand if dimH = 1 then multiplication
operators on L2(T2, H) are unitarily equivalent to L2(T2) and their restrictions to
MJH are simple pairs as in Definition 2.2. Eventually, consider the restrictions
of Lw, Lz ∈ L
2(T2, H) to MJH and {v1, v2, . . . } an orthnormal basis of H . Then
H =
⊕
n≥0Cvn generates the decomposition MJH =
⊕
n≥0MJCvn . In other words
a pair Lw|MJH , Lz|MJH is decomposed into N simple pairs of isometries given by
a diagram J where N = dimH . Since the number of simple pairs equals to the
dimension of H it is unique. Moreover, by Remark 4.5 in [4] any pair of isometries
given by a diagram J can be decomposed into simple pairs. Thus Lw|MJH , Lz|MJH
turns out to be a model of pairs of isometries defined by a diagram.
Definition 2.3. A pair of isometries given by a diagram J is a pair unitarily
equivalent to Lw|MJ , Lz|MJ ∈ L
2(T2, H) where MJ = {f ∈ L
2(T2, H) : fˆij =
0, for (i, j) /∈ J} and H is a Hilbert space. The dimension of H is called the
multiplicity of such a pair.
Note that the space of a unitary extension of a simple pair given by any diagram
is equivalent to the whole L2(T2). Thus a pair given by a diagram may be a part of
Lw, Lz ∈ L
2(T2) only if it is a simple pair. Let us recall the definition of generalized
powers [3].
Definition 2.4. Let be given a periodic diagram J =
⋃
k∈Z J0 + k(m,−n) and a
unitary operator U ∈ B(H) with a star cyclic vector e.
Define
• H :=
⊕
(i,j)∈J0
Hi,j where Hi,j = H,
• ei,j ∈ H a vector such that PHi0,j0ei,j = U
ke and PHi′
0
,j′
0
ei,j = 0 for (i
′
0, j
′
0) 6=
(i0, j0) for every (i, j) ∈ J where (i0, j0) ∈ J0 and k ∈ Z are unique such that
(i, j) = (i0 + km, j0 − kn),
• V1ei,j = ei+1,j and V2ei,j = ei,j+1.
A pair of isometries V1, V2 is called generalized powers.
Generalized powers are pairs of compatible unilateral shifts V1, V2 ∈ B(H) com-
muting with U and such that V m1 = UV
n
2 where U denotes the extension of U to H
given in a natural way U(
∑
(i,j)∈J0
xi,j) =
∑
(i,j)∈J0
Uxi,j, (see [3, 4]).
A period J0 an numbers m,n determine a periodic diagram. However, as in other
periodic concepts, the same diagram can be denoted by various periods.
Remark 2.5. Let V1, V2 be a pair of generalized powers given by a diagram J =⋃
k∈Z J0 + k(m,−n). If we define a multiplied period J
′
0 :=
⋃l−1
k=0 J0 + k(m,−n)
then J =
⋃
k∈Z J
′
0 + k(lm,−ln). Since U = V
∗n
2 V
m
1 is unitary then one can show
that U l = (V ∗n2 V
m
1 )
l = V ∗ln2 V
lm
1 = U
′. Moreover, H is decomposed into larger
number of spaces H ′i,j, so they are different than Hi,j. One can check that Hi,j =
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⊕l−1
k=0H
′
i+km,j−kn. In conclusion, generalized powers depend on a periodic diagram,
not on its period. However, the unitary operator U is related to the choice of a
period.
The next result gives an equivalent condition for a pair to be generalized powers.
Lemma 2.6. Isometries V1, V2 are generalized powers given by a periodic diagram
J =
⋃
k∈Z J0 + k(m,−n) if and only if there is a decomposition H :=
⊕
(i,j)∈J0
Hi,j
such that:
• V ∗n2 V
m
1 |Hi,j are unitary operators on Hi,j having a star cyclic vector,
• V i−i
′
1 V
j−j′
2 are unitary operators between Hi,j and Hi′,j′ where V
κ
ι = V
∗|κ|
ι for
κ < 0.
Proof. Assume V1, V2 to be generalized powers. The condition V
m
1 = UV
n
2 is equiv-
alent to V ∗n2 V
m
1 = U which simply means that V
∗n
2 V
m
1 is a unitary operator. More-
over, the formula U(
∑
(i,j)∈J0
xi,j) =
∑
(i,j)∈J0
Uxi,j implies that Hi,j reduces V
∗n
2 V
m
1
for any (i, j) ∈ J0. Since V2Hi,j = Hi,j+1 for (i, j) ∈ J0 and V1Hi,j = Hi+1,j for
(i, j) ∈ J0 where i 6= m− 1 then V
i−i′
1 V
j−j′
2 , as an operator acting between Hi,j, and
Hi′,j′ is unitary.
For the reverse implication note that the powers m,n in the first condition and
the set J0 in the decomposition provides a periodic diagram J . By the first condition
U := V ∗n2 V
m
1 is unitary. However, since V1, V2 are isometries it follows ran (V
m
1 ) =
ran (V n2 ). Hence V
m
1 = V
n
2 V
∗n
2 V
m
1 = V
n
2 U and V2U = V2V
∗n
2 V
m
1 = V
∗n−1
2 V
m
1 =
V ∗n2 V2V
m
1 = V
∗n
2 V
m
1 V2 = UV2. Thus U commutes with V2. Similarly U
∗ commutes
with V1 and, as a unitary operator, doubly commute with V1. Thus U (doubly)
commutes with both V1, V2. Since Hi,j reduces U for each (i, j) ∈ J0, the operator
U |Hi,j is unitary. Moreover, the proved commutativity implies the equivalence of all
U |Hi,j , in details U |Hi,j = (V
i−i′
1 V
j−j′
2 |Hi,j )
∗U |Hi′,j′ (V
i−i′
1 V
j−j′
2 |Hi,j ). So, U := U |Hi,j
does not depend on the choice of Hi,j. Moreover, U(
∑
(i,j)∈J0
xi,j) =
∑
(i,j)∈J0
Uxi,j .
Now we can follow Definition 2.4 and define vectors ei,j . Note that Uei,j = ei+m,j−n.
It has left to check formulas V1ei,j = ei+1,j and V2ei,j = ei,j+1 for (i, j) ∈ J . By
the commutativity of U with V1, V2 and the relation Uei,j = ei+m,j−n it is enough to
prove the formulas for (i, j) ∈ J0. By the second condition for (i
′, j′) = (i, j+1) and
(i′, j′) = (i+1, j) respectively we get V2ei,j = ei,j+1 for (i, j) ∈ J0 and V1ei,j = ei+1,j
for (i, j) ∈ J0, i 6= m− 1 while V1em−1,j = V
m
1 e0,j = V
n
2 Ue0,j = V
n
2 em,j−n = em,j . 
Note that if for some (i, j), (i′, j′) ∈ J holds i′0 = i0, j
′
0 = j0 for respective
(i0, j0), (i
′
0, j
′
0) ∈ J0 then vectors ei,j, ei′,j′ may not be orthogonal to each other (f.e.
if U = I they are equal). This differs generalized powers from pairs given by dia-
grams. However, if U is a bilateral shift then the considered vectors are orthogonal.
In fact generalized powers defined by bilateral shifts are precisely pairs defined by
periodic diagrams. Moreover, two equivalent diagrams define unitarily equivalent
pairs of isometries and consequently simple diagrams define doubly commuting pairs
of isometries. The uniqueness in the following decomposition (Theorem 4.12 from
[4]) follows by the irregularity of diagrams in Hd.
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Theorem 2.7. For any pair of commuting isometries V1, V2 on the Hilbert space H
there is a unique decomposition:
H = Huu ⊕Hus ⊕Hsu ⊕HHardy ⊕Hd ⊕Hgp ⊕Hcnc
where the restrictions of the operators V1, V2 to the space:
(1) Huu are unitary,
(2) Hsu are a unilateral shift and a unitary operator respectively,
(3) Hus are a unitary operator and a unilateral shift respectively,
(4) HHardy are a pair of doubly commuting unilateral shifts,
(5) Hd can be decomposed into pairs given by irregular diagrams,
(6) Hgp can be decomposed into generalized powers,
(7) Hcnc is a completely non compatible pair.
3. Invariant subspace on Hardy space
In the introduction it was recalled that H2(T2) has no nontrivial reducing sub-
spaces. Indeed, since Tw, Tz doubly commute they are compatible and projections
(I − T ∗wTw), (I − T
∗
z Tz) commute. Thus (I − T
∗
wTw)(I − T
∗
z Tz) = Pker T ∗w∩ker T ∗z and
every subspace reducing under Tw, Tz is invariant under PkerT ∗w∩ker T ∗z . However,
since ker T ∗w∩ker T
∗
z is one-dimensional then either the considered subspace contains
ker T ∗w ∩ ker T
∗
z or is orthogonal to it. Since a subspace containing ker T
∗
w ∩ ker T
∗
z
and invariant under Tw, Tz is the whole H
2(T2) then in the first case the considered
subspace is H2(T2) while in the second it is an orthogonal complement of H2(T2),
so it is a zero subspace.
Theorem 3.1. Let {0} 6= M ⊂ H2(T2) be an invariant subspace. The pair
(Tw|M, Tz|M) is compatible if and only if M = φMJ , for an inner function φ and
a diagram J ⊂ Z2+, where MJ =
∨
{wizj : (i, j) ∈ J}.
Proof. Let M = φMJ =
∨
{φwizj : (i, j) ∈ J} for a given inner function φ and a
diagram J . Since φ is inner then operator Tφ : MJ ∋ f → φf ∈ φMJ is unitary
with T ∗φ = Tφ. Thus a pair (Tw|M, Tz|M) is unitarily equivalent to (Tw|MJ , Tz|MJ ),
so it is given by a diagram J .
For the reverse implication letM 6= {0} be such that Tw|M, Tz|M are compatible.
The pair Tw|M, Tz|M can be decomposed by Theorem 2.7. Since the operators
are compatible unilateral shifts, the decomposition is reduced to M = MHardy ⊕
Hd ⊕ Hgp. Note that if MHardy 6= {0} then it is equivalent to H
2(T2) and then
Md = Mgp = {0}. Similarly, if Hd 6= {0} then it contains a subspace unitarily
equivalent to H2(T2) and MHardy = Mgp = {0}. So we may assume that exactly
one subspace in the decomposition is nontrivial. If Tw|M, Tz|M doubly commute
then by Theorem 1.4 we get the statement.
For the remaining cases let us show that
(†) lim
k→∞
T ∗nkz T
mk
w x = 0, lim
k→∞
T ∗mkw T
nk
z x = 0
for any x ∈ H2(T2) and any increasing sequence {(mk, nk)} ⊂ Z
2
+. Since H
2(T2) =∨
{wizj , i, j ∈ Z+}, it is enough to show that for any i, j ∈ Z+ there is k such that
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T ∗nkz T
mk
w w
izj = 0. Indeed, since ker T ∗z =
∨
{wi : i ∈ Z+} and {nk} is increasing,
for any vector wizj there is k such that nk > j and consequently T
∗nk
z T
mk
w w
izj =
T ∗nk−jz w
i+mk = 0.
If Tw|M, Tz|M are generalized powers then there are m,n ∈ Z+ such that T
m
w |M =
UT nz |M, where U ∈ B(M) is a unitary operator commuting with Tw|M and Tz|M.
Note that U = (Tz|M)
∗n(Tw|M)
m = (PMT
∗
z )
nTmw |M. Thus (PMT
∗
z )
nTmw |M is an
isometry and PM, as a norm preserving projection, may be removed from the
formula. Thus, U = T ∗nz T
m
w |M, ran (T
∗n
z T
m
w |M) ⊂ M and consequently U
k =
(T ∗nz T
m
w |M)
k = (T ∗nz T
m
w )
k|M. Moreover, T
n
z T
∗n
z T
m
w |M = T
n
z U = UT
n
z |M = T
m
w |M
and Uk = T ∗knz T
kn
z U
k = T ∗knz U
kT knz |M = T
∗kn
z (T
∗n
z T
m
w )
kT knz |M = T
∗kn
z T
km
w |M. Thus
from (†) we get ‖x‖ = ‖Ukx‖ → 0 for any x ∈M. Since we assumed M 6= {0}, the
restrictions may not be generalized powers.
Let Tw|M, Tz|M be a simple pair given by a diagram J ⊂ Z
2. Denote fi,j ≃ w
izj
for (i, j) ∈ J where ≃ denotes the unitary equivalence as in Definition 2.2. Let us
observe that J is bounded from below i.e. there is N ∈ Z such that J ⊂ {(m,n) :
n ≥ N,m ∈ Z}. Indeed if not, for some x ∈ M there is a sequence {(mk, nk)}k∈Z+
such that nk ≥ 1 and
1 = ‖x‖ = ‖(PMT
∗
z )
n1Tm1w x‖ = ‖(PMT
∗
z )
n2Tm2w (PMT
∗
z )
n1Tm1w x‖ = . . . .
Since all the above expansions preserve norm, then we can omit the projection and
rearrange the operators to get
1 = ‖x‖ = ‖T ∗nkz T
mk
w . . . T
∗n1
z T
m1
w x‖ = ‖T
∗n1+···+nk
z T
m1+···+mk
w x‖.
However, it contradicts (†) for the sequence {(m1+· · ·+mk, n1+· · ·+nk)}. Similarly
one can show that the diagram J is bounded from the left byM . Thus J is described
by a finite sequence {(nα, mα)}α∈A such that J =
⋃
α∈A
{(n,m) ∈ Z2+ : n ≥ nα, m ≥
mα} where A = {1, 2, . . . , K}.
(m
5
, n
5
)
(m
4
, n
4
)
(m
3
, n
3
)
(m
2
, n
2
)
(m
1
, n
1
)
M M+1 M+2 M+3 M+4 M+5 M+6 M+7 M+8 M+9 M+10 i j
N+6
N+5
N+4
N+3
N+2
N+1
N
Let us denoteMα :=
∨
{fi,j : i ≥ mα, j ≥ nα} for α ∈ A. Any pair (Tw|Mα, Tz|Mα)
is doubly commuting. Thus, by Theorem 1.4, there is an inner function φα such that
Mα = φαH
2(T2). On the other hand Mα =
∞⊕
m=0
n=0
Tmw T
n
z (Cfmα,nα) by [18]. Therefore
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fmα,nα = φα for any α ∈ A. The case #A = 1 is a pair of doubly commuting uni-
lateral shifts and was already considered. If #A > 1, then nK > n1 and m1 > mK .
Note that
T nK−n1z M1 = T
m1−mK
w MK = T
nK−nα
z T
m1−mα
w Mα
for any α ∈ A. Moreover,
fm1,nK = w
m1−mαznK−nαφα
for any α ∈ A. In particular
znK−n1φ1 = w
m1−mKφK .
Comparing Fourier coefficients of both sides we conclude that there exists an inner
function φ such that
wm1−mKφ = φ1 z
nK−n1φ = φK .
Finally, fmα,nα = φα = w
mα−mKznα−m1φ for any α ∈ A and consequently M =
φMJ .

Invariant subspacesM ofH2(T), such that the contractions T ∗w|H2(T2)⊖M, T
∗
z |H2(T2)⊖M
doubly commute, are considered in [11]. The condition may appeared to be in some
relation with compatibility. However, the results are disjoint. Let us recall Theorem
2.1. from [11].
Theorem 3.2. Let N be a backward shift invariant subspace of H2(T2) and N 6=
H2(T2). Then TwT
∗
z = T
∗
z Tw on N holds if and only if N has one of the following
forms:
• N = H2(T2)⊖ φwH
2(T2);
• N = H2(T2)⊖ φzH
2(T2);
• N = (H2(T2)⊖ φwH
2(T2)) ∩ (H2(T2)⊖ φzH
2(T2));
where {(w, z) 7→ φw(w)} and {(w, z) 7→ φz(z)} are one variable inner functions.
It is clear that subspaces given by a diagram usually do not satisfy the condition
of double commutativity on orthogonal complement. The following example shows
that the reverse implication may not hold as well.
Example 3.3. Let x =
∑∞
j=0 λ
jwj ∈ H2(T2), for some fixed λ ∈ C, |λ| < 1.
Note that T ∗wx = λx, T
∗
z x = 0. Thus N := Cx is invariant under T
∗
w, T
∗
z and
M := H2(T2) ⊖ N is invariant under Tw, Tz. Denote Sw := Tw|M, Sz := Tz|M ∈
B(M). Since T ∗z |N = 0 it doubly commute with T
∗
w|N . However Sw, Sz are not
compatible. Indeed, let y := Tzx ∈ M. Then S
∗
zy = PMT
∗
z Tzx = PMx = 0
and so SwS
∗
wSzS
∗
zy = 0. On the other hand SzS
∗
zSwS
∗
wy = SzS
∗
z (
∑∞
j=1 λ
jwjz) =
SzPM(
∑∞
j=1 λ
jwj) = SzPM(x− 1) = −SzPM1 6= 0 because the constant function 1
does not belong to N .
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4. Invariant subspace on L2(T2)
In this section it will be showed that the space L2(T2) contains all the compatible
types of invariant subspaces. Precisely, a subspace of each type described in Theorem
2.7 may be represented by some invariant subspace of L2(T2). In fact we do not
consider the completely non compatible case, but such a subspace may be easily
constructed from a diagram type subspace (see Example 5.2 in [4]). Each type is
considered in a separate theorem and the results are summarized in Theorem 4.10.
Moreover, a unitary extension of each type is described. Then the coexistence of
respective types is investigated by the following observation.
Remark 4.1. Let V1, V2 ∈ B(H) be a pair of commuting isometries and U1, U2 ∈
B(K) be its minimal unitary extension. For any reducing decomposition H = H1 ⊕
H2 of V1, V2 it holds K = K1 ⊕K2 where Ki :=
∨
k,l∈ZU
k
1U
l
2Hi ⊂ K, for i = {1, 2}.
Since a pair Lw|M, Lz|M is unitary if and only ifM reduces Lw, Lz then the space
of a unitary extension is equal χ∆L
2(T2) for some Borel set ∆ ⊂ T2 ([7], Lemma
3). Spaces χ∆L
2(T2) are orthogonal if the respective Borel sets are almost disjoint
(their common part is of the measure zero).
Theorem 4.2. LetM 6= {0} be an invariant subspace of L2(T2). The pair Lw|M, Lz|M
is given by a diagram if and only if
M = ψMJ ,
where MJ :=
∨
{wizj : (i, j) ∈ J} and {(w, z) 7→ ψ(w, z)} is a unimodular func-
tion. Moreover, the space of a minimal unitary extension of (Lw|M, Lz|M) equals to
L2(T2).
Proof. Let (Lw|M, Lz|M) be given by a diagram J ∈ Z
2 and {ei,j}(i,j)∈J be the
underlying basis of M. Precisely ei,j ≃ w
izj , where ≃ is a unitary equivalence as
in Definition 2.2. Then M =
⊕
(i,j)∈J Cei,j and Lwei,j = ei+1,j , Lzei,j = ei,j+1. Note
that the set {(n,m) ∈ J : (n − 1, m) 6∈ J and (n,m − 1) 6∈ J} can be ordered in a
sequence (nα, mα)α∈A such that nα+1 > nα and mα+1 < mα. The idea is explained
in the picture. Obviously the sequence may be bounded or unbounded on each side.
. . .
(m
2
, n
2
)
(m
1
, n
1
)
(m
0
, n
0
)
(m
−
1
, n
−
1
)
(m
−
2
, n
−
2
)
. . .
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Let us denote subspaces Emα,nα :=
⊕
i≥mα
j≥nα
Cei,j. Since J =
⋃
α∈A(nα, mα) + Z
2
+
then M =
∨
α∈AEmα,nα. Note that (Lw|Emα,nα , Lz|Emα,nα ) are doubly commuting
unilateral shifts. Therefore Emα,nα = ψαH
2(T2) for a unimodular function ψα ([7],
Corollary 4). Hence emα,nα = ψα and emα,nβ = w
mα−mβψβ = z
nβ−nαψα for any α, β ∈
A. Consequently wmβ−mαz(nβ−nα)ψα = ψβ so ψ := w
mαznαψα do not depend on the
choice of α. Eventually, Emα,nα = ψw
mαznαH2(T2) and consequently M = ψHJ .
Since the space of a minimal unitary extension of Lw|MJ , Lz|MJ equals to L
2(T2)
then the space of a minimal unitary extension of Lw|ψMJ , Lz|ψMJ equals to ψL
2(T2) =
L2(T2). 
Note that for a diagram Z+ × Z by the model in [1] we get M≃ H
2(T)⊗ L2(T).
If we identify L2(T2) with L2(T)⊗L2(T) thenM =Mw⊗Mz whereMw ≃ H
2(T)
and Mz ≃ L
2(T) and Mw,Mz are regarded as subspaces of L
2(T) spaces. Thus
we get M = ψwH
2(T) ⊗ L2(T) and ψ(w, z) = ψw(w) ⊗ 1 where ψw ∈ L
2(T) is a
unimodular function and ψ ∈ L2(T2) is as in Theorem 4.2. Let us show this result
more generally.
Theorem 4.3. Let M 6= {0} be an invariant subspace of L2(T2). Operator Lw|M
is a unilateral shift and Lz|M is a unitary operator if and only if
M = ψwH
2(T)⊗ χδL
2(T),
where δ ⊂ T is a Borel set, ψw ∈ L
2(T) is a unimodular function of variable w.
Moreover, the space of a minimal unitary extension of Lw|M, Lz|M equals to
χT×δL
2(T2).
Proof. It is convenient to consider operators on the space L2(T) ⊗ L2(T). Then
Lw = L˜w ⊗ I, Lz = I ⊗ L˜z where L˜w, L˜z denotes the multiplication operators on
respective L2(T) spaces. SinceM =
⊕
i≥0 L
i
w ker(Lw|M)
∗ where each Liw ker(Lw|M)
∗
is reducing under Lz (Theorem 3.5 in [4]) we may put M =Mw ⊗Mz. In details,
from the model in Theorem 3.1 in [1] (see also Theorem 4.2 in [14]) it follows
(Lw|M, Lz|M) ≃ (Tw ⊗ I, I ⊗ U) ∈ B(H
2(T) ⊗ K) where K ≃ (kerLw|M)
∗. Note
that H2(T) denotes a model space, not the precise Hardy subspace of L2(T) in the
considered tensor product. Thus L˜w|Mw is a unilateral shift and L˜z|Mz is a unitary
operator. Since (L˜z|Mz)
∗ = PMz L˜
∗
z|Mz then L˜z|Mz is unitary if and only if Mz
reduces L˜z. Thus, the result of Helson yields Mz = χδL
2(T) for some Borel set
δ ⊂ T. Similarly, L˜w|Mw is a unilateral shift (completely non unitary isometry) if
Mw is purely invariant. Thus Mw = ψwH
2(T) for some unimodular function ψw.
So, M = ψwH
2(T)⊗ χδ(z)L
2(T).
Obviously the space of a unitary extension of Lw|M, Lz|M is L
2(T)⊗χδ(z)L
2(T) ⊂
L2(T)⊗ L2(T) which is equivalent to χT×δL
2(T2) ⊂ L2(T2). 
In L2(T2), unlike in H2(T2), there may exist invariant subspaces where Lw, Lz are
generalized powers. Recall that generalized powers are defined by a unitary operator
having a star cyclic vector.
Remark 4.4. By the result of Helson, each subspace of L2(T) reducing under Lz is
of the form M = χγL
2(T) for some Borel set γ ⊂ T. In other words, the operator
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of multiplication by χγ is equal to PM. Since M reduces Lz then PM commutes
with Lz. Thus
∨
{Lnz (χγ1) : n ∈ Z} =
∨
{LnzPM1 : n ∈ Z} = PM
∨
{zn : n ∈
Z} = PML
2(T) =M. Concluding, any reducing subspace of L2(T) has a star cyclic
vector χγ1. In fact for any proper subspace, there is a cyclic vector.
By the remark above any unitary part of a bilateral shift of multiplicity one may
define generalized powers. Since generalized powers are unilateral shifts, then their
unitary extensions are bilateral shifts. In the following example such an extension
is a proper subspace of L2(T2). It follows an interesting observation, that there are
proper subspaces of L2(T2) reducing Lw, Lz to bilateral shifts. Recall that a vector
x is wandering for a pair Lw, Lz if L
i
wL
j
zx ⊥ L
i′
wL
j′
z x whenever (i, j) 6= (i
′, j′) for
(i, j), (i′, j′) ∈ Z2+. Every vector wandering for a pair generates a subspace equivalent
to H2(T2) and a unitary extension acts on L2(T2). Thus, a proper subspace of
L2(T2) reducing under Lw, Lz may not contain any vector wandering for a pair. In
the following example Lw|H, Lz|H are bilateral shifts, but H does not contain any
vector wandering for the pair.
Example 4.5. Let Lwz¯ denotes the operator of multiplication by wz¯ and Hi :=∨
{wkzi−k : k ∈ Z} for i ∈ Z. Note that L2(T2) =
⊕
i∈ZHi. Let us show that
LwHi = LzHi = Hi+1. For Lw it follows from the equality Lw(w
kzi−k) = wk+1zi−k =
wk+1zi+1−(k+1) valid for every k ∈ Z. In fact Lw establishes a unitary equivalence
between Hi and Hi+1. Moreover, since Lwz¯w
kzi−k = wk+1zi−k−1 = wk+1zi−(k+1)
the space Hi reduces Lwz¯ to a bilateral shift of multiplicity 1 for every i. Thus
Hi = Lwz¯Hi = L
∗
wz¯Hi. On the other hand, Lz = Lww¯z = LwLw¯z = LwL
∗
wz¯. Hence
LzHi = LwL
∗
wz¯Hi = LwHi = Hi+1.
Let L0 ⊕ H0 = H0 be a proper decomposition reducing the unitary operator
Lwz¯. Let us define Hi = L
i
wH0 for i ∈ Z+. Note that Hi ⊂ L
i
wH0 = Hi and
consequently we can define H+ :=
⊕
i∈Z+
Hi which is invariant under Lw and Lw|H+
is a unilateral shift. SinceH0 reduces Lwz¯ it holdsH0 = L
∗i
wz¯H0 for any i ∈ Z. On the
other hand Liz = L
i
wL
∗i
wz¯ and consequently Hi = L
i
wH0 = L
i
zL
∗i
wz¯H0 = L
i
zH0. Thus
H+ is a subspace invariant under Lz and Lw where the operators are unilateral
shifts. By Remark 4.4 operator U = Lwz¯|H0 have a star cyclic vector. Let J =⋃
k∈Z J0 + k(1,−1) where J0 = {0} × Z+. By Lemma 2.6 operators Lw|H+, Lz|H+
are generalized powers given by J and U .
Extending definition of Hi for negative k as powers of the adjoint we get H :=⊕
i∈ZHi which reduces Lw, Lz to bilateral shifts. Similarly L :=
⊕
i∈Z Li, where
Li = L
i
wL0 reduces Lw, Lz to bilateral shifts. Moreover, L
2(T2) = L ⊕H.
The proof of the following theorem is based on the above example.
Theorem 4.6. Restrictions Lw|M, Lz|M are generalized powers for some invariant
subspace M⊂ L2(T2) if and only if a unitary operator defining them as generalized
powers is a unitary part of L∗nz L
m
w |M0,0 where M0,0 reduces L
∗n
z L
m
w to a bilateral
shift of multiplicity one and m,n coincide with numbers in the periodic diagram
J =
⋃
k∈Z J0 + k(m,−n).
Moreover, any such subspace M is determined by a periodic diagram and a Borel
set γ ⊂ T.
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Proof. LetM⊂ L2(T2) be an invariant subspace such that Lw|M, Lz|M are general-
ized powers. Recall, that by the definition of generalized powers and their properties
there are: space H such that M =
⊕
(i,j)∈J0
Mi,j for Mi,j = H, a unitary opera-
tor U ∈ B(H) which extension onto the whole M, denoted by U , commutes with
Lw|M, Lz|M and satisfy L
m
w = UL
n
z on M. In conclusion, U is a part of L
∗n
z L
m
w
which is a bilateral shift on the whole L2(T2) . On the other hand, the extension of
U to a bilateral shift generates, by the Definition 2.4 generalized powers given by the
same diagram as the pair Lw|M, Lz|M. Obviously the space of such an extension is
a subspace of L2(T2). Recall that a pair of generalized powers defined by a bilateral
shift and some diagram J is also a pair given by the same diagram J . However,
there may be only simple diagrams in L2(T2). It is an easy observation that if a pair
of generalized powers defined by a bilateral shift is a pair given by a simple diagram
then the bilateral shift is of multiplicity one. Thus we have showed that the only
possible pairs of generalized powers may be of the form assumed in the theorem.
Any unitary part of a bilateral shift of multiplicity one is determined by some Borel
subset of a circle.
Let us show that a pair of generalized powers defined by any unitary part of a
bilateral shift and any periodic diagram may be realized as Lw|M, Lz|M. We start
with Lw|M, Lz|M given by a periodic diagram J . By Theorem 4.2 M = ψMJ .
It was already recalled that Lw|M, Lz|M is also a pair of generalized powers given
by the same diagram and a bilateral shift. For the sake of completeness of the
proof we show it using Lemma 2.6. First note that M = ψMJ =
⊕
(i,j)∈J Cψw
izj
and, by the periodicity of J there are numbers n,m such that the operator U :=
L∗nz L
m
w is unitary on M. Let Mi,j :=
⊕
k∈ZCψw
i+kmzj−kn for (i, j) ∈ J0. Since
J =
⋃
k∈Z J0 + k(m,−n) it holds M =
⊕
(i,j)∈J0
Mi,j which is the decomposition
required in Lemma 2.6. Obviously L∗nz L
m
w |Mi,j is a bilateral shift of multiplicity one
for every (i, j) ∈ J0 which fulfills the first condition in the mentioned lemma. Since
LzMi,j =Mi,j+1 for (i, j) ∈ J0 and LwMi,j =Mi+1,j for (i, j) ∈ J0 where i 6= m−1
then Li
′−i
w L
j′−j
z is a unitary operator between subspacesMi,j andMi′,j′ - the second
condition of the lemma.
Let γ ⊂ T be an arbitrary Borel set and then χγL
2(T) is an arbitrary sub-
space reducing a bilateral shift of multiplicity one. Let Lγ0,j0 ⊂ M0,j0 be such
a subspace reducing L∗nz L
m
w |M0,j0 for a chosen j0. For arbitrary (i, j) ∈ J0 let
Lγi,j = L
i
wL
j−j0
z L
γ
0,j0
⊂ Mi,j - recall that L
i
wL
j−j0
z are unitary operators between
M0,j0 andMi,j. Thus LzMi,j =Mi,j+1 for any (i, j) ∈ J0 and LwMi,j =Mi+1,j for
(i, j) ∈ J0, i 6= m−1. Since L
γ
i,j reduces U it holds LwL
γ
m−1,j = L
m
wL
γ
0,j = L
n
zUL
γ
0,j =
LnzL
γ
0,j = L
γ
0,j+n. Thus L
γ :=
⊕
(i,j)∈J0
Lγi,j is invariant under Lw, Lz. One can check
that by the definition of subspaces Lγi,j the decomposition
⊕
(i,j)∈J0
Lγi,j fulfills the
conditions of Lemma 2.6. Thus Lw|Lγ , Lz|Lγ is a pair of generalized powers defined
by the same diagram J and a unitary part of a bilateral shift U|χγL2(T). 
In the construction in Example 4.5 we used a Borel subset γ ⊂ T to get a reducing
subspace of L2(T2) which is equal χ∆L
2(T2) for some Borel set ∆ ⊂ T2. Similarly,
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the unitary extension of a pair constructed in Theorem 4.6 using the set γ is equal
to χ∆L
2(T2). Let us investigate the connection between γ and ∆.
Proposition 4.7. Let M be an invariant subspace where Lw|M, Lz|M are general-
ized powers defined by a diagram J =
⋃
k∈Z J0 + k(m,−n) and a Borel set γ ⊂ T.
Then the space of a unitary extension of Lw|M, Lz|M is equal to χ∆L
2(T2) where
∆ = ω−1(γ) with ω : T2 ∋ (w, z)→ wmz¯n ∈ T.
Proof. Let us start with a construction of a unitary extension. By the proof of
Theorem 4.6 if we extend a respective unitary operator to a bilateral shift, then we
get a pair given by a diagram J which by Theorem 4.2 is of the form ψMJ for some
unimodular function ψ. LetHi,j =
∨
{ψwi+kmzj−kn : k ∈ Z} for i = 0, . . . , m−1, j ∈
Z. Since Lz¯nwm |Hi,j is a bilateral shift of multiplicity one we can denote a subspace
reducing the bilateral shift Lz¯nwm|H0,0 equivalent to χγL
2(T) by Lγ0,0. Moreover, let
Lγi,j := L
i
wL
j
zL
γ
0,0 for i = 0, . . . , m−1, j ∈ Z. Note thatHi,j as well as Li,j are pairwise
orthogonal. Since Lγi,j = Lwmz¯nL
γ
i,j, we have LwL
γ
m−1,j = L
m
wL
γ
0,j = L
n
zL
n
z¯L
m
wL
γ
0,j =
LnzLz¯nwmL
γ
0,j = L
n
zL
γ
0,j = L
γ
0,j+n. The above equality and the definition of L
γ
i,j
subspaces implies that Lγ :=
⊕
i=0,...,m−1
j∈Z
Li,j is a reducing subspace under both Lw, Lz.
Note that this is the same construction as in Theorem 4.6 but for the set of indices
{0, . . . , m − 1} × Z which properly contains J0. Consequently M =
⊕
(i,j)∈J0
Li,j
and Lγ is the space of the minimal unitary extension of Lw|M, Lz|M.
Let χγ =
∑
k∈Z αkx
k be the Fourier expansion. Recall, that it is supposed to be
a reducing subspace of Lz¯nwm|H0,0 . Thus x ≃ z¯
nwm suggest to define a function in
L2(T2) as f(w, z) :=
∑
(k,l)∈Z2 αk,lw
kzl where
αk,l =
{
α k
m
, for k
m
= − l
n
∈ Z
0, for remaining (i, j)
.
Since f(w, z) = χγ(ω(w, z)), we get f(w, z) = χω−1(γ) and L
γ
0,0 = Pχω−1(γ)L2(T2)H0,0.
Moreover, Lγi,j := L
i
wL
j
zL
γ
0,0 = L
i
wL
j
zPχω−1(γ)L2(T2)H0,0 ⊂ χω−1(γ)L
2(T2) because
χω−1(γ)L
2(T2) is reducing under Lw, Lz. Thus L
γ ⊂ χω−1(γ)L
2(T2). On the other
hand, H = Lγ ⊕ LT\γ. Similar arguments for the set T \ γ leads to the conclusion
H⊖Lγ = LT\γ ⊂ (1− χω−1(γ))L
2(T2). Eventually, Lγ = χω−1(γ)L
2(T2).
Note that by Remark 2.5, the set γi depends on the choice of a period. However,
the choice of a period determines numbers m,n, and so the polynomial ω. Thus for
different γ via different ω the set ∆ is supposed to be the same. 
Let us take a closer look to the set ω−1(γ).
Remark 4.8. Fix γ0 ∈ γ. Equation w
mz¯n = γ0 for a fixed z has m solutions and
for a fixed w has n solutions. Identify (w, z) ∈ T2 with (Arg(w),Arg(z)) ∈ [0, 2pi)2.
Then Arg(w) = Arg(γ0)+nArg(z)+2kpi
m
and ω−1(γ0) is represented on [0, 2pi)
2 as sections
inclined at an angle atan( n
m
). Consequently, the solution of wmz¯n = γ0 is a line
winding on T2 finite times. In conclusion, the set ω−1(γ) is a sum of stripes parallel
to each other but never to Arg(w) or Arg(z) axis. The picture illustrate ω−1(γ0) for
m = 5, n = 3:
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1
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0
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A
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0
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0
)
+
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A
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(γ
0
)
+
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1 5
A
rg
(γ
0
)
It is known that the class of compatible pairs extends the class of doubly com-
muting pairs. Let us point some relation of generalized powers with pairs consisting
of a unitary operator and a unilateral shift. By Remark 4.8 a unitary extension of a
pair of generalized powers is χ∆L
2(T2) where ∆ can be described as stripes inclined
at a nonzero angle to any of axes (any angle in atan(Q+)). In the cases Hus,Hsu the
set ∆ = δ × T,∆ = T × δ respectively which are sets inclined at zero angle to one
of axes. Thus the cases Hus,Hsu appeared to be border cases of generalized powers.
In Definition 2.4 numbers m,n are assumed to be positive. However, if we let one
of them to be zero, we get the following relation.
Corollary 4.9. A unitary operator and a unilateral shift fulfills Definition 2.4 for
m = 0, n = 1. A unilateral shift and a unitary operator fulfills Definition 2.4 for
m = 1, n = 0.
Indeed, by Theorem 4.2 a respective unitary operator is a part of a bilateral shift
of multiplicity one. Thus, by Remark 4.4 it has a star cyclic vector.
Let us now formulate the final result.
Theorem 4.10. Let M 6= {0} be an invariant subspace of L2(T2). If the pair
(Lw|M, Lz|M) is compatible then M has one of the following forms:
(1)
M = χΘL
2(T2)⊕
(
χδL
2(T)⊗ ψzH
2(T)
)
were δ ⊂ T, Θ ⊂ T2 \ (δ × T) are Borel sets, ψz ∈ L
2(T) is a unimodular
function of variable z,
(2)
M = χΘL
2(T2)⊕
(
ψwH
2(T)⊗ χδL
2(T)
)
were δ ⊂ T, Θ ⊂ T2 \ (T × δ) are Borel sets, ψw ∈ L
2(T) is a unimodular
function of variable w,
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(3)
M = ψMJ ,
where ψ ∈ L2(T2) is a unimodular function, J ⊂ Z2 is a diagram and MJ =
{wizj : (i, j) ∈ J},
(4)
M = χΘL
2(T2)⊕
⊕
i
Lγi
Ji
,
where there are positive integers m,n such that Lw|Lγi
Ji
, Lz|Lγi
Ji
are generalized
powers defined by a periodic diagram J i =
⋃
k∈Z J
i
0+kli(m,−n) and a unitary
part of a bilateral shift χγiL
2(T) where γi ⊂ T is a Borel set for each i.
Moreover, ω−1i γi are pairwise almost disjoint and Θ ⊂ T
2 \
⋃
i ω
−1
i (γi) where
ωi : T
2 ∋ (w, z)→ (z¯nwm)li ∈ T.
Note that subspaces where the operators are a pair of doubly commuting unilateral
shifts is the case J = Z2+ in (3).
Proof. By Theorem 2.7 Muu⊕Mus⊕Msu⊕MHardy ⊕Mdi⊕Mgp⊕Mcnc, where
Mdi =MHardy ⊕Md and by compatibility Mcnc = {0}. Denote Muu = χΘL
2(T2)
and the spaces of minimal unitary extensions of respective restrictions by χ∆ιL
2(T2)
for ι = us, su, di, gp. By Remark 4.1 sets Θ,∆us,∆su,∆di,∆gp are pairwise almost
disjoint.
If Mdi 6= {0} then by Theorem 4.2 M = Mdi = ψMJ and ∆di = T
2. Thus
Muu =Mus =Msu =Mgp = {0}.
By the descriptions of ∆us,∆su in Theorem 4.3 and ∆gp (precisely parts of ∆gp)
in Remark 4.8 sets ∆us,∆su,∆gp are disjoint only if at most one of them is of
positive measure. Hence, there left three possibilities: M = Muu ⊕Mus, M =
Muu ⊕Msu, M =Muu ⊕Mgp.
The cases M =Muu ⊕Mus, M =Muu ⊕Msu follow from Theorem 4.3.
The last case is M =Muu⊕Mgp. By Theorem 2.7, the restrictions to the space
Mgp can be decomposed into generalized powers. So, Mgp =
⊕
i L
γi
Ji
where the
restrictions to each Lγi
Ji
are generalized powers. Denote by χ∆iL
2(T2) the spaces of
their minimal unitary extensions. By Remark 4.1 ∆i are pairwise disjoint. On the
other hand, by the description of ∆i following from Remark 4.8 it is possible only
when ni
mi
equals for all i. Thus, there are positive integers m,n and a sequence of
positive integers li such that J
i =
⋃
k∈Z J
i
0 + kli(m,−n). By Theorem 4.6 a unitary
operator defining Lγi
Ji
is given by some Borel set γi ⊂ T. By Proposition 4.7 we have
∆i = ω
−1(γi). Thus Θ ⊂ T
2 \
⋃
i∆i = T
2 \
⋃
i ω
−1
i (γi). 
It is difficult to compare directly sets γi related to the decomposition of Mgp.
Indeed, they all describe unitary parts of bilateral shifts of multiplicity one, but of
different bilateral shifts. However, it turns out, that if the sequence {li} is bounded
then all spaces Lγi
Ji
can be described by common numbers m,n. Indeed, then we
can find a sequence {l′i} such that lil
′
i = l for some l and all i. Then, by Remark
2.5 we can describe Lγi
Ji
by diagrams J i =
⋃
k∈Z J
i
0 + k(lm,−ln). Since functions ωi
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depends only on mi, ni which were changed to a common pair lm, ln then all ωi are
equal. Consequently the sets ∆i are disjoint if the new sets γ
′
i are disjoint.
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