Introduction
Consider Navier-Stokes equations in the vorticity form
and the initial value problem for it: w(x, 0) = w 0 (x), x ∈ I R 3 . An efficient method of solving it is the random vortex method, introduced by Chorin [1] . It uses finitely many vortices (particles carrying vorticity) to approximate the vorticity field. The evolution of the vortices is described by a finite system of SDEs. A solution to this system is a random field and gives an approximate solution of the nonlinear equation (1) . Note, that a computational implementation of the random vortex method involves three sources of a discretization error. In this paper we consider a more simple, linearized problem and propose a pure stochastic computational algorithm of its solving. Let u(x, t) be a given bounded incompressible field. In this case one can consider (1) as being a system of parabolic equations and represent its solution as a sum of heat potentials, the parametrix Z(x − x , t − t ) being their kernel. Suppose that
for some finite T , and let w be divergence free (e.g., w = rotu for some u(x, t)). Then the Ostrogradsky formula implies that w satisfies the system of integral equations
or 
and, by induction,
A being a constant here. Therefore, by the asymptotic properties of Γ-function the Neumann series for (2) converges uniformly in H. Moreover, unbiased Monte Carlo estimators for w and integral functionals of w can be constructed [5] .
Monte Carlo adjoint estimators
Denote by {(x n , t n ), n = 0, 1, . . .} a Markov chain with the transition density p(x, t → x t ) that is equal to
and zero in all other cases. Here q is the survival probability. This means that
is Γ-distributed with the parameter 2. By the definition of the Markov chain one can easily obtain that, given (x 0 , t 0 ), I Ex n = x 0 for any n and I Ex n x T n = x 0 x T 0 + 2νt 0
n E, E being the unit matrix. Therefore (x n , t n ) converges to the random point (x ∞ , 0). Suppose that we want to compute the solution at a fixed point (x, t). So, we put (x 0 , t 0 ) = (x, t), construct the Markov chain (x n , t n ) and an adjoint vector estimator (so-called collision estimator) as a functional of its path:
Here N is a random number of the last point of the path, x * n is of the Gaussian distribution N (x n , 2νt n ), and
where values of the velocity u are taken at the point (x n+1 , t n+1 ). By the appropriate choice of the survival probability one can obtain the uniform boundedness of the weight factors A * n thus ensuring the unbiasedness and the finiteness of variance of the estimator (3). Moreover, the absorption estimator
may be of less computational cost due to the only one randomized computation of the integral F 0 . The simplest way to reduce the variance is to choose q to be the function of (x n , t n ) at every step of the chain so that weight matrices (4) are approximately unit matrices. So, at the first steps q may be greater than one, this means that the chain becomes branching, every point producing with some probability several points of the next generation. Further, as t n tends to zero, the survival probability becomes less than one and also tends to zero, providing the finiteness of the mean number of points.
It is essential to note that the same estimators are effective when an integral functional of w is to be computed. (By the Biot-Savart formula, velocity also can be considered as such a functional). The only difference lies in the choice of the initial point, which has to be sampled according to an appropriate probability density consistent with the weight function H.
Direct estimator
Consider now a direct estimator for a functional
dx H(x, t; x , t )w(x , t ).
According to the general theory of the Monte Carlo method one has to construct a Markov chain determined by an initial distribution consistent with F 0 and a transition density p 1 (x n , t n → x n+1 , t n+1 ) consistent with K(x n+1 , t n+1 ; x n , t n ). We choose p 1 to be equal to
for t > t n+1 > t n > 0, and zero in all other cases. Hence we have
In the full analogy with the adjoint case, for an appropriate choice of the survival probability the direct (e.g., collision) estimator
will be unbiased (i.e., I Eξ = I) and have finite variance.
, and values of the velocity u are taken at the point (x n , t n ).
To conclude the article we proceed to considering the interesting particular case. Suppose that the initial vorticity is approximated by a sum of point vortices:
Then we have
and it is natural to take p
. . , m as the consistent with It is essential to note that estimators (3), (5) are effective also for u being a random field.
Numerical experiment
To conclude the article we give a numerical example of solving the equation (1) in the exterior to the unit sphere. The velocity u and the initial vorticity w 0 are considered to be of the Stokes flow, namely,
where the velocity at the infinity is taken to be equal to (1, 0, 0). The adjoint estimator (3) provides the following results for values of w 3 (x 1 , x 2 , 0) at the points arranged on two lines: (1) x 1 = x 2 > 0 and (2) −x 1 = x 2 > 0, two other components of the vector w being equal to zero. Mean square error is equal to 0.11-0.12% at t = 0.1 and 0.06-0.07% at t = 0.01. Note the lack of symmetry which is due to the convection.
