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VARIATIONS OF GENERALIZED AREA FUNCTIONALS AND
P-AREA MINIMIZERS OF BOUNDED VARIATION IN THE
HEISENBERG GROUP
JIH-HSIN CHENG AND JENN-FANG HWANG
Abstract. We prove the existence of a continuous BV minimizer with C0
boundary value for the p-area (pseudohermitian or horizontal area) in a parabol-
ically convex bounded domain. We extend the domain of the area functional
from BV functions to vector-valued measures. Our main purpose is to study
the first and second variations of such a generalized area functional includ-
ing the contribution of the singular part. By giving examples in Riemannian
and pseudohermitian geometries, we illustrate several known results in a uni-
fied way. We show the contribution of the singular curve in the first and
second variations of the p-area for a surface in an arbitrary pseudohermitian
3-manifold.
1. Introduction and statement of the results
In [10], Paul Yang and the authors proved the existence of a Lipschitz continuous
(p-)minimizer with C2,α boundary value for the p-area (or horizontal area) in the
space W 1,1 and the uniqueness of p-minimizers in the space W 1,2 among other
things. In this paper, we will prove the existence of a continuous BV minimizer
with C0 boundary value for the p-area in a parabolically convex bounded domain.
Recall that the p-area is a special case of a more general area functional:
(1.1) FH(u) :=
∫
Ω
(|∇u+ ~F |+Hu)dmx.
where Ω ⊂ Rm is a bounded domain, u ∈ W 1,1(Ω), ~F is an L1 vector field on Ω,
H ∈ L∞(Ω), and dmx := dx1 ∧ dx2 ∧ ...∧ dxm denotes the Euclidean volume form
or the Lebesgue measure. We often denote FH by F for the case of H = 0 :
(1.2) F(u) :=
∫
Ω
|∇u+ ~F |dmx.
F(·) is called the p-area (of the graph defined by u over Ω) if ~F = − ~X∗ where ~X∗ =
(x1′ , −x1, x2′ , −x2, ..., xn′ , −xn), m = 2n (see [8]). In the case of a graph Σ over the
R2n-hyperplane in the Heisenberg group, the above definition of p-area coincides
with those given in [6], [13], and [26]. In particular these notions, especially in
the framework of geometric measure theory, have been used to study existence
or regularity properties of minimizers for the relative perimeter or extremizers of
isoperimetric inequalities (see, e.g., [13], [16], [20], [21], [23], [25], [27], [28], [29], [5]).
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The p-area can also be identified with the 2n+ 1-dimensional spherical Hausdorff
measure of Σ (see, e.g., [2], [15]). Some authors take the viewpoint of so called
intrinsic graphs and obtained interesting results (see, e.g., [15], [1], and [4] which
relates distributional solutions of Burgers’ equation to intrinsic regular graphs).
Starting from the work [8] (see also [7]), the subject was studied from the viewpoint
of partial differential equations and that of differential geometry (see [10], [11],
[9]; the term p-minimal is used since this is the notion of minimal surfaces in
pseudohermitian geometry; ”p” stands for ”pseudohermitian”). In [10], one studied
the situation for u ∈W 1,1. To extend the domain of F to the space of BV functions,
we define the total variation of a function u ∈ L1(Ω) by
(1.3)
∫
Ω
|Du+ ~Fdmx| : = sup{
∫
Ω
(−u div~φ+ ~F · ~φ)dmx | ~φ ∈ C10 (Ω), |~φ| ≤ 1}.
Let BV~F (Ω) denote the space of u ∈ L1(Ω) such that the total variation
∫
Ω
|Du+
~Fdmx| < ∞. In this case, the notation Du (viewed as the gradient of u in the
distributional sense) is in fact a vector-valued Radon signed measure (see Remark
1.5 on page 5 in [17]) and |Du + ~Fdmx| is the total variation measure of the
measure Du+ ~Fdmx (see the first paragraph of Section 3 for more details). When
u ∈ W 1,1(Ω), we use ∇u to denote the gradient of u. Note that BV~F (Ω) is reduced
to the usual space of BV functions, denoted by BV (Ω), for ~F = ~0. Moreover, if ~F
∈ L1(Ω), it is easy to see that u ∈ BV~F (Ω) if and only if u ∈ BV (Ω). For u ∈ W 1,1
(1.3) is the same as the one in the usual sense (in which we write Du = (∇u)dmx).
We need to require the following condition on ~F (say, ∈ C1) :
(1.4) ∂KFI = ∂IfK , I,K = 1, ...,m
for C1-smooth functions fK ’s. Denote the coordinates of R
m by x1, x2, ..., xm.
We call a coordinate system orthonormal if it is obtained by a translation and a
rotation from x1, x2, ..., xm. We recall ([10]) the definition of a certain notion of
convexity for Ω as follows.
Definition 1.1. We call Ω ⊂ Rm parabolically convex if for any p ∈ ∂Ω, there
exists an orthonormal coordinate system (x˜1, x˜2, ..., x˜m) with the origin at p and
Ω ⊂ {ax˜21 − x˜2 < 0} where a > 0 is independent of p.
Note that a C2-smooth bounded domain with the positively curved (positive
principal curvatures) boundary is parabolically convex. On the other hand, a
parabolically convex domain can be nonsmooth as shown by the following example:
a planar domain defined by
−
√
3 < x <
√
3, −
√
4− x2 + 1 < y <
√
4− x2 − 1.
For a vector field ~G = (g1, g2, ..., g2n) on Ω ⊂ R2n, we define ~G∗ := (g2, −g1, g4,
−g3, ..., g2n, −g2n−1).
Theorem A. Let Ω be a parabolically convex bounded domain in R2n with
∂Ω ∈ C2,α (0 < α < 1). Suppose ~F ∈ C1,α(Ω¯) satisfies the condition (1.4) for
C1,α-smooth and bounded fK’s in Ω and div ~F
∗ > 0. Let ϕ ∈ C0(∂Ω). Then there
exists u ∈ C0(Ω¯) ∩BV (Ω) such that u = ϕ on ∂Ω and
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(1.5)
∫
Ω
|Du+ ~Fdmx| ≤
∫
Ω
|Dv + ~Fdmx|
for all v ∈ C0(Ω¯) ∩BV (Ω) with v = ϕ on ∂Ω.
We remark that ~F = − ~X∗ satisfies the assumption in Theorem A. The idea
of the proof for Theorem A goes as follows. We approximate ϕ by C2,α-smooth
functions and apply Theorem A in [10] to get approximating Lipschitz continuous
minimizers. These minimizers will converge uniformly to a continuous function u
by the comparison principle (Theorem C in [10] ). Then we show that u is a BV
function and a minimizer in C0(Ω¯) ∩BV (Ω) by some extra work.
On the other hand, F. Serra Cassano and D. Vittone in a recent paper ([32])
study this problem for more general domains. Let Ω ⊂ R2n be a bounded domain
with Lipschitz regular boundary. They show the functional
(1.6) u ∈ BV (Ω)→
∫
Ω
|Du− ~X∗d2nx|+
∫
∂Ω
| u|∂Ω − ϕ | dσ
attains its minimum, where, for u ∈ BV (Ω), the trace u|∂Ω exists and lies in L1(∂Ω)
by Theorem 2.10 in [17], ϕ ∈ L1(∂Ω) is given, and dσ denotes the standard boundary
measure. Moreover, there holds
inf{
∫
Ω
|Du− ~X∗d2nx|:u ∈ BV (Ω), u|∂Ω = ϕ}
= min{
∫
Ω
|Du− ~X∗d2nx|+
∫
∂Ω
| u|∂Ω − ϕ | dσ : u ∈ BV (Ω)}
(see Theorem 1.4 in [32]).
Although the BV minimizers u˜ for (1.6) exist, the trace u˜|∂Ω may not equal ϕ.
The BV minimizers for
∫
Ω
|Du− ~X∗d2nx| with given (even smooth) boundary value
ϕ may not exist in general either for nonconvex domains as shown in Example 3.6
of [32]. In fact, consider Ω := {1 <
√
x2 + y2 < 2} ⊂ R2. Take the boundary value
ϕ = 0 on
√
x2 + y2 = 2 while ϕ = C on
√
x2 + y2 = 1. Then there admits no
minimizer for
∫
Ω
|Du− ~X∗d2nx| with u|∂Ω = ϕ when C is large enough (see [32] for
more details). The original idea comes from [14] in which R. Finn gave examples
of nonexistence for the Dirichlet problem of (Euclidean) minimal surface equation.
After we have BV minimizers, we consider the variations of F on BV func-
tions. Since F is only convex, but not strongly convex, this causes much trouble.
Besides the trouble that BV functions cause, we still have trouble even for C∞-
smooth functions. For instance, let ~F = ~0, then u ≡ 0 is the minimizer for F(u) =∫
Ω
|∇u|dmx. Compute the first variation at u ≡ 0:
lim
ε→0
F(0 + εϕ)−F(0)
ε
(1.7)
= lim
ε→0
|ε|
ε
∫
Ω
|∇ϕ|dmx.
from which we learn that only left limit or right limit exists. However, we can still
deal with the second variation of F (see Theorem C). Previously in [8] the second
variation of F was studied only for C2 smooth functions and away from the singular
set S~F (u) (:= {p ∈ Ω | ∇u+ ~F = 0 at p}). But whether Hm(S~F (u)) (m = dimΩ),
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the m-th dimensional Hausdorff measure of S~F (u), vanishes is a problem. In the
case of least gradient (~F = 0), Hm(S~F (u)) may not be zero.
In the case of p-area, ~F = − ~X∗ where ~X∗ = (x1′ , −x1, x2′ , −x2, ..., xn′ , −xn),
m = 2n, for u ∈ C2(Ω), we have Hm(S~F (u)) = 0. But for u ∈W 1,1(Ω), Hm(S~F (u))
may be larger than zero (see [2]). For u ∈ BV (Ω), we write
Du = (∇u)dmx+ dvdmxs , dmx ⊥ dvd
mx
s
where ∇u ∈ L1 with respect to dmx. Suppose dmx (dvdmxs , resp.) is concentrated
on Ω1 (Ω2, resp.) where Ω1 ∩ Ω2 = ∅, Ω1 ∪ Ω2 = Ω. Note that Hm(Ω2) = 0.
Define S~F (u) := {p ∈ Ω1 | ∇u + ~F = 0 at p}. Now whether Hm(S~F (u)) = 0 (m
even) for a BV minimizer u for the p-area in general is still an open problem. So
we cannot neglect the role of S~F (u). One of the purposes of this paper is to study
the second variation of F not avoiding S~F (u) even if Hm(S~F (u)) 6= 0.
The idea of computing the first and second variations is to extend the domain
of F(·) from BV functions to vector-valued measures. Then making use of the
Radon-Nikodym theorem, we can easily obtain the formulas of first and second
variations, which include the effect of the singular set.
Let E be a C∞-smooth Riemannian vector bundle over a C∞-smooth manifold
X . Let dµ, dν be two E-valued (Radon signed) measures on X . Let dµε = dµ +
εdν for ε ∈ R. Define F(dµε) by
F(dµε) :=
∫
X
|dµε|.
(see (3.1) with Ω replaced byX) Denote F(dµε) by F(ε) for simplicity. Throughout
this paper we assume that both dµ and dν are bounded in the sense that |dµ| and
|dν| are integrable over X. By the (extended) Radon-Nikodym theorem we can
write
dµε = Nε|dµε|,
dν = Aε|dµε|+ dνεs, dνεs ⊥ |dµε|
where Nε, Aε ∈ L1(|dµε|) with |Nε| = 1 (cf. (3.2)). Recall that F ′(ε1±) :=
limε2→ε1±
F(ε
2
)−F(ε
1
)
ε2−ε1 . We have the following first variation formula.
Theorem B. Suppose dµ and dν are bounded. Then F(ε) is Lipschitz contin-
uous in ε and there holds
(1.8) F ′(ε1±) =
∫
X
Nε1 ·Aε1 |dµε1 | ±
∫
X
|dνε1s |.
Let u ∈ BV (Ω) where Ω ⊂ Rm is a bounded domain with Lipschitz regular
boundary. Define
F˜H(u) :=
∫
Ω
|Du+ ~Fdmx|+
∫
Ω
Hu dmx
where the first term on the right side of the equality makes sense by (1.3). Recall
that ~F is an L1 vector field on Ω and H ∈ L∞(Ω). Recall that for u ∈ BV (Ω), the
trace u|∂Ω exists and lies in L1(∂Ω) by Theorem 2.10 in [17].
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Definition 1.2. Suppose u ∈ BV (Ω) with u|∂Ω = ψ. If for all ϕ ∈ BV (Ω) with
ϕ|∂Ω = 0, there holds
F˜H(u) ≤ F˜H(u+ ϕ)
Then we call u a minimizer for F˜H with the boundary value (trace) ψ.
Denote F˜H(u+ εϕ) by F˜H(ε). We can then have the following necessary condi-
tions for u ∈ BV (Ω) to be a minimizer.
Corollary B′. Let Ω ⊂ Rm be a bounded domain with Lipschitz regular bound-
ary. Suppose u ∈ BV (Ω) is a minimizer for F˜H with u|∂Ω = ψ ∈ L1(∂Ω). Then
there hold
(1.9) F˜ ′H(0 + ) =
∫
Ω
N0 · A0|dµ|+
∫
Ω
|dν0s|+
∫
Ω
Hϕ dmx ≥ 0
and
(1.10) F˜ ′H(0− ) =
∫
Ω
N0 ·A0|dµ| −
∫
Ω
|dν0s|+
∫
Ω
Hϕ dmx ≤ 0.
We remark that Corollary B′ generalizes Theorem 3.3 in [10], where N(u) =
N0, (∇ϕ)dmx = A0|dµ| on Ω\S~F (u), and |∇ϕ|dmx = |dν0s| on S~F (u). Here A0 =
∇ϕ
|∇u+~F | , |dµ| = |∇u+ ~F |d
mx, and S~F (u) := {∇u+ ~F = 0} (cf. Example 3.2). Also
note that (1.10) corresponds to (3.12) in [10] with ϕ replaced by −ϕ.
The singular term ± ∫
X
|dν0s| in (1.9) and (1.10) is not removable in general.
The simplest example is that at the minimizer u ≡ 0 for the least gradient energy
functional
∫ |∇u|dmx, we have F ′(0±) = ± ∫ |dν0s| = ± ∫ |∇ϕ|dmx over S~F (u) = Ω
as shown in (1.7).
There are at most countably many ε’s such that |dνεs| 6= 0. We call ε regular if
|dνεs|= 0. For regular ε we have F ′(ε+) = F ′(ε−) = F ′(ε) and F ′(ε) is an increasing
function of ε (see Proposition 3.3). Write F ′+(ε) (F ′−(ε), respectively) for F ′(ε+ )
(F ′(ε − ), respectively). In Section 3 we also study the left and right continuity
of F ′+ and F ′− (see Proposition 3.4). We give area functionals in Riemannian and
pseudohermitian geometries as examples to illustrate (1.8). For a p-area stationary
surface in an arbitrary pseudohermitian 3-manifold, we obtain the ”incident angle
= reflected angle” condition on the singular curve (see (3.38)). The result extends
previous ones in the Heisenberg group ([10], [29]).
In Section 4 we discuss the second derivative of F(ε). We compute the first
derivatives of F ′+ and F ′− in various situations.
Theorem C. Suppose dµ and dν are bounded, and |Aε1 |2 ∈ L1(X, |dµε1 |). Then
(1) For ε1 regular, there holds
(1.11) lim
ε2→ε1, ε2 regular
F ′(ε2)−F ′(ε1)
ε2 − ε1 =
∫
X
{|Aε1 |2− |(Aε1 ·Nε1)|2}|dµε1 | (≥ 0).
(2) For ε1 arbitrary, there holds
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lim
ε2→ε1+
F ′±(ε2)−F ′+(ε1)
ε2 − ε1 = limε2→ε1−
F ′±(ε2)−F ′−(ε1)
ε2 − ε1(1.12)
=
∫
X
{|Aε1 |2 − |(Aε1 ·Nε1)|2}|dµε1 | (≥ 0).
Observe that F ′−(ε1) may be strictly less than F ′+(ε1) (roughly speaking, F ′ is
not continuous and may have a jump at ε1). Still we have not only the existence
of the left derivative of F ′− and the right derivative of F ′+, but also the same value,
i.e., (F ′−)′−(ε1) = (F ′+)′+(ε1) by (1.12). This is a very special property. Note that
a convex function does not have such a property in general. For instance, f(x) = 0
for x ≤ 0, f(x) = x2 + x for x > 0. We can easily check that f ′ has a jump at x =
0. On the other hand, we compute f ′′(x) = 0 for x < 0 while f ′′(x) = 2 for x > 0.
A fundamental formula in deducing the second variation of F is (3.18) (for |dµε1 |
≪ |dµε2 | ≪ |dµε1 |) in Section 3:
(Nε2 −Nε1) · (dµε2 − dµε1) =
1
2
|Nε2 −Nε1 |2(|dµε2 |+ |dµε1 |).
This formula generalizes (5.1) in [8]:
(1.13) (N(u)−N(v)) · (∇u−∇v) = 1
2
|N(u)−N(v)|2(|∇u− ~X∗|+ |∇v − ~X∗|)
for u, v ∈ C1. The extension (3.18) includes the case of BV functions. Also it holds
for various geometries including those of Euclidean and pseudohermitian minimal
surfaces. See the examples in Section 3 and the Appendix. Corresponding to
(1.13), for the Riemannian mean curvature equation div Tu = H in Rn, where Tu
:= ∇u√
1+|∇u|2 , we have the following structural inequality:
(Tu− Tv) · (∇u−∇v) ≥ 1
2
|Tu− Tv|2(
√
1 + |∇u|2 +
√
1 + |∇v|2)
≥ |Tu− Tv|2.
The above inequality was discovered by Miklyukov [22], Hwang [19], and Collin-
Krust [12] independently. The proof in [19] was obtained through the help of
Shuh-Jye Chern who simplified the original proof of Hwang.
In Section 4 we give a proof of Theorem C and examples to illustrate (1.11). In
particular we show that a C2 area-stationary graph in a flat ambient space in either
Riemannian or pseudohermitian geometry has the local area- minimizing property.
This fact was proved individually for different situations. For the 3-dimensional
Heisenberg group, it was shown by a calibration argument in [8] for the nonsingular
case. Later Ritore´ and Rosales ([29]) extended the result to the situation having
singularities. On the other hand, using (1.11) gives a unified proof (see Example
4.1 and Example 4.2). Note that in ([29]), we are in C2-smooth category. The
singular set has no contribution to the second variation since its Lebesgue measure
(in R2n) vanishes according to a result of Balogh ([2]). Here Theorem C generalizes
to include the singular set contribution. On the other hand, we obtained Balogh’s
result (for a C2-smooth function) as Lemma 5.4 in [8] by a different argument (we
used only elementary linear algebra and the implicit function theorem in the proof).
Later we generalized this result to the situation of general ~F (see Theorem D in
[10]).
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When the ambient space is not flat, we know that the curvature appears in
the second variation formula and the second variation is no longer nonnegative in
general. This means that the way we vary by considering |dµ+ εdv| is not generic
for nonflat ambient spaces. For a variational vector field with support containing
a singular curve, we compute the second variation of the p-area for a stationary
surface in such a direction, and cook out the contribution of the singular curve (see
(4.33); the computation was completed by Hung-Lin Chiu). Note that in [8] we
have done such a computation for a variational vector field with support away from
the singular set.
In the Appendix, we define the notions of gradient and hypersurface area in
a general formulation unifying Riemannian and pseudohermitian (horizontal or
Heisenberg) structures for further development. In fact, these different geomet-
ric structures on a differentiable manifold M are better described in a unified way
by assigning a nonnegative inner product < ·, · > on its cotangent bundle T ∗M .
The gradient ∇ϕ of a smooth function ϕ on M with respect to these different geo-
metric structures can be expressed in a unified way as ∇ϕ := G(dϕ) where G :
T ∗M → TM is a natural bundle morphism defined by < G(ω), η > = < ω, η > for
ω, η ∈ T ∗M (cf. (5.3) and note that the first < ·, · > denotes the pairing between
TM and T ∗M). For instance, this ∇ϕ is nothing but the subgradient ∇bϕ in the
pseudohermitian case. The geometric information is hidden in G. If ϕ is a defin-
ing function of a hypersurface Σ ⊂ M, we can give a unified definition of area (or
volume) element dvΣ of Σ as follows (cf. (5.4)):
dvΣ =
dϕ
|dϕ| ⌋ dvM
where dvM is a volume form. This formula encodes the Euclidean area element, the
p- (or H-) area element for a graph or an intrinsic graph in the Heisenberg group
(see Example A.1, Example A.2, and Example A.3, resp.; see also Examples A.4
and A.5 for a surface in a general pseudohermitian 3-manifold). In particular, we
recover the definition of Ritore´ and Rosales for the p- (or H-) area element ([29]).
See (5.19) in Example A.5 for more details.
We also derive a general formula for the mean curvature and give a number of
examples to illustrate it. See (5.25) and Examples A.6 and A.7. When this work
was being done, we received an interesting preprint (see [32]) from Francesco Serra
Cassano. In [32], the authors also studied the existence (and local boundedness) of
BV minimizers for the p-area (of what the authors call t-graphs and X1-graphs).
The definition (1.3) that we use here is St(u) on page 16 of [32]. Also the boundary
value in [32] is more general (see previous comments after Theorem A for more
details).
Added in proof: The authors were informed of papers [18], [24] in which the
second variation of the p-area was also studied and discussed.
Acknowledgments. The first author’s research was supported in part by NSC
97-2115-M-001-016-MY3. He would also like to thank the National Center for
Theoretical Sciences, Taipei Office for sponsoring the Workshop on Mean Curvature
Equation in Heisenberg Geometry held December 18-19, 2010 at the Academia
Sinica, Taipei. The second author’s research was supported in part by NSC 97-
2115-M-001-005-MY3.
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2. Existence and proof of Theorem A
Take ϕ−j , ϕ
+
k ∈ C∞(Ω¯) such that ϕ−j (ϕ+k , respectively) increasingly (decreas-
ingly, respectively) approaches ϕ in C0-norm on ∂Ω. By Theorem A in [10], we can
find Lipschitz continuous minimizers (for F(·)) u−j , u+k such that u−j = ϕ−j and u+k
= ϕ+k on ∂Ω. It follows from the maximum principle (Theorem C in [10]; here the
condition div ~F ∗ > 0 is used) that
0 ≤ u−j1 − u−j2 ≤ ‖ϕ−j1 − ϕ−j2‖C0(∂Ω),(2.1)
0 ≤ u+k1 − u+k2 ≤ ‖ϕ+k1 − ϕ+k2‖C0(∂Ω), and
0 ≤ u+k − u−j ≤ ‖ϕ+k − ϕ−j ‖C0(∂Ω)
in Ω for j1 ≥ j2, k1 ≤ k2 (note that if u is a solution or a minimizer, so is u + a
constant).Therefore in view of (2.1) u−j increasingly and u
+
k decreasingly converge
to the same limit u ∈ C0(Ω¯) such that u = ϕ on ∂Ω.
Lemma 2.1. Let wj ∈ L1(Ω) ∩ BV~F (Ω), w ∈ L1(Ω). Suppose wj → w in L1.
Then
(2.2)
∫
Ω
|Dw + ~Fdmx| ≤ lim inf
j→∞
∫
Ω
|Dwj + ~Fdmx|.
Moreover, if the right hand side of (2.2) exists (finite value), then w ∈ BV~F (Ω).
Proof. For ~φ ∈ C10 (Ω), |~φ| ≤ 1, we have∫
Ω
(−w div~φ+ ~F · ~φ)dmx = lim
j→∞
∫
Ω
(−wj div ~φ+ ~F · ~φ)dmx
≤ lim inf
j→∞
∫
Ω
|Dwj + ~Fdmx|
Taking the supremum over all such ~φ, we obtain (2.2) by (1.3) (cf. Theorem 5.2.1
in [34]). If lim infj→∞
∫
Ω
|Dwj + ~Fdmx| < ∞, then w ∈ BV~F (Ω) by definition.

Next we claim that u ∈ BV (Ω). Since u−j converges to u in C0-norm (hence
L1-norm) on Ω¯, we have
(2.3)
∫
Ω
|Du+ ~Fdmx| ≤ lim inf
j→∞
∫
Ω
|∇u−j + ~F |dmx.
by (2.2) in Lemma 2.1. We will prove that the right hand side of (2.3) exists (finite
value). Let u−j,a denote the solution of the following elliptic approximating equation:
div(
∇υ + ~F√
a2 + |∇υ + ~F |2
) = 0 in Ω(2.4)
υ = ϕ−j on ∂Ω
(cf. (4.1) in [10]; note that u−j,a ∈ C2,α by Theorem 4.5 in [10]). From Lemma 2.1
and noting that u−j = lima→0 u
−
j,a in C
0-norm (hence L1-norm) on Ω¯, we have
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(2.5)
∫
Ω
|∇u−j + ~F |dmx ≤ lim infa→0
∫
Ω
|∇u−j,a + ~F |dmx.
On the other hand, we observe that
|∇u−j,a + ~F | ≤
√
a2 + |∇u−j,a + ~F |2(2.6)
= ∇u−j,a ·N−j,a + ~F ·N−j,a +
a2√
a2 + |∇u−j,a + ~F |2
where
(2.7) N−j,a :=
∇u−j,a + ~F√
a2 + |∇u−j,a + ~F |2
.
Integrating (2.6) and making use of (2.4) (to get ∇u−j,a · N−j,a = div(u−j,aN−j,a) −
u−j,a divN
−
j,a = div(u
−
j,aN
−
j,a)), we obtain
(2.8)
∫
Ω
|∇u−j,a + ~F |dmx ≤
∫
∂Ω
|ϕ−j |dσ +
∫
Ω
{|~F | + |a|}dmx
by noting that |N−j,a| ≤ 1, where dσ denotes the boundary measure. From (2.8) we
have deduced the following estimate
(2.9) lim inf
a→0
∫
Ω
|∇u−j,a + ~F |dmx ≤ ‖ϕ−j ‖L∞(∂Ω)|∂Ω|+ ‖ ~F‖L∞(Ω)|Ω|
where |∂Ω| and |Ω| denote the 2n − 1 and 2n dimensional Hausdorff measures of
∂Ω and Ω, respectively. It now follows from (2.3), (2.5), and (2.9) that
(2.10)
∫
Ω
|Du+ ~Fdmx| ≤ ‖ϕ‖L∞(∂Ω)|∂Ω|+ ‖ ~F‖L∞(Ω)|Ω| <∞.
(2.10) means u ∈ BV (Ω). In the remaining section, we will show that u is a min-
imizer for F(·) in C0(Ω¯) ∩ BV (Ω) with the same boundary value ϕ. Take v ∈
C0(Ω¯) ∩ BV (Ω) such that v = u on ∂Ω. Let vτ be a mollifier of v, where τ > 0.
Let ~Gτ = ((G1)τ , (G2)τ , ...) be a mollifier of a vector field ~G = (G1, G2, ...).
Lemma 2.2. Let Ω′ ⊂⊂ Ω (i.e., Ω′ has compact closure in Ω). For τ small
enough, there holds
(2.11)
∫
Ω′
|∇vτ + ~F |dmx ≤
∫
Ω
|Dv + ~Fdmx| + ‖ ~F − ~Fτ‖L1(Ω).
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Proof. For ~φ ∈ C10 (Ω′) such that |~φ| ≤ 1 (which implies |~φτ | ≤ 1), we compute∫
Ω′
(−vτ div~φ+ ~F · ~φ)dmx(2.12)
=
∫
Ω
(−v div~φτ + ~F · ~φτ + ~F · (~φ− ~φτ ))dmx
≤
∫
Ω
|Dv + ~Fdmx| +
∫
Ω
(~F − ~Fτ ) · ~φ dmx
≤
∫
Ω
|Dv + ~Fdmx| + ‖ ~F − ~Fτ‖L1(Ω).
By taking the supremum of the left side of (2.12) over ~φ, we obtain (2.11).

Lemma 2.3. Let υ, ω ∈ C2(Ω¯) satisfy divNa(υ) = divNa(ω) = 0 in Ω, where
Na(ρ) :=
∇ρ+~F√
a2+|∇ρ+~F |2
. For any Ω′ ⊂⊂ Ω, there holds
(2.13) |
∫
Ω′
{
√
a2 + |∇υ + ~F |2 −
√
a2 + |∇ω + ~F |2}dmx |≤
∫
∂Ω′
|υ − ω|dσ.
Proof. Consider the following expression
(2.14) I(s) :=
∫
Ω′
√
a2 + |∇υ + ~F + s∇(ω − υ)|2dmx+ s
∫
∂Ω′
|υ − ω|dσ
for s ∈ [0, 1]. Compute
(2.15) I ′(s) =
∫
Ω′
[∇υ + ~F + s∇(ω − υ)] · ∇(ω − υ)√
a2 + |∇υ + ~F + s∇(ω − υ)|2
dmx+
∫
∂Ω′
|υ − ω|dσ
and
I ′′(s)
=
∫
Ω′
{ |∇(ω − υ)|
2√
a2 + |∇υ + ~F + s∇(ω − υ)|2
−
{[∇υ + ~F + s∇(ω − υ)] · ∇(ω − υ)}2
(
√
a2 + |∇υ + ~F + s∇(ω − υ)|2)3
}dmx
=
∫
Ω′
{a2|∇(ω − υ)|2 + |∇(ω − υ)|2|∇υ + ~F + s∇(ω − υ)|2
−{[∇υ + ~F + s∇(ω − υ)] · ∇(ω − υ)}2}(
√
a2 + |∇υ + ~F + s∇(ω − υ)|2)−3dmx
≥ 0
by Cauchy’s inequality for s ∈ [0, 1]. It follows that
(2.16) I ′(s) ≥ I ′(0)
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On the other hand, from (2.15) we compute
I ′(0) =
∫
Ω′
Na(υ) · ∇(ω − υ)dmx+
∫
∂Ω′
|υ − ω|dσ(2.17)
=
∫
∂Ω′
(ω − υ)Na(υ) · νdσ +
∫
∂Ω′
|υ − ω|dσ
≥ 0
where we have used the equation divNa(υ) = 0 and |Na(υ)| ≤ 1. By (2.16) and
(2.17), we get I ′(s) ≥ 0, and hence I(1) ≥ I(0). That is∫
Ω′
{
√
a2 + |∇υ + ~F |2 −
√
a2 + |∇ω + ~F |2}dmx ≤
∫
∂Ω′
|υ − ω|dσ.
Switching υ and ω in the above argument, we finally reach (2.13).

Proof. (of Theorem A continued) Now we consider only parabolically convex
domain Ω′ ⊂⊂ Ω with ∂Ω′ ∈ C∞. For a > 0 let u−j,a, vτ,a be the solutions to divNa(·)
= 0 in Ω′, such that u−j,a = u
−
j , vτ,a = vτ on ∂Ω
′, where Na(ρ) := ∇ρ+
~F√
a2+|∇ρ+~F |2
.
We then compute ∫
Ω′
|∇u−j + ~F |dmx(2.18)
≤
∫
Ω′
|∇u−j,a + ~F |dmx (u−j is a minimizer for F(·))
≤
∫
Ω′
√
a2 + |∇u−j,a + ~F |2dmx
≤
∫
Ω′
√
a2 + |∇vτ,a + ~F |2dmx+
∫
∂Ω′
|u−j − vτ |dσ
by (2.13). Let Fa(w) ≡
∫
Ω′
√
a2 + |∇w + ~F |2dmx. Since vτ,a is a minimizer for
Fa(·) (see [10]), we estimate∫
Ω′
√
a2 + |∇vτ,a + ~F |2dmx(2.19)
≤
∫
Ω′
√
a2 + |∇vτ + ~F |2dmx
≤ a |Ω′| +
∫
Ω
|∇v + ~F |dmx + ‖ ~F − ~Fτ‖L1(Ω)
by (2.11) (τ small enough). Combining (2.18) and (2.19) gives∫
Ω′
|∇u−j + ~F |dmx(2.20)
≤ a |Ω′| +
∫
Ω
|∇v + ~F |dmx + ‖ ~F − ~Fτ‖L1(Ω) +
∫
∂Ω′
|u−j − vτ |dσ.
In view of (2.3) and (2.20), we conclude (1.5) by letting a go to zero and Ω′ approach
Ω (τ tends to zero accordingly).

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3. Extension to measures and the first variation
We will extend the domain of F(·) from BV functions to vector-valued measures.
Let Ω ⊂ Rm be a bounded domain. Let u ∈ BV~F (Ω) where ~F := (Fi) ∈ L1(Ω).
Then there are Radon signed measures λ1, λ2, ...,λm defined in Ω such that for i
= 1, 2,...,m, (Recall that dmx denotes the Lebesgue measure of Rm)∫
Ω
u
∂ϕ
∂xi
dmx = −
∫
Ω
ϕdλi
for all ϕ ∈ C∞0 (Ω) (see Remark 1.5 on page 5 in [17] or see (5.1.1) in [34], and note
that u ∈ BV~F (Ω) if and only if u ∈ BV (Ω)). Write Du := (dλi). So Du + ~Fdmx
defines a vector-valued Radon signed measure and we define its total variation
(measure)
|Du+ ~Fdmx|(f) := sup{
∫
Ω
(−u div~φ+ ~F · ~φ)dmx | ~φ ∈ C10 (Ω), |~φ| ≤ f}
for f being a non-negative real-valued continuous function with compact support
in Ω. By the Riesz Representation Theorem, |Du+ ~Fdmx| is a non-negative Radon
measure on Ω (mimicking the argument in Remark 5.1.2. of [34]). Similarly, for a
general vector-valued measure dµ = (dµi) (instead of µ = (µi)) on Ω, we define its
total variation measure |dµ| by
|dµ|(f) = sup{
∫
Ω
~φ · dµ | ~φ ∈ C10 (Ω), |~φ| ≤ f}.
We extend the domain of F(·) to include vector-valued (Radon signed) measures
dµ by defining
(3.1) F(dµ) :=
∫
Ω
|dµ| := |dµ|(1).
In this section we want to compute the first variation of F(·) in measures.
Let E be a C∞-smooth Riemannian vector bundle over a C∞-smooth manifold
X . Let dµ, dν be two E-valued measures on X . We assume that both dµ and dν
are bounded in the sense that |dµ| and |dν| are integrable over X, i.e., F(dµ) and
F(dν) are finite in view of (3.1) with Ω replaced by X (~φ is viewed as a C1-smooth
section of E with compact support while ”·” denotes the fibre inner product). Let
dµε := dµ + εdν for ε ∈ R. Since |dµε| is a positive bounded measure, we can find
Nε, Aε ∈ L1(|dµε|) with |Nε| = 1, such that
dµε = Nε|dµε|,(3.2)
dν = Aε|dµε|+ dνεs, dνεs ⊥ |dµε|
according to the Radon-Nikodym theorem (extending 6.9 and 6.12 in [31] to the
case of vector-valued measures; see also [30]).
Proof. (of Theorem B) We have
|dµε2 | = |dµε1 + (ε2 − ε1)dν|(3.3)
= |(ε2 − ε1)Aε1 +Nε1 ||dµε1 |+ |ε2 − ε1||dνε1s |
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by (3.2). It follows from (3.3) that for ε2 6= ε1
|dµε2 | − |dµε1 |
ε2 − ε1 = {|(ε2 − ε1)Aε1 +Nε1 | − 1}
|dµε1 |
ε2 − ε1(3.4)
+
|ε2 − ε1|
ε2 − ε1 |dν
ε1
s |.
Observe that
| |(ε2 − ε1)Aε1 +Nε1 | − 1
ε2 − ε1 ||dµε1 |(3.5)
= | |(ε2 − ε1)Aε1 +Nε1 | − |Nε1 |
ε2 − ε1 ||dµε1 |
≤ |Aε1 ||dµε1 | ≤ |dν|
by noting that |Nε1 | = 1. It follows from (3.4) and (3.5) that F(ε) is Lipschitz
continuous in ε since dν is bounded by assumption. Also observe that
|(ε2 − ε1)Aε1 +Nε1 | − 1 =
|(ε2 − ε1)Aε1 +Nε1 |2 − 1
|(ε2 − ε1)Aε1 +Nε1 |+ 1
(3.6)
=
2(ε2 − ε1)Aε1 ·Nε1 + |(ε2 − ε1)Aε1 |2
|(ε2 − ε1)Aε1 +Nε1 |+ 1
.
Since |Aε1 ||dµε1 | and |dνε1s | are integrable by assumption (dν is bounded), we can
invoke the Lebesgue dominated convergence theorem to obtain
(3.7) lim
ε2→ε1±
∫
X
|dµε2 | − |dµε1 |
ε2 − ε1 =
∫
X
Nε1 · Aε1 |dµε1 | ±
∫
X
|dνε1s |
by (3.4) and (3.6).

Proof. (of Corollary B′) Let dµ = Du + ~Fdmx denote the vector-valued measure
associated to u ∈ BV (Ω). Let dν = Dϕ for ϕ ∈ BV (Ω) with ϕ|∂Ω = 0. Recall that
we denote F˜H(u + εϕ) by F˜H(ε). Now it is straightforward to extend (1.8) for X
= Ω to include H as below:
(3.8) F˜ ′H(ε1±) =
∫
Ω
Nε1 · Aε1 |dµε1 | ±
∫
Ω
|dνε1s |+
∫
Ω
Hϕ dmx.
Letting ε1 = 0 in (3.8) we have∫
Ω
N0 · A0|dµ| ±
∫
Ω
|dν0s|+
∫
Ω
Hϕ dmx
= F˜ ′H(0±)
= lim
ε→0±
F˜H(u+ εϕ)− F˜H(u)
ε
≥ 0 ( ≤ 0, resp.)
for ε→ 0+ (ε→ 0−, resp.) since F˜H(u+εϕ) − F˜H(u) ≥ 0 for u being a minimizer
and ε > 0 (ε < 0, resp.). We have proved (1.9) and (1.10).

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Lemma 3.1. Suppose dµ, dν are two bounded E-valued measures on X as
described between (3.1) and (3.2). Let dµε := dµ + εdν for ε ∈ R satisfy (3.2).
Then for ε1 6= ε2 there holds dνε1s ⊥ dνε2s , i.e., | dνε1s |⊥| dνε2s | . Moreover, there
exist at most countably many ε’s such that |dνεs|(X) 6= 0.
Proof. Let j = 1, 2. Since |dµεj | ⊥ |dν
εj
s |, we can find a measurable set Eεj such that
|dµεj | is concentrated on Eεj and |dν
εj
s | is concentrated on Ecεj , the complement of
Eεj . For any measurable set B ⊂ Ecε1 ∩Ecε2 , |dν|(B) = 0 by observing that dµε1 −
dµε2 = (ε1 − ε2)dν. It follows that |dν
εj
s |(B) = 0 for j = 1, 2 since dν = dνε1s and
dν = dνε2s on E
c
ε1 ∩Ecε2 . So |dνε1s | = |dνε2s | = 0 on Ecε1 ∩Ecε2 , and hence |dνε1s | and
|dνε2s | are concentrated on Ecε1\ (Ecε1 ∩Ecε2) and Ecε2\ (Ecε1 ∩Ecε2) (the intersection
of these two sets is empty), respectively. Therefore |dνε1s | ⊥ |dνε2s |.
Given a positive integer n, we can only have finitely many εj ’s such that |dν|(Ecεj )
= |dνεjs |(Ecεj ) ≥ 1n since∑
j
|dν|(Ecεj ) =
∑
j
|dνεjs |(Ecεj )
= |dν|(∪Ecεj )
≤ |dν|(X) <∞ (by assumption).
It follows that there are at most countably many ε’s such that |dν|(Ecε) = |dνεs|(Ecε)
6= 0.

If ε satisfies |dνεs|(X) 6= 0, we call it singular, otherwise regular. Denote F(dµε)
by F(ε) for simplicity.
Lemma 3.2. Suppose we are in the situation of Lemma 3.1. Then we have
(1) For ε1, ε2 arbitrary, there holds
(3.9) |dµε1 |+ |dνε1s | ≪ |dµε2 |+ |dνε2s | ≪ |dµε1 |+ |dνε1s |;
(2) For ε1, ε2 regular, there holds |dµε1 | ≪ |dµε2 | ≪ |dµε1 |.
Proof. We may assume ε1 6= ε2. From (3.3) we have
(3.10) |dµε2 | ≪ |dµε1 |+ |dνε1s |
Switching ε1 and ε2 in (3.3) gives
|dµε1 |(3.11)
= |(ε1 − ε2)Aε2 +Nε2 ||dµε2 |+ |ε1 − ε2||dνε2s |.
Therefore we obtain
(3.12) |ε1 − ε2||dνε2s | ≪ |dµε1 |+ |dνε1s |
by (3.11) and (3.10). Now it follows from (3.10).and (3.12) that
|dµε2 |+ |dνε2s | ≪ |dµε1 |+ |dνε1s |.
By symmetry (3.9) follows. For ε1, ε2 regular, |dνε1s | = |dνε2s | = 0 and hence (2)
follows from (3.9).
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
Lemma 3.3. Suppose dµ and dµ′ are two bounded E-valued measures on X
(see the paragraph between (3.1) and (3.2)). Assume |dµ| ≪ |dµ′| ≪ |dµ|. Write
dµ = Nµ|dµ|, dµ′ = Nµ′ |dµ′|. Then we have
(1) Nµ 6= 0 a.e. [|dµ′|] and Nµ′ 6= 0 a.e. [|dµ|] and
(2) there holds
(3.13) (Nµ −Nµ′) · (dµ− dµ′) = 1
2
|Nµ −Nµ′ |2(|dµ|+ |dµ′|).
Proof. Suppose there is a set S with |dµ′|(S) > 0 and Nµ = 0 on S. From the
definition of Nµ, we have |dµ|(S) = 0. It follows that |dµ′|(S) = 0 by the assumption
|dµ′| ≪ |dµ|. We have reached a contradiction. Therefore Nµ 6= 0 a.e. [|dµ′|]. By
symmetry, we also have Nµ′ 6= 0 a.e. [|dµ|]. We have proved (1).
As for (2), noting that Nµ, Nµ′ are defined a.e. [|dµ|] and [|dµ′|], we compute
(Nµ −Nµ′) · (dµ− dµ′) = (Nµ −Nµ′)(Nµ|dµ| −Nµ′ |dµ′|)(3.14)
= (1−Nµ ·Nµ′)(|dµ|+ |dµ′|)
=
1
2
|Nµ −Nµ′ |2(|dµ|+ |dµ′|).

We remark that for general dµ, dµ′ (which may not satisfy the condition |dµ|
≪ |dµ′| ≪ |dµ|), the formula (3.13) should be interpreted and modified as below.
Write dµ = A|dµ′| + dν ′s with |dµ′| ⊥ dν ′s. Then there exists E′ on which |dµ′|
(hence dµ′) is concentrated while dν ′s is concentrated on (E
′)c := X\E′. Let E′1 :=
E′ ∩ {A = 0} and E′2 := E′ ∩ {A 6= 0} (note that A is defined modulo a |dµ′|-
measure zero set in E′). It follows that dµ is concentrated on E := E′2 ∪ (E′)c. We
extend the domain of Nµ (Nµ′ , resp.) and define Nµ (Nµ′ , resp.) to be 0 on E
c
:= X\E ((E′)c, resp.). Let χE (χE′ , resp.) denote the characteristic function of E
(E′, resp.), i.e., χE = 1 on E and χE = 0 on E
c. Following a similar computation
in (3.14), we then have
(Nµ −Nµ′) · (dµ− dµ′) = (1 −Nµ ·Nµ′)(|dµ|+ |dµ′|)(3.15)
=
1
χE + χE′
|Nµ −Nµ′ |2(|dµ|+ |dµ′|).
Note that since E ∪ E′ = X , we have χE + χE′ 6= 0 on X.
For ε regular there holds
(3.16) F ′(ε) = dF(dµε)
dε
=
∫
X
Nε · Aε|dµε|.
Since for ε regular we have dνεs = 0 and hence (3.16) follows from (3.7). Now let
ε1, ε2 be regular and ε2 > ε1. Observe that dν = Aε2 |dµε2 | = Aε1 |dµε1 | and hence
from (3.16) we have
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F ′(ε2)− F ′(ε1) =
∫
X
{Nε2 ·Aε2 |dµε2 | −Nε1 · Aε1 |dµε1 |}(3.17)
=
∫
X
(Nε2 −Nε1) · dν.
On the other hand, by Lemma 3.2 and Lemma 3.3 with dµ = dµε2 , dµ
′ = dµε1 ,
(3.13) reads
(3.18) (Nε2 −Nε1) · (dµε2 − dµε1) =
1
2
|Nε2 −Nε1 |2(|dµε2 |+ |dµε1 |).
In view of dν = (ε2 − ε1)−1 (dµε2 − dµε1), we have
(3.19) F ′(ε2)−F ′(ε1) =
∫
X
1
2(ε2 − ε1) |Nε2 −Nε1 |
2(|dµε2 |+ |dµε1 |) ≥ 0
by (3.17) and (3.18).
We remark that (3.16) generalizes Lemma 3.1 in [10]. For an arbitrary ε (regular
or singular), we write F ′+(ε) for F ′(ε+) ≡ limε˜→ε+ F(ε˜)−F(ε)ε˜−ε , the right derivative
of F at ε. Similarly we write F ′−(ε) for the left derivative F ′(ε−). Both F ′+(ε) and
F ′−(ε) exist in view of (3.7). When ε is regular, F ′+(ε) = F ′−(ε) = F ′(ε) (see (3.16)).
We study the left and right continuity of F ′+(ε) and F ′−(ε).
Theorem 3.4. For ε2 > ε1, we have
(3.20) F ′+(ε2) ≥ F ′−(ε2) ≥ F ′+(ε1) ≥ F ′−(ε1).
In particular, F ′(ε) is an increasing function of ε for ε regular. We also have the
following limits:
lim
ε2→ε1+
F ′+(ε2) = F ′+(ε1), lim
ε2→ε1−
F ′+(ε2) = F ′−(ε1),(3.21)
lim
ε2→ε1+
F ′−(ε2) = F ′+(ε1), limε2→ε1−F
′
−(ε2) = F ′−(ε1).
Moreover, F is convex.
Proof. That F ′(ε) is an increasing function of ε for ε regular follows from (3.19).
From (3.2) we have
dµε2 = dµε1 + (ε2 − ε1)dν(3.22)
= ((ε2 − ε1)Aε1 +Nε1)|dµε1 |+ (ε2 − ε1)Nε1s |dνε1s |.
Here we have written dνε1s = N
ε1
s |dνε1s |. We need the following lemma to describe
Nε2 .
Lemma 3.5. Let dλ, dτ , and dρ be bounded vector-valued measures. Suppose
dλ = ~B|dτ | + ~C|dρ|, |dτ | ⊥ |dρ|, and |dλ| ≪ |dτ | + |dρ| ≪ |dλ|. Then ~B 6= 0 a.e.
[|dτ |], ~C 6= 0 a.e. [|dρ|], and
(3.23) ~Nλ =
~B
| ~B|
a.e. [|dτ |]; =
~C
|~C|
a.e. [|dρ|]
where we write dλ = ~Nλ|dλ|.
MINIMIZERS FOR THE P-AREA 17
Proof. Since |dτ | ≪ |dλ| (|dρ| ≪ |dλ|, respectively), we can find a vector-valued
function ~hτ ∈ L1(|dλ|) (~hρ ∈ L1(|dλ|), respectively) such that
dτ = ~hτ |dλ| (dρ = ~hρ|dλ|, respectively).
It follows that |dτ | = |~hτ ||dλ| = |~hτ |(| ~B||dτ | + |~C||dρ|). So |~hτ || ~B| = 1 a.e. [|dτ |]
and |~hτ ||~C| = 0 a.e. [|dρ|]. Therefore ~B 6= 0 a.e. [|dτ |]. Similarly we have ~C 6= 0
a.e. [|dρ|] and hence
~hτ = 0 a.e. [|dρ|], |~hτ | = 1| ~B|
a.e. [|dτ |], and also(3.24)
~hρ = 0 a.e. [|dτ |], |~hρ| = 1|~C|
a.e. [|dρ|]
by symmetry. Now we compute ~Nλ|dλ| = dλ = ~B|dτ | + ~C|dρ| = ~B|~hτ ||dλ| +
~C|~hρ||dλ| = ( ~B|~hτ | + ~C|~hρ|)|dλ|. It then follows that
(3.25) ~Nλ = ~B|~hτ |+ ~C|~hρ| a.e. [|dλ|].
Since |dτ | ⊥ |dρ|, we obtain (3.23) from (3.25) in view of (3.24).

Proof. (of Theorem 3.4 continued)
From Lemma 3.5 we express Nε2 as follows:
(3.26) Nε2 =
{
(ε2−ε1)Aε1+Nε1
|(ε2−ε1)Aε1+Nε1 | a.e. [|dµε1 |]
ε2−ε1
|ε2−ε1|N
ε1
s a.e. [|dνε1s |].
Now for ε2 regular (ε1 may not be regular) we compute
F ′(ε2) =
∫
X
Nε2 · dν(3.27)
=
∫
X
Nε2 · (Aε1 |dµε1 |+ dνε1s ) (by (3.2))
=
∫
X
(ε2 − ε1)Aε1 +Nε1
|(ε2 − ε1)Aε1 +Nε1 |
·Aε1 |dµε1 |+
ε2 − ε1
|ε2 − ε1|N
ε1
s · dνε1s
by (3.26). Observe that Nε1s · dνε1s = |dνε1s | and the integrand in (3.27) is bounded
by |Aε1 ||dµε1 | + |dνε1s | (which is independent of ε2 and integrable by assumption).
We can therefore apply the Lebesgue dominated convergence theorem to get
lim
ε2→ε1±
F ′(ε2) =
∫
X
Nε1 ·Aε1 |dµε1 | ± |dνε1s |(3.28)
= F ′±(ε1)
by (3.7). Since F ′(ε) is increasing for ε regular and the set of regular values is
dense, we can easily deduce (3.20) from (3.28). Thus we have limε2→ε1+ F ′+(ε2) =
F ′+(ε1) and limε2→ε1+ F ′−(ε2) = F ′+(ε1). Similarly we also have limε2→ε1− F ′+(ε2)
= F ′−(ε1) and limε2→ε1− F ′−(ε2) = F ′−(ε1). We have proved (3.21). That F is
convex follows from (3.20) by elementary calculus.

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We remark that Theorem 3.4 generalizes Lemma 3.2 in [10].
Example 3.1. Consider a C2 smooth graph Σ = {(x1, x2, ..., xm, u(x1,
x2, ..., xm))} in Rm+1. Let dµ := (ux1 , ux2, ..., uxm , −1) dmx where we recall
that dmx := dx1 ∧ dx2 ∧ ... ∧ dxm be the Rm+1-valued measure defined on a
bounded domain X ⊂ Rm, associated with the Euclidean normal to Σ. Then |dµ|
=
√
1 + u2x1 + ...+ u
2
xm d
mx is the area element of Σ with respect to the metric in-
duced from the Euclidean metric on Rm+1. Let dν ≡ (vx1 , vx2 , ..., vxm , 0) dmx where
v ∈ C∞0 (X). So from dµε = Nε |dµε|, dν = Aε |dµε|, and |dµε| =
√
1 + |∇u+ ε∇v|2
dmx (dνεs = 0 since |dµε| is strictly positive; so each ε is regular), we obtain
(3.29) Nε =
(∇u+ ε∇v,−1)√
1 + |∇u+ ε∇v|2 , Aε =
(∇v, 0)√
1 + |∇u+ ε∇v|2
where ∇ denotes the gradient in Rm. By Theorem B we have the first variation of
the area F(0) = F(dµ) of Σ :
F ′(0) =
∫
X
N0 · A0|dµ|(3.30)
=
∫
X
∇u · ∇v√
1 + |∇u|2 d
mx
= −
∫
X
div(
∇u√
1 + |∇u|2 )vd
mx
by (3.29) and the divergence theorem. Notice that div( ∇u√
1+|∇u|2 ) in (3.30) is the
(Riemannian) mean curvature of Σ in Rm+1. We have recovered the classical first
variation formula for the area of a graph in the Euclidean space.
Example 3.2. Consider a C1 smooth graph Σ = {(x1, x1′ , ..., xn, xn′ , u(x1,
x1′ , ..., xn, xn′))} in the Heisenberg group viewed as R2n+1 with the standard flat
pseudohermitian structure (see [8]). Recall that ~X∗ = (x1′ , −x1, x2′ , −x2, ..., xn′ ,
−xn). Let ∇ denote the gradient opeator in R2n. Let dµ := (∇u − ~X∗) d2nx where
d2nx := dx1 ∧ dx1′ ∧ ... ∧ dxn ∧ dxn′ and dν ≡ (∇ϕ) d2nx be two R2n-valued
measures defined on a bounded domain Ω ⊂ R2n (ϕ ∈ C10 (Ω), say). So |dµ| = |∇u
− ~X∗|d2nx is the p-area element. Denote the singular set {∇u − ~X∗ = 0} by S(u).
Write dµ = N0 |dµ| and dν = A0 |dµ| + dνs where
N0 =
∇u− ~X∗
|∇u− ~X∗|
, A0 =
∇ϕ
|∇u− ~X∗|
on Ω\S(u)(3.31)
dνs = (∇ϕ)d2nx on S(u).
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Note that |dµ| is concentrated on Ω\S(u) while dνs is concentrated on S(u). By
Theorem B and (3.31) we have the first variation of the p-area F(0) = F(dµ) of Σ :
F ′(0±) =
∫
Ω
N0 · A0|dµ| ± |dνs|(3.32)
=
∫
Ω\S(u)
(∇u− ~X∗) · ∇ϕ
|∇u− ~X∗|
d2nx±
∫
S(u)
|∇ϕ|d2nx
=
∫
Ω\S(u)
div(ϕ
∇u− ~X∗
|∇u− ~X∗|
)d2nx
−
∫
Ω\S(u)
ϕ div(
∇u− ~X∗
|∇u− ~X∗|
)d2nx±
∫
S(u)
|∇ϕ|d2nx
(cf. (3.3) in [10]). We remark that the Lebesgue measure of S(u) vanishes for u
∈ C2 (in this case, compare (3.32) with the first variation formula in [29]) or C1,1
while there exists u ∈ ∩0<α<1C1,α such that S(u) has positive Lebesgue measure
according to Balogh ([2]).
Example 3.3. For basic material in this example, the readers are referred
to ([8]). Let (M, J, Θ) be a 3-dimensional oriented pseudohermitian manifold.
Consider a C2 smooth orientable surface Σ ⊂ M. Let ξ ≡ kerΘ denote the contact
bundle. Let e1 ∈ TΣ ∩ ξ denote a characteristic vector of unit length with respect
to the Levi metric G = 12dΘ(·, J ·) (at a nonsingular point). Let e2 ≡ Je1 and T
denote the Reeb vector field associated to Θ. Let {e1, e2, Θ} denote the coframe
field dual to the frame field {e1, e2, T }. The adapted (or left invariant) metric on
M is defined by h = Θ2 + G = Θ2 + (e1)2 + (e2)2 (if restricted on the nonsingular
domain). It follows that
(3.33) e˜1 = e1, e˜2 = − αe2 + T√
1 + α2
, N =
e2 − αT√
1 + α2
form an orthonormal basis with respect to h (recall that α is defined so that αe2+T
∈ TΣ). Denote the projection of the unit normal N onto ξ by Nξ. Denote the
Riemannian area element of Σ induced from h by dΣ. Let e˜1 = e1, e˜2 = − αe2+Θ√
1+α2
,
and e˜3 = e
2−αΘ√
1+α2
be the coframe field dual to e˜1, e˜2, N in (3.33). We have
(3.34) Nξ =
e2√
1 + α2
, dΣ = e˜1 ∧ e˜2
(assuming that Σ is oriented so that the second equality in (3.34) holds). Let | · |h
denote the length with respect to the metric h. From (3.34) we can now compute
|Nξ|hdΣ = 1√
1 + α2
e˜1 ∧ e˜2(3.35)
=
−1√
1 + α2
e1 ∧ αe
2 +Θ√
1 + α2
= Θ ∧ e1
(on the nonsingular domain; = 0 on the singular set) by noting that e1 ∧ e2 = αe1
∧ Θ on Σ. For M being the Heisenberg group, (3.35) was pointed out in [29]. So
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we learn from (3.35) that the general p-area element can also be viewed as the total
variation measure of a TM or ξ-valued measure NξdΣ on Σ.
By the way we will compute the first variation formula for variations having
support containing the singular set (in [8] we computed it for variations having
support away from the singular set). For simplicity we assume that Σ is C1 smooth,
oriented, and Σ\SΣ is C2, where SΣ denotes the singular set consisting of a C1
smooth curve. Suppose SΣ divides Σ into two pieces with boundaries S
+
Σ , S
−
Σ
reversely oriented on SΣ. Let v be a C
∞ smooth vector field of M with support
away from ∂Σ when restricted to Σ.We write v = v1e1 + v2e2 + fT (in nonsingular
region). Compute the variation of the general p-area in the direction v :
δv
∫
Σ
Θ ∧ e1 =
∫
Σ\SΣ
Lv(Θ ∧ e1)(3.36)
=
∫
Σ\SΣ
d ◦ iv(Θ ∧ e1) + iv ◦ d(Θ ∧ e1)
= (
∫
S+
Σ
+
∫
S−
Σ
)(fe1 − v1Θ) +
∫
Σ\SΣ
(fα− v2)HΘ ∧ e1
by (2.8’) in [8], where H denotes the p-mean curvature of Σ. We say that Σ is
stationary if δv
∫
ΣΘ ∧ e1 = 0 for all v. Then by (3.36) and Θ = 0 on SΣ, we learn
that if Σ is stationary, then H = 0 by taking v with support away from SΣ, and
hence there holds
(3.37)
∫
S+
Σ
fe1 +
∫
S−
Σ
fe1 = 0.
Let τ denote the positive unit vector tangent to S+Σ . Assume that we can extend
e1 continuously to SΣ from both sides. Denote the extensions of e1 and e
1 on S+Σ
(S−Σ , respectively) by e
+
1 and e
1
+ (e
−
1 and e
1
−, respectively). Then from (3.37) we
have
(3.38) 0 = e1+(τ ) + e
1
−(−τ) = e+1 · τ − e−1 · τ
where ”·” denote the inner product with respect to the adapted metric h or the
Levi metric G (note that e+1 , e
−
1 , and τ are all in ξ). (3.38) is the ”incident angle
= reflected angle” condition on the singular curves for a p-area stationary surface.
When Σ is C2 (including the singular set SΣ), both ”angles” must be 90 degrees,
i.e., e+1 ·τ = e−1 ·τ = 0 since e+1 = −e−1 according to (generalized) Proposition 3.5 in
[8] (see a remark in Section 7 for generalizing the results in Section 3). We studied
condition (3.38) for a (generalized) stationary graph in the Heisenberg group (see
Theorem 6.3 in [10]). Ritore´ and Rosales ([29]) obtained the same result for a C2
smooth, oriented (immersed) surface in the Heisenberg group.
4. Second variation and proof of Theorem C
Recall that for ε regular we have (cf. (3.16))
(4.1) F ′(ε) = dF(dµε)
dε
=
∫
X
Nε · dν.
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First from (4.1), we want to compute
(4.2) lim
ε2→ε1
F ′(ε2)−F ′(ε1)
ε2 − ε1 = limε2→ε1
∫
X
(
Nε2 −Nε1
ε2 − ε1 ) · dν
for ε2, ε1 regular. From (3.22) we have
(4.3) dµε2 = ((ε2 − ε1)Aε1 +Nε1)|dµε1 |
for ε1 regular. Taking the absolute value (total variation) of both sides in (4.3)
gives
(4.4) |dµε2 | = |(ε2 − ε1)Aε1 +Nε1 ||dµε1 |
or
(4.5) |dµε1 | =
1
|(ε2 − ε1)Aε1 +Nε1 |
|dµε2 |.
Note that (ε2 − ε1)Aε1 +Nε1 6= 0 a.e. [|dµε1 |] and [|dµε2 |] as shown below.
Lemma 4.1. Let ε2 and ε1 be regular. Then we have (ε2 − ε1)Aε1 + Nε1 6= 0
a.e. [|dµε1 |] (and hence also a.e. [|dµε2 |] by Lemma 3.2 (2)).
Proof. Suppose there is a |dµε1 |-measurable set S such that |dµε1 |(S) > 0 while
(ε2 − ε1)Aε1 + Nε1 = 0. By (4.4) we have |dµε2 |(S) = 0, contradicting |dµε1 | ≪
|dµε2 | as asserted in Lemma 3.2 (2).

Substituting the first equality of (3.2) with ε = ε2 and (4.5) into (4.3), we get
(4.6) Nε2 =
(ε2 − ε1)Aε1 +Nε1
|(ε2 − ε1)Aε1 +Nε1 |
.
From (4.6) we can write
(4.7) Nε2 −Nε1 = (I) + (II)
where
(I) =
(ε2 − ε1)Aε1 +Nε1
|(ε2 − ε1)Aε1 +Nε1 |
− [(ε2 − ε1)Aε1 +Nε1 ],
(II) = [(ε2 − ε1)Aε1 +Nε1 ]−Nε1 .
So we can estimate
|(II)| = |ε2 − ε1||Aε1 | and(4.8)
|(I)| = | (ε2 − ε1)Aε1 +Nε1|(ε2 − ε1)Aε1 +Nε1 |
(1− |(ε2 − ε1)Aε1 +Nε1 |)|
≤ |ε2 − ε1||Aε1 |
by noting that 1 = |Nε1 | and making use of the triangle inequality (a.e. for |dµε1 |
and also for |dµε2 | by Lemma 4.1 (1)). From (4.7) and (4.8) we have
(4.9) |Nε2 −Nε1
ε2 − ε1 | ≤ 2|Aε1 |.
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Since |Aε1 ||dν| = |Aε1 |2|dµε1 | is integrable by assumption, we can therefore apply
the Lebesgue dominated convergence theorem to get
(4.10) lim
ε2→ε1
∫
X
(
Nε2 −Nε1
ε2 − ε1 ) · dν =
∫
X
( lim
ε2→ε1
Nε2 −Nε1
ε2 − ε1 ) · dν
by (4.9). Let
f(t) ≡ tAε1 +Nε1|tAε1 +Nε1 |
.
Recall that tAε1 +Nε1 6= 0 a.e. (for |dµε1 |) for t = ε2− ε1 and 0. A straightforward
computation shows that
(4.11) f ′(t) =
Aε1 − (Aε1 ·Nε1)Nε1 + t[(Aε1 ·Nε1)Aε1 − |Aε1 |2Nε1 ]
|tAε1 +Nε1 |3
.
It follows that
(4.12) f ′(t) ·Aε1 =
|Aε1 |2 − |(Aε1 ·Nε1)|2
|tAε1 +Nε1 |3
≥ 0
by Cauchy’s inequality (noting that |Nε1 | = 1), and
lim
ε2→ε1
F ′(ε2)−F ′(ε1)
ε2 − ε1 =
∫
X
( lim
ε2→ε1
f(ε2 − ε1)− f(0)
ε2 − ε1 ) · dν(4.13)
=
∫
X
f ′(0) · Aε1 |dµε1 |
=
∫
X
{|Aε1 |2 − |(Aε1 ·Nε1)|2}|dµε1 | ≥ 0
by (4.2), (4.10), (3.2) (with dνε1s = 0), and (4.12) for ε2, ε1 regular. We have proved
Theorem C (1) (1.11).
Next we are going to prove Theorem C (2). Take arbitrary ε1, ε2, ε1 6= ε2. First
we want to express F ′±(ε2) in terms of |dµε1 | and |dνε1s |. Since |dµε1 | ⊥ |dνε1s |, there
exists Eε1 such that |dµε1 | is concentrated on Eε1 while |dνε1s | is concentrated on
Ecε1 := X\Eε1 . Moreover, |dν| ≪ |dµε1 | on Eε1 . Recall that from (3.22) we have
(4.14) dµεj = ((εj − ε1)Aε1 +Nε1)|dµε1 |+ (εj − ε1)dνε1s
for j = 2, 3, where ε3 6= ε2. By (4.14) we compute
|dµε3 | − |dµε2 |
ε3 − ε2(4.15)
=
|(ε3 − ε1)Aε1 +Nε1 | − |(ε2 − ε1)Aε1 +Nε1 |
ε3 − ε2 |dµε1 |
+
|ε3 − ε1| − |ε2 − ε1|
ε3 − ε2 |dν
ε1
s |.
Note that on Eε1 , Nε1 6= 0 a.e. [|dµε1 |] and hence both (ε3 − ε1)Aε1 + Nε1 and
(ε2−ε1)Aε1+Nε1 cannot be zero simultaneously a.e. [|dµε1 |] since ε3 6= ε2. Therefore
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we can write
|(ε3 − ε1)Aε1 +Nε1 | − |(ε2 − ε1)Aε1 +Nε1 |
ε3 − ε2(4.16)
=
((ε3 − ε1)2 − (ε2 − ε1)2)|Aε1 |2 + 2(ε3 − ε2)Aε1 ·Nε1
(ε3 − ε2)(|(ε3 − ε1)Aε1 +Nε1 |+ |(ε2 − ε1)Aε1 +Nε1 |)
=
((ε3 + ε2 − 2ε1)Aε1 + 2Nε1) · Aε1
|(ε3 − ε1)Aε1 +Nε1 |+ |(ε2 − ε1)Aε1 +Nε1 |
.
Suppose (ε2 − ε1)Aε1 +Nε1 6= 0 on Eε1(recall that |dµε1 | is concentrated on Eε1).
Then it follows from (4.16) that
lim
ε3→ε2
|(ε3 − ε1)Aε1 +Nε1 | − |(ε2 − ε1)Aε1 +Nε1 |
ε3 − ε2(4.17)
=
(ε2 − ε1)Aε1 +Nε1
|(ε2 − ε1)Aε1 +Nε1 |
· Aε1 .
On Eε1 , if (ε2 − ε1)Aε1 +Nε1 = 0, then we have
(4.18)
|dµε3 | − |dµε2 |
ε3 − ε2 =
|ε3 − ε2|
ε3 − ε2 |Aε1 ||dµε1 |
by observing that (ε3 − ε1)Aε1 + Nε1 = (ε3 − ε2)Aε1 + (ε2 − ε1)Aε1 + Nε1 =
(ε3 − ε2)Aε1 in (4.15). Also from (4.15) we have
(4.19)
|dµε3 | − |dµε2 |
ε3 − ε2 =
|ε3 − ε1| − |ε2 − ε1|
ε3 − ε2 |dν
ε1
s |.
on Ecε1 . Observe that
| |(ε3 − ε1)Aε1 +Nε1 | − |(ε2 − ε1)Aε1 +Nε1 |
ε3 − ε2 |(4.20)
≤ |((ε3 − ε1)Aε1 +Nε1)− ((ε2 − ε1)Aε1 +Nε1)||ε3 − ε2|
=
|(ε3 − ε2)Aε1 |
|ε3 − ε2| = |Aε1 |
by the triangle inequality. Since dµ and dν are bounded by assumption, we obtain
that |dµε1 | = |dµ+ ε1dν| is bounded. Note that |Aε1 | ∈ L1(X, |dµε1 |) since |dν| =
|Aε1 ||dµε1 | + |dνε1s | from (3.2) and hence
∫
X
|Aε1 ||dµε1 | ≤
∫
X
|dν| <∞
(note that dν is bounded by assumption). Now from (4.15), (4.17), (4.18), (4.19),
and (4.20), we can apply the Lebesgue dominated convergence theorem to conclude
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that
F ′±(ε2) : = lim
ε3→ε2±
∫
X
|dµε3 | − |dµε2 |
ε3 − ε2(4.21)
=
∫
Eε1∩{(ε2−ε1)Aε1+Nε1 6=0}
(ε2 − ε1)Aε1 +Nε1
|(ε2 − ε1)Aε1 +Nε1 |
· Aε1 |dµε1 |
+
∫
Eε1∩{(ε2−ε1)Aε1+Nε1=0}
±|Aε1 ||dµε1 |
+
∫
Ecε1
|ε2 − ε1|
ε2 − ε1 |dν
ε1
s |.
Comparing (4.21) with (1.8) we obtain
F ′±(ε2)−F ′+(ε1)(4.22)
=
∫
Eε1∩{(ε2−ε1)Aε1+Nε1 6=0}
{( (ε2 − ε1)Aε1 +Nε1|(ε2 − ε1)Aε1 +Nε1 |
−Nε1) · Aε1 |dµε1 |
+
∫
Eε1∩{(ε2−ε1)Aε1+Nε1=0}
(±|Aε1 | −Nε1 ·Aε1)|dµε1 |}
for ε2 > ε1 (from which terms involving |dνε1s | cancel).OnEε1∩{(ε2−ε1)Aε1+Nε1 6=
0} there holds
(4.23) | 1
ε2 − ε1 (
(ε2 − ε1)Aε1 +Nε1
|(ε2 − ε1)Aε1 +Nε1 |
−Nε1) ·Aε1 | ≤ 2|Aε1 |2
by the same estimate as in deducing (4.9) (noting that ε1 and ε2 are not necessarily
regular in the estimate). On Eε1 ∩{(ε2−ε1)Aε1+Nε1 = 0} we have | 1ε2−ε1 | = |Aε1 |
since |Nε1 | = 1. It follows that
±|Aε1 | −Nε1 ·Aε1
ε2 − ε1(4.24)
= (±|Aε1 | −Nε1 · Aε1)(sgn(ε2 − ε1)|Aε1 |)
= ±sgn(ε2 − ε1)|Aε1 |2 + |Aε1 |2
= 2|Aε1 |2 if ε2 > (< , resp.) ε1 for the case of + (− , resp.) sign
( = 0 if ε2 > (< , resp.) ε1 for the case of − ( + , resp.) sign).
Here we have used the fact that Nε1 ·Aε1 = −(ε2 − ε1)−1 = sgn(ε1 − ε2)|Aε1 | on
Eε1 ∩ {(ε2 − ε1)Aε1 +Nε1 = 0} (in which | 1ε2−ε1 | = |Aε1 |). From (4.22) and (4.24),
we can write
F ′±(ε2)−F ′+(ε1)
ε2 − ε1(4.25)
=
∫
Eε1∩{(ε2−ε1)Aε1+Nε1 6=0}
g(ε1,ε2)|dµε1 |+
∫
Eε1∩{(ε2−ε1)Aε1+Nε1=0}
h(ε1)|dµε1 |
where
(4.26) g(ε1,ε2) =
1
ε2 − ε1 (
(ε2 − ε1)Aε1 +Nε1
|(ε2 − ε1)Aε1 +Nε1 |
−Nε1) ·Aε1 ,
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and
h(ε1)(4.27)
= 2|Aε1 |2 if ε2 > (< , resp.) ε1 in the case of + (− , resp.) sign
( = 0 if ε2 > (< , resp.) ε1 in the case of − ( + , resp.) sign).
From (4.23) and (4.27), we have
|g(ε1,ε2)| ≤ 2|Aε1 |2 on Eε1 ∩ {(ε2 − ε1)Aε1 +Nε1 6= 0},(4.28)
|h(ε1)| ≤ 2|Aε1 |2 on Eε1 ∩ {(ε2 − ε1)Aε1 +Nε1 = 0}.
Now given a point p ∈ Eε1 (modulo a |dµε1 |-measure zero set), there is at most one
ε2 6= ε1 such that (ε2− ε1)Aε1(p) + Nε1(p) = 0. The reason is that if there are two
distinct such ε2, then Aε1(p) = 0 and hence Nε1(p) = 0. So all such points form
a |dµε1 |-measure zero set since Nε1 6= 0 a.e. [|dµε1 |]. We denote such ε2 by ε2(p).
Then for any ε, ε1 < ε < ε2(p), there holds (ε−ε1)Aε1(p)+Nε1(p) 6= 0. So we have
lim
ε→ε1+
g˜(ε1,ε)(p) = limε→ε1+
g(ε1,ε)(p)(4.29)
= f ′(0+) · Aε1(p)
= |Aε1(p)|2 − |(Aε1 ·Nε1)(p)|2
by (4.11), where g˜(ε1,ε) is defined on Eε1 as follows:
g˜(ε1,ε) = g(ε1,ε) on Eε1 ∩ {(ε− ε1)Aε1 +Nε1 6= 0} and
= h(ε1) on Eε1 ∩ {(ε− ε1)Aε1 +Nε1 = 0}.
In view of (4.28), (4.29), and the assumption |Aε1 |2 ∈ L1(X, |dµε1 |), we can now
apply the Lebesgue dominated convergence theorem to compute
lim
ε→ε1+
F ′±(ε)−F ′+(ε1)
ε− ε1(4.30)
= lim
ε→ε1+
∫
Eε1
g˜(ε1,ε)|dµε1 |
=
∫
Eε1
( lim
ε→ε1+
g˜(ε1,ε))|dµε1 |
=
∫
X
(|Aε1 |2 − |(Aε1 ·Nε1)|2)|dµε1 | ≥ 0.
In the last equality of (4.30), we have used the fact that |dµε1 |(X\Eε1) = 0 since
|dµε1 | is concentrated on Eε1 . Similarly we also have
lim
ε→ε1−
F ′±(ε)−F ′−(ε1)
ε− ε1 =
∫
X
{|Aε1 |2 − |(Aε1 ·Nε1)|2}|dµε1 | ≥ 0.
Note that |ε2−ε1|ε2−ε1 |dνε1s | in (4.21) cancels in both cases. We have proved Theorem C
(2) (1.12).
We remark that for ε2 6= ε1, |dνε2s | is concentrated on Eε1∩{(ε2−ε1)Aε1+Nε1 =
0}. Since |dνε2s | ⊥ |dνε1s | by Lemma 3.1 and |dµε1 | ⊥ |dνε1s |, we obtain that |dνε2s |
is concentrated on Eε1 by Lemma 3.2 (1) or (3.9). Moreover, observing that |dνε2s |
⊥ |dµε2 |, we conclude that |dνε2s | is concentrated on Eε1 ∩{(ε2− ε1)Aε1 +Nε1 = 0}
in view of (3.22).
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Example 4.1. Continue the discussion in Example 3.1. Since every ε is regular
in this case, by Theorem C (1) and (3.29) we have
F ′′(0) =
∫
X
{|A0|2 − |(A0 ·N0)|2}|dµ|
=
∫
X
|∇v|2 + (|∇v|2|∇u|2 − |(∇v · ∇u)|2)
(1 + |∇u|2)3/2 d
mx ≥ 0
by Cauchy’s inequality. This implies that a Riemannian minimal graph in Rm+1
over X ⊂ Rm has the local area-minimizing property.
Example 4.2. Continue the discussion in Example 3.2. Suppose that u and
ϕ are in C1,1 or C2. Then the singular set of the graph defined by u + εϕ has
vanishing Lebesgue measure in R2n according to [2]. It follows that dνεs = 0, and
hence each ε is regular in this situation. By Theorem C (1) and (3.31) we have
F ′′(0) =
∫
Ω\S(u)
|∇u− ~X∗|2|∇ϕ|2 − |(∇u− ~X∗) · ∇ϕ|2
|∇u− ~X∗|3
d2nx ≥ 0
by Cauchy’s inequality again. So a C1,1 or C2 p-area stationary graph in the
Heisenberg group over Ω ⊂ R2n has the local p- area- minimizing property. This
fact was shown by a calibration argument in [8] for the nonsingular case with
n = 1. Later Ritore´ and Rosales ([29]) extended the result to the situation having
singularities.
Example 4.3. Continue the discussion in Example 3.3. In [8] we computed the
second variation of the p-area in the direction of a vector field with support away
from the singular set. Here we consider the situation of variations with support
containing a singular curve as in Example 3.3. The following computation is based
on a private talk given by Hung-Lin Chiu. Recall that v = v2e2 + fT (take v1 =
0 for simplicity). Then we follow the argument in [8] to get
δ2v
∫
Σ
Θ ∧ e1 =
∫
Σ\SΣ
L2v(Θ ∧ e1)(4.31)
=
∫
Σ\SΣ
Lv{(fα− v2)H + d(fe1)}Θ ∧ e1
=
∫
Σ\SΣ
−(fα− v2)2(e2H)Θ ∧ e1 + d ◦ Lv(fe1)
for a p-area stationary surface Σ (hence H = 0 on Σ). We can express the first term
of the last integrand in (4.31) in terms of pseudohermitian geometric quantities (see
Section 6 in [8]). The second term of the same integrand reflects the contribution
of the singular curve SΣ as shown below. By a direct computation we obtain
Lv(fe
1) = (vf + f2ReA1 1¯)e
1 + (ω(T ) + ImA1 1¯)f
2e2(4.32)
−(ω(T ) + ImA1 1¯)fv2Θ
where A1 1¯ and ω denote the pseudohermitian torsion and connection form, respec-
tively. Since Θ(τ ) = 0, e1+(τ ) + e
1
−(−τ ) = 0, and e2+(τ ) = −e2−(τ ) by (3.38), from
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(4.32) we have∫
Σ\SΣ
d ◦ Lv(fe1) =
∫
S+
Σ
(ω(T ) + ImA1 1¯)f
2e2+(4.33)
+
∫
S−
Σ
(ω(T ) + ImA1 1¯)f
2e2−
= 2
∫
S+
Σ
(ω(T ) + ImA1 1¯)f
2e2+(τ )ds
where s is the unit-speed parameter for S+Σ .
5. Appendix: Generalized Heisenberg geometry
We will discuss the notions of gradient and hypersurface area in a general formu-
lation unifying Riemannian and pseudohermitian (horizontal or Heisenberg) struc-
tures (see, e.g., [33]).
Let M be an m−dimensional differentiable manifold with a nonnegative inner
product < ·, · > on its cotangent bundle T ∗M. Namely, < ·, · > is a symmetric
bilinear form such that < ω, ω > ≥ 0 for any ω ∈ T ∗M. Some authors call such a
manifold M subriemannian. Clearly if < ·, · > is positive definite, (M,< ·, · >) is
a Riemannian manifold. For M being the Heisenberg group Hn of dimension m =
2n+ 1, let
eˆj =
∂
∂xj
+ yj
∂
∂z
, eˆj′ =
∂
∂yj
− xj ∂
∂z
,
1 ≤ j ≤ n be the left-invariant vector fields onHn, in which x1, y1, x2, y2, ..., xn, yn,
z denote the coordinates ofHn. The (contact) 1-form Θ ≡ dz+
∑n
j=1(xjdyj−yjdxj)
annihilates eˆ′js and eˆ
′
j′s. We observe that dx1, dy1, dx2, dy2, ..., dxn, dyn, Θ are
dual to eˆ1, eˆ1′ , eˆ2, eˆ2′ , ...,eˆn, eˆn′ ,
∂
∂z . Define a nonnegative inner product by
< dxj , dxk >= δjk, < dyj , dyk >= δjk, < dxj , dyk >= 0,(5.1)
< Θ, dxj >=< Θ, dyk >=< Θ,Θ >= 0.
We can extend the definition of the above nonnegative inner product to the
situation of a general pseudohermitian manifold. Take ej , ej′ = Jej , j = 1, 2, ..., n
to be an orthonormal basis in the kernel of the contact form Θ with respect to the
Levi metric 12dΘ(·, J ·). Let T be the Reeb vector field of Θ (such that Θ(T ) = 1
and dΘ(T, ·) = 0). Denote the dual coframe of ej , ej′ , T by θj , θj
′
(and Θ). Now
we can replace dxj , dyj by θ
j , θj
′
in (5.1) to define a nonnegative inner product on
a general pseudohermitian manifold:
< θj , θk >= δjk, < θ
j′ , θk
′
>= δjk, < θ
j, θk
′
>= 0,(5.2)
< Θ, θj >=< Θ, θk
′
>=< Θ,Θ >= 0.
We use the same notation < ·, · > to denote the pairing between TM and T ∗M.
Define the bundle morphism G : T ∗M → TM by
(5.3) < G(ω), η >=< ω, η >
for ω, η ∈ T ∗M. In the Riemannian case, G is in fact an isometry. In the pseudo-
hermitian case, G(T ∗M) is the contact subbundle ξ of TM, the kernel of Θ. By
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letting η = Θ in (5.3), we get G(T ∗M) ⊂ ξ. On the other hand, it is easy to see
that G(θj) = ej , G(θ
j′) = ej′ (and G(Θ) = 0). Since ej, ej′ , j = 1, 2, ..., n span
ξ, we have ξ ⊂ G(T ∗M). For a smooth function ϕ on M, we define the gradient
∇ϕ := G(dϕ). In the pseudohermitian case, this ∇ϕ is nothing but the subgradient
∇bϕ :=
∑n
j=1{ej(ϕ)ej + ej′(ϕ)ej′}.
Let M be a general subriemannian manifold of dimension n+1, i.e., an (n+1)-
dimensional differentiable manifold with a nonnegative inner product < ·, · > on
its cotangent bundle T ∗M. Let ϕ be a defining function of a hypersurface Σ ⊂ M.
That is, Σ = {ϕ = 0}. Given a volume form dvM (independent of < ·, · >), we can
define an area (or volume) element dvΣ of Σ up to sign by
(5.4) dvΣ =
dϕ
|dϕ| ⌋ dvM
restricted to Σ. Here for ω, η ∈ T ∗M, |ω| := < ω, ω >1/2 and ω ⌋ dvM is defined
so that
(5.5) η ∧ (ω⌋dvM ) =< η, ω > dvM .
If we write dvM = ω
1 ∧ ω2 ∧ ... ∧ ωn+1 for independent 1-forms ωj ’s and ω = λjωj
(summation convention), then it is straightforward to verify that
ω⌋dvM(5.6)
= λj < ω
j , ωk > (−1)k−1ω1 ∧ .. ∧ ωˆk ∧ .. ∧ ωn+1
satisfies ωl ∧ (ω⌋dvM ) = < ωl, ω > dvM for all l and hence (5.5) holds for all η. On
the other hand, there is a unique n-form Φ satisfying
(5.7) η ∧ Φ =< η, ω > dvM
for all 1-forms η. Suppose there are two n-forms Φ1, Φ2 satisfying (5.7). Then it
follows that η ∧ (Φ1 − Φ2) = 0 for all 1-forms η and hence Φ1 − Φ2 = 0. We have
justified the formula (5.6). There is an intrinsic expression for ω⌋dvM as follows:
(ω⌋dvM )(X1, ..., Xn)
= dvM (G(ω), X1, ..., Xn).
Note that dvΣ defined by (5.4) is independent of the choice of ϕ by a positive scalar
multiple function, but changes sign if ϕ is replaced by −ϕ. Now we write dvM =
ω1 ∧ ω2 ∧ ... ∧ ωn+1 for independent 1-forms ωj ’s and compute
dϕ⌋dvM = dϕ⌋ω1 ∧ ω2 ∧ ... ∧ ωn+1(5.8)
= vi(ϕ) < ω
i, ωj > (−1)j−1ω1 ∧ ..ωˆj .. ∧ ωn+1
by (5.6), where vi’s are tangent vectors dual to ω
j ’s and ωˆj means ωj deleted. On
Σ, dϕ = vi(ϕ)ω
i = 0. Assuming vn+1(ϕ) 6= 0, say, we have
(5.9) ωn+1 = − 1
vn+1(ϕ)
n∑
j=1
vj(ϕ)ω
j .
Substituting (5.9) into (5.8) and noting that |dϕ|2 = vi(ϕ) < ωi, ωj > vj(ϕ), we
obtain
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(5.10) dvΣ =
(−1)n
vn+1(ϕ)
|dϕ|ω1 ∧ ω2 ∧ ... ∧ ωn.
Example A.1. Suppose Σ is a hypersurface of M = Rn+1. Take < ·, · > and
dvM to be the Euclidean metric and the associated volume form, respectively. Write
the defining function ϕ = z − u(x1, x2, ..., xn) and dvM = dx1 ∧ dx2 ∧ ... ∧ dxn
∧ dz where x1, x2, ..., xn, z are coordinates of Rn+1. It follows that |dϕ| = (1 +
u2x1 + ... + u
2
xn)
1/2 and dϕ ⌋ dx1 ∧ dx2 ∧ ... ∧ dxn ∧ dz = (−1)n(1 + u2x1 + ... +
u2xn) dx1 ∧ dx2 ∧ ... ∧ dxn when restricted to Σ. So taking ωj = dxj , j = 1, ... , n,
ωn+1 = dz and noting that vn+1 =
∂
∂z , vn+1(ϕ) = 1 in (5.10), we have
dvΣ = (−1)n(1 + u2x1 + ...+ u2xn)1/2dx1 ∧ dx2 ∧ ... ∧ dxn.
This is the standard area element (up to a sign) for a graph in Euclidean space.
Example A.2. ForM being the Heisenberg group of dimension 2n+1, we take
the volume form dvM = dx1 ∧ dy1 ∧ ...∧ dxn ∧ dyn ∧ Θ (the volume form with
respect to the left invariant metric). Let ω2j−1 = dxj , ω2j = dyj , 1 ≤ j ≤ n, ωn+1 =
Θ while v2j−1 = eˆj , v2j = eˆj′ ,and v2n+1 = ∂∂z . For ϕ = z−u(x1, y1, ..., xn, yn), we
compute v2n+1(ϕ) = 1 and |dϕ|2 =
∑n
j=1{eˆj(ϕ)2 + eˆj′(ϕ)2} =
∑n
j=1{(uxj − yj)2
+ (uyj + xj)
2} by (5.1). Substituting these formulas into (5.10) gives
dvΣ = [
n∑
j=1
{(uxj − yj)2 + (uyj + xj)2}]1/2dx1 ∧ dy1 ∧ ... ∧ dxn ∧ dyn
(note that (−1)2n = 1). This is the standard (p- or H-) area element for a graph
in the Heisenberg group.
We can also recover the area element of an intrinsic graph (e.g., [1], [3]) in
the Heisenberg group from (5.10). Let us explain this for the 3-dimensional case
(n = 2).
Example A.3. Take ω1 = dy, ω2 = Θ = dz + xdy − ydx, and ω3 = dx (x =
x1, y = y1) (so v1 = eˆ1′ , v2 =
∂
∂z , and v3 = eˆ1). We compute |dϕ|2 = eˆ1(ϕ)2 +
eˆ1′(ϕ)
2 by (5.1) and reduce (5.10) to
(5.11) dvΣ =
√
1 + (
eˆ1′(ϕ)
eˆ1(ϕ)
)2dy ∧Θ.
An intrinsic graph is parametrized by η, τ as follows: (we have adjusted the nor-
malization constant)
(5.12) x = φ(η, τ), y = η, z = τ + ηφ(η, τ )
It follows that Θ = dτ + 2φdη, dy = dη, and hence dy ∧ Θ = dη ∧ dτ by (5.12).
In coordinates (ρ, η, τ) related to (x, y, z) by x = ρ, y = η, z = τ + ηρ, we can
write the defining function ϕ = ρ − φ(η, τ ). By the chain rule we obtain ∂∂x = ∂∂ρ −
η ∂∂τ ,
∂
∂y =
∂
∂η − ρ ∂∂τ , and ∂∂z = ∂∂τ . It follows that eˆ1 = ∂∂ρ , eˆ1′ = ∂∂η − 2ρ ∂∂τ , and
hence eˆ1(ϕ) = 1, eˆ1′(ϕ) = −φη + 2ρφτ . Substituting these formulas into (5.11)(and
noting that ρ = φ(η, τ) when restricted to Σ), we obtain
(5.13) dvΣ =
√
1 + (φη − 2φφτ )2dη ∧ dτ
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(e.g., [1], [3]).
Next we consider ωj ’s to be a moving coframe such that vj(ϕ) = 0 for 1 ≤ j ≤
n, and vn+1(ϕ) 6= 0 in (5.10). It follows that |dϕ| = |vn+1(ϕ)| |ωn+1| and (5.10) is
reduced to
(5.14) dvΣ = ± |ωn+1| ω1 ∧ ω2 ∧ ... ∧ ωn.
For an (oriented) Riemannian manifoldM, we take dvM to be the associated volume
form. Then we can take ωj ’s to be an orthonormal basis in (5.14). Hence |ωn+1|
= 1 and dvΣ (up to sign) is nothing but the area form with respect to the induced
metric.
Example A.4. For M being a pseudohermitian 3-manifold, let e1 ∈ TΣ ∩
ξ denote the characteristic field on the nonsingular domain in [8]. Let e2 ≡ Je1
and α denote a function such that T + αe2 ∈ TΣ. Let e1, e2 (and Θ) be the
coframe dual to e1, e2 (and T ). We can take v1 = e1, v2 = (T + αe2)/
√
1 + α2,
and v3 = (αT − e2)/
√
1 + α2 while ω1 = e1, ω2 = (Θ + αe2)/
√
1 + α2 and ω3 =
(αΘ− e2)/√1 + α2. Note that ω1 ∧ ω2 ∧ ω3 = e1 ∧ e2 ∧ Θ is the standard volume
form with respect to the adapted metric h ≡ Θ⊗Θ + 12dΘ(·, J ·). Observe that e1,
e2 are orthonormal with respect to the semipositive inner product (5.2) since they
are different from θ1, θ1
′
by an orthogonal transformation. Thus by (5.2) we have
(5.15) |ω3|2 = < −e
2,−e2 >
1 + α2
=
1
1 + α2
and
ω1 ∧ ω2 = e1 ∧ (Θ + αe2)/
√
1 + α2(5.16)
=
√
1 + α2e1 ∧Θ
on Σ by noting that e1 ∧ e2 = αe1 ∧ Θ on Σ. Substituting (5.15), (5.16) into (5.14)
with n = 2, we conclude
(5.17) dvΣ = ±|ω3|ω1 ∧ ω2 = ±e1 ∧Θ.
The above expression first appeared in [8].
Example A.5. Let πhξ : TM → ξ denote the projection onto ξ according to the
adapted metric h. Then we have (| · |h denotes the length with respect to h)
(5.18) |πhξ (v3)|h = |
−e2√
1 + α2
|h = 1√
1 + α2
= |ω3|.
In view of (5.18), (5.17) and v3 being a unit normal with respect to h, we obtain
(5.19) dvΣ = ±|πhξ (N)|hdΣh
where N denotes the unit normal (unique up to sign) with respect to h and dΣh
denotes the area element with respect to the metric induced from h. The expression
(5.19) appeared in [29] for M being the 3-dimensional Heisenberg group.
Next we are going to deduce a formula for the mean curvature H viewed as the
first variation of the area. Recall that in (5.10) and (5.9) ϕ is a defining function
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of a hypersurface Σ in a manifold M of dimension n+ 1 and ωj ’s are independent
1-forms. We assume further ωn+1 = 0 on Σ and
(5.20) dωj =
n+1∑
k=1
ωk ∧ ωjk, j = 1, ..., n+ 1
for some 1-forms ωjk. Starting from (5.10), we compute
δfvn+1
∫
Σ
dvΣ(5.21)
=
∫
Σ
Lfvn+1{
(−1)n
vn+1(ϕ)
|dϕ|ω1 ∧ ω2 ∧ ... ∧ ωn}
where f is a C∞ smooth function and Lfvn+1 denotes the Lie derivative in the
direction fvn+1. Let iXη denote the interior product of the vector field X and the
differential form η. Observe that ifvn+1(ω
1 ∧ ω2 ∧ ... ∧ ωn) = 0 since ωj(vn+1) = 0
for 1 ≤ j ≤ n. It follows from Lfvn+1 = ifvn+1 ◦ d + d ◦ ifvn+1 that
Lfvn+1{
(−1)n
vn+1(ϕ)
|dϕ|ω1 ∧ ω2 ∧ ... ∧ ωn}(5.22)
= ifvn+1 ◦ d{
(−1)n
vn+1(ϕ)
|dϕ|ω1 ∧ ω2 ∧ ... ∧ ωn}.
Compute
d(ω1 ∧ ω2 ∧ ... ∧ ωn)(5.23)
=
n∑
j=1
(−1)j−1ω1 ∧ ... ∧ dωj ∧ ... ∧ ωn
= −(
n∑
j=1
ωjj) ∧ ω1 ∧ ω2 ∧ ... ∧ ωn
+(−1)n
n∑
j=1
ω1 ∧ ... ∧ ωjn+1 ∧ ... ∧ ωn ∧ ωn+1
where we have used (5.20). We can now obtain from (5.21), (5.22), and (5.23) that
δfvn+1
∫
Σ
dvΣ(5.24)
=
∫
Σ
f{vn+1( |dϕ|
vn+1(ϕ)
)
+(−1)n |dϕ|
vn+1(ϕ)
n∑
j=1
(ωjn+1(vj)− ωjj(vn+1))}ω1 ∧ ω2 ∧ ... ∧ ωn.
Here we have used ωn+1 = 0 on Σ. Comparing (5.24) with (5.10) we obtain the
mean curvature
H = ∓{(−1)n vn+1(ϕ)|dϕ| vn+1(
|dϕ|
vn+1(ϕ)
)(5.25)
+
n∑
j=1
(ωjn+1(vj)− ωjj(vn+1))}.
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Example A.6. In the Riemannian case, we can take ωj , ωjk in (5.20) to be an
orthonormal coframe and the associated connection forms, resp. such that ωn+1 =
0 on Σ. So from < ωi, ωj > = δij and vi(ϕ) = 0 for 1 ≤ i ≤ n we have
|dϕ|2 =
n+1∑
i,j=1
vi(ϕ) < ω
i, ωj > vj(ϕ)
=
n+1∑
i=1
(vi(ϕ))
2 = (vn+1(ϕ))
2.
It follows that
(5.26)
|dϕ|
vn+1(ϕ)
= ±1.
On the other hand, the Riemannian connection forms ωjk’s satisfy the skew-symmetric
condition: ωjk + ω
k
j = 0. So we have
(5.27) ωjj = 0
Write ωn+1i = hijω
j where hij = hji (due to dω
n+1 = 0 on Σ) are known to be
coefficients of the second fundamental form. We then have
n∑
j=1
ωjn+1(vj) = −
n∑
j=1
ωn+1j (vj)(5.28)
= −
n∑
j=1
hjj
Substituting (5.26), (5.27), and (5.28) into (5.25), we obtain
H = ±
n∑
j=1
hjj .
This verifies the formula (5.25) for the Riemannian situation.
Example A.7. Consider a surface Σ in a pseudohermitian 3-manifold. We will
continue to use the notations in Example 3.3. Take ω1 = Θ, ω2 = e1, and ω3 = e2 −
αΘ. That ω3 = 0 on Σ follows from e1 ∈ TΣ and T + αe2 ∈ TΣ. The corresponding
dual vectors are v1 = T + αe2, v2 = e1, and v3 = e2. Since < ω
i, ωj > = δij by
(5.2) and vi(ϕ) = 0 for i = 1, 2, we still have (5.26) with n + 1 = 3. Here ϕ is a
defining function of Σ. From the structure equations (A.1r), (A.3r) in [8], we can
take
ω11 = 0, ω
1
2 = 2e
2, ω13 = 0(5.29)
ω22 = 0, ω
2
3 = −ω
in (5.20), where iω is the pseudohermitian connection form. Now by (5.25), (5.26)
and (5.29), we have
H = ∓(0 +
2∑
j=1
(ωj3(vj)− ωjj(v3))
= ∓ω23(e1) = ±ω(e1).
This is an expression of the p-mean curvature in [8].
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