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Seznam uporabljenih kratic 
 
VR virtualna resničnost (angl. Virtual reality) 
3D tridimenzionalen prostor (angl. Three dimensional space) 
API aplikacijski programski vmesnik (angl. application 
programming interface)  
CCW obratna urna rotacija (angl. Counterclockwise) 
CPU centralna procesna enota (angl. Central processing unit) 
FRUSTUM vidni stožec, vidno polje (angl.) 
FPS število slik na sekundo (angl. Frames per seconds) 
GPU grafična procesna enota (angl  Graphics processing unit)  
INPUT vhod (angl.) 
MEMS mikro-električno-mehanski sistem (angl. 
Microelectromechanical systems)   
OPEN GL grafična knjižnica (angl. Graphics library)  
OUTPUT izhod (angl.) 
PC osebni računalnik (angl. Personal computer) 
SDK programsko razvojni paket (angl. Software development kit) 
VIVED virtualno vizionalni prikaz (angl. Virtual Visual Enviroment 
Display) 











Navidezna resničnost je računalniška simulacija, pri kateri ima posameznik občutek, 
da je v realnem okolju. Slika je vidna preko dveh zaslonov, saj ima vsako oko svoj 
zaslon, ki je vgrajen v okvir »virtualnih očal«. Senzorji v očalih zaznajo premik glave ali 
telesa ter povzročijo spremembo položaja gledanja posameznika. Uporabnik ima 
možnost uporabe dodatnih senzorjev za prepričljivejšo navidezno resničnost, kamor 
sodijo tudi podatkovne rokavice.  
Z uporabo orodja UNITY je bila zasnovana aplikacija, s katero uporabnik simulira 
navidezno resničnost. Pri prikazu navidezne resničnosti so uporabljeni senzorji, ki se 
nahajajo v pametnih napravah (telefoni, tablični računalniki itd.). Med te senzorje 
spadata predvsem žiroskop in pospeškometer.  
V tej specialistični nalogi bo prikazana izdelava aplikacije s pomočjo orodja UNITY in 
delovanje le-te v android napravi. Na začetku specialističnega dela je opisana kratka 
zgodovina virtualne resničnosti, ki sega že v petdeseta leta tega stoletja. Prikazani 
bodo tudi dobri primeri uporabe virtualne resničnosti na različnih področjih, kot na 
primer v medicini, vojski in arhitekturi.  




- Navidezna resničnost 
- Senzorji 
- Android  
- Podatkovne rokavice 










Virtual reality is computer simulation where individual has felling that is involved in 
artificial world. Through the images from two screens – each eye has it's own screen 
which is installed in virtual glasses. Sensors in glasses recognize movement of head 
or body which makes a change in virtual position of viewing of every individual. User 
has the option to add more additional sensors for more convincing presentation of 
virtual reality as for example: data gloves. 
In this special assignment the main design of application is to build simulation of virtual 
reality with usage of tool UNITY for representation of virtual reality – VR. In assignment 
are used the sensors from smart devices like mobile phone, tablets, computers etc. 
For real-time presentation sensors like gyro and accelerometer are used. 
Demonstration will be presented in frame of UNITY tool and it's running on android 
device. At the beginning we will go through brief history of virtual reality and usage of 
virtual reality today. 
In the last part of assignment I will present a practical usage of virtual reality. 
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- Data gloves 
- 3D imaging 
 








Virtualna resničnost ali VR je računalniška tehnologija, ki skuša reproducirati, realno 
ali izmišljeno resničnost ter simulira uporabnikovo fizično prisotnost in okolje s pomočjo 
interakcije. Za interakcijo so v tem specialističnem delu uporabljeni senzorji iz 
pametnega telefona (žiroskop, pospeškometer itd.). V virtualni resničnosti ustvarimo 
umetno okolje, ki nam daje občutek globine, dotika, sluha ter vonja (eksperimentalno). 
Uporabnik doživlja virtualno okolje s pomočjo zaslona ali očal, ki so bila uporabljena 
tudi v specialističnem delu. 
V uvodu bo predstavljena kratka zgodovina virtualne resničnosti, opis delovanja 
sistema (od osnovnih gradnikov do samega programiranja) ter uporaba senzorjev v 
mobilnem telefonu.  
V zadnjem delu specialističnega dela bo prikazana virtualna resničnost v realnem 
svetu, prenos aplikacije na virtualna očala Oculus Rift DK2 ter prenos v mobilni svet s 
pomočjo Samsungovih očal GEAR VR. 
Uporaba virtualne resničnosti v zadnjih letih se je razvila do te mere, da jo 
eksperimentalno uporabljajo tudi v medicini. V prihodnosti pa nam za obisk oddaljenih 
krajev ne bo več treba zapustiti lastnega doma, saj bo mogoče turistične znamenitosti 
doživeti kar iz domačega naslonjača. Uporaba dodatnih senzorjev in implementacijo 
le-teh na uporabnika pa bo omogočila interaktivno doživetje z vsemi njegovimi čutili. 













1.1 Kratka zgodovina virtualne resničnosti 
 
Začetki virtualne resničnosti segajo v 50. leta, ko je Morton Heilig napisal delo 
»Experince Theatre« (izkustveno gledališče), v katerem je vsem čutom ponudil 
izkušnjo iluzije, kar pomeni občutke vonja, okusa in tipa. Leta 1962 je naredil prototip 
Sensorama (slika 1.1), s katerim je prikazoval kratke filme ter spodbudil uporabo 
večsenzoričnega doživetja. Poleg tridimenzionalnim filmskim podobam in stereo zvoku 
so bili gledalci izpostavljeni tudi vibracijam in kemijsko simuliranemu vonju. Ta 
simulacijska tehnika se je pogosto uporabljala v zabaviščnih parkih, vendar se ni 











Slika 1.1: Sensorama [1] 
 
Do konca sedemdesetih je bilo še nekaj poskusov ustvarjanja virtualne resničnosti. 
Prvi, ki je izumil naglavni virtualni svet (angl. Head Mounted Display – HMD), je bil Ivan 
Sutherland – leta 1968. Čelada, ki je z dvema slikama, projiciranima na monitorja 
neposredno pred oči, proizvajala stereoskopski učinek. Kasneje je ta učinek 
nadomestil s tridimenzionalnimi računalniškimi slikami. Perspektiva slik se je 






spreminjala glede na gibe glave uporabnika. Gledalec je tu prvič dobil občutek, da 
lahko interaktivno soustvarja tridimenzionalne podobe. Slabost naprave je bila tedanja 
preslaba računalniška grafika in teža naprave, saj je bil model sestavljen iz številnih 
žic, ki so bile pritrjene na strop (slika 1.2).  
 
 
Slika 1.2: Ivan Sutherland – prototip [2] 
 
Z uporabo virtualne resničnosti so v osemdesetih letih poskusili tudi pri videoigrah. 
Slika 1.3 prikazuje Battlezone igro iz osemdesetih. Do razvoja pravega virtualnega 
sveta je prišlo šele nekje konec devetdesetih let. 
 
 
Slika 1.3: Battlezone iz osemdesetih ‒ z uporabo vektorjev 3D [3] 






Pionirji na področju razvoja pravega virtualnega sveta so bili pri NASI. Leta 1981 je 
NASA razvila tako imenovane podatkovne rokavice (slika 1.4), ki so se razvile iz 
tehnologije dvodimenzionalne miške. Podatkovne rokavice so poseben senzor, ki 
zazna položaje uporabnikovih prstov, jih prenaša in s tem omogoča gibanje in 
navigacijo le-teh v navideznem okolju. Delovanje podatkovne rokavice je povezano z 
delovanjem optičnih vlaken, ki so napeljana od zapestja do konic posameznih prstov 
uporabnika.  
Pri NASI so na začetku osemdesetih razvili tudi sistem VIVED (Virtual Visual 
Enviromental Display) in naredili tudi prototip LCD HMD (Head Mounted Display), 
nekaj podobnega, kot so leta kasneje razvili pri Oculusu.  
V okviru projekta VIEW (Virtual Interface Enviroment Workstation) so se ukvarjali s 
konstruiranjem stereoskopskega prikazovalnika z zasloni LED. V njegovih navideznih 
slikovnih prostorih se je lahko s podatkovno rokavico naenkrat gibalo kar 6 
uporabnikov, ki so se odzivali na navidezne objekte. NASA pa ga je uporabljala 
predvsem za lastne potrebe (simulacija poletov Space Shuttla, vojnih letal). Slika 1.4 














Slika 1.4: VIEW uporaba HMD in virtualne rokavice [4] 
 






Z začetkom devetdesetih let se je uporaba virtualne resničnosti začela širiti v konzolah. 
SEGA je leta 1991 v svojem sistemu Mega drive ponujala dodatek, ki je pričaral 
virtualni svet pri nekaterih igrah, ki so bile razvite za ta namen.  
 
Leta 1994 se je razvoju virtualne resničnosti pridružil tudi Apple s Quicktime VR, ki je 
bil cenovno bolj dostopen kupcem (predvsem pristašem Appla), ki jih v ZDA takrat ni 
primanjkovalo. 
 
Pravi razmah smo dobili šele leta 2000, ko so podjetja kot po tekočem traku začela s 
produkcijo različnih okolij VR za široko rabo. Leta 2001 pošlje podjetje SAS na trg 
izdelek PC Cubic room – VR knjižnice za uporabo v PC igrah in programih. 
Leta 2007 je velikan Google predstavil okolje streetview, ki omogoča panoramski ogled 
ulic, mest. Leta 2010 je le-te nadgradil s tehniko 3D, ki nam omogoča pogled za 360 
stopinj. 
 
Leta 2010 je bilo ustanovljeno podjetje Oculus VR, ki je začelo z uporabo 90 stopinjske 
kamere, ki je bila tedaj na trgu novost. Ideja in razvoj vseh kasnejših naprav temelji na 
Oculus VR. Najnovejša naprava je HTC Vive, ki v sam prostor dodaja še druge 
senzorje za še bolj pristen dostop VR do aplikacij in iger. Slika 1.5 prikazuje primer 
očal Oculus VR oziroma očal Oculus Rift, kot se produkt imenuje [6]. 
 
 
Slika 1.5: Oculus Rift DK (Development kit) prve generacije [5] 






1.2 Uporaba virtualnega okolja 
 
Slika 1.6 prikazuje uporabo virtualnega okolja na različnih področjih. Razdeljena so 
na sedem panog, kot so arhitekturna in kulturna dediščina, medicina, zabava (igre 
itd.), inženiring in dizajn, vojska, izobraževanje in virtualni prototipi. 
 
 
Slika 1.6: Področja uporabe virtualne resničnosti [7] 
 
 
1.2.1 Uporaba v arhitekturi in kulturni dediščini 
 
Uporaba v arhitekturi ima zelo velik potencial, saj se lahko stranka sprehodi po izbrani 
stavbi, preveri barve sten ter jih po želji lahko zamenja. Sama uporaba se je v zadnjih 
letih precej razširila, saj nudi preprost in cenovno ugoden pristop pri prodaji ter 
predstavitvi projektov in tako dalje.  
 
V naslednjih letih bodo arhitekti nepremičnine v vedno večji meri prikazovali preko  
virtualnih očal, saj se tehnologija uporabe v arhitekturi razvija zelo hitro. Sami stroški 






izdelave virtualnega sveta 3D so v primerjavi s stroški izgradnje stavbe, izdelavo 
pohištva in urejanja okolice bistveno manjši. Slika 1.7 prikazuje dober primer uporabe 
virtualne resničnosti za prikaz novega poslovnega prostora kupcu.  
 
 




1.2.2 Uporaba v medicini 
 
Uporaba v medicini se je v zadnjih letih razširila z uporabo virtualne resničnosti in 
robotov, katerih uporaba v medicini že več let žanje uspehe. Vodilo virtualne 
resničnosti ne bodo video igre ali filmi, temveč medicina. Medicina se bo v prihodnjih 
letih zelo razvila in največja podjetja, kot so Facebook in Google, vlagajo v to področje 
veliko finančnih sredstev. 
 






Dober primer uporabe v medicini je področje psihologije. Z njo psihologi zdravijo 
različne fobije, kot so na primer strah pred pajki ali strah pred višino. Slika 1.8 prikazuje 
uspešno zdravljenje fobije – strah pred višino.  
 
 
Slika 1.8: Uporaba okolja VR za zdravljenje pacienta s fobijo – strah pred višino [11] 
 
Virtualna resničnost je uporabna tudi pri zdravljenju vojakov (povojni posttravmatski 
sindrom), kjer jim v varnem okolju/prostoru prikazujejo slike z bojišč. Psihologi pa jim 
svetujejo, kako rešiti njihove strahove na način, s katerim ne bodo destruktivni do sebe 
oziroma do drugih. V medicini se virtualna resničnost uporablja tudi pri simulaciji 
zahtevnih operacij. Zdravniki specializanti lahko zahtevne operativne posege 














Ko slišimo za virtualno resničnost, nas večina najprej pomisli na zabavo, kar je povsem 
normalno, glede na to, kar nam dandanes ponuja tehnologija. Tako lahko spremljamo 
tekme nogometnega prvenstva v svojem svetu, se premikamo po robu igrišča in 
preklapljamo med kamerami, ki so nam na voljo v okviru prenosa ali posnetka.  
Največji napredek pri igrah se je zgodil leta 1995 z legendarno igro Descent. Takrat je 
uporaba virtualne resničnosti pri igrah postala posebno doživetje. Po skoraj dvajsetih 
letih je mogoče doživeti igre tako globoko, realno in čustveno kot še nikoli doslej. Z 
uporabo podatkovnih rokavic je doživetje še bolj poglobljeno, saj smo resnično v 




Slika 1.9: Prikaz uporabe virtualne resničnosti v igrah [13] 
 
  






1.2.4 Inženiring, dizajn in virtualni prototipi 
 
Virtualno okolje omogoča inženirjem vpogled v svoje delo v tehniki 3D. S tem si lahko 
svoje delo bolje predstavljajo in imajo tako vpogled v morebitne napake svojih dizajnov.   
S tem prihranijo čas in denar, saj lahko napake odpravijo v realnem času še pred 
izdelavo prototipa. Dandanes se takšen način uporabe sveta 3D uporablja predvsem 
v avto industriji (virtualni prikaz napeljave v avtu) in pri izgradnji železniških tirov[14]. 
Slika 1.10 prikazuje uporabo virtualnega sveta v inženiringu. 
 
 
Slika 1.10: Uporaba virtualnega sveta 3D v načrtovanju [15] 
 
1.2.5 Uporaba v vojaške namene 
 
Vojska je začela z uporabo virtualne resničnosti predvsem pri simulaciji napadov in 
treningov. Le-ta predstavlja »varen« način vojskovanja in treninga brez morebitnih 
poškodb oseb ali porabe samega materiala. Območja uporabe so za zdaj simulacija 
letenja (vojskovanje v zraku), simulacija terena, simulacija bolnišnice na vojnem 
področju in tako dalje. Uporabljajo jo tudi pri zdravljenju po vojakovih realnih vojnih 
izkušnjah (zdravljenje povojnih sindromov) [16]. Slika 1.11 prikazuje uporabo v vojaške 
namene pri simulaciji napada na sovražnika. 
                   
















Slika 1.11:  Vojaki se skupinsko pripravljajo na napad na bazo [17] 
 
 
1.2.6 Uporaba v izobraževanju 
 
Uporaba v izobraževanju ima pozitivne posledice na naše učenje, saj so strokovnjaki 
ugotovili, da si zapomnimo do 10 % več snovi, če je ta podana z uporabo virtualnega 
sveta. Dojemanje snovi pri 15-minutni uporabi virtualne resničnosti v izobraževalne 
namene je enako kot, če bi 90 minut gledali dokumentarni film o isti stvari [18]. Slika 








Slika 1.12: Raziskovanje vesolja v virtualnem svetu [19] 








Uporaba virtualne resničnosti se v oglaševanju uporablja v različnih medijih (televizija, 
film, časopis, internet, itd.). Poslužujejo se različnih tehnik oglaševanja. Uporabljamo 
različne tehnike. Najpogostejša je uporaba markerjev oziroma označevalnikov,  ki jih 
mobilni telefon, tablični računalnik ali spletna kamera s pomočjo aplikacij zazna ter 
izriše podobo 3D. Marker prevzame vlogo koordinacijskega sistema, ki služi za 
pravilno postavitev 3D objektov v sam virtualni prostor [20], [21]. 
Primer takšnega oglaševanja najdemo iz leta 2007, ko je podjetje Hit Lab z Nove 
Zelandije z oglaševalskim podjetjem Saatchi razvilo prvo oglaševalsko kampanjo za 
živalski vrt v Wellingtonu, pri katerem so uporabili prikaz v svetu 3D. V časopisu so v 
treh številkah objavili oglas z mobilno številko. Bralec je potem na to omenjeno številko 
poslal sporočilo in prejel aplikacijo na mobilni telefon. Ko je bralec potem telefon 
usmeril v oglas, je na zaslonu videl modele živali 3D (slika 1.13).  Edina pomanjkljivost 
je bila sama izdelava aplikacije, ki je delovala na telefonih znamke Nokia, na zdaj že 
pozabljenem operacijskem sistemu Symbian. Oglas je sicer doživel precej odmeven 
uspeh, prav tako se je povečal tudi obisk živalskega vrta v Wellingtonu  [22]. 
 
 
Slika 1.133: Časopisni oglas za živalski vrt [23] 
 
 






1.2.8 Uporaba v turizmu 
 
Razvoj virtualne resničnosti v turizmu je močno povezan z razvojem v mobilni industriji, 
saj današnji telefoni vsebujejo veliko pomembnih elementov, kot so kamera in senzorji, 
ki smo jih že omenili (žiroskop, GPS, senzor gibanja itd.), ki lahko uspešno identificirajo 
lokacijo posameznika, predvsem okolje, v katerem je. Zato so mobilne naprave 
primerne kot virtualni vodniki, predvsem kot alternativa zemljevidom in vodnikom v 
tiskani obliki. Virtualna resničnost predstavlja uporabniku veliko prednost, saj se lahko 
lažje orientira po prostoru in vidi tudi nevidne informacije na svojem telefonu. Ena 
takšnih aplikacij je tudi Wikitude (slika 1.14), ki uporablja podatke iz Wikipedije in drugih 
enciklopedij ter jih uporabniku sproti izpisuje na zaslonu mobilnega telefona.   
 
 
Slika 1.144: Primer aplikacije Wikitude [24] 
  






2 Izbira ustrezne strojne/programske opreme  
 
2.1 Strojna/programska oprema 
 
Pravilna izbira strojne in programske opreme je ključ do uspeha končnega produkta. 
 
Za VR hardware sem si izbral produkt Oculus Rift podjetja Oculus, ki je na področju 
sveta VR pionir. Zaradi tega je njihova podpora uporabnikom z različnimi nasveti in 
izkušnjami največja. 
 
2.2 Prikaz povezljivosti med strojno in programsko opremo 
 
Slika 2.1 prikazuje povezavo med »našimi« senzorji (našimi aktuatorji ‒roke) ter med 
strojno in programsko opremo. Najpomembnejši pri virtualni resničnosti (VR) je odzivni 
čas, ki mora biti manjši ali enak 3 ms, drugače se lahko pri uporabniku pojavi občutek 
slabosti (razlog: zakasnitev podobe v očeh). Drugi najpomembnejši gradnik je 
osveževanje ekrana, ki mora biti večje ali enako 95 Hz, drugače lahko uporabnik prav 
tako občuti občutek slabosti, prav tako lahko pride do slabega občutka in glavobola.  
 
Strojno opremo lahko povežemo na sistem preko izhodnih naprav, kot so tipkovnica, 
miška, igralni plošček, igralna palica, mikrofon in tako dalje. Sistem za uporabo VR je 
lahko domač računalnik (PC ali MAC), mobilna naprava (telefoni, tablični računalniki 
ipd.), kot tudi konzola – predvsem novejših generacij (Xbox One, PS4). 
 
Najpomembnejše je, da je računalnik oziroma strojna oprema dovolj zmogljiva, saj 
lahko zaradi pomanjkanja zmogljivosti pride do zakasnitve odziva in posledično do 
slabosti in slabega občutka pri opazovanju virtualnega okolja. Pri programski opremi 
moramo poskrbeti za najnovejše gonilnike naprav, ki jih uporabljamo v sistemu. 
Pozorni moramo biti predvsem pri zvočnem in grafičnem sistemu. Pred samim 
prenosom oziroma prikazom na očala VR je potrebno posodobiti tudi Open GL 
(grafične knjižnice). Saj se lahko tudi tu pojavijo neprijetni občutki slabosti.  







Slika 2.1: Povezava med »našimi« senzorji – strojno in programsko opremo [25] 
 
2.2.1 Uporabljeni senzorji  
 
Za potrebe izdelave strojne opreme so bili uporabljeni naslednji senzorji, ki jih najdemo 
v sodobnih pametnih telefonih.  
 
Prvotno je bilo specialistično delo narejeno z Oculus Rift-om, ki ima več senzorjev in 
lastne zaslone v samem HDM oziroma očalih VR. 
 
Za izdelavo aplikacije so bili uporabljeni senzorji pospeškometer, žiroskop in 
magnetometer, ki so prisotni v pametnih telefonih, kot tudi v očalih Oculus Rift. Ta 
imajo za beleženje pozicije upora vgrajen senzor, ki se na podlagi SDK ‒ knjižnic 
povezuje v aplikacijo. Senzor v primeru napake v programu poskrbi tudi za ponoven 
zagon le-tega.  
 
Uporabnost senzorjev v pametnih telefonih se je izkazala za odlično pri realističnem 
prikazovanju premikanja uporabnika v prostoru. Aplikacija PC, ki je bila prvotno 






izdelana za očala Oculus Rift, je bila prilagojena za potrebe delovanja aplikacije na 
mobilnem telefonu.  
2.2.2  Senzorji MEMS – mikro-električno-mehanski sistem 
 
Senzorji MEMS so mehanske ali električne integrirane naprave (senzorji), ki so zmožni 
zaznave (Input) ter javljanja njihove fizične spremembe na izhod (Output) v lokalnem 
ali v navideznem okolju.  
 
Senzorje MEMS najdemo v avtomobilski industriji (v avtomobilskih zračnih blazinah), 
pri meritvah krvnega tlaka in v mobilnih telefonih. Velik razmah uporabe teh senzorjev 
najdemo od leta 2010 dalje, z razvojem naprav, kot so Nintendo Wii, Apple iPhone in 
Boschevih airbagov. Ti sistemi so zaslužni za to, da je danes MEMS prisoten v vsakem 
pametnem telefonu. 
 
V specialistični nalogi so uporabljeni senzorji pospeškometra, žiroskopa in 











Slika 2.2: Senzor MEMS v pametnih telefonih – integracija pospeškometra, 
žiroskopa, magnetometra in drugih senzorjev [26]  






2.2.2.1 Senzor MEMS v mobilnih napravah 
 
Pospeškometer in žiroskop sta senzorja, ki sta uporabljena v skoraj vseh aplikacijah v 
današnjih pametnih telefonih. Slika 2.3 prikazuje senzor MEMS v mobilnih telefonih.  
 
 
Slika 2.3:  Prikaz MEMS senzorjev v pametnih telefonih [27] 
 
Zaznavanje premika (angl. Motion sensing) souporabljamo pri igranju iger s pomočjo 
zaslona na dotik, saj senzorji MEMS odigrajo ključno vlogo pri vodoravni in navpični 
rotaciji. Včasih smo imeli zasnovo razdeljeno na dva ločena čipa (pospeškometer in 
žiroskop). Danes pa sta ta dva združeno integrirana v en sam čip, kot je razvidno na 
sliki 2.4.  
 
 






Pred letom 2005 so bili v telefonih prisotni filtri SAW (angl. surface acoustic wave). 
Kasneje so jih nadomestili filtri BAW (angl. Bulk acoustic wave), s katerimi so na 
PCB-ju prihranili tri četrtine prostora.   
BAW filtri se razlikujejo od drugih čipov MEMS v tem, da na njih ni premičnih delov. 
Kljub temu jih proizvajalci ter sam način proizvodnje uvršča med čipe MEMS. 
Predvsem po tem, da ni premičnih delov, toda jih proizvajalci in sam koncept  
 
 
Slika 2.4: Primer čipa MPU-6050 v Nexus 4 [28] 
 
2.2.2.2 Optična stabilizacija slike pri pametnem telefonu Nokia Lumia 920 
(OIS – optical image stabilization)  
Pametni telefon Nokia Lumia 920 ima v modul kamere integriran 3-osni žiroskop, ki 
zazna premik telefona. Upravljalnik kamere pošlje signal procesorju telefona, da 






mehanizem v kameri izvede avtomatsko izostritev slike s kompenzacijo premika. 
Podoben princip je uporabljen pri digitalnih fotoaparatih SLR za stabilizacijo slike.  
MEMS senzorje najdemo tudi v projektorjih, kjer čip DLP (Digital Light Processor) 
podjetja Texas Instrumentov upravlja mikro ogledala za projekcijo slike. Princip 
delovanja teh naprav je kasneje na trgu povzročil, da so bile naprave cenovno bolj 
dostopne za končnega uporabnika zaradi cenejše proizvodnje [28]. 
 
 
2.2.3 Oculus Rift DK2  
 
Naslednik Oculus Rift DK1 ima kar precej izboljšan sistem za karseda najbolj 
realističen prikaz virtualnega sveta. Njegove prednosti so: boljša resolucija ekrana, 
izboljšano osveževanja ekrana ter boljši kot prikaza »viewing angel«. Ime DK2 izhaja 
iz imena Development kit in je namenjen razvijalcem. Kasneje je bila razvita tudi že 
komercialna različica Oculus Rifta. 
 
V Oculusovem koordinatnem sistemu sta koordinati x in z poravnani z zemljino ne 
glede na orientacijo kamere.  
Kot je razvidno iz slike 2.5, uporablja koordinatni sistem naslednje definicije za 
posamezne osi (x, y, z). 
 
- Y os je pozitivna v smeri navzgor. 
- X os je pozitivna v premiku v desno. 
- Z os je pozitivna, če se premikamo nazaj. 
 
Rotacija je skupek vseh treh osi. Sama rotacija je lahko predstavljena tudi kot obrat (Y 
os)-nagib (X os)-premik (Z os). Pozitivna rotacija je obratna urni rotaciji (angl. CCW – 
counter-clockwise). Če gledamo v negativno smer posamezne osi, so rotacije 
posameznih komponent sledeče: 
- Nagib je rotacija okoli X osi – pozitivna, ko gledamo gor. 
- Obrat je rotacija Y osi – pozitivna, ko se premikamo levo. 
- Premik je rotacija Z osi ‒ pozitivna, ko se nagibamo levo v XY ravnini. 







Slika 2.5: Koordinatni sistem x-y-z v Oculusu [29] 
 
2.2.3.1 Beleženje pozicije v Oculus Rift DK2 ‒ »sledilna« kamera 
 
Stožec (angl. frustum) je v uporabi predvsem pri grafiki 3D in pomeni del celote (stožca 
ali piramide), ki leži med enim ali dvema vzporednima površinama, ki jo križata. 
 
V našem primeru je definirano kot horizontalno in vertikalno vidno polje ter razdalja 
med sprednjim in zadnjim delom površin. Približna vrednost teh parametrov je 















    // dobimo podatke iz sledilnega stožca. 
    float frustomHorizontalFOV = session->CameraFrustumHFovInRadians;… 
Slika 2.6: Prikaz knjižnice SDK v strukturi ovrTrackerDesc  [29] 
 




Slika 2.7: Sledilni stožec prikazuje izvorne koordiante. Kamera pritrjena na ekran 
»gleda« v center vidnega stožca [29]. 
 
  






2.4 Samsung Gear VR   
 
Za samo delovanje aplikacije so potrebna očala Gear VR (z razliko od Oculus Rifta 
telefon). V našem primeru je bil uporabljen trenutno najbolj aktualen model Samsung 
Note 4 oziroma Samsung Note 5. Izbira telefona je omejena, saj očala Gear VR 
delujejo samo v povezavi z nekaterimi telefoni znamke Samsung. To so Samsungovi 
najelitnejši modeli mobilnih telefonov (S6, S7, Note 4, Note 5).  
 
2.5 Pospeškometer in žiroskop v pametnih telefonih 
 
Pospeškometer je naprava, ki meri pospešek tako imenovan g-force. Poznamo eno 
osne pospeškometre in več osne pospeškometre. Slednji so prisotni v skoraj vseh 
pametnih telefonih. Slika 2.8 prikazuje primer takšnega pospeškometra. S pomočjo le-
tega zaznamo premike telefone ter z njim povezane premike glave in prenos le-teh na 
aplikacijo. Žiroskop doda še dodatno dimenzijo pri zaznavanju, saj beleži rotacijo.  
 
Slika 2.8: Pospeškometer v pametnih telefonih [30] 
 
Pospeškometer beleži linearni pospešek premika, medtem ko žiroskop meri kotno 
rotacijsko hitrost. Razlika med njima je, da merita različne spremembe. 
Pospeškometer meri smerne premike oziroma linearne premike (slika 2.6). Ker sam 










Slika 2.9: Prikaz uporabe žiroskopa v pametnih telefonih [31] 
 
Zaradi bolj jasnega izhodnega signala ter bolj natančne meritve premika oziroma 
obrata so uporabljene vse tri osi obeh senzorjev.  
 
Brez žiroskopa si današnjih aplikacij ne bi mogli zamisliti, saj nam daje drugo dimenzijo 
pri doživljanju aplikacij ali iger na pametnih napravah. 
 
  






3 Software – programska oprema 
 
Pri izbiri programske opreme za izdelavo aplikacije ter prikaz njenega delovanja je 
delo razdeljeno na štiri dele:   
- 1. del: Oblikovanje objekto3D v; 
- 2. del: Umestitev objektov 3D v okolje Unity3D; 
- 3. del: Programiranje premikov objektov 3D, efektov 
- 4. del: Optimizacija in prenos na mobilno napravo. 
 
3.1 Oblikovanje objektov 3D  
 
Pri oblikovanju objektov 3D sem izbral orodje 3DS Max, ki je profesionalno orodje, 
namenjeno izdelavi objektov 3D. Vsi objekti 3D v prikazanem demo-u so narejeni v 
tem orodju razen narave oziroma okolja. Ta del je bil brezplačno dostopen na spletni 
strani UNITY. Izdelava takšnega okolja bi bila zelo obsežna, saj sam otok in narava 
obsegata kar dva kilometra površine.   
Vsi objekti in teksture so bile ustvarjene s pomočjo grafičnega programa Photoshop. 
Primer obdelave prikaže slika 3.1. 
 
Slika 3.1: Izdelava palm v 3D Studio Max [7] 






3.2 Umestitev objektov 3D v okolje UNITY 3D 
 
Za izbiro okolja sem izbral UNITY 3D iz več razlogov. Glavni izmed njih je, da ima 
okolje podporo za večino sistemov, kot so XBOX, PC ter mobilne naprave Apple, 
Android in tako dalje.  
Njegova podpora in množica razvijalcev, ki okolje uporablja, omogočajo ogromen 
potencial za razvoj. 3D »pogon«, vizualni del za sestavljanje in igranje nad prikazanim 
ter urejevalnik kode so vse, kar potrebujemo. Skriptni jezik, ki ga Unity pozna, obsega 
bolj poznane programske jezike Javascript, C# ter jezik Boo, ki je nekoliko manj 
neznan. 
Za potrebe naloge sem uporabil Javo, ki mi je sintaktično najbolj ugajala. Slika 3.2 
prikazuje testni uvoz palm iz programa 3DS Max. 
Program Unity je dostopen v brezplačni različici ali pa v profesionalni različici. Za 
uporabo v 3D je bolj uporabna profesionalna različica programa, saj imamo na voljo 
več filtrov in efektov. Ravno pri izbiri efektov potrebujemo profesionalno različico 
programa, saj recimo odsva vode ni mogoče izvesti v brezplačni različici. 
Lahko ustvarimo tudi igre 2D ali aplikacije. Od verzije 4.3 naprej imamo na voljo pogon 
za izdelavo iger 2D (animacije, fizika 2D itd.). 
 
Slika 3.2: Palme in njihova postavitev v Unity okolju [7] 






4 Scenarij za izvedbo aplikacije 
 
Na začetku si je bilo treba zamisliti scenarij, kako se bo odvijalo dogajanje na plaži. 
Zamislil sem si, da bi bili uporabniki na začetku na plaži, kjer bi bili tobogani, bazen, 
palme, skratka rajska plaža. Dogajanje je postavljeno v prvo osebo – dogajanje 
aplikacije je gledano skozi oči igralca (osebe, ki ima na glavi očala Samsung VR).  
 
Uporabnik je na vrhu tobogana, nato pa se spusti po toboganu v bazen. Iz bazena 
lahko vidi na plaži ljudi, ki plešejo ob prijetni glasbi in se zabavajo. Nekje po 50 
sekundah aplikacije se dogajanje ustavi – gledalec se lahko giblje okoli svoje osi in še 
vedno opazuje dogajanje okrog sebe.  
 
Zamisli o scenariju je sledilo postavljanje scene na prizorišče dogajanja. Slika 4.1 
prikazuje osnovno sceno na začetku dogajanja. 
 
 










4.1 Umestitev tobogana in bazena na plažo 
 
Prvi cilj je bil najti primerno lokacijo za umestitev tobogana na samo plažo – slika 4.2. 
Velikost tobogana je bila v primerjavi z bazenom veliko manjša. Ker so vsi objekti 
vektorski in se njihova kakovost pri manjšanju oziroma večanju le-teh ne slabša. Sama 
umestitev v okolje ni predstavljala večjih težav, potrebna je bila samo manjša 
prilagoditev glede na ostale objekte. 
 
Uporabil sem klasičen olimpijski bazen. Teksture bazena so takšne, kot jih vidimo v 
realističnem svetu pri bazenih takšnega tipa.  
 
 
Slika 4.2: Umestitev toboganov v okolje [7] 
 
4.1.1 Realistična voda – efekt 
 
Največji izziv naloge je bil nedvomno: predstaviti vodo v bazenu kot realno in ne 
umetno. Voda je morala vsebovati tudi odseve ter valovanje. Odločil sem se za nakup 






vtičnika za prikaz realizma vode. Kljub nakupu vtičnika je bilo treba vložiti nekaj truda 
in časa, da je nastala čim bolj realna slika samega bazena ter vode v njem. Simulacijo 
vode prikazuje slika 4.3. 
  
 
Slika 4.3: Realizem vode – levo brez filtra vode in desno filter vode [7] 
 
4.1.2 Tekoča voda – efekt 
 
Naslednji izziv je bil odpravljen na podoben princip pri prejšnjem primeru. Našel sem 
najbolj primeren vtičnik in ga ustrezno uporabil. Ustvariti realen videz vode, kot ga 
poznamo v realnem svetu, je bilo težje, kot sem sprva mislil. Slika 4.4 prikazuje primer 
vode na samem toboganu.  
Zaradi slabe programske opreme telefona je bila potrebna prilagoditev sistema in 
aplikacije. Postavitev vode na vseh petih toboganih bi bila za predvajanje aplikacije na 
telefonu iz tega razloga nemogoča. Obrazložitev te prilagoditve sistema sledi v 
naslednjih poglavjih.  







Slika 4.4: Animirana tekoča voda na samem toboganu [7] 
 
4.2 Animacija  
 
Sledila je animacija plesalcev na plaži ‒ animacija njihovih gibov. Plesalci so se morali 
realistično premikati po zvoku glasbe, ki se je predvajala na plaži. Sprva sem naredil 
nekaj primerov gibov in jih prenesel na objekte. 
 
Vsak objekt ‒ plesalec ima boke, sklepe (noge, roke) kot resnična oseba. Vse skupaj 
je bilo treba sinhrono povezati v celoto, saj sem želel ustvariti nadvse realen prikaz. 
Treba je bilo upoštevati, da za posamezen premik potrebujemo ustrezno število slik, 
ker bi v nasprotnem primeru dobili napačen prikaz premikanja (premikanje v slogu 
robotov). Slika 4.5 prikazuje objekt plesalke, postavljen v virtualno okolje. 
 







Slika 4.5: Objekt plesalke, postavljen v okolje [7] 
 
4.2.1 Animacija gibov  
 
Sama animacija ni posebej zapletena saj so vsi elementi premika – sklepi vnaprej 
določeni: potrebno je le določiti kaj naj se zgodi v določeni sekundi. Da njihovo gibanje 
ne izgleda kot gibanje robota, je potrebno prehode skrbno načrtovati in upoštevati 
zakone fizike.  
Na sliki 4.6 vidimo animacijo ene izmed plesalk. Pri ostalih plesalkah / plesalcih sem 
uporabil enake prijeme, le čas premika sem nekoliko zamaknil, ter s tem prihranil nekaj 
časa, saj je animacija precej zamudno opravilo.   
 







Slika 4.6: Potek animacije objekta v okolju [7] 
 
4.2.2 Lastnosti animacijskega seznama 
 
Na levi strani animacijskega pogleda (animation view) imamo zbirko lastnosti 
animacije. Če začnemo z novo animacijo, pri kateri še nimamo zabeležene nobene 
animacije, je ta lista prazna. Ko začnemo animiranjem, je vidnih več animiranih 
lastnosti. Če animiramo več, kjer nimamo zabeležene nobene animacije, bo ta lista 
prazna. Ko začnemo animirati, bomo videli več animiranih lastnosti. Če animiramo več 
objektov hkrati, si animacije sledijo po sklopih (objekt roka, noga, prsti, glava, itd.) V 
zgornjem primeru imamo več delov telesa, ki so animirani v posameznem odseku. 
Vsak objekt je nato prikazan glede na hierarhijo v relaciji do glavnega objekta, na 
katerega smo pritrdili animirano komponento ‒ v našem primeru telo.  
Vsaka lastnost nam prikaže točno zabeleženo vrednost pri posameznem odseku (angl. 
keyframe). Vrednost bo prikazana interpolirano, če je predvajana med odsekoma. Ta 
polja lahko urejamo neposredno. Prikaz spremembe prikazuje slika 4.7. 







Slika 4.7: Prikaz lastnosti animacije [32] 
 
4.2.3  Animacijska časovnica 
 
Na desni strani animacijskega pogleda imamo časovnico trenutne animacije. Odsek 
(angl. keyframe) za vsako animacijsko lastnost se pojavi na časovnici. Časovnica ima 
dva načina, in sicer »Dope Sheet« in »Curves«. S klikanje na eno in drugo 
premikamo lastnosti animacije. 
 
4.2.3.1 Dope Sheet in Curves časovnici 
 
Dope sheet časovnica je časovnica, ki jo vidimo v osnovi in je predstavljena že na sliki 
4.7. Prikaže nam lastnosti posameznega odseka. S tem vidimo preprosto sliko in 
časovnico večjih objektov. 
Curves časovnica na sliki 4.8 nam omogoča pregled posamezne vrednosti animacijske 
lastnosti po spremembi merjene v času. Vse lastnosti so zbrane na skupnem grafu. Ta 
pogled nam omogoča tudi odlično kontrolo oziroma pregled in nam ponuja možnost 
popravljanja vrednosti ter kako so te interpolirane med seboj [36]. 
 







Slika 4.8: Prikaz lastnosti animacije [32] 
 
 
4.3 Optimizacija okolja in skript za izvajanje 
 
Postopek optimizacije zahteva prav toliko časa kot čas izdelave, ko želimo kakovosten 
končni izdelek. Postopki optimizacije pri samem sistemu so bili različni. Največ 
procesorskega časa in obdelave potrebujemo za senčenje objektov ter svetlobne 
učinke in efekte. 
Do težave je prišlo pri prenosu verzije za Oculus Rift DK2 na mobilno napravo. Ker je 
mobilna naprava podprta s slabšim operacijskim sistemom, je bilo treba uporabiti kar 
nekaj trikov za ohranjanje karseda realističnega prikaza sveta VR 3D.  
Optimizacija mora biti ravno pravšnja, saj lahko v nasprotnem primeru preveč 
zakompliciramo stvari in želenega efekta ne dosežemo, ravno nasprotno. Predvsem 










4.3.1 Optimizacija senčenja – metoda »pečenja« senc  
 
Z izbiro lightmappinga v okolju Unity imamo na voljo drugo možnost ‒ bake angl. (slika 
4.9). Ko postavimo izvore svetlobe na ustrezno mesto in smo prepričani, da se le-ti ne 
bodo več spremenili, lahko sence objektov »zamrznemo«, da se le-te ne spreminjajo 
več – velja le za statične objekte.   
Pri dinamičnih objektih, ki se premikajo, lahko prihaja do anomalij. Zaradi tega smo se 
odločili, da sence pri takšnih tipih objektov zameglimo. Drugače lahko te anomalije 
skazijo končno podobo objekta in posledično tudi končnega produkta.   
 
 
Slika 4.9: Optimizacija »pečenja« senčenja [32] 
  






4.3.2 Optimizacija skript 
 
Najpomembnejše opravilo pri pridobitvi karseda najbolj realističnega in najhitrejšo 
realizacijo samega virtualnega sveta, je optimizacija skript. Nekaj že sicer obstoječih 
skript je bilo treba prilagoditi za hitrejše izvajanje, nekaj nepotrebnih odstraniti. 
Skripta za realizacijo realistične vode je bila najbolj problematična, saj je pozneje 
povzročala nemalo težav – predvsem počasnost predvajanja pri mobilni aplikaciji.  
Optimizacija skripte prikaza vode oziroma prehoda objekta v samo vodo in ogled po 
okolici, kadar smo v vodi sami, je prav tako povzročala težave. 
Skript za izvajanje, ki so že definirane, je ogromno. Pomembne so same postavitve 
objektov ter optimizacija grafike.  
var objekt : Transform; 
var razdalja = 10.0; 
var xHitrost = 250.0; 
var yHitrost = 120.0; 
var yMinlimita = -20; 
var yMakslimita = 80; 
//ZAČETNE POZICIJE 
private var x = 0.0; 
private var y = 0.0; 
@script AddComponentMenu("Nadzor_Kamere/Ogled")  //dodamo komponentni 
meni 
function Start () {  //začetek 
    var kota = transform.eulerAngles; 
       x = kota.y; 
       y = kota.x; 
 //statičen objekt – ne spreminjaj rotacije objekta 
    if (staticenobjekt)  //v primeru statičnega objekta 






  staticenobjekt.freezeRotation = true;  //rotacijo zamrznemo 
} 
function KasnejsaPosodobitev () {  //funkcija kasnejše posodobitve 
    if (objekt && (Input.GetMouseButton(0) || Input.GetMouseButton(1))) { 
        var pos = Input.mousePosition; 
        if (pos.x < 250 && Screen.height - pos.y < 250) return; //če imamo pozicijo 
manjšo od 250 px, skrijemo kurzor miške 
  Screen.showCursor = false; 
        //Screen.lockCursor = true; -  
        x += Input.GetAxis("Mouse X") * xHitrost * 0.02;  //dobimo X vhoda 
        y -= Input.GetAxis("Mouse Y") * yHitrost * 0.02;  //dobimo Y vhoda 
        y = ClampAngle(y, yMinlimita, yMakslimita); 
        var rotacija= Quaternion.Euler(y, x, 0); 
        var pozicija = rotacija * Vector3(0.0, 0.0, -razdalja) + objektposition; 
        transform.rotacija = rotacija;  //transformiramo rotacijo 
        transform.pozicija = pozicija; //transformiramo pozicijo 
    } else { 
        Screen.showCursor = true; 
    } 
} 
static function Kot (kot : float, min : float, max : float) { 
 if (kot < -360) 
             kot += 360; 






          if (kot > 360) 
             kot -= 360; 
return Mathf.Clamp (kot, min, max);} 
4.3.3 Optimizacija CPU in GPU  
 
Za ta namen sem vgradil skripto, ki beleži trenutne FPS – število slik na sekundo ali 
angl. Frames Per Second. Če ta številka pade pod 30 FPS se zdi, kot da nekaj manjka 
in nimamo več gladkega premikanja. Pri načinu testiranja na i7 procesorju in zmogljivi 
grafični kartici je število sličic nekje med 65 in 70 FPS (slika 4.10). Takšno število sličic 
je idealno. Problem nastane, ko preidemo z istimi nastavitvami na mobilni telefon, pri 
katerem pa je padec slik na sekundo presenetljivo velik (med 10 in 12 FPS), nekje 
imamo torej težavo. 
 
 
Slika 4.10: FPS pri predogledu [7] 
 
Za obdelovanje (angl. Render) objektov na ekranu mora CPU (centralna procesna 
enota) opraviti veliko dela. Na primer, kako izvori svetlobe (luči, sonce ipd.) vplivajo na 
objekt, kakšne parametre je treba poslati grafičnemu gonilniku oziroma grafični 






knjižnici, ki pripravi ukaze za pošiljanje na GPU (grafični procesor oz. grafična kartica 
itd.).  
 
Vsak objekt uporablja nekaj sredstev CPU. Problem nastane, če imamo veliko 
objektov. Na primer 1000 trikotnikov je lažje obdelati, če so vsi v eni mreži (mestu). Če 
pa vsak trikotnik predstavlja svoj objekt, pa imamo naenkrat kar 1000 posameznih 
mrež.  
 
V tem primeru je treba zmanjšati število vidnih objektov, saj posledično s tem 
zmanjšamo tudi količino dela za centralni procesor CPU. Postopek je sledeč:  
- Združiti objekte skupaj – najlažje s pomočjo vgradne funkcije v Unity  
(draw_call_batching). 
- Uporabiti manj materialov v objektih tako, da dodamo posamezne teksture v 
večje. 
- Uporabiti manj stvari, ki bi lahko povzročile, da bi se neki objekt večkrat 
obdeloval – recimo odsevi, sence in tako dalje. 
 
Združimo lahko seveda samo objekte, ki uporabljajo isti material. Objekti, ki ne 
uporabljajo istega materiala in so združeni, ne bodo optimizirani. 
Pri GPU (grafična procesna enota) uporabljamo optimizacijo modela geometrije. 
Pri sami optimalizaciji obstajata dve preprosti pravili: 
- Uporabimo le toliko trikotnikov, kot je treba.  
- Število mrež UV in ostrih robov naj bo karseda majhno. 
 
Število trikotnikov oziroma ploskev, ki jih mora GPU obdelovati, ni enako, kot ga vidimo 
v aplikaciji 3D. Pri štetju vektorjev lahko pride do tega, da mora grafična kartica zaradi 
obdelovanja razdeliti vektorje na dva ali več delov. Posledica tega je, da imamo več 
koordinat UV ali barv ploskev. 
 
  






5 Testiranje aplikacije in odziva senzorjev na mobilni 
napravi 
 
Pri zadnjem delu specialističnega dela sem želel prenesti aplikacijo iz Oculus Rift DK2 
na mobilno napravo, in sicer na Oculus (Samsung) GearVR. Postopek je preprost, saj 
je bila že prej zagotovljena optimizacija sistema in program Unity omogoča preprost 




Slika 5.1: Build nastavitve za različne platforme [7] 






5.1 Optimizacija nastavitev za android sistem 
 
V sistemu Unity je poleg že vseh opisanih optimizacij omogočena tudi sama 
optimizacija prenosa na android sistem. Spodaj sledi opis glavnih nastavitev ter prikaz 
optimizacije le-teh na androidu (slika 5.2). 
 
 
Slika 5.2:  Optimizacija android nastavitev [7] 






Nekatere izmed nastavitev, ki so pomembne zaradi samega izvoza in lahko pomenijo 
10–25 % izboljšanje, če izberemo prave. Potrebnih je precej testiranj, saj nekatere 





Rendering Path Prikazovalna pot za samo renderiranje – 
prikazovanje. Izbere forward – kar 
pomeni, da bo vnaprej prikazovano 
(pomembno). 
Multithreaded Rendering Označimo multithreaded rendering – 
več jeder bo renderiraro prikazovanje. 
Static Batching Pustimo izbrano – tam, kjer smo prej 
ustvarili statične sence.  
Dynamic Batching Dinamično – pustimo izbrano. Po 
privzetem ima static batching prednost 
pred dyna. 
GPU Skinning DX11/ES3 GPU – knjižnice pustimo ali 
pa lahko tudi od-označimo, saj so te 




Bundle Version Code Interna verzija za prepoznavo, če je, 
imamo več verzij, da vemo, katera 
verzija je prava. Preprosto sem vzel in 
na koncu povečeval za ena – torej od 
1.0 do 1.7. 
Minimum API Level 
 
Minimalna verzija API, ki jo podpira 
»build«. Izbral sem, da od verzije 4.4 
(API 19), ker je bilo največ podpore že 
za VR in ostale knjižnice so prav tako 
optimizirane z vsako verzijo. V praksi 
pomeni, da če bi poskusili na telefonu z 
verzijo 4.3, zadeva ne bi delovala. 
Glede na to, da smo izbrali oziroma je 
bilo nujno izbrati Samsung Note 4, ki 










Graphic level Izberemo automatic. Program bo sam 
izbral glede na potrebe. 
Disable HW Statistics Lahko pošljemo statistiko o strojni 
opremi na Unity, da se v primeru težav 
oz. v primeru uspešnega »build-a« 
Device Filter Lahko določimo, na katerih procesorji 
lahko zadeva samo »teče«. Pustimo 
Arm v7. 
Install Location Lahko določimo, kam na napravo se bo 
zadeva inštalirana – pustimo default. 
Internet Access Če izberemo opcijo, bomo vklopili 
internetni dostop tudi, če ga v skriptah 
ne uporabljamo. V delovnem načinu je 
avtomatsko izbrana. 
Write Access Če izberemo External (SD kartica) bomo 
lahko pisali na kartico SD. Pustimo 
internal, ker ne potrebujemo toliko 
prostora. 




Api Compatibility Level 
        .Net 2.0 .Net 2.0 knjižnice. Maksimum .net 
kompatibilnost – največja velikost (v 
našem primeru ne igra vloge). 
      .Net 2.0 Subset Pod knjižnice .Net 2.0 – od celotne .net 
kompatibilnosti – manjša velikost. 
Stripping Level Opcijsko lahko zmanjšamo velikost 
igralca. Nastavitev je deljena med 
platformama iOS in Android. 
        Disabled Brez redukcije. 
 
Tabela 5.1: Prikaz in opis lastnosti optimizacije 
 
Zaradi kasnejših težav s samim prenosom na mobilno napravo se moramo prej držati 
nekaterih smernic. Spodaj imamo naštetih nekaj takšnih smernic in prilagoditve za 
android napravo: 
 






- Število ploskev naj bi bilo pod 200.000 in manjše od 3 M (mega) na okvir vsake 
sličice. Procesiranje aplikacije na računalniku je odvisno od zmogljivosti 
grafičnega procesorja. 
- Pri razvoju se uporablja vgrajeno senčenje. Za prenos na mobilno napravo se 
uporabi mobilno senčenje, ki je zaradi manjše kompleksnosti bolj primerno za 
delovanje na mobilnih napravah.  
- Zmanjšati je treba število različnih materialov. Pri večjih objektih lahko 
uporabimo enak material. 
- Izberemo lastnost Static – statično lastnost objekta – velja samo za ne 
primikajoče se objekte, za izvedbo statičnih senc. 
- Uporabljen je bil en sam izvor svetlobe, v tem primeru sonce.  
- Namesto 32-bitnih tekstur integriramo 16-bitne.  
- Odstranimo meglo (pri izvirniku je bila prisotna megla oz. pršica vode) pri spustu 
po toboganu.  
- Uporabil sem Occlusion_Culling (slika 5.3): proces, ki objekte, ki niso v vidnem 




Slika 5.3: Prikaz uporabe occlusion culling v Unity-u [33] 







- Uporaba pristopa skybox, kjer je nebo predstavljeno z realistično sliko 
namesto generiranega neba, prihranimo pri procesorskem času.  
 
To je samo nekaj od metod, ki jih moramo upoštevati. Bolj kompleksna kot je aplikacija, 
več optimizacije in trikov je potrebno. S tem se izognemo predvsem nepotrebni porabi 
časa CPU, kar hitro se namreč lahko zgodi, da aplikacija postane zaradi tega 
neuporabna, ker 10‒12 FPS res ni uporabno.   
 
5.2 Testiranje aplikacije na android napravi  
 
Ob upoštevanju smernic in generirane aplikacije je bil potreben prenos le-te na mobilni 
telefon Note 4. Ko aplikacijo zaženemo na mobilnem telefonu, nam pojavno okno veli, 
da je potrebno mobilni aparat vstaviti v napravo Gear VR (5.4).  
Po vstavitvi telefona v napravo se nam prikaže začetni ekran (angl. splash screen), ki 
sem ga v tem primeru zamenjal z logotipom našega podjetja. Sledi dogajanje po že 
prej opisanem scenariju. Uporabnik se spusti po toboganu, pade na plažo, kjer se 
začne zabava s plesalci. V ozadju so vidni avtomobil, zastave, DJ ter realistična 
narava.  
Prvi vtisi so impresivni in vsekakor je mogoče mobilni aparat še nadgraditi, vendar je 








Slika 5.4: Začetni zaslon – Gear VR [7] 






Odzivi aplikacije so primerni in z nekajkratnim popravljanjem aplikacije ter nastavitev 
sem dosegel želeno »gladko« premikanje. Prvi rezultati so bili skrb vzbujajoči, saj sem 
dosegal nekje med 10 in 12 FPS-jev. Po večih poskusih, pomoči na forumu ter mnogih 
testiranjih sem dosegel več kot 30 FPS-je.  
 
5.2.1 Testiranje  
 
Zanimalo me je predvsem pravilno delovanje, natančneje odziv senzorjev MEMS. V ta 
namen sem uporabil program GyroDroid, ki je narejen v programu Unity 3. Z njim lahko 
preizkusimo delovanje vseh senzorjev v napravi. Podatki, ki nam jih posreduje 
program, so mi bili v veliko pomoč pri razumevanju delovanja naprave.  
Po nekaj urah testiranj in popravljanja nastavitev sem ugotovil, da vsi senzorji delujejo, 
kot sem si predstavljal. Kamera, ki uporabnika vodi po animaciji (slika 5.5), je bila 
vnaprej definirana. Brez nepotrebnih premikanj osebe, saj program sam vodi igralca 
naprej. Za takšen korak sem se odločil, saj sama aplikacija ne predvideva uporabe 
igralnega ploščka, temveč zgolj prikaz virtualnega sveta.  
 
 
Slika 5.5: Animiranje vodenja kamere [7]  






5.3 Možnosti za izboljšave 
 
Občutek virtualne resničnosti je nekaj posebnega. Manjka zgolj kontrola vodenja, ki je 
bila vnaprej definirana in onemogoča nadzor uporabnika. Da bi bil produkt še bolj 
impresiven, bi lahko dodali senzor za zaznavanje premika ‒ leap motion (izključno za 
verzijo PC). S tem senzorjem bi lahko po prostoru vodili različne objekte, kar je dobro 
razvidno na sliki 5.6. 
 
 
Slika 5.6: Leap motion – senzor, prikaz delovanja [34] 
 
5.3.1 Tehnologija senzorja Leap motion 
 
Tehnologija oziroma strojni del Leap motion-a je precej preprost. Sestavljen je iz dveh 
kamer in treh infrardečih LED-ic. LED-ice beležijo infrardečo svetlobo z valovno dolžino 
850 nanometrov, katerih vrednost je že izven območja vidnega spektruma (slika 5.7). 
 







Slika 5.7: Prikaz pozicije valovne dolžine LED – Leap motion [35] 
 
Zahvaljujoč širokokotnim lečam naprava zajema približno 2.4 m3 prostora. Prostor je v 
obliki obrnjene piramide (slika 5.8). 
 
 
Slika 5.8: Interakcijsko območje kontrolerja – 150 stopinjski kot široko in 120 stopinj 
globinsko [36] 
 






Omejitev se nanaša na osvetlitev LED, saj smo omejeni z maksimalnim tokom v USB-
ju. Kontroler USB v računalniku bere vhodne vrednosti v svoj lokalni pomnilnik in 
popravlja resolucijo, če je to potrebno. Podatki se potem prenesejo preko USB-ja na 
program Leap Motion. Tu že govorimo o skupku knjižnic z imenom Image API. 
Knjižnica nam omogoča uporabo v različnih programih, kot na primer tudi v programu 
Unity 3D. 
 
5.4 Vpliv virtualne resničnosti na naše počutje 
 
Ena glavnih težav virtualne resničnosti je občutek slabosti pri premikanju.  
Težava nastane, ker naš žiroskop upravlja notranji ušes in imamo po uporabi virtualne 
resničnosti občutek kot pri potovanju z ladjo. Uporabniku se zdi, da se premika, čeprav 
stoji pri miru. Težave se pri nekaterih pojavijo že po 30 minutah uporabe virtualnega 
okolja, pri nekaterih šele po več urah uporabe.   
Preden začnemo s testiranjem produkta, se nam na zaslonu vedno pojavi sporočilo o 
vplivu na naše zdravje. Naprava nam tudi svetuje, da čas uporabe omejimo na samo 
15 minut. Nekateri proizvajalci priložijo tudi obvestilo, da naprava ni primerna za srčne 
bolnike. Opozorila proizvajalcev je treba dosledno upoštevati, saj lahko v nasprotnem 
primeru pride tudi do nepredvidenih težav. Slika 5.9 prikazuje vpliv virtualne resničnosti 
na različne občutke [41]. 
 
 
Slika 5.9: Vpliv virtualne resničnosti na naše počutje [37] 






6 Zaključek  
 
Navidezna resničnost z uporabo pametnih naprav je bil zahteven projekt, saj največjo 
težavo pri navidezni resničnosti predstavlja čas izdelave virtualnega okolja. To je dober 
podatek za podjetja, ki želijo vlagati v takšno tehnologijo. Čas je namreč denar v 
poslovnem svetu.  
Prikazan primer je dober pokazatelj porabe sredstev (predvsem časa) za razvoj takšne 
aplikacije, saj želimo karseda verodostojno prenesti realni svet v virtualnega. Bolj kot 
bi hoteli narediti realističnega – več časa bi porabili za izdelavo. Tudi pri tej 
specialistični nalogi bi lahko marsikaj izboljšal ‒ opazi se, da ljudje, ki plešejo, niso 
izdelani popolno, saj bi za njihovo popolno izdelavo  ljudje, ki porabil še vsaj enkrat 
toliko časa. 
Prihajajo vedno bolj tehnološko dovršeni virtualni svetovi, ki pa seveda potrebujejo 
vedno bolj zmogljivo strojno opremo. Nekje obstaja meja med virtualnim svetom in 
produkcijskim časom. Lahko pa pričakujemo, da bo do konca tega desetletja 
tehnologija že dovolj razvita, da nam ne bo treba več zapustiti domov, kar iz 
sociološkega vidika ni dober podatek, a to že ni več namen tega specialističnega dela. 
Naj se drugi ukvarjajo s posledicami vpliva na socialni vidik. 
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