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Abstract
A better understanding of the water cycle has become even more crucial under the
present condition of climate change. The stable isotopes of hydrogen and oxygen have
been used for decades as powerful tracers to provide insights into the water cycle.
While substantial understanding has been achieved, disputes remain on what processes
set the observed isotope signal. Besides, albeit its great usefulness, no systematic iso-
tope observations have existed in western Norway, which is a midlatitude location in-
fluenced by distinct weather systems (e.g. North Atlantic cyclones, cold air outbreaks)
and swift precipitation formation.
In this thesis, I present a systematic isotope observation of surface vapour and
precipitation at the southwest coast of Norway between December 2016 and Novem-
ber 2019. The observation consists of high-resolution samplings for targeted weather
events and long term (quasi-daily) routine samplings. To facilitate these observations,
a stable water isotope laboratory with 3 laser spectrometers has been established.
To ensure high-quality data acquisition, we thoroughly assess the instrument per-
formance in many aspects. One important aspect is the correction of the mixing ratio
dependency. In Paper I, we systematically investigate the mixing ratio dependency in a
range from 500 to 23 000 ppmv. We find that the mixing ratio dependency systemati-
cally varies with the isotope composition of measured vapour. We refer this as isotope
composition-mixing ratio dependency and have developed a scheme to correct for this
dependency-introduced bias. Using in situ measurements from an aircraft measure-
ment, we demonstrate the importance of the correction at low mixing ratios. Stability
tests over up to 2 years indicate that the first-order dependency is a constant instrument
characteristic that may be primarily related to spectroscopy.
In Paper II, we present a case study of a 24-h land-falling "atmospheric river"
event on 07 December 2016, with high-resolution paired measurements of near-surface
vapour and precipitation stable isotopes. We observe a stretched, "W"-shaped evolu-
tion of isotope signals. Combining surface meteorological observations, we identify the
influences on the isotopic signals from below-cloud processes, weather system charac-
teristics, transport history, and moisture source conditions. We thus revisit the inter-
pretations of previous studies on such precipitation events and emphasise that cloud
microphysics and below-cloud processes are important factors influencing surface pre-
cipitation isotope signals.
Paper III presents the 3-year paired observation of surface vapour and precipitation
stable isotopes. The isotopic variation on different time scales is investigated. We
observe a weak diurnal variation and a moderate seasonal variation. On the multi-day
time scale, we observe a clear association between the isotope signals and the regional
weather regimes. We also compare the d-excess observations with model predictions
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based on Lagrangian moisture source diagnostic and previously suggested d-RHSST
relationships. We find that the models correctly reproduce the variation patterns, but
with substantial offsets. While further investigations are required, our observations are
of great importance for extending the sparse existing isotope observation network and
enabling potential comparison with different models.
In a combination of the three papers above, this work makes an important contri-
bution to the interpretation of near-surface stable isotope observations on a range of
time scales, from sub-hourly to synoptic, to inter-annual. It highlights the value of sta-
ble isotope observations for advancing our knowledge of the atmospheric hydrological
processes.
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Chapter 1
Introduction
A better understanding of the weather and climate systems are always desired because
of their great impacts on society. This has certainly become even more crucial under
the present condition of climate change. Climate change, or global warming, is ob-
served to be most substantial at high latitudes (IPCC, 2014). In a warming climate, a
spin-up of the water cycle and thus a higher precipitation amount is expected in some
regions. Globally speaking, the changes in the precipitation pattern will redistribute the
water resources, leading to potential floods and droughts. Locally, an increasing trend
in the precipitation amounts has been observed in most areas of Norway during the
period 1895-2004 (Hanssen-Bauer, 2005). Along with the precipitation amount, ex-
treme precipitation events have also become more frequent (Alfnes and Førland, 2006;
Groisman et al., 1999). Some precipitation extremes have caused severe infrastruc-
ture damage (e.g. Steensen et al., 2011; Stohl et al., 2008). To anticipate the changes
in precipitation in a warming climate, it is important to solidify our understanding of
the relevant physical mechanisms (e.g. moisture origin, moisture transport, and cloud
microphysics) leading to precipitation.
The stable isotopes of hydrogen and oxygen have been used for decades as powerful
tracers to improve our understanding of the water cycle (Dansgaard, 1964; Gat, 1996).
Water molecules exist under various isotopic forms and the most abundant stable water
isotopologues are H162 O, H
18
2 O and HD
16O. Owing to mass and symmetry differences,
these water species have slightly different physical properties (i.e. saturation vapour
pressure, molecular diffusivity) and are thus redistributed at each phase change. This
redistribution is called isotope fractionation and it will cause an enrichment or depletion
of heavy isotopes. For example, water vapour is relatively depleted in heavy isotopes
comparing with the water from which it originates. The isotopic enrichment or deple-
tion in various waters is normally quantified as the deviation from a reference water:
δ = (Rsample/RVSMOW−1)1000h, where R (e.g. 18R = [H182 O]/[H162 O]) is the isotope
ratio, and VSMOW is the international reference water (Vienna Standard Mean Ocean
Water; IAEA, 2009). Since the isotope fractionation depends on the physical conditions
(e.g. temperature, saturation status) in which it occurs, observations of stable water iso-
topes can provide information of the atmospheric hydrological processes.
A brief historical overview on stable water isotope studies
In the 1950s, systematic investigations emerged to study the stable isotope abun-
dances in meteoric waters and their driving factors (Dansgaard, 1953, 1954; Epstein,
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1956, 1953; Gonfiantini and Picciotto, 1959). On the basis of some 400 water sam-
ples collected globally from rivers, lakes, and precipitation, Craig (1961) noted that the
relationship between δ 18O and δD in worldwide natural meteoric waters can be repre-
sented by δD = 8δ 18O+ 10, which is later referred to as the Global Meteoric Water
Line (GMWL). The slope of the GMWL arises from equilibrium isotope fractionation,
whereas the intercept reflects the deviation from equilibrium fractionation, or in other
words, a result of non-equilibrium isotope fractionation. The intercept varies at differ-
ent evaporation conditions. It is later defined by Dansgaard (1964) in a general manner
as a secondary parameter, namely deuterium excess or d-excess.
To understand their temporal and spatial variations, the isotope compositions of pre-
cipitation have been monitored worldwide. The most influential effort of such kind is
the Global Network of Isotopes in Precipitation (GNIP) organised by the International
Atomic Energy Agency (IAEA) and the World Meteorological Organization (WMO) at
a monthly scale since 1960. Through the global observations, several leading isotope
effects have been identified (Araguás-Araguás et al., 2000; Dansgaard, 1964; Rozan-
ski et al., 1993). The most fundamental isotope effect is the temperature effect, where
the temperature difference influences the saturation status of air mass and thus drives
the gradual rainout of heavy isotopes. The temperature effect manifests itself in the
following descriptive forms: a latitude effect, a continental effect, an altitude effect,
and a seasonal effect. The other isotope effect emerging in many tropical islands and
monsoon climate regions is the so-called amount effect, which describes the negative
correlation between the amount of precipitation at the surface and the heavy isotope
content in precipitation (Dansgaard, 1964; Lee and Fung, 2008; Rozanski et al., 1993).
These established relationships between isotope variations in precipitation and chang-
ing climate conditions (in particular the temperature) have since been used as the basis
for interpreting paleoclimate proxies such as ice cores (e.g. Johnsen et al., 1989).
While it is important to understand the long-term isotopic variation and its impli-
cation for the past climate conditions, it is also highly relevant to study the short-term
isotopic variation in order to understand present-day, short-lived weather systems.
On the synoptic time scale, studies reveal that the precipitation isotopes can de-
pict strong variations among events (Crawford et al., 2013; Guan et al., 2013; Risi
et al., 2008) as well as within a single event (Coplen et al., 2008, 2015; Miyake et al.,
1968). For example, analyses of single rainfall events have revealed variations in δD
of 58 h in California at sub-hourly time resolution (Coplen et al., 2008). A higher-
resolution study in Australia measured variations of up to 95 h within a single 4-h
period (Munksgaard et al., 2012). Several typical intra-event trends, such as "L", "V",
and "W" shapes, have been identified by Muller et al. (2015). By testing how well
these substantial and fast isotopic variations are reproduced in the numerical weather
simulations, it may be possible to constrain the model’s parametrisations of sub-grid
scale physics (Bony et al., 2008; Risi et al., 2008), which are hard to achieve using con-
ventional meteorological observations such as temperature and humidity (Field et al.,
2014; Yoshimura et al., 2014).
In the last decade, owing to the availability of new spectroscopic technologies
(Crosson, 2008; Kerstel, 2004; Kerstel and Gianfrani, 2008), have the investigations of
stable isotopes of water vapour dramatically increased (Galewsky et al., 2016; Steen-
Larsen et al., 2015, 2014a). Comparing with the precipitation, the observation of water
vapour isotopes yields several benefits. (1) While precipitation is an integrated prod-
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uct collected mainly on the ground, the water vapour is present throughout all stages of
the water cycle. (2) The vapour observation can be conducted continuously and not re-
stricted to precipitation periods. (3) The vapour measurements can be directly carried
out in the field (e.g. on mobile platforms such as ship and aircraft), or even in a remote
location under unmanned conditions. (4) The vapour measurement is in real-time and
at a high time resolution (in the order of seconds). With all the above advantages, the
observation of water vapour isotopes has been conducted at various locations of inter-
est such as at ocean surface (e.g. Benetti et al., 2017; Bonne et al., 2019) and in the
lower troposphere (e.g. Sodemann et al., 2017), hence adding information on how wa-
ter is evaporated, transported, mixed, and eventually condensed in clouds.
Research gaps
Although fundamental understanding has been achieved, disputes remain in the sci-
entific community on what sets the isotope compositions. For example, Coplen et al.
(2008) have sampled the precipitation during a land-falling "atmospheric river" event
in southern California at a time resolution of 30 min. They interpreted the isotopic
variation during the rainfall event in relation to cloud height, using a Rayleigh distilla-
tion model. Investigating the same event, with an isotope-enabled weather prediction
model, Yoshimura et al. (2010) instead emphasised the roles of horizontal advection and
post-condensation processes. This scientific controversy and other studies (e.g. Pfahl
et al., 2012) have also demonstrated the value of high temporal-resolution isotope ob-
servations for evaluating isotope-enabled circulation models. However, such dedicated
isotope observations have been limited. We hereby present a simultaneous observation
of surface vapour and precipitation isotopes obtained at a time resolution of 10∼30 min
during an "atmospheric river" event in southern Norway, aiming to shed new light on
the so-far unresolved controversy and at the same time to provide a valuable dataset for
future model evaluation (Paper II).
In addition to understand the mechanisms within a specific precipitation event, it
is also important to examine the local isotopic variability and to understand its driving
forces in a long term. To this end, I present 3 years near-continuous measurements of
the stable isotope composition of surface vapour and precipitation at our study site in
Bergen and investigate the isotopic variability at different time scales (Paper III).
To facilitate the isotope observations, we have established a stable water isotope
laboratory and deployed three laser spectrometers. To ensure data quality, we have
thoroughly assessed the instrument performance and established high-quality labora-
tory routines. This is particularly important for in situ water vapour measurement at
our study site, where the water mixing ratio varies from 1500 ppmv in cold and dry
days to nearly 20 000 ppmv in warm and humid days. With this wide range, the iso-
tope measurement suffers from a mixing-ratio-dependent deviation, which needs to be
carefully characterised and corrected for (Paper I).
Being located in the midlatitude, our study site at Bergen is influenced by various
weather systems, from the dominating North Atlantic cyclones to the marine cold air
outbreaks from polar regions. A rather direct oceanic moisture origin and distinct cir-
culation patterns make our site a natural laboratory to study the driving mechanisms of
the isotopic variations. Also, Bergen is located in between several existing monitoring
sites (i.e. Bermuda, south Greenland, Iceland, Svalbard, and Siberia) with long-term
vapour isotope time series, enabling potential future comparison with different models.
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Objectives and outline
The overall aim of the work is to gain insights into the atmospheric hydrologi-
cal cycle through the stable isotope observations in surface vapour and precipitation.
The general questions are: (i) What do we learn from paired measurements of surface
vapour and precipitation? (ii) How does the vapour help to learn about what the precip-
itation means? (iii) Knowing that many factors have been involved between moisture
source and the final precipitation collected on the ground, how can we interpret the
measured isotope signal? With these questions in mind, I carried out this study, from
characterising the instruments, establishing and maintaining the observation platform,
to routine sampling and measuring, and finally analysing and interpreting the observa-
tions. Specifically, the following research questions have been addressed:
1. How to do paired isotope measurements?
The laser spectrometers are systematically characterised before being deployed.
One important aspect, the impact of the isotope composition on the mixing ratio
dependency, is closely investigated and corrected for using a proposed scheme
(Paper I). Using an established calibration routine, isotope compositions of in
situ surface vapour are continuously monitored. On the same site, precipitation is
collected at a high time resolution (10∼30 min; Paper II) for targeted events and
on a quasi-daily basis in a long term (Paper III).
2. What processes influence the paired isotope signals of a weather event?
This is mainly addressed with a detailed case study on a land-falling "atmospheric
river" event (Paper II). Besides, several additional weather events have been ob-
served and analysed (Appendix C; Pellaud, 2018).
3. What is the long-term isotopic variability at the southwest coast of Norway?
A 3-year time series of isotope observation of surface vapour and precipitation is
presented and its variability on different (diurnal/multi-day/seasonal) time scales
is investigated (Paper III).
4. What do we learn from the comparison between the observations and the models?
A zero-dimensional Rayleigh model and a one-dimensional below-cloud interac-
tion model are used to interpret the isotopic evolution during a precipitation event
(Paper II). The Craig–Gordon evaporation model with closure assumption and
an empirical linear d-RHSST relationship are used to estimate d-excess at mois-
ture sources (Paper III). The performances of these simple isotope models are
discussed in comparison with the observations.
In the following chapter, the concepts of stable water isotopes are introduced and the
isotope processes in the atmospheric water cycle are reviewed. Then, the study region
and the regional atmospheric circulations are described (Chapter 3). In Chapter 4, the
instrumentation for meteorological and isotopic observations is presented, along with
a Lagrangian tool for moisture source diagnostic. The main results of this work are
summarised in Chapter 5, followed by discussions and further remarks (Chapter 6). In
the end, the three papers produced from this work are provided (Chapter 7).
Chapter 2
Stable water isotopes
This chapter briefly reviews the stable water isotopes. First, the basic concepts and
notations are introduced (Sect. 2.1). Then, the principles of isotope fractionation are
explained (Sect. 2.2). Next, the isotope processes occurring in the atmospheric wa-
ter cycle are described (Sect. 2.3). Finally, an overview of simple isotope models is
provided (Sect. 2.4).
2.1 Basic concepts
Isotopes are atoms whose nuclei contain the same number of protons but a different
number of neutrons. Isotopes occupy the same position in the periodic table of the
elements and can be simply denoted in the form of mE, where m denotes the mass
number (sum of protons and neutrons). Naturally occurring oxygen has three stable
isotopes: 16O, 17O, and 18O. Naturally occurring hydrogen has also three isotopes: 1H
(abbreviated to H), 2H (deuterium, abbreviated to D), and 3H (tritium, abbreviated to
T). The natural abundances of the isotopes in water are shown in Table 2.1.
Table 2.1: Natural abundances of the oxygen and hydrogen isotopes in water (Gat et al., 2001).
Oxygen isotope Abundance [%] Hydrogen isotope Abundance [%]
16O 99.759 1H 99.985
17O 0.037 2H (D) 0.015
18O 0.204 3H (T)* <10−15
* Radioactive isotope (unstable).








The vast majority of water molecules in nature is H162 O, followed by H
18
2 O and HD
16O. These
three most common species are the focus of most studies on the hydrological cycle.
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The isotope ratio (R)
Heavy isotopes (17O, 18O, D) have very small absolute abundances (Table 2.1) and are also
called rare isotopes. Light isotopes (16O, H) have dominating absolute abundances, and are
also called abundant isotopes. To intuitively quantify the abundance of isotopes in a reservoir,
it is favourable to introduce the isotope ratio R, which is defined as:
R =
abundance of rare isotope
abundance of abundant isotope
To be more specific, there are two definitions of the isotope ratio. One is molecular iso-
tope ratio, where the isotope ratio is determined using the abundances of the isotopic wa-
ter molecules (i.e. [H162 O], [H
18
2 O], [HD
16O]). The value of molecular isotope ratio refers,
for instance, to the measurement of isotope ratios by recently developed laser spectrometry.
The other definition is atomic isotope ratio, where the abundances of the isotopic atoms (i.e.
[16O], [18O], [1H], [2H]) are used. The value of atomic isotope ratio refers to the conventional
measurement involving mass spectrometry. Nonetheless, in all practical cases, the difference
between the molecular isotope ratio and the atomic isotope ratio is much smaller than the mea-
surement precision, principally owing to the very low abundances of the rare isotopes (Kerstel,
2004). It can be shown that the isotope ratios by the two definitions are equal to a first-order
approximation, and the approximation is even better when using δ values (Mook and De Vries,
2001). Unless mentioned otherwise, the definition of molecular isotope ratio is used here as
almost all of the measurements in this work are based on laser spectrometry.
The δ notation
The absolute value of R is very small due to the small abundance of rare isotopes. It is
much easier to express the relative or absolute difference between two samples. Fortunately,
the biggest interest is also given to the isotopic variations among different waters. Therefore,
the isotopic enrichment or depletion in a water sample is often converted to its deviation from











where Rsample and Rstandard refer to the isotope ratios of the sample and the standard, respec-
tively.
The δ values are usually expressed in per mil (h) to obtain convenient numerical values.
For atmospheric waters, the internationally-accepted standard is the Vienna Standard Mean
Ocean Water (VSMOW) defined and distributed regularly by the International Atomic Energy
Agency (IAEA) in Vienna (IAEA, 2009). Typical δ values of water in the hydrological cycle
are shown in Table 2.2.
2.2 Stable isotope fractionation
In this section, I provide a brief introduction to the principles of isotope fractionation. More
comprehensive explanations can be found in e.g. Mook and De Vries (2001), Gat et al. (2001)
and White (2015).
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Table 2.2: Typical δ values of water in the hydrological cycle (Mook and De Vries, 2001).
δ 18O [h] δD [h]
VSMOW 0 0
Ocean water -6 ∼ 3 -28 ∼ 10
Actic sea ice -3 ∼ 3 0 ∼ 25
Marine moisture -15 ∼ -11 -100 ∼ -75
Lake Chad 8 ∼ 16 15 ∼ 50
Alpine glaciers -19 ∼ -3 -130 ∼ -90
Greenland -39 ∼ -25 <-200 ∼ -150
Antarctica -60 ∼ -25 <-200 ∼ -150
(Sub)Tropical precipitation -8 ∼ -2 -50 ∼ -20
Mid-latitude rain* -10 ∼ -3 -80 ∼ -20
Mid-latitude snow* -20 ∼ -10 -160 ∼ -80
* Summer/winter precipitation at IAEA, Vienna.
2.2.1 Theoretical background
Different isotopic water molecules do not behave identically. According to the quantum the-
ory, the mass of an atom affects its vibrational (as well as rotational and translational) motions
therefore the strength of chemical bonds and the physiochemical properties (e.g. saturation
vapour pressure) of the molecule (Criss, 1999). The molecule containing heavy isotopes has
a lower vibrational frequency than the molecule containing light isotopes, and will thus have
a lower zero-point energy (the energy of the molecule at absolute zero temperature in the
ground state). This means that the bonds formed by the heavy isotopes are stronger than bonds
involving light isotopes. Therefore, during a phase change or a chemical reaction, molecules
bearing the heavy isotopes will, in general, react less readily than those bearing the light iso-
topes (Hoefs, 2004). This redistribution of isotopes between two substances or two phases of
the same substance with different isotope ratios is called isotope fractionation.
The isotope fractionation factor (α , ε)
The fractionation effect can be quantified by the isotope fractionation factor α , which
is defined as the ratio between the isotope ratio in the new compound/phase and that in the
original compound/phase in a chemical reaction or a physical phase transition. For the study
of atmospheric waters, α is considered for the phase changes between vapour (v), liquid (l),









The isotope fractionation effect is normally small, i.e. α ≈ 1. Thus the deviation of α from
1, ε , is also often used (similar to the δ value, ε is also expressed in [h]):
ε = (α−1) ·1000 h, (2.3)
where ε > 0 (α > 1) indicates the enrichment and ε < 0 (α < 1) the depletion of the rare
isotopes in the new phase.
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The actual value of the fractionation factor depends on the isotopic species, the temperature
and the rate of reaction. (1) Due to the bigger mass difference, the fractionation factor (ε) is
roughly 8 times stronger for D than for 18O. (2) The value of fractionation factor decreases as
the temperature increases (Majoube, 1971a; Merlivat and Nief , 1963). For instance, Majoube
(1971a) determined an equilibrium fractionation factor α = 1.0117 at 0 °C and α = 1.0098
at 20 °C for the transition from liquid to vapour. This can be explained by the decreasing
difference of the vibrational frequency between light and heavy isotopes due to the increasing
vibration as temperature rises. At sufficiently high temperatures, isotope fractionation can
disappear. (3) An extra fractionation effect can be introduced by the kinetic fractionation
where the molecules containing light isotopes react faster.
2.2.2 Equilibrium fractionation
It is important to distinguish between two kinds of isotope fractionation: equilibrium frac-
tionation and kinetic fractionation. Equilibrium (also called thermodynamic) fractionation,
is the isotope redistribution involved in a thermodynamic equilibrium reaction. It is a fully
reversible process and is temperature dependent. For the phase changes of water, given suf-
ficient long reaction time, an isotopic equilibrium between the two phases will be reached.
In nature, equilibrium fractionation is considered to occur during the evaporation or conden-
sation under saturated conditions (e.g. during formation of liquid cloud). The equilibrium
fractionation factor can be determined by laboratory experiments and reasonable agreement
has been shown between experiment data and thermodynamic calculations (e.g. Richet et al.,
1977). The isotopic evolution during equilibrium fractionation process can be simulated with
a classical Rayleigh distillation model (see Appendix B.1).
2.2.3 Kinetic or non-equilibrium fractionation
Kinetic fractionation are normally associated with fast, incomplete, or one-direction (i.e. irre-
versible) physical/chemical processes like pure evaporation, diffusion, dissociation reactions,
and biologically mediated reactions (White, 2015). Normally, molecules containing light iso-
topes have lower dissociation energies and will react faster. The reaction rates (or diffusion
velocities) of water molecules are: DH162 O > DHD16O > DH182 O. Isotope fractionation process in
nature, e.g. evaporation of ocean or other water bodies, is usually neither purely kinetic nor
purely equilibrium; it is also referred to as non-equilibrium fractionation.
Non-equilibrium fractionation has important consequences for evaporation processes in
nature. The extent of non-equilibrium fractionation depends mainly on the humidity gradi-
ent over the water surface and sea surface temperature (Merlivat and Jouzel, 1979; Pfahl and
Sodemann, 2014). It induces a change in a second-order parameter, deuterium excess (the
other analogous second-order parameter is 17O-excess, which is briefly reviewed in Appendix
A).
The deuterium excess (d-excess)
The deuterium excess is defined as the surplus of deuterium caused by the deviation from
the equilibrium fractionation (Dansgaard, 1964):
d = δD−8δ 18O. (2.4)
On a global scale, the ratio of the two equilibrium fractionation factors, εD/ε18O, is approxi-
mately 8 (Craig, 1961). The d-excess quantifies the deviation from the ratio expected during
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global equilibrium conditions.
Equilibrium fractionation is usually regarded to not change the d-excess. Strictly said, this
is not correct. The ratio εD/ε18O is temperature dependent and varies between 8.6 at 0 °C and
7.7 at 30 °C (Majoube, 1971a). Due to the definition of d-excess, this can cause slight change
of d-excess even during equilibrium fractionation. This artefact can be eliminated by using an






Nevertheless, assuming a steady source origin and insignificant variations of the water sur-
face temperature, the artefact is insignificant and the values of d-excess are dominant by the
non-equilibrium fractionation. Under this approximation and the consideration that equilib-
rium fractionation occurs during formation of liquid cloud, the initial d-excess signal reflecting
the evaporation conditions at moisture origin should be preserved during atmospheric transport
and rainout processes. Thereby, d-excess signal observed locally is often used as an indicator
of the evaporation conditions at moisture origin.
The further interpretation of the d-excess signal has been controversial. The theoretical
study by Merlivat and Jouzel (1979) demonstrates a dependence of d-excess in the evaporated
vapour over the ocean surface on the relative humidity of the near-surface air with respect to
the saturation vapour pressure at the ocean surface (RHSST), the sea surface temperature (SST),
and surface wind speed. These theoretical considerations led to interpretations of variations of
ice core d-excess as proxies of changes of the moisture source RHSST (Jouzel et al., 1982) or
SST (Johnsen et al., 1989; Uemura et al., 2012). The latter interpretation has been challenged
by Pfahl and Sodemann (2014) who argued that, at synoptic timescales (from hours to days),
the observed d-excess in oceanic boundary layer water vapour shows primary and robust de-
pendence on RHSST (Angert et al., 2008; Gat et al., 2003; Pfahl and Wernli, 2008; Uemura
et al., 2008). This disputation draws attention to the impact of time scales when interpreting
isotope signals. Besides, the importance of surface wind speed could not be validated so far in
the existing observations (Bonne et al., 2019; Steen-Larsen et al., 2015, 2014a).
2.3 Stable isotope processes in atmospheric water cycle
Following the steps involved in moisture transport, the stable water isotope processes occurring
in the atmospheric water cycle can be briefly described as (Fig. 2.1):
1© Evaporation at sea surface. Combination of an equilibrium (air saturated) interface and
a molecular diffusion layer above (where non-equilibrium fractionation takes place and
diffusion speed depends on humidity gradient) (Craig and Gordon, 1965).
2© Turbulent surface layer. No isotope fractionation.
3© Formation of cloud. Equilibrium process that can be described by Rayleigh distillation
models (Dansgaard, 1964).
4© Cloud microphysics under warm conditions. Formation of liquid precipitation.
5© Precipitation. Preferable removal of heavy isotopes.
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Figure 2.1: Schematic of isotope fractionation processes in the atmospheric hydrological cycle (from
Sodemann, 2006). See text for details.
6© Cloud microphysics under cold conditions. Formation of solid (snow/graupel/hail) pre-
cipitation, involving kinetic fractionation in supersaturation conditions (Jouzel and Mer-
livat, 1984).
7© Water vapour recycling. Already depleted water vapour can be fed back to the conden-
sation process.
8© Below-cloud processes. Evaporation of falling raindrops, and isotopic exchange be-
tween raindrops and ambient water vapour.
Each time when the phase change occurs, the environment conditions leave an imprint on
the generated phase and the remaining phase. And it is clear that the vapour/precipitation iso-
topes collected on the observation site is an integrated signal resulting from source evaporation
conditions, transport history, and other small scale processes.
(1) Evaporation conditions at the moisture source. As mentioned in the previous section, d-
excess in local precipitation or vapour can be used as an indicator of the evaporation conditions
in the source area. For example, high d-excess observed in Bergen can be associated with the
so-called marine cold air outbreak events (Aemisegger, 2018; Aemisegger and Sjolte, 2018),
where the cold dry air from polar land areas moves over the relatively warm ocean and triggers
strong evaporation (see Sect. 3.2.2).
(2) Depletion of heavy isotopes due to rainout process during transport. When being
transported to a colder environment, an air mass gradually cools down, reaches saturation,
and progressively loses its water content. During the rainout, heavy isotopes preferably go
to the condensation phase. This gradual rainout of heavy isotopes can be described by a
Rayleigh distillation model (Dansgaard, 1964). The extent of rainout essentially depends
on the temperature difference between the moisture source and the condensation height on the
precipitation site. A larger temperature difference leads to a greater degree of rainout and thus
a more depleted isotope composition in the arrival vapour/precipitation.
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(3) In addition to the first-order processes described above, small scale processes such as
cloud microphysics and evaporation/equilibration of falling precipitation, are complicating the
interpretation of the isotope signals observed on the ground. For example, a kinetic effect exists
at snow formation and the effect is sensitive to the supersaturation conditions with respect to
ice (Jouzel and Merlivat, 1984). This makes it difficult to predict the isotope composition (es-
pecially d-excess) of the condensation products. For deep convective systems, factors such as
condensate lifting, convective detrainment and unsaturated downdrafts can play critical roles in
the control of the isotope composition of precipitation (Bony et al., 2008). Below-cloud evap-
oration and equilibration are also observed to have modified the precipitation isotope signals
in many precipitation events (e.g. Barras and Simmonds, 2009; Miyake et al., 1968).
On climate time scales, the isotope compositions observed from global meteoric waters
can be explained by the first-order factors such as the source conditions (e.g. RHSST, SST)
and the temperature difference between moisture source and measuring site ( 1©→ 6©; Dans-
gaard (1964)). On a shorter time scale, however, the isotope composition of water vapour
and precipitation can be largely influenced by, for example, the below-cloud processes ( 7© 8©;
Lawrence and Gedzelman (1996); Muller et al. (2015)). How the different processes, from the
below-cloud processes to moisture source conditions, contribute throughout a weather event,
is investigated in a detailed case study in Paper II.
2.4 Simple isotope models
In this section, I briefly present the classical Rayleigh distillation model, the C–G evaporation
model, and the model describing below-cloud evaporation and equilibration. All these models
are referred to as simple isotope models and describe the isotope fractionation at each phase
change within an isolated air mass or a simple box-budget system. Despite being simple, they
have been remarkably successful in describing the primary stable isotope processes.
Phase change and Rayleigh distillation model
The Rayleigh distillation model describes the evolution of a multiple-phase system in
which one phase is continuously removed to the other phase through fractional distillation.
Despite its simplicity, it is a powerful framework to describe the isotopic enrichment or deple-
tion as material moves between reservoirs in an equilibrium process. The Rayleigh equation
can be applied to open and closed systems. In an open system, the formed material is imme-
diately removed. In a closed system, the material removed from one reservoir accumulates in
a second reservoir in such a manner that isotopic equilibrium is maintained between the two
reservoirs (e.g. condensation of vapour to cloud droplets with no precipitation).
The isotopic enrichment or depletion by the Rayleigh process is formulated as:
R = R0 f α−1, (2.6)
where R0 is the initial isotope ratio, f the fraction of the remaining material, and α the equilib-
rium fractionation factor. Similar formulas can be derived for cases including non-equilibrium
processes (e.g. in supersaturated or undersaturated conditions). In these cases, an appropriate
fractionation factor instead of the equilibrium fractionation factor needs to be introduced (e.g.
Jouzel and Merlivat, 1984, see also Appendix B.1.2).
Evaporation in a fixed atmosphere and Craig–Gordon model
The classical Rayleigh model describes the evaporation process in an ideal situation with
no interactions between the evaporating water and the ambient atmosphere. Such situations
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can occur in laboratories with carrier gases such as dry air or nitrogen. In nature, however,
evaporation occurs in an ambient atmosphere of certain humidity and isotope composition.
Thereby, the influence of the ambient atmosphere on the evaporating process must be consid-
ered.
Based on observations and experiments (Craig et al., 1963), Craig and Gordon (1965)
suggested a laminar layer model (henceforth the C–G model) as a frame to describe the isotope
fractionation during evaporation of an isolated water body in an atmosphere of fixed humidity
and isotope composition. According to the C–G model, the isotope ratio of the evaporation





where α∗ = RV/RL is the equilibrium fractionation factor relating the isotope ratio of the
evaporating water (RL) to the isotope ratio of the generated vapour (RV ), RA the isotope ratio
of the fixed atmosphere, h the relative humidity with respect to liquid surface temperature, and
αk = ρ
′/ρ the non-equilibrium fractionation factor resulting from differences in the diffusiv-
ity of the isotopic water molecules (ρ ′) and the diffusivity of abundant water molecules (ρ;
Merlivat, 1978).
The closure assumption
One tricky variable in Eq. (2.7) is the isotope ratio of the fixed atmosphere (RA). Since the
atmosphere is not independent in an ocean-atmosphere system, the information of RA must be
provided in detail. However, this is generally impractical due to inadequate observations on the
ocean surface and the difficulty of separating the advective contribution from the evaporative
contribution to RA (Jouzel and Koster, 1996). To simplify the problem, Merlivat and Jouzel
(1979) introduced the so-called closure assumption considering a steady-state global-scale
hydrological cycle. In this case, the evaporation is balanced with precipitation and all the
water in the atmosphere is in the end precipitated, therefore, RE = RA = RP. In other words,
evaporation is the only source of the moisture in the fixed atmosphere. Applying this closure







Now RE can be obtained from h, SST, and αk, without including the feedback from RA.
Although the closure assumption is initially formulated for the closed global-scale cycle,
Aemisegger and Sjolte (2018) suggest that it can also be justified on a regional scale where the
evaporation flux contributes substantially to the local humidity. Otherwise, despite its useful-
ness, the closure assumption is shown to be generally insufficient on the local scale, leading to
a systematic bias in the modelled isotope compositions (Jouzel and Koster, 1996).
Below-cloud evaporation and equilibration
A raindrop falling below the cloud base undergoes evaporation (when the ambient air is
undersaturated) and equilibration (when the ambient air is near to saturation) processes. The
evaporation process of a single raindrop can be essentially described by the C–G model for an
isolated water body (Stewart, 1975), since a raindrop can be considered simply as an isolated
water body that has a spherical shape and moves in a fixed atmosphere. When falling in a
(near-)saturated atmosphere, a single raindrop gradually attains isotopic equilibrium with the
atmospheric vapour.
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Setting water drops to suspend in vertical streams of N2, Ar, or He gas with relative hu-
midities of around 0, 50, and 100 %, Stewart (1975) performed experiments to determine the
effects of evaporation and isotopic exchange of the drops. They found that the observed iso-
topic enrichments in a dry or unsaturated atmosphere agrees with the C–G model predictions
and the equilibration in a saturated atmosphere can be reproduced with a relaxation model.
The ∆δ∆d-diagram
Graf et al. (2019) demonstrated a useful interpretative framework, the so-called ∆δ∆d-
diagram, to quantify the below-cloud processes and their effects on the isotope composition of
ambient vapour and rain.
The ∆δ∆d-diagram shows the difference between the isotope composition (δD and d-
excess) of equilibrium vapour from precipitation samples (denoted as δp,eq and dp,eq) and
those of ambient vapour (δv and dv):
∆δ = δDp,eq−δDv, (2.9)
∆d = dp,eq−dv, (2.10)
where the notation ∆δ refers to ∆δD (a similar notation can be defined for ∆δ 18O, which pro-
duces a very similar ∆δ∆d-diagram as that for ∆δD). The equilibrium vapour from precipita-
tion is calculated as the isotope composition of vapour that is in equilibrium with rain at ambi-
ent air temperature (Aemisegger et al., 2015; Craig and Gordon, 1965): δp,eq1000 +1=αvl
δp
1000 +1,
where αvl is the fractionation factor during liquid to vapour phase transition following Majoube
(1971a).
Essentially, the C–G model and the below-cloud evaporation model are also Rayleigh-type
models, and can be formulated into Rayleigh-type forms (Table 2.3). Examples of modelled
isotopic evolutions under different conditions are shown in Fig. 2.2. Detailed descriptions
including mathematical derivations of the simple isotope models can be found in Appendix B.
Table 2.3: Rayleigh-type equations to describe the isotopic evolution of the remaining reservoir under
different conditions. The transport resistance is here assumed to be purely due to diffusion (i.e. ρ ∝
D−1).




R = R0 f α−1 δ = (1+δ0) f α−1−1 α = αvl < 1
open system
(undersaturated)
R = R0 f α−1 δ = (1+δ0) f α−1−1 α = 1αkαlv , where αlv > 1,
αk =
D
D′ (1−h)+h> 1, h= evel
closed system R = R0f+α(1− f ) δ =
1+δ0
f+α(1− f ) −1 α = αvl < 1
C–G model R = R0 f α−1 δ = (1+δ0) f α−1−1 α =
αvl−h RaRl
(1−h) DD′
, where αvl < 1
Condensation
saturation over ice R = R0 f α−1 δ = (1+δ0) f α−1−1 α = αsv > 1
supersaturation
over ice






< 1, Si = evei
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Figure 2.2: Isotopic evolution during (a), (c) Rayleigh evaporation, and (b), (d) Rayleigh condensation.
Rayleigh evaporation occurs at 20 °C (thus a constant fractionation factor) for initial liquid isotope
compositions of δ 18O = -10 h and δD = -70 h (d = 10 h), in open system with unsaturated (RH
= 75 %; black) or saturated (grey) environment, and in closed system (blue). In addition, the result of
C–G evaporation model (i.e. open system including feedback from a "free atmosphere" which has fixed
isotope compositions of δ 18O = -13 h and δD = -94 h (d = 10 h) and a fixed relative humidity (RH
= 75 %)) is presented (red).
Rayleigh condensation occurs under continuous cooling (thus the temperature-dependent fractionation
factor is also continuously changing) starting from T = 20 °C and RH = 75 %. The initial vapour
isotope compositions are δ 18O = -13 h and δD = -94 h (d = 10 h). For the deposition of ice
below 0 °C, two cases are presented. The saturation case (grey) is a classical Rayleigh process where
vapour forms ice crystals under equilibrium conditions, using the saturation pressure over ice (ei). The
supersaturation case (black) takes into account the supersaturation over ice where the ambient vapour
pressure is ev = Siei. Si is the defined saturation ratio, as ev/ei, and here takes the form Si = 1−0.004T
after Risi et al. (2010). In this case, the fractionation factor combining equilibrium and kinetic effects
given by Jouzel and Merlivat (1984) is used.
The Rayleigh equations used in (a-d) can be found in Table 2.3.
Chapter 3
Regional atmospheric circulation
This chapter presents the atmospheric circulation patterns that influence our study site. First,
the study site and the local climatology is introduced (Sect. 3.1). Then, three specific weather
systems (i.e. atmospheric river, cold air outbreak, and blocking) are presented (Sect. 3.2).
Finally, the weather regimes classified by Grams et al. (2017) are introduced (Sect. 3.3).
3.1 Study site
Our study site is located in the city of Bergen (60.38 °N, 5.33 °E; Fig. 3.1, red cross) at the
southwest coast of Norway. Due to the heat absorption in summer and release in winter by the
ocean, the dominating westerly wind, and the Gulf Stream, the local climate is generally mild
and temperate (Seager, 2006; Seager et al., 2002). The average annual temperature of Bergen
during 1961-1990 was 7.6 °C, with the highest and lowest monthly average being 14.3 °C in
July and 1.3 °C in January, respectively (http://sharki.oslo.dnmi.no).
The other climate feature is the abundant and frequent precipitation throughout the year.
The average annual precipitation in Bergen during 1961-1990 was 2250 mm, with the highest
and lowest monthly average being 283 mm in September and 106 mm in May, respectively
(http://sharki.oslo.dnmi.no). The large precipitation amount results from the fact that: (1)
Bergen is located at the end of the climatological North Atlantic storm track (Fig. 3.1a; Wernli
and Schwierz, 2006), and (2) the moisture flux confronts the Scandinavian Mountains and thus
undergoes strong orographic lifting along the coast (Fig. 3.1b).
3.2 Specific weather system
3.2.1 Atmospheric river
Moisture transport to Bergen is often connected to elongated meridional structures of high in-
tegrated water vapour (IWV) flux known as atmospheric rivers (Pasquier et al., 2019; Ralph
et al., 2004; Zhu and Newell, 1998). An impressive visual characteristic of the atmospheric
rivers is that they can be identified as long, narrow bands of high IWV extending from the
(sub)tropics to the midlatitudes on the passive microwave satellite imagery (Fig. 3.2). Quanti-
tatively, an atmospheric river can be defined as a moisture plume whose IWV value exceeds 2
cm and persists for >2000 km in the along-plume direction and <1000 km in the cross-plume
direction (Ralph et al., 2004). While the IWV has commonly been used to define the atmo-
spheric rivers, more relevant for the ensuing orographic precipitation is the associated water
16 Regional atmospheric circulation
Figure 3.1: (a) North Atlantic and Arctic region and the climatological cyclone frequency during 1979-
2014 based on ERA-Interim reanalysis data. Black rectangle indicates approximately southern Norway.
Black dots indicate isotope monitoring sites. (b) Topography of Southern Norway. Inset shows the cross
section from west to east along the thick black line as an example of the orographic steepness (source:
norgeskart.no). Black rectangle indicates the target region for the WaterSip moisture diagnostic tool.
The location of Bergen is indicated with red crosses in (a-b).
vapour flux, also called integrated vapour transport (IVT; Lavers et al., 2014, 2016). The IVT
in a typical atmospheric river is about 1.6×108 kg s−1, which is similar to the flux in the Ama-
zon River (Newell et al., 1992). Zhu and Newell (1998) showed that the atmospheric rivers
may carry essentially the total meridional transport observed in the extratropical atmosphere
although they occupy only about 10 % of the total area.
Figure 3.2: Vertically integrated water vapour (or total precipitable water) of North Atlantic region for
(a) 03 UTC 07 Dec 2016 and (b) 03 UTC 26 Sep 2018. Cross indicates the location of Bergen. L and
H labels indicate centres of low-pressure and high-pressure systems, respectively. Imagery courtesy of
Morphed Integrated Microwave Imagery at CIMSS (MIMIC-TPW) from the Cooperative Institute for
Meteorological Satellite Studies (CIMSS) (http://tropic.ssec.wisc.edu/real-time/mtpw2).
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Atmospheric rivers are normally connected to extratropical cyclones (Bao et al., 2006).
The water vapour originates in the warm sector south of the cyclone centre, converges along
the trailing cold front, and finally feeds the so-called warm conveyor belt (WCB) – a strongly
ascending moist airstream that rises above the warm front (on the time scale of 2 days), and
produces intense precipitation (Eckhardt et al., 2004). Using a mesoscale model and water
vapour tracer tagging method, Sodemann and Stohl (2013) found that cyclones were reinforc-
ing the atmospheric rivers by advecting water vapour along the trailing cold fronts. At the
same time, the WCB was feeding off the atmospheric rivers by large-scale ascent and pre-
cipitation. They also noted that pronounced atmospheric rivers could persist in the domain
throughout more than one cyclone’s life cycle.
Although tropical moisture appears to dominate at the early stage of atmospheric rivers,
local moisture convergence in the extratropical cyclones plays an important or even dominating
role for the subsequent maintenance of atmospheric rivers (Bao et al., 2006). Sodemann and
Stohl (2013) revealed that, in cyclone cores, fast turnover of water vapour by evaporation and
condensation was leading to rapid assimilation of water from the underlying ocean surface.
This indicates that the long-range atmospheric rivers are more likely associated with multiple
cyclones rather than a direct advection of moist air from the tropics to midlatitudes.
The atmospheric rivers confronting orographic lifting can form heavy precipitation and
potential floods. Examples of such situations can be found at the west coast of U.S. with the
North Pacific storm track confronting the Rocky Mountains (Ralph et al., 2004, 2006; Zhu and
Newell, 1998), and, in this study, at the west coast of Norway with the North Atlantic storm
track confronting the Scandinavian Mountains (Azad and Sorteberg, 2017; Stohl et al., 2008).
3.2.2 Cold air outbreak
Located at 60 °N, our study site is also strongly influenced by polar air masses, especially in the
winter season. One such example is the marine cold air outbreak (CAO), which is formed when
cold and dry polar air masses flow equatorward from an ice shelf or across the sea ice boundary
over the relatively warm open ocean. CAOs are characterised by a large air-sea temperature
difference, thus strong heat and moisture fluxes from the ocean into the atmosphere and intense
convective mixing (Papritz and Sodemann, 2018; Papritz and Spengler, 2017). On a satellite
image, marine CAOs are recognisable with cloud streets that develop off the sea ice edge, as
well as a transition toward cellular convection (Fig. 3.3).
From a weather system perspective, CAOs can in principle be induced by both anticyclones
and cyclones. Using the terminology of weather regimes, Papritz and Grams (2018) found
that the cyclonic regimes, the Greenland blocking regime and the Atlantic ridge regime would
provide favourable conditions for CAO formation in the northeastern North Atlantic region
(see Sect. 3.3).
CAOs provide a distinct mark in the generated atmospheric vapour with an intense-
evaporation signal embedded in the water isotopes. To this end, the isotope measurements
close to the source and at locations downstream can provide insight into the moisture origin.
3.2.3 Atmospheric blocking
The term atmospheric blocking refers to a class of weather systems in the middle to high
latitudes. Common characteristics of blocks are persistence, quasi-stationarity and obstruction
of the usual westerly flow and/or storm tracks. Blocks often (but not always) exhibit a large
anticyclonic anomaly and reverse the zonal flow such that net easterly winds are seen in some
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Figure 3.3: Satellite imagery of North Atlantic region for (a) 30 March and (b) 31 March
2019. Red cross indicates the location of Bergen. L and H labels indicate the centres
of low-pressure and high-pressure systems. Imagery courtesy of NASA Worldview application
(https://worldview.earthdata.nasa.gov).
part of the blocked region (Woollings et al., 2018). In the anticyclonic regions of the blocks,
cloud cover is largely reduced or eliminated due to the descending of dry air (Fig. 3.4).
Figure 3.4: As in Fig. 3.3, but for (a) 21 November 2018 and (b) 19 April 2019.
By disrupting the usual westerly flow for an extended period such as a week or even longer,
blocks are often associated with regional extreme weather, from heatwave in summer to severe
cold in winter. In regions where blocking typically occurs, the prevailing oceanic westerly
winds moderate the regional weather by providing warmth in winter and chill in summer.
When these winds are obstructed during blocking, the result is, therefore, a seasonal extreme.
The strongest impact of blocking comes from its persistence, which allows temperature and
moisture anomalies to build up. Besides, the reduced cloud cover also amplifies the extremes
with net surface warming in summer and cooling in winter.
Common blockings include European blocking, Scandinavian blocking and Greenland
blocking in the North Atlantic region.
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3.3 Weather regimes
In above I have presented three well-recognised weather systems that have pronounced impacts
on our study region. In a general manner, the variability in weather on a spatial scale of about
1000 km and for periods of more than five days can be categorised in so-called weather regimes
(WRs; Cassou, 2008; Ferranti et al., 2015; Vautard, 1990). A year-round classification of
seven WRs (Fig. 3.5) has been employed by Grams et al. (2017) to characterise the large-scale
flow variability in the Atlantic-European region.
WRs are obtained using empirical orthogonal function (EOF) analysis and k-means clus-
tering. EOF analysis is performed on the 10-day low-pass-filtered and normalised geopotential
height anomaly at 500 hPa (Z500’) in the Euro-Atlantic domain (80 °W – 40 °E, 30 °N – 90
°N). Geopotential height anomalies are defined with respect to the 90-day running mean of
the climatology for the respective date. Global data from ERA-Interim (Dee et al., 2011) at
1 ° horizontal resolution are used 6-hourly from 1 January 1979 to 31 December 2015. The
leading seven EOFs (76.7 % of explained variance) are used for the k-means clustering. The
optimal number of clusters is seven based on the criterion that the anomaly correlation coeffi-
cient between the clusters is below 0.4. The objective 6-hourly WR index Iwr is obtained by
projecting each 6-hourly Z500’ to the cluster mean. Six-hourly time steps of a target period are
attributed to a WR life cycle if Iwr > σ(Iwr) (the standard deviation of Iwr from 1 January 1979
to 31 December 2015), the period of Iwr > σ(Iwr) lasts for at least five days, and it contains a
local maximum with a monotonic increase/decrease of Iwr during the previous/following five
days. More details on WR identification can be found in Grams et al. (2017).
These WRs exhibit clear differences in surface weather on multi-day timescales. Three of
these regimes are dominated by negative 500 hPa geopotential height anomalies and are re-
ferred to as cyclonic regimes (Atlantic trough – AT, Zonal regime – ZO, and Scandinavian
trough – ScTr; Fig. 3.5a-c). The other four regimes are dominated by positive anomalies and
are referred to as blocked regimes (Atlantic ridge – AR, European blocking – EuBL, Scandina-
vian blocking – ScBL, and Greenland blocking – GL; Fig. 3.5d-g). In general, blocked regimes
exhibit high surface pressure, strongly reduced winds, and often fog and cold conditions during
winter. Cyclonic regimes are characterised by strong winds, extratropical cyclones, and mild
conditions. The cyclonic regimes, as well as to a lesser extent the EuBL regime, project posi-
tively on the NAO, while GL regime projects negatively on the NAO. The remaining blocked
regimes, in contrast, show no strong link to the NAO with only weakly negative values of the
NAO index (cf. supplement Table S1 in Grams et al., 2017).
There are several advantages of using this classification of seven WRs. (1) The seven
WRs provide a more detailed description of the large-scale circulation over the North Atlantic
European region than the four weather regimes commonly used in other studies (Cassou, 2008;
Michel and Rivière, 2011; Michelangeli et al., 1995). (2) The WRs are based on the seven
leading EOFs explaining more than 75 % of the variance and thus cover almost the full range
of large-scale flow variability. In contrast, the bimodal NAO or AO are typically derived from
the first EOF explaining about 20-25 % of the variance (Papritz and Grams, 2018). (3) The
seven WRs describe the major part of variability on sub-seasonal (10-60 days) time scales, in
contrast to the NAO or AO, which describe the variability on seasonal and inter-annual time
scales. (4) This approach allows identifying regimes year-round, i.e. each of the seven flow
patterns can occur in all seasons, in contrast to the focus on one specific season in other studies
(e.g. Cassou, 2008; Ferranti et al., 2015).
The classification of seven WRs has already been adopted in studies of marine CAOs
(Papritz and Grams, 2018) and atmospheric rivers (Pasquier et al., 2019).
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Figure 3.5: Atlantic-European weather regimes indicated with mean low-pass filtered (10 days) 500
hPa geopotential height anomalies (Z500’, shading, every 20 geopotential meters). Mean absolute
500 hPa geopotential height (Z500, black contours, every 40 geopotential meters) for all days at-
tributed to one of the seven weather regimes (a-g) and to no regime (h). The regime definition is
based on normalised data for the entire year. Regime name, abbreviation, and annual frequency (in
percent) indicated in the sub-figure caption. Figure after Grams et al. (2017) and can be found at
https://christiangrams.wordpress.com/balancing-europes-wind-power.
Chapter 4
Instrumentation, data and methods
This chapter presents the instrumentation, data and methods used in this study. First, me-
teorological instrumentation at the sampling site is presented (Sect. 4.1). Then, the isotope
measuring procedure (including measuring techniques, calibration of work standards and in-
struments, correction of isotope composition–mixing ratio dependency, and minimisation of
memory effect) are briefly explained (Sect. 4.2). Next, the isotope observations of surface
vapour and precipitation are presented (Sect. 4.3). Finally, the Lagrangian moisture source
diagnostic is introduced (Sect. 4.4).
4.1 Surface meteorological observations
Routine meteorological observations used in this work have been performed on the rooftop
observatory (45 m a.s.l) of the Geophysical Institute (GFI), University of Bergen, and at one
Norwegian met office station (WMO station Bergen-Florida, ID 50540) at ground level (12 m
a.s.l.), located at a distance of 70 m from the rooftop station (Fig 4.1). The rooftop instrumen-
tation consisted of a Micro Rain Radar (MRR-2, METEK GmbH, Elmshorn, Germany), a To-
tal Precipitation Sensor (TPS-3100, Yankee Environmental Systems, Inc., USA), a Parsivel2
disdrometer (OTT Hydromet GmbH, Kempten, Germany) and an automatic weather station
(AWS-2700, Aanderaa Data Instruments AS, Bergen, Norway).
Total precipitation sensor (TPS-3100)
The TPS-3100 (Fig. 4.1a) is an automatic precipitation gauge. It provides 1-min real-time
snow and liquid precipitation rates (Yankee Environmental Systems, Inc., 2011). The sensor
consists of two individually heated plates (5 inches in diameter) that are maintained at the
same elevated temperature by precisely controlled electrical heaters. The top plate is exposed
to precipitation; the lower plate, insulated from the upper plate, is shaded from precipitation.
The power delivered to the lower plate is used to factor out wind cooling (which also yields a
measurement of wind speed). After a correction for both ambient temperature and wind speed,
the difference in the power required to evaporate rain or snow off the top plate yields the in-
stantaneous precipitation rate. The sensor works reliably over a ±50 °C range.
Parsivel2 disdrometer
The OTT Parsivel2 (Fig. 4.1b) is a laser-based optical system. It provides 1-min compre-
hensive measurement of particle size and velocity for all types of precipitation (OTT Hydromet
GmbH, 2015). According to the size and velocity, the Parsivel2 classifies the particles into one
of 32 sizes and 32 velocity classes, respectively. The size classes range from 0.2 to 5 mm;
22 Instrumentation, data and methods
Figure 4.1: Instrumentation on the measuring site. Most instruments (a-g) are set up on the rooftop
of the tower (red rectangle). One total precipitation sensor (a), one laser disdrometer (b) and one
micro rain radar (c) provides high resolution precipitation characteristics such as rain rate, droplet
size and fall velocity. One automatic weather station (d) provides standard meteorological parameters
including temperature, humidity, wind speed and direction. The ambient vapour is sampled through an
inlet ((e); upper one used between 07 December 2016 and 01 June 2017, bottom one used afterwards)
on the rooftop and measured continuously for the isotope composition through a laser spectrometer
(Picarro L2130-i; (f)) sitting in the tower room. A rain sampler ((g); left is a home-made rain collector
used for high-resolution sampling within a targeted precipitation event, and right is a commercially-
available rain sampler used for quasi-daily sampling) samples the precipitation which is later measured
in the laboratory on the other laser spectrometer (Picarro L2140-i; (h)). A weather station from the
Norwegian met office (WMO station Bergen-Florida, ID 50540; (i)) operates in a nearby location; it
monitors the standard weather parameters at 2 m above surface. Photography of the building from
https://www.uib.no/en/gfi/53059/about-gfi.
the velocity classes range from 0.2 to 20 m s−1. These raw data are generated for each mea-
surement period (60 s here). They are then used to calculate the type, intensity and kinetic
energy of the precipitation, the visibility in the precipitation, and the equivalent radar reflectiv-
ity. In addition, the raw number of particles are converted into a per-diameter-class volumetric
drop concentration (Nd, unit [mm−1m−3]) following Raupach and Berne (2015). The mass-
weighted mean diameter (Dm, unit [mm]) is also calculated. The drop size distribution is an
important precipitation characteristic that can be used among others to evaluate the extent of
below-cloud evaporation (e.g. Graf et al., 2019).
Micro rain radar (MRR-2)
The MRR-2 (Fig. 4.1c) is a small vertical pointing Doppler radar profiler. The version
used here operates at 24 GHz and resolves 32 range gates with a height resolution of 100 m
(METEK Meteorologische Messtechnik GmbH, 2012). MRR-2 can be used to estimate the
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drop size distribution at different heights. This feature allows to investigate the formation of
precipitation and to derive the precipitation rate. The other feature is that it can indicate the
melting layer (also known as the bright band). The melting layer is an altitude interval where
snow melts to form rain; it appears as a bright band in the observations of radar reflectivity
(Battan, 1973; White et al., 2002, 2003). The melting layer is a useful feature for characteris-
ing precipitation events (Coplen et al., 2008, 2015; Muller et al., 2015).
Automatic weather station (AWS-2700)
Measurements of standard meteorological parameters (air temperature, pressure, relative
humidity, horizontal wind speed and direction) were provided by an Automatic Weather Sta-
tion (Fig. 4.1d) on the rooftop at GFI. Besides, an official weather station from the Norwegian
met office (WMO station Bergen-Florida, ID 50540) is located on the ground level about 70 m
away (Fig. 4.1i). The WMO station is at 12 m a.s.l., which is about 33 m lower than the rooftop
platform. Apart from the same variables as measured by AWS-2700 on the rooftop, it also pro-
vides the measurement of precipitation rate. A subset of standard meteorological parameters
available from the TPS-3100 and the WMO station was consistent with the AWS-2700 data.
4.2 Stable water isotope measuring procedure
In this section, the principles behind the measuring techniques for stable water isotopes
are briefly introduced (Sect. 4.2.1). Then, the calibration of work standards is presented
(Sect. 4.2.2). Next, a calibration of the instruments for the measurement of ambient pres-
sure and water mixing ratio is demonstrated (Sect. 4.2.3). Finally, two aspects, isotope
composition–mixing ratio dependency (Sect. 4.2.4) and memory effect (Sect. 4.2.5), are ad-
dressed in order to optimise the instrument performance.
4.2.1 Measuring techniques
The water isotope ratios can be measured either by a mass spectrometer according to the atomic
mass differences or by a laser spectrometer based on the spectral absorption properties of the
isotopologues.
In principle, an Isotope Ratio Mass Spectrometer (IRMS) separates charged atoms or
molecules based on their masses and their motions in electromagnetic fields (De Groot, 2004).
The IRMS method provides measurements of high precision and accuracy. However, when
using the IRMS method, water molecules need to be converted to a different gas before the
measurement. For example, CO2 equilibration method is used for δ 18O analysis (Epstein,
1953) and reduction of water to hydrogen gas is used for δD analysis (Bigeleisen et al., 1952).
As a result, δ 18O and δD are not simultaneously or directly analysed. Improvements have
been made to pyrolyse the water molecules to CO and H2 instead (Begley and Scrimgeour,
1997; Gehre et al., 2004), but still in an indirect mode. Besides, the IRMS method consumes
time. For instance, it requires several years to complete the measurement of a 2 ∼ 3 km long
ice core (which yields tens of thousands of samples). In this study, we have used an IRMS
only during the calibration of work standards and only for δ 18O.
In the last two decades, laser spectrometers, a new technique making use of photoabsorp-
tion by water molecules has been developed and succeeded in reaching the required precision
level (Brand et al., 2009; Kerstel and Gianfrani, 2008; Kerstel et al., 1999). One commercially
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available type of laser spectrometer is the Cavity Ring-Down Spectrometer (CRDS) manufac-
tured by Picarro Inc., USA.
The measurement principle of CRDS is based upon the absorption of a laser pulse at a
wavelength specific to a given isotopologue (Crosson, 2008; O’Keefe and Deacon, 1988).
When a measurement starts, the cavity quickly (in a few tens of microseconds) fills with laser
light at one of the selected absorption wavelengths. After reaching a threshold level, the laser
is abruptly switched off. At the same time, a photodetector measures the decay (ring down)
of photons leaving the cavity through the semi-transparent mirrors (slightly less than 100 %
reflectivity). The ring-down time is inversely related to the total optical loss in the cavity.
For an "empty" cavity (when switching the light to wavelengths that are not absorbed by the
target molecules), the ring-down time is solely determined by the reflectivity of the mirrors.
For a cavity containing gas that absorbs light, the ring-down time will be shorter due to the
additional absorption from the gas. The CRDS automatically and continuously compares these
two types of ring-down times and uses those comparisons to calculate absorption intensities.
The absorption intensities at all measured wavelengths generate an optical spectrum, which
contains absorbance peaks that are unique to each molecule in the sample. The height or
underlying area of each absorption peak is proportional to the concentration of the molecule
that has generated the signal. The molecule concentrations are then used to calculate the
(molecular) isotope ratios.
Comparing to IRMS, CRDS exhibits several advantages. (1) CRDS can directly and si-
multaneously measure both oxygen and hydrogen isotopes in one optical cavity. (2) Owing
to its much-reduced weight and size, CRDS allows deployment on mobile platforms (e.g. air-
craft and ship) to conduct in situ measurement. (3) CRDS can provide a measurement of high
frequency (>1 Hz).
One challenge of the laser spectrometer, though, is that the measurements from laser spec-
trometers are often mixing-ratio dependent. Also, we have found that this mixing ratio depen-
dency systematically depends on the isotope composition of measured water (Paper I). Con-
sequently, a calibration of the measurements on different water mixing ratios and for different
water standards is required for each specific instrument.
In this study, all the measurement of our isotope observations are carried out on two ver-
sions of Picarro analysers, namely L2130-i (serial number: HIDS2254; Fig. 4.1f) and L2140-i
(serial number: HKDS2038 and HKDS2039; Fig. 4.1h).
4.2.2 Calibration of work standards
The reported isotope compositions (i.e. the δ values) slightly differ among the individual
instruments. To obtain a reliable inter-comparison of the results measured in different lab-
oratories, two water standards have been distributed worldwide by the International Atomic
Energy Agency (IAEA) since 1968 (Gonfiantini, 1978). The two IAEA standards are known
as VSMOW (Vienna Standard Mean Ocean Water) and SLAP (Standard Light Antarctic Pre-
cipitation).1 Supplies of both VSMOW and SLAP were exhausted at the end of 2006 (Lin
et al., 2010). Meanwhile, VSMOW2 and SLAP2 (Table 4.1) had been produced by IAEA to
replace VSMOW and SLAP, respectively. The isotope compositions of VSMOW2 and SLAP2
had been adjusted to be as close as possible to those of VSMOW and SLAP. They were found
1GISP (Greenland Ice Sheet Precipitation) is the third reference water with isotope composition approx-
imately midway between VSMOW and SLAP and is used to verify the successful two-point calibration with
VSMOW and SLAP (IAEA, 2009). GISP had been distributed by IAEA since 1977 (Hut , 1987) and has been
exhausted in 2015.
4.2 Stable water isotope measuring procedure 25
by Lin et al. (2010) to be indistinguishable in their δ 17O and δ 18O values within measurement
uncertainties. The measured δ values are then brought to the so-called VSMOW-SLAP scale
via a two-point calibration using VSMOW2 and SLAP2 following the procedure described in
IAEA (2009).
Table 4.1: The δ values of IAEA standards (IAEA, 2009) that are currently in use. The δ 18O and δD
values of VSMOW are zero by consensus. The d-excess values are calculated with d = δD− 8δ 18O
(Craig, 1961; Dansgaard, 1964).
δ 18O [h] δD [h] d-excess [h]
VSMOW2 0 ± 0.02a 0 ± 0.3a 0 ± 0.34
SLAP2 -55.5 ± 0.02b -427.5 ± 0.3b 16.50 ± 0.34
a
Standard uncertainty at 1 σ level calculated from re-
sults of calibrations performed at five laboratories.
b
Same as above but at three laboratories.
The IAEA standards are often referred to as the primary standards. Due to the limit amount
of the primary standards, laboratories are recommended to prepare their own work standards
(also called internal or secondary standards) for daily use. The primary standards will be only
used to calibrate the isotope compositions of the work standards.
The work standards in our laboratory were collected from different locations around Nor-
way, from sea water and fresh water reservoir at west coast to snow on the inland mountains.
All the standards have been filtered and then stored in inert foil gas sampling bag (Supel™ in-
ert foil 1L SCV (Screw Cap Valve) gas sampling bag with Thermogreen® LB-2 (Low Bleed)
septa), in a fridge at ∼4 °C. The collapsible bag shrinks as standard is used, thus eliminating
free air space and ensuring that an entire standard can be used without data degradation due to
evaporation and re-condensation.
The calibration of work standards was carried out on a Picarro L2140-i. The ordered IAEA
standards (20 mL each) were redistributed into 1.5 mL vials immediately upon opening. Each
standard in the vials was injected 20 times. For comparison, δ 18O of work standards are
also measured on IRMS. The reported δ 18O values from both Picarro and IRMS are in good
agreement (Table 4.2). The majority of the isotope measurements in this study were calibrated
using work standards GSM1 and DI.
4.2.3 Calibration of Cavity Ring-Down Spectrometers
A thorough assessment of the instrument performance is a prerequisite before deploying the
instrument for reliable research. In this section, I present a calibration of the Picarro analysers
used in this study.
Calibration of ambient pressure
The ambient pressure measured by Picarro L2130-i (HIDS2254) is calibrated against a
vacuum gauge (APR250, Pfeiffer Vacuum GmbH, Germany) whose reading is monitored by
a single-channel measurement and control unit (TPG261, SingleGaugeTM, Pfeiffer Vacuum
GmbH, Germany). The Picarro appears to underestimate the ambient pressure (Fig. 4.2a).
The offset can be corrected with a linear fit: y = 0.9093x+106.5. The vacuum gauge is in turn
calibrated against a digital barometer (PTB220TS, Vaisala Oyj, Finland). Results show that
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Table 4.2: The δ values of work standards calibrated in May 2017 against IAEA standards on Picarro
HKDS2038. Water mixing ratio is calibrated and isotopic dependency on the water mixing ratio is
corrected. d-excess values are calculated with d = δD− 8δ 18O. The error margin is calculated as
standard deviation of the means. IRMS measurements were performed on Gasbench and Delta V+
(Thermo Fisher Scientific Inc., USA) in May 2016.
Picarro L2140-i IRMS
δ 18O [h] δD [h] d-excess [h] δ 18O [h]
GSM1 -33.07 ± 0.02 -262.95 ± 0.30 1.61 ± 0.34 -33.14 ± 0.04
VATS -16.47 ± 0.02 -127.88 ± 0.30 3.88 ± 0.34 -16.47 ± 0.11
SVAL -14.72 ± 0.02 -105.01 ± 0.30 12.75 ± 0.34 -14.71 ± 0.04
BRE -12.68 ± 0.02 -91.01 ± 0.30 10.43 ± 0.34 -12.75 ± 0.07
DI -7.78 ± 0.02 -50.38 ± 0.30 11.86 ± 0.34 -7.71 ± 0.15
SEA2 0.23 ± 0.03 1.26 ± 0.30 -0.58 ± 0.38 0.49 ± 0.10
the pressure measured by vacuum gauge is about 0.31± 0.08 hPa higher than that measured
by the digital barometer. This offset is overall constant over the range of measured ambient
pressure (from 999 to 1015 hPa during 6 days). The calibration function can be well repre-
sented with a simple linear fit: y = x−0.31 (Fig. 4.2b).
(a) Picarro L2130-i vs vacuum gauge. (b) Vacuum gauge vs VAISALA barometer.
Figure 4.2: (a) Ambient pressure measured by Picarro L2130-i (HIDS2254; blue) and vacuum gauge
(APR250; black) between 12 UTC 01 June and 00 UTC 11 June 2016. Ambient pressure of Picarro
L2130-i is calibrated (red) with a linear fit: y = 0.9093x+106.5. Note that the measured pressure on
Picarro (in unit of Torr) has been here converted to the unit of hPa (i.e. 1 Torr = 1/760× 1013.25
hPa). (b) Ambient pressure measured by vacuum gauge (APR250) and VAISALA barometer (PTB220)
between 13 UTC 14 June and 09 UTC 20 June 2016. The measurement by vacuum gauge is in turn
calibrated to VAISALA barometer with: y = x−0.30615.
Calibration of (absolute) mixing ratio
Water mixing ratio measured by Picarro was calibrated with a dew point generator (LI-610,
LI-COR Inc., USA). Picarro L2130-i was tested with two modes: Flux Air (∼72 sccm) and Air
Low Flow (∼32 sccm). Ambient air was drawn through the dew point generator and reached
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saturation at the set temperature. The saturated air was guided to a cylinder for further mixing
before entering the analyser of Picarro. To calculate the water mixing ratio (in [ppmv]) of
saturated water vapour, both temperature and ambient pressure are needed. The temperature
was the dew point of the generator, and the ambient pressure was measured with the vacuum
gauge (APR250). The measurements appeared to not differ between the two Picarro modes
and all fell very closely on a linear regression line (Fig. 4.3).
Figure 4.3: (left) Water mixing ratios measured on Picarro L2130-i against the expected values from
a dew point generator (LI-610). (right) Residuals of the corresponding linear fits. Dew points are in
sequence set to 1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 5, and 1 °C for Flux Air mode, and 1, 4, 8, 12, 16, 18,
and 1 °C for Air Low Flow mode.
One disadvantage of using the dew point generator is that saturation levels below the freez-
ing point can not be generated. In the end, we could only obtain a calibration for the mixing
ratio between 7000 and 21 000 ppmv. It is also worth to note that the intercept of the linear re-
gression is not zero. This means that the linear relationship does not hold for very low mixing
ratios.
4.2.4 Correcting mixing ratio dependency
In this section and the following section, I characterise two critical instrument behaviours and
address the corresponding optimisations. It is worth to note that the calibrations are based
on the specific instruments deployed in this work and are obtained in laboratory experiments.
The characterised features may be subject to change either after a certain period or due to
the relocation of the instrument (e.g. Aemisegger et al., 2012), in which case, an independent
instrument characterisation may be required.
The measurements of water isotopes via a laser spectrometer are affected by the water
mixing ratio in two ways. (1) The precision of the measurement depends on the water mixing
ratio. For the commercial laser spectrometer of Picarro, the best performance is obtained
within an optimal water mixing ratio range of 19 000∼21 000 ppmv. As the water mixing
ratio deviates from this range, especially towards the low levels, the measurement uncertainty
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grows quickly. (2) The isotopic value of the measurement is biased by water mixing ratio. This
is often referred to as (water) mixing ratio dependency (e.g. Aemisegger et al., 2012; Bonne
et al., 2014). The mixing ratio dependency is a prominent source of measurement bias outside
the instrument’s optimal performance range. This dependency should be characterised and
corrected for.
The water mixing ratio dependency can be determined by measuring a stable vapour source
of fixed isotope composition with changing water mixing ratios. There are typically three ap-
proaches to generate a stable vapour source: (1) using bubbling device such as a dew point
generator; (2) continuously delivering liquid stream into a vaporiser via a device such as the
Standard Delivery Module (SDM; Picarro Inc., USA); and (3) discretely injecting liquid sam-
ples into the vaporiser, manually or via a device such as an autosampler. Here we only present
a calibration using discrete liquid injections of five water standards, for water mixing ratios
between 15 000 and 24 000 ppmv.
Figure 4.4 shows the averaged per mil deviations (∆δ 18O and ∆δD) from the measured
isotope values at 20 000 ppmv of the five water standards as a function of water mixing ratio.
It appears that at the measured range of mixing ratios the choice of water standards has a minor
impact on the dependency behaviour. Since the water mixing ratio is maintained most of the
time within 19 000∼21 000 ppmv (in very few occasions reaching 16 000 or 24 000 ppmv),
the calibration can be carried out using one linear relationship determined from all the five
water standards.
Figure 4.4: Isotopic dependency on water mixing ratio between 15 000 and 24 000 ppmv for (a) δ 18O,
(b) δD, and (c) d-excess. Five water standards of different isotope compositions (from depleted to
enriched) are measured. The water mixing ratios presented here are not calibrated. Linear regression
fits are presented for each water standard (dotted color lines), for all the five water standards (dashed
black lines), and finally for all measurements and also constricting to cross the fixed point of [20000,
0] (solid black line). The corresponding fits for d-excess are calculated based on the fits for δ 18O and
δD.
In above, the correction of mixing ratio dependency for the measurements of liquid samples
is presented. For direct in situ measurement of water vapour, mixing ratios can vary from
below 500 ppmv in dry regions (e.g. polar regions or the middle and upper troposphere) to
30 000 ppmv or more in humid regions (e.g. the tropics). Also, at low mixing ratios, the
mixing ratio dependency is found to be dependent on the isotope compositions. The details of
a general calibration for a wide range of mixing ratios for vapour measurements are presented
in Paper I.
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4.2.5 Minimising memory effect
Memory is a challenge for liquid measurements. A memory effect is clearly visible during
liquid injections when switching between vials, in particular when the isotope composition
difference is large (Penna et al., 2010, 2012; van Geldern and Barth, 2012). The memory
effect in the current configuration extends over several injections. These injections have to
be discarded, thus wasting analysis time and resources including dry gas, syringes, and septa.
Removing as much as possible of this memory effect is thus highly desirable.
We have tested several measures that could potentially reduce the memory effect (Ta-
ble 4.3). The tested measures focus on influences related to either the syringe (No. 1-5)
or the water remaining in the measurement system (No. 6-19). One notable measure is the
so-called "wet flushes". Wet flushes denote sample injections (into the vaporiser) that are pro-
cessed as for sampling, but then discarded and evacuated to vacuum. This procedure primes
the vaporiser in the same way as usual sampling would, but saves the time required for a com-
plete sampling sequence. The wet flushes are by default deactivated in the Picarro vaporiser
software. The isotope composition difference between the adjacent samples also plays a role
in the amplitude of memory effect (Penna et al., 2012). However, this aspect is not discussed
in this context since we use the same two water standards (VATS and DI) throughout all the
experiments.
Memory effect can be quantified directly in percentage (Fig. 4.5; Gröning, 2011). For each
pair of adjacent vials, the isotopic difference (d) between the mean of the last 4 injections of
each sample is considered as the "true" isotopic difference of these two samples (d = true1−
true2). The isotopic difference (e) between each previous injection and the "true" isotopic
value of the second sample is calculated (e = meas2− true2). The ratio f = e/d ∗ 100 % is
then regarded as the total memory contribution (in percentage) from the previous sample.
Figure 4.5: Schematic presentation of quantification of memory effect.
An injection is subject to memory effect when f exceeds a threshold. The thresholds
defined here are 0.5, 1, and 5 % for δ 18O, δD, and d-excess, respectively (i.e. the δ value
of this injection represents 99.5 %, 99 %, and 95 % of the target mean value). An improved
measuring strategy would reduce the number of injections affected by the memory effect.
Besides, being particularly sensitive, the f value of the first injection also provides a direct
evaluation of different measures.
The number of memory-affected injections is plotted against the memory effect of the first
injection in Fig. 4.6. Improved measuring strategies would shift the measures towards the
lower-left corner of the evaluation graph. For all of δ 18O, δD and d-excess, the measures
concerning syringe cleaning mainly stay in the middle and right side (black to bluish dots),
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Table 4.3: Summary of the experiments for minimising memory effects. 12 injections have been per-
formed for each vial of the listed experiments. Experiments 1-4 are regarding syringe cleaning aspect.
They are not distinguishable to experiment 5, thus are not listed or discussed further here.
No. Method Time per vial Other notes
Syringe (autosampler) aspect
5 5 pre-rinse, 5 sample rinse 1.5 min 10 sec x10
Vaporiser aspect
6 1 Wet flush between injections 24 min 2 min*inj
7 Open V1,V2 simultaneously 9 min 22 sec x2*inj
8 Open V1,V3 simultaneously 9 min 22 sec x2*inj
9 3 Wet flush between vials + V1,V2 + V1,V3 24 min 2 min x3 + 22 sec x2x2*inj
10 Additional dry flush + V1,V2 + V1,V3 37.5 min 1.5 min + (1.5 min + 22 sec x2x2)*inj
Vaporiser + Filter + Cavity
11 1 Wet flush: 3 pulse 5 min 1 min + 4 min
12 2 Wet flush: 3 pulse (bad quality) 10 min 5 min x2
13 2 Wet flush: 3 pulse + LastClean (dry flush) 12 min (5 min + 50 sec)x2
14 1 Wet flush: 3 pulse (x2 Conc.) 6 min 5 min + 50 sec + 10 sec
15 1 Wet flush: 1 pulse (x2 Conc.) 6 min
16 2 Wet flush: 1 pulse (x2 Conc.) 12 min 6 min x2
17 2 Wet flush: 1 pulse (x2 Conc., x2 time) 17 min (6+2.5 min) x2
18 3 Wet flush: 1 pulse (x2 Conc., x0.5 time) 15 min (6-1 min) x3
19 3 Wet flush: 1 pulse (x2 Conc.) 18 min 6 min x3
17O mode
20 17O mode high precision (default) 9 min
21 17O 2 Wet flush: 1 pulse (x2 Conc.) 12 min 6 min x2
22 17O 1 Wet flush: 1 pulse (x2 Conc., x3 time) 10 min 6+4 min
while the measures with cleaning vaporiser and analyser are gathered on the left side (greenish
to yellowish dots). This indicates that the main memory source stays in the section from the
vaporiser to the analyser. Tests with 17O mode (reddish dots) show the same tendency. It is
worth to note that for d-excess, the memory effect is reduced from nearly 50 % to below 10
%. The substantial reduction is largely attributed to the adoption of wet flushes since the first
injections occur after the abandoned wet flushes. A similar pattern is also clearly seen when
comparing the memory effect for the first injections of the experiments (Fig. 4.7).
Based on our experiments, we conclude that: (1) Cleaning only syringe or vaporiser does
not reduce the memory effect significantly; (2) Cleaning including the vaporiser, filter and cav-
ity provides promising improvement; (3) The filter between vaporiser and cavity is possibly
the main source for memory effect because of its large contact surface; (4) A wet flush (i.e.
cleaning with the current water sample) is more efficient than a dry flush (cleaning with dry
gas); (5) The impact of the wet flush is proportional to the time length of its implementation.
A balance should be considered between reducing memory effect and saving time; (6) Water
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Figure 4.6: A 2D plot showing the evaluation of memory effect for the different tested measures. Differ-
ent measures are indicated with colors: cleaning syringe (black; No. 5); cleaning the vaporiser (bluish;
No. 6-10); cleaning vaporiser, filter, and cavity (greenish to yellowish; No. 11-19); and for tests on 17O
mode (reddish; No. 20-22). Experiment numbers and methods are described in Table. 4.3.
Figure 4.7: Averaged memory effect of the first injection for the tested measures. Each experiment is
repeated 3 times. Red dashed lines indicate the thresholds for detecting memory affected injections.
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is "sticky", and currently it is implausible to completely remove the memory effect.
The current measuring scheme
For the measurements in this work, we have adopted the measure with two wet flushes
(each wet flush corresponds one pulse with doubled concentration; No. 16). With this mea-
sure, one injection in high-precision mode takes about 12 minutes. The memory effect of the
first injection can be reduced to about 0.8 %, 1.4 %, and 8 % for δ 18O, δD, and d-excess, re-
spectively. This is better than the third injection of the default method, which, after taking into
account the previous two injections, consumes in total 18 minutes. As a result, it saves about
one hour by measuring every 10 samples.
In our current measuring scheme, the standards are measured with 12 effective injections,
with two preceding double-peak wet flushes, thus requiring a total of 16 injections. Samples
are commonly run with 6 effective injections, thus a total of 10 injections including the two
double-peak wet flushes. The isotope composition between the samples of one run typically
varies less than the jump from the last standard and the first sample. Therefore, the first sample
is duplicated in the run and then discarded in the analysis. A drift-standard is introduced after
10 samples in the run sequence and is measured as if it were a sample.
4.3 Stable water isotope sampling and analysis
Stable isotope observations in this work include the sampling and analysis of both surface
vapour and precipitation.
4.3.1 Stable isotope composition of surface vapour
The isotope compositions of ambient water vapour have been continuously monitored with a
CRDS (most time Picarro L2130-i and occasionally Picarro L2140-i; Fig. 4.1f) on the rooftop
of GFI since 07 December 2016. The inlet is located about 1 or 2 m above the surface (about
25 m above the ground) and is shaded from precipitation with a downward-facing plastic cup
(replaced with a stainless steel bowl after 12 December 2017; Fig. 4.1e). The ambient air was
continuously pumped to the analyser, through a 4 m of 1/4 inch PFA tubing before 01 June
2017 and a 4 m of 1/4 inch stainless steel tubing afterwards. From 08 June 2017, the tubing
was covered by a heating wire along with insulation (PE) foam and heated to about 50 °C. A
manifold pump (N6022, KNF, Germany) was added after 22 November 2017 to increase the
air flux to about 10 sccm. The needed air flux is then drawn from the inlet line to the Picarro
analyser by another pump, protected from reverse flow through a check-valve.
The measurements were calibrated using a commercial calibration system (SDM A0101,
Picarro Inc., USA) and a vaporiser (A0211, Picarro Inc., USA). During the calibration, the
work standard was evaporated into dry air at 140 °C; the generated standard vapour was then
measured for 20 min at a mixing ratio around ∼20 000 ppmv. Two work standards (GSM1
and DI) bracketing the typical isotope compositions of the local vapour were used. The dry air
was supplied from a customer gas drying unit, i.e. a molecular sieve (MT-400-4, Agilent Inc.,
Santa Clara, USA) filled with Drierite desiccants, before 11 September 2017 and a synthetic air
cylinder (synthetic air 5.5, purity 99.9995 %, Praxair Norge AS) afterwards. The calibration
was carried out every 11 hours before 25 August 2017 and every 23 hours afterwards.
The vapour data were processed in the following steps. (1) The raw data were corrected
for mixing ratio dependency using the correction function in Paper I. (2) The entire calibra-
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tion period of each calendar month was processed. First, all the SDM calibration periods were
identified. Then, for each identified calibration period, the median values of mixing ratio,
δ 18O and δD were calculated. The measurements deviating from the median value by more
than 0.5 h in δ 18O or 4.0 h in δD were discarded to remove variations generally caused by
bursting bubbles or SDM deficiencies. Finally, the remaining data of each period were aver-
aged and the standard deviation was calculated. (3) The vapour measurements were calibrated
to SLAP-VSMOW scale using qualified calibrations in the above step. For each segment of
vapour measurement, the data were calibrated using the two nearest (available) calibrations.
(4) Finally, the calibrated vapour data were averaged over 1-min, 10-min, 1-hour, 6-hour, and
24-hour intervals using centre averaging.
4.3.2 Stable isotope composition of precipitation
At the same location, the precipitation was manually sampled. For high-resolution sampling
within a particular precipitation event, we used a customer rain collector (Fig. 4.1g, left). The
collector consisted of a PE funnel of 10 cm diameter, which directed the collected water into
a 20 mL open-top glass bottle. The bottle and funnel were dried between each sample using
a paper wipe. The sampling interval was adjusted according to the precipitation intensity
and was normally between 10 and 30 min. To sample quasi-daily precipitation, we used a
commercially available rain sampler (Palmex d.o.o., Zagreb, Croatia; Fig. 4.1g, right). The
rain water was collected through a funnel and an intake tube before entering a 1 L plastic
bottle. The bottle was manually replaced with a dry one every time before new sampling.
The collected precipitation sample from either device was immediately transferred to a 1.5
mL glass vial (part no. 548-0907, VWR, USA) and closed with an open-top screw cap with
PTFE/rubber septum (part no. 548-0907, VWR, USA) to prevent evaporation until sample
analysis.
The samples were stored at 4 °C before being analysed for their isotope compositions in
the laboratory. During the analysis, an autosampler (A0325, Picarro Inc., USA) transferred ca.
2 µL per injection into a high-precision vaporiser (A0211) heated to 110 °C. After blending
with dry N2 (Nitrogen 5.0, purity > 99.999 %, Praxair Norge AS), the gas mixture was directed
into the measurement cavity of a CRDS (Picarro L2140-i; Fig. 4.1h) for about 7 min with a
typical mixing ratio around 20 000 ppmv. To reduce memory effects between samples, two
wet flushes consisting of 5 min of vapour mixture at 50 000 ppmv were applied to the analyser
at the beginning of each new sample. Three standards (12 injections each, plus wet flushes)
were measured at the beginning and end of each batch which was typically consisted of 20
samples (6 injections each, plus wet flushes). The averages of the last 4 injections were used
for further processing.
The measurements were first corrected for mixing ratio dependency using one linear re-
gression function for a mixing ratio range between 15 000 and 23 000 ppmv (Sect. 4.2.4).
Then the data were calibrated to SLAP-VSMOW scale using the two measured work stan-
dards. The long term (one year) reproducibility of liquid sample analysis has been estimated
to be 0.15 h for δ 18O and 0.66 h for δD, resulting in a measurement uncertainty of 1.05 h
for d-excess.
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4.4 Lagrangian moisture source diagnostic
A Lagrangian method (Sodemann et al., 2008a,b) is used to identify moisture sources of sur-
face vapour and precipitation in the target region.
Firstly, the trajectories of the air parcels arriving in the target region are calculated. We
have used the air parcel trajectory dataset from Läderach and Sodemann (2016), which has
been extended to 15 UTC 30 August 2019 in this work. The dataset has been calculated using
the Lagrangian particle dispersion model FLEXPART V8.2 (Stohl et al., 2005), with wind and
humidity fields from ERA-Interim reanalysis of the 6-hourly ECMWF data (Dee et al., 2011).
In the case of precipitation, the trajectories are extracted for all air parcels precipitating over
the target region. For this study, the diagnostic was run with a target area of ca. 110×110
km centred over Bergen (59.9-60.9 °N and 4.3-6.3 °E), including both land and ocean area
(Fig. 3.1b, black box).
Then, the WaterSip tool (Fremme and Sodemann, 2019; Sodemann et al., 2008a) is used
to identify the moisture uptake based on the calculated trajectories. WaterSip assumes that for
each 6 h time step the change in specific humidity in the air parcels (∆qc) exceeding a threshold
value is due to either evapotranspiration or precipitation. The moisture accounting provides
a fractional contribution of each evaporation event to the final vapour or precipitation in the
target region. In this work, the thresholds are set to be 0.2 g kg−1 for ∆qc, 20 days for the
backward trajectory length, and relative humidity >80 % for precipitation formation over the
target region. These thresholds result in a source attribution for about 98 % of the estimated
arrival vapour or precipitation in WaterSip. They also lead to reasonable precipitation estimates
for the study region (Paper II and III). Note that here the moisture uptake identified both within
and above the boundary layer is taken into account.
Chapter 5
Summary of scientific papers
Paper I: Correcting the impact of the isotope composition on the mixing ratio depen-
dency of water vapour isotope measurements with cavity ring-down spectrometers
Yongbiao Weng, Alexandra Touzeau, and Harald Sodemann (2020), Atmospheric Measure-
ment Techniques, 13 (6), 3167–3190, https: // doi. org/ 10. 5194/ amt-13-3167-2020
Paper I systematically investigates how the mixing ratio dependency in a range from 500 to
23 000 ppmv of three commercial cavity ring-down spectrometers is affected by the isotope
composition of water vapour. We find that the known mixing ratio dependence of laser spec-
trometers for water vapour isotope measurements varies with isotope composition (as an ex-
ample, the characterisation results on Picarro L2130-i are shown in Fig. 5.1). We refer this as
isotope composition-mixing ratio dependency and have developed a scheme to correct for this
dependency-introduced bias. Using in situ measurements from an aircraft measurement, we
demonstrate that the correction is most substantial at low mixing ratios. Stability tests over up
to 2 years indicate that the first-order dependency is a constant instrument characteristic that
may be primarily related to spectroscopy.
Figure 5.1: Mixing ratio dependency of uncalibrated measurements for (a) δ 18O, (b) δD and (c) d-
excess for 5 standard waters (GSM1, MIX, VATS, DI and EVAP) on Picarro L2130-i. The calibration
method is discrete liquid injection via an autosampler. Mixing ratio dependency is expressed as a
deviation (∆) of the measured isotope composition from that at 20 000 ppmv. Symbol and error bar
represents the mean and the standard deviation, respectively. Solid lines are fits (y = ax + bx+ c) and
dashed lines are the 95 % confidence interval. Measurements and fits for d-excess are calculated
(∆d = ∆δD−8 ·∆δ 18O). The typical standard deviations of a single injection at selected mixing ratios
are indicated with grey error bars. (Fig. 1 of Paper I)
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Paper II: High-resolution stable isotope signature of a land-falling atmospheric river in
southern Norway
Yongbiao Weng, Harald Sodemann, and Aina Johannessen (2020), Weather and Climate Dy-
namics Discussions, https: // doi. org/ 10. 5194/ wcd-2020-58
Paper II presents high-resolution paired measurements of near-surface vapour and precipita-
tion stable isotopes during a land-falling "atmospheric river" event at the southwest coast of
Norway on 07 December 2016. We observe a stretched, "W"-shaped evolution of isotope
signals (Fig. 5.2). Combining meteorological observations, we identify the influences on the
isotope signals from below cloud processes, weather system characteristics, transport influ-
ence, and moisture source conditions. We thus revisit the interpretations given in previous
studies on such precipitation events and emphasise that cloud microphysics and below-cloud
processes are important factors influencing surface precipitation isotope signals.
Figure 5.2: Schematic presentation of the land-falling atmospheric river event in Bergen on 07 Decem-
ber 2016. Identified precipitation stages are indicated with color bars. (Fig. 9 of Paper II)
Paper III: Stable isotope composition of surface vapour and precipitation at the south-
west coast of Norway
Yongbiao Weng and Harald Sodemann (2020), to be submitted to Tellus
Paper III presents 3 years of paired surface vapour and precipitation stable isotope measure-
ments at the southwest coast of Norway from December 2016 to November 2019 (Fig. 5.3).
The isotopic variation on different time scales is investigated. We observe an overall weak di-
urnal variation and a moderate seasonal variation. On the multi-day time scale, we observe a
clear association between the isotope signals and the regional weather regimes. The time series
of d-excess is estimated based on the source conditions identified by a Lagrangian moisture
source diagnostic tool, using both an empirical and a theoretically predicted d-RHSST rela-
tionship. Comparing the model estimates with observations, we find that the models correctly
reproduce the variation patterns, but with substantial offsets. While numerous research ques-
tions of interest require further investigations, our observations are of great importance for
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extending the sparse existing isotope observation network in the region of the North Atlantic
storm track.
Figure 5.3: Time series of meteorological and isotopic observations in Bergen between 01 December
2016 and 30 November 2019. (a) Daily air temperature observed (black line), climatology (grey line),
and daily specific humidity observed (blue line). (b) Monthly precipitation rate observed (blue bar),
climatology (open bar), and estimated from WaterSip (red errorbar). (c) Daily δD of surface vapour
(black line), equilibrium vapour from event-based (quasi-daily) precipitation (dark blue segments) and
its monthly average (light blue segments with error bar). (d) Same as (c) but for d-excess. Seasons are
indicated with colour bars (green: MAM, red: JJA, blue: SON, and blank: DJF) at the top of the figure.
(Fig. 2 of Paper III)
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Other relevant contributions
Paper (A): Meridional and vertical variations of the water vapour isotopic composition
in the marine boundary layer over the Atlantic and Southern Ocean
Iris Thurnherr, Anna Kozachek, Pascal Graf, Yongbiao Weng, Dimitri Bolshiyanov, Sebastian
Landwehr, Stephan Pfahl, Julia Schmale, Harald Sodemann, Hans Christian Steen-Larsen,
Alessandro Toffoli, Heini Wernli, and Franziska Aemisegger (2020), Atmospheric Chemistry
And Physics, 20, 5811–5835, https: // doi. org/ 10. 5194/ acp-20-5811-2020
Paper A presents a 5-month continuous time series of ship-based measurements of water
vapour isotopes in the Atlantic and the Southern Ocean from November 2016 to April 2017.
The drivers of meridional isotopic variations in the marine boundary layer are analysed using
Lagrangian moisture source diagnostics. Results show that the expected range of isotopic sig-
nals at a given latitude strongly depends on the large-scale circulation. Furthermore, the time
series recorded at 8.0 and 13.5 m above the ocean surface provide estimates of vertical isotopic
gradients in the lowermost marine boundary layer. The vertical isotopic gradients appear to be
particularly large during high wind speed conditions with increased contribution of sea spray
evaporation or low wind speed conditions due to weak vertical turbulent mixing. This demon-
strates the potential of such measurements for estimating sea spray evaporation and turbulent
moisture fluxes.
My contribution in this study is to have performed the isotope measurements between 22
March and 11 April 2017 (leg 4) and provided feedback on the manuscript.
Paper (B): The Iceland Greenland Seas Project
Renfrew, I. A., Pickart, R. S., Våge, K., and 63 others including Weng, Y. (2019), Bulletin of
the American Meteorological Society, 100 (9), 1795–1817, https: // doi. org/ 10. 1175/
BAMS-D-18-0217. 1
Paper B presents an overview of the Iceland Greenland Seas Project (IGP). The field campaign
was executed over Iceland and southern Greenland Seas during February and March 2018, with
the deployment of a range of observing platforms, including a research vessel and an aircraft.
One of the main scientific aims of the IGP is to characterise the atmospheric forcing and the
ocean response of coupled processes. The campaign observed the life cycle of a long-lasting
cold air outbreak over the Iceland Sea and the development of a cold air outbreak over the
Greenland Sea. Repeated profiling revealed their immediate impact on the ocean, while a
comprehensive hydrographic survey provided a rare picture of these subpolar seas in winter.
My contribution in this study is to have performed the vapour isotope measurement, col-
lected precipitation and ocean surface water samples for water isotope analysis, and partici-
pated in the daily meteorological observations on the research vessel between 26 February and
22 March 2018 (leg 2).
Chapter 6
Discussion and further perspectives
What do we learn from paired isotope measurements of liquid precipitation and
water vapour in the boundary layer?
Our studies (Paper II and III) as well as other studies (e.g. Bonne et al., 2020; Graf et al.,
2019; Leroy-Dos Santos et al., 2020) show that the precipitation collected on the ground is
usually in equilibrium with surface vapour. The falling time of a raindrop (supposing the
raindrop falling from 2 km above ground) can range from ∼230 (raindrop diameter of 4 mm)
to ∼1200 s (raindrop diameter of 0.4 mm; Rogers and Yau, 1996), which is comparable or
much longer than the experiment-based relaxation time of a water drop in a vertical stream of
near-saturated (RH = 99.5 %) N2 (∼148 s; Stewart, 1975). Jouzel (1986) also noted that the
time taken for falling water drops to equilibrate with the environment is usually comparable
and often shorter than the time required to fall. These pieces of evidence can explain why the
isotope composition of liquid precipitation often closely resembles that of the boundary layer
vapour.
In our atmospheric river case study in Paper II, we also notice that the isotope signal in
the boundary layer vapour is reflecting and slightly lagging behind (with about a half-hour
offset) the isotope signal in the liquid precipitation. Near the ground, the temperature keeps
increasing (from 5 to 11 °C) throughout the event as the warm air advances. Considering the
temperature evolution, the isotope composition of surface vapour is expected to get enriched
monotonically in heavy isotopes. However, we observe substantial and swift responses in the
surface vapour isotope following the precipitation evolution. This indicates that the persistent
precipitation leaves an imprint on the ambient vapour. This also emphasises the importance of
two-way processes in the interactions below the cloud layer.
Finally, using the paired measurements, we reveal the clear signal of below-cloud evapora-
tion at the beginning of the precipitation event when the ambient air is relatively undersaturated
(Paper II). The net mass transfer directed away from raindrops induces kinetic fractionation
effect and causes characteristic deviations in the d-excess of surface precipitation. This evap-
oration effect would be particularly relevant for light and/or short-time rainfalls in an under-
saturated environment (e.g. in arid/semi-arid regions) and would not be obvious from only
measuring surface vapour or precipitation.
How does the vapour help to learn about what the precipitation means?
Surface vapour measurement can provide additional, important information. For example,
as mentioned above, with only precipitation isotope measurements, one would not know to
what extent the surface precipitation is reflecting the cloud signal or the below-cloud processes.
One would also not know whether the precipitation is driving the surface vapour or vice visa.
40 Discussion and further perspectives
In addition, vapour measurement is important for revealing processes at the interface of
atmosphere and Earth surface. For example, through monitoring the isotope composition of
near-surface water vapour, precipitation, and the surface (0.5 cm) snow on Greenland, Steen-
Larsen et al. (2014b) suggest that, in between precipitation events, changes in the surface snow
isotope composition are driven by the changes in near-surface vapour isotope composition.
This finding challenges the classical ice core data interpretation where the ice core stable iso-
tope records are interpreted as reflecting precipitation-weighted signals. As another example,
using vapour d-excess measurements, Aemisegger et al. (2014) characterised the evaporation
source of low-level continental water vapour in northeastern Switzerland.
Compared with the precipitation, the observation of water vapour isotopes yields several
advantages. (1) While precipitation is often an integrated product collected on the ground,
water vapour can be measured at different stages (from source evaporation to atmospheric
transport) of the water cycle and then be used to study the relevant processes. (2) The obser-
vation of water vapour can be conducted continuously and is not necessarily restricted to the
precipitating conditions. (3) Owing to the recent technological advances (Crosson, 2008; Ker-
stel, 2004; Kerstel and Gianfrani, 2008), water vapour measurements can be directly made
in the field and carried out on mobile platforms (e.g. ship and aircraft), or in a remote loca-
tion under unmanned conditions. Also, the vapour measurement is in real-time and at a high
time resolution (in the order of seconds). With the above advantages, the observation of wa-
ter vapour isotopes has been dramatically expanded in the last decade (Galewsky et al., 2016),
adding comprehensive information for understanding the atmospheric water cycle.
On what time resolution should we take precipitation isotope samples?
Despite the same underlying physics, different pictures can emerge on different temporal
and spatial scales. This resembles the case for other variables, such as temperature. For
example, a strong diurnal cycle of temperature would not be seen on a seasonal or inter-annual
time scale, although the seasonal or inter-annual temperature is calculated based on the hourly
or minutely observations. The same applies to the isotope observations.
As stated previously, on short time (e.g. daily, hourly, sub-hourly) scales, the influences
from small scale processes (e.g. cloud microphysics, below-cloud processes) and the fast
changes of air masses become important (Paper II). The fast and substantial changes will be
overlooked with sampling on a low time resolution. Therefore, high time resolution (in the
order of 10 minutes, e.g. 10∼30 minutes) sampling would be beneficial if one wants to study,
for example, cloud microphysics or the fast evolution of weather systems.
While higher time resolution allows one to understand faster processes, knowing how these
faster processes vary may not influence the way to interpret longer-time scale observations. For
example, despite the possibly strong influence of below-cloud evaporation on the precipitation
isotope, the rainfall contribution during the evaporation-stage in the case studied in Paper II
was too small (<10 %) to markedly influence the isotope composition of the total event rainfall.
In other words, the evaporation signal can be too small to be detected with a long sampling
period or due to the uncertainty of sampling and analysing.
On a multi-day scale, the isotope signals are more associated with the variety of large
scale circulations (Paper III). And on climate (e.g. seasonal, inter-annual, millennial) scales,
the isotope signals can be basically explained by first-order processes such as the temperature
difference between the source and sink (e.g. Dansgaard, 1964), the changes of the moisture
source RHSST (Jouzel et al., 1982) or SST (Johnsen et al., 1989; Uemura et al., 2012). From
this perspective, daily or monthly sampling is sufficient if one’s interest is to study the sea-
sonal or inter-annual variability. For studies on longer climatic time scales, one would turn to
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the proxies dating back to thousands of years, where the resolution varies from seasons to sev-
eral thousands of years (e.g. Svensson et al., 2008; Wang et al., 2001).
How can the isotope observation help to improve the precipitation representa-
tion in the circulation model?
Precipitation bias in numerical weather simulations is often associated with poor parametri-
sations of sub-grid scale physics (Mauritsen et al., 2012). To evaluate or constrain a model’s
parametrisations, it is often beneficial to use more and varied observations. This is to reduce
the chances for a numerical simulation to produce "correct" results for the wrong reasons be-
cause of compensating errors (Galewsky et al., 2016). Stable water isotopes have a unique
potential to serve as the needed constraints, as they provide insights of moisture origin and
phase change history. For example, the d-excess of formed precipitation involving supersat-
uration conditions is highly sensitive to the parametrisation of cloud microphysics (Ciais and
Jouzel, 1994; Jouzel and Merlivat, 1984; Risi et al., 2010). Another example, the isotope ob-
servations can be used to investigate the moisture turnovers (pick-up and release) which can
not be detected by the conventional humidity measurements; while the specific humidity may
not change or only change slightly after mixing of different air masses, the final isotope com-
position can change substantially. Therefore, as a new and independent observation, stable
water isotopes may provide unique values to detect shortcomings in the representation of pre-
cipitation processes in numerical models. To this end, this work improves the data quality of
the observation by a careful correction of instruments and provides a valuable high-resolution
observation of a precipitation event as well as a long-term time series that expands the regional
isotope observation network. These high-quality datasets have the potential to be used to as-
sess cloud models or regional circulation models (Pfahl et al., 2012; Yoshimura et al., 2008).
What can we learn from the comparison between observations and models?
The comparison between the observations and the Rayleigh model simulation of the at-
mospheric river case in Paper II shows that even though the classical Rayleigh model can be
suitable to represent the isotope composition near cloud top and in some convective situations,
it reaches conceptual limitations for explaining surface precipitation and precipitation from
deep stratiform clouds in frontal systems such as atmospheric rivers. This is because, in na-
ture, precipitation formed above enters into subsequent air parcels below. We have therefore
in Paper II suggested to consider instead an entire stack of Rayleigh-model air parcels as a bet-
ter representation of stratiform cloud processes. In this stack of Rayleigh models, each stack
of air parcel contributes to the precipitation by condensation/deposition, rimming, scavenging,
and partially equilibrating with the water vapour on passing through. Given such a vertically
coupled perspective, the vapour from lower levels can contribute substantially to the surface
precipitation. Therefore, compared with a single cloud top or condensation temperature from
one Rayleigh process, a vapour-mass-weighted average condensation temperature from the
vapour column can better reflect the influences on the fractionation process in the entire cloud.
It thus appears necessary to invoke more complex numerical tools in the interpretation, such
as isotope-enabled numerical weather prediction models or Rayleigh-type models adapted to
stratiform clouds.
In Paper III, we have estimated d-excess time series using both an empirical (Pfahl and
Sodemann, 2014) and a theoretically predicted (Merlivat and Jouzel, 1979) d-RHSST relation-
ship, based on the source conditions identified by a Lagrangian moisture source diagnostic.
We find that the models correctly reproduce the variation patterns, but with substantial offsets.
The comparison is providing interesting clues on when the models work well or when they do
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not work well. Further investigations on the influencing factors (e.g. land evaporation) behind
these agreements or disagreements could improve our knowledge on the driving mechanisms
in the water cycle (e.g. Aemisegger et al., 2014).
What is the existing isotope observation network in the North Atlantic region and
what can we learn from it?
Within the last decade, several long-term vapour isotope time series have been obtained in
the North Atlantic and Arctic regions (Fig. 3.1). We have now expanded the existing isotope
network with our observation in Bergen, which is a midlatitude location influenced by distinct
weather systems (e.g. North Atlantic cyclones, cold air outbreaks) and frequent and intense
precipitation. Also, the location of Bergen is in between those existing measurement stations.
The long-range and well-spaced coverage of these observations favours potential future com-
parison with the isotope-enabled circulation models.
hIn addition, the observation network provides opportunities to investigate the atmospheric
water cycle between source and sink. For example, combining simultaneous water vapour iso-
tope measurements from three measuring stations along an atmospheric river bringing mois-
ture from subtropics to Greenland, Bonne et al. (2015) provide the first observed case where
the d-excess is conserved during atmospheric transport. In our case of Bergen, the observa-
tions in Bermuda (Steen-Larsen et al., 2014a) and at the south coast of Greenland (Bonne et al.,
2014) or Iceland (Steen-Larsen et al., 2015) can potentially provide the isotopic information of
the upstream moisture sources when the moisture comes from the southwest. Similarly, when
the moisture comes from the north, the observations in Svalbard (Leroy-Dos Santos et al.,
2020) will be beneficial.
Some future perspectives
Our case study in Paper II provides a unique stable isotope dataset of surface vapour and
precipitation of an atmospheric river event in southwestern Norway. The uniqueness embodies
in the high-resolution sampling, combined water vapour and precipitation isotope observation,
and the first reported case of the region. This one case study demonstrates the important value
of paired isotope measurements for data-model comparison and thus for improving our un-
derstanding of the complex processes driving isotopic variability in the atmospheric moisture
in regional isotope-enabled models (Dütsch et al., 2016; Pfahl et al., 2012; Yoshimura et al.,
2008). More cases can be performed in the future to test the more general validity of the results
obtained in this case study (Appendix C).
It would also be of interest to conduct isotope-involved laboratory experiments to study
cloud microphysics. For example, Steen-Larsen et al. (2014b) suggest that laboratory ex-
periments such as injecting an isotopically-known vapour into a snow disk of known isotopic
composition at different temperature gradients may help to quantify the isotopic exchange pro-
cesses at the snow surface. Similar experiments could also be conducted to study the kinetic
fractionation effect during snow formation at supersaturation conditions with respect to ice, as
demonstrated already in a simple experiment by Jouzel and Merlivat (1984). Certainly, fur-
ther investigations in this direction would be needed, among others, to allow for validating the





Correcting the impact of the isotope composition on the mix-
ing ratio dependency of water vapour isotope measurements
with cavity ring-down spectrometers
Yongbiao Weng, Alexandra Touzeau, and Harald Sodemann
Atmospheric Measurement Techniques, 13/6 (2020)

Atmos. Meas. Tech., 13, 3167–3190, 2020
https://doi.org/10.5194/amt-13-3167-2020
© Author(s) 2020. This work is distributed under
the Creative Commons Attribution 4.0 License.
Correcting the impact of the isotope composition on the mixing ratio
dependency of water vapour isotope measurements with cavity
ring-down spectrometers
Yongbiao Weng, Alexandra Touzeau, and Harald Sodemann
Geophysical Institute, University of Bergen, and Bjerknes Centre for Climate Research, Bergen, Norway
Correspondence: Yongbiao Weng (yongbiao.weng@uib.no)
Received: 15 August 2019 – Discussion started: 23 October 2019
Revised: 30 April 2020 – Accepted: 11 May 2020 – Published: 16 June 2020
Abstract. Recent advances in laser spectroscopy enable
high-frequency in situ measurements of the isotope compo-
sition of water vapour. At low water vapour mixing ratios,
however, the measured stable water isotope composition can
be substantially affected by a measurement artefact known
as the mixing ratio dependency, which is commonly consid-
ered independent of the isotope composition. Here we sys-
tematically investigate how the mixing ratio dependency, in
a range from 500 to 23 000 ppmv of three commercial cav-
ity ring-down spectrometers, is affected by the isotope com-
position of water vapour. We find that the isotope compo-
sition of water vapour has a substantial and systematic im-
pact on the mixing ratio dependency for all three analysers,
particularly at mixing ratios below 4000 ppmv. This isotope
composition dependency can create a deviation of ± 0.5 ‰
and ±6.0 ‰ for δ18O and δD, respectively, at ∼ 2000 ppmv,
resulting in about 2 ‰–3 ‰ deviation for the d-excess. An
assessment of the robustness of our findings shows that the
overall behaviour is reproducible over up to 2 years for differ-
ent dry gas supplies, while being independent of the method
for generating the water vapour and being the first order of
the evaluation sequence. We propose replacing the univari-
ate mixing ratio dependency corrections with a new, com-
bined isotope composition–mixing ratio dependency correc-
tion. Using aircraft- and ship-based measurements in an Arc-
tic environment, we illustrate a relevant application of the
correction. Based on our findings, we suggest that the de-
pendency on the isotope composition may be primarily re-
lated to spectroscopy. Repeatedly characterising the com-
bined isotope composition–mixing ratio dependency of laser
spectrometers when performing water vapour measurements
at high elevations, on aircraft, or in polar regions appears crit-
ical to enable reliable data interpretation in dry environments.
1 Introduction
Stable water isotopes (hydrogen and oxygen) are natural
tracers in the atmosphere and hydrosphere and have long
been used to improve our understanding of the hydrological
cycle and climate processes (Dansgaard, 1953, 1954; Gat,
1996). Advances in laser spectroscopy now allow for high-
frequency in situ measurements of the isotope composition
of water vapour in the atmosphere (Kerstel, 2004; Kerstel and
Gianfrani, 2008). One commercially available type of instru-
ment is the cavity ring-down spectrometer (CRDS) manufac-
tured by Picarro, Inc., USA. The measurement principle of
CRDS is based upon the absorption of a laser pulse at a wave-
length specific to a given isotopologue (O’Keefe and Dea-
con, 1988; Crosson, 2008). The Picarro L2130-i and L2140-i
CRDS analysers have an optimal performance within a water
vapour mixing ratio of 19 000–21 000 ppmv (parts per mil-
lion by volume), where high signal-to-noise ratios enable
precise measurements. This range is typically maintained
during liquid sample analysis. In situ measurements of the
atmospheric water vapour isotopes are not constrained to this
optimal mixing ratio range (Gupta et al., 2009). At lower
water vapour mixing ratios, the measurement uncertainty in-
creases due to weaker absorption and, thus, lower signal-to-
noise ratios. Additionally, outside of this range, the measure-
ment suffers from a mixing-ratio-dependent deviation of the
isotope composition. Since atmospheric mixing ratios can
Published by Copernicus Publications on behalf of the European Geosciences Union.
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vary from below 500 ppmv in dry regions (e.g. polar regions
or the middle and upper troposphere) to 30 000 ppmv or more
in humid regions (e.g. the tropics), an appropriate correc-
tion for this mixing ratio dependency for high-quality in situ
measurements of atmospheric water vapour is required (e.g.
Aemisegger et al., 2012; Bonne et al., 2014).
The water vapour mixing ratio dependency (hereafter mix-
ing ratio dependency), sometimes also named the humidity
isotope response (Steen-Larsen et al., 2013, 2014) or con-
centration dependency (Wen et al., 2012; Bailey et al., 2015)
of infrared laser spectrometers for water isotopes, has been
described in numerous studies (e.g. Lis et al., 2008; Schmidt
et al., 2010; Sturm and Knohl, 2010; Bastrikov et al., 2014;
Sodemann et al., 2017). Many studies found the mixing ratio
dependency to be non-linear and, to some extent, specific to
both the instrument used and the isotope composition mea-
sured. For example, reviewing the then-available systems for
vapour generation on Picarro L1115-i and L1102-i analysers,
Wen et al. (2012) showed that the mixing ratio dependency
could vary for each specific instrument. Aemisegger et al.
(2012) demonstrated that the mixing ratio dependency varies
for different instrument types and generations and is affected
by the matrix gas used during calibration. However, these au-
thors did not find a substantial dependency on the isotope
composition when testing four different standards. Bonne
et al. (2014) speculated that the different mixing ratio de-
pendency functions at low mixing ratios (below 2000 ppmv)
for their two working standards are likely an artefact of resid-
ual water vapour after using a molecular sieve. Bailey et al.
(2015) found the mixing ratio dependency to be clearly dif-
ferent for three tested standard waters, while emphasising the
uncertainties from statistical fitting in which the characteri-
sation data are infrequent. Sodemann et al. (2017) found a
substantial impact from a mixing ratio dependency correc-
tion when processing aircraft measurements of d-excess over
the Mediterranean Sea but did not account for different iso-
topic standards in detail. Bonne et al. (2019) characterised
the mixing ratio dependency of their ship-based water vapour
isotope measurements using four water standards and noted
a dependency of the mixing ratio dependency on the iso-
tope standard. They did not observe a significant drift in the
dependency for measurements separated by several months.
Using the ambient air dried through an Indicating Drierite as
a carrier gas, Thurnherr et al. (2020) characterised the mixing
ratio dependency for their customised L2130-i analyser op-
erating with two different cavity flow rates. They observed a
moderate dependency on the isotope composition with a nor-
mal cavity flow rate (∼ 50 sccm) but found a much weaker,
or negligible, dependency on the isotope composition with a
high cavity flow rate (∼ 300 sccm).
To summarise, only some previous studies have recog-
nised the impact of the isotope composition of measured
standards on the mixing ratio dependency as a significant
uncertainty source. More importantly, no systematic inves-
tigation of the influence of the isotope composition on the
mixing ratio dependency has been conducted so far. Given
the potentially large impact of such corrections at very low
water vapour mixing ratios, this is an important piece of re-
search required for enabling the reliable interpretation and
comparison of measurements at dry conditions (such as in
the high-elevation or polar regions or from research aircraft).
Here we present a systematic analysis of the impact of the
isotope composition on the mixing ratio dependency for three
commercial CRDS analysers, namely one Picarro L2130-i
analyser and two Picarro L2140-i analysers, by using five
standard waters with different isotope compositions. Meth-
ods and data are presented in Sect. 2. Using the measure-
ments from one analyser, we demonstrate the characterisa-
tion of the isotope composition–mixing ratio dependency
in Sect. 3. We then evaluate the robustness of the isotope
composition–mixing ratio dependency across the three anal-
ysers by also considering the different vapour generators,
matrix gas compositions, measuring sequences, and tempo-
ral stability (Sect. 4). A new correction scheme is proposed
in Sect. 5. Using water vapour isotope measurements from
aircraft and a ship acquired during the Iceland–Greenland
Seas Project (IGP) measurement campaign in the Iceland–
Greenland seas (Renfrew et al., 2019) as a test case, we in-
vestigate the potential impact of the isotope composition–
mixing ratio dependency correction in Sect. 6. We then dis-
cuss the potential origin of the influence of isotope com-
position on the mixing ratio dependency (Sect. 7). Finally,
we provide recommendations on how to apply the correction
scheme to other analysers (Sect. 8).
2 Methods and data
This section introduces the terminology used throughout the
paper, explains the measurement principle of the instruments
used, and provides an overview of the total of 15 experiments
(Table 1) that have been conducted to evaluate the potential
influencing factors on the isotope composition–mixing ratio
dependency both separately and repeatedly. These 15 exper-
iments can be separated into five categories with respect to
their aims (Table 3). With these five categories, we assess the
following influencing factors: the dependence on the vapour-
generating method, the dependence on the specific instru-
ment, the long-term stability of the dependence behaviour,
the influence from the dry gas matrix, and the influence of
the measuring sequence. In the end, we introduce the in situ
measurement data that are used to illustrate the impact of
correction.
2.1 Terminology
The abundance of stable water isotopes in a reservoir is quan-
tified as the concentration ratio of the rare (HD16O or H182 O)
to the abundant (H162 O) isotopologue. Note that the defini-
tion here is referred to as the molecular isotope ratio, as mea-
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Table 1. Overview of all 14 characterisation experiments regarding the instrument, the vapour-generation method, the type of dry gas supply,
the measured standard waters, the mixing ratio steps, the mixing ratio span, and the experiment time. For characterisations with injections,
four injections are typically carried out at each mixing ratio. For characterisations with continuous vapour streaming via a Standard Delivery
Module (SDM), normally 20–40 min of measurements are carried out at each mixing ratio. The values of the water concentrations are the
uncalibrated values measured on the corresponding analyser. Instrument HIDS2254 is model type L2130-i, while instruments HKDS2038
and HKDS2039 are of model type L2140-i.
No. Instrument Method Dry gas Standard water Steps Span (ppmv) Time
1 HIDS2254 Autosampler Synthetic air GSM1, MIX, VATS, DI, EVAP 47–49 ∼ 500–23 000 Feb 2017
2 Autosampler Synthetic air GSM1, VATS, DI, EVAP 27–30 ∼ 1000–23 000 May 2018
3 Autosampler N2 GSM1, VATS, DI, EVAP 25–29 ∼ 500–23 000 May 2018
4 SDM Synthetic air DI 24 ∼ 700–23 000 Jul 2016
5 SDM Synthetic air DI 11 ∼ 1300–20 000 Feb 2018
6 SDM Synthetic air GSM1, DI 23,27 ∼ 700–23 000 Jun 2018
7 SDM N2 GSM1, DI 13,16 ∼ 1200–23 000 Jun 2018
8 SDM Air through Drierite GSM1 27 ∼ 700–23 000 Dec 2016
9 HKDS2038 Autosampler N2 GSM1, MIX, VATS, TAP, EVAP 42–44 ∼ 800–27 000 Jan 2017
10 Autosampler N2 GSM1, VATS, DI 36,29,19 ∼ 600–30 000 Feb 2018
11 Autosampler N2 MIX 19 ∼ 300–23 000 Dec 2019
12 Manual injection Synthetic air NEEM, GV, BERM 8 ∼ 2400–24 000 Feb 2018
13 Manual injection Synthetic air NEEM, GV, BERM 8 ∼ 2600–22 000 Mar 2018
14 HKDS2039 Autosampler N2 GSM1, MIX, VATS, DI, EVAP 45–47 ∼ 500–27 000 Jan 2017
15 Autosampler N2 GSM1 20 ∼ 500–24 000 Jul 2019
sured by laser spectrometry. Apart from statistical factors,
this definition can be shown to be equal, in the first order, to
the atomic isotope ratio R determined by mass spectrometry
(Mook et al., 2001). The (molecular) isotope ratio of hydro-





Isotope abundance is generally reported as a deviation of
the isotope ratio of a sample relative to that of a standard,
known as δ value, and is commonly expressed in units of per
mil (‰) deviation from the Vienna Standard Mean Ocean
Water 2 (VSMOW2) by means of 2RVSMOW2 = (155.76±
0.05)× 10−6 (Hagemann et al., 1970) and 18RVSMOW2 =
(2005.20±0.45)×10−6 (Baertschi, 1976). The VSMOW2 is
distributed by the International Atomic Energy Agency (In-






The magnitude of the deviation introduced by the mixing ra-
tio dependency is typically at least 1 order of magnitude less
than the span of the isotope compositions of the measured
standards. To focus on the deviation of the measured isotope
compositions at various mixing ratios (δmeas) from the iso-
tope composition at a reference mixing ratio (δcor), we use
the 1δ notation, which is defined as follows:
1δ = δmeas− δcor. (3)
We choose 20 000 ppmv as a reference level within the nom-
inal optimal performance range of the CRDS analyser. The
isotope composition at the exact value of 20 000 ppmv is thus
obtained from a linear interpolation between the closest mea-
surements above and below 20 000 ppmv (mostly between
19 000 and 21 000 ppmv). Note that all mixing ratios reported
in this study are direct (raw) measurements from the CRDS
and that the isotope composition–mixing ratio dependency
correction is applied to the raw data before calibration.
While1δ18O and1δD are given directly by the definition
above, the deviation for the secondary parameter d-excess=
δD−8 ·δ18O (Dansgaard, 1964) is obtained from the follow-
ing calculation: 1d-excess=1δD− 8 ·1δ18O.
2.2 Instruments
The instruments investigated in this study include two
Picarro L2140-i analysers (serial nos. HKDS2038 and
HKDS2039) and one Picarro L2130-i analyser (serial no.
HIDS2254; all from Picarro, Inc., USA). Hereafter, we re-
fer to each instrument by their serial number. The instru-
ments record at a data rate of ∼ 1.25 Hz and with an air
flow of ∼ 35 sccm through the cavity. To minimise instru-
ment drift and errors from the spectral fitting, these CRDS
systems control the pressure and temperature of their cavi-
ties at (80±0.02) ◦C and (50±0.1)Torr ((66.66±0.13) hPa)
precisely.
For the spectral fitting, the instruments target three absorp-
tion lines of water vapour in the region of 7199–7200 cm−1
(Steig et al., 2014). In the CRDS, a laser saturates the mea-
surement cavity at one of the selected absorption wave-
lengths. After switching the laser off, a photodetector mea-
sures the decay (ring down) of photons leaving the cav-
ity through the semi-transparent mirrors (slightly less than
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100 % reflectivity). The ring-down time is inversely related
to the total optical loss in the cavity. For an empty cavity,
the ring-down time is solely determined by the reflectivity
of the mirrors. For a cavity containing gas that absorbs light,
the ring-down time will be shorter due to the additional ab-
sorption from the gas. The absorption intensity at a particular
wavelength can be determined by comparing the ring-down
time of an empty cavity to the ring-down time of a cavity
that contains gas. The absorption intensities at all measured
wavelengths generate an optical spectrum in which the height
or underlying area of each absorption peak is proportional to
the concentration of the molecule that generated the signal.
The height or underlying area of each absorption peak is cal-
culated based on the proper fitting of the absorption baseline.
At lower water vapour concentrations, the signal-to-noise ra-
tio decreases and the fitting algorithms are affected by vari-
ous error sources (see Sect. 7).
As a custom modification, the L2130-i (serial
no. HIDS2254) operates with two additional lasers that
allow for rapid switching between the three target wave-
lengths, which enables a higher (5 Hz) data acquisition rate
and a larger cavity-flow rate than a regular L2130-i. In the
present study, we used the flow rates and measurement fre-
quencies as for regular L2130-i analysers. The L2130-i uses
peak absorption for the spectral fitting, whereas the L2140-i
uses an integrated absorption within the spectral features
(Steig et al., 2014). The L2140-i is therefore substantially
less sensitive to the pressure broadening and narrowing of
the absorption lines due to changes in the matrix gas that
can affect older generation analysers, such as the L2120-i
(Johnson and Rella, 2017). Manufacturer specifications
commonly state a measurement range for vapour from 1000
to 50 000 ppmv. As a custom modification, all instruments
used here have been calibrated down to 200 ppmv with an
unspecified procedure by the manufacturer.
Water vapour measurements with these instruments have
a total error budget that involves the uncertainty from the
calibration standards projecting onto the VSMOW2 and
Standard Light Antarctic Precipitation 2 (SLAP2; collec-
tively VSMOW2–SLAP2) scale and from the time-averaging
method employed for the native time resolution data. The
Allan deviation quantifies the precision – depending on the
averaging time interval. Previous studies found typical Al-
lan deviations of < 0.1 ‰ for δ18O and ∼ 0.1 ‰ for δD at
15 700 ppmv for averaging times of 1–2 min for the L2130-i
(Aemisegger et al., 2012) and similar values for these averag-
ing times for the L2140-i (Steig et al., 2014). Any corrections
for the mixing ratio dependency are applied to the raw data
at a native time resolution. The uncertainty of any correction
is thereby given from a combination of the averaging time
of the vapour measurements at a given mixing ratio and the
uncertainty of the employed calibration standards.
2.3 Standard waters
To identify the influence of the isotope composition on the
mixing ratio dependency, we have used multiple internal
standard waters calibrated on the international VSMOW2–
SLAP2 scale to characterise the mixing ratio dependency.
The standard waters include four laboratory standards in use
at the Facility for Advanced Isotopic Research and Monitor-
ing of Weather, Climate and Biogeochemical Cycling (FAR-
LAB) of the University of Bergen and three laboratory stan-
dards in use at the isotope laboratory of the University of
Iceland (UI; Table 2). For the FARLAB standards, one is
obtained from snow in Greenland (GSM1), one is moun-
tain snow from Norway (VATS), one consists of deionised
tap water at Bergen (DI), and one is evaporated DI water
(EVAP). Besides the four laboratory standards, we have also
used an even mixing between GSM1 and VATS (MIX) and
the uncalibrated deionised tap water (TAP). For the UI stan-
dards, one is from snow at the North Greenland Eemian Ice
Drilling (NEEM) site in Greenland, one consists of ground-
water in Reykjavik (GV), and one is Milli-Q® purified water
based on ocean water from Bermuda (BERM). The isotope
compositions of all the waters used span from −33.52 ‰ to
5.03 ‰ for δ18O and from−262.95 ‰ to 6.26 ‰ for δD (Ta-
ble 2).
2.4 Vapour-generation methods
We use two methods to generate vapour for characterising the
isotope composition–mixing ratio dependency of the three
instruments, namely discrete liquid injections and continuous
vapour streaming. These are essentially two ways of generat-
ing a vapour sample to be analysed by the infrared spectrom-
eters. Both methods involve the injection of a liquid stan-
dard water into a heated evaporation chamber in which the
injected water is completely evaporated and mixed with a dry
matrix gas.
2.4.1 Dry gas supply
Previous studies of Picarro CRDS analysers preceding the
L2140-i show that the matrix gas has an influence on the
characterisation of the mixing ratio dependence in the CRDS
isotope measurement of water vapour (Aemisegger et al.,
2012; Johnson and Rella, 2017). It is therefore important
to know the influence of the matrix gas on the isotope
composition–mixing ratio dependency to determine, depend-
ing on the measurement situation, a preferred method for
obtaining the final correction relationship. The manufac-
turer recommends a customer-supplied gas drying unit (e.g.
Drierite desiccants) to supply dry gas for the Standard Deliv-
ery Module (SDM) unit. Here we either used a single drying
unit with ambient air or dry gas cylinders that contain syn-
thetic air (synthetic air 5.5, purity 99.9995 %; Praxair Norge
AS) or N2 (Nitrogen 5.0, purity > 99.999 %; Praxair Norge
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Table 2. Isotope compositions of the standard waters used in this study. The values are reported on the VSMOW2–SLAP2 scale. FARLAB
standards are the laboratory standards used at FARLAB, University of Bergen, and UI standards are the laboratory standards used at the
isotope laboratory of the University of Iceland. All the waters are at laboratory working standards, except MIX and TAP. MIX is obtained
from an even mixing of GSM1 and VATS. TAP is deionised tap water from Bergen, Norway. The isotope compositions of these two waters
are calibrated in experiment 9 by using the measured working standards. The σ for FARLAB standards represents the standard deviation of
the mean for the six liquid injections, while σ for UI standards is a long-term standard deviation.
δ18O (‰) σ (‰) δD (‰) σ (‰) d-excess (‰) σ (‰)
FARLAB standards
GSM1 −33.07 ±0.02 −262.95 ±0.04 1.63 ±0.17
MIX −24.78 ±0.02 −193.90 ±0.08 4.30 ±0.20
VATS −16.47 ±0.02 −127.88 ±0.09 3.89 ±0.18
DI −7.78 ±0.01 −50.38 ±0.02 11.83 ±0.10
TAP −7.98 ±0.01 −52.89 ±0.05 10.97 ±0.13
EVAP 5.03 ±0.02 4.75 ±0.11 −35.47 ±0.16
UI standards
NEEM −33.52 ±0.05 −257.1 ±0.6 11.05 ±0.72
GV −8.54 ±0.05 −57.7 ±0.6 10.60 ±0.72
BERM 0.52 ±0.05 6.3 ±0.6 2.10 ±0.72
Table 3. Summary of the experiment design ordered by the aims and including the dependency on the vapour-generating method, the
dependency on the tested instrument, the long-term stability of the dependency behaviour, the influence from the dry gas supply, and the
influence of the measuring sequence.
Experiments Factor Instrument Parameters Figure
2, 6 Vapour generation HIDS2254 Synthetic air A1 (a–c)
3, 7 Vapour generation HIDS2254 N2 Not shown
6, 7, 8 Dry gas supply HIDS2254 Synth. air, N2, Drierite, SDM A1 (d–f)
2, 3 Dry gas supply HIDS2254 Synth. air, N2, autosampler Not shown
9, 11, 15 Measuring sequence HKDS2038, HKDS2039 Autosampler, N2 A1 (g–i)
3, 9, 14 Instrument type HIDS2254, HKDS2038, HKDS2039 Autosampler, N2 A2
1, 2 Long-term stability (15 months) HIDS2254 Autosampler, synthetic air A3
4, 5, 6 Long-term stability (20–25 months) HIDS2254 SDM, Synthetic air Not shown
9, 10 Long-term stability (11 months) HKDS2038 Autosampler, N2 Not shown
12, 13 Long-term stability (1 month) HKDS2038 Manual inj., Synthetic air Not shown
AS). We have tested the three types of dry gas supply, with
the characterisation on instrument HIDS2254, for continu-
ous vapour streaming, and we have characterised the three
analysers using synthetic air and/or N2 for discrete liquid in-
jections. Ambient air dried through Drierite can still contain
some moisture (typically about 200 ppmv when the ambient
water vapour is around 10 000 ppmv), which can contribute
a non-negligible fraction to the measured isotope composi-
tion at low mixing ratios (e.g. 10 % below 2000 ppmv). The
use of several drying units in a row, which includes the ver-
tical arrangement of drying units to prevent preferential gas
flow, and careful handling of tubing tightness may provide
the same background mixing ratio as with a gas cylinder (Ku-
rita et al., 2012), but that has not been tested here.
2.4.2 Discrete liquid injections
The discrete liquid injections repeatedly generate vapour
pulses by injecting between 0 and 2 µL of standard water
from 1.5 mL PTFE/rubber-septum sealed vials with a 10 µL
syringe (VWR, part no. 002977). Injections are operated by
an autosampler (A0325; Picarro, Inc., USA) or by manual in-
jection. Vaporisation of liquid water is achieved in a Picarro
vaporiser (A0211; Picarro, Inc., USA) set to 110 ◦C. The va-
poriser mixes the water vapour with synthetic air or N2 from
a gas cylinder at a pressure set to ∼ 170 hPa. The vaporiser
chamber seals off for a few seconds to allow for sufficient
mixing between the vapour and the matrix gas before deliv-
ering the mixture to the analyser at a highly stable mixing
ratio.
Before switching to a new standard water, 8–12 injec-
tions of the new standard water at a mixing ratio of ∼
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20000 ppmv were applied each time to account for the mem-
ory effects from the previous injections. Then the sequence
begins at the lowest (∼ 500 ppmv) and ends at the highest
(∼ 23000 ppmv) mixing ratio. Various mixing ratios are ob-
tained by adjusting the injection volume in the 10 µL syringe.
The injection volume was modified to be between 0.05 and
2.5 µL with a step of 0.05 µL, resulting in mixing ratios be-
tween approximately 500 and 23 000 ppmv with a step of ∼
450 ppmv. Four injections in the high-precision mode (longer
measurement period with approximately 10 min per injec-
tion) were applied to each mixing ratio, and the last three
injections were then averaged for further analysis. Injections
with an injection volume of 2 µL (∼ 19000 ppmv) were car-
ried out at the beginning and end of a sequence to account
for potential instrument drift. A sequence for one standard
water lasts approximately 35 h. The instrument drift within
a sequence typically has a magnitude of (0.05± 0.02)‰,
(0.7±0.1)‰, and (0.4±0.1)‰ for δ18O, δD, and d-excess
respectively. The drift is 4–7 times larger than the uncertainty
associated with the estimated drift but 1 order smaller than
the deviation introduced by the mixing ratio dependency; it
is corrected by assuming a temporal linearity during the se-
quence period.
Manual liquid injections were carried out during a field de-
ployment where no autosampler was available. During man-
ual injections, it is challenging to maintain a constant injec-
tion volume, and it is thus difficult to achieve a precise con-
trol of the water vapour mixing ratios. In this case, only injec-
tion volumes between 0.2 and 1.6 µL with a step of ∼ 0.2 µL
are employed, which roughly corresponds to mixing ratios
between 2400 and 24 000 ppmv with a step of ∼ 3000 ppmv.
Despite the shorter measurement period (about 6 h), the in-
strument drift within a sequence increased by a factor of 2–3
for δ18O ((0.16±0.03)‰) and δD ((1.65±0.18)‰), result-
ing in a drift of (0.37± 0.22)‰ for d-excess. The relatively
high instrument drift, when compared to the autosampler in-
jections in the laboratory, is most likely due to the uncertainty
introduced by the variable injection volume and the opera-
tion on a container on the deck of a research vessel (Renfrew
et al., 2019). Instrument drift is corrected by assuming lin-
ear drift during each characterisation experiment. In all char-
acterisation experiments, we applied three to five FARLAB
standard waters when using an autosampler or three UI stan-
dard waters in the case of manual injections.
2.4.3 Continuous vapour streaming
To test the influence of the vapour-generation method, we
used the continuous water vapour streaming of two labora-
tory standard waters (DI and GSM1). A continuous vapour
stream is generated via a so-called Standard Delivery Mod-
ule (SDM, A0101; Picarro, Inc., USA). The SDM is a device
with two syringe pumps that provides automated delivery of
two standard waters at up to three water concentrations per
standard. The standard water is delivered to the Picarro va-
poriser where it is instantly vaporised at 140 ◦C and simulta-
neously mixed with a dry matrix gas. The routines for vapour
streaming at the different mixing ratios applied here follow
recommendations by the manufacturer to characterise each
instrument’s mixing ratio dependency (SDM user manual;
Picarro, Inc.). Mixing ratios between 600 and 24 000 ppmv
were obtained by adjusting the liquid water injection speed
of the syringe pumps from 0.002 to 0.8 µLs−1. The gener-
ated standard vapour is continuously delivered to and mea-
sured by the spectrometer. During the characterisation, we
measured about 25 mixing ratios at a step of ∼ 1000 ppmv
(0.003 µLs−1) for each standard water. Each mixing ratio is
measured for 20–40 min, and the averaged value of a 5 min
period close to the end of the measurement is used in the
analysis. Due to unstable calibration performance, only sec-
tions of 1–2 min were used for the characterisations done in
July 2016 and February 2018 for the laboratory standard DI
on instrument HIDS2254.
A measurement sequence of standard GSM1 with ambient
air dried through Drierite shows that the magnitude of the
instrument drift during a 22 h measurement with the SDM
is similar to that of the liquid injection with an autosam-
pler. However, due to the lower precision of the SDM mea-
surement, the instrument drift is comparable to – (0.10±
0.09)‰ and (0.96±0.36)‰ for δ18O and δD respectively –
or smaller for the uncertainty associated with the estimated
drift, i.e. (0.24±0.78)‰ for d-excess. Therefore, except for
the measurement with standard GSM1 mentioned previously,
the measurements with the SDM are not corrected for instru-
ment drift.
2.5 In situ measurement data for studying the impact
of the isotope composition–mixing ratio
dependency correction
In order to test the impact of the isotope composition–mixing
ratio dependency correction on actual measurements, we ap-
plied the proposed correction scheme to two data sets ob-
tained from in situ vapour measurements during the Iceland–
Greenland Seas Project (Renfrew et al., 2019) on board a
research aircraft (analyser HIDS2254) and a research ves-
sel (analyser HKDS2038) in March 2018 on the Iceland–
Greenland seas (∼ 68◦ N, 12◦W).
The HIDS2254 analyser was installed on board a Twin Ot-
ter research aircraft. The instrument was fixed on a rack on
the right side of the non-pressurised cabin. A 3.5 m stainless-
steel tube with 3/8 in. diameter, insulated and heated to
50 ◦C, was led from a backward-facing inlet located behind
the right cockpit door to the analyser. A backward-facing in-
let was selected to ensure that only vapour (and not parti-
cles or droplets) would be sampled. A manifold pump was
used to draw the vapour through the inlet at a flow rate of
about 8 slpm. The HIDS2254 took a sub-sample through a
0.2 m stainless-steel tubing in low-flow mode at a flow rate
of ∼ 35 sccm. The selected vapour measurements from the
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aircraft were taken in the lower troposphere above the Ice-
land Sea during a cold air outbreak (CAO) on 4 March 2018.
The particular water vapour measurement segment utilised
here was taken during a 9 min long descent of the aircraft
from 2900 to 180 m a.s.l. A Greenland blocking associated
with northerlies in the Iceland–Greenland seas caused cold
atmospheric temperatures, with an average of −12 ◦C at al-
titudes below 200 m. Accordingly, mixing ratios at low lev-
els ranged from 2000 to 2700 ppmv. At higher levels, mix-
ing ratios were as low as about 900 ppmv. After applying
any correction schemes (see below), the water vapour isotope
data from the aircraft are calibrated to the VSMOW2–SLAP2
scale using the long-term average of calibrations, with inter-
nal FARLAB laboratory standards on GSM1 and DI, by us-
ing the SDM from before and after the flight survey (details
described in a forthcoming publication).
For the vapour measurements on board the research ves-
sel (R/V Alliance), the HKDS2038 analyser was installed
inside a heated measurement container that was placed on
the crew deck at about 6 m above the water’s surface. The
ambient air was drawn into the container with a flow rate
of around 8 slpm by a manifold pump through a 5 m long
1/4 in. stainless-steel tube and was heated to about 50 ◦C
with self-regulating heating tape. The tube inlet was mounted
4 m above the deck and was protected from precipitation with
a downward-facing tin can. The selected time period from the
research vessel was acquired during a CAO event between 14
and 16 March 2018. At the beginning of the event, the mix-
ing ratio dropped from 6000 to below 3000 ppmv within 2 h
and then stayed at around 3000 ppmv for about 24 h before it
increased to 8000 ppmv again.
3 Isotope composition–mixing ratio dependency
In this section we present the isotope composition–mixing
ratio dependency from the characterisation result for the
HIDS2254 instrument (Fig. 1). The characterisation is car-
ried out using the method of discrete liquid injections (ex-
periment 1). At each mixing ratio, a total of four injections
are carried out in high-precision mode, and the last three in-
jections are averaged for further analysis. The uncertainty at
each mixing ratio is calculated as the standard deviation of
the three injections taken; this standard deviation (colour er-
ror bars in Fig. 1) is substantially smaller than the standard
deviation of one single injection (indicated by thick grey er-
ror bars in Fig. 1).
The mixing ratio dependency for δ18O, displayed as
the deviation 1δ18O, exhibits a skewed, inverse-U shape
(Fig. 1a) for all of the water standards. As an example, stan-
dard GSM1 (dark blue symbols) starts with a deviation of
−0.1 ‰ for a high mixing ratio of 23 000 ppmv, becomes
positive after passing 20 000 ppmv, and continues increas-
ing until reaching a maximum of around 3000 ppmv. Then
1δ18O quickly drops at lower mixing ratios and becomes
negative again at around 500 ppmv. As the mixing ratio de-
creases further, the magnitude of the deviation increases
substantially. Notably, the mixing ratio dependencies of the
other four standard waters (light blue, green, orange, and red
symbols for MIX, VATS, DI, and EVAP respectively) also
depict an inverse-U shape. However, the maxima become
smaller and shift towards higher mixing ratios (bottom right
in Fig. 1a) with a more enriched isotope composition. This
isotope-composition-related shift leads to an enlarged differ-
ence of 1δ18O between any of the standard waters. For ex-
ample,1δ18O for GSM1 (dark blue symbols) and EVAP (red
symbols) differ by ∼ 0.9 ‰ at 2000 ppmv and by 2.0 ‰ at
1000 ppmv.
The isotope-composition-related shift is even more pro-
nounced for1δD (Fig. 1b). For the standard waters with rel-
atively depleted isotope compositions (GSM1 – dark blue;
and MIX – light blue),1δD is positive and becomes larger as
the mixing ratios decrease. For the standard waters with rel-
atively enriched isotope compositions (VATS – green; DI –
orange; and EVAP – dark red), 1δD becomes more negative
with decreasing mixing ratios. This leads to an increasing di-
vergence of the mixing ratio dependency at ∼ 15000 ppmv
and below. For example, 1δD for GSM1 (dark blue) and
EVAP (red) differ by ∼ 11 ‰ at 2000 ppmv and by ∼ 21 ‰
at 1000 ppmv.
The isotope composition dependency of 1δ18O and 1δD
has a substantial impact on the mixing ratio dependency of
1d-excess for different water standards. The mixing ratio de-
pendency of 1d-excess below ∼ 15000 ppmv now exhibits
a U-shape, with the minimum located between 4000 (DI –
orange) and 7000 ppmv (GSM1 – dark blue). The deviation
for GSM1 (dark blue) and EVAP (red) differs by ∼ 3.8 ‰ at
2000 ppmv and by ∼ 5.3 ‰ at 1000 ppmv.
In summary, this characterisation shows that the mixing ra-
tio dependency varies systematically according to the isotope
composition of the measured standard water. It is most pro-
nounced at low mixing ratios (below 10 000 ppmv) and also
increases at lower mixing ratios. The substantial deviations
are clearly important for in situ water vapour measurements
in dry environments, particularly when the water vapour has
large variations in the isotope composition. As demonstrated
in Sect. 4, we find that this systematic isotope composition–
mixing ratio dependency occurs irrespective of the vapour-
generation method and dry gas supply and exists in a similar
form in all three of the CRDS spectrometers characterised
here.
The mixing ratio dependency of HIDS2254 seems to
vary systematically with the isotope composition of the wa-
ter standards, suggesting a potential spectroscopic origin
(Sect. 7). This isotope composition–mixing ratio dependency
will not be sufficiently removed by a uniform correction
based on a single water standard. However, the dependency
can be corrected if we can establish a correction function that
takes both the mixing ratio and the isotope composition into
account. First we investigate how robust and stable the de-
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Figure 1. Mixing ratio dependency of uncalibrated measurements for (a) δ18O, (b) δD, and (c) d-excess for five standard waters (GSM1,
MIX, VATS, DI, and EVAP) on instrument HIDS2254 (Picarro L2130-i) with discrete liquid injections via an autosampler (experiment
1). Mixing ratio dependency is expressed as the deviation 1 of the measured isotope composition at each mixing ratio with respect to
the reference mixing ratio of 20 000 ppmv. The symbol and error bar represents the mean and the standard deviation of the mean for the
last three of a total of four injections at each mixing ratio. Solid lines are fits with the function f (x)= ax + bx+ c. Dashed lines are the
95 % confidence interval for the corresponding fit. Measurements and fits for d-excess are calculated with 1d-excess=1δD− 8 ·1δ18O.
The typical 1 standard deviation of a single injection at the corresponding mixing ratio is indicated with grey error bars. Two outliers (at
about 4300 and 8900 ppmv) are removed from the GSM1 measurements, and one outlier (at about 9000 ppmv) is removed from the VATS
measurements.
scribed isotope dependency is over time before proposing a
correction framework based on our characterisation results.
4 Robustness and temporal stability of the isotope
composition–mixing ratio dependency
We carefully analysed the robustness of the isotope
composition–mixing ratio dependency with respect to the
choice of the method for vapour generation, the dry gas sup-
ply, the measuring sequence, individual instruments and in-
strument type, and its stability over time using 15 experi-
ments in total (Table 1). Here we provide a summary of the
results from these different experiments, with the detailed re-
sults given in Appendix A.
The robustness test indicates that the isotope composition–
mixing ratio dependency is consistent across the two tested
vapour-generation methods, i.e. discrete liquid injections and
continuous vapour streaming (Appendix A1; Fig. A1a–c).
Characterisations with synthetic air and N2 are in agreement
for δD but deviate for δ18O (Appendix A2; Fig. A1d–f). A
particularly substantial disagreement is found for the experi-
ment using Drierite. This is likely caused by the contribution
from water vapour remaining in the matrix air after the dry-
ing unit. The measuring sequence from high to low mixing
ratios, or the reverse, shows a great similarity in the results,
indicating that the potential hysteresis effects are not sub-
stantial (Appendix A3; Fig. A1g–i). However, we do note a
different result for δ18O at the lowest mixing ratio during one
of the repeated experiments with MIX water (not shown). We
suspect that the high sensitivity of the isotope composition–
mixing ratio dependency at this range of δ18O values could
lead to pronounced deviations. While this aspect deserves
further attention, we consider it as being second order with
regards to the existence and cause of an isotope composition–
mixing ratio dependency in the investigated CRDS instru-
ments. Tests of all three analysers with discrete autosam-
pler injections and N2 as the matrix gas show a similar iso-
tope composition–mixing ratio dependency in all three anal-
ysers investigated (Appendix A4; Fig. A2). The repeated
characterisation of analysers HIDS2254 and HKDS2038 dur-
ing a time period of up to 2 years shows that the isotope
composition–mixing ratio dependency is an instrument char-
acteristic that is, at the first order, constant over time (Ap-
pendix A5, Fig. A3).
In summary, the isotope composition–mixing ratio depen-
dency is, at the first order, robust across a range of key pa-
rameters and stable over time. However, it is also apparent
that individual instruments have a different strength, and it is
the shape of the instrument characteristic that requires indi-
vidual correction. In the next sections, we apply and evaluate
a new scheme to correct for the isotope composition–mixing
ratio dependency.
5 Correction framework
We now use the characterisation result previously obtained
from instrument HIDS2254 as an example of how to derive a
correction procedure for the isotope composition–mixing ra-
tio dependency by following six sequential steps. Due to the
systematic behaviour observed in Fig. 1, we chose a simple,
traceable fitting procedure to obtain the two-dimensional cor-
rection function that can potentially be related to a physical
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cause. For the sake of simplicity, the equations in the follow-
ing paragraphs are formulated to be valid for both δ18O and
δD.
5.1 General formulation
1. We obtain the mixing ratio dependency for each wa-
ter standard as raw (uncorrected, uncalibrated) measure-
ments of the isotope compositions. The water standards
thereby cover a wide range of isotope compositions and
different mixing ratios, particularly also at low mixing
ratios.
2. We express the mixing ratio dependency for each water
standard as the deviation of the raw measurements to the
reference value at 20 000 ppmv (Eq. 3). The reference
value is obtained from a linear interpolation between the
closest measurements above and below 20 000 ppmv.
These deviations are denoted as 1δ18O, 1δD, and 1d-
excess as described in Sect. 2.1.
3. A suitable fitting function is fitted to the mixing ratio
dependency of each standard water. Here we used fitting




+ bδx+ cδ, (4)
where x is the mixing ratio, δ indicates the isotope com-
position of the standard waters, and aδ , bδ , and cδ are
fitting coefficients for each water standard and isotope
species.
4. We express the obtained fitting coefficients as a function
of the isotope composition as a(δ), b(δ), and c(δ) for
all the standard waters (Fig. 2, symbols). This reveals
a dependency of the fitting coefficients on the isotope
composition of the water standard. We now fit a suit-












where δ is the isotope composition and m, n, and k are
the respective fitting coefficients of the quadratic poly-
nomials.
5. By replacing the parameters aδ , bδ , and cδ in Eq. (4)
with their parametric expressions in Eq. (5), we obtain
the generalised fitting for the mixing ratio dependency,
which is a function of both the mixing ratio x and the




+ b(δ)x+ c(δ). (6)
6. Using Eq. (6), we can now correct the measured isotope
compositions to a reference mixing ratio at 20 000 ppmv
when given any measured raw mixing ratio and isotope
composition within the range investigated here. Thus,
the isotope composition at 20 000 ppmv (δcor) is the un-





+ b(δcor) ·h+ c(δcor), (7)
where h is the measured raw mixing ratio and δmeas is
the measured isotope composition at that mixing ratio.
The right-hand side of the equation is the isotopic devi-
ation determined from Eq. (6). The coefficients a(δcor),
b(δcor), and c(δcor) are determined from Eq. (5). Equa-
tion (7) is a quadratic function; the procedure to obtain
its analytical solution is given in Appendix C.
5.2 Correction function for analyser HIDS2254
We now exemplify the general steps given previously for
the HIDS2254 analyser. The results from step 1 and 2 for
HIDS2254 are presented in Sect. 3. Here we use a range
from −33.07 ‰ to 5.03 ‰ for δ18O and from −262.95 ‰
to 4.75 ‰ for δD, with mixing ratios between 500 and
25 000 ppmv (experiment 1 in Table 1).
The coefficients aδ , bδ , and cδ obtained in step 3 from
Eq. (4) for the five standard waters measured on instrument
HIDS2254 are given in Table 4. While the magnitude differs
between the coefficients, scaling analysis shows that each of
the terms ( a
x
, bx, and c) on the right-hand side of Eq. (4)
contributes similarly to the isotope composition–mixing ratio
dependency (not shown). The fitting results from step 4 are
shown in Fig. 1 (solid colour line). The choice of this type of
function captures the behaviour of the isotope composition–
mixing ratio dependency for both 1δ18O and 1δD of each
standard water. Thus, the fit for1d-excess is calculated from
the fit of 1δ by 1d-excessfit =1δD− 8 ·1δ18O.
The coefficients m, n, and k obtained in step 4 in Eq. (5)
are given in Table 5. The fitting results (solid line) with the
fitting uncertainty (95 % confidence interval; black dotted
line) are shown in Fig. 2. Since we only fit 5 data points,
the fitting uncertainty is large, which results in a relatively
large standard deviation for the isotope composition devia-
tions1δ. This large standard deviation for1δ can be reduced
by using a bootstrapping approach (Efron, 1979) to estimate
the fitting uncertainty in Eq. (5; Appendix B).
Following step 5, this results in a two-dimensional correc-
tion surface for each isotopologue as shown in Fig. 3 (black
contours). For illustration purposes, some contours below
4000 ppmv are omitted for both δ18O and δD. The isotope
composition–mixing ratio dependency for both δ18O and δD
increases substantially at low mixing ratios. For δ18O, the
deviation changes from positive to negative as the mixing ra-
tio decreases below ∼ 4000 ppmv. For δD, the deviation in-
creases below 10 000 ppmv and splits into both positive and
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Figure 2. Dependency of fitting coefficients a, b, and c on δ18O (a–c) and on δD (d–f). The coefficients a, b, and c are from the fits for
the five standard waters in Fig. 1. The solid line is the quadratic fit, with fj (y)=mj (y− nj )2+ kj . The black dotted line shows the 95 %
confidence interval. The blue dotted line shows the standard deviation estimated from a bootstrapping method.
Table 4. Fitting coefficients for the mixing ratio dependency behaviour of the five standard waters measured with HIDS2254. Coefficients
a, b, and c are calculated with respect to the fitting function fδ(x)=
aδ
x + bδ · x+ cδ . The reported uncertainty is 1 standard deviation. The
fitting lines are shown in Fig. 1.
Standard a b c
δ18O GSM1 −275± 17 −2.60× 10−5± 7× 10−7 0.54± 0.01
MIX −489± 10 −2.47× 10−5± 5× 10−7 0.51± 0.01
VATS −996± 15 −2.59× 10−5± 5× 10−7 0.53± 0.01
DI −1200± 7 −2.71× 10−5± 4× 10−7 0.59± 0.01
EVAP −2470± 20 −3.39× 10−5± 8× 10−7 0.78± 0.01
δD GSM1 9510± 170 −2.96× 10−5± 6.2× 10−6 0.12± 0.10
MIX 3660± 90 −1.47× 10−5± 4.4× 10−6 0.07± 0.07
VATS −2780± 70 −6.70× 10−7± 1.88× 10−6 0.17± 0.03
DI −4220± 80 6.93× 10−5± 3.7× 10−6 −1.15± 0.06
EVAP −10600± 200 7.23× 10−5± 6.6× 10−6 −0.79± 0.11
negative contributions – depending on the isotope composi-
tion. The uncertainty (1 standard deviation) for the deviation
1δ is typically 1 order of magnitude smaller than the1δ val-
ues at the corresponding position.
The surface function exhibits the same features as those
determined by the experimental results, underlining that the
fitting procedure reflects the main characteristics of the iso-
tope composition–mixing ratio dependency from the exper-
imental data. At 20 000 ppmv, the correction function is not
exactly 0, as the fit that is based on all the measurements
is not constrained to the point [20 000, 0] ppmv. This defi-
ciency could be addressed by a modified fitting procedure.
Below 500 ppmv, the correction function has larger uncer-
tainties due to the lack of measurements at this mixing ratio
range. Note that the fitting functions used in Eqs. (4) and
(5) are purely phenomenological and do not result from a
particular physical model. Still, we recommend the proposed
parameterisation to characterise individual instruments.
6 Impact of the isotope composition–mixing ratio
dependency correction
We now investigate the impact of the isotope composition–
mixing ratio dependency correction in situ measurements of
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Table 5. Fitting coefficients for the isotope composition dependency of the mixing ratio dependency coefficients a,b, and c in Table 4.
Coefficients m,n, and k are with respect to the fitting function fj (δ)=mj (δ− nj )2+ kj . The reported uncertainty is 1 standard deviation.
The fitting lines are shown in Fig. 2.
Coefficient m n k
δ18O a −1.38± 1.26 −36.5± 21.5 −253± 583
b −1.38× 10−8± 4.4× 10−9 −22± 4 −2.50× 10−5± 8× 10−7
c 4.05× 10−4± 3.2× 10−5 −22.4± 0.8 0.51± 0.01
δD a −0.01± 0.25 −3220± 69300 1.04× 105± 2.35× 106
b 1.13× 10−9± 2.12× 10−9 −310± 342 −3.07× 10−5± 5.73× 10−5
c −1.23× 10−5± 5.33× 10−5 −303± 759 0.19± 1.32
Figure 3. Surface function of the isotopic deviations for (a) δ18O and (b) δD based on the isotope composition–mixing ratio dependency of
instrument HIDS2254 (Picarro L2130-i). The x axis is the raw mixing ratio, and the y axis shows the raw isotope composition at 20 000 ppmv.
Contours with numbers indicate the isotopic deviation of 1δ. Symbols show the isotope measurements over the Iceland Sea: measurements
averaged to 1 min from an aircraft in the lower troposphere (red crosses) and measurements at a 10 min resolution from a research vessel
(blue dots). The measurements from the aircraft were done with instrument HIDS2254 (Picarro L2130-i), and measurements on the research
vessel were done with instrument HKDS2038 (Picarro L2140-i).
the isotope composition of water vapour with two CRDS
analysers installed on board a research aircraft (HIDS2254)
and a research vessel (HKDS2038; see Sect. 2.5).
6.1 Impact on the aircraft measurements
Low water vapour mixing ratios and a relatively wide range
of (depleted) isotope compositions make water vapour iso-
tope measurements from a research aircraft particularly
suitable for demonstrating the impact of the new isotope
composition–mixing ratio dependency correction. Figure 4
shows a vertical profile of 1 min averaged water vapour
isotope measurements above the Iceland Sea (Sect. 2.5).
During the descent of the aircraft from 2900 m a.s.l. to
the minimum safe altitude, the water vapour mixing ra-
tio gradually increases from about 800 ppmv at the top to
2300 ppmv near the surface (Fig. 4d). The stable isotope
profiles (Fig. 4a–c) show three main characteristics. Above
about 2000 m a.s.l., δ18O and δD are depleted (∼−42 ‰ and
−320 ‰) with d-excess between 10 ‰ and 20 ‰. Between
2000 and 1400 m a.s.l., there is a transition where δ18O and
δD increase to around−30 ‰ and−240 ‰, respectively, and
d-excess decreases to ∼−5 ‰. Below 1400 m a.s.l., δ18O,
δD, and d-excess gradually increase until reaching about
−22 ‰, −170 ‰, and 8 ‰, respectively, near the surface.
The uncertainty (1 standard deviation) of the profile is ob-
tained using the uncertainty propagation law, including the
uncertainty (1 standard deviation) of the 1 min averaged data
set (here the dominating source of uncertainty) and the un-
certainty of the correction scheme.
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Figure 4. Vertical profiles of (a) δ18O, (b) δD, (c) d-excess, and (d) mixing ratio measured by instrument HIDS2254 on an aircraft above
the Iceland Sea on 4 March 2018. Shown are 1 min averaged profiles of the uncorrected data set (black line with dot) and four data sets using
different isotope composition–mixing ratio dependency correction schemes as follows: the mixing ratio dependency of standard DI (orange
curve with cross); standard GSM1 (blue curve with square); the isotope composition–mixing ratio dependency surface function (red curve
with circle); and two mixing-ratio-dependency-corrected standards (green curve with triangle). All of the data sets are calibrated according to
the VSMOW2–SLAP2 scale. Shading shows the total uncertainty (1 standard deviation) for the corresponding profiles. Note that the profile
of δD has been adjusted 30 s forward to account for the longer response time of molecular HD16O. The large uncertainty between 1400 and
2000 m for d-excess is partly due to the rapid evolution of the δ18O and δD profiles, and it is partly due to the dephasing between the δ18O
and δD profiles caused by different response times.
First we investigate the impact of the new correction
scheme introduced here. This correction, abbreviated as iso-
hum-corr, modifies the uncorrected data set in the region
above 2000 m a.s.l. by about −0.4 ‰ and −13.3 ‰ for δ18O
and δD, respectively, resulting in a change of about−10.4 ‰
for d-excess (Fig. 4; red circles vs. black dots). The impact of
applying the new correction scheme to the aircraft measure-
ments can be understood by examining where the data sets
align in the correction surface function (Fig. 3; red crosses).
For both δ18O and δD, the aircraft data set is characterised by
a low mixing ratio and depleted isotope compositions, and it
is clustered in the bottom-left corner of the surface function.
This is the most sensitive area of the correction, thus causing
the largest deviations in the surface function.
To assess the benefit of the new isotope composition–
mixing ratio dependency correction, we take this new cor-
rection scheme as the reference scheme and compare its im-
pact to three other correction schemes. The first scheme only
corrects for the mixing ratio dependency based on standard
DI (hum-corr-DI, Fig. 4; orange crosses). The second cor-
rection follows the same procedure but is based on standard
GSM1 (hum-corr-GSM1, Fig. 4; blue squares), and the third
correction follows an approach proposed by Bonne et al.
(2014) for in situ vapour measurements in southern Green-
land. Instead of correcting the mixing ratio dependency for
the vapour measurements, the Bonne et al. (2014) approach
corrects the mixing ratio dependency for the calibration stan-
dards. Thus, by assuming that the mixing ratio dependen-
cies of the two employed standards remain stable during the
measurement period, the measured isotope compositions of
these two standards are corrected by using the mixing ra-
tio dependency function to the ambient air mixing ratio of
each single vapour measurement. Then, the linear regression
computed from these two corrected standard measurements
against their certified values is applied to calibrate the vapour
measurement to the VSMOW2–SLAP2 scale. This scheme
is hereafter referred to as 2-std-hum-corr (Fig. 4; green trian-
gles).
The different correction schemes modify the uncorrected
data set differently. The δ18O profile is only marginally af-
fected by the correction below 1400 m a.s.l. (Fig. 4a). For the
measurements above 1400 m a.s.l., differences become more
pronounced but are masked by the large uncertainty as the
aircraft was descending through a strong mixing-ratio gradi-
ent. All corrections show clear deviations at elevations above
2000 m a.s.l., and we focus our comparison on this region.
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The hum-corr-DI stands out, with a positive correction of
about 0.8 ‰, while the other three schemes induce a neg-
ative correction of between −0.3 ‰ and −0.7 ‰. The δD
profile exhibits a similar pattern but with more apparent dif-
ferences between the correction schemes (Fig. 4b). This re-
sults in an even more pronounced correction in the d-excess
profile (Fig. 4c).
The impact of applying the correction scheme using sin-
gle standard water (thus accounting for only mixing ratio
dependency) relies on the choice of the used standard wa-
ter. Using the hum-corr-DI correction introduces the largest
deviation (1.1 ‰, 18.3 ‰, and 9.5 ‰ for δ18O, δD, and d-
excess respectively), while using the hum-corr-GSM1 cor-
rection produces results much closer to that of the reference
scheme (with an offset of 0.1 ‰ and 4.2 ‰ for δ18O and δD,
respectively, and 3.4 ‰ for d-excess). For this specific air-
craft measurement (where the surface condition is already
quite dry during the cold air outbreak event) the isotope com-
position of standard GSM1 happens to closely resemble the
average isotope composition of the measurement. However,
in the case of a previously unknown range of isotope compo-
sitions or strongly varying conditions, a comprehensive char-
acterisation of mixing ratio dependency with multiple stan-
dard waters can provide advantages and should be preferred.
Unknown ranges are particularly likely for atmospheric mea-
surements of vertical profiles in humid regions (e.g. the trop-
ics and subtropics) or over a wide area from moving plat-
forms.
Finally, applying the alternative calibration approach (2-
std-hum-corr) used in Bonne et al. (2014) results in only
slightly more depleted isotope values than the reference, with
an offset of about −0.3 ‰ and −0.5 ‰ for δ18O and δD, re-
spectively, resulting in a change of 1.7 ‰ for d-excess. The
small discrepancy between the 2-std-hum-corr and iso-hum-
corr is mainly due to three factors. First, depending on the
number of the used standard waters, the interpolation scheme
for the isotopic deviations in between those of the used stan-
dard waters can be different. The 2-std-hum-corr makes use
of the mixing ratio dependency functions of only two stan-
dard waters. In this way, the deviations can only be linearly
interpolated between the two standard waters. In contrast, the
reference scheme is able to account for non-linearities dur-
ing interpolation by measuring five standard waters. Second,
2-std-hum-corr corrects the two standard waters to the mix-
ing ratio of the measurement while the reference scheme cor-
rects the measurement to the mixing ratio of the two standard
waters (i.e. the reference mixing ratio). Based on the mix-
ing ratio dependency feature of the two standard waters, the
choice of correcting the two standard waters will result in a
higher slope for the VSMOW2–SLAP2 calibration line. Con-
sequently, the measurements after calibration are stretched to
two ends, i.e. the measurements with the isotope composition
close to that of standard DI become more enriched and those
close to that of standard GSM1 become more depleted. Fi-
nally, the mixing ratio dependency functions for GSM1 and
DI in 2-std-hum-corr (using the individual fit for GSM1 or
DI respectively) are not exactly identical to those used in
the reference scheme (from the surface function determined
by the measurements of five standard waters). Despite the
small discrepancy, the consistent results of 2-std-hum-corr
with that of the reference scheme indicate that a correction
scheme using the mixing ratio dependency functions of only
two standard waters covering the measured isotope composi-
tion range can work sufficiently well in certain situations.
6.2 Impact on the ship-based measurements
Applying the four different correction schemes to the ship-
based measurement data has a much weaker impact on the
corrected series of vapour measurements (not shown). After
applying our isotope composition–mixing ratio dependency
correction scheme, the uncorrected data set changes to the
order of 0.06 ‰ and 0.15 ‰ for δ18O and δD, respectively,
leading to a change to the order of−0.5 ‰ for d-excess. This
is mainly because these ship measurements were carried out
at the ocean surface, with relatively high mixing ratios (from
2500 to 8000 ppmv) and less-depleted isotope compositions
(−23 ‰ to−12 ‰ for δ18O and−160 ‰ to−100 ‰ for δD)
compared to the aircraft measurements. As shown in Fig. 3,
the ship data (blue dots) are coincidentally located in an area
with low sensitivity at the correction surface. A linear inter-
polation between two standards may not capture such a sad-
dle point correctly. This indicates that measurements are not
sensitive to the correction of the isotope composition–mixing
ratio dependency under all conditions. Ultimately, however,
the certainty about a reliable correction will only be achieved
with a complete characterisation of the isotope composition
and mixing ratios covered by the measurements.
7 Discussion
Our careful characterisation experiments show that the iso-
tope composition–mixing ratio dependency affects measure-
ments at low mixing ratios for all three investigated stable
water isotope CRDS analysers. Here we discuss possible
causes of the isotope composition–mixing ratio dependency.
In particular, we explore to what extent this dependency is an
artefact from mixing with water remaining within the anal-
yser or whether it is an instrument behaviour resulting from
spectroscopic effects.
7.1 Artefact from mixing
If we assume the dependency is as a result of mixing with
remnant water, then there would mainly be two candidates
for the background moisture source: (1) the remaining wa-
ter vapour in the dry gas supply and (2) the remaining wa-
ter vapour from previous measurements in the analyser. By
changing the dry gas supply from the ambient air dried
through Drierite to synthetic air or N2 from cylinder, which
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typically provides a dry gas with a mixing ratio below
10 ppmv, we can exclude the possible influence of the back-
ground moisture in the dry gas supply. In order to quan-
tify the amount and the isotope compositions of the remain-
ing water vapour from previous measurements, we have ap-
plied several successive, so-called empty injections via the
autosampler. Thus, no liquid is injected and only dry gas is
flushed into the vaporiser. Results from these empty injec-
tions show that the remaining water vapour in the system
typically has a mixing ratio of about 60–80 ppmv, with its
isotope composition closely following those of the previous
injections. If the mixing ratio dependency was a result of the
mixing between the injected water and the remaining water
vapour from previous measurement, then we would expect a
mixing of two water vapour masses of the same isotope com-
positions at different mixing ratios when injecting the same
standard water during a characterisation run. As a conse-
quence, we would expect the mixed vapour to have the same
isotope composition, which is not the case. Finally, the shape
of the isotope composition–mixing ratio dependency with a
maximum between 2000 and 6000 ppmv (Fig. 1a) is not con-
sistent with the expectation of a memory effect that would
monotonously increase with the decreasing mixing ratio. The
slight hysteresis observed during the upward/downward cal-
ibration runs indicates that there may be contributions from
remnant water on walls or filter surfaces in the analyser, for
example, that only exchange once a sufficiently humid air
mass is introduced into the analyser. Such contributions do,
however, appear to be of second order when compared to the
substantial changes of the mixing ratio dependency with the
isotope composition.
7.2 Spectroscopic effect
Now we explore the second hypothesis, namely that the iso-
tope composition–mixing ratio dependency is an instrument
behaviour resulting from spectroscopic effects. The manu-
facturer recommends a procedure for water vapour depen-
dency calibration using their SDM, or similar, device (Pi-
carro Inc., 2017), which is similar to what we have em-
ployed. While the first-order effect can be removed from
a linear fit, there are second-order, non-linear components
that become more apparent the more the water concentration
changes from the recommended range of operation (5000–
25 000 ppmv). In the following paragraphs, we discuss the
potential reasons for the origin of the water vapour and
isotope dependency from a spectroscopic standpoint that is
based on the published literature (Steig et al., 2014; Rella
et al., 2015; Johnson and Rella, 2017).
The two modules of the CRDS analyser used in our ex-
periments (i.e. Picarro L2140-i and L2140-i) target three ab-
sorption lines of water vapour in the region 7199–7200 cm−1,
namely near 7199.960, 7200.135, and 7200.305 cm−1 for
H182 O, H
16
2 O, and HD
16O respectively (Fig. 5). These ab-
sorption lines broaden or narrow, depending on the partial
pressure of the gas mixture in the cavity, and can be affected
by changes in their baseline due to other strong absorption
lines nearby. A fitting algorithm then fits the measured ab-
sorption spectrum to an expected model spectrum and adjusts
the model parameters in order to minimise the residual error.
Broadening/narrowing of lines due to changing gas mixture
and baseline shifts are particular challenges to the fitting al-
gorithm (Johnson and Rella, 2017) because this causes resid-
uals that induce instrument error during the fitting procedure.
The L2130-i and earlier spectrometers use the absorp-
tion peak as a free parameter in the fitting algorithm. The
peak shape and, thus, the peak amplitude can suffer from the
above-mentioned broadening/narrowing effect, which intro-
duces potential error under conditions of varying concentra-
tion or matrix gases. The fitting algorithms of the L2140-
i spectrometers, in contrast, have a higher number of ring
downs due to a different strategy for obtaining laser reso-
nance and use a different laser stabilisation scheme. This al-
lows us to fit the integrated absorption, rather than the peak
amplitude, of each absorption line. Since the integrated ab-
sorption is a constant independent of pressure, the fitting is
expected to be more accurate, with a low sensitivity to broad-
ening/narrowing effects arising from changes of water con-
centrations and background gas compositions (Steig et al.,
2014). One part of the retrieval algorithm is the removal of
the baseline from the H162 O spectrum. To this end, changes in
the baseline from nearby strong absorption lines as a result of
concentration changes or cross-interference from other gas
species is a possible source of error for either fitting algo-
rithm. Other possible sources of error can be absorption loss
non-linearities due to small imperfections in the instrument,
such as the non-zero shut-off time of the laser and the re-
sponse time of the ring-down detector (Rella et al., 2015).
Unless fitting algorithms take the actual line shapes into con-
sideration directly, some residual effects are likely to persist.
The retrieval of H2O concentration and the stable isotope
compositions of δH182 O and δHD
16O (identical to δ18O and
δD) are implemented in a manner that is similar to the pro-
cedure described for CH4 and δ13CH4 (Rella et al., 2015).
Considering a linear dependency of absorption to concentra-
tion (which is not always true), where the mole fraction of
H182 O (c18) is related to the absorption peak height α18 with
a proportionality constant k18 and an error offset ε18, we have
the following equation:
c18 = k18α18+ ε18. (8)
Note that the expressions above should apply to both the
L2130-i and L2140-i spectrometers, with the only difference
being that the absorption peak height is replaced by the inte-
grated absorption (Steig et al., 2014).
Based on the molecular definition of a δ value with re-
spect to the VSMOW2, an isotope ratio of the sample 18R =
[H182 O]
[H162 O]
, and of VSMOW2 18RVSMOW2 = (2005.20± 0.45)×
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Figure 5. Absorption spectrum of H182 O, H
16
2 O, and HD
16O in the frequency range targeted by the laser of Picarro models L2130-i and
L2140-i. Simulations with two water concentrations, i.e. 25 000 (black line) and 5000 ppmv (orange line), were performed by using http:
//spectraplot.com (last access: 19 February 2020) with the HITRAN–HITEMP database (Goldenstein et al., 2017). Simulation parameters
are set according to the cavity conditions of the Picarro analyser as follows: T = 80 ◦C, P = 50 Torr, and L= 1 cm. Panel (a) is an enlarged
version of the shaded area in panel (b).
10−6 (Baertschi, 1976), we have the following equation:















For an ideal spectrometer, the calibration coefficients are
constants (i.e. k18 = κ18 and k16 = κ16), and the calibration
offsets are 0 (i.e. ε18 = ε16 = 0). These assumptions lead to







The actual spectrometer is not ideal, but in most situations
it has a highly linear and stable performance (Rella et al.,
2015). Nevertheless, it can be calibrated based on the lin-
ear dependency of δH182 O to
α18
α16
by using a linear expression





where the calibration constants A and B can be determined




a reference instrument in the factory. These determined cali-
bration constants deviate slightly from the expected values in
Eq. (11). They are then transferred from the reference instru-
ment to each new instrument of the same type (Rella et al.,
2015).
If Eq. (12) is used for calibration of the water analysers
(not reported in the published literature), then there are two
potential sources of error. First, the dependencies on the iso-
tope ratio may not be entirely linear (even when assuming
a linear relationship the coefficient is not necessarily a con-
stant and the offset is not necessarily 0) and remain as resid-
uals. Second, the change of this relationship with the differ-
ing mixing ratio may remain unexplored. Furthermore, man-
ufacturing tolerances will induce deviations from the refer-
ence instrument on which such an initial calibration has been
carried out, and instruments therefore have to be calibrated
individually to obtain suitable post-processing methods. The
initial instrument calibration procedure may therefore be one
potential origin for the isotope composition–mixing ratio de-
pendency identified here.
Deviations from an ideal spectrometer stem from the po-
tential spectrometer errors due to small imperfections of the
instrument. One possible error is the absorption-loss offset
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that could occur when the baseline loss is not reproduced
well by the fitting algorithm. This absorption offset then
leads to a mole-fraction offset, namely ε18 in Eq. (8). The
measured δH182 O, including the effect of absorption offset,
can be formulated explicitly by following Rella et al. (2015)












where α0 is the net absorption loss parameter that should,
to the first order, be independent of water concentration and
isotope ratio. Comparing this to Eq. (11) for an ideal spec-
trometer, the additional term of α0
α16
in Eq. (13) creates an
inverse relationship with the water concentration and should
be responsible for deviations from the ideal spectrometer that
are mostly evident at low mixing ratios.
Another possible spectrometer error is the so-called ab-
sorption loss non-linearity, which describes effects due to a
shorter or longer ring-down time than expected in the op-
timal range of operations. These effects can be included as
additional terms, again by following Rella et al. (2015) – and
their Appendix S1.2 – with a non-linear dependency of α18























The calibration coefficients are thus assumed constant. The
non-linearities from spectral crosstalk between H162 O and
H182 O or imperfections in the baseline removal of the H
16
2 O
absorption spectrum are present in several terms; such ef-
fects require the calibration of each individual instrument to
be accounted for. When written in this explicit form, it ap-
pears consistent with expectations that a systematic isotope
composition–mixing ratio dependency may be detected from









The difference between Eq. (15) and Eq. (12) represents the
deviation from an ideal spectrometer due to non-linearities
from imperfections in the baseline removal and spectral
crosstalk between H182 O and H
16






The dependency on water concentration (c16) in Eq. (16)
appears consistent with the mixing ratio dependency func-
tion (Eq. 7) identified in our systematic investigation of three
analysers, supporting the hypothesis of a spectrometric ori-
gin for the isotope composition–mixing ratio dependency.
A similar form of mixing ratio correction is applied to the
17O measurements using the L2140-i analyser in the study of
Steig et al. (2014), and their Eq. 22, in which the integrated
absorption area, instead of the peak amplitude, is used to cal-
culate the absorption loss, and the crosstalk between H182 O
and H162 O is modelled with a bilinear relationship. Steig et al.
(2014) note that the introduction of an integrated absorption
detection leads to a substantially improved behaviour for the
mixing ratio dependency over the peak amplitude detection
for δ18O but not for δD, with the reason remaining unclear.
It is also worth noting that their instrument has not been
evaluated for the low mixing ratio range, which is the fo-
cus of this paper. It may be possible that part of the identified
isotope composition dependency of the mixing ratio depen-
dency stems from the, thus far, lacking systematic analysis of
the low mixing ratio range of the analyser for this effect.
One aspect that is not addressed here, but may be valuable
for further consideration in the future, is the availability of
analysers with higher flow rates of above 300 sccm, for ex-
ample, for use in research aircraft (Sodemann et al., 2017).
Given recent indications that the flow rate affects the iso-
tope composition–mixing ratio dependency (Thurnherr et al.,
2020), forthcoming studies should explore the flow rate as
an additional parameter. This requires the availability of suit-
able methods to generate standard vapour at these higher flow
rates.
8 Final remarks and recommendations
We have systematically investigated the mixing ratio depen-
dency of water vapour isotope measurements for three com-
mercially available, infrared cavity ring-down spectrometers.
We found that the mixing ratio dependency varies with the
isotope composition of the measured vapour. We define this
behaviour as the isotope composition–mixing ratio depen-
dency. The dependency is robustly identified across three
similar analysers, regarding several first-order parameters,
and is found to be stable over time. Using the characterisation
results of five standard waters from a Picarro L2130-i anal-
yser as an example, we propose a correction scheme for this
isotope composition–mixing ratio dependency. Using such
a correction scheme, we can correct the isotopic measure-
ments for any measured mixing ratio and isotope composi-
tion within the range investigated here.
To demonstrate the impact of the mixing ratio depen-
dency correction, we have compared the proposed correction
scheme with other published correction schemes, using in
situ measurements from dry environments. The impact on the
measurements is found to be most substantial at the low mix-
ing ratios. Applying a correction scheme only accounting for
the mixing ratio dependency relies on the choice of the stan-
dard water used. For an aircraft data set, using the mixing ra-
tio dependency function based on the standard DI produces a
large deviation from our proposed scheme; using the mixing
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ratio dependency based on standard GSM1 produces results
similar to our proposed scheme, since it is closer to the aver-
age isotope composition of the aircraft data set. Finally, we
have investigated the impact of applying a correction scheme
used by Bonne et al. (2014). This approach produces results
in good agreement with that of our approach. The small dis-
crepancy is due to the interpolation scheme (linear or non-
linear) of the isotopic deviation, the choice of correcting mix-
ing ratio dependency of the standards or that of the vapour
measurement, and the small discrepancy in the mixing ratio
dependency functions of the two standards. The consistent
results indicate that a correction scheme using the mixing ra-
tio dependency functions of only two standards covering the
isotope composition could be sufficient if the correction sur-
face can be sufficiently approximated by linear interpolation.
Using ship measurements made at higher mixing ratio condi-
tions, we find a weaker impact from the different correction
schemes.
Given the non-monotonous characteristics of the isotope
composition–mixing ratio dependency, we consider memory
effects (i.e. mixing with water vapour from previous injec-
tions in the analyser) unlikely to be the dominating factor.
This renders a spectroscopic origin as the most likely cause,
possibly resulting from the imperfections of the fitting algo-
rithm at low water concentrations or non-linearities in the
fitting procedures (Rella et al., 2015).
The correction for the isotope composition–mixing ra-
tio dependency is most relevant for in situ vapour isotope
measurements where the ambient mixing ratio is low (be-
low 4000 ppmv) and the isotope composition of the mea-
sured vapour spans a large range. At higher mixing ratios,
the investigated CRDS analysers show a negligible depen-
dency on either the mixing ratio or the isotope composi-
tion. If the isotope composition of ambient vapour varies in
a small range during the sampling period, a simpler correc-
tion scheme could be employed by using the mixing ratio
dependency of two, or even one, suitable standard water with
a similar isotope composition to that of ambient vapour.
Based on our previous conclusions, we recommend iden-
tifying the isotope composition–mixing ratio dependency for
all Picarro CRDS analysers used for in situ water vapour iso-
tope measurements, particularly when low mixing ratio con-
ditions are encountered.
If the measurements of multiple standard waters are not
available, the approach used in Bonne et al. (2014) could
be applied as an alternative correction approach. Their ap-
proach can produce similar results to that of the approach
proposed here but requires the characterisation of the mixing
ratio dependency of two carefully selected calibration stan-
dards in a linear range of the correction surface. If the iso-
tope composition of the ambient vapour only varies within a
small range during the sampling period, such as during mea-
surements close to the ocean surface, it may be sufficient to
correct for the mixing ratio dependency by using one stan-
dard water that has a similar isotope composition to that of
the ambient vapour.
Our study is presently limited by the range of the standard
waters used here (about −33 ‰-5 ‰ and −263 ‰-5 ‰ for
δ18O and δD respectively). Depending on the measurement
environment, more depleted or enriched standards would be
needed to derive a correction function over the entire mea-
surement range of samples potentially encountered during
atmospheric measurements. With all standards being close
to the global meteoric water line (GMWL), one aspect that
will likely be missed here is the potential cross-interference
between δ18O and δD (Chris Rella, personal communica-
tion, 2020). Identifying such cross-interference can be rel-
evant for applications where vapour samples deviate sub-
stantially from the GMWL, such as from geothermal vapour
sources. One potential approach for identifying such cross-
interferences could be to repeat the present analysis with
spiked water standards that deviate substantially from the
GMWL.
Another limitation of the characterisations performed here
is the substantial time demand. The characterisation method
with liquid injections provides relatively high-precision per-
formance but requires an autosampler and takes about 1–
2 weeks for four standard waters. The characterisation
method with the SDM can be automated more easily but re-
quires manual intervention to apply more than two standards.
A device that could provide any desired isotope composition
and a given mixing ratio would be needed to fully automate
the isotope composition–mixing ratio dependency of the in-
struments tested here.
A reproducible and accepted characterisation method is of
utmost importance for comparing measurements across dis-
parate locations and in bottom-up networks, particularly in
the polar regions, and appears as a prerequisite for detect-
ing representative signals in the stable isotope record on a
regional scale. In particular, studies employing the d-excess
as an indicator of moisture origin or other tracer applications
are therefore likely to profit from a detailed characterisation
of their analysers according to our characterisation procedure
either before, during, or after field deployments.
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Appendix A: Robustness and temporal stability
Here we detail the experiments conducted to assess the ro-
bustness of the isotope composition–mixing ratio depen-
dency with regards to the vapour-generation method, the dry
gas supply, the measurement sequence, the individual anal-
yser and analyser type, and the temporal stability.
A1 Vapour-generation method
To investigate whether the isotope composition–mixing ratio
dependency is influenced by the choice of vapour-generation
method, we compare the characterisation result from discrete
liquid injections and the SDM for instrument HIDS2254 (ex-
periments 2 and 6; Fig. A1a–c). The same standard wa-
ters (GSM1 and DI) and dry gas supply (synthetic air) are
used in the two experiments. The measurement, using the
SDM, usually has a higher uncertainty since the continu-
ous vapour streaming does not provide entirely constant mix-
ing conditions, and the vapour stream can become unstable
due to clogging and bubbles in the capillary. Overall, the re-
sults from the two vapour-generation methods exhibit con-
sistent dependency behaviours. However, the discrepancy ex-
ists. For 1δ18O, there is an offset of 0.2 ‰-0.5 ‰ for DI be-
tween 1000 and 6000 ppmv. Inconsistency appears in GSM1
measurements below 2000 ppmv (Fig. A1a). For 1δD, the
mixing ratio dependencies determined by the SDM method
exhibit a slightly weaker dependency for both standard wa-
ters (Fig. A1b).
It is interesting to note that the result of the discrete liquid
injections in February 2017 (experiment 1; Fig. 1) depicts a
better agreement with that of the SDM in experiment 6 (com-
parison figure not shown). This indicates that the discrepancy
in the results of the two vapour-generation methods could be
due to the small instrument drift and the high measurement
uncertainty at lower mixing ratios.
The experiments using N2 as dry gas supply (experi-
ments 3 and 8) also give a similar isotope composition–
mixing ratio dependency between the two vapour-generation
methods (not shown), confirming that the isotope
composition–mixing ratio dependency does not depend
substantially on either of the two tested methods.
A2 Influence of dry gas supply
Next, we investigate whether the type of dry gas supply has
an influence on the characterisation results. To this end, we
test the characterisation method via the SDM on instrument
HIDS2254 with a supply of synthetic air, a supply of N2,
and a supply of dried ambient air through Drierite (exper-
iments 6–8). The synthetic air and N2 are tested with two
standard waters (GSM1 and DI), and the Drierite is tested
with one standard water (GSM1).
For the mixing ratio dependency on δ18O, the measure-
ment with Drierite disagrees strongly with those of synthetic
air and N2 (Fig. A1e). As the mixing ratio decreases below
about 7000 ppmv, the measured GSM1 with Drierite exhibits
a fast-increasing positive deviation while that of synthetic air
or N2 exhibits a rather flat dependency. The measurements
with synthetic air and N2 largely show a similar shape. A
small discrepancy exists below 15 000 ppmv, where the two
standard waters measured with N2 exhibit a small negative
offset (∼ 0.5 ‰). The mixing ratio dependencies on δD from
all three types of the dry gas supply are in good agreement,
despite a small (< 1.5 ‰) offset between the measurement
with synthetic air and that of N2 (Fig. A1e). The calculated
d-excess follows the shape of δ18O, with different behaviours
between the measurements with Drierite and those with syn-
thetic air and N2 below about 7000 ppmv (Fig. A1f). The
d-excess of the experiment with N2 exhibits a small pos-
itive offset (∼ 0.5 ‰) compared to the measurement with
synthetic air. Overall, characterisation results with synthetic
air and N2 exhibit a mixing ratio dependency in good agree-
ment with the two investigated standard waters (GSM1 and
DI). However, the characterisation result (for GSM1) with
the Drierite differs significantly in δ18O and, thus, d-excess.
The characterisation method of liquid injections via an au-
tosampler is also tested with synthetic air and N2. Again,
the results exhibit a similar isotope composition–mixing ra-
tio dependency from the two types of dry gas supply despite
a small discrepancy for δ18O of GSM1 below 2000 ppmv and
a relatively larger offset (0.5 ‰–1.3 ‰) for δ18O of DI below
10 000 ppmv (not shown). A test of synthetic air from a gas
cylinder and dried ambient air from Drierite in the study of
Aemisegger et al. (2012) also shows that the mixing ratio de-
pendency is different for δ18O while being more similar for
δD. The observed discrepancy in the δ18O deviation is possi-
bly due to changes in the baseline of the spectrum around
the 1H182 O and
1H162 O absorption peak, which is caused
by slight differences in trace gas composition (Aemisegger
et al., 2012; Rella et al., 2015).
A3 Influence from the measuring sequence
Finally, we investigate whether a measuring sequence with
ascending or descending mixing ratio sequences influence
the mixing ratio dependency characterisation. The mixing
ratio dependencies of GSM1, MIX, and DI tap water that
are characterised by ascending and descending mixing ra-
tio sequences are shown in Fig. A1g–i. For both 1δ18O and
1δD (Fig. A1g and h), the results from the two measuring
sequences are in good agreement for all three waters, indi-
cating that the influence of the measuring sequence is mi-
nor. However, there is a slightly detectable weaker mixing
ratio dependency for the descending mixing ratio sequence
(e.g. 1δD for GSM1 and DI). One possible explanation for
the slightly weaker dependency in the descending sequence
is the memory effect from previous injections, e.g. some re-
maining water molecules would stick to the inner wall of the
system (even after flushing the system with 12 injections at
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Figure A1. (a–c) Comparison of the isotope composition–mixing ratio dependency of uncalibrated measurements with two different char-
acterisation methods for (a) δ18O, (b) δD, and (c) d-excess. The measurements are carried out on instrument HIDS2254 (Picarro L2130-i),
either with discrete injections using an autosampler (black symbols; experiment 2) or with continuous vapour streaming by using the SDM
(red symbols; experiment 6) and using synthetic air as the carrier gas for both. The symbol and error bar represents the mean and standard
deviation of the mean for the last three of a total of four injections for the measurement via the autosampler, and the mean and standard
deviation of the last 2–5 min of a 20–30 min long sequence for the measurement via SDM. The solid line represents the fit using the same
function as in Fig. 1. Panels (d–f) are the same as (a–c) but compare different carrier gases. The measurements are carried out on instrument
HIDS2254 (Picarro L2130-i), with continuous vapour streaming via SDM (experiments 6–8). Two standard waters (GSM1 and DI) are tested
with synthetic air (black symbol) and N2 (orange symbol). The standard water GSM1 is also tested with ambient air that is dried through
Drierite (blue symbol). Panels (g–i) display the mixing ratio dependency of GSM1 (dark blue symbol), MIX (green symbol), and TAP
water (orange symbol) with ascending (closed symbol) and descending (open symbol) mixing ratio sequences. Solid curves represent the
fits for ascending mixing ratio sequences, and dashed curves represent the fits for descending mixing ratio sequences. All the measurements
are uncalibrated and carried out with discrete injections using an autosampler with N2 as the carrier gas. The measurements for TAP and
MIX are carried out on instrument HKDS2038 (Picarro L2140-i; experiments 9 and 11). The measurements for GSM1 are carried out on
instrument HKDS2039 (Picarro L2140-i), and one outlier at around 500 ppmv has been excluded (experiment 15).
20 000 ppmv) and still play a role during the characterisation
measurements. If this is the case, the measurements from the
descending mixing ratio sequence (starting with injections of
higher mixing ratios at the beginning) would help to replace
the remaining molecules through a molecular exchange and
are therefore more likely to represent the true dependency be-
haviour. Nonetheless, the good agreement between the two
measuring sequences indicates that the potential hysteresis
effects, if any, are not substantial. The resulting mixing ratio
dependencies for 1d-excess (Fig. A1i) exhibit an increas-
ing positive deviation towards the low mixing ratios overall,
except for one mixing ratio step of MIX and two mixing ra-
tio steps of GSM1. This underlines the high sensitivity of
d-excess measurements due to the increasing uncertainty of
δ18O and δD values at very low mixing ratios.
It is worth noting that we have repeated three experiments
for MIX (only results from one of the experiments are shown
here). For one of the three experiments (not shown), the mea-
surements for MIX below 2000 ppmv exhibit an interesting
contrast in 1δ18O. The measurement at the lowest mixing
ratio (around 500 ppmv) has constrained the mixing ratio de-
pendency into slightly opposite directions. The contrast is not
well understood. It is possible that this contrast stems from
the fitting uncertainties due to the constraining points lacking
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Figure A2. Mixing ratio dependency of uncalibrated measurements for instruments (a–c) HIDS2254, (d–f) HKDS2038, and (g–
i) HKDS2039. The measurements are carried out with discrete injections by using an autosampler with N2 as the carrier gas (experiments 3,
9, and 14). Only the data below 10 000 ppmv are shown. Symbols and solid lines indicate measurements and fits, respectively, as in Fig. 1.
at the low end of mixing ratios. The contrast is not observed
for the repeated experiment with added mixing ratio steps
(Fig. A1g; green). It is also possible that, for a standard in
which the isotopic composition is close to a turning point in
the correction surface (Sect. 5), hysteresis effects with oppos-
ing signs may become visible within the range of uncertainty.
This can be also found, for example, in the small shift of the
dependency shape in δD for VATS among the three analysers
(Fig. A2b, e, and h; green curve). Further tests with more
in-between standards, or a vapour-generation approach that
does not suffer from memory, are needed to address this un-
certainty in the dependency shape.
A4 Variations among CRDS analysers
To investigate the variations of the mixing ratio dependency
between the individual instruments, we have repeated the
same characterisation on three analysers (experiments 3, 9,
and 14). The characterisation is carried out with four stan-
dard waters (GSM1, VATS, DI, and EVAP) by using liquid
injections via an autosampler with N2 as the mixing dry gas.
The characterisation results for the three analysers are
shown in Fig. A2. For 1δ18O, the positive deviation for
GSM1 below 4000 ppmv on instrument HKDS2038 is about
0.2 ‰–1.8 ‰ stronger than that of the other two analy-
sers (Fig. A2a, d, and g; blue). The mixing ratio depen-
dency of VATS below 4000 ppmv is nearly flat on instrument
HKDS2038 while exhibiting a substantial negative deviation
for the other two analysers. The mixing ratio dependencies
for the other two standard waters (DI and EVAP) are in good
agreement among the three analysers. For 1δD, the mixing
ratio dependency of VATS below 2000 ppmv is slightly posi-
tive on instrument HKDS2038 while being nearly flat on the
other two analysers (Fig. A2b, e, and h; green). The mixing
ratio dependency for the other three standard waters (GSM1,
DI, and EVAP) agree well among the three analysers. The
calculated d-excess (Fig. A2c, f, and i) shows an increasing
positive deviation towards the low end of the mixing ratio for
almost all the standard waters measured on the three analy-
sers except for DI and GSM1, which were measured on in-
strument HKDS2038 as their mixing ratio dependencies ap-
pear to be rather flat or even slightly negative.
Despite the minor difference in the magnitude of the devi-
ations, it is clear that the isotope composition–mixing ratio
dependency exists in all three analysers investigated here.
The behaviour of the dependency is, to the first order, in
good agreement across the analysers. For the standard wa-
ters with relatively depleted isotope compositions, the mea-
surements of all three analysers exhibit a mixing ratio depen-
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Figure A3. Same as Fig. 2 but a comparison between results in February 2017 (black symbols; experiment 1) and May 2018 (red symbols;
experiment 2). A larger, 95 % confidence interval for the fit of May 2018 (red dotted line) is due to the fewer data points available (only four
standards measured).
dency, where the isotopic value increases as the mixing ratio
decreases. For the standard waters with relatively enriched
isotope compositions, the measurements exhibit a reversed
mixing ratio dependency.
A5 Long-term stability
To quantify the long-term stability of the isotope
composition–mixing ratio dependency, we examine the
temporal change of the fitting coefficients (aδ , bδ , and cδ)
in Eq. (4). Figure A3 shows the fitting coefficients for the
mixing ratio dependency characterised by liquid injections
on instrument HIDS2254 in February 2017 (experiment 1;
black line) and in May 2018 (experiment 2; red line). For the
characterisation in May 2018, only four standard waters are
measured; this results in a fit with a relatively large, 95 %
confidence interval. In this context the change over time is
considered insignificant if the coefficients (and their fitted
curve) from the characterisation in May 2018 are within
the 95 % confidence bounds for the fitted curve from the
characterisation in February 2017.
For the mixing ratio dependency on δ18O, the change of
coefficient a is insignificant. However, it is worth noting
that the fitting coefficient a, with respect to standard GSM1
(Fig. A3a; the first data point), changes slightly from neg-
ative to positive. This small change results in an opposite
mixing ratio dependency shape at a low mixing ratio. The
change of the mixing ratio dependency for GSM1 partly re-
flects on the sensitivity of the instrument to a certain range
of isotope compositions and partly on the uncertainty aris-
ing from both low instrument precision and a lack of mea-
surements at low mixing ratios. The changes of coefficients
b and c are substantial for the standard waters of relatively
high δ18O (Fig. A3b, c). A less negative b and a less positive
c reflects a weaker mixing ratio dependency in May 2018.
For the mixing ratio dependency on δD, a reasonable agree-
ment is exhibited for all three fitting coefficients (Fig. A3d,
e, and f); this points to the same basic shape of the mixing
ratio dependency on δD after a 15-month period.
A repeated characterisation determined via the SDM
with standard water DI in July 2016, February 2018, and
June 2018 (experiments 4, 5, and 6) indicates that the mix-
ing ratio dependency for standard water DI is still con-
sistent after nearly 2 years (not shown). The mixing ratio
dependencies of the three standard waters (GSM1, VATS,
and DI) determined by liquid injections via an autosam-
pler (experiments 9 and 10) and the other three standard
waters (NEEM, GV, and BERM) via manual injections in
instrument HKDS2038 (experiments 12 and 13) indicate
a consistent isotope composition–mixing ratio dependency
after a running of 1 year and 1 month respectively (not
shown). Overall, the stability tests indicate that the isotope
composition–mixing ratio dependency of each analyser is, to
the first order, stable on a long-term basis (1–2 years).
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Appendix B: Fitting uncertainty estimated using a
bootstrapping approach
Since we only have 5 available data points to fit in Eq. (5),
the resultant 95 % confidence interval of the fit is relatively
broad (black dotted line; Fig. 2). This broad confidence in-
terval results in a relatively large standard deviation for the
isotopic deviation (1δ). For example, the resultant standard
deviation for 1δ at 2000 ppmv is about 0.20 ‰, 2.69 ‰, and
3.13 ‰ for δ18O, δD, and d-excess respectively. To reduce
this large standard deviation for 1δ, we use a bootstrapping
approach (Efron, 1979) to estimate the fitting uncertainty in
Eq. (5).
The bootstrapping approach can be explained by consid-
ering, for example, the coefficient a. For each individual ob-
servation of a, we generate 1000 random values under a nor-
mal distribution, with the mean and standard deviation being
those of each available observation. We now obtain five sets
of 1000 random values since we have 5 a from five stan-
dard waters. Then, we sample 1 value from each set of the
1000 random values and fit those 5 sampled values using
Eq. (5). Finally, we repeat this process 1000 times, thus ob-
taining 1000 fits. The standard deviation of the 1000 fits is
the standard deviation that is adopted here (blue dotted line;
Fig. 2).
In this way, the standard deviations estimated for the co-
efficients a, b, and c are lowered to about 15, 0.4× 10−6,
and 8× 10−3 for δ18O and 100, 3× 10−6, and 0.1 for δD
respectively. This, in turn, substantially reduces the resultant
standard deviation for 1δ. For example, the standard devia-
tion for 1δ at 2000 ppmv is reduced by a factor of 20, which
is about 0.01 ‰, 0.11 ‰, and 0.14 ‰ for δ18O, δD, and d-
excess respectively.
Appendix C: Analytical solution for δcor
In the following, we derive the analytical solution for δcor in
Eq. (7) at the reference mixing ratio (i.e. 20 000 ppmv). The
derivation applies to both δ18O and δD.
The coefficients a(δcor), b(δcor), and c(δcor) are given ac-











By substituting Eq. (C1) into Eq. (7) and rearranging the
























Equation (C2) is a quadratic equation with its only physical







The coefficientsm, n, and k are already obtained from the fits
in Eq. (5). When given a measured mixing ratio, h, and the
corresponding isotope composition, δmeas, we can obtain the
isotope composition at 20 000 ppmv, which is δcor according
to the solution Eq. (C3).
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Abstract. Heavy precipitation at the west coast of Norway is often connected to elongated meridional structures of high
integrated water vapour transport known as Atmospheric Rivers (AR). Here we present high-resolution measurements of stable
isotopes in near-surface water vapour and precipitation during a land-falling AR event in southwestern Norway on 07 December
2016. In our analysis, we aim to identify the influences of moisture source conditions, weather system characteristics, and post-
condensation processes on the isotopic signal in near-surface water vapour and precipitation.5
A total of 71 precipitation samples were collected during the 24-h sampling period, mostly taken at sampling intervals
of 10–20 min. The isotope composition of near-surface vapour was continuously monitored in-situ with a cavity ring-down
spectrometer. Local meteorological conditions were in addition observed from a vertical pointing rain radar, a laser disdrometer,
and automatic weather stations.
We observe a stretched, "W"-shaped evolution of isotope composition during the event. Combining isotopic and meteoro-10
logical observations, we define four different stages of the event. The two most depletion periods in the isotope δ values are
associated with frontal transitions, namely a combination of two warm fronts that follow each other within a few hours, and an
upper-level cold front. The d-excess shows a single maximum, and a step-wise decline in precipitation and a gradual decrease
in near-surface vapour. Thereby, isotopic evolution of the near-surface vapour closely follows the precipitation with a time
delay of about 30 min, except for the first stage of the event. Analysis using an isotopic below-cloud exchange framework15
shows that the initial period of low and even negative d-excess in precipitation was caused by evaporation below cloud base. At
the ground, a near-constant signal representative of the airmass above is only reached after transition periods of several hours.
Moisture source diagnostics for the event show that the moisture source conditions for these steady periods are partly reflected
in the surface precipitation at these times.
Based on our observations, we revisit the interpretation of precipitation isotope measurements during AR events in previous20
studies. Given that the isotopic signal in surface precipitation reflects a combination of atmospheric dynamics through moisture
sources and atmospheric distillation, as well as cloud microphysics and below-cloud processes, we recommend caution regard-
ing how Rayleigh distillation models are used during data interpretation. While the isotope compositions during convective
precipitation events may be more adequately represented by idealized Rayleigh models, additional factors should be taken into
account when interpreting a surface precipitation isotope signal from stratiform clouds.25
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1 Introduction
Precipitation can be considered as the end product of the atmospheric hydrological cycle. Weather systems lead to sequences
of ocean evaporation, horizontal and vertical transport and mixing of atmospheric water vapour, microphysical processes
within clouds on characteristic time scales (Läderach and Sodemann, 2016). The stable isotope composition of precipitation is,
therefore, an integrated result of the isotopic fractionation, that occurs during phase changes in the atmosphere (Gat, 1996). In5
addition, post-condensation processes can influence the isotope composition below cloud base (Graf et al., 2019). Therefore,
observations of stable water isotopes in precipitation hold the promise of allowing to extract information about moisture
transport and moisture sources for individual weather events. Besides, detailed measurements of water isotopes provide the
potential to constrain parameterisations in atmospheric models and thereby to improve weather prediction and climate models
(Bony et al., 2008; Pfahl et al., 2012; Yoshimura et al., 2014).10
Being located at the end of the North Atlantic storm track, precipitation on the west coast of Scandinavia is commonly
related to the landfall of frontal weather systems. Extreme precipitation has been connected to so-called Atmospheric Rivers
(ARs, Zhu and Newell, 1998; Ralph et al., 2004), that transport warm and moist air from more southerly latitudes poleward
within their frontal structures. As such airmasses encounter the steep orographic rise along the Norwegian coast, they can yield
abundant precipitation (Stohl et al., 2008; Azad and Sorteberg, 2017). Past studies have emphasized the long-range transport15
characteristics, and their connection to the large-scale atmospheric flow configuration during such AR events. From a model
study using artificial water tracers, Sodemann and Stohl (2013) estimated that 30-50 % of the precipitation from AR events
could be from latitudes S of 40 ◦N. However, an observational confirmation of such model-derived estimates currently remains
elusive.
The use of precipitation isotopes to gain information at the time scale of weather-systems dates back to the pioneering20
study of Dansgaard (1953), which suggested that the 18O-abundance in warm-frontal precipitation could be explained by a
distinct fractionation process and below cloud evaporation. Since then, numerous studies have investigated the variation in
precipitation isotopes between weather events and at different locations. Studies reveal that the isotope composition can vary
substantially over short time scales. For example, analyses of single rainfall events have revealed variations in δD of between
7 ‰ for the case of southeast Australia (Barras and Simmonds, 2009) and 58 ‰ in California at sub-hourly time resolution25
(Coplen et al., 2008). A higher-resolution study in Cairns, Australia measured variations of up to 95 ‰ within a single 4-h
period (Munksgaard et al., 2012). Several typical intra-event trends, such as "L", "V", and "W" shapes, have been identified
by Muller et al. (2015). Despite numerous observations of the evolution of the isotope composition in rainfall over time and
corresponding interpretation, it remains unclear how to separate the highly convoluted signal into the contribution from weather
system characteristics, moisture sources, and below-cloud effects.30
The complexity of the isotopic information contained in rainfall at the event time scale has lead to a scientific controversy
regarding the interpretation of the isotope signal during AR events. Coplen et al. (2008) (henceforth C08) sampled the pre-
cipitation during a land-falling AR at the coast of southern California at a time resolution of 30 min. C08 interpreted the
isotope variation in rainfall during the event in relation to cloud height, using a Rayleigh distillation model. Coplen et al.
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(2015) expanded the dataset and interpretation to numerous additional events. Investigating the same event as C08 with an
isotope-enabled weather prediction model, Yoshimura et al. (2010) (henceforth Y10) instead emphasized the roles of hori-
zontal advection and post-condensational processes for the temporal evolution of the precipitation isotope signal. Using the
simultaneous water vapour and precipitation isotope measurements in this study, we attempt to shed new light on this so-far
unresolved controversy.5
Here we present the analysis of highly resolved measurements of the stable isotope composition in precipitation and water
vapour collected during a land-falling AR event in southwestern Norway during winter 2016. Thereby, we utilize a combination
of observational and numerical methods, aiming to separate the moisture source information from effects related to moisture
transport and precipitation processes.
In order to disentangle different factors that contribute to the isotope signal in precipitation, we adopt here a perspective10
where three sets of factors pertaining to the atmospheric water cycle can potentially have an influence. We hereby use the




) is the isotope ratio, to quantify enrichment
or depletion with respect to the Vienna Standard Mean Ocean Water standard (VSMOW) (Mook and De Vries, 2001; IAEA,
2009).
(1) Depletion of heavy isotopes due to an atmospheric distillation or rain out process. The rainout history during the transport15
is essentially depending on the temperature difference between the moisture source and the condensation height above the
precipitation site. This has been historically known as the rainout effect and can be described with a Rayleigh distillation
model (Dansgaard, 1964). A larger temperature difference leads to a greater rain out process and thus a more depleted isotope
profile in the condensate, that ultimately translates to the precipitation. For example, Dansgaard (1953) explained the gradual
enrichment of 18O-abundance in the precipitation from a warm front with decreasing of the condensation temperature as the20
front passes the observation site.
(2) Ocean-atmosphere conditions at the moisture source affect the isotope composition of generated water vapour (Gat,
1996). The deviation from equilibrium fractionation during evaporation at the source can be quantified by the d-excess param-
eter, calculated as d-excess = δD− 8 · δ18O (Dansgaard, 1964). Specifically, theoretical studies and observations have shown
that d-excess in the generated vapour over ocean surface is dependent on relative humidity (RH) with respect to sea surface25
temperature (SST), and to second-order to the SST itself in the source area (Merlivat and Jouzel, 1979; Uemura et al., 2008;
Pfahl and Sodemann, 2014). As an example, high d-excess anomalies are usually observed in water vapour formed during
so-called marine cold air outbreaks (Aemisegger and Sjolte, 2018; Aemisegger, 2018), where cold dry air moves over relative
warm ocean waters and triggers strong evaporation (Papritz and Spengler, 2017; Papritz and Sodemann, 2018). In contrast, land
regions and more calm ocean evaporation are associated with lower d-excess (Aemisegger et al., 2014; Thurnherr et al., 2020).30
The d-excess is often assumed to be conserved during transport. However, microphysical processes within and below clouds
can influence the d-excess in local precipitation, and thus obscure information on the evaporation conditions in the source area
(Jouzel and Merlivat, 1984; Graf et al., 2019).
(3) Microphysical processes within clouds and post-condensational exchange processes of falling precipitation can alter
the isotope composition. While isotopic equilibrium can be assumed for rain formation in warm clouds, kinetic effect exists35
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at snow formation. Vapour deposition in a supersaturated environment with respect to ice, therefore, increases d-excess in
precipitation (Jouzel and Merlivat, 1984). Liotta et al. (2006) proposed that higher d-excess also exists in orographic clouds
since kinetic effects should be expected in the first step of droplet formation, while in-cloud droplets are short-lived, and
thus can not reach equilibrium with the surrounding vapour. For deep convective systems, factors such as condensate lifting,
convective detrainment and evaporation in unsaturated downdrafts can play a critical role in the control of the isotope of5
precipitation (Bony et al., 2008). Below cloud processes have been noted in many precipitation events from previous studies
(Dansgaard, 1953; Ehhalt et al., 1963; Miyake et al., 1968; Barras and Simmonds, 2009; Guan et al., 2013; Wang et al., 2016).
Below-cloud evaporation usually dominates at the beginning of a precipitation event, when the atmosphere below cloud base is
still unsaturated. As the atmosphere gradually gets saturated, the isotopic exchange between raindrops and surrounding vapour
intensifies (Graf et al., 2019). Depending on the intensity of below-cloud exchange processes, isotopes in precipitation can10
deviate more or less strongly from Rayleigh model expectations.
In the following, we present the unique dataset acquired during a land-falling frontal system, associated with an atmospheric
river, at the end of the North Atlantic storm track. Using a combination of remote-sensing and in situ instrumentation (Sec-
tion 2), we provide a detailed observation of meteorological parameters (Section 3) and the isotope composition in near-surface
water vapour and precipitation (Section 4) during a substantial precipitation event on 07 Dec 2016 at Bergen, southwestern15
Norway. We first quantify below-cloud exchange processes by means of the interpretative ∆δ∆D framework proposed recently
by Graf et al. (2019) (Section 5.1). Then, we relate the observed evolution of the isotope signal to weather system characteristics
(Section 5.2). We hypothesise that the remaining signal then reveals the source conditions in the d-excess parameter. We there-
fore compare our observational results with moisture source conditions and d-excess predictions obtained from a Lagrangian
moisture source diagnostic (Sodemann et al., 2008) and interpret the results in terms of assumptions and model deficiencies20
(Section 5.3). In a brief discussion, we attempt to contribute constructively to the dispute of C08 and Y10 (Section 6). Finally,
conclusions are drawn in Section 7.
2 Data and methods
This section describes the measurement site, the installation and procedures used for acquisition of meteorological and isotopic
information, weather prediction model data, and of the method for diagnosing moisture sources.25
2.1 Measurement site
Bergen is located at the coast of southwestern Norway (60.3837 ◦N, 5.3320 ◦E), with an annual mean temperature of 7.6 ◦C
during 1961-1990 (sharki.oslo.dnmi.no). Being located at the end of the climatological North Atlantic storm track (Wernli and
Schwierz, 2006; Aemisegger and Papritz, 2018), extratropical cyclones frequently bring moist airmasses to the Norwegian
coast. At the steep orographic rise from sea level to above 600 m in a distance of 2 km, the airmasses frequently produce30
intense precipitation. The average annual precipitation during 1961–1990 was 2250 mm, with the highest monthly average
being 283 mm in September and lowest being 106 mm in May (Meteorologisk Institutt, sharki.oslo.dnmi.no).
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Meteorological observations are performed operationally at the WMO station Bergen-Florida (ID 50540) at 12 m a.s.l.
Additional measurements were acquired on the rooftop observatory (45 m a.s.l) of the Geophysical Institute (GFI), University
of Bergen, located at a distance of 70 m from the WMO station. This additional instrumentation consisted of a Micro Rain Radar
(MRR2, METEK GmbH, Elmshorn, Germany), a Total Precipitation Sensor (TPS-3100, Yankee Environmental Systems, Inc.,
USA), a Parsivel2 disdrometer (OTT Hydromet GmbH, Kempten, Germany) and an automatic weather station (AWS-2700,5
Aanderaa Data Instruments AS, Bergen, Norway). A subset of these parameters (air temperature, pressure, RH, wind speed)
from the AWS-2700 were consistent with the TPS-3100 and the WMO station measurements.
Precipitation rate was measured by 3 instruments. The TPS-3100 Total Precipitation Sensor is an automatic precipitation
gauge that provides real-time solid and liquid precipitation rate at a 60 s time interval (Yankee Environmental Systems, Inc.,
2011). The laser-based optical distrometer Parsivel2 provides the precipitation intensity at a 60 s time resolution, using measure-10
ments of particle size and particle fall speed (OTT Hydromet GmbH, 2015). Comparison of these high-resolution precipitation
measurements located at the rooftop with the rain gauge measurement from the WMO station Bergen-Florida at ground level
indicates that the TPS-3100 overestimates precipitation slightly (up to 10 %), while the Parsivel2 clearly underestimates the
precipitation intensity (up to 40 %; see Appendix A). Hereafter, we utilize the precipitation rates from the TPS-3100 for further
analysis.15
In addition to precipitation rate, the Parsivel2 distrometer provides drop size and velocity spectra by separating the precipi-
tation into 32 size classes from 0.2 to 5 mm and 32 velocity classes from 0.2 to 20 m s−1. The instrument has been configured
to record raw spectra at a 60 s time interval. The raw number of particles are converted into a per-diameter-class volumetric
drop concentration (mm−1 m−3), including corrections following Raupach and Berne (2015). The drop size distributions are
then characterized by the mass-weighted mean diameter Dm (mm). The drop size distribution is an important precipitation20
characteristic, among others to evaluate the extent of below-cloud evaporation (Graf et al., 2019).
Continuous vertical profiling of the hydrometeors during the event was conducted using the vertical-pointing doppler radar
MRR2. Previous studies have demonstrated the value of these observations for stable isotope analysis in precipitation (C08;
Muller et al., 2015). Operating at 24 GHz, the radar measures the height-resolved fall velocity of the hydrometeors and other
derived parameters, such as height-resolved size distribution and liquid water content (METEK Meteorologische Messtechnik25
GmbH, 2012). Here, the MRR2 was set up with a vertical resolution of 100 m for its 32 range gates, resulting in a measurement
range from 100 m to 3200 m. The high resolution in time and height enables monitoring of the phase and evolution of
hydrometeors, and thus the evolution of melting layers (Battan, 1973; White et al., 2002, 2003).
2.2 Water vapour isotope measurements
The stable isotope composition of ambient water vapour was continuously measured with a cavity ring-down spectrometer30
(L2130-i, Picarro Inc., USA) from an inlet installed on the GFI rooftop observatory. Ambient air was continuously drawn
through the 4 m long 1/4 inch unheated PTFE tubing with a flow rate of about 35 sccm. The inlet was shielded from precipitation
with a downward-facing plastic cup.
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The analyser was calibrated every 12 hours using a Standard Delivery Module (A0101, Picarro Inc., USA; hereafter SDM)
and a high-precision vaporizer (A0211, Picarro Inc., USA). During the calibration, two laboratory standards bracketing the
isotope composition of typical ambient vapour (GSM1: δ18O = −33.07±0.02 ‰, δD = −262.95±0.30 ‰; DI: δ18O =
−7.78±0.02 ‰, δD = −50.38±0.30 ‰) were blended respectively with dry air supplied from a molecular sieve (MT-400-
4, Agilent Inc., Santa Clara, USA). The generated standard vapour was then measured for 20 min each at a humidity level of5
∼20 000 ppmv.
The vapour data are post-processed and calibrated according to the following steps. (1) The raw data are corrected for isotope
ratio–mixing ratio dependency using the correction function in Weng et al. (2020), which was determined for the same analyser
used here. (2) For each calendar month, SDM calibration periods are identified. Then, the median value of mixing ratio, δ18O
and δD are obtained for each calibration period. The values that deviate from the median value by more than 0.5 ‰ in δ18O10
or 4.0 ‰ in δD are discarded to remove variations due to bursting bubbles and other instabilities. The remaining data for each
period are then averaged and the standard deviation calculated. Calibrations were retained if at least 60 % of the calibration
period were kept after quality control. (3) The vapour measurements were calibrated to SLAP2-VSMOW2 scale following
IAEA recommendations (IAEA, 2009). To this end, the two nearest bounding calibrations of sufficient quality were identified
for each calendar day and each standard. Finally, the calibrated vapour data are averaged at a 10-minute interval using centred15
averaging.
2.3 Precipitation isotope sampling and analysis
Liquid precipitation was sampled at the GFI rooftop observatory at high temporal resolution with a manual rainfall collector,
similar to the setup used in Graf et al. (2019). The collector consists of a PE funnel of 10 cm diameter, which directs the
collected water into a 20 mL open-top glass bottle. A total of 71 precipitation samples were collected during the 24-h sampling20
period between 00:00 UTC 07 December and 00:00 UTC 08 December 2016. The sampling interval was adjusted according
to the precipitation intensity. Two samples were collected over a 105 min interval, 8 samples with 20–40 min intervals, and 61
samples with 10–20 min intervals (ref. supplementary material). The bottle and funnel were dried between each sample using
a paper wipe. The sample was immediately transferred from the bottle to a 1.5 mL glass vial (part no. 548-0907, VWR, USA)
and closed with an open-top screw cap with PTFE/rubber septum (part no. 548-0907, VWR, USA) to prevent evaporation until25
sample analysis.
The samples were stored at 4 ◦C before being analysed for their isotope composition at FARLAB, University of Bergen,
Norway. During the analysis, an autosampler (A0325, Picarro Inc.) transferred ca. 2 µL per injection into a high-precision
vaporizer (A0211, Picarro Inc., USA) heated to 110 ◦C. After blending with N2 (Nitrogen 5.0, purity >99.999 %, Praxair
Norge AS), the gas mixture was directed into the measurement cavity of a cavity ring-down spectrometer (L2140-i, Picarro30
Inc., USA) for about 7 min with a typical mixing ratio of 20 000 ppmv. To reduce memory effects between sample, two
so-called wet flushes consisting of 5 min of vapour mixture at 50 000 ppmv were applied to the analyzer at the beginning of
each new sample vial. Three standards (12 injections each, plus wet flush) were measured at the beginning and end of each
batch, consisting typically of 20 samples (6 injections each, plus wet flush). The averages of the last 4 injections were used for
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further processing. The measurement data were first corrected for isotope–humidity dependency using a linear correction for
the analyzer obtained over a humidity range of 15 000–23 000 ppmv. Then, data were calibrated to the SLAP2-VSMOW2 scale
following IAEA recommendations (IAEA, 2009) using two secondary laboratory standards (VATS: δ18O = −16.47±0.02 ‰,
δD = −127.88±0.30 ‰; DI: δ18O = −7.78±0.02 ‰, δD = −50.38±0.30 ‰). The long term reproducibility of liquid sample
analysis at FARLAB has been estimated to 0.15 ‰ for δ18O and 0.66 ‰ for δD, resulting in a measurement uncertainty of5
1.05 ‰ for d-excess.
2.4 The concept of equilibrium vapour
Due to equilibrium and kinetic isotopic fractionation during phase transitions, the isotope ratios in water vapour and precip-
itation can not be directly compared to one another. Instead, we use the concept of equilibrium vapour to compare the state
of both phases (e.g. Aemisegger et al., 2015). The equilibrium vapour from precipitation is the isotope composition of vapour10
that is in equilibrium with precipitation at ambient air temperature Ta. We calculate the equilibrium vapour of precipitation as
δp,eq
1000




where αl→v(Ta) is the temperature-dependent fractionation factor of the liquid to vapour phase transition following Majoube
(1971). We quantify the difference between equilibrium vapour from precipitation samples and ambient vapour then as
∆δ = δDp,eq − δDv, (2)15
∆d = dp,eq − dv. (3)
While a similar notation can be defined for ∆δ18O, we use the notation ∆δ to refer to ∆δD only. Using the above deviations
from isotopic equilibrium, Graf et al. (2019) introduced a useful interpretative framework to quantify the effect of below-
cloud processes on the isotope composition of ambient vapour and precipitation. This so-called ∆δ∆d-diagram quantifies
the deviation of δD and d-excess in the liquid from the vapour phase at ambient temperatures from isotopic equilibrium20
as indicators of evaporation and equilibration below cloud-base. We make use of this interpretative framework to quantify the
below-cloud processes during the AR event studied here. In addition, we utilize a set of sensitivity studies with the Below-Cloud
Interaction Model (BCIM, Graf et al., 2019) to identify the main influences during the case studied here in the ∆δ∆d-diagram.
The sensitivity experiments are described in more detail in Appendix B.
2.5 Reanalysis and weather forecast data25
The large-scale meteorological situation is depicted using the global ERA-Interim reanalysis data from the European Centre
for Medium-Range Weather Forecast (ECMWF) re-gridded to a 0.75×0.75◦ regular grid. Moisture transport is quantified by
the integrated water vapour transport (IVT; e.g. Nayak et al., 2014; Lavers et al., 2014, 2016), whereas mean sea level pressure
(SLP) is used to depicts the location of weather systems.
In addition, air temperature, solid and liquid precipitation, cloud water and cloud ice were extracted as profiles across all30
model levels from ERA5 reanalysis data (Hersbach et al., 2020) with a 1-h time resolution. Lastly, air temperature, horizontal
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wind speed and relative humidity at different pressure levels, as well as surface precipitation were retrieved from the archive
of operational Harmonie-Arome forecasts in the MetCoop domain (Bengtsson et al., 2017). Operational forecasts initialized
during the period 06 to 07 Dec 2016 were retrieved from the publicly accessible archive (http://thredds.met.no).
Furthermore, Morphed Integrated Microwave Imagery for total precipitable water (MIMIC-TPW) available from the Co-
operative Institute for Meteorological Satellite Studies (CIMSS) are used to depict total column water at a given time instant.5
Satellite Meteosat Second Generation (MSG) imagery composited as Airmass RGB is used to link the actual airmass type and
clouds to the modelled Meteorological situation. The colouring scheme for airmass interpretation was adapted from Zavodsky
et al. (2013).
2.6 Lagrangian moisture source diagnostic
Moisture sources are a potential factor influencing the isotope composition in precipitation. Here we apply a quantitative10
Lagrangian moisture source diagnostic WaterSip (Sodemann et al., 2008) to diagnose the moisture sources for evaporation
contributing to the AR event on 07 Dec 2016. The WaterSip method identifies moisture source regions and transport conditions
from a sequentially weighted specific humidity budget along backward trajectories of air parcels that arrive over the target area.
More specifically, the method assumes that the change in specific humidity in an air parcel during each 6 h time step
exceeding a threshold value is due to either evapotranspiration or precipitation. A sequential moisture accounting then provides15
the fractional contribution of each evaporation event to the specific humidity at an air parcel location, and by taking into
account the sequence of moisture uptakes and losses, the final precipitation in the target area. For the AR event in this study,
the thresholds are set to be 0.2 g kg−1 for ∆qc, with a 20-day backward trajectory length, and relative humidity >80 % to
identify precipitation over the target region. These thresholds result in source attribution for over 98 %. Here, the moisture
uptakes from both within and above the boundary layer (BL) have been taken into account (Sodemann et al., 2008; Winschall20
et al., 2014).
The basis of the WaterSip diagnostic applied here is the dataset of Läderach and Sodemann (2016), which we have extended
over the entire ERA-Interim period. In that dataset, the global atmosphere is represented by 5 million air parcels of equal mass
calculated using the Lagrangian particle dispersion model FLEXPART V8.2 (Stohl et al., 2005), with wind and humidity and
other meteorological variables from the ERA-Interim reanalysis. For this study, the diagnostic was run with a target area of ca.25
110× 110 km centred over Bergen (59.9–60.9 ◦N and 4.3–6.3 ◦E), including both land and ocean regions. The precipitation
event studied here was represented by in total 1100 trajectories arriving in the target area.
As with other methods to identify moisture source regions, the WaterSip diagnostic is associated with uncertainty due
to threshold values, interpolation errors, and conceptual limitations (Sodemann et al., 2008; Sodemann, 2020). To enable a
comparison with stable isotope observations, the WaterSip method predicts the d-excess from the evaporation conditions at the30
moisture sources using the empirical relation of Pfahl and Sodemann (2014). More specifically, the SST over ocean regions and
the surface specific humidity from ERA-Interim are used to calculate RH with respect to SST, and then to calculate d-excess
from the empirical relation d= 48.2 ‰− 0.54 ‰/% · RHSST , using a weighted average of all contributing moisture sources.
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3 Meteorological situation
On 7 of December 2016 a substantial amount of precipitation accumulated over southwestern Norway. The precipitation was
related to the influx of moist air from an AR, whose structure appears as a band of high vertically integrated water vapour
(IWV) in passive microwave satellite imagery (Fig. 1a). The AR reaches as a narrow band from the central North Atlantic to
the study region, impacting the entire west coast of southern Norway. At 12 UTC on 07 Dec 2016, the head of the AR has5
spread out broadly over the North Sea and the UK. The ERA-Interim reanalysis reproduces the observed structure of IWV
faithfully, albeit with an apparent tendency to higher maximum values (Fig. 1b). While the IWV has commonly been used
to define ARs, more relevant for the ensuing orographic precipitation is the associated water vapour flux, expressed as IVT
(Lavers et al., 2014, 2016).
Figure 1. Vertically integrated water vapour (IWV) for the atmospheric river event occurring at 12 UTC 07 Dec 2016 in (a) Morphed
Integrated Microwave Imagery at CIMSS (MIMIC-TPW) from the Cooperative Institute for Meteorological Satellite Studies (CIMSS) and
(b) ERA-Interim analysis. The measurement site at Bergen is indicated by black cross.
The onshore flow of the large amounts of water vapour resulted in a prolonged precipitation event in Bergen, lasting from10
00 UTC 07 Dec 2016 to 00 UTC 08 Dec 2016. Weather maps from the UK MetOffice show a sequence of surface warm fronts
impinging upon southwestern Norway at 06 UTC on 07 Dec 2016 (Fig. 2a). This set of fronts is attached to a cyclone south of
Iceland with core pressure of 985 hPa. The fronts are embedded in a pronounced westerly flow, bounded by a broad anticyclone
with a centre over southeastern Europe and a core pressure of 1039 hPa. The individual warm fronts have approached one
another over several days (not shown). We note that in the present case, the onshore water vapour flux is enhanced by the15
pressure gradient between the Icelandic low and the high-pressure over Europe. Similar configurations have been observed
earlier to be associated with AR events in coastal western Norway (Azad and Sorteberg, 2017).
At 06 UTC on 07 Dec 2016, the first front has passed over land, as seen by the 850 hPa temperature north of Ålesund (Fig. 2c)
and the widespread precipitation above 2 mm h−1 (Fig. 2d) obtained from the control forecast of the AROME MEPS regional
forecasting system. The trailing warm front is still at a distance from the coastline, but already causes intense precipitation near20
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Figure 2. Overview of frontal structures during the precipitation event on 07 Dec 2016. Sea level pressure and surface fronts identified by the
UK Met Office at (a) 06 UTC and (b) 18 UTC. (c) Sea level pressure (hPa, grey lines), air temperature (K, red lines), and relative humidity
above 80 % (shaded) at 850 hPa at 06 UTC. (d) Sea level pressure (hPa, grey), 500 hPa geopotential height (g.p.m, blue), wind barbs at
500 hPa, and 1 h accumulated precipitation (mm, shaded) at 06 UTC. (e) As panel (c), but at 18 UTC. (f) As panel (d) but at 18 UTC. Panels
(c) and (d) are from the 12 h MEPS forecast initialized at 18 UTC on 06 Dec 2016. Panels (e) and (f) are from the 06 h MEPS forecast
initialized at 12 UTC on 07 Dec 2016.
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the coast (Fig. 2d, green shading). At 18 UTC on 07 Dec 2016, the Icelandic cyclone has started to fill in, with the warm frontal
system dissolving over southern Scandinavia. An upper-level cold front, trailed by a surface warm front approach the coast of
southwestern Norway at this time (Fig. 2b). The temperature at 850 hPa shows the transition to a more cloud-free area with
variable gradients as the upper-level cold air arrives over the North Sea (Fig. 2e). While there is still widespread precipitation
over southern Norway, a more scattered precipitation regime sets in at this time (Fig. 2f).5
3.1 Meteorological surface observations
Meteorological surface observations from the tower observatory are displayed for the AR event, lasting from 00:00 UTC on 07
Dec to 00:00 UTC on 08 Dec 2016 (Fig. 3). The local pressure at the height of the observatory gradually dropped from 1015
hPa at the start of the event to 997 hPa at 00 UTC on 08 Dec (Fig. 3a, blue line). As the warm airmass approached, the air
temperature at the tower station gradually increased from 5.0 ◦C at 05:00 UTC on 07 Dec 2016 to 11.0 ◦C at 00:00 UTC 0810
Dec 2016 (Fig. 3a, black line).
Precipitation already started forming before the increase of temperature, with precipitation rate from TPS-3100 (Fig. 3b,
black line) below 1 mm h−1 between 00:00 and 03:30 UTC. Precipitation then steadily increased to 5.5 mm h−1 at 07:00
UTC, and varied thereafter on a generally high level throughout the rest of the day, with a brief intermission at 12:00 UTC, and
ending on 23:30 UTC. Rainfall became in particular more variable after 14:30 UTC, reaching brief maxima above 7.0 mm h−1.15
The total precipitation amount during this 24-h event was 55.3 mm. Other instruments for precipitation measurements provide
a similar time series of precipitation intensity, and comparable precipitation totals (Appendix A).
Relative humidity changed markedly during the event. Before 04:30 UTC, RH varied between 77 and 80 %. As precipitation
intensified, and before the temperature started to increase at 05:00 UTC, RH gradually increased to 92 % at 09:00 UTC, and
remained between 92 and 95 % thereafter (Fig. 3b, blue line).20
According to the time evolution of the meteorological parameters presented above, in particular the radar reflectivity, we
separate the AR event into 4 distinct precipitation stages: pre-frontal Stage I before 03:30 UTC (purple bar), first frontal Stage
II between 03:30 and 07:00 UTC (blue bar), a second frontal Stage III between 07:00 and 14:30 UTC (red bar), dominated by
stratiform precipitation processes, and a post-frontal Stage IV after 14:30 UTC (yellow bar) that is dominated by convective
precipitation. The four stages are indicated with corresponding colour bars at the top and bottom of Fig. 3.25
The drop size distribution followed a similar evolution as the precipitation rate (Fig. 3c). At the beginning of the event,
raindrop number concentration maxima were small, with the drop size maximum near 0.4 mm (Fig. 4a, Stage I). The drop size
spectra started to show a more pronounced peak from 01:30 UTC, as well as an increase of raindrop number concentrations
(Fig. 4a, Stage II). On some occasions during Stage II, a bi-modal distribution in drop sizes was observed. Drop size spectra
had pronounced maxima at the smallest drop size categories between 09:00 and 11:00 UTC, and became broader between30
13:00 to 14:30 UTC (Fig. 4a, Stage III). A small number of large raindrops (>1 mm) had appeared during Stage II and III.
The large raindrops had disappeared after entering Stage IV, except for some intense precipitation periods between 18:30 and
20:20 UTC, around 21:30 UTC, and around 22:40 UTC. A particular feature for Stage IV is that the amount of large raindrops
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Figure 3. Time series of observations at ∼45 m a.s.l. in Bergen between 00 UTC 07 December and 00 UTC 08 December 2016. (a) Local
temperature (black line) and air pressure (blue line) from the automatic weather station (AWS-2700). (b) 10 min averaged rain rate from
the Total Precipitation Sensor (grey shading) and relative humidity from AWS-2700 (blue line). (c) Droplet number concentrations from
the Parsivel2. (d) Reflectivity from the Micro Rain Radar. (e) δD of the 10 min averaged vapour (grey dots) and δD of the equilibrium
vapour from precipitation (black segments). The uncertainties are 0.60 ‰ and 0.11 ‰ for δD of vapour and of the equilibrium vapour from
precipitation, respectively. (f) Same as in (e) but for d-excess, including d-excess of precipitation (blue segments). The uncertainty is 0.83 ‰
for d-excess of vapour, and 0.20 ‰ for d-excess of the equilibrium vapour from precipitation and precipitation. Precipitation periods I–IV
are indicated with color bars at top and bottom of the figure.
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(0.5–1.0 mm) increase substantially at the expense of raindrops with <0.5 mm diameter (Fig. 4a, Stage IV). This feature is
likely to be associated with the shift from stratiform to convective precipitation.
Figure 4. Averaged (a) number concentration of rain droplet per droplet size, and (b) reflectivity profile from the Micro Rain Radar at each
precipitation stage during the AR precipitation event on 07 December 2016. The shading indicates one standard deviation. The lowermost
layer of the reflectivity profiles has been removed due to ground clutter.
The vertical pointing MRR2 reveals hydrometeor profiles and melting layer height during the event (Fig. 3d). Before 03:30
UTC, precipitation was weak and did not continuously reach the surface, indicating the presence of evaporation of falling
hydrometeors, or below-cloud evaporation. The overall reflectively is low at this stage (Fig. 4b, Stage I). As precipitation5
gradually intensified after 03:30 UTC, a melting layer started to appear, as well as ice-phase hydrometeors aloft, in particular
after 05:00 UTC. The melting height increased from 1600 to about 1900 m between 03:30 and 04:30 UTC and stayed there
until 07:00 UTC. The melting layer height then increased substantially to 2500 m at 07:00 UTC, thereafter varying between
2500 and 2700 m until 14:30 UTC, with two precipitation gaps at 11:00 and 12:00 UTC. The increase of the melting height
between Stage II and III is also clearly reflected on the averaged MRR2 profiles (Fig. 4b, Stage II and III). At 07:00 UTC,10
the second warm front arrives over the measurement location, in close agreement with surface frontal charts and regional
weather prediction model forecasts (Fig. 2). Notably, the transition to the second warm front is almost undetectable in surface
temperature, precipitation and relative humidity. It is also worth to note that during the periods of most intense precipitation (i.e.
between 06:30 and 11:20 UTC, and between 13:30 and 14:30 UTC), an increase in reflectivity below 500–1000 m indicates
droplet growth in the lowest 1500 m above ground (Fig. 4b, Stage III), underlining the importance of water vapour in lower15
atmospheric layers for the surface precipitation. Almost instantly after 14:30 UTC and until the end of the event, precipitation
becomes more intermittent, and no more melting layer was detected (Fig. 4b, Stage IV). This swift change reflected the shift
from a more stratiform phase, dominated by warm frontal airmasses, to a dominantly convective phase of the precipitation event
as the upper-level cold front arrives (Fig. 2c, e). We speculate that the melting layer vanishes either because the convection was
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too shallow to reach above the 0 ◦C isothermal line, or because the precipitation was too intermittent to expose a clear melting
layer.
4 Observed stable isotope signature in vapour and precipitation
The measured isotope composition in the surface vapour and precipitation samples is now compared in relation to the four
precipitation stages identified above. For the surface vapour, the 10 min averaged δDv initially showed a relatively stable value5
of −120 ‰ at Stage I (dotted line, Fig. 3e). Then δDv gradually decreased at the start of Stage II (03:30 UTC), until reaching
a minimum of −185 ‰ at the end of this stage (07:00 UTC). At Stage III, corresponding to the arrival of the second, merged
warm front, the value gradually returns to a less depleted level of −160 ‰ at 09:00 UTC and then varies between −160 and
−145 ‰ until 13:30 UTC. As the upper-level cold front arrives, the precipitation regime is about to change from stratiform
to a more convective regime, at which the δDv first drops to a secondary minimum of −172 ‰, before during Stage IV (after10
14:30 UTC) increasing again first rapidly, then more slowly to −110 ‰ around 18:00 UTC and finally −100 ‰ after 21:00
UTC (the least depleted values of the event). The resulting stretched-out "W" shape of the water vapour isotopes resembles
earlier observations made in precipitation samples (Muller et al., 2015). The amplitude of 72 ‰ is substantial but smaller than
for example observed in rainfall by C08. The relative evolution of δ18Ov closely follows that of δDv (not shown).
The equilibrium vapour from precipitation δDp,eq approximately follow the pattern of surface vapour (Fig. 3e, black seg-15
ments). There surface vapour isotope signal appears to lag the isotope signal in precipitation by about 30 min. Comparison
of specific humidity from the isotope spectrometer with specific humidity calculated from the AWS shows no apparent time
lag or offset at 1-min measuring frequency, indicating that atmospheric effects cause this time lag. Overall, the δDp,eq is more
variable than the δDv time series. At Stage I, the isotope signal in δDp,eq is substantially less depleted than δDv. This reverses
at the beginning Stage II (after 03:30 UTC), and during the transition to Stage III, δDp,eq reaches a minimum, before it again20
is less depleted than δDv until about 08:30 UTC. Thereafter, differences between δDv and δDp,eq are small. An exception is
the last hour of Stage III from 13:30 to 14:30 UTC, where δDp,eq is highly variable, and more depleted than δDv. Right at the
beginning of Stage IV, the δDp,eq is again more enriched than δDv, before approaching equilibrium after about 18:00 UTC.
The time offset, and the relative enrichment and depletion characteristics of vapour and precipitation are further examined in
Sect. 5.25
We now investigate the time evolution of the secondary isotope parameter d-excess in vapour and precipitation. After a value
of 11 ‰ during Stage I, the surface vapour d-excess (dv) increases to 14 ‰ at Stage II, and stays around that level until the
beginning of Stage III at 08:00 UTC, one hour after the second warm front arrives (Fig. 3f, dotted line). Then the dv gradually
decreases throughout the rest of the event, with a more rapid decrease from about 10 ‰ as the upper-level cold front arrives at
14:30 UTC, to dv varying around 4 ‰ between 18:00 and 21:30 UTC and eventually reaching 0 ‰ at 23:00 UTC.30
The d-excess of the equilibrium vapour from precipitation dp,eq shows a remarkable difference to dv at the beginning of
the event (Fig. 3f, Stage I and II, black line segments). Here, dp,eq are substantially lower than the dv, with the lowest values
even being negative (−7 and −9 ‰) during Stage I. This results in a large difference between dv and dp,eq of 18 and 20 ‰,
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respectively. During Stage II, dp,eq gradually approaches dv, remaining about 2–4 ‰ lower than dv. Similar to dv, dp,eq then
shows a continuous decrease between 07:00 UTC and 16:30 UTC, then stabilising (with some variability) around 2 ‰. The
original d-excess of precipitation, dp (Fig. 3f, blue line segments), should theoretically be equal to dp,eq. Small discrepancies
at Stage I, Stage IV, and the two depletion minima, may at least partly arise from the definition of the d-excess (Dütsch et al.,
2017).5
As is evident from the results presented above, the precipitation and vapour isotope measurements, especially when com-
bining δD and d-excess parameters, clearly provide signals that are not apparent in standard meteorological observations (such
as air temperature and precipitation rate). Following our hypothesis that the isotope signature at each stage reflects the impact
of several atmospheric processes, including moisture origin, processes during advection and mixing, condensation processes
in clouds, as well as below cloud interaction, we now attempt to disentangle the individual contributions from these processes10
on the observed isotope signature at the surface during the AR event.
5 Impacts on the stable water isotope signature
The precipitation isotope signal during a weather event results from a convolution of different processes. We now proceed
backwards from the last process, the below-cloud interaction, to weather system and transport influences, to the moisture
source signal, to investigate how different processes contribute throughout the event.15
5.1 Contribution from below-cloud interaction processes
Below-cloud interaction processes consist of the continuous exchange of falling precipitation below cloud base with the sur-
rounding vapour in the atmospheric column. In near-saturated conditions, liquid precipitation will exchange with surrounding
vapour in a near-equilibrium process. In undersaturated conditions, the vapour exchange will lead to a net mass loss of the
droplets. Resulting from the same underlying process, both exchanges are strongly influenced by drop size, whereby smaller20
droplets being affected more strongly (Graf, 2017).
We investigate the change in isotope composition due to below cloud processes using the ∆δ∆d-diagram (Graf et al.,
2019). The ∆δ∆d-diagram uses the differences between equilibrium vapour from precipitation and ambient vapour in terms
of both δD and d-excess (∆δ and ∆d, Sect. 2.3) as its axes (Fig. 5). The diagram is divided by the zero reference lines into
four quadrants. The closer data points are located near the origin, the closer the equilibrium between the vapour and liquid25
precipitation. Data points located in the lower right quadrant have positive ∆δ and negative ∆d values, reflecting the impact of
strong evaporation below cloud base. Conversely, data points in the lower-left quadrant have undergone moderate below-cloud
evaporation and equilibration. Negative ∆δ values indicate that below-cloud evaporation has been incomplete, and does not
yet entirely overprint the more depleted isotope signal in the liquid precipitation at cloud base.
The temporal evolution of the precipitation samples during the AR event proceeds from the lower right quadrant, with the30
first to samples from Stage I displaying the strongest influence of below-cloud evaporation (Fig. 5a, letter A). Samples from
Stage II are in the bottom left quadrant, first reflecting moderate below-cloud evaporation and some equilibration (letter B).
15
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Figure 5. ∆δ∆d-diagram for precipitation samples collected during the AR event on 07 December 2016. Samples coloured according to
(a) sampling start time (UTC), (b) relative humidity at the surface (RHs, %), (c) precipitation rate (RR, mm h−1), and (d) droplet mean
diameter (Dm, mm). Letters in panel (a) mark time periods (see text for details). Grey lines in panels (b–d) show sensitivity experiments with
the idealized below-cloud interaction model of Graf et al. (2019) regarding the parameters surface air temperature (Ta), cloud base height
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Towards Stage III (08:30 UTC), samples are close to equilibrium with surface vapour, with slightly negative ∆d values (0 to −4
‰) and a relatively large spread of both positive and negative ∆δD values (12 to −12 ‰, letter C). An interesting phenomenon
then occurs at the transition to Stage IV, when first a stronger cloud influence is apparent, with data points near −10 ‰ for ∆δ
(Fig. 5a, letter D), before directly jumping to +10 ‰ after 15:00 UTC (Fig. 5a, letter E). For the remainder of Stage IV, data
points then progressively move closer to equilibrium conditions, corresponding to the origin of the coordinate axes (letter F).5
Note that the samples from different stages are well separated in the diagram, indicating different dominating processes at each
stage.
A key factor of influence for the below-cloud evaporation is RH below cloud base. When coloured by RH from the AWS, it
is evident that the samples most affected by below-cloud evaporation coincide with below 90 % RH at the surface (Fig. 5b). At
90–95 % RH, the precipitation samples remain at non-equilibrium and reach the origin only for above 95 % RH. A sensitivity10
study with idealized simulations using BCIM (below-cloud interaction model, Graf et al., 2019) provides the coordinate system
of drop-size dependent effects of RH on raindrops falling from 1500 m to the surface with initial conditions approximately
resembling the situation during Stage I and II (see details in Appendix B). Albeit offset by about 10–15 % from observed RH,
the sensitivity study shows a clear tendency towards lower ∆d with lower below-cloud RH.
While RH is a key driver of below-cloud interaction, several other factors are also important, for example, precipitation rate.15
The two samples with the lowest rain rates of about 0.5 mm h−1 (during Stage I) are located in the lower right quadrant of
the ∆δ∆d-diagram (Fig. 5c). Several subsequent samples with slightly higher rain rate (∼ 0.9–2.2 mm h−1) are located in the
left quadrant, ranging from about −15 to −6 ‰ in ∆d. As the rain rate of the sample further increases and the ambient air
nearly saturates, the effect from below cloud evaporation weakens. Samples with relatively heavy rain rates (mostly between
3 and 5 mm h−1) are found during the rest period of the event; they are located close to the zero ∆d line, indicating weak20
influences from below cloud interactions. A sensitivity analysis of the formation height parameter in the BCIM model shows
weak sensitivity, that aligns horizontally along the ∆δ axis with increasing height. Interestingly, this agrees with data points at
the transition to Stage III when the melting layer was among the highest (Fig. 3d).
The small precipitation rates are also a consequence of the below-cloud evaporation in an undersaturated environment. This
below-cloud evaporation also leads to a reduced size of precipitation droplets, characterised by the droplet mean diameter. In25
the ∆δ∆d-diagram, the samples with the lowest rain rates also have a small droplet mean diameter of below 0.9 mm (Fig. 5d).
There are further samples with mean diameters below 1 mm during Stage IV of the precipitation event. At these times, rather
than being due to evaporation effects, the small drop sizes and the near-saturation conditions indicate that droplet growth
may be taking place actively. An analysis of the sensitivity to the temperature profile with the BCIM shows a sloping of the
sensitivity from a horizontal to a diagonal orientation with warmer temperatures. This is in qualitative agreement with the30
observations during the event with surface warming continuing from Stage III through Stage IV.
In summary, we observe strong below cloud interaction at the beginning of the rainfall event. The period (Stage I and II) is
characterised with the least saturated ambient air, the lowest rain rate, the smallest droplet size, and the lowest melting layer
height. All these features except the melting layer height favour the occurrence of the below-cloud interaction. Transition phases
between stages increase the disequilibrium between surface vapour and precipitation, with the precipitation signal leading the35
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vapour in characteristic ways (Fig. 5a, letters A–F). The non-equilibrium fractionation during the evaporation causes the rain
droplets to be more enriched in heavy isotopes (i.e., higher δ18O and δD values). At the same time, more HDO is transferred
to the vapour phase, yielding to a low or even negative d-excess in the remaining rain droplet. These isotopic signatures match
the precipitation samples taken during this period (Fig. 3e, f; Fig. 5). The variation during Stage III and IV, however, shows
that these two stages are less affected by below-cloud interactions, and more related to a change in parameters related to the5
weather system, such as formation height and the temperature profiles. We, therefore, focus now on the potential contribution
of weather-system related changes to the isotope composition of surface vapour and precipitation during the AR event.
5.2 Weather-system contribution
Now, we use the 4 stages, defined based on the surface meteorological observations (Fig. 3) to investigate the relationship
between the observed isotope signatures and weather-system characteristics. The precipitation event was dominated by two10
warm fronts, passing over Bergen in close sequence (Sect. 3). The fronts are apparent as marked gradients in air temperature
at 850 hPa around 06 UTC (Fig. 2c).
A more continuous display of the frontal passage is provided by a time-height cross-section of equivalent potential temper-
ature (θe), cloud water, and precipitation, using hourly ERA5 reanalysis data (Fig. 6). The cross-section depicts a constantly
increasing temperature on the surface (below 850 hPa), consistent with the surface meteorological observations (shading), as15
well as a descending cloud base (black dotted line). A relatively deep layer of cold air near the surface present at the beginning
of Stage I is replaced by warmer and more humid air. The cloud base is initially near 850 hPa, as seen by the gradient in cloud
water, just below the melting layer, which is at about 830 hPa at this time (purple solid line). Towards Stage II, there is an
increasing contribution of ice-phase processes to the surface precipitation, with cloud ice of above 0.15 g kg−1 near 450 hPa
(white dotted lines). Snowfall rates increase from 0.1 to above 0.4 mm h−1 above the melting layer (white solid line), indicating20
riming of the ice particles between 600–750 hPa as an important contribution to the precipitation. The adequacy of this overall
sequence is supported by the MRR2 radar observations (Fig. 3d) but indicates a delay of about 2–3 h in the ERA5 dataset.
The surface vapour and precipitation isotope composition during Stage I and II are initially dominated by below-cloud
interaction. Both surface vapour and equilibrium vapour from precipitation exhibited relatively enriched δD (Fig. 3e), although
probably for different reasons. The low depletion of −120 ‰ in δD for the surface vapour is probably related to the pre-frontal25
boundary-layer airmass that originated from local evaporation, and had not undergone rain-out processes (e.g. a short distance
moisture source). As identified in Sect. 5.1, the observed enrichment in the precipitation is probably the result of below-cloud
evaporation, as reflected in the observed negative d-excess of −6 to −9 ‰ in the precipitation samples. With the precipitation
signal leading the vapour isotope composition, the weather-system signal progressively becomes more dominant throughout
Stage II, levelling at −180 ‰ between 05:00 and 06:00 UTC. We consider this the actual δD isotope signature of the first30
frontal airmass.
From Stage I to Stage II, the d-excess of surface vapour increased from 12 to 15 ‰. We consider two possible influencing
factors for this increase. First, the increase could reflect the gradual shift from the pre-frontal to the newly arriving warm-
frontal airmass. However, there was a large distance between the d-excess of equilibrium vapour from precipitation and that of
18
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Figure 6. Hourly equivalent potential temperature from ERA5 reanalysis for the observation site at Bergen between 00 UTC 07 December
and 00 UTC 08 December 2016. Solid white line indicates specific snow water content and dotted white line specific cloud ice water content.
Solid black line indicates specific rain water content and dotted black line specific cloud liquid water content. The unit of all contours for
different water species is g kg−1. Thick purple line indicates the 0 ◦C isothermal line and dashed purple lines indicate isothermal lines
deviating from 0 ◦C isothermal line with 5 ◦C intervals. Colour bars at top and bottom indicate precipitation periods I–IV.
surface vapour (up to ∼12 ‰). This indicates the influence of the below-cloud exchange. At the end of Stage II, the evolution
of d-excess of equilibrium vapour from precipitation and d-excess of surface vapour converge, indicating a balance between
column vapour and precipitation. Following this interpretation, we consider the ∼14 ‰ as the most likely value for d-excess
signal of the first warm front.
The transition to Stage III with the second warm front is indicated by a substantial jump in melting layer height around 07–5
08 UTC to 700 hPa (Fig. 6, purple line), and a gap in snowfall and intensified precipitation around 09 UTC. At this time, the
cloud becomes markedly deeper, and regions of cloud liquid and cloud ice overlap at 550 hPa. Precipitation shows a maximum
above 800 hPa, and decreases below. This rain evaporation may be overestimated by the reanalysis since the precipitation radar
instead shows an increase in reflectivity in the lowest 1000 m above the surface (Fig. 3d).
The isotopic signal of this second warm front is less depleted, and produces a transition to about −160 ‰ for δD, led10
by the precipitation (Fig. 3e). In addition to being warmer, cloud processes extend over a deeper section of the lower and
middle troposphere during the second front. The enriching trend probably corresponds to a gradual lowering of the effective
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condensation level. The lowering here appears connected to the lower of cloud base height, allowing an increased contribution
to falling raindrops that gain mass from, for example, the collision with droplets formed at low levels. Indeed, we observe a
noticeable increase of radar reflectivity at the surface level below 1 km during Stage III (Fig. 3d and 4b). The contribution of
low-level vapour to surface precipitation is also consistent with the arguments by Yoshimura et al. (2010) based on a regional
model study of an AR event that the precipitation isotope signal can be influenced by a deep section of the atmosphere.5
The plateau in δD reached after about 09:00 UTC indicates that this likely is the actual isotopic signal of the second warm
front. While both warmer temperatures and more contribution from lower atmospheric layers are consistent with the lower
depletion, it is also possible that a different transport process has contributed to the different isotope signal of this airmass
(see next section). The d-excess of both surface vapour and equilibrium vapour from precipitation during Stage III gradually
decreased from 15 to 9 ‰ for the vapour, and from 13 to 6 ‰ for precipitation. A plateau reached in the precipitation d-excess10
after 11:00 UTC indicates that the steady state in below cloud exchange has been reached thus the signal of the airmass is likely
apparent at the surface level at this time.
In the ERA5 reanalysis, the middle and lower troposphere starts to become more unstable after 14:00 UTC, as indicated by
θe changing from about 320 K to about 305 K towards the end of the day. Noting the shift by 3 h in relation to observations,
the transition to Stage IV is marked by the disappearance of ice-phase precipitation, with a tongue of cloud water reaching15
above 600 hPa, and cold air overrunning the warm front at about 720 hPa at 18:00 UTC (Fig. 2b). The such created instability
may explain the very intense precipitation lasting for a 1-h period at the end of Stage III, associated with strong deviations
in the ∆δ∆d-diagram. The local δD minimum of −175 ‰ at the transition of Stage III to Stage IV would then represent a
higher-elevation cloud signal, reflecting the isotopic gradients in the column.
The stable stratification weakens further during the remainder of Stage IV, leading to a change from stratiform to convective20
precipitation. Precipitation formation shifts to the lower troposphere, mostly below the melting layer height, consistent with
MRR2 measurements (Fig. 3d). The apparent lack of a melting layer implies condensation temperatures above 0 ◦C. The δD
of both surface vapour and equilibrium vapour from precipitation gradually becomes less depleted, reaching −110 ‰ around
18:00 UTC and finally −100 ‰ after 21:00 UTC, even less depleted comparing with the values during Stage I (Fig. 3e). The
increased δD values reflected the shift to precipitation formation dominated by low-level water vapour. The d-excess plateaus25
at about 4 ‰ after about 16:00 UTC, with the equilibrium vapour trending towards 0 ‰ towards the end of the event. With the
cloud water isolines nearing the surface, and near-saturated conditions in observations, the isotope signal essentially reflects
conditions within a condensing airmass.
To understand the isotope signals of surface precipitation with a rain out perspective, we modelled the observed δD of surface
precipitation at different stages using the Rayleigh fractionation model of Jouzel and Merlivat (1984). The model assumes that30
ice crystals are formed below 0 ◦C under the condition of supersaturation over ice, thus including a kinetic effect during vapour-
ice phase transition. Supersaturation is represented with a linear formula Si = 1−0.004T (T in ◦C) after Risi et al. (2010). The
initial conditions are taken from global average conditions according to Craig and Gordon (1965) as T0 = 20 ◦C, RH0 = 0.75,
δ18O0 = −13 ‰, δD0 = −94 ‰. Precipitation is then produced by atmospheric vapour condensation under (pseudo)-adiabatic
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conditions during airmass ascent. The condensation temperature of the precipitation is obtained when the modelled δD became
equivalent to the observed δD in surface precipitation. The model results are shown in Table 1.
Table 1. The observed precipitation rate (RR) and isotope compositions (δD, d-excess), and the corresponding model estimate of conden-
sation temperature (Tc), condensation height (Zc), and d-excess (dc) of the surface precipitation during the AR precipitation event on 07
Dec 2016 in Bergen. The model estimates are calculated using the observed δD values of the surface precipitation, according to a Rayleigh
fractionation model of Jouzel and Merlivat (1984). Supersaturation over ice Si is assumed to occur during ice formation and is represented
with a linear formula Si = 1− 0.004T (T in ◦C) after Risi et al. (2010). Input conditions have thereby been taken from global average
conditions according to Craig and Gordon (1965) as T0 = 20 ◦C, RH0 = 0.75, δ18O0 = −13 ‰, δD0 = −94 ‰.
From (UTC) To (UTC) RR (mm) δD (‰) d (‰) Tc (◦C) Zc (m) dc (‰)
Stage I 00:00 03:30 1.8 −14.9 −3.2 14.1 1280 11.7
Stage II 03:30 06:00 3.4 −76.0 4.4 0.9 3900 9.9
1st minimum 06:00 06:50 2.0 −101.2 8.2 −4.1 4790 1.6
Stage III 08:30 13:15 13.8 −68.3 8.3 2.4 3600 10.1
2nd minimum 13:35 14:15 2.4 −85.7 3.8 −2.3 4480 0.2
Stage IV 17:00 21:45 17.0 −16.7 5.0 13.6 1380 11.7
Entire event 00:00 21:45 55.3 −51.9 6.2 5.8 2970 10.7
The modelled condensation temperature of Stage I reaches above 14 ◦C, substantially higher than the actual surface tem-
perature (∼5 ◦C). With a condensation temperature well below ∼5 ◦C, the δD of formed precipitation is expected to be quite
depleted. The modelled d-excess from the Rayleigh model is 11.7 ‰, in large contrast to the observed −3.2 ‰. The observed5
enriched δD and negative d-excess indicates that the cloud signal of precipitation has been substantially modified by below
cloud evaporation. At Stage II, the modelled condensation temperature dropped to 0.9 ◦C, which is in better agreement with the
concurrent temperature profile (Fig. 6). The reduced difference between modelled and observed d-excess supports a lower in-
fluence from below cloud evaporation. However, cloud tops in ERA5 reach temperatures below −25 ◦C, which is not reflected
in the Rayleigh model. In Stage III, the modelled condensation temperature increases to 2.4 ◦C, corresponding to the more10
enriched δD in precipitation. The modelled d-excess of 10.1 ‰ agrees well with the observed value of 8.3 ‰. Expecting very
limited below cloud evaporation during Stage III, the overall good agreement between model and observation may indicate
that the moisture origin for the water vapour at this stage is to a good extent represented by the model initial conditions (i.e.
an ocean surface vapour mass with T0 = 20 ◦C, RH0 = 0.75, δ18O0 = −13 ‰, and δD0 = −94 ‰). Still, the relatively warm
condensation temperature compared to the depth of the stratiform cloud underlines that lower atmospheric layers contribute15
substantially to the rainfall total. At Stage IV, the modelled condensation temperature is again far too warm, with 13.6 ◦C. The
overestimation probably reflects that more local evaporation conditions should be used in this case. The modelled condensation
temperatures for the two most depleted δD periods are −4.1 and −2.3 ◦C respectively. The low d-excess from the model may
be associated with the high sensitivity of d-excess on the representation of supersaturation conditions during ice formation
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in cloud (Jouzel and Merlivat, 1984) and should be considered with caution. Also in these two most depleted situations, the
condensation temperature from the Rayleigh model is more consistent with a mass-weighted average of condensation, rather
than cloud-top temperatures.
It is also worth to note that the precipitation amount collected during Stage I and II only contributes about 9.4 % of the total
precipitation amount collected during the entire event. Hence the effect of below cloud evaporation will unlikely be detected5
in a precipitation sample that is collected on an event basis, or daily and longer time scales.
Based on the isotope signals of the different airmasses during Stage II to IV, we now explore to what extent these reflect the
moisture source and transport conditions.
5.3 Relation of moisture sources to meteorological evolution
We now consider the synoptic development over the three days proceeding the precipitation event, with a focus on how moisture10
sources and moisture transport to Bergen are connected to the weather system configuration.
On 4 December 2016, two low-pressure systems are located south of Greenland and in the North Atlantic. Strong moisture
transport takes place at the southern flank in the warm sector region, displayed as IVT above 800 kg (ms)−1 (Fig. 7a). This
region is connected to widespread cloudiness at the northern edge of an airmass with high humidity (Fig. 7b, green shading).
Bergen (red cross) is under the influence of a weak pressure gradient, with an onshore flow from NE, and lower humidity.15
Moisture uptakes contributing to precipitation in Bergen during the AR event are identified for the respective time periods.
The most substantial moisture uptake (thick blue contours) contributing to the precipitation on 07 Dec 2016 coincides with the
boundary between the dry and cold air to the north (Fig. 7b, red and blue shades), and the moist airmass to the south (green
shades) over the central and western North Atlantic. At this boundary, extensive cloud formation occurs, ranging from deep
clouds (white) to low-level stratus clouds (light green).20
On 5 December, the two low pressure systems have merged, with a core low below 975 hPa near Iceland (Fig. 7c,d). IVT
and cloudiness in the frontal band have intensified. South of Norway and central Europe, high pressure is starting to form, with
a 1030 hPa core pressure. The moisture uptake has moved further north and overlaps now with the IVT maximum. This warm
frontal band coincides with the two warm fronts passing southern Norway during the event (Fig. 2a).
On 6 December at 12 UTC high wispy cirrus clouds mark the surface warm front over Bergen (Fig. 7f). The cyclone had25
entirely separated from its frontal bands and started to fill in. High pressure over Europe increased to 1040 hPa, with the
pressure gradient further accelerating the onshore flow, supporting an intense meridional IVT of above 800 kg (ms)−1, which
just straddled over Scotland. Moisture sources advanced substantially further to the northeast, with the IVT maximum and now
concentrated south of the British Isles.
On 7 December, a small, secondary cyclone dominated the moisture flux in the north, while the southern part of the IVT30
structure remained supported by yet another low-pressure system downstream (Fig. 7g). Moisture uptakes are identified over
the North Sea near Scotland, contributing to precipitation in Bergen later that day (blue contours). The area over Scotland
corresponded to relatively cold air with broken clouds intruding at the rear side, over the UK, belonging to the cold frontal air
during Stage IV (Fig. 7h).
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Figure 7. Synoptic situation at 12 UTC on the day of the precipitation event, 7th of December 2016 (g,h), and three days prior (a-f). Mean
sea level pressure every 50 hPa in black contours. Left column: Integrated water vapour Transport (IVT, kg (ms)−1) >250 kg (ms)−1,
filled contours), with the previously concurrent moisture uptake (mm (6 h)−1, blue-green contours) that precipitated between 00 UTC on
7th December and 8th of December in the target area. Right column: Satellite Meteosat Second Generation (MSG) Airmass RGB (source
http://eumetrain.org/). Colorbar adapted from airmass RGB interpretation EUMETSAT (Zavodsky et al., 2013). Red cross indicates the
measurement site at Bergen.
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In summary, moisture transport and moisture uptakes were clearly connected to the frontal structures during the AR event.
The most substantial moisture uptake was occurring in the vicinity of the IVT maximum, embedded in the fused warm frontal
bands. As the time window to the precipitation event shortened, the moisture uptake moved substantially further northward
over the North Sea. This change in moisture source distance corresponds at least qualitatively to progressively less depleted
isotopic signature during the event. We now investigate more quantitatively how different the evaporation conditions at the5
moisture sources were for Stages II, III and IV.
5.3.1 Moisture source contribution
The evaporation conditions at the moisture sources identified above determine the vapour isotope composition before the start
of the condensation processes. Here we investigate if the stepwise decrease in precipitation d-excess observed during Stage II
and Stage III can be related to changes in moisture source conditions. Moisture source conditions are quantified here in terms10
of moisture source distance, surface temperature, relative humidity with respect to sea surface temperature (Fig. 8a-c).
The large majority of moisture uptakes took place within a distance of 8000 km (Fig. 8a). The histogram for the main
precipitation event at 12 UTC on 07 Dec 2016 is shown in grey shading, while the preceding time steps are shown in bold,
and the later ones with dashed lines. During the sequence of the event, moisture sources shifted from local sources (less
than 1000 km distance during 00 UTC on 07 Dec 2016) to the most distant at 12 UTC, and finally again to closer locations15
(3000–4000 km distance), with a combination of local and remote sources at 00 UTC on 08 Dec 2016. An analysis of the
corresponding moisture lifetime (not shown) provides the shortest lifetimes during the main precipitation phase at 12 UTC,
with a median of about 3 days. This timing corresponding to uptake locations from 04 to 07 Dec 2016, shown in Fig. 7. In
earlier and later stages, lifetime distributions also peak at less than 5 days, while including more notable contributions with
more than 5 days since evaporation.20
Along with the shift in the moisture source location, evaporation conditions also changed. The most frequent temperature at
the moisture sources was about 23 ◦C throughout the event, yet including a range of colder temperature conditions (Fig. 8b).
Colder temperatures contributed in particular during the beginning of the event, when the average moisture source temperature
was 17.6 ◦C at 00 UTC on 07 Dec 2016 (green line), and moisture sources were more local. Overall, the range of moisture
source temperature variations was relatively limited throughout the event (within 2 ◦C).25
The relative humidity with respect to the SST (RHSST ) is a key factor in kinetic fractionation during evaporation (Craig and
Gordon, 1965). Throughout the event, mean RHSST is around 65–70 % (Fig. 8c). The peak at near 100 % is an artefact of the
contribution from land regions where RHSST is not defined. The maximum RHSST shifts during the event, from above 60 %
before the most intense precipitation period to 55 % at 12 UTC on 07 Dec 2016. It appears that the most intense precipitation
stage was thus also associated with the most intense evaporation due to the strongest humidity gradient over the North Atlantic30
moisture sources.
For comparison with the stable isotope measurements, we predict the d-excess at the moisture source from the empirical
relation between RHSST and d-excess by Pfahl and Sodemann (2014) (Fig. 8d). The highest d-excess from the moisture
sources is predicted during the peak of the precipitation event, with a maximum at 16 ‰ (grey shading). As for RHSST , land
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Figure 8. Histograms of moisture source conditions identified with the Lagrangian moisture source diagnostics from 20-day backward
trajectories during the AR precipitation event in southwestern Norway. (a) Moisture source distance (km), (b) moisture source temperature
(◦C), (c) moisture source relative humidity with respect to sea surface temperature (RHSST ), and (d) d-excess estimated from the empirical
relation of (Pfahl and Sodemann, 2014). Grey filled bars show the most intense period of the event (Phase III, 07 Dec 2016 at 12 UTC),
solid lines the 12 h before (Stage I and II), and dotted lines the 12 h after the central period (Stage IV). Histograms represent the normalized
contributions of each moisture source location to the precipitation at the arrival region on a respective date.
25
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sources produce an artefact for d-excess below −5 ‰. Both before and after the main precipitation period, the maximum in
the d-excess distribution is shifted to lower values. This sequence from low to high to low d-excess throughout the event is
qualitatively consistent with the observed d-excess signal. The initial low and even negative d-excess in precipitation during
Stage I is thus likely a combination of the moisture source conditions, amplified by below-cloud evaporation. The source d-
excess is more sensitive to RHSST than to SST (Merlivat and Jouzel, 1979; Aemisegger et al., 2014). Considering additionally5
that the source temperatures only change slightly during the event, the humidity gradient above the moisture sources appears
as the dominant driver of the d-excess changes observed here.
Considering a longer time period around the case investigated here, the Lagrangian diagnostic indicates a rather constant d-
excess value during the whole precipitation event (Fig. C1d). The observed d-excess variation is not captured by the Lagrangian
diagnostic. The detailed inspection of Fig. 8 indicates the lack of variability is likely due to averaging the complex histograms10
to one value at the arrival location. The key characteristic of the histogram distribution is the maximum probability, but skewed
and bimodal distributions make it difficult to provide more robust statistic measures. To represent the full variability of the
moisture source conditions, detailed inspection of the moisture source properties throughout the event is therefore needed.
6 Discussion
We now return to the initially mentioned dispute in the literature regarding the interpretation of the precipitation isotope signal15
from an AR case making landfall at the coast of California. From sampling precipitation at a 30 min time interval during
the AR event, C08 found a remarkable variation in δD of 60 ‰, progressing from less depleted to depleted and back. Both
the shape and amplitude of the stable isotope variation were similar to the case studied here. C08 based the interpretation
of the variability primarily on changes in cloud height, i.e. the temperature of condensation (Scholl et al., 2007). Using a
Rayleigh distillation model, C08 proposed that the initial phase precipitation would originate from low clouds with an average20
condensation temperature (Tc) of 10.0 ◦C, followed by deeper clouds with an average Tc of −4.2 ◦C, and again shallow clouds
with Tc of 9.7 ◦C.
Y10 then simulated the same AR event with a regional isotope-enabled model, leading them to propose a fundamentally
different explanation for the isotope variation in surface precipitation observed by C08. According to that interpretation, the
initial drop from less depleted to depleted precipitation would be caused by below-cloud evaporation. Furthermore, Y10 found25
from their simulation that up to one-third of the condensate would be contributed from the lower troposphere (below 800 hPa),
with an increasing tendency throughout the event. Notably, the contribution from the cloud top would decrease during the most
depleted phase of the event. Despite uncertainties in some model parameters and parameterisations, Y10 concluded from their
analysis that cloud microphysics, below-cloud exchange and advection all play a role for the observed isotope variation during
different phases of the event.30
Expanding the dataset to 43 events sampled with a network of automatic rain samplers across northern California, Coplen
et al. (2015) (henceforth C15) confirmed the pronounced isotope variation during events as seen in the case discussed in C08.
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C15 argue that if the below-cloud kinetic exchange were to explain the initial enrichment in C08 as proposed by Y10, kinetic
effects due to evaporation should have led to characteristic deviations from the GMWL.
The above controversy revolves around two questions: (i) What is the contribution from below-cloud interaction, and in
particular evaporation, to the precipitation isotope signal? (ii) Are Rayleigh-type models adequate to explain the surface pre-
cipitation signal during AR cases? Based on our highly detailed analysis of an AR event, with high-resolution precipitation5
sampling and simultaneous water vapour measurements, we are in a situation to contribute constructively to both aspects of
this scientific controversy.
6.1 Contribution from below-cloud interaction to the isotope composition in surface precipitation
Y10 proposed that below-cloud processes can explain the isotopic enrichment in precipitation observed at the beginning of
the C08 event, rather than cloud height. The joint observation of both surface vapour and precipitation in this study shows a10
characteristic time lag of the vapour over the precipitation signal. One plausible explanation for this time lag is that diffusional
interaction takes place between precipitation and the surrounding vapour over extended time periods. Even though the total
column mass of precipitation in a column is typically only about 1/10th of the IWV, precipitation persisting over longer periods
will imprint on ambient vapour isotope composition, and vice versa. As more precipitation falls, the below-cloud air gradually
saturates, reduce the vertical isotope gradient, and eventually reach isotopic equilibrium with the precipitation. At that point,15
the time lag between precipitation and vapour isotopes would vanish. Here, we find this time lag to be on the order of 30 min.
As long as the surface air is unsaturated, net mass transfer is directed away from raindrops, thus below-cloud evaporation
reduces drop sizes and rainfall amounts, causing characteristic deviations in the ∆δ∆D framework that reflect kinetic frac-
tionation effects. The rainfall contributed during Stage I in this study was however too small to markedly influence the isotope
composition of the rainfall total (Table 1). Concerning the scientific controversy introduced above, we note that below-cloud20
processes can influence precipitation and surface vapour, but that the signal can be too small to detect if samples are too long,
or due to sampling and analytical uncertainty. It is therefore not possible to confirm that the initial enrichment in C08 dataset
was actually due to below-cloud evaporation, in particular without additional vapour measurements. Other factors, such as
advection effects or progressive vapour/precipitation exchange could also have contributed to the initial enrichment.
6.2 Adequacy of the Rayleigh model to explain the isotope composition in surface precipitation25
The majority of the precipitation in ARs is arriving with the strong onshore flow of the warm sector, led by the warm front
and dominated by long-range transport. Large-scale ascent, enforced by orographic lifting and condensation heating during
landfall leads to condensation and predominantly stratiform cloud formation. The warm conveyor belt (WCB) model is often
used to describe the strongest precipitation-generating airflow in the warm sector of cyclones (Madonna, 2013). According
to a common classification criterion, airmasses in the WCB airstream rise 300 hPa or more in 48 h, corresponding to vertical30
ascent on the order of several cm s−1. Precipitation from cold-sector airmasses, in contrast, has a more convective nature,
characterized by an isolated ascent in updrafts, and dominated by vertical motions on the order of up to several m s−1.
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From the Rayleigh model simulation presented in Sect.5.2, we find that the condensation temperature of the surface precip-
itation is most consistent with the temperature profiles in the reanalysis data (Fig. 6, purple contours) when interpreted as a
representation of the vapour-mass-weighted average in the column rather than the cloud base or cloud top temperatures. MRR2
reflectivity profiles for the four precipitation stages considered here confirm that lower levels contribute substantially to the
surface precipitation.5
Variants of the Rayleigh distillation model are often used to represent the isotope fractionation during condensation processes
(e.g. Jouzel and Merlivat, 1984). In nature, however, precipitation will enter from above into subsequent air parcels from below.
This process, as well as the isotopic exchange of the falling precipitation with air parcel vapour (in case of liquid phase), is not
part of Rayleigh distillation model. Indeed, the Rayleigh model may thus only be adequate to simulate the vapour composition
in a rising air parcel, and the precipitation falling directly from it, which can be adequate for some convective-type precipitation10
processes. In the case of the more slowly ascending warm-sector airmasses, however, where clouds contribute to condensation
at a range of atmospheric layers, a single air parcel appears insufficient to capture the actual precipitation process. Conceptually,
it could be possible to consider instead an entire stack of Rayleigh-model air parcels as a better representation of stratiform
cloud processes. Each air parcel in the column is at or near saturation, contains cloud droplets, and will receive input of
hydrometeors from above. Each air parcel will thus contribute to the precipitation by condensation or deposition, riming,15
scavenging, and partially equilibrate with the water vapour on passing through. The vertical connection of an entire stack of
Rayleigh-type parcels creates a more efficient, coupled fractionation process than an isolated Rayleigh-type parcel as in the
convective case. Given such a vertically coupled perspective, a single cloud top or condensation temperature from one Rayleigh
process appears too limited to capture the influences on the fractionation process in the entire cloud. This is underlined by the
fact that the Rayleigh model used in C08 only needed temperatures down to −4.2 ◦C to explain the observed precipitation20
isotopes, which could not be reconciled by the range of temperatures throughout the entire column found by Y10. A similar
observation was made here with the Rayleigh model of Jouzel and Merlivat (1984).
As the precipitating warm-frontal airmass is advected horizontally with the AR, it will produce a coherent isotopic signal at
the surface, as noted by the displacement times in C15. C15 also noted that there is no immediate relation between the isotopic
depletion and either the total amount or the intensity of precipitation during landfall. Both of these findings are consistent with25
the interpretation that the isotope composition of the stratiform cloud can obtain a coherent, depleted isotope signature from
a sustained lifting process. The isotopic signal of stratiform cloud then reflects a time-integrated condensation history of the
airmasses, whereas surface precipitation is a combination of the airmass signature, the surface vapour, and the below-cloud
interaction processes.
We conclude from this discussion that since the isotopic precipitation signal is intimately coupled to the cloud microphysics30
and dynamics, the Rayleigh perspective can be adequate to represent the isotope composition near cloud top and in some
convective situations. However, for surface precipitation, and precipitation from deep stratiform clouds in frontal systems, such
as ARs, the Rayleigh model reaches conceptual limitations. Despite their own uncertainties, it, therefore, appears necessary to
invoke more complex numerical tools in the interpretation, such as isotope-enabled numerical weather prediction models, or
Rayleigh-type models adapted to stratiform clouds.35
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7 Conclusions and further remarks
We have presented a high-resolution stable isotope signature of a land-falling atmospheric river event in southwestern Norway
during winter 2016. Figure 9 provides a conceptual summary of the sequence of events, by providing a spatial depiction of the
airmasses arriving at Bergen. In surface precipitation, we observe δD that develops in a stretched "W" shape (between −180
and −100 ‰ for equilibrium vapour of precipitation), and d-excess that increases from −9 to 13 ‰, followed by a gradual5
decrease to 0 ‰. In surface vapour, δD exhibits the same "W" shape, following closely to the precipitation isotope variation,
with a lag of about 30 min. The d-excess in vapour differs in the beginning markedly from precipitation signal, increasing
from 10 to 16 ‰. As relative humidity below cloud base increases, the vapour d-excess follows the same trend as that of
precipitation, reaching 0 ‰ at the end of the event.
Combining isotope and meteorological observations, we have identified four different precipitation stages during the event.10
At each stage, weather-system processes imprint on the isotope variations (Fig 9). Specifically, at the beginning of the event
(Stage I), below-cloud evaporation is substantial, contributing to the low and even negative d-excess and relatively enriched δD
in surface precipitation. At Stage II, the gradual weakening of below-cloud evaporation as ambient air becomes more saturated,
and the involvement of hydrometeors from above the melting layer results in a gradual drop of δD and an increase in d-excess.
At Stage III, deep clouds allow hydrometeors formed at high levels to gain moisture from low levels, leading to intermediately15
depleted values in δD. Stage IV is characterised by numerous convective showers that are formed at relatively low elevation,
leading to the most enriched δD values during the event. The gradual drop of the d-excess in both surface precipitation and
vapour during Stage III and IV can at least partly be explained by a change in moisture source conditions.
Figure 9. Weather diagram for the precipitation event at Bergen on 07 December 2016. δD and d-excess lines represent the evolution of
isotope composition of surface vapour or equilibrium vapour from surface precipitation. Precipitation periods (I, II, III and IV) are indicated
with color bars at the bottom. isotope Note that the timeline is from right to left.
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Regarding the controversial discussion of the isotopic signal during previous AR events in the literature (C08, Y10, C15), we
emphasize from our results that the isotopic precipitation signal is intimately coupled to the cloud microphysics and dynam-
ics. Idealized Rayleigh models may be adequate to represent the isotope composition of water vapour near cloud top during
convective precipitation events. However, additional factors and more complex models should be considered to interpret the
isotopic signal in surface precipitation, in particular for deep, stratiform clouds. A stack of Rayleigh models could be a more5
adequate conceptual view for these cloud types (Fig 9).
Our case study provides a unique isotope dataset of an AR event in southwestern Norway. More cases should be performed
in the future to test the more general validity of the results obtained in this case study. However, from one case already it is
apparent that the isotopic information from combined (paired) water vapour and precipitation isotope sampling can be highly
valuable for future data-model comparison studies with isotope-enabled weather prediction models.10
Data availability. Datasets are available in the supplement.
Appendix A: Comparison of precipitation rate measurement
The precipitation rate at the sampling site (45 m a.s.l.) is measured by two instruments, i.e. Total Precipitation Sensor (TPS-
3100) and Parsivel2 distrometer. Fig. A1 shows a comparison of hourly precipitation rate during the precipitation period
between the measurements of these two instruments and that of the rain gauge measurement from the closest meteorological15
station (70 m away, 12 m a.s.l.). The comparison shows that the TPS-3100 measures a slightly higher precipitation rate while
the Parsivel2 recorded a substantially lower precipitation rate, particularly in the situation of heavy precipitation. Since the
TPS-3100 measurements agree well with the rain gauge measurements, we choose to use the precipitation rate from TPS-3100
for the analysis in this study. We did not choose to calibrate the TPS-3100 measurements against the rain gauge measurements
because the small discrepancy can be due to the different locations and elevations of the two instruments.20
Appendix B: Sensitivity studies with the Below-Cloud Interaction Model (BCIM)
Idealized simulations with the BCIM model help to reveal the sensitivity to factors influencing the below cloud processes. The
background profiles of the BCIM model were here obtained from the moist adiabatic ascent of an air parcel that is lifted from
the surface with initial values of T0 = 5 ◦C and RH0 = 90 %. The background isotope profiles are obtained correspondingly
from Rayleigh fractionation with a surface composition of δD = −160 ‰ and d-excess = 10 ‰. A formation height of 1500 m25
was used in this reference simulation. Other simulations are obtained in the same way with an adiabatic ascent of an air parcel,
while modifying one of the initial values as detailed below:
– The sensitivity to RH was evaluated by modifying the surface RH in steps of 2 % between 64 and 100 % while keeping
all other parameters unchanged.
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Figure A1. (a) Hourly precipitation rate during 04-11 December 2016 measured by rain gauge at WMO station (shading), TPS-3100 (red)
and Parsivel2 (blue). (b) Scatter plots and corresponding fits for the measurements of TPS-3100 (red) and of Parsivel2 (blue) against those
from rain gauge at WMO station.
– The sensitivity to formation height was evaluated by modifying the formation height in steps of 250 from 500 m to
3000 m while keeping all other parameters unchanged.
– The sensitivity to the temperature profile was evaluated by modifying the surface temperature in steps of 1 ◦C while
keeping all other parameters unchanged.
While BCIM provides helpful insights, its limitation should be noted. The model only considers a single falling hydrome-5
teor and assumes that the background isotope profile of the atmosphere is not affected by evaporating hydrometeor or other
processes during the simulation. However, in our AR case presented here, it can be clearly seen that the precipitation has a
profound influence on the isotopic evolution of surface vapour.
The BCIM is available from the website https://git.app.uib.no/Harald.Sodemann/bcim (see Graf et al. (2019) for more de-
tails).10
Appendix C: Long term observations and Lagrangian diagnostics
To examine our AR precipitation event in the context of the longer-term weather evolution, we present here selected obser-
vations at the sampling site as well as the Lagrangian moisture source diagnostics for the Bergen region between 04 and 11
December 2016 (Fig. C1).
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Figure C1. Seven days time series of observations at sampling site and Lagrangian diagnostic (WaterSip) output for the Bergen region
between 00 UTC 04 December and 00 UTC 11 December 2016. (a) 6 hourly averaged rain rate observed from Total Precipitation Sensor
(blue line) and estimated rain rate from WaterSip (grey shading). (b) Moisture source latitude (solid black line) and source distance (dashed
blue line) estimated by WaterSip. (c) Moisture source RHSST (solid black line) estimated by WaterSip and 6 hourly averaged RH at sampling
site (dashed blue line). (d) d-excess of the 10 min averaged vapour (grey dots), of the equilibrium vapour from precipitation (black segments)
at 45 m above ground, and WaterSip estimate (light blue). The width of the black segment indicates the period over which the precipitation
sample was collected. The uncertainties are 0.83 ‰ and 0.20 ‰ for d-excess of vapour and of the equilibrium vapour from precipitation,
respectively. The error bars in (a-d) indicate one standard deviation. The missing data of the WaterSip on 12 UTC 6 December is due to bad
data quality. The observation of d-excess is only available from 07 December.
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A dry period of one and a half day precedes the AR precipitation event. Following the AR precipitation, discontinuous,
moderate precipitation occurs (Fig. C1a). The comparison of the precipitation time series shows a qualitative agreement, but
with substantially lower precipitation intensities estimated by the Lagrangian diagnostic. The discrepancy in the precipitation
intensity likely arises from the neglect of microphysical processes in the trajectory-based diagnostic, and from the limitation
of comparing a regional estimate with a single-point ground observation. The Lagrangian moisture source diagnostic shows5
that the dominating moisture source for the dry period pre the AR precipitation came from the north of Bergen (N of 65 ◦N;
Fig. C1b, black solid line). During the AR precipitation, the moisture source shifted markedly to the south, reaching 35 ◦N.
After the AR event, the moisture source gradually shifts back to the north, reaching 55 ◦N on 9 December, followed by another
south-to-north variation. Closely following the source latitude, the moisture source distance reveals the airmass evolution from
a local airmass pre AR event, to a substantial remote airmass during the AR event, and a moderate-distance airmass after10
the AR event (Fig. C1b, blue dashed line). The estimated RHSST at moisture source indicates relatively intense evaporation
condition at the moisture source before the AR event (RHSST reaching 62 %), more moderate evaporation condition during the
AR event (RHSST ≈ 80 %), and varying evaporation conditions afterwards (RHSST varying between 72 and 85 %; Fig. C1c,
black solid line). The local RH at the sampling site stays high (above 90 %) during the entire period, except at the beginning
of the AR event and between UTC 00 and 12 on 9th December (Fig. C1c, blue dashed line).15
Finally, we examine the d-excess of near-surface vapour, of equilibrium vapour from precipitation, and the d-excess estima-
tion based on Lagrangian diagnostics (Fig. C1d). The d-excess of surface vapour exhibits a peak (above 8 ‰, with a maximum
of about 16 ‰) during the first half-day of the AR event. Thereafter, the d-excess of surface vapour remains at low levels mostly
between 0 and 8 ‰. The low d-excess can be due to the calm evaporation conditions at the moisture source or a contribution
from land regions. The d-excess of equilibrium vapour from precipitation follows the overall variation of d-excess of surface20
vapour. The lower d-excess values for the quasi-daily precipitation samples collected after the AR precipitation event can be
due to below cloud evaporation, and cloud microphysical processes.
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Analogous to d-excess, 17O-excess is defined as the surplus of 17O caused by non-
equilibrium processes, i.e. the diffusive transport of water vapour in air (Barkan and Luz,
2007):
17O-excess = ln(δ 17O+1)−0.528ln(δ 18O+1). (A.1)
For a triple isotope system, the isotope ratios, 17R and 18R, in a fractionation process are











where the subscripts A and B can refer to two samples or one sample and one standard. To
obtain a linear relation, 17O-excess is therefore expressed in a logarithmic notation.
Based on the observations of a large set of globally distributed samples, the exponent θ
is found to be about 0.528. This value is first established by Meijer and Li (1998) and later
confirmed by Barkan and Luz (2007) and Landais et al. (2008). Based on all these data, the
Global Meteoric Water Line (GMWL) for oxygen isotopes is defined as (Barkan and Luz,
2007):
ln(δ 17O+1) = 0.528ln(δ 18O+1)+0.000033. (A.3)
Barkan and Luz (2005, 2007) have experimentally determined θ values for the case of
vapour-liquid equilibrium (θeq = 0.529) and the case triggered by diffusive transport of water
vapour in air (i.e. kinetic fractionation; θdi f f = 0.518). These values can be used to explain the
two origins of the 17O-excess. (1) During the evaporation process over the ocean, relatively
stronger kinetic fractionation leads to an increase of 17O-excess in the water vapour. The extent
of this increase is anti-correlated with the relative humidity at the moisture origin. (2) During
the process of condensation (an equilibrium process), precipitation is formed with higher 17O-
excess than its source vapour since θeq = 0.529 is greater than 0.528.
Within experimental precision, the equilibrium fractionation factor for 17O is found to be
independent of temperature (Barkan and Luz, 2005). Thus the effect of sea surface temper-
ature is negligible in the case of 17O-excess. In other words, while the dominating factor to
interpret the traditional d-excess is debated between the relative humidity and the sea surface
temperature, 17O-excess is thought to be a direct proxy for the humidity conditions of the
moisture origin irrespective of time scale.
Since 17O comprises only 0.037 h of all naturally occurring oxygen isotopes, the 17O-
excess values are very small numbers in the order of 10∼40 ppm. It was due to this high
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demand in precision that the measurement of 17O has not been feasible until recently (Luz and
Barkan, 2010, and references therein). Despite its potential of adding new information, the
study of triple oxygen isotopes in natural waters is still in its initial stage.
Appendix B
Isotope modelling
There have been efforts in modelling the isotope fractionation during phase changes (i.e. evap-
oration and condensation under different circumstances) in the hydrological cycle. In this ap-
pendix, I provide an overview of the isotope modelling by reviewing classical studies.
B.1 Phase change and Rayleigh distillation model
A Rayleigh distillation model describes the evolution of a multiple-phase system in which
molecules in one phase are continuously moved to the other phase through fractional distilla-
tion. Despite its simplicity, it is a powerful framework to describe the isotopic enrichment or
depletion as material moves between reservoirs in an equilibrium process.
The Rayleigh equation is normally applied to an open system from which the formed ma-
terial is immediately removed. In this sense, the evaporation of the natural water bodies, and
the formation of falling precipitation can be approximately considered as open systems. How-
ever, the Rayleigh equation can also be applied to other systems. One such system is a closed
system (or two-phase equilibrium model; Gat, 1996), where the material removed from one
reservoir accumulates in a second reservoir in such a manner that isotopic equilibrium is main-
tained between the two reservoirs. An example would be the condensation of vapour to rain
droplets in a cloud (with no precipitation falling).
B.1.1 Mathematical derivation
The isotopic enrichment or depletion by the Rayleigh process for both open and closed sys-
tems can be mathematically established using different approaches (Fig. B.1). In the following,
the terms with primed symbols refer to the parameters or variables for the rare isotopologues
(H182 O or HD
16O; the same notation applies throughout this appendix).
(a) There are normally two mathematical approaches to demonstrate the Rayleigh process
in an open system. In the first approach (Fig. B.1a), we investigate the change of isotope ratio





































Figure B.1: Schematic presentation of the mathematical approaches of the Rayleigh model in open
system (a, b) and closed system (c). Adapted from Gat et al. (2001).
(a) From a reservoir containing N abundant isotopologues (e.g. H162 O) and N
′ rare isotopologues (e.g.
H182 O or HD
16O) small amounts of both species, dN and dN′ respectively, are being removed under
equilibrium fractionation conditions: dN′/dN = αR.
(b) The changing isotope composition of the reservoir is calculated from a mass balance consideration
for the rare isotopologues: RN = (R−dR)(N−dN)+αRdN.
(c) In closed system, the changing isotope composition of the reservoir can be calculated from a mass
balance consideration for the rare isotopologues: R0N0 = R(N0− dN)+αRdN, with the remaining
fraction f = N0−dNN0 .






= R0 f α−1, (B.3)
where f = N+N
′
N0+N′0
≈ NN0 is the fraction of the remaining material. Eq. (B.3) is simply the
Rayleigh distillation equation. If written in δ notation (δ = RRref − 1), Eq. (B.2) and (B.3)







δ = (1+δ0) f α−1−1. (B.5)
Eq. (B.4) can be also written in logarithmic form as: ln( 1+δ1+δ0 ) = (α − 1)ln f , which gives
δ − δ0 = εln f , where ε (ε = α−1) is used to represent the enrichment (ε > 0) or the deple-
tion (ε < 0) of the rare isotopes during the Rayleigh process.
(b) The second approach considers the mass balance of rare isotopologues (Fig. B.1b),
which gives:
RN = (R−dR)(N−dN)+αRdN. (B.6)
Neglecting the products of differentials (i.e. dRdN), we obtain the same equation as Eq. (B.2).




















⇔ R = R0
f +α(1− f ) , (B.8)
or in δ notation,
δ =
δ0− (α−1)(1− f )
f +α(1− f ) , (B.9)
where f = N0−dNN0 = 1−
dN
N0
is the fraction of the remaining material. Following the same
approach as in (b), Eq. (B.8) can also be derived from a mass balance consideration in a
straightforward manner:
R(N0−dN)+αRdN = N0R0, (B.10)
⇔ R f +αR(1− f ) = R0. (B.11)
In above I have derived the isotope ratio of the reservoir. It is also relevant to calculate the
isotope ratio of the total removed material. In the case of a closed system, the total removed
material is always in equilibrium with that of the remaining reservoir at the time. In the case
of an open system, the total removed material is gradually accumulated by the infinitesimal
increments dN. This is not a simple additive procedure, since the isotope ratio of the reservoir
changes during the process and thus also that of the increments dN.
For an open system, the average isotope ratio of the formed material at a certain time,
RΣ, can be derived using the mass conservation of rare isotopes between the reservoir and the
formed removal. One approach is to directly integrate the rare isotope of the formed increments
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1− f . (B.13)
The other approach simply considers only the stationary state at the time. By taking advantage
of the fraction of the remaining and the formed materials, one can have:
RrN0 f +RΣN0(1− f ) = R0N0, (B.14)
⇒ RΣ =
R0− f Rr
1− f , (B.15)
where Rr is the isotope ratio of the remaining material in the system.
If the temperature is such that the condensation involves both liquid and solid phases, RΣ
is calculated by two stages, considering the different fractionation factor formulas of the two
phase changes. Here, we take the second approach as an example. The first stage is the stage of
only liquid formation. Following Eq. (B.15), the total liquid removal at the end of this stage is
calculated as RΣl = (R0− f Rv0)/(1− f ), where Rv0 is the isotope ratio of the remaining vapour
at the end of the liquid phase stage. The second stage is the stage of only solid formation. At
this stage, we consider a separate Rayleigh process with initial condition of R = Rv0 at fi = 1,
where fi is the fraction of remaining vapour with respect to solid formation. Thus the isotope
ratio of the total solid removal is calculated by:
Rvi fi +RΣi(1− fi) = Rv0, (B.16)
where Rvi is the isotope ratio of the remaining vapour in the second-stage Rayleigh process.
Finally, we obtain the isotope ratio of the total removed material through:
RΣ(1− f fi) = RΣl(1− f )+RΣi f (1− fi). (B.17)
The Rayleigh equation was originally derived for the situation where the removed material
is in instantaneous isotopic equilibrium with the material in the reservoir. Similar equations
can also be derived for cases that include kinetic or diffusive processes. In these cases, ap-
propriate fractionation factors need to be introduced instead of the equilibrium fractionation
factors. In the following, an overview is provided for the Rayleigh model including kinetic
effects in supersaturated or undersaturated conditions.
B.1.2 Rayleigh model including kinetic effect
This section presents an overview of the Rayleigh model including the kinetic effect (RMK)
that was introduced in Jouzel and Merlivat (1984). In short, the RMK model replaces the
equilibrium fractionation factor with respect to the solid phase (αsv) in Rayleigh model with a
new fractionation factor that combines equilibrium and kinetic effects (αsvαk). In this context,
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the section mainly reviews the derivation of αk following the work of Jouzel and Merlivat
(1984). Also, a RMK model for the evaporation of an isolated water body in an undersaturated
environment is presented.
It is noteworthy that two assumptions have been applied here by default. (1) The first as-
sumption underlies in the Rayleigh distillation model for an open system, where all the formed
material is assumed to be immediately removed from the system. In practical, for a precipitat-
ing cloud, a very small proportion (most likely < 20 % or much lower; Ciais and Jouzel, 1994)
of the condensed phase (water droplets and/or ice crystals) would remain in the cloud instead of
immediately forming precipitation. Fortunately, the amount of remnant in the cloud is shown
to only play a minor role in predicting the isotopic evolution of the precipitation (Ciais and
Jouzel, 1994). On the other hand, this may explain the overall good performances of the sim-
ple Rayleigh-type models. (2) The second assumption is that the transport of water molecules
is considered purely diffusive for all the cases discussed here. Given that the condensation/e-
vaporation flux is proportional to Dn (D is water molecular diffusivity and n ∈ [0,1] a tunable
exponent indicating the ratio of diffusive over turbulent transport of water molecules), n = 1 is
applied here (see also Sect. B.2).
Vapour deposition on a cold plane surface
To verify the existence of a kinetic effect during vapour depostion, Jouzel and Merlivat (1984)
conducted a laboratory experiment where the environmental water vapour (T = 20 °C) con-
densates on a cold plane surface (T =−20 °C). Assuming that the condensation process takes
place in a pure molecular regime (no turbulent resistance), the fluxes to the plane surface for
the abundant and the rare water isotopologues are:
F ∝ D(ev− ei), (B.18)
F ′ ∝ D′(e′v− e′i), (B.19)
where D is the molecular diffusivity in air (DH182 O/DH162 O = 0.9723±0.0007, DHD16O/DH162 O =
0.9755± 0.0009; Merlivat and Jouzel, 1979), ev the partial pressure, and ei the saturation
vapour pressure over ice. The terms with primed symbols correspond to the parameters or
variables for the rare isotopologues. The partial and saturation vapour pressure between the












where Rv, Ra, and Rs are the isotope ratio of the remaining vapour, of the saturated vapour
above ice surface, and of the formed ice, respectively; αsv (αsv > 1) is the equilibrium frac-
tionation factor.
Because of the low diffusivities of water molecules in ice, it is considered that there is
no homogenization of the isotopes in ice. Thus the isotope ratio of the formed ice is directly










Rs = αkαsvRv, (B.23)











The term αk is the kinetic fractionation factor that accounts for the kinetic effect during the
form of ice. Si is the saturation ratio with respect to ice at the ice temperature. Since αsv, DD′ ,
and Si are all greater than the unity, αk is lower than the unity.
The laboratory experiment from Jouzel and Merlivat (1984) shows that, comparing with
the source vapour, the formed ice has a lower δ 18O value (−15.9 h for vapour and −21.4 h
for ice) and a much higher d-excess (13 h for vapour and 88 h for ice). The corresponding
Si based on Eq. (B.24) and (B.25) is found to be approximately 2 (though this value was not
assessed for the conducted experiment in Jouzel and Merlivat, 1984). The experiment well
verified the existence of a kinetic effect during vapour deposition.
Vapour deposition in a cloud
In a cloud, the growth of ice crystals by vapour deposition is governed by a general equation
(Pruppacher and Klett, 1980; Rogers and Yau, 1996):
dm
dt
= 4πCD f (ev− ei), (B.26)
dm′
dt
= 4πCD′ f ′(e′v− e′i), (B.27)
where dmdt is the change of mass per unit of time, C the crystal capacitance depending only on
the the crystal geometry, and f an experimentally determined ventilation coefficient that takes
into account the effect of ventilation (when the crystal has grown to a size at which it has an
appreciable fall velocity).
Analogous to Eq. (B.22), the isotope ratio of the formed ice is directly related to the ratio







D′ f ′(evRv− eiRs/αsv)
D f (ev− ei)
. (B.28)





D′ f ′ (Si−1)+1
, (B.29)
where the ff ′ ratio is very near to 1 and can be neglected as a reasonable first approach.
From thermodynamical considerations (Pruppacher and Klett, 1980), Si can be related to S,
the saturation ratio with respect to ice at air temperature (note that the ice temperature is raised
above that of the ambient temperature because of the latent heat released from deposition),
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where ea is saturation vapour pressure over ice at air temperature.
Since at the same temperature the saturation vapour pressure over water is greater than over
ice, in a mixed cloud, the ice crystal would be formed under supersaturated conditions and it
would grow at the expense of liquid water droplets (known as Bergeron-Findeisen effect). In
a mixed cloud, the saturation over liquid water gives the maximum saturation ratio, and it
corresponds to increasing values of Si from 1 (at 0 °C) to 1.61 (at −50 °C).
Evaporation of an isolated water body
In above I have reviewed the kinetic effect that occurs under supersaturated conditions during
ice formation. The kinetic effect also occurs during evaporation when the environment is
undersaturated. The classical Rayleigh evaporation model usually considers a saturation case
where only equilibrium fractionation occurs. Here, we consider an undersaturation case where
both equilibrium and kinetic fractionation are taken into account.
We consider an isolated water body of confined volume (such as water in a beaker) that is
evaporating in a stable environment with a constant temperature (e.g. 20 °C) and a constant
relative humidity, h (e.g. 75 %). Following the same reasoning as that followed for the vapour
deposition on a cold plane surface, we have the evaporating fluxes from the water surface
entering the ambient air as:
E ∝ D(el− ev), (B.31)
E ′ ∝ D′(e′l− e′v), (B.32)
where el is the saturation vapour pressure over liquid water. The relationship between the








where Rl is the isotope ratio of the remaining liquid, and αlv (αlv > 1) is the equilibrium
fractionation factor.









(1−h)+h, with h = ev
el
. (B.35)
αk is greater than the unity since DD′ is greater than the unity and h is lower than the unity.
B.2 Evaporation in a fixed atmosphere and Craig–Gordon
model
The classical Rayleigh model has described the evaporation process in an ideal situation where
no interaction is considered between the evaporating water and the ambient atmosphere. Such
situations can occur in laboratories. One example is the evaporation in a completely dry atmo-
sphere (e.g. in carrier gases such as dry air, nitrogen or helium). In nature, however, evapora-
tion normally occurs in an ambient atmosphere of certain humidity and isotope composition;
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the influence of the ambient atmosphere on the evaporating process must be considered. Craig
et al. (1963) observed through their experiments that an isolated body of water in contact with
an ambient atmosphere comes to an isotopic stationary state long before the total mass of liq-
uid has evaporated away. This observation can not be explained by the classical Rayleigh
model, where no steady-state is expected and the evaporating water would continue to enrich
in heavy isotopes and reach rather extreme values (as shown for the open system in Fig. 2.2a).
Craig et al. (1963) hence concluded that the exchange with ambient atmospheric water vapour
plays an important role in limiting the enrichment of heavy isotopes in the evaporating water.
In addition, in their experiment with a dry atmosphere (using dry nitrogen as the carrier
gas), Craig et al. (1963) found that the observed fractionation factors differ from the equilib-
rium fractionation factors used in the classical Rayleigh model. They observed a δD–δ 18O
slope of about 5.5, instead of 7.7 as expected from the equilibrium fractionation. Similar
slopes (mostly between 4 and 6) were also observed in the other evaporation experiments in an
open air (Craig et al., 1963) and the evaporation of natural water bodies (Craig, 1957a, 1961).
All these pieces of evidence suggested the existence of a kinetic effect during the removal of
vapour in undersaturated conditions.
With the above-mentioned isotope effects, namely the exchange with the ambient atmo-
spheric water vapour and the kinetic effect, Craig and Gordon (1965) suggested a laminar
layer model (hereafter the C–G model) as a frame to quantitatively describe the isotope frac-
tionation during evaporation in an atmosphere of fixed humidity and isotope composition (also
called "free atmosphere").
B.2.1 For an isolated water body
We first discuss a simple case of an isolated water body evaporating into a "free atmosphere".
As is schematically shown in Fig. B.2, the C–G model considers three discrete layers:
(1) a liquid-vapour interface where the air is saturated (i.e. hV = hS = 1 and equilibrium
fractionation exists (i.e. RV = α∗RS, here α∗ is the equilibrium fractionation factor; and
RS = RL at the isotopic steady state);
(2) a laminar layer where molecular diffusion dominates; and
(3) a turbulent section where turbulent or eddy diffusion dominates, assuming no isotopic
fractionation.
Above the turbulent section is the "free atmosphere" where the humidity and the isotope com-
position are constant and unaffected by the evaporation process.
The C–G model follows a vertical flux of isotopic water molecules through the discrete
liquid and atmospheric layers into the fixed "free atmosphere". The flux through each layer
is modelled approximately linearly proportional to the concentration difference between the
adjacent layers and inversely proportional to the transport resistance (analogous to Ohm’s law).















, with ρ ′ = ρ ′M +ρ
′
T , (B.37)
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Figure B.2: Schematic presentation of the Craig-Gordon evaporation model for an isolated water body.
Adapted from Craig and Gordon (1965).
where h is the relative humidity normalised to the specific humidity of the saturated air at the
liquid-vapour interface, and ρ the total transport resistance. It is assumed here δS = δL.















∗ = 1−α∗, (B.40)




where ε∗ is the isotopic enrichment due to equilibrium fractionation, ∆ε the isotopic enrich-
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ment due to kinetic fractionation.1 It is sometimes convenient to define a total effective en-
richment as:
ε = ε∗+∆ε. (B.42)
Note that the absolute numbers (e.g. h = 0.75, ∆ε = 0.005) should be used in the calculation
using Eq. (B.39).
The C–G evaporation model for an isolated water body can also be written in the form of
Rayleigh model as Eq. (B.3), following the two mathematical approaches for an open system











It can be seen that the instantaneous fractionation factor changes as δL evolves during the evap-
oration process. When the fractionation factor becomes unity, the evaporating water reaches
isotopic steady state, i.e. δE = δL thus dRdN = 0 (see Eq. B.2 or B.4). This gives the steady-state











In the steady state, E ′ and E are the same in all horizontal sections, and the isotopic com-
position of the vapour (δz) at any height (z) is fixed by the value of h at the same height (hz).
Thus from (B.44), we have:




Since ∆ε = E(ρ ′−ρ) (Eq. B.41), ε will be a function of z until reaching a height above which
the transport resistances are the same (i.e. ρ ′−ρ = constant). This height is likely reached
just above the laminar atmospheric layer, assuming the turbulent resistances to be the same
(Fig. B.2). It is worth to note that, once it is determined at which height ∆ε becomes constant,
then any values of δz and hz measured at any level above this height can be used in Eq. (B.44)
to calculate the values of ∆ε or δ sE , without having to measure δA and h of the "free atmo-
sphere". This is of practical importance for in-situ sampling over the oceans.
The kinetic fractionation effect
From its introduction, a major issue in the C–G model has been how to determine accu-
rately the kinetic, diffusion-controlled isotope effect (the fractionation enrichment, ∆ε , defined
by Eq. B.41) associated with the transport resistance of water molecules under various con-
ditions. Recalling the assumption that no fractionation occurs in the turbulent section (i.e.
ρT = ρ
′


















The transport resistance in the laminar layer, ρM, is largely proportional to D−n, where D






















1The epsilon terms are here defined such that they are always positive. Note the sign difference between
these epsilon terms and the epsilon terms defined in Sect. 2.2.1 and B.1.1.








The weighting term θ is usually close to unity, i.e. molecular diffusion usually constitutes
a main part of the transport resistance. However, for water bodies whose strong evaporation
fluxes perturb the ambient moisture significantly, θ has been shown to have a lower value
(Gat, 1996). For example, θ has a value of 0.88 in the North American Great Lakes (Gat
et al., 1994) and a value of close to 0.5 in the eastern Mediterranean Sea (Gat et al., 1996).
The ratio of the water molecular diffusivities in the air has been experimentally determined
by Merlivat (1978) to be DHD16O/DH162 O = 0.9755± 0.0009 and DH182 O/DH162 O = 0.9723±
0.0007. Note that these values differ from the estimated values by Craig and Gordon (1965)
based on the kinetic theory of gases.2 Craig and Gordon (1965) found that their calculated
diffusivities cannot explain the observed deuterium fractionation; in order to explain their
observations, they had to assume a difference between the condensation coefficients of H182 O
and HD16O. However, the experiments from Merlivat (1978) indicated that the condensation
coefficients are identical for the isotopic molecules. It turns out that when following the values
determined by Merlivat (1978), which show a larger deuterium isotope effect than given by
the kinetic theory of gases, the C–G model comes to agree with the observations (Gat, 2008).
It appears that the relative mass difference between the isotopologues alone cannot account for
the observed diffusivities; a possible reason is that the displacement of the centre of gravity
(Merlivat, 1978) and/or some hydrogen bonding in the gas phase (Gat, 2008) play a role here.3
The tunable exponent n varies from 0 to 1, and controls the ratio of diffusive transport
over turbulent transport of water molecules (Pfahl and Wernli, 2009). For example, when
n = 0, the tranport is solely turbulent, thus kinetic fractionation does not exist; when n = 1,
the transport is purely diffusive.4 For an open water body under natural conditions, n = 0.5
2The molecular diffusion coefficient can be expressed within the framework of the simple kinetic theory
of gases as D = vλ/3, where v and λ are the mean velocity and mean free-path of the gas molecules,
respectively (Horita et al., 2008). Also according to the kinetic theory of gases, all molecules in a gas
(mixture) have equal temperature and thus equal kinetic energy 12 Mv
2, where M is the molecular mass. This
results in the proportionality between the average molecular velocity and M−1/2 (Graham’s law). In the case
of diffusion involving the movement of two gases, i.e. the diffusion of one gas within the other medium gas,
M needs to be replaced by the reduced mass µ = M1M2M1+M2 . In the end, the ratio of water molecular diffusivities












where M, M′, and Ma are the molecular mass of H162 O, of H
18
2 O (or HD
16O), and of air, respectively; Γ, Γ′,
and Γa are the collision diameter of H162 O, of H
18
2 O (or HD
16O), and of air, respectively. Assuming Γ = Γ′,
Craig and Gordon (1965) obtained: DHD16O/DH162 O = 0.9836 and DH182 O/DH162 O = 0.9687.
3An alternative explanation is proposed by Cappa et al. (2003). Instead of considering the difference
of collision diameters between the isotopic water molecules as suggested by Merlivat (1978), Cappa et al.
(2003) argued that the mismatch between the measurement from Merlivat (1978) and the prediction from
the kinetic theory of gases results from neglecting the surface cooling during the evaporation. For example,
they showed that a surface cooling of 4.1 °C explains the measurements in Merlivat (1978) without invoking
different collision diameters. Such surface cooling of several degrees has been observed under laboratory
conditions (e.g. Fang and Ward , 1999; Ward and Stanga, 2001). In the ocean, however, cooling usually is
not that large owing to more dynamic conditions; values of up to 0.6 °C have been observed (Wick et al.,
1996). Based on their measurements, Cappa et al. (2003) suggested to use the diffusivities predicted by the
kinetic theory of gases.
4In this sense, n is closely associated to θ . When n→ 0, θ → 0; and when n→ 1, θ → 1.
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seems appropriate (Gat, 1996). In the case of evaporation of water through a stagnant air layer,
such as from the soils (Barnes and Allison, 1988) or leaves (Allison et al., 1985), n≈ 1 fits the
data well. In the case of evaporation of a falling raindrop, n = 0.58 is found to be appropriate
(Stewart, 1975).
B.2.2 For a water body in an open system
The natural water bodies are normally not isolated. We now consider an evaporating water
body in an open system, using the same C–G model as shown in Fig. B.2 but adding a liquid
input, I, into the water body. We only discuss the case where the mass steady state, E = I, has




= IδI−EδE = E(δI−δE), (B.49)
where NL is the mass of water, and δE is given by Eq. (B.39). The isotopic steady state simply
requires δ sE = δI . This gives the isotope composition of the evaporating liquid (considering






((1−h+∆ε)δI +hδA + ε)≈ (1−h)δI +hδA + ε. (B.50)
It can be shown that the open system model conforming to Eq. (B.50) explains the δD–
δ 18O slope ranging from 4 to 6 (i.e. the "evaporation line") observed for the evaporating water
bodies in nature. In a catchment area, precipitation is the source of liquid input, thus one can
assume the atmospheric vapour is in isotopic equilibrium with the liquid input of the area.
Then we have:
RA = α∗RI, (B.51)
i.e. δA = α∗δI− ε∗. (B.52)
Inserting the above equation into Eq. (B.50), we have approximately:
δ
s
L−δI ≈ (1−h)ε∗+∆ε. (B.53)
The δD–δ 18O slope is simply the ratio of Eq. (B.53) for HD16O and H182 O. Craig and Gordon
(1965) has taken ε∗ = 69 and 9 h (at 25 °C), and ∆ε = 19 and 5 h (mean values of the
experiments by Craig et al., 1963), for HD16O and H182 O respectively. The calculated δD–
δ 18O slope varies from 6.3 to 3.8 over the humidity range from 0 to 100 %. At humidities of
75 and 50 %, the slopes are 5.0 and 5.6 respectively, corresponding to the observed values of
most of the highly evaporated natural water bodies.
B.2.3 For the ocean-atmosphere system
The ocean-atmosphere system in nature is analogous to the open system with the input liq-
uid being the precipitation. However, when it comes to considering the ocean, there is no
independent "free atmosphere"; the atmospheric properties are adjusted to a self-determined,
more-or-less steady state fixed by the cyclical return of precipitation and by the mixing in the
atmosphere.
B.2 Evaporation in a fixed atmosphere and Craig–Gordon model 161
The isotopic steady state over the ocean
A simple case can be considering a marine region with a rather uniform descending air
(e.g. downward branch of the Hadley cell) that has an isotope composition of δA and humid-
ity of h. Within the region, the horizontal gradients are negligible. In this case, this general
descent of drier air is treated as the equivalent of a "free atmosphere". The formulation of the
steady-state isotope composition of the evaporating liquid is same as Eq. (B.50), with δI = δP.
The single-stage precipitation model
We continue to assume a homogeneous vapour over the ocean. However, we now assume
that the upward flux of moisture in the precipitation sites is very large compared to the mean
precipitation rate, i.e. only a small part of the moisture carried up is precipitated, and the rest
is cycled by mixing (about 1/3 precipitated and 2/3 cycled as indicated in Fig. B.3). In such a
case of single-stage precipitation, the isotope composition of the precipitation is supposed to





Figure B.3: Schematic presentation of the ocean-atmosphere isotope model by Craig and Gordon
(1965). The model consists of two well-mixed layers (a lower "homogeneous layer" and above a "cloud
layer") of essentially uniform but different moisture content. The water transport is indicated with
arrows and the amount shown in units of metre/year of liquid water. The relative humidity is nor-
malised to sea surface temperature. The isotope compositions are given in δ values: first δ 18O and
in parenthesis δD. The d-excess value is 10 h for all components except the sea surface water (2





3 δC); (2) steady-state correlation between isotope composition and relative humidity given
as: hA(δP−δA) = hC(δP−δC); (3) isotopic equilibrium between precipitation and homogeneous water
vapour, i.e. (δE =)δP = δA/α . Figure adapted from Craig and Gordon (1965).
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We can now characterise the steady-state relationships of all components of interest,
namely δ sL, δP (= δ
s
E), δA, and δ
∗




in the δD–δ 18O diagram. These relationships can all be obtained from Eq. (B.39) or (B.50) af-
ter applying the above precipitation restriction (i.e. Eq. B.54) and the steady state requirement
δ sE = δP. The resulting relationships are:
δ
s
L−δP ≈ (1−h)ε∗+∆ε, (B.55)
δ
∗
A−δA ≈ (1−h)ε∗P +∆ε, (B.56)
δ
s
L−δ ∗A ≈ ε∗, (B.57)
δP−δA ≈ ε∗P, (B.58)
δ
s
L−δA ≈ (2−h)ε∗+∆ε, (B.59)
δP−δ ∗A ≈ hε∗−∆ε. (B.60)
The δD–δ 18O slopes are again simply the ratios of the left hand sides of the above equations
for HD16O and H182 O. The δD–δ
18O slope of δ sL− δP is unsurprisingly the same as in the
case of the evaporation of a water body in an open system (Eq. B.53); this slope is about 5.5.
The slopes of δ sL−δ ∗A and δP−δA are fixed by the ratio of ε∗ only, and will be about 8.0, the
slope of the global meteoric water line (GMWL). The slope of δ sE − δ ∗A (identical to δP− δ ∗A)
indicates that, under normal situations, the evaporating vapour will be more enriched in heavy
isotopes than the equilibrium vapour. These relationships between the different components
are sketched in Fig. B.4.
Figure B.4: Schematic presentation of the isotopic relationships between the different components in the
ocean-atmosphere isotope model by Craig and Gordon (1965). The approximate isotope compositions
are shown in parenthesis (in h): first δ 18O and then δD. Adapted from Craig and Gordon (1965).
The C–G model has several limitations. It does not account for the possible contribution
from the evaporation of droplets and sea spray. It has also neglected the potential concen-
tration gradient at the water surface. Finally, the restriction on the precipitation process may
be oversimplified. Despite these limitations and its great simplicity, the C–G model success-
fully explains the observed evaporation in nature. It is often used to provide a knowledge of
the isotope compositions of the (oceanic) evaporation flux, which are the initial conditions for
the subsequent distillation calculations (e.g. Ciais and Jouzel, 1994). Since its introduction
in 1965, the C–G model has been recognised as a cornerstone of the isotopic studies of the
hydrological cycle.
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B.2.4 Adaptations of the C–G model
The closure assumption
In the C–G model, the determination of the isotope composition of the evaporating flux,
δE (Eq. B.39), requires a knowledge of the isotope composition of the water body (δL, the
isotope composition of the ocean surface water is quite fixed (close to 0) and is assumed
to be not affected by the evaporation due to its very large volume), the isotope composition
and relativity of the "free atmosphere" (δA and h, can be measured at an elevation of about
10∼ 20 m in the marine region), the equilibrium fractionation effect (α∗ or ε∗, a temperature-
dependant variable that can be experimentally determined), and the kinetic fractionation effect
(∆ε , can be observed or experimentally determined).
Since, as mentioned previously, there is no fixed and independent "free atmosphere" in the
ocean-atmosphere system, the information of δA must be treated in detail for the region of
interest. This approach is generally impractical considering the paucity of adequate observa-
tions on the ocean surface and the conceptual difficulty of separating the advective contribution
from the evaporative contribution to δA (Jouzel and Koster, 1996). However, we can consider
a simple case where a mass balance is assumed within a steady-state global-scale hydrologi-
cal cycle. In this case, the evaporation is balanced with precipitation, and all the water in the
atmosphere is in the end precipitated, therefore δE = δA = δP (Merlivat and Jouzel, 1979).














In this simplified way, δE can be calculated from h, SST , and the molecular diffusivities of
water in air, without including the feedback from δA.
Although the closure assumption is initially formulated for the closed global-scale cycle,
Aemisegger and Sjolte (2018) suggest that it can also be justified on a regional scale where the
evaporation flux contributes substantially to the local humidity. Otherwise, despite its useful-
ness, the closure assumption is shown to be generally invalid on the local scale, leading to a
systematic bias in the modelled isotope compositions (Jouzel and Koster, 1996). To overcome
this bias, Jouzel and Koster (1996) recommend, instead of assuming δA = δE , taking δA from
the general circulation model (GCM) estimates in grid boxes overlying ocean squares, as the
GCM calculations are not limited by the closure assumption.
The importance of boundary layer mixing
The closure assumption proposed by Merlivat and Jouzel (1979) can be extended to in-
clude a vertical mixing from isotopically depleted air in the lower troposphere, as originally
suggested in the C–G ocean-atmosphere model (Fig. B.3). In this way, the isotope ratio of near
surface vapour (RA) is simply a result of a two end-member mixing of the evaporation flux (RE)
and the lower tropospheric air (RC; equivalent to the "free atmosphere" in C–G model). As
proposed by Benetti et al. (2015), the isotope ratio of the near surface vapour can be calculated
as:
RA = (1− r)RE + rRC, (B.63)
with r = qC/qA, the ratio of lower troposphere to near surface specific humidity, representing
the contribution from lower tropospheric air. An estimate of qC and RC can be obtained from
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GCMs. RE is given by C–G model with Eq. (B.38). Thus we have:
RA =







The case when r = 0 simply corresponds to the closure assumption by Merlivat and Jouzel
(1979); the isotope ratio RA in this case is already given in above by Eq. (B.61).
Substituting Eq. (B.61) to Eq. (B.64) and reorganizing, we can obtain:
RA = (1−b)RcE +bRC, (B.65)







Using this mixing-approach, Benetti et al. (2015) have simulated the isotope composition
of near-surface vapour over the subtropical North Atlantic Ocean. Comparing to their mea-
surements, they have concluded that the inclusion of boundary mixing is critical for correctly
reproducing the isotope compositions (especially for δD) of near-surface vapour.
B.3 Below-cloud evaporation and equilibration
A raindrop falling below the cloud base undergoes evaporation (when the ambient air is un-
dersaturated) and equilibration (with ambient vapour when the ambient air is near to satura-
tion) processes. That is to say, although the precipitation is formed by condensation processes
within the cloud, the isotope composition of the sampled precipitation on the ground can be
strongly modified by the post condensation processes.
B.3.1 Below-cloud evaporation
The evaporation process of a single raindrop can be essentially described by the C–G model
for an isolated water body (see Sect. B.2). After all, a raindrop is simply an isolated water body
that has a spherical shape and moves in a fixed atmosphere. Again, equilibrium fractionation
is assumed at the liquid-atmosphere interface, and no isotope gradient exits within the liquid
(despite the high evaporation rates of the drops). For a falling raindrop, the evaporation flux is






= 4πak(D′)n(ρ ′∞−ρ ′a), (B.68)




2 is an empirical coefficient depending on the ven-
tilation factor (F), the raindrop radius (a), and the fall velocity of the raindrop (V ); ρ∞ and
ρa are the water vapour density of the ambient air and of the thin layer of saturation air at
the raindrop surface, respectively. The quantities associated with isotopic water molecules are
denoted with a prime symbol.
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with R∞, Ra, and RL being the isotope ratio of the ambient air, of the thin layer of saturation


















m (α−1), we can show again that the
isotopic evolution of the raindrop can be essentially described by RL = R0 f α−1 (Eq. B.3), i.e.
a Rayleigh-type distillation process. The only difference emerges in the fractionation factor,
which is analogous to the case for an isolated water body (Sect. B.2.1), continuously evolving










When the raindrop evaporates in a completely dry air, i.e. h = 0, the evaporation pro-







When the evaporating raindrop reaches isotopic steady state, i.e. dRLdm = 0, the fractionation


















B.3.2 Isotopic equilibration or exchange
A raindrop falling in a (near-)saturated atmosphere (h = 100 %, ρa = ρ∞) gradually attains
isotopic equilibrium with the atmospheric vapour, i.e. RL→ RsL = R∞α∗ . It is apparent that, in a
saturated atmosphere, the mass of the abundant water molecules would not change with time,
i.e. dmdt = 0 (Eq. B.67). In other words, the isotopic evolution of the raindrop is determined by
the change of mass of the rare water molecules which is described by Eq. (B.68). Remember-
ing RL = m
′






, and applying the above conditions (i.e. ρa = ρ∞, RsL =
R∞
α∗ ),
















is the relaxation time. Integration of the above equation gives:
RL = RsL +(R0−RsL)e−
t
τ , (B.76)
i.e. δL = δ sL +(δ0−δ sL)e−
t
τ . (B.77)
Stewart (1975) obtained from their experiment that the relaxation time for a water drop in
a vertical stream of near-saturated (RH = 99.5 %) N2 is about 148 s. In comparison, the falling
time of a raindrop (supposing the raindrop falling from 2 km above ground) can range from
∼ 230 (raindrop diameter of 4 mm) to ∼ 1200 s (raindrop diameter of 0.4 mm; Rogers and
Yau, 1996). Jouzel (1986) also noted that the time taken for the falling water drops to equili-
brate with the environment is usually comparable, and often shorter than, the time required to
fall. This could explain why the isotope compositions of liquid precipitation are often at equi-
librium with those of near-surface vapour.
Setting water drops to suspend in vertical streams of N2, Ar, or He gas with relative hu-
midities of around 0, 50, and 100 %, Stewart (1975) performed experiments to determine the
effects of evaporation and isotopic exchange of the drops. They found that the observed iso-
topic enrichments of the water drops in a dry or unsaturated atmosphere or their equilibration
in a saturated atmosphere are in agreement with the above model predictions, using equilib-
rium fractionation factor from Majoube (1971a), water molecular diffusivities from Merlivat
(1970), and n = 0.58 from Kinzer and Gunn (1951).
B.4 Isotope-enabled general circulation models
In above, I have reviewed the classical Rayleigh distillation model, the C–G evaporation
model, and the model describing below-cloud evaporation and equilibration. Essentially, the
C–G evaporation model and the below-cloud evaporation model are also Rayleigh-type dis-
tillation models. All these models are often referred to as simple isotope models, and they
model the isotope fractionation at each phase change within an isolated air mass or a simple
box-budget system. As shown above, these simple models are extremely valuable for account-
ing for the underlying mechanisms, hence providing first-order descriptions of water isotope
distributions. However, they are limited since (1) they often require appropriate initial con-
ditions to be provided; (2) they require gross simplifications (e.g. cloud and other exchange
processes); and most importantly, (3) they cannot account for dynamical transport and mixing
of air masses in any detail (Noone and Sturm, 2010).
Overcoming these limitations requires more comprehensive and dynamical models. A
natural approach is to incorporate the isotopic cycle into an atmospheric general circulation
model (GCM) or a regional meteorological model. Since a water cycle already exists in these
models, the incorporation of stable water isotopes is simply to introduce a parallel water cycle
which does not affect other model components and is used as a purely diagnostic tool. In other
words, all prognostic moisture fields, which are simulated by the model in terms of specific
humidities, are duplicated twice, representing the specific humidities of H182 O and HD
16O,
respectively (Pfahl et al., 2012). These additional moisture fields are affected by the same
physical processes as the original humidity (e.g. they are transported by large scale winds and
are involved in the formation of clouds and precipitation); they only behave differently during
phase changes owing to isotopic fractionation.
The atmospheric water cycle in an isotope-enabled dynamical model can be described by
B.4 Isotope-enabled general circulation models 167



















The first three terms on the right side represent large-scale advection (−V ·∇q) which is re-






) which are not resolved but parametrised in models. The sum of these
three terms captures the total transport and mixing of air masses; and it is the explicit evalua-
tion of them which is a unique element of dynamical models. Beyond transport, the tendency
depends on the sources (E; evaporation and evapo-transpiration at the surface and evaporation
of falling hydrometeors) and sinks (C; loss of water via condensation). The additional term,
S, accounts for other minor sources or sinks (Noone and Sturm, 2010). Note that the isotopic
quantities are here denoted with subscript i. RE , RC, and RS are the isotope ratios determined
by the fractionation processes. It is apparent that the isotopic water content is conserved dur-
ing transport and is only exposed to changes through the source terms where phase changes
are involved. The isotopic fractionation during phase changes is implemented on the basis of
simple isotope models. Commonly-used approaches among many isotope-enabled GCMs are
summarised in Table B.1.
Table B.1: Summary of the commonly-used isotopic parametrisations in isotope-enabled GCMs.
Source/Description
Equilibrium fractionation Majoube (1971a,b)
Molecular diffusivity Merlivat (1978), Cappa et al. (2003)
Open water evaporation Craig and Gordon (1965), Merlivat and Jouzel (1979)
Raindrop evaporation Stewart (1975)
Ice formation in mixed cloud Jouzel and Merlivat (1984), Ciais and Jouzel (1994)
Sea water constant (δ 18O = δD = 0)
An isotope-enabled GCM can be run "freely" or "nudged" to meteorological fields from re-
analyses. For a free-running simulation, the model needs basically three pieces of information
as a boundary condition: (1) the solar insolation at the top of the atmosphere, (2) the con-
centration of greenhouse gases, and (3) the sea surface temperatures over the ocean. Rather
than allowing the atmosphere to run "freely", GCMs can also be "nudged" toward large-scale
meteorological fields from reanalyses (e.g. Risi et al., 2012a; Yoshimura et al., 2008). Conse-
quently, since the nudged simulations are equipped with much-accurate meteorological vari-
ables, the robustness of simulated isotopic variability on both daily and longer time scales also
increases. The nudged simulations are useful when trying to reproduce observed inter-annual
variability or a particular meteorological event (e.g. Aemisegger et al., 2015; Pfahl et al., 2012;
Yoshimura et al., 2010).
All isotope-enabled GCMs can be used to either reproduce some set of data or to test the
importance of some specific physics or processes being modelled. The global scale isotope-
enabled GCMs are especially useful in providing a climatological understanding of isotope
distributions. Hypothesis testing via sensitivity tests using isotope-enabled GCMs can inform
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which types of mechanisms influence a given set of measurements (e.g. Risi et al., 2012b;
Yoshimura et al., 2010).
While the advantages of comprehensive models are substantial, they are subject to a dif-
ferent set of limitations experienced by simpler models. (1) Being based on some underlying
dynamical model, any biases in simulated meteorological variables (temperature, precipita-
tion, boundary layer dynamics, etc.) are reflected in the simulated isotopic distribution. (2)
Numerical inaccuracies in transport processes introduce artificial fractionation. As noted by
Noone and Sturm (2010), water vapour abundance changes by at least four orders of magni-
tude in nature, plus three more orders of magnitude for deviations (i.e. δ values in h); an
appropriate numerical scheme must be able to resolve this range. (3) The model resolution is
limited in part because of computational demand. Because of the relatively coarse resolution,
the isotope-enabled GCMs are often not able to match observed isotope distributions. This is
of particular concern when the isotope composition depends on geographic structures (e.g. to-
pography, vegetation classification, coastlines), which are not well captured by low-resolution
global models. (4) Simulating isotopes within GCMs is a task limited by appropriate datasets
for validation and testing. While evaporation from the oceans is one of the most important pro-
cesses in the hydrological cycle, observations are sparse over the oceans. Besides, compared
to the long-term and world-wide observations of precipitation isotopes, most of the observa-
tions of the vapour isotopes (particularly in the field) have expanded in scope only over the last
decade or so (Galewsky et al., 2016).
Some of the model limitations are already being addressed to some extent. For example,
to counteract the computational burden of increasing spatial resolution, one possible option is
to use regional circulation models (RCMs) for high-resolution isotope studies (e.g. Aemiseg-
ger et al., 2015; Pfahl et al., 2012; Yoshimura et al., 2010). The advances in measurement
techniques are continuously expanding the observational datasets, including in situ vapour
measurement using low-cost commercial laser spectrometers (e.g. Benetti et al., 2017; Steen-
Larsen et al., 2015, 2014a), nearly global satellite measurements of water vapour isotope com-
position (e.g. Frankenberg et al., 2009; Worden et al., 2006), and ground-based remote sensing
data (e.g. Rokotyan et al., 2014; Schneider et al., 2012). The expanding set of observations al-
low more detailed testing of specific isotope physics within comprehensive models, and will
likely facilitate model improvements.
Numerous isotope-enabled GCMs have been developed worldwide since the pioneering
work by Joussaume et al. (1984). A brief overview of selected models is presented in Ta-
ble B.2. More comprehensive reviews on isotope-enabled GCMs can be found in Hoffmann
et al. (2000) (focusing on present-day climate and model developments from 1960s to 1990s),
Sturm and Knohl (2010) (focusing on paleoclimate studies), Noone and Sturm (2010) (includ-
ing mathematical treatments in the models), Xi (2014) (focusing on the key advances in model
development and validation from 2000 to 2014), and Galewsky et al. (2016) (focusing on at-
mospheric water vapour). Efforts have also been made in comparing isotope-enabled GCM
results across modelling groups, such as Stable Water Isotope Intercomparison Group, Phase
2 (SWING2, http://www.giss.nasa.gov/projects/swing2).






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Isotope signatures of selected weather events
This appendix presents stable isotope signatures of selected weather systems that influence
our study region (Fig. C.1), and meteorological and isotopic observations of several selected
weather events observed at Bergen (Fig. C.2-C.12).
Figure C.1: (a) Daily-average isotope signatures (δD vs d-excess) of surface vapour and (b-d) corre-
sponding moisture origins for selected weather systems passing Bergen (black rectangle; 59.9− 60.9
°N, 4.3− 6.3 °E, including both land and ocean). Moisture uptake is diagnosed using WaterSip. The
50th and 80th percentiles of the mass contribution are shown in red and blue contours, respectively.
Weather systems are selected based on the following criterion. Warm frontal system: humidity increase
> 1.5 g kg−1 between 2 consecutive days and rain rate of the day > 0.3 mm h−1. Cold air outbreak
(CAO): humidity decrease > 1.5 g kg−1, average wind direction of the day > 260 °, and average air
temperature of the day < 10 °C. Blocking: average air pressure of the day > 1020 hPa, average rain
rate of the day <= 0.5 mm h−1, and the conditions lasting at least 5 days.
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Figure C.2: Time series of observations on the rooftop (∼45 m a.s.l) during three shower events in
Bergen between 02 August and 16 November 2016. (a, g, m) Temperature (solid black line) and air
pressure (broken blue line) from Automatic Weather Station (AWS 2700). (b, h, n) 10 min averaged rain
rate from Total Precipitation Sensor (black line) and Parsivel2 (grey bar), and relative humidity from
AWS (light blue line). (c, i, o) Number concentrations of droplet per droplet size from Parsivel2. (d, j, p)
Reflectivity from Micro Rain Radar (MRR-2). The data for (j) is missing. (e, k, q) δD of precipitation.
The length of the bar indicates the period over which the precipitation samples were collected, and
the width of grey shading indicates the measurement uncertainty (standard deviation). The averaged
uncertainty is 0.26 h. (f, l, r) Same as in (e, k, q) but for d-excess. The averaged uncertainty is 0.36
h. Note the scale is different for each event.
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Figure C.3: Time series of observations on the rooftop (∼45 m a.s.l) during an occluded frontal system
passing Bergen between 08 August and 09 August 2016. (a, f, k) Temperature (solid black line) and
air pressure (broken blue line) from Automatic Weather Station (AWS 2700). (b, g, l) 10 min averaged
rain rate from Parsivel2 (grey bar), and relative humidity from AWS (light blue line). (c, h, m) Number
concentrations of droplet per droplet size from Parsivel2. (d, i, n) δD of precipitation. The length of
the bar indicates the period over which the precipitation samples were collected, and the width of grey
shading indicates the measurement uncertainty (standard deviation). The averaged uncertainty is 0.26
h (invisible in this case). (e, j, o) Same as in (d, i, n) but for d-excess. The averaged uncertainty is
0.37 h.
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Figure C.4: Time series of observations on the rooftop (∼45 m a.s.l) during a warm frontal system
passing Bergen between 14 and 21 UTC 23 December 2016. (a) Temperature (solid black line) and air
pressure (broken blue line) from Automatic Weather Station (AWS 2700). (b) 10 min averaged rain rate
from Total Precipitation Sensor (grey bar), and relative humidity from AWS (light blue line). (c) Number
concentrations of droplet per droplet size from Parsivel2. (d) Reflectivity from Micro Rain Radar (MRR-
2). (e) δD of 10 min averaged near-surface vapour (black dotted line) and of the equilibrium vapour
from precipitation (black bars). The length of the bar indicates the period over which the precipitation
samples were collected, and the width of grey shading indicates the measurement uncertainty (standard
deviation). The averaged uncertainty is 1.06 and 0.24 h (invisible in this case) for the vapour and
the equilibrium vapour from precipitation, respectively. (f) Same as in (e) but for d-excess, including
d-excess of the precipitation (light blue bars). The averaged uncertainty is 0.95, 0.40, and 0.40 h for
the vapour, the equilibrium vapour from precipitation, and the precipitation, respectively.
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Figure C.5: Time series of observations on the rooftop (∼45 m a.s.l) during a warm frontal system
passing Bergen on 06 January 2017. (a) Temperature (solid black line) and air pressure (broken blue
line) from Automatic Weather Station (AWS 2700). (b) 10 min averaged rain rate from Total Precipi-
tation Sensor (grey bar), and relative humidity from AWS (light blue line). (c) Number concentrations
of droplet per droplet size from Parsivel2 (data partly missing). (d) Reflectivity from Micro Rain Radar
(MRR-2). (e) δD of 10 min averaged near-surface vapour (black dotted line) and of the equilibrium
vapour from precipitation (black bars). The length of the bar indicates the period over which the pre-
cipitation samples were collected, and the width of grey shading indicates the measurement uncertainty
(standard deviation). The averaged uncertainty is 0.64 and 0.24 h (invisible in this case) for the vapour
and the equilibrium vapour from precipitation, respectively. (f) Same as in (e) but for d-excess, includ-
ing d-excess of the precipitation (light blue bars). The averaged uncertainty is 0.95, 0.40, and 0.40 h
for the vapour, the equilibrium vapour from precipitation, and the precipitation, respectively.
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Figure C.6: Time series of observations on the rooftop (∼45 m a.s.l) during a snowfall-to-rainfall
event in Bergen between 06 and 15 UTC 01 February 2017. (a) Temperature (solid black line) and
air pressure (broken blue line) from Automatic Weather Station (AWS 2700). (b) 10 min averaged rain
rate from Total Precipitation Sensor (black line) and Parsivel2 (grey bar), and relative humidity from
AWS (light blue line). (c) Number concentrations of droplet per droplet size from Parsivel2 (data partly
missing). (d) Reflectivity from Micro Rain Radar (MRR-2). (e) δD of 10 min averaged near-surface
vapour (black dotted line) and of the equilibrium vapour from precipitation (black bars). The length
of the bar indicates the period over which the precipitation samples were collected, and the width of
grey shading indicates the measurement uncertainty (standard deviation). The averaged uncertainty is
0.73 and 0.24 h (invisible in this case) for the vapour and the equilibrium vapour from precipitation,
respectively. (f) Same as in (e) but for d-excess, including d-excess of the precipitation (light blue
bars). The averaged uncertainty is 0.96, 0.40, and 0.40 h for the vapour, the equilibrium vapour from
precipitation, and the precipitation, respectively. The color bar (purple) at the top and bottom of the
figure indicates the snow period.
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Figure C.7: Time series of observations on the rooftop (∼45 m a.s.l) during an occluded frontal system
passing Bergen between 01 and 22 UTC 05 September 2017. (a) Temperature (solid black line) and
air pressure (broken blue line) from Automatic Weather Station (AWS 2700). (b) 10 min averaged rain
rate from Total Precipitation Sensor (grey bar), and relative humidity from AWS (light blue line). (c)
Number concentrations of droplet per droplet size from Parsivel2 (data partly missing). (d) Reflectivity
from Micro Rain Radar (MRR-2). (e) δD of 10 min averaged near-surface vapour (black dotted line)
and of the equilibrium vapour from precipitation (black bars). The length of the bar indicates the
period over which the precipitation samples were collected, and the width of grey shading indicates the
measurement uncertainty (standard deviation). The averaged uncertainty is 0.56 and 0.26 h (invisible
in this case) for the vapour and the equilibrium vapour from precipitation, respectively. (f) Same as in
(e) but for d-excess, including d-excess of the precipitation (light blue bars). The averaged uncertainty is
0.90, 0.41, and 0.43 h for the vapour, the equilibrium vapour from precipitation, and the precipitation,
respectively.
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Figure C.8: Time series of observations on the rooftop (∼45 m a.s.l) during a warm frontal system
passing Bergen between 20 UTC 25 September and 06 UTC 26 September 2018. (a) Temperature
(solid black line) and air pressure (broken blue line) from Automatic Weather Station (AWS 2700). (b) 10
min averaged rain rate from distrometer Parsivel2 (grey bar), and relative humidity from AWS (light blue
line). (c) Number concentrations of droplet per droplet size from Parsivel2. (d) Reflectivity from Micro
Rain Radar (MRR-2). (e) δD of precipitation. The length of the bar indicates the period over which
the precipitation samples were collected, and the width of grey shading indicates the measurement
uncertainty (standard deviation). The averaged uncertainty is 0.22 h (invisible in this case). (f) Same
as in (e) but for d-excess. The averaged uncertainty is 0.48 h.
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Figure C.9: Time series of observations on the rooftop (∼45 m a.s.l) during an occluded frontal system
passing Bergen between 14 and 23 UTC 07 December 2018. (a) Temperature (solid black line) and
air pressure (broken blue line) from Automatic Weather Station (AWS 2700). (b) 10 min averaged
rain rate from Total Precipitation Sensor (grey bar), and relative humidity from AWS (light blue line).
(c) Number concentrations of droplet per droplet size from Parsivel2. (d) δD of 10 min averaged
near-surface vapour (black dotted line) and of the equilibrium vapour from precipitation (black bars).
The length of the bar indicates the period over which the precipitation samples were collected, and
the width of grey shading indicates the measurement uncertainty (standard deviation). The averaged
uncertainty is 0.94 and 0.19 h (invisible in this case) for the vapour and the equilibrium vapour from
precipitation, respectively. (e) Same as in (d) but for d-excess, including d-excess of the precipitation
(light blue bars). The averaged uncertainty is 1.29, 0.44, and 0.45 h for the vapour, the equilibrium
vapour from precipitation, and the precipitation, respectively.
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Figure C.10: Time series of observations on the rooftop (∼45 m a.s.l) during a warm frontal system
passing Bergen between 16 UTC 30 December and 16 UTC 31 December 2018. (a) Temperature
(solid black line) and air pressure (broken blue line) from Automatic Weather Station (AWS 2700). (b)
10 min averaged rain rate from Total Precipitation Sensor (grey bar), and relative humidity from AWS
(light blue line). (c) Number concentrations of droplet per droplet size from Parsivel2. (d) δD of 10
min averaged near-surface vapour (black dotted line) and of the equilibrium vapour from precipitation
(black bars). The length of the bar indicates the period over which the precipitation samples were
collected, and the width of grey shading indicates the measurement uncertainty (standard deviation).
The averaged uncertainty is 0.53 and 0.19 h (invisible in this case) for the vapour and the equilibrium
vapour from precipitation, respectively. (e) Same as in (d) but for d-excess, including d-excess of the
precipitation (light blue bars). The averaged uncertainty is 1.00, 0.44, and 0.46 h for the vapour, the
equilibrium vapour from precipitation, and the precipitation, respectively.
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Figure C.11: Time series of observations on the rooftop (∼45 m a.s.l) during a cold air outbreak (CAO)
passing Bergen between 12 UTC 28 Mar and 12 UTC 02 Apr 2019. (a) Temperature (solid black line)
and air pressure (broken blue line) from Automatic Weather Station (AWS 2700). (b) 10 min averaged
rain rate from Total Precipitation Sensor (grey bar), and relative humidity from AWS (light blue line).
(c) Number concentrations of droplet per droplet size from Parsivel2. (d) Reflectivity from Micro Rain
Radar (MRR-2). (e) δD of 10 min averaged near-surface vapour (black dotted line). The width of grey
shading indicates the measurement uncertainty (standard deviation). The averaged uncertainty is 0.65
h (invisible in this case). (f) Same as in (e) but for d-excess. The averaged uncertainty is 0.87 h.
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Figure C.12: Time series of observations on the rooftop (∼45 m a.s.l) during a warm frontal system
passing Bergen between 03 and 09 UTC 03 December 2019. (a) Temperature (solid black line) and air
pressure (broken blue line) from Automatic Weather Station (AWS 2700). (b) 10 min averaged rain rate
from Total Precipitation Sensor (grey bar). (c) Number concentrations of droplet per droplet size from
Parsivel2. (d) Reflectivity from Micro Rain Radar (MRR-2). (e) δD of 10 min averaged near-surface
vapour (black dotted line) and of the equilibrium vapour from precipitation (black bars). The length
of the bar indicates the period over which the precipitation samples were collected, and the width of
grey shading indicates the measurement uncertainty (standard deviation). The averaged uncertainty is
0.53 and 0.24 h (invisible in this case) for the vapour and the equilibrium vapour from precipitation,
respectively. (f) Same as in (e) but for d-excess, including d-excess of the precipitation (light blue
bars). The averaged uncertainty is 0.87, 0.39, and 0.42 h for the vapour, the equilibrium vapour from
precipitation, and the precipitation, respectively.
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