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ABSTRACT
Perforated Hollow Core Waveguides
for Alkali Vapor-cells and
Slow Light Devices
Matthieu C. Giraud-Carrier
Department of Electrical Engineering, BYU
Doctor of Philosophy
The focus of this work is the integration of alkali vapor atomic vapor cells into common
silicon wafer microfabrication processes. Such integrated platforms enable the study of quantum
coherence effects such as electromagnetically induced transparency, which can in turn be used to
demonstrate slow light. Slow and stopped light devices have applications in the optical
communications and quantum computing fields. This project uses hollow core anti-resonant
reflecting optical waveguides (ARROWs) to build such slow light devices. An explanation of
light-matter interactions and the physics of slow light is first provided, as well as a detailed
overview of the fabrication process. Following the discovery of a vapor transport issue, a custom
capillary-based testing platform is developed to quantify the effect of confinement, temperature,
and wall coatings on rubidium transport. A mathematical model is derived from the experimental
results and predicts long transport times. A new design methodology is presented that addresses
the transport problem by increasing the number of rubidium entry points. This design also
improves chip durability and decreases environmental susceptibility through the use of a single
copper reservoir and buried channel waveguides (BCWs). New chips are successfully fabricated,
loaded, and monitored for rubidium spectra. Absorption is observed in several chips and
absorption peaks depths in excess of 10% are reported. The chip lifetime remains comparable to
previous designs. This new design can be expanded to a multi-core platform suitable for slow
and stopped light experimentation.

Keywords: Matthieu Giraud-Carrier, Aaron Hawkins, microfabrication, spectroscopy, slow light,
stopped light, EIT, rubidium, diffusion, vapor transport, microfabrication, ARROW, light-matter
interactions, waveguide
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1

INTRODUCTION

Project Background
The Slow Light ARROW project seeks to generate nonlinear optical effects on siliconbased platforms. Generating such nonlinear optical effects requires a long interaction length and
tight spatial confinement between light beams and atomic vapors. These two characteristics are
inherent to optical waveguides and many research groups have turned to them in their efforts to
create atomic spectroscopy platforms. Specialty optical fibers such as Hollow-Core Photonic
Crystal Fibers (HC-PCF) have been used to demonstrate light-matter interactions [1, 2]. An
integrated example of atomic vapor systems are atomic cladding waveguides (ACWGs) where
evanescent coupling is used in combination with an on-chip waveguide to generate light-matter
interactions [3]. Another such integrated platform is called Hollow-Core Anti-Resonant
Reflecting Optical Waveguide (ARROW). This geometry can be readily fabricated on silicon
wafers and can be coupled to more typical waveguide geometries such as ridge waveguides [4].
As evidenced by the name of our group, this platform is the one we use in our project.
The specific nonlinear optical effect this project focuses on is called Electromagnetically
Induced Transparency (EIT) [5]. EIT is a commonly used mechanism for achieving slow light
and will be discussed in greater detail in Chapter 5. Slow light, like other nonlinear optical
effects, requires high dispersion. This dispersion can be accomplished in two ways: waveguide
dispersion or material dispersion. In waveguide dispersion, the dispersion is attributable to the
relationship between the light and the physical dimensions and parameters of the waveguide
through which it is traveling. Methods that make use of waveguide dispersion in integrated
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platforms include band-edge waveguides [6], micro-resonators [7], meta-materials [8] and
stimulated Raman scattering (SRS) [9]. In material dispersion, the dispersion is caused by the
interaction of the light with the physical and atomic properties of the matter through which it is
propagating. Typically, this dispersion occurs in specific wavelength ranges and finds useful
application in spectrometers [10], spectroradiometry [11], and holographic gratings [12]. This
project focuses on material dispersion and Rubidium (Rb) is the selected material of choice. The
reasons for using Rb will be discussed in detail in later sections.
Slow light is already used in many device-oriented applications such as optical switches
[13, 14], optical traps [15], coherent optical memory [16], gas phase sensors [17], and
interferometers [18]. Since there is great interest in miniaturizing such technologies [19, 20], the
primary motivation behind this project lies in the successful integration of slow light devices. A
first example is the field of quantum computing. In quantum networks, the memory nodes use
atomic states to process and store quantum states. As passage for one state to another typically
involves photonic emission or absorption, controllable single photon transmission and storage is
crucial. EIT and slow light in Rb vapor have been successfully used to demonstrate tunable
single-photon pulses [21]. Optical memory is a meaningful step towards quantum computing
systems but would need to be fully integrated to be of any use in the computer industry.
Another area that would benefit tremendously from integrated slow light is the optical
communication and processing field. Typically, optical communication networks use electronic
circuits to switch, synchronize, buffer, or otherwise alter their signals. These transitions from
optical to electronic systems and back cost a lot in terms of error, power and time. Integrating
slow light devices capable of time-division multiplexing and other operations would be a great
advantage to the optical communication industry as it could entirely eliminate the need to
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transition back and forth between electronics and optics. Slow light devices may also provide
advantages in terms of bandwidth [22].

Research Goals
For the last several years, most of the research work on this project has been focused on
improving the ARROW fabrication process and on finding better ways to contain Rb and keep it
viable. Substantial effort was put into identifying compatible materials and developing reliable
and repeatable storage and loading methods. Before I began working on this project, successful
slow light chips were observed and reported [4]. However, while these results were motivating,
they were based on a small set of chips and became difficult to reproduce on later devices.
Following the initial successful slow light chips, many more devices were fabricated in hopes of
fine-tuning the recipe and replicating those results but most were unsuccessful.
The main goal when I began on the project was to develop a high-yield recipe for
functional slow light chips with long lifetimes. The natural first step was to identify the reason
for this incredibly low yield and fix it. A systematic investigation of every parameter was
undertaken to find out if anything significant had changed since the working chips. First, the
times, temperatures, and other parameters of each step of the process recipe were reviewed.
Next, the stub attachment process was analyzed and simplified. Several unnecessary rinses and
cleaning were removed. Finally, the loading procedure was scrutinized and verified.
Incrementally, the design processes and procedures were returned to their simplest form and as
close as possible to the original recipe but all with no success. Such a detailed approach
eventually led to the investigation of basic principles and the discovery of the following
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fundamental problem: assumptions were initially made about Rb transport in tight geometries
that do not hold true in our setup.
With this important observation, the goal then shifted to addressing and fixing this
problem. Only with repeatable working samples, would we be equipped to address device
performance and lifetime. Ultimately, the solution found for the transport problem addresses
both yield and performance. Lifetime experiments were worked on in parallel and reported
separately [23].

Dissertation Layout
Chapters 2 and 3 explain all needed background material for the ARROW fabrication
process. This includes a theoretical overview of ARROW technology as well as an explanation
of all necessary microfabrication processes. Chapter 4 outlines the Slow Light ARROW
fabrication process in detail and also covers the post-cleanroom processes such as stub
attachment and rubidium loading. Chapter 5 is a synopsis of the light-matter interactions and
phenomena that are relevant to this work, including specific examples of slow light devices.
Chapter 6 chronicles the discovery and quantification of the Rb transport problem. Chapter 7
presents the new design methodology as a solution to the transport problem and summarizes its
advantages over the previous design. Chapter 8 presents the testing setup that was built for this
new platform and showcases the successful results obtained from these new design chips.
Finally, Chapter 9 concludes with a review of the initial objectives and suggestions for future
work.
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Literature Contributions
This research project provides a unique contribution to integrated atomic spectroscopy
platforms. Significant work has gone into establishing the compatibility of different materials
and sealing methods with rubidium. The latest of these results were published in JVSTA [24] and
reported at CLEO [25] in 2013. These results provide valuable information to the research
community involved in alkali vapor containment and integration. In 2015, further improvement
to the fabrication methods and information about Rb transport in confined spaces were reported
at two other conferences [26, 27]. A complete discussion and mathematical model of Rb
diffusion through micron-scale capillaries is currently being reviewed [28]. Finally, the new
fabrication approach and the successful chips which resulted from it are also currently being
reviewed for publication and presentation [29, 30]. This new design overcomes the transport
problems reported in earlier publications and provides excellent environmental stability.
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2

ARROW PLATFORM

This chapter will focus on explaining the ARROW platform. This platform has been used
for many years by several research teams in the BYU Integrated Microelectronics Laboratory
(IML). This chapter overviews the aspects of the fabrication that have been unchanged for many
years and the underlying physics principles that govern our device operation.

ARROW Theory
Conventional optical waveguides such as optical fibers are made out of a cladding material
with an index lower than that of the core material. This index difference results in total internal
reflection (TIR) provided the critical angle criterion is met. In the Slow Light ARROW project,
the core will be filled with alkali vapor, which has an index very close to unity. Since it is not
possible to build a cladding layer with a lower index, a different design structure is needed. The
Anti-Resonant Reflective Optical Waveguide (ARROW) is one such design. ARROWs have the
advantage of being made using conventional silicon microfabrication processes [31], which is
critical to an integrated platform. ARROWs confine light with reflective periodic structures
which surround the core. The structures are usually paired layers of high-index materials. The
specific thicknesses of these layers enables pairs of them to act as highly reflective Fabry-Perot
etalons in the transverse direction. The antiresonance in the transverse direction guides light of a
specific wavelength into the core [32]. Each of these etalon pairs reduce the loss by 70% and
they can be stacked together for greatly improved transmission. In our project, we currently use
7

three pairs of alternating layers to create the ARROW platform. Figure 2-1 shows the generic
ARROW stack operating principles (a) along with the ARROW platform implemented on a
silicon wafer with an ARROW interface above and below a hollow core.

Figure 2-1: Illustration of a) generic ARROW interface b) longitudinal cross-section of hollow-core
waveguide using ARROW cladding layers.

The thicknesses of the alternating layers are given by
−1/2

𝜆𝜆
𝑛𝑛𝑐𝑐2
𝜆𝜆2
(2𝑀𝑀 + 1) �1 − 2 + 2 2 �
𝑑𝑑𝑗𝑗 =
4𝑛𝑛𝑗𝑗
𝑛𝑛𝑗𝑗 4𝑛𝑛𝑗𝑗 𝑑𝑑𝑐𝑐
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.

(2.1)

𝜆𝜆 is the desired wavelength. 𝑛𝑛𝑗𝑗 is the index of the material. 𝑀𝑀 is the anti-resonance order. 𝑛𝑛𝑐𝑐 is

the index of the core. 𝑑𝑑𝑐𝑐 is the core thickness. A core index of 1 is typically used as a very close
approximation for the nitrogen and rubidium vapor that will fill the core.

ARROW Design
Typically, Slow Light ARROWs have a hollow core region that is 5.8 μm tall and 12 μm
wide. This hollow core is initially built out of a solid material and etched later in the process. The
ARROW layers are patterned immediately beneath, around and above this temporary core to
effectively surround the future hollow core. Silicon dioxide (SiO2) and silicon nitride (Si3N4) are
both commonly deposited thin films in the BYU IML. PECVD oxide and nitride films have
indexes of 1.46 and 2.05 respectively. Equation (2.1), with 𝜆𝜆 = 795 nm (for the rubidium D1

transition) and 𝑑𝑑𝑐𝑐 = 5.8 um, results in a 110 nm Si3N4 and 184 nm SiO2 for the bottom layers to
maximize transmission. Note that using rubidium’s D2 transition wavelength of 780 nm

increases the thickness by approximately 3 nm. Historically, the ARROWs in this project have
been constructed out of three pairs of alternating SiO2 and Si3N4 layers deposited in the BYU
IML [33]. This process is not difficult but is quite time-consuming, as several hours are needed
to stabilize and characterize the PECVD machines prior to the growth of each layer. In order to
simplify and speed up processing, the bottom layers were changed to consist of sputtered
tantalum oxide (Ta2O5) and SiO2 so that they could be deposited by a commercial company.
Ta2O5 has an index of 2.275, so a careful review of the design is carried out to ensure that the
proper ARROW guiding parameters are still met. Additionally, it was determined that changing
the top layers to a single 6 µm thick SiO2 layer leads to a negligible loss increase but greatly
accelerated processing. A single thick top layer also leads to reduced stress and therefore less
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cracking which improves overall transmission as well. These two changes are incorporated into
the current ARROW methodology.
The complete chip also consists of a solid core waveguide used to couple light into the
hollow ARROW core from the chip edge. The design of this solid core portion of the waveguide
will be discussed in detail throughout this work. Regardless of these design changes, the solid
core uses TIR to guide light and in that sense is a traditional waveguide design. The solid core
waveguide allows us to guide laser light into the hollow core, where the light then propagates
down the core and the light-matter interactions of interest occur, and the light is then collected
and guided to the opposite side of the chip by another identical solid core waveguide. An
overhead and a side view of the complete chip is provided in Figure 2-2.

Figure 2-2: (a) Overhead and (b) side view of the complete Slow Light ARROW chip.
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3

CLEANROOM PROCESSES

The purpose of this chapter is to outline the several machines and processes used in the
BYU IML in the fabrication of the Slow Light ARROW platform. The background provided in
this chapter will facilitate comprehension of the following chapters. A more in-depth study of the
various machines discussed can be found in [34-37].

The IML Facility
In order to better outline the fabrication of the Slow Light ARROWs, an overview of the
main cleanroom processes will first be provided. This overview will focus only on the systems
that are available here in the BYU IML and more specifically on those we use for our process.
The BYU IML is a class 10 cleanroom by Federal Standard 209E. This means that there are less
than 10 particles per cubic foot. As all machines in the IML are built for 100mm wafers, Slow
Light ARROW chips are currently fabricated on 100 mm silicon wafers. All but a few of the
final fabrication steps for the Slow Light ARROW chips are carried out in this cleanroom
environment.

Photolithography
Photolithography is critical to almost all microfabrication procedures and is the primary
way to pattern devices onto silicon wafers. A photolithography step requires a photoresist, a UV
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light source and a photolithography mask. A photoresist is a specially engineered polymer whose
structure is light sensitive. Photoresists are typically liquid but vary tremendously in viscosity.
Photoresists have a polarity which means there are negative and positive photoresists. Upon
exposure to UV light, a positive photoresist’s chemical structure will be altered so that it
becomes soluble in a specifically engineered solution called a developer. All areas not exposed
to UV light remain insoluble in the developer solution. A negative photoresist is altered in the
opposite way, such that the exposed portion of the photoresist becomes insoluble in developer
whereas non-exposed photoresist areas can be dissolved and removed.
To run a photolithography step in the IML, a wafer is placed on a vacuum chuck in a
spinner and photoresist is poured onto the surface. The wafer is then spun for a predetermined
amount of time and at a specific speed. The spin speed and the viscosity of the photoresist
determine the thickness of the photoresist layer. The two main photoresists used in the BYU IML
and therefore on the Slow Light Project are AZ series negative and positive photoresists
[MicroChemicals] and the SU-8 negative photoresist series [MicroChem].
Once the wafer is coated, it is placed in a mask aligner machine and a photolithography
mask is aligned immediately above it. A photolithography mask is simply a glass slide with
chrome patterns or features on it. The mask is aligned carefully and closely to the wafer and UV
light is shone through the mask onto the wafer. The UV light then exposes all photoresist not
shielded by the chrome features. At this point, many negative photoresists, including the SU-8
that is frequently used in our process, require additional baking time. This additional baking time
serves to reduce mechanical stress in thicker layers and also completes the chemical reaction
induced by the exposure. Finally, the exposed wafer is placed in the developer solution and the
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photoresist is removed. Figure 3-1 shows the complete process flow of a photolithography step.

Figure 3-1: Step diagram of a complete photolithography process. This example uses a positive photoresist.

A wide variety of processes can be run with photolithography. The photoresist can become
a permanent aspect of the device, it can be used as a temporary etch mask, or it can be used as a
sacrificial structural layer. In the current Slow Light ARROW, all three of these methods are
used with photoresists.

Wet Etching
Often, a mask is patterned onto a wafer using photolithography as explained above as a
precursor to an etching step. Etching is simply removing a specific material (or a portion of a
material) in a controlled way. The simplest etching technique is called wet etching and as
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implied by the name involves the use of a liquid etchant. The wafer to be etched is placed in a
liquid chemical solution that reacts destructively with a given material while not attacking the
other materials present. The choice of liquid etchant depends on the material(s) to be etched and
the BYU IML has many commercially prepared solutions designed specifically to selectively
etch materials like chrome, nickel and aluminum. Due to its simplicity, wet etching is typically
the preferred etch method. However, wet etching presents a major problem in some cases
because it is typically isotropic. An etch process is considered isotropic when it etches at the
same rate in all directions whereas it is considered anisotropic if the etch rate varies with
direction or orientation of the crystal structure of the substrate. This principle is illustrated in
Figure 3-2. For devices or features that require straight walls, isotropic etches are not
appropriate. As this is often the case is the ARROW process, an etching method other than wet
etching must be used.

Figure 3-2: Anisotropic vs. isotropic etch profiles. Typically wet etching is isotropic while dry etching can be
either.
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Dry Etching
The problem caused by isotropic etching can be addressed with an alternate technique
called dry etching. The most common form of dry etching is called reactive ion etching (RIE). In
reactive ion etching, the role filled by the liquid etchant in wet etching is taken care of by a
plasma, a highly energized gas. The plasma is generated by exposing a low pressure gas or
mixture of gases to a high energy RF field. The energy from this field ionizes the molecules and
the resulting particles react with materials on the wafer surface. These processes may be
isotropic or anisotropic depending on the machine setup. The basic setup of a parallel plate
reactive ion dry etcher is shown in Figure 3-3. There are three dry etchers in the IML and all
three are used in the ARROW process.

Figure 3-3: Diagram of a plasma etcher. This general setup is used by all three of the dry etch tools used in
the BYU IML.

The first dry etcher is a simple non-directional isotropic etcher designated PE2. This
machine is used almost exclusively with oxygen plasma to frequently carry out what is called a
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“descum” step. Descum steps are used to remove organic residue left by photoresists or rinses
and only last a minute or two. A typical Slow Light ARROW will be descummed over a dozen
times over the course of its fabrication.
The second dry etcher is called the Anelva RIE. This etcher is similar to the one in Figure
3-3 except that a size difference between the two electrodes creates a bias potential. The bias
strengthens one of the anisotropic processes at play but the process performance is still limited
by other isotropic processes [38]. The Anelva is used when the wall straightness is not critical
such as in the ARROW core expose step.
The final etcher is called the Trion. The Trion is an inductively coupled plasma (ICP)-RIE
system. The Trion allows for much greater control over the anisotropic to isotropic etch ratio
when compared to the Anelva. The Trion has a first region that inductively creates a plasma and
a second region that generates a potential to accelerate the ions towards the sample. In short, it
can create much straighter, taller walls in shorter amounts of time. The Trion is used in the
ARROW process to create the pedestal and the ridge waveguide, where wall straightness and
etch depth control are critical.

Physical Thin Film Deposition
The natural complement to material removal is material deposition. There are several kinds
of thin film deposition systems in the IML. Deposition systems can be either physical or
chemical. The three physical deposition systems available in the IML are a thermal evaporator, a
sputterer and an electron beam evaporator (E-beam). However, for all physical thin film
deposition in the Slow Light ARROW process, the E-beam evaporator is used. While the E-beam
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is capable of depositing a large range of materials, the ARROW process primarily uses it to
deposit chrome and nickel.
In order to deposit a film, a carbon crucible full of the desired material is placed in the
machine. The sample on which the material will deposit is placed in a planetary system towards
the top of the chamber. In this planetary system, the sample rotates around the chamber and on
itself to ensure even deposition regardless of sample geometry. The chamber also houses a quartz
crystal monitor which allows for precise control of deposition rate and final thickness. In the Ebeam system used in the BYU IML, the deposition material in placed towards the bottom of the
chamber in a carbon crucible. With the sample and the deposition material in place, the chamber
is vacuumed down first by a roughing pump and then by a cryogenic pump, monitored with an
ion gauge until it reaches 5.5·10-6 Torr. The deposition is done at high vacuum to ensure that the
mean free path of the evaporated particle is sufficiently long to travel to the sample in the
planetary system. With the chamber at high vacuum and the crystal monitor properly
programmed, the current to the electron gun is turned on and incrementally raised to heat the
deposition material. A beam controller allows the user to adjust the frequency and size of the
pattern the beam traces over the surface of the deposition material. The heating rate must be
carefully controlled when materials with large coefficients of thermal expansion (for example,
nickel) are used to prevent shattering the crucible. A shutter is used so that deposition does not
begin on the sample until the deposition rate is stable at the desired value. The deposition is then
run until the desired thickness is achieved. A full schematic of the E-beam system used for this
project is shown in Figure 3-4.
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Figure 3-4: Diagram of an electron beam deposition system.

Chemical Thin Film Deposition
Some thin films are chemically grown rather than physically deposited. In the Slow Light
Project, these films are silicon dioxide and silicon nitride. While there are a variety of chemical
deposition systems available, the IML uses plasma-enhanced chemical vapor deposition systems
(PECVDs) for all thin film growth. Information on other thin film growth systems can be found
in [36]. All CVD machines rely on chemical reactions between introduced gas-phase materials
and the wafer surface to create a film. PECVD machines create a plasma by running a strong RF
field through a reacting gas mixture between two electrodes. The energy imparted by the RF
field ionizes the gas and allows the ions to react with the wafer surface and build a film. Note
that the physical setup of a PECVD machine is very similar to that of a dry etcher as illustrated
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in Figure 3-3 with the difference that the bottom electrode may be heated. The film’s quality,
refractive index, and speed of deposition can be adjusted through the gas ratios, the process
temperature and the RF power. The recipes on the PECVDs in the IML change frequently to
adjust for changes made to the physical system or the needs of different research groups but
several aspects are constant. The process temperature is kept relatively low, between 250°C and
300°C. This is important as some of our devices are not structurally stable beyond that point.
Also, the gases used for silicon dioxide are always silane (SiH4) and nitrous oxide (N2O),
whereas silicon nitride is grown with a mixture of silane and ammonia gas (NH3).
There are two other important properties that are used to characterize film growth:
uniformity and conformality. Uniformity is simply a measure of how constant the film thickness
is over the surface of the wafer. Conformality can be expressed as a measure of the difference in
film thickness deposited onto vertical surfaces as compared to the thickness of films deposited
onto horizontal surfaces. Both properties are illustrated in Figure 3-5.

Figure 3-5: Graphical explanation of uniformity and conformality as they apply to thin films.
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PECVDs are inherently directional due to the RF field which means that films tend to be
less conformal. However, changes can be made to the gas ratios and to the process pressure to
mitigate this effect when needed.
Aside from reservoir attachment and loading which will be addressed later, all Slow Light
ARROW fabrication steps are carried out using one of the above techniques. With this section as
a background, the specific steps of the ARROW fabrication process can be outlined and
understood clearly.
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4

ARROW FABRICATION PROCESS

This chapter covers in detail all of the fabrication steps beginning with a blank wafer and
ending with a complete ready-to-test Slow Light ARROW chip. This outline starts with the
fabrication steps in the cleanroom which will depend heavily on the previous chapter. The stub
attachment and rubidium loading procedures are then explained. This chapter concludes with a
discussion of some alternative device designs that have been developed recently.

Cleanroom Microfabrication
The Slow Light ARROW fabrication process is typically divided into six major steps:
Bottom layers, Core, Pedestal, Top Layers, Ridge, and Core Expose. As mentioned previously,
the bottom layers are created by sputtering alternating layers of silicon dioxide and tantalum
oxide onto the plain wafer. The resulting layers are shown in Figure 4-1.

Figure 4-1: Diagram of the ARROW layer stack used by the Slow Light ARROW group.
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Both the materials and the thicknesses of these layers drastically affect the waveguiding
properties of the final device. In order to ensure optimal precision this step is carried out
commercially by ECI. Having these layers grown commercially also allows many wafers to be
ordered at once and thus drastically speed up the overall process. Beginning with these ARROW
layers, we use a PECVD machine to grow a 20 nm silicon dioxide barrier over the final tantalum
oxide. As will be evident later, this step is designed to protect the tantalum layer from exposure
to piranha during the final core etch step. At this point, the wafer is ready for the core step.

4.1.1

Core
The core is patterned using a negative photoresist called SU-8. In this step, the photoresist

is being used as a sacrificial structural layer and will alter be removed to form the hollow core.
SU-8 is available in a variety of types which vary greatly in viscosity. In this step, a more
viscous version, named SU-8-10, is chosen because it can be patterned into very tall features and
is capable of resisting relatively high heat. The SU-8 is spun on at 4400rpm to achieve a film
thickness of 5 μm. The photoresist is baked at 65°C for 10 minutes and then ramped up to 95°C
for 10 minutes before being allowed to cool to room temperature on the hotplate. At this point,
the SU-8 is exposed, baked again using the same pattern but for half the time, and then
developed. The wafer is then brought up to 200°C, cleaned with an oxygen plasma and then
again heated to 250°C in order to solidify the core and make sure it is stable through future hightemperature processes. At this point the wafer looks like the one shown in Figure 4-2.
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Figure 4-2: An SU-8-10 sacrificial core is patterned over commercially sputtered alternating ARROW layers
and a 20 nm oxide barrier layer.

4.1.2

Pedestal
The next step is called the pedestal. The pedestal exists to improve the transmission

properties of the hollow core waveguide by surrounding the ARROW layers with air. This step
was developed in [39] and further details on the motivation and design parameters can be found
therein. A positive photoresist called AZP4620 is spun onto the wafer. It is baked and exposed
for 60 seconds under a photomask. The whole wafer is then exposed without a mask for a period
of a few seconds. This process is called a flood exposure. The wafer is placed in developer where
the pedestal is patterned very quickly due to the long exposure. At the same time, the short flood
exposure weakens the rest of the photoresist so that it is removed very slowly by the
developer. We monitor the height of the photoresist with a profilometer until the top two
microns of the core are protruding. At this point, we place the wafer in the E-beam evaporator
and deposit 80 nm of nickel. After the nickel deposition, the wafer is placed in acetone. Since the

23

AZP4620 photoresist is soluble in acetone, it is eaten out from under the nickel and the nickel
only stays attached where it was contacting the wafer surface or the top of the core. The result of
this lift-off step is shown in Figure 4-3.

Figure 4-3: A liftoff step is employed to cover the top and sides walls of the core with nickel. The nickel also
covers the pedestal areas where the solid core waveguide will be patterned.

The wafer is placed in the Trion and etched until the bottom layers and 4 additional
microns of silicon substrate are removed. This etching is carried out in several steps. First, a
CFH3 process is run to etch through the bottom layers. The silicon substrate is etched using a
deep silicon etch process. This process enables high aspect ratios by alternating between etch and
passivation recipes [40]. During these etch and passivation steps, defects on the wafer surface act
as microscopic masks and create many small pillars in the oxide and silicon, leading to a very
rough surface. In order to smoothen the surface, the final step in the pedestal etch is an isotropic
silicon etch. A smooth top surface is crucial to proper formation and adhesion of future layers.
All recipes used in the Trion are outlined in Table 4-1.
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Table 4-1: Pedestal step etch recipes for the Trion listed in order of use.

Recipe Name
SAP Oxide
Si Passivation
Anisotropic Si Etch
Isotropic Si Etch

Process Gases (sccm)
O2
SF6
CHF4
125
9
75
30
20
52

Power (W)
Pressure (mTorr)
ICP RIE
350
70
18
550
0
120
550
60
35
0
200
150

With the pedestal etching complete, the wafer is rinsed in a 10:1 solution of RS-6 and
H2O2 to remove the fluorocarbon layer that forms over the wafer surface during etching[41, 42].
The nickel is then removed with specific nickel etchant and the wafer now looks like the one in
Figure 4-4 and is ready for the top layer.

Figure 4-4: Wafer after the pedestal step. The bottom layers remain only beneath the core and where the
solid waveguides will be patterned.

4.1.3

Top Layers
Historically, the top layers have been grown in the BYU IML using the PECVDs to build

alternating silicon oxide and silicon nitride films. However, several years ago, we ran
simulations and realized that having a single thick top oxide layer instead of alternating layers
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did not create a noticeable decrease in transmission. Since that time, we have grown a single 5.92
um thick top oxide layer. The exact thickness is established with FIMMWAVE, a simulation
software used extensively by the collaborators at UCSC. This layer is grown in the PECVD at
250°C and takes approximately three hours.

4.1.4

Ridge
After the top oxide, SU-8 is again spun onto the wafer. The SU-8 is patterned and used as

an etch mask in the Trion. The top oxide is etched in the Trion to a depth of 3 μm in order to
create a ridge waveguide on the surface of the chip using the recipe called SAP Oxide from
Table 4.1. The Trion is used in this step because straight, clean sidewalls are a critical condition
to ensure good transmission in the waveguides [43]. This completed ridge waveguide couples
with the hollow core and allows us to interface optically with the slow light chip. Once the etch
is complete, the SU-8 is removed in Nanostrip and the wafer is ready for the final step. A
diagram of the chip at this point is shown in Figure 4-5.

Figure 4-5: Wafer after the ridge has been etched into the top oxide (translucent aqua)
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4.1.5

Core Expose
The core expose step completes the wafer by etching out the SU-8 core and leaving a

hollow core ARROW. This is accomplished by spinning AZP4620 onto the wafer and patterning
it so that the ends of the core arms are exposed. The AZP4620 is hardened by being baked for
one hour at 150°C. The wafer is then wet etched in hydrofluoric acid (HF) to remove the top
layer and expose the SU-8 ends. The hardening step makes the AZP4620 insoluble in acetone so
the wafer at this point is placed directly in acid for core etching. The final wafer is shown in
Figure 4-6.

Figure 4-6: Wafer after the core expose. The sacrificial SU-8 layer (yellow) is ready to be etched in acid.

The wafer is placed in Piranha, a 50:50 mixture of sulfuric acid and hydrogen peroxide at
90°C for about a week. The Piranha is refreshed at least daily and the etch rate is monitored with
a microscope. Once the channel is clear of SU-8, the wafer is removed from Piranha and rinsed
in deionized water thoroughly. At this point it is removed from the cleanroom and ready for
optical testing. A full detailed outline of the fabrication process can be found in Appendix 1.
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Once the wafer is complete, it is cleaved so that each device can be individually tested.
Each chip is tested for optical transmission and the results are recorded so that we know how to
prioritize the chips that we load. For the duration of my tenure on this project, the initial cleaving
and optical testing has been carried out at UCSC. Once the chips have been cleaved and
evaluated, they are sent back to BYU for reservoir attachment and rubidium loading before being
sent back to UCSC for final slow light testing.

Working with Rubidium
Before discussing how we turn completed chips into slow light devices, a discussion of
Rubidium is in order. Rubidium is an alkali metal, and like all alkali metals it is highly reactive
with water and oxygen as well as a host of other materials. It is essential for slow light
experiments that the Rb remains uncontaminated. As a result, great care is taken to keep the Rb
pure during both storage and chip loading. Rudidium, like many other reactive substances, is
shipped in a glass ampoule as shown in Figure 4-7.

Figure 4-7: A commercially available Rubidium glass ampoule.
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The ampoule is initially filled with an inert gas and the Rb will remain viable while
contained in the sealed ampoule. In order to maintain the purity of the Rb, the ampoule can only
be opened in an inert environment. At BYU, all manipulation of the Rb is carried out in a
nitrogen glovebox. The glovebox is attached to a loading chamber, a Dri-train oxygen removing
system, and an oxygen and moisture monitoring system. The loading chamber is used to
introduce our devices into the glovebox. Every time samples are loaded, a small amount of
oxygen and other contaminants may be introduced to the system. The Dri-train is a tube full of
desiccant beads. The gas in the glovebox is continually cycled through this system with a small
fan to remove trace oxygen. The Dri-train must be periodically refreshed in order to remain
effective. This is done by first heating the cylinder and then flowing forming gas through it to
clean out the trapped oxygen. The humidity and the trace oxygen levels in the glovebox are also
carefully monitored to ensure that the environment is free of reactants. The oxygen trace sensor
cell must also be replaced and calibrated periodically to ensure reliable readings. The glovebox is
kept at less than 5 ppm of oxygen when not in use. It is also kept at a slight positive pressure so
that any leak would lead to nitrogen being expelled rather than atmosphere being sucked into the
chamber. Additionally, a vacuum is routed into the glovebox and a hotplate is left inside to
facilitate chip loading. The vacuum and associated vacuum gauge are used to vacuum bake
epoxy in order to minimize outgassing as well as to prepare the slow light chips for final loading.
A photograph of this glovebox system is shown in Figure 4-8 and the three main parts are
labelled. The Rb is stored in the open ampoule in a sealed glass jar inside the glovebox so that
the Rb remains viable even in the case of a glovebox accident or malfunction. Further discussion
of the optical properties of Rubidium vapor and its role in the project is included in Chapter 5.1.
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Figure 4-8: Photograph of the BYU glovebox system. The dri-train is used to regenerate the oxygen removing
beads. The loading chamber and inert atmosphere glovebox chamber are also labelled.

Stub Attachment
Over the course of this project, several different methods have been explored to create Rb
reservoirs on the chip. In multiple compatibility tests carried out several years ago, it was
initially postulated that copper does not react with Rb and is thus an excellent choice for the
reservoir walls. After some more careful investigation, it was discovered that this result only
holds if the copper is well oxidized and that Rb actually reacts quite readily with clean copper.
Several small copper plates were prepared and oxidized in different ways. The first plate is
cleaned in acid and not oxidized at all, while the other plates are all oxidized in a tube furnace set
at 120°C for varying amounts of time. These samples are then loaded into the glovebox and a
small rubidium drop is placed on each of them. After cooling, the Rb drop is smeared to increase
the visible surface area and improve observation. When exposed to clean copper, rubidium first
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loses its metallic sheen and then slowly turns to a white powder. Since this experiment is carried
out in the glovebox, eventually trace amounts of oxygen deteriorate the rubidium as well. This
oxygen contamination is known to take about two or three days in the glovebox and is visually
similar to the copper contamination although much slower. The results of this experiment are
summarized in Table 4-2.
Table 4-2: Description of Rubidium on a copper plate over time. Notice that around 48 hours,
the oxygen in the glovebox comes into play.

Time since load
(hours)
1
5
10
24
48

Clean
Dull
White
White dust
White dust
White dust

Copper type
RT for 2 hours
120C for 2 hours
Shiny
Shiny
Dull
Shiny
White
Shiny
White
Dull
White dust
White

120C for 24 hours
Shiny
Shiny
Dull
Dull
White

Since this discovery, care has been taken to always clean any copper in dilute sulfuric acid
(50:50 with deionized water) before oxidizing it in a controlled environment. This controlled
oxidation happens in the same tube furnace used in the previous experiment set at 120°C for
approximately 2 hours. With this adjustment, copper is definitely the best option for stubs. The
only two methods currently in use for stub attachment have involved copper stubs attached either
by soldering or by epoxy.
Soldering requires an additional processing step in the cleanroom that has not yet been
mentioned. In order to solder to the chip, a metal doughnut is deposited around the core entrance
using the E-beam. These doughnuts are made by first depositing a 125 nm layer of Chrome for
good adhesion to the silicon dioxide, followed by a 125 nm layer of nickel to ease the soldering
process. While various solders including lead-tin, tin, and indium have been tried, previous work
suggests that the optimal attachment method is indium solder that has been electroplated with
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nickel and copper [24]. After depositing the nickel and chrome in the E-beam, the pads are
electroplated first with more nickel and then with copper. Indium solder is applied to the pad and
the copper stub and the seal is rinsed with deionized water after cooling to remove any flux
residue. Finally, the whole system is electroplated again with nickel and then with copper. The
nickel is necessary because it acts as a protective barrier and prevents copper and indium from
forming an alloy [44]. This setup creates the ideal scenario of having only oxide and oxidized
copper on the inside surface of the reservoir. Further details of this process can be found in [23]
and a schematic is shown in Figure 4-9. Despite promising advances however, this method has
been primarily applied to larger testing platforms and continues to be problematic to integrate
into the chip geometry.

Figure 4-9: Current electroplating process for stub attachment. (a) Chrome and nickel pads are deposited via
electron beam deposition. The pads are electroplated with (b) nickel and then (c) copper. A copper stub is (d)
attached with pure indium solder. Finally, the whole system is again electroplated with (e) nickel and then (f)
copper.

In the meantime, epoxy continues to be a less optimal but viable attachment method.
Rubidium does react with the epoxy over time, but the reaction is quite slow, especially if the
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epoxy volume is minimal. Of all of the epoxies that have been tried over the last several years,
Aremco-Bond 2310 has yielded the best results. Investigations with silver epoxy and the
possibility of an electroplated epoxy system have been carried out but have not yielded any
successful results to date. The performance of alternate epoxies is documented extensively in
[23, 33].

Rb Loading and Sealing
Once the stubs are attached, the chips undergo a vacuum bake-out to drive out solvents and
contaminants from the flux or the epoxy. The devices are left in a vacuum at ~1 mTorr for at
least 24 hours at 120°C. The temperature is chosen to be as high as possible without causing
damage to the epoxy or the solder seal. This step also helps to further oxidize the copper stub.
The chips are then moved from the vacuum oven to the loading chamber of the inert gas
glovebox system. The loading chamber is vacuumed down to ~1 mTorr and cycled back up to
near atmosphere and back down with pure nitrogen a minimum of three times in order to remove
as much oxygen as possible. The loading chamber is then opened from the inside of the glovebox
and the devices to be loaded are brought inside.
When samples are ready to load, the Rb is removed from the storage jar in which it is kept
and placed on a hotplate at 110°C until the Rb is melted. It is then overturned and tapped lightly
on a clean glass microscopy slide in order to extract a small amount of Rb. Once enough Rb is
obtained, the ampoule is promptly returned to the sealed glass jar for storage. Using a thin
stainless steel syringe needle, a small amount of solid Rb is transferred to the inside wall of the
stub. The stub is then attached to a vacuum hose and allowed to vacuum down to less than 1
mTorr. The vacuum system attached to the glovebox is capable of going several orders of
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magnitude lower than the millitorr regime but the gauge attached only measures down to 1
mTorr. The device is left attached to the vacuum for 10 minutes after the gauge reaches 1mTorr
before being sealed.
The devices are sealed using a technique called cold-welding. Traditional welding requires
temperatures that far exceed those that the ARROW devices can handle. However, specially
designed cold-weld pliers apply enough force to the sidewalls of the copper tube to fuse it
without the application of any heat. This is an ideal sealing method for us as it also requires no
chemicals, which could add contaminants to our system. Once the device has been allowed to
vacuum down for sufficient time, the pliers are used to simultaneously seal the copper stub and
separate it from the vacuum. The complete setup is diagramed in Figure 4-10, along with a
photograph of the cold weld pliers.

Figure 4-10: Diagram of the loading setup inside the glovebox and photo of the cold weld crimping tool. The
dotted line in the diagram indicates where the cold weld is applied.

When the seal is successful, the copper detaches without any additional pressure or bending
needed. The strength of the seal is determined by reading the vacuum gauge still attached to the
leftover side of the copper stub. Once both reservoirs have been sealed, it is removed from the
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glovebox and immediately packaged and sent overnight to UCSC for testing. While a variety of
packaging methods have been used for shipping, the current method assures the least damage
during travel. A small plastic container is flipped upside down and a small piece of mounting
tape is attached to the inside of the lid. The chip is then placed on this mounting tape and a foam
packing peanut is placed in the container to hold the stubs in place. Finally, the closed container
is wrapped in bubble wrap and placed in a cardboard box full of foam packing peanuts.

Dual Core Systems
While a single channel is capable of demonstrating slow light, virtually all practical
device-oriented applications of slow light require two or more channels. The previous sections
outline the simple single core Slow Light ARROW system. However, an alternate dual core
ARROW chip design also exists. Development of the dual core system began by investigating
the possibility of splitting the ridge waveguide. A mask full of splitters with a wide range of
angles was designed in Cadence and then fabricated in the IML. These devices were then sent to
UCSC for characterization. After determining the optimal angle for the splitters through testing
and simulation, all of the masks needed for the chips were redesigned and fabrication of the dual
core devices began. The fabrication process for the dual core system presented a handful of
challenges. During the pedestal step, nickel is deposited over photoresist and acetone is then used
to remove the photoresist and therefore remove the nickel in a process called “lift-off”. In this
process, steps are taken to ensure that the edges where the nickel breaks are clean and sharp. In
the single core layout, the nickel is removed from large areas with few anchors so it breaks very
cleanly. However, in the dual core layout, the space between the two cores is narrow and the
nickel is well anchored all around its perimeter. This either causes the nickel to not remove well
or causes section of the nickel to tear away from the top of the core, both of which are
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catastrophic to the pedestal etch. In order to mitigate this problem, a five minute sonication step
is added right after the wafer is placed in acetone. The wafer is kept in acetone during the
sonication step and the sharp edges are removed. A top view diagram of the dual core system is
shown in Figure 4-11.

Figure 4-11: Diagram of the dual core Slow Light ARROW system seem from above. Notice the splitters in
the solid core waveguide portions.

Another consideration unique to the dual core is the core etching time. The Piranha moves
through the reservoir arms at the same rate as in the single core, but once the Piranha reaches the
split, the etch time increases dramatically. Etching time for dual core wafers is in excess of two
weeks. A hydrogen peroxide to sulfuric acid ratio of 60:40 is used in an attempt to improve etch
time over the typical 50:50 but has minimal impact. Increasing the temperature speeds up the
etch process but also destroys devices and leads to lower yield [45]. Ultimately, etch time
remains an issue since several devices tend to crack when left in heated Piranha over such
extensive time periods.
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Finally, this alternate design was also used as an opportunity to optimize the stub
attachment sites by placing them as far from each other as possible while maximizing the chips
per wafer. Having the stubs farther apart greatly facilitates loading and reduces the risk of
breaking the chip by contacting the copper stubs with the crimping tool discussed above. Other
than these changes, the fabrication of the dual core chip is identical to the single core. As will be
discussed in the following chapter, this dual core design is the starting point for any useful
device applications.
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5

LIGHT MATTER INTERACTIONS

Since the ultimate goal of our devices is that they exhibit slow light and other quantum
effects, it is imperative to recognize the fundamental quantum principles behind the project.
During my time on this project, all devices have systematically been probed for rubidium spectra
with hopes of moving to electromagnetically induced transparency (EIT) and slow light deviceoriented tests. This chapter will focus on light-matter interactions starting from basic chemistry
principles and ending with useful device geometries.

Rubidium Properties
Rubidium is an alkali metal with a smooth, bright, metallic appearance. It is highly
malleable at room temperature and has a melting point of 39.5°C. Both of these properties make
it easier to work with within the limitations of the aforementioned glovebox. While these
physical properties are helpful to us, rubidium has even more interesting characteristics in terms
of its optical properties. First, rubidium has a unique energy transition structure around 780 nm,
which is a wavelength for which there are commercially available lasers and other optical
components. Another advantage of rubidium is evident in its electron configuration, shown in
standardized form below:
[1s22s22p63s23p63d104s24p6]5s1.
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(5.1)

There is only one electron in the valence band (the part outside of the square brackets).
Additionally, this outer electron is quite far from the nucleus, which means it is more loosely
bound and can be more readily excited. Another way to state this concept is that rubidium has a
very low electronegativity. This is a very desirable condition for us since our testing aims to
maximize the interactions between these electrons and light of the appropriate wavelength. A
more precise description of our testing process will further elucidate these advantages.

Atomic Spectroscopy
Atomic spectroscopy is the study of the electromagnetic radiation absorbed or emitted by
atoms. The electrons of a given atom can be described in terms of their orbital. In turn, this
orbital can be represented by four quantum numbers: n, l, m, and s. The principal quantum
number (n) gives information about the size of the orbital. Since the electrons are attracted to the
nucleus due to their opposite charge, an electron must absorb energy to move from an orbital
close to the nucleus to another orbital farther away. In this sense, the principal quantum number
indirectly represents the energy of the orbital. The angular quantum number (l) describes the
shape of the orbital. Orbitals can be spherical, polar, cloverleaf, and other more complex shapes.
Thirdly, the magnetic quantum number (m) refers to the orientation in space of a particular
orbital. Finally, the spin quantum number (s) describes the spin of the electron, which can be
clockwise or counterclockwise. No two electrons can have the same set of quantum numbers, in
other words, no two electrons can occupy the same quantum state.
Quantum numbers allow us to define the energy level of an electron within an atom. When
electrons move between energy levels they absorb or emit energy equal to the difference between
them. In optical atomic spectroscopy, the energy is absorbed or emitted in the form of a photon.
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The wavelength of these photons is directly related to the electronic transition. While many
electronic transitions can occur in complex elements, every element has a unique structure and
thus the wavelengths of the emitted light is characteristic to that element. In Rubidium, the D1
and D2 lines that we use occur at 795 nm and 780 nm respectively. These wavelengths also
enable the use of relatively inexpensive laser sources [46].
There are several practical setups to use atomic spectroscopy, but we use atomic absorption
in this project. Atomic absorption occurs when light of the appropriate wavelength interacts with
the rubidium atoms and causes them to enter an excited state as they absorb the light. Since the
amount of light absorbed increases predictably with an increasing number of atoms, atomic
spectroscopy allows us to quantify how much rubidium we have in the light path. We make
frequent use of this technique in our project to determine the atomic density of rubidium in a
variety of geometries. This technique has provided us with valuable information about the
compatibility of certain materials with rubidium as well as the lifetime of viable rubidium in a
variety of setups.

Hyperfine Splitting and Spectral Shape
In typical atomic models, all electrons occupying the same orbital are approximated to have
the same energy level. However, all electrons have a unique energy level based on the suborbital
in which it finds itself and its own angular momentum. On top of this initial differentiation, there
are two other source of energy level differences in electrons called fine and hyperfine energy
level splitting. Fine energy level splitting is caused by the interaction between the angular
momentum and the spin of an orbiting electron. Hyperfine splitting occurs due to the interaction
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of the magnetic moments of the electron and the nucleus. Hyperfine splitting happens at a scale
about four orders of magnitude below fine splitting.
As observed in Equation (5.1), there is a single electron in the valence shell of the ground
state of Rb, so there is no fine splitting. However, the first excited suborbital does have fine
splitting and occurs in the 5p orbital. The D1 and D2 lines which we use are made up of the
52S1/2 →52P1/2 and 52S1/2→52P3/2 transitions respectively. The D1 and D2 transitions are depicted
in detail in Figure 5-1 [33].

Figure 5-1: Rubidium D1 and D2 line energy structures

The D2 line is made up of six transitions while the D1 line is made up of only four. The
energy jump from the 52P1/2 state is lower for the D1 line, which leads to a higher wavelength
[47].
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At BYU, the D2 line is used for all device testing. The spectral line shape is entirely a
result of the transitions just discussed and their locations and frequency. Figure 5-2 shows a
normalized D2 line spectrum for rubidium.

Figure 5-2: D2 Line spectrum of rubidium vapor. The atomic angular momentum (F) corresponding to each
transition is shown along with the relative frequency spacing.

There are four distinct peaks in the spectrum. The depth of each peak is a function of the
relative abundance of the isotope in naturally occurring rubidium. Naturally occurring rubidium
consists of 72.17% 85Rb and 27.83% 87Rb and the depths of each peak is a function of the
relative abundance of the isotope at hand. Thus, the two 87Rb are significantly less deep than the
two 85Rb peaks. Each peak actually consists of three peaks that are close enough together to be
indistinguishable from each other. This is due to Doppler broadening, which is discussed in the
following section. The 6.8 GHz and 3 GHz separations between the two 87Rb and 85Rb peaks are
a result of the 52S1/2 orbital splitting seen at the bottom of Figure 5-1. The D2 line is used at
UCSC to test loaded devices and is similar to the D1 line in shape with the notable difference
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that the hyperfine splitting structure is greater than the Doppler broadening effect at room
temperature and thus the individual peaks are distinguishable [47].

Doppler and Pressure Broadening
Doppler broadening is a result of the thermal motion of atoms along the axis of the probe
beam. Atoms moving towards the probe beam source experience a blue shift while those moving
away experience an opposite red shift [48]. This motion of atoms in a vapor can be described by
a Maxwell-Boltzmann distribution and the resulting Doppler width is shown in Equation (5.2)
∆𝜔𝜔𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =

𝜔𝜔0
𝑐𝑐

8𝑘𝑘𝐵𝐵 𝑇𝑇

�

𝑀𝑀

,

(5.2)

where 𝜔𝜔0 is the center transition frequency, 𝑐𝑐 is the speed of light, 𝑘𝑘𝐵𝐵 is the Boltzmann constant,
𝑇𝑇 is the temperature, and 𝑀𝑀 is the atomic mass. Notice that the Doppler broadening depends on

temperature which is important to keep in mind for testing. At room temperature, the distribution
of the velocity of the atoms is Gaussian with a 0.5 GHz FWHM [46]. This broadening is what
makes the hyperfine transitions in the D2 line indistinguishable from each other. It is worth
noting briefly that the effect of Doppler broadening can be eliminated by using a popular setup
called Saturation Absorption Spectroscopy (SAS). In SAS, a pump beam is used to propagate the
probe beam in two opposite directions at the same time. Thus, the atoms that do not experience
Doppler shift are transparent while those who experience a red shift also experience an
equivalent blue shift and vice versa [49]. A simple SAS setup is shown in Figure 5-3.
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Figure 5-3: Simple SAS setup. Two beams propagate in opposite directions to effectively cancel Doppler
broadening and make hyperfine structure visible in the spectrum.

Another common source of broadening in atomic vapor cells in called pressure broadening
[50]. Pressure broadening occurs simply because a higher pressure by definition means a higher
atomic density and thus a higher collision probability. Collisions between atoms distort the
energy levels and lead to peak broadening. Pressure broadening is described by a Lorentzian
distribution and the resulting linewidth broadening is shown in Equation 5.3
∆𝜔𝜔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ≈

𝑛𝑛𝑛𝑛
𝜋𝜋

2𝑘𝑘𝐵𝐵 𝑇𝑇

�

𝑀𝑀

.

(5.3)

Here, n is the number of atoms per unit volume, σ is the collision coefficient, and all other
variables are the same as in (5.2). Pressure broadening is negligible compared to Doppler
broadening at low pressures. Since the Slow Light ARROW is vacuumed down after loading, the
initial effect of pressure broadening is not noticeable. However, since many of our devices fail
because of outgassing epoxies and other chemical contaminants, pressure broadening has been
effectively used as a tool to determine the lifetime and viability of complete samples [23].
Natural broadening is worth mentioning for completeness although it is typically
somewhat insignificant in the presence of Doppler and pressure broadening in Rb D lines. This
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broadening is described by a Lorentzian distribution just like pressure broadening and is a result
of the Heisenberg uncertainty principle [51].

EIT
Many useful device-oriented applications rely on nonlinear optical effects.
Electromagnetically induced transparency (EIT) is often listed as one of the most basic and
important of these effects. EIT is also the setup used for the pioneering experiments of the slow
light field. Lene Hau at Harvard slowed the group velocity of light to 17 m/s using EIT in 1998
[52]. However, Hau’s group uses hyper-cooled Bose-Einstein condensates (BEC) which are
impractical for integration. Rubidium vapor and EIT have been used to slow light to 8 m/s [53].
Rubidium, like other alkali metals, is a good candidate for quantum coherence experiments
because of the long metastable state lifetimes in its energy structures.
Simply put, EIT creates a window of transparency over a narrow spectral range within a
normally opaque absorption line based on quantum coherence phenomena. A high power
coupling beam and a lower power probe beam are used to cause a transmission increase at a
specific frequency. EIT can be carried out in only three possible atomic structure configurations,
shown in Figure 5-4.

Figure 5-4: The three possible EIT configurations. (a) V-type scheme. (b) Λ-type scheme. (c) Ladder or
cascade-type scheme. Notice that each configuration has one forbidden transition (only two arrows).
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In each of these three configurations, there is an important dipole forbidden transition and
only two allowed transitions, indicated by red arrows. This means that the forbidden transition
cannot be induced by an oscillating electric field, while the other two transitions are dipole
allowed. Only the lambda configuration is commonly used in rubidium D2 lines. A weak probe
beam is tuned to the 1-3 transition with a 𝜹𝜹𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑 detuning and a strong coupling beam is tuned to

the 2-3 transition with a 𝜹𝜹𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 detuning. When the probe is scanned, it experiences the

typical Lorentzian absorption profile of the excited state. Then as the coupling beam is turned on,
the probe beam experiences a window of transmission in the absorption whenever 𝜹𝜹𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑 and

𝜹𝜹𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 are equal and within the linewidth of the transition. In simpler terms, the presence of
the strong coupling field creates a spectral window of transparency that is detected by the

probing field. The EIT setup at UCSC uses two external cavity diode lasers (ECDLs) to generate
the probe and coupling beams. Both beams are coupled from optical fiber onto the ARROW chip
platform. The light at the output of the ARROW chip is collected by an objective lens and passed
to a detector. In order to separate the coupling and probe beams at the output, a lock-in amplifier
is used in combination with a chopper to provide modulation of only the probe beam. Figure 5-5
shows a schematic of this EIT setup, which was used to demonstrates electromagnetically
induced transparency on ARROW platforms in [4] . Figure 5-6 shows a typical EIT spectrum
response. The dotted line represents the spectrum with the coupling beam turned off, while the
solid line shows the spectrum exhibiting EIT with the coupling beam at full power. As expected,
a spectrally narrow transmission window is visible within the typical absorption peak.
While EIT in itself is an interesting phenomenon, it is limited in terms of its real-life
applications. However, by exploiting the extreme dispersion that occurs in the transparency
window created by EIT, we can demonstrate a condition called slow light.
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Figure 5-5: EIT setup for the Slow Light ARROW chip

Figure 5-6: EIT spectrum, notice the strong absorption dip at the center frequency when the coupling beam is
turned on (solid line).
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Slow Light Theory
Slow light is simply the ability to reduce the group velocity of an optical signal [54]. Often,
two velocities are used to characterize light. The first is phase velocity, which is the speed at
which the phase of the electromagnetic wave travels, and is given in Equation (5.4)
𝑐𝑐
𝑣𝑣𝑝𝑝 = .
𝑛𝑛

(5.4)

where c is the speed of light and n is the refractive index. Notice that if the electromagnetic wave
is traveling in a vacuum, the phase velocity is simply the speed of light. To slow down light by
any appreciable amount through its phase velocity would require a medium with an extremely
large index of refraction. In practice, a medium with such a high refractive index and low
absorption is very hard to find and the phase velocity is ultimately not the path to slow light. The
second velocity used to describe light is group velocity, shown in Equation (5.5)
𝑣𝑣𝑔𝑔 =

𝑐𝑐

𝑑𝑑𝑑𝑑
𝑛𝑛 − 𝜔𝜔
𝑑𝑑𝑑𝑑

.

(5.5)

where ω is the frequency [55, 56]. All real optical sources generate light made up of a variety of
wavelengths. In other words, all practical light has a finite bandwidth. While phase velocity
measures the speed of a single wavelength component of the light, group velocity describes the
speed at which the whole spectrum of wavelengths travel. The group velocity can be slowed
down by creating a strong rate of change of the index of refraction versus frequency as shown in
Equation (5.5). This steep slope in the index of refraction is exactly what is created through EIT
as evidenced in Figure 5-6. The very large positive slope that occurs in an EIT situation leads to
extremely slow group velocities [57]. In the setup used by the ARROW project, when a signal is
modulated onto a laser and sent through the device, the signal velocity will decrease as it passes
through the Rb vapor filled hollow core.
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Stopped Light
By dynamically controlling the coupling field used in EIT, the probe beam can not only be
slowed down but stopped and stored in the medium entirely. This process is typically understood
by presenting the light-matter interaction as a superposition state of photonic and atomic
excitations. This state is modeled by a dark state polariton described by Equation (5.5):
Ψ(z, t) = 𝑐𝑐𝑐𝑐𝑐𝑐θ(t) ∗ E(z, t) − 𝑠𝑠𝑠𝑠𝑠𝑠θ(t)√𝑁𝑁σ12 (𝑧𝑧, 𝑡𝑡); 𝑐𝑐𝑐𝑐𝑐𝑐θ(t) =

Ω𝑐𝑐 (𝑡𝑡)

�Ω𝑐𝑐 2 (𝑡𝑡) + 𝑔𝑔2 𝑁𝑁

,

(5.6)

where E(z,t) is the electric field, N is the atomic number density, θ is the phase angle, 𝛺𝛺𝑐𝑐 (t) is the
coherent coupling field, 𝜎𝜎12 (𝑧𝑧, 𝑡𝑡) is the dark-state superposition and g is the atom-field coupling.
Notice that the phase angle can be controlled with the intensity of the coupling field. As the

coupling field is slowly turned off, the first term in equation (5.6) goes to 0 and the amplitude
and phase of the probe pulse is transferred into purely atomic excitations. The amplitude and
phase of the probe pulse can then be retrieved later by turning the coupling field back on slowly.
In simple terms, the dark-state polariton allows us to pass information from the photonic realm to
atomic states and back by controlling the coupling field [58].
Stopped light differs from slow light in a few important ways. Firstly, in slow light, the
speed of the light is limited by the coupling field strength, whereas in stored light situations, the
limiter becomes the inherent coherence dephasing rate of the medium at hand. Alkali atomic
vapors have hyperfine structures that allow for small coherence dephasing rates [59] and stopped
light has been demonstrated in atomic vapor in [60]. In waveguide geometries, wall-vapor
interactions that lead to coherence dephasing can be mitigated by the application of coherence
preserving atomic monolayers [61] which will be discussed in greater detail in Section 6.7.
Stopped light also presents advantages in terms of devices. Adjusting the coupling field
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parameters used to retrieve information allows us to manipulate both the pulse width and
frequency of the probe being output [62, 63]. Also, using several separate coupling fields opens
up device possibilities that will be outlined in the following section.

Slow and Stopped Light Devices
As mentioned in Section 4.5, in order to move from proof-of-concept devices to practical
devices, we need to extend our platform to have several independent atomic vapor cells. The
greatest challenge to fabricating multi-core ARROW systems is splitting the solid core
waveguide without incurring catastrophic loss. The current solution to this challenge is the use of
Y-splitters which have been studied extensively by several ARROW groups and have been well
characterized [64]. These Y-splitter can be incorporated into the Slow Light platform as shown
in Figure 4-11. I will next outline three ways in which this platform can be used to create useful
devices in order of increasing complexity.
The first device is a Mach-Zehnder interferometer (MZI) which uses slow light. In an MZI,
a beam is split into a signal and a reference signal and these two are combined after traveling
through a medium. The transmission is given by:
𝑇𝑇 = 𝑒𝑒 −𝐿𝐿𝑅𝑅𝛼𝛼𝑅𝑅 + 𝑒𝑒 −𝐿𝐿𝑆𝑆 𝛼𝛼𝑆𝑆 + 𝑒𝑒

−𝐿𝐿𝑅𝑅 𝛼𝛼𝑅𝑅 −𝐿𝐿𝑆𝑆 𝛼𝛼𝑆𝑆
2 𝑒𝑒 2

∗ 2 cos(ΔΦ),

(5.6)

which clearly depends strongly on the phase shift ΔΦ in the two arms. The usefulness of slow
light in such a setup becomes evident when examining the spectral sensitivity given as
𝛿𝛿𝛿𝛿 =

𝑑𝑑(𝛥𝛥𝛥𝛥)
𝑐𝑐0
=
,
𝑑𝑑𝑑𝑑
2𝐿𝐿𝑠𝑠 𝑛𝑛𝑔𝑔
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(5.7)

which is inversely proportional to the group velocity, 𝑛𝑛𝑔𝑔 . This dependence allows us to achieve

excellent resolution on a small slow light chip. Figure 5-7 shows an MZI implementation on the
Slow Light ARROW platform.

Figure 5-7: Implementation of a Mach-Zehnder Interferometer using slow light on the ARROW chip. Notice
that the signal passing through the upper arm experiences slow light while the light passing through the
bottom arm is not influenced at all. The combination of these two beams detected at the output can then be
used to determine the relative phase shift.

The next two device examples are similar and both are based on stopped light so they will
be discussed together. The first device is an optical buffer. Optical buffers serve to resolve pulse
contention. This device can be implemented by sending two pulses simultaneously into two
vapor cells and turning off the coupling beam to store their information in each of the respective
vapor cells. The two signals may then be released one after another by turning on the coupling
field first in one and then in the other. The output is a single signal with the sorted pulses one
after another. The second device is a bit multiplexer. The light storage in this implementation is
identical to that of the buffer just discussed. However, the information is now retrieved using a
coupling field that is twice as strong as the one that was previously turned off to store it. This
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results in a doubled velocity and pulse widths that are halved. Both original pulses can now be fit
in the same time window. Multiplexers are essential to all-optical processing. Diagrams of both
devices are shown in Figure 5-8.

Figure 5-8: Optical buffer (a) and bit multiplexer (b) devices using stopped light. Notice that the functionality
is controlled with the input pulses so both devices can be implemented on the same physical platforms. The
left half of the bit multiplexer is not redrawn since it is identical to that of the optical buffer.

These devices have not yet been built at BYU but the Y-splitters have been successfully
fabricated and the necessary proof-of-concept experiments have been successful. Slow and
stopped light devices are the natural next step.
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6

DIFFUSION ISSUES

This chapter focuses on the main problem that was discovered, addressed, and quantified in
this dissertation: rubidium transport in confined geometries. The theoretical background and
discovery of this problem is first outlined, followed by the development of a testing platform.
Results from this testing platform are presented and a mathematical model is devised and applied
to our specific on-chip geometry. The solution to this problem is presented in the following
chapter.

Diffusion Problem Discovery
The initial successful results reported in [4] were exciting but difficult to reproduce. A lot
of effort was subsequently put into simplifying the fabrication process, stub attachment, loading
process, and shipping methods in hopes of boosting the number of successful chips produced.
Many different parameters were varied and results were tabulated but many devices continued to
show no spectrum.
After some time, the decision was made to return to the basics and identify the key
problem with yield. The fabrication steps had not changed substantially and the structural
integrity of the chips could be verified to ensure their transmission and stability. Stub attachment
and loading were simplified as much as possible and returned to proven methods. Ultimately, the
main issues with our non-functional chips were 1) whether or not Rb was getting into the active
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region of the core and 2) whether or not the Rb was surviving once there. Restating the problem
in such simple terms led to an investigation of diffusion.
The first step to understanding Rb transport in our system is to determine which diffusion
mechanism dominates the system. There are three relevant diffusion mechanisms to examine:
molecular diffusion, viscous diffusion, and Knudsen diffusion [65]. The three types are
graphically represented in Figure 6-1.

Figure 6-1: Illustration of the three diffusion types along with the most common combination type.

Molecular diffusion is a result of the relative motion of different gas types [66-68]. Due to
its simplicity, Fick’s Law is usually used to describe the correlation between the diffusive flux of
a given gas and its concentration gradient in steady state [69]. Viscous diffusion refers to the
collisions between neighboring particles moving at different velocities. This typically occurs
when a liquid or a gas is forced through a tube and the particles near the tube center move more
quickly than the particles near the walls. Knudsen diffusion is the governing mechanism when
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the collisions of gas particles with each other are much less frequent than collisions with the tube
walls.
Determining which diffusion regime the ARROW platform belongs in can be done
mathematically. The Knudsen number is typically used to differentiate the different regimes and
is simply the ratio of the gas molecular mean free path to some relevant length scale as shown in
Equation (6.1)
𝐾𝐾𝑛𝑛 =

𝜆𝜆
.
𝐿𝐿𝑠𝑠

(6.1)

In the ARROW system, the relevant length scale is the effective diameter of the hollow core and
the mean free path can be calculated through Equation (6.2):
𝜆𝜆 =

𝑘𝑘𝐵𝐵 𝑇𝑇

√2𝜋𝜋𝜋𝜋𝑑𝑑2

.

(6.2)

Here 𝑘𝑘𝐵𝐵 is the Boltzmann constant, p is the gas pressure, and d is the diameter of the gas

molecule. Plugging in a standard storage temperature of 90°C, a typical system pressure of 1
millitorr and the effective diameter of an Rb atom (580 pm) yields a mean free path of 2.5 cm. In
order to calculate the Knudsen number, the diameter of a cylindrical tube is typically chosen as
the required 𝐿𝐿𝑠𝑠 value. However, an effective diameter can be calculated for a square cross section
[70] using Equation (6.3)

𝐿𝐿𝑠𝑠 (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) = 4

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴
𝑊𝑊 ∙ 𝐻𝐻
=2
.
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑊𝑊 + 𝐻𝐻

(6.3)

Inserting the ARROW dimensions of 12 μm for width and 6 μm for height leads to a length scale
of 8 μm. This in turn can be plugged into Equation (6.1) with the mean free path of 2.5 cm for a
Knudsen number of 3125.
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When 𝐾𝐾𝑛𝑛 is much greater than 10, collisions of the gas particles with the cell walls are much

more important than the collisions the gas particles experience with each other, which leads to
negligible molecular diffusion and viscous diffusion. The Knudsen number derived for the
ARROW platform is several orders of magnitude greater than 10, so the only relevant transport
mechanism present is Knudsen diffusion. This conclusion makes sense as literature supports that
Knudsen diffusion only enters into play in very small geometries (2-50 nm) or in low pressure
environments [71, 72].
Knudsen diffusion has been studied extensively in porous media because of its significance
in major technologies such as catalysis and electrochemistry [73-75]. Typically, complex
structures are represented as straight cylindrical channels and simulated using Monte Carlo
techniques [76, 77]. While these studies provide a vast amount of information on Knudsen
diffusion, it remains a complex mechanism and many studies seem contradictory [78-80]. Still,
examining the fundamental equations and evaluating the predicted time-scales provides
information on our system.
There are two kinds of Knudsen diffusion: Knudsen self-diffusion, which relates to the
translational mobility of individual particles, and Knudsen transport-diffusion, which is diffusion
under the influence of a macroscopic concentration gradient [81]. In the presence of a buffer gas,
both kinds must be taken into account. However, in the current loaded ARROW chip, we are
concerned only with Knudsen self-diffusion. The molecular flux of a given gas due to Knudsen
self-diffusion is given by the general diffusion equation, derived from the kinetic theory of gases
[82] and is shown in Equation (6.4)
𝐽𝐽𝐾𝐾 = −𝐷𝐷𝑘𝑘

𝛿𝛿𝑐𝑐
,
𝛿𝛿𝑥𝑥
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(6.4)

where 𝐷𝐷𝑘𝑘 is the Knudsen diffusivity and the differential term is the molar fraction of the gas. The
Knudsen diffusivity can be estimated in Equation (6.5) [83]
𝐷𝐷𝐾𝐾 = −

𝑑𝑑𝑘𝑘 8𝑅𝑅𝑅𝑅
�
,
3 𝜋𝜋𝜋𝜋

(6.5)

where 𝑑𝑑𝑘𝑘 is the diameter of the tube (recall the 8 μm effective diameter) and M is the molecular

weight of the gas in kg/mol. This diffusivity can be plugged into (6.4) and the differential

equation can now be solved. As in most many diffusion systems, the solution takes the form of a
complementary error function (erfc) and predicts time scales for diffusion in minutes. It is worth
noting briefly that an alternate method exists for predicting Knudsen diffusion. This simple
approach makes use of a factor called the transmission probability (𝑡𝑡𝑝𝑝 ). This 𝑡𝑡𝑝𝑝 value is used to

predict whether or not a particle will pass through a small tube and is dependent solely on the

tube dimensions [84]. However, these values are not well determined at dimension limits and the
difference between the ARROW diameter and its length are too substantial to allow this model to
be of much use.
The discrepancy between these predictions and the time scales typically tested and
observed in this project highlight a significant challenge. The difference is mostly due to the
choice of Rb in the ARROW system. Rubidium and other alkali metal sources on which atomic
vapor experiments rely are naturally highly reactive. Knudsen diffusion takes into account wallvapor interactions but treats them as elastic collisions and does not take into consideration
possible chemical reactions. One of the main concerns in miniaturizing vapor cells is controlling
the reaction between the alkali metal and any other material to which it may be exposed.
Commercial atomic vapor cells used in benchtop measurements are usually made exclusively of
glass whereas semiconductor based structures such as ours may include organic compounds,
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metals, and a variety of oxides or insulating dielectric materials. Immense care must be taken in
choosing materials to ensure minimal reactions.
Collisions with the bare surface of a glass container leads to depolarization of the vapor
phase atoms [85]. This effect can be reduced with either a buffer gas or an anti-relaxation surface
coating. Many investigations have been made into wall coatings to mitigate the wall-vapor
interactions and their effects on the optical absorption spectra of a confined vapor source. Large
commercial atomic vapor cells are often coated with paraffin wax, which preserves the spin
polarization of alkali atoms very well [86, 87]. This in turn lengthens the spin-coherence lifetime
which allows for high-longevity devices. However wax is far too viscous to be useful in the tight
geometries necessary for hollow waveguides. Sol-gel ceramics and silane monolayers have also
been investigated with varied success [88]. Within these studies, many groups have successfully
used light-induced atomic desorption (LIAD) to release alkali atoms that are stuck to the walls
and increase the vapor density available for experimentation [89, 90]. These studies have had
important successes, but challenges remain for a fully integrated atomic vapor platform. The vast
majority of such studies use systems that are constantly connected to an active vacuum system to
monitor the system pressure and to continuously replenish the atomic vapor supply. Ideally, a
fully integrated atomic spectroscopy system does not require peripheral equipment and can be
interrogated simply with a laser [91]. External vacuum or containment systems will drastically
increase cost and size. LIAD presents a similar problem in that it requires a secondary light
source to excite the atoms and create desorption which again increases size and cost. As a final
consideration, almost all papers describing Rb cells discuss the need to “season” the system for
several days before the atomic density of the alkali vapor settles to equilibrium and becomes
useful. The time this seasoning takes is dependent on the pressure and size of the system [92].
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While Rb vapor has been studied for both large glass enclosures, a model system that can
be readily applied to integrated geometries is needed in order to characterize atomic transport
and wall interactions in our confined geometries. Knudsen diffusion is useful where there are no
significant chemical reactions but this is not the case when using alkali metals. In order to better
understand and characterize Rb transport in our particular system, a specific testing platform is
developed at BYU.

History of Capillary Systems
Previous experiments have confirmed that rubidium is compatible with oxidized copper
and glass [24]. Rubidium remains viable for extensive periods in a copper-glass configuration
provided that exposure to any sealing epoxy is minimized. These previous investigations are
carried out with a testing platform made from Pyrex glass chromatography bottles which have a
diameter of 1 cm and cold weldable oxygen-free high-conductivity (OFHC) copper tubing which
are evacuated using a high vacuum system and then sealed. This platform is the starting point for
the transport testing system we set out to build.
The platform is built out of two chromatography bottles joined together by a capillary. This
allows us to load one side with Rubidium and monitor the transport through the capillary as well
as the atomic density on both the loaded and unloaded sides. In order to find the best system,
several types of capillary tubes are experimented with. The first type of capillary to be
investigated is a polyimide coated fused silica capillary tubing with inner diameter ranging from
to 10 μm to 100 μm [PolyMicro TSG]. The capillaries are cut using a cleaving stone and the
polyimide is cleaned off of both ends using Nanostrip. Because of the small outer diameter of
these flexible capillaries (360 nm), it is not possible to drill a tight hole directly into the bottom
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of the chromatography bottle without cracking them or breaking an expensive drill bit. To fix
this problem, a 0.4 mm hole is drilled into a thin copper plate and a larger 2 mm hole is drilled in
the glass bottles. The copper plates are attached to the base of each bottle and the capillary is
then threaded through and fastened in place by epoxy.
To complete the model system, OFHC copper tubing [Sequoia Brass Copper] with outer
diameter of 0.25 inches is cut into inch-long sections and each stub is tapered on one end using a
belt sander. The tapered edge fits tightly into the opening of the chromatography bottles and
ensured that a minimum amount of epoxy is exposed to the inside surface of the system. The
copper stubs are then cleaned in a sulfuric acid solution and then oxidized in a furnace at 100C.
This step helps ensure that the surface is free of contaminants and that the copper-oxide surface
is as clean as possible. Finally, the tubes are inserted into the bottle openings and placed in a
clamp. Aremco-Bond 2310 epoxy is applied around the connection and allowed to cure for 24
hours at room temperature. Once the epoxy is cured, the whole system is baked at 150C for 24
hours in a vacuum oven to drive out contaminants and solvents in the epoxy. At this point,
fabrication is complete and the system is ready for rubidium loading.
The capillary system is placed into an inert environment glovebox filled with nitrogen. In
this environment, rubidium can be safely removed from its container and transferred to the
capillary cell. The rubidium is extracted from its ampoule by melting it and tapping a small
amount out onto a sterile glass microscopy slide. A small drop of Rb is transferred with a
stainless steel needle to the inside glass surface of one of the glass bottles. With the rubidium in
one end, the whole system is connected to a vacuum using rubber vacuum tubing [Cole-Palmer]
and allowed to pump down to <1mTorr as measured by the gauge tube [Kurt J. Lesker 275
Series]. Once the pressure reaches a stable minimum, the copper ends are sealed using a
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specialized CHA Industries POD-375 cold-weld crimping tool. The capillary system is then
removed from the glovebox and ready for testing. A complete system is shown in Figure 6-2.

Figure 6-2: Complete flex cap system. The Rb appears as a metallic shiny coating on the inside surface of the
left vial.

Rubidium vapor was successfully transferred through these flexible capillary designs but
only through very short sections (3mm) of the largest diameter (100um). Additionally, the
flexible capillaries do not hold up to handling and several crack and break during testing. In later
tests, both bottles are fastened to a glass slide which helps to prevent some damage. However,
the scarcity of results and structural sensitivity leads us to explore other options.
The second type is a rigid glass capillary [Accu-Glass Micro Bore] with inner diameters
ranging from 25 um to 200 um and an outer diameter of 2 millimeters. Again, a small hole is
drilled into the bottom of each bottle and the capillary is run through and attached with epoxy.
All other fabrication steps are identical to those outlined above. However, initial monitoring of
the loaded side shows that the spectrum was broadening far too quickly to obtain useful results.
This broadening is a result of epoxy outgassing. It therefore is necessary to reduce the amount of
epoxy present in our system.
We reduce the epoxy exposure by using a diamond file to sharpen the ends of the micro
bore tubing. The capillary tube is cut to size using the same ceramic cleaver used for the flexible
capillaries. The micro bore tubing is then placed into the chuck of a hand drill and carefully
sharpened down by holding it at an angle against the diamond file. A hole of 1.5 mm is then
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drilled into the bottle bases and the capillary can be securely pressed into the opening and
attached with epoxy while keeping the inside surface mostly epoxy-free. Again, the capillaries
are attached to a glass slide with epoxy to prevent breakage. The complete system is shown in
Figure 6-3.

Figure 6-3: Photograph of the complete solid capillary testing system.

This platform yields better results and lasts longer than the flexible or untapered systems.
We are able to measure a spectrum after about two weeks and it lasts a few days before
disappearing. Both the linewidth and absorption results of these three systems are summarized in
Figure 6-4 and Figure 6-5.
In these graphs, each data series represents a single sample. The best sample of each
capillary type is selected for comparison. In other words, the length and diameter vary so the
results cannot be directly compared to each other. However, the results still highlight the
following qualitative conclusion. While diffusion is definitely observable in some of these
systems, ultimately diffusion is taking much longer than anticipated and therefore epoxy
contamination is still playing too great of a role in both sides of the device.
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Figure 6-4: Graph of the linewidth over time of early capillary systems. Type 1 indicates the flexible capillary
systems, Type 2 uses solid capillaries and Type 3 uses those same solid capillaries but the ends are tapered as
described above. The best performance comes from the tapered solid capillaries.

Figure 6-5: Absorption results for the early capillary systems. The types are the same as in Figure 6-3. Notice
again that the tapered solid capillaries exhibit the most absorption.
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Final Glassblown System
In an effort to remove epoxy contamination completely, we use glass blowing to combine
the previously used glass/copper structures with Pyrex capillary tubes. Sealing glass components
requires that they have very similar thermal expansion coefficients. Glass blowing is typically
done between 700°C and 1000°C. At such elevated temperatures, fragile structures like typical
thin-walled capillaries are compromised and their walls collapse. Glassblowing also requires a
certain amount of extra glass in order to reinforce joints and seals. In order to solve both of these
issues, precision bore capillary tubing [Wilmad-Labglass] is chosen for the capillary system.
Precision bore capillaries have similar inner diameters to commonly available capillary tubes but
have much thicker walls that can survive higher temperatures and also provide the extra glass
needed for solid glass-to-glass seals.
The glassblowing is done by heating the glass chromatography bottle and the capillary
together on a lathe. With the system heated to the appropriate temperature, a stainless steel
needle is inserted into the capillary opening to taper it out slightly and further ensure that it will
not collapse during bonding. The two glass components are then brought together and sealed.
This is done to both sides of the capillary to create an all-glass capillary system with a reservoir
on each end. This glass component is attached to the copper stubs and loaded with rubidium as
previously explained. Figure 6-6 shows a complete and loaded capillary test system.

Figure 6-6: Photo of the complete glassblown testing cell.
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Technically, these glassblown cells are not completely epoxy-free as very small amounts of
epoxy may be present at the tapered copper and glass joint. However, earlier testing platforms
built using this same method have maintained viable spectra for over four months while stored at
90°C, indicating that the destructive role of epoxy is almost non-existent.

Testing Table Setup
During testing, the completed capillaries are stored in an oven at 100°C. A higher storage
temperature typically leads to faster transport due to the higher system energy. However,
increasing the temperature too much compromises both the epoxy and the integrity of the copper
cold weld. The selected temperature of 100°C offers a good balance between transport speed and
structural viability. The cells are removed from the storage oven daily for two different tests.
In the first test, the fluorescence along the length of the capillary between the reservoirs is
monitored. 795nm wavelength laser light [Vescent] is collimated out of an optical fiber and
passed through the capillary. An avalanche photo detector [APD, Hamamatsu] is mounted above
the point where the laser intersects and collects light as the laser sweeps around the D1 Rb85
F=2 -> F'=2, 3 hyperfine transitions. A fluorescence signal measurement is taken every 2mm
along the length of the cell by moving the cell across the hotplate, in the direction perpendicular
to the laser light. Fluorescence measurements are taken while the cell is mounted above a
hotplate and held within aluminum blocks to maintain a constant temperature of 100°C.
The second test monitors absorption in both the rubidium loaded and unloaded reservoirs.
A laser system [ThorLabs ITC4001] is tuned to sweep around the D2 line transitions with a
spectral width of 12GHz. The collimated light passes through the center of the loaded and
unloaded glass reservoirs before hitting a photodetector [Thorlabs PDA36A]. The D2 Rb85 F=3
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-> F'=2, 3, 4 transitions are used to extract the absorption percentage. During absorption
measurements, the cells are placed above a hotplate and held at a constant temperature of 55°C.
Figure 6-7 includes a diagram of each testing setup.

Figure 6-7: Absorption and fluorescence testing setups, respectively. Note that the capillary system is moved
through several predetermined measurement points in the fluorescence setup.

Diffusion Results
The two test methods provide complementary pieces of information. The fluorescence
signal provides comparative information about how quickly the rubidium moves down the
capillary. A representative fluorescence result is shown in Figure 6-8. The data are normalized to
the peak fluorescence value at the shortest distance from the Rb loaded side of the capillary.
Early in the experiment, fluorescence is only observed near the loaded side of the capillary,
which is the left side of the graph. Over time, the fluorescence signal is observable farther and
farther down the capillary until it reaches the loaded side or the right side of the graph.
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Figure 6-8: Fluorescence results for a 12 mm long 200 µm diameter capillary over time. Data collected 2 days
(triangles), 8 days (diamonds), 11 days (circles), and 18 days (squares) after loading and shown with linear fit
lines

The second test using absorption provides us with complete spectra to examine how well
the rubidium is surviving in both the loaded and unloaded sides. Deep and narrow peaks on the
loaded side guarantee that the rubidium has not been contaminated. Figure 6-9 shows two
representative spectra obtained from the absorption method.

Figure 6-9: Comparison of spectra on the (a) loaded side and (b) unloaded side of the capillary.
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The absorption measurements are less noisy when compared to the fluorescence. These
initial absorption results are compared to the fluorescence data from the same cells and shown to
correlate very well. These tests verify that rubidium transport can be observed and measured in
our capillary systems. The next task is to establish the relationship between the transport time
and the length and diameter of the capillaries. Tests are run with capillaries of varying lengths
and diameters and absorption data is gathered for each capillary setup. A representative sample
of the data gathered from these experiments is shown in Figure 6-10.

Figure 6-10: Absorption on unloaded side over time of capillaries with 12 mm (blue), 38 mm (orange), and 17
mm (green) lengths. The 12 mm and 38 mm long capillaries have a 200 µm inner diameter while the 17 mm
long capillary has a diameter of only 100 um.

The average system noise before absorption is present is about 2% but this is considerably
lower than the absorption we are able to measure once the rubidium reaches the unloaded side.
We define successful Rb transport once absorption of the D2 Rb85 F=3 -> F'=2, 3, 4 transition
on the unloaded side reaches and exceeds 2%. The time is takes to reach this point is defined as
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𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 . The information from all of these cells can now be analyzed and fit to a model in

order to determine how Rb travels down the capillary and scaled to comparable microfabrication
configurations.

Diffusion Modeling

As mentioned previously, Knudsen diffusion is typically the model of choice at such low
pressures. However, we are far from the time scales predicted by traditional Knudsen diffusion
as seen in section 6.1. This discrepancy is attributed to adsorption of rubidium to the cell walls,
which is often assumed to be negligible in Knudsen regimes [93]. Additionally, Knudsen
diffusion calculations often require a constant or at least measurable atomic vapor pressure
differential between the two sides of the system [84]. In an independent testing system, we do
not have the ability to measure or modify the pressure.
Since the primary factor affecting transport time is wall-vapor interaction, it is evident that
transport time will increase as the length increases. Also, a smaller cross-sectional area will lead
to more interactions and further slow down the rubidium. These considerations lead to the
proposition of a simple empirical model, which takes the form
𝐿𝐿
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝜂𝜂 � 2 � + 𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 .
𝑑𝑑

(6.6)

As stated previously, the term 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 represents the total time it takes for the Rb to reach a
detectable level (2%) on the unloaded side of the testing system. The 𝐿𝐿 /𝑑𝑑2 term of the model
accounts for the dimensional dependence discussed above and this aspect is similar to the

equation for resistance through a wire. The 𝜂𝜂 term represents for the time delay in the adsorption
or chemisorption process. Finally, the 𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 term accounts for the seasoning effects discussed
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previously. The seasoning time will depend on the vacuum level of the system [94]. However, it
is reasonable to assume that the seasoning effects and wall-vapor interactions will be similar in
any setup that uses the same materials, equipment, and vacuum levels. The calculated values for
this model are 𝜂𝜂 = 24 µm-days and 𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 9 days for a temperature of 100°C. It is worth

repeating here that these values will depend strongly on storage temperature. Additionally, these
fitting parameters are dependent on the capillary materials used as well as potential contaminants
introduced during the fabrication and loading stages.
The simple model described by Equation (6.X) accurately describes both capillary
diameters used for testing. In Figure 6-11 and Figure 6-12, the circles represent 200 µm diameter
systems and the triangles represent 100 µm diameter systems.

Figure 6-11: Rb transport distance for 100 µm (triangles) and 200 µm (circles) diameter capillaries of
different length plotted in terms of storage time. Fit to Equation 1 is shown by lines.
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Figure 6-12: Rb transport time for 100 µm (triangles) and 200 µm (circles) diameter capillaries of different
length plotted over the model equation, 24(L/d^2 )+9 (line). Error bars account for measurement errors in
the capillary length as well as time between testing periods.

The seasoning time is deduced for the y-axis intercept in Figure 6-11 (x-intercept in Figure
6-12) to be around 9 days. This value actually accounts for two effects. Firstly, when rubidium is
introduced to the system it reacts with chamber walls and takes some time to reach equilibrium.
Secondly, when the rubidium first reaches the unloaded side of the capillary, the atomic density
will be much too low for detection. It will take additional time for a detectable amount of
rubidium to reach that side and for the wall-vapor interactions to stabilize there as well. These
issues factor into the seasoning time and are independent of capillary dimensions but depend
rather on the size of the reservoirs on either side.
This model suggests that transport times for capillaries with diameters on the order of 10
µm can become exceedingly long unless care is taken to maximize the transport coefficient η
with a judicious choice of materials and optimization of the storage conditions. Plugging the
current ARROW dimensions into the model equation leads to a transport time of several months.
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Rubidium transport through uncoated capillaries exhibits non-diffusive behavior and
transport time depends linearly on the capillary length. Such transport of rubidium in tight
geometries in the absence of an active vacuum system is extremely slow. This is due primarily to
chemisorption of rubidium to cell walls and the seasoning time needed to stabilize any reactions.
Wall coatings have been shown to preserve spin polarization and Rb lifetime but further
experimentation is still needed to determine by how much they speed Rb transport in highly
confined channels.

Temperature and Wall Coating Effects
In order to complete our model, we need to characterize the improvement we might expect
from wall coatings. There are many possible wall coatings available for use in atomic vapor
cells. Historically, this project has worked with octadecyldimethylchlorosilane (ODMS) and used
it on the chip platform. However, investigations carried out in [23] indicate that our ODMS
recipe initially obtained from [95, 96] is unnecessarily complicated and provides a non-ideal
atomic monolayer. On the other hand, dimethyldichlorosilane (DMDCS) has a very simple
application recipe and can be successfully applied by our group. We select DMDCS as the
coating to test.
A solution of 10% DMDCS is first mixed with cyclohexane. The DMDCS is applied to our
200 um inner diameter glass blown capillary systems by filling one bottle with the solution and
pulling it through by attaching the other end to a vacuum. Five milliliters of the solution are
passed through the capillary after which it is immediately rinsed with pure cyclohexane. The
coated system is then baked at 150°C for one hour to set the coating and outgas the cyclohexane.
At this point, the copper stubs are attached as usual and the system is loaded with Rb for testing.
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Figure 6-13: DMDCS results shown in green. The previous uncoated results are included as a reference.

Figure 6-13 shows the results obtained from testing. An average speed up of 35% is
reported across the 4 tested systems. The correlation to length and diameter remains the same.
The improvement can be explained in two ways. First, the DMDCS atomic monolayers create a
buffer layer between the Rb atoms and the glass walls which prevents phase depolarization. With
no coating, every time an atom is absorbed into the wall, a different atoms is released. However,
this new gas phase atom has none of the polarization or coherence of the atom is was replaced by
and it not useful to slow light experiments. Since the atoms experience far less phase
depolarization with the coating barrier, a higher density of viable Rb will reach the unloaded side
more quickly. This effect takes place in all three sections of the capillary system: the loaded side,
the capillary itself, and the unloaded side. Therefore, the seasoning time required in both
reservoirs is greatly reduced. This advantage is noticeable in Figure 6-13 both in the equation
and as the trend line is projected backwards to the y-axis. The DMDCS-coated cells exhibit a
seasoning time of 5.2 days, nearly half that of the uncoated cells. While the effect is most
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noticeable in the reservoirs, the significantly tighter geometry of the capillaries lead to many
more wall collisions and the coating advantage is still very relevant.
Another possible mechanism contributing to transport speed is chemisorption of Rb to the
cell walls. For Rb, this chemisorption into bare glass happens over a period of days to weeks and
is equivalent to 6-7 monolayers of liquid Rb being deposited onto the glass [97]. An accurate
model of the Rb movement through the capillary represents the atoms as objects that have a
sticking probability and a sticking time associated with each wall collision. Thus, each collision
that leads to an atom sticking to the wall for some period of time induces a delay in the total
transport time. This sticking time has been measured for many wall coatings including paraffin
[98, 99], tetracontane [100, 101], OTMS [102] and PDMS [93] and varies from tens of
nanoseconds for paraffin and tetracontane to tens of microseconds for OTMS and PDMS. We
expect DMDCS to exhibit sticking times closer to that of OTMS and PDMS given their
molecular similarity but a thorough investigation of sticking time for DMDCS has not been
carried out at this time. Regardless, the application of DMDCS is likely to decrease the sticking
time when compared to bare glass which also participates in accelerating the overall transport.
Notice that even with the noteworthy improvements provided by the coating, a 35% increase in
transport speed is not enough to really challenge the time-scales discussed in section 6.6.
Another testing parameter that has the potential to help improve transport is storage
temperature. The atomic density of Rb in the capillary system is extremely temperature
dependent. This temperature dependence will be further explored and discussed in Chapter 8. In
order to establish the temperature impact on vapor transport, three new capillary systems are
built. All three have a 100 μm inner diameter and lengths of 8 mm, 12 mm, and 17 mm. The

capillaries are loaded using exactly the same procedure as before and no coatings are applied.
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These capillaries are then stored in a 120°C tube furnace and monitored daily for absorption. The
results of this experiment are shown in Figure 6-14.
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Figure 6-14: High storage temperature capillary results in green. Again, previous data is included as a
reference

A higher storage temperature increases the transport time by 25-30%. Notice that unlike the
coating experiments, the higher temperature has very little effect on the seasoning time and that
most of the improvement is therefore in the capillary section of the device. Several studies
support the fact that seasoning time is not strongly influenced by temperature but is instead
strongly dependent on device geometry, pressure, and chemistry [93, 97].
While these results are encouraging, using high temperature storage as a solution to the
transport problem is fairly limited, as we cannot exceed 150°C without causing damage to the
chip. The epoxy seal becomes unreliable when exposed to higher temperatures, causing it to
outgas contaminants into the Rb reservoir or to break the vacuum condition of the device. Also,
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the copper stub will expand as it is heated, which causes stress in the device and threatens to
structurally damage the waveguides and compromises the hermetic cold-weld crimps.

Explanations and Implications
Ultimately, even incorporating both the coating and temperature improvements into the
dual-stub ARROW platform leads to a total improvement in transport time of only about 50%.
Successful Rb delivery to the hollow core in this configuration still takes weeks and is
unacceptable for the slow light platform.
This time-scale issue could be circumvented by modifying device geometries so that
transport becomes a non-issue. Slot waveguides or perforated waveguides can eliminate the long
transport delays by introducing the rubidium immediately to the active region of the waveguide.
With the rubidium being immediately introduced to the testing region, the transport time would
essentially be reduced to the seasoning time, which could be further reduced by shrinking the
reservoirs and applying the aforementioned coatings. However, such geometries may pay
penalties in optical transmission. The following chapter discusses these solutions and addresses
their concerns.
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7

NEW DESIGN

This chapter explains in detail how the Rb transport challenge is overcome by the new
fabrication design. The design process is first outlined and backed up with necessary
experiments. The fabrication steps are then revisited and relevant changes are explained. Finally,
the advantages of the new platform are listed.

Solving the Diffusion Issue
The conclusions drawn from the capillary diffusion experiments require a complete
redesign of our platform. Overcoming the excessive transport time requires drastically shortening
our cores or finding an alternate geometry. In order to accomplish this, a change from two stubs
to a single stub is proposed. The single stub would cover the entire hollow core section and
therefore the arms that lead to the active section could be eliminated completely. In such a
system, the rubidium enters the active region of the hollow core and is detectable immediately
instead of having to move down 4 mm of hollow channel before reaching the light-guiding
section. The only problem with the single stub design is that the stub and the epoxy used to
attach it have to run over the top of the solid core waveguide. In our current configuration, the
top surface of the device is the active core of the ridge waveguide and any contact with another
material destroys transmission. The solid core waveguide must be redesigned to overcome this
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problem. We choose to move from a ridge waveguide to a buried channel waveguide (BCW).
The differences are highlighted in Figure 7-1.

Figure 7-1: Diagram of a ridge waveguide and a BCW. A ridge waveguide is created by etching into an oxide
layer. A BCW is created by covering a ridge in oxide, the core material may be the same as or different from
the bottom oxide.

A ridge waveguide uses the surrounding air as a low index cladding layer. On the other
hand, a BCW is analogous to an optical fiber in that it consists of a high index core surrounded
completely by a low index cladding layer. With this geometry, the top surface of the wafer can
be touched and contaminated without affecting the light guiding in the core, much like an optical
fiber remains viable if the cladding layer is touched. Several BCWs were fabricated in the IML
with varying top layer thicknesses. The BCWs were tested with beads of epoxy varying from 1
mm to 8 mm in diameter placed directly over the waveguide. The transmission showed to be
completely unaffected by the amount of epoxy as long as the top layer was at least 2 um thick.
Another design change was proposed to further mitigate the transport time problem. Since
there are no longer arms to the channel, it can be opened in many ways. To assure that the core
fills up quickly and well, several small holes are placed directly on top of the hollow core. These
evenly spaced holes along the length of the core allows the device to reach a detectable atomic
density much faster. A model of the final proposed new device is shown in Figure 7-2.
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Figure 7-2: Complete single stub design

BCW Material Selection
The material used for the BCW must have a higher index than the surrounding oxide. The
first material proposed is high index oxide. The refractive index of PECVD grown oxide can be
manipulated by adjusting the ratios of gases present during the run. A silane rich environment
leads to a higher index while a nitrous oxide rich environment leads to a lower index. High index
oxide is appealing because the fact that it can survive all of our process steps is already verified
since our previous ridges are made of oxide. Additionally, it requires no new or special
processing recipes as we are already familiar with its properties. Oxide also has good optical
transmission. Several BCWs were fabricated out of high index oxide and transmission was
recorded as high as 50% over 10 mm lengths. Despite these promising results, incorporating an
oxide BCW into the ARROW process reveals a major flaw. We cannot selectively deposit oxide
in the PECVD. Therefore, the high index oxide will need to be removed from everywhere except
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the BCW region. Since we cannot selectively etch high index oxide over low index oxide, we run
the risk of etching into our bottom layers and compromising the ARROW stack. Conversely,
there is also a risk of etching too deep and attacking the top surface of the SU-8 core, which
would lead to surface roughness and a large drop in transmission. For these reasons, high index
oxide is ultimately ruled out as a candidate.
Next, we explore two spin-on materials: polyimide PI-2610 from HD MicroSystems,
Filmtronics 150F Phenolic Polymer. Both are easy to pattern and can be etched in the Anelva
RIE. Again, we build BCWs out of both materials and attempt to test their transmission. Both
materials ultimately are difficult to pattern and do not keep their structural integrity during
fabrication. No appreciable transmission results can be obtained from any samples and the
materials are ultimately abandoned.
The last material we investigate is SU-8. We begin by getting a better idea of its optical
properties. SU-8 exhibits 98% transmission in the near-IR range where we carry out testing [103,
104]. However, these measurements are taken through a bulk film with an ellipsometer and do
not account for our specific geometry. I began testing by building a variety of ridge waveguides
made of SU-8. The samples were heated at different speeds and in different ovens in order to
establish the best curing process for optimal optical transmission. We choose to examine samples
hard baked on the hotplates, in the clean oven, and in the vacuum oven. The hotplates are the
simplest method and are what we have traditionally used. However, they ramp quite fast and the
rate is not controllable. The clean oven has a programmable ramp rate which allows us to heat
the SU-8 at the recommended speed. Finally, the vacuum oven is included to see whether or not
the lack of oxygen will further darken or otherwise chemically affect the SU-8 during curing.
The results of this first test are shown in Figure 7-3 below.
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Figure 7-3: SU-8 BCW temp and oven tests

Each reported transmission represents the average of at least 15 samples. We notice that
SU-8 guides quite well prior to any hard baking. However, this is only meant to be a reference.
SU-8 is a thermal resist and its optical and structural properties can continue to change when it is
exposed to a higher temperature than previously encountered. In order to make the BCW,
PECVD oxide must be grown over the top of the SU-8, which is typically done between 200°C
and 250°C. The BCW core must therefore be heated up to that temperature to ensure that the SU8 is not mechanically or optically affected during the PECVD growth. We notice that the
samples heated on hotplates have catastrophically low transmission. The samples in the clean
oven and the vacuum oven are similar and both are quite promising. Since the clean oven has a
higher level of control and programmability, we choose it over the vacuum oven in our recipe
development.
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BCW Design Verification
SU-8 offers another massive advantage over other candidates. Since the BCW is patterned
the exact same way as the SU-8 core, they can be processed in the same step. We design a new
mask that incorporates both the core and the BCWs. This also ensures perfect alignment between
the core and the solid waveguide which will further increase our transmission when compared to
our old design where the alignment had to be done manually. This does however create the need
for an additional verification step. We need to make sure that the SU-8 BCW will not be affected
by the pedestal step.
Up to this point, only the first step of our SU-8 BCW process has been verified. The
verification tests above are in fact not at all BCWs but simply ridges. The next step is to examine
the effect of liquids and other possible chemical contaminants on the SU-8. In the ARROW
process, the SU-8 will first be patterned, then the pedestal step is performed, and only after that
is the top oxide grown and the BCW protected and complete. Therefore, the SU-8 needs to
maintain its optical and structural properties through the various rinses, soaks and spins of the
pedestal step.
Another concern that arose in the design phase was the shelf life of SU-8. SU-8 is sent
from the manufacturer with a listed shelf life of thirteen months from date of manufacture.
However, students in the BYU IML have frequently used expired SU-8 in various processes
before because there seems to be no strong difference aside from slight thickening, presumably
due to the evaporation of solvents. Since this is the first time that the optical properties of SU-8
come into play, care must be taken to ensure that transmission is not influenced by expiry.
The two tests above were run simultaneously with three wafers. Each wafer had 140
waveguides on it and each had a different “freshness” of SU-8. Upon completion of the SU-8
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ridge, the three wafers were cleaved and one half from each sample was run through the pedestal
step while the other halves were immediately tested. The results are shown in Figure 7-4.
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Figure 7-4: SU-8 BCW expiry and wet tests

The transmission of the SU-8 samples seems to be unaffected by both the expiration date
and the chemical exposure. All of the results so far match up with our expectations for SU-8.
SU-8 is designed to create chemically stable features with high aspect ratios and high optical
transmission.
In order to test the full BCW systems, oxide films were grown over the top of the ideal SU8 BCW recipe and tested for transmission. To establish the thermal sensitivity of SU-8 at
elevated temperatures, the oxide used is grown at two different temperatures. Traditionally, the
PECVD is brought to process temperature before a run, seasoned for a given time, and then the
sample is placed directly into the machine. This means that the wafer is brought from room
temperature up to process temperature extremely quickly. In order to establish whether or not
this will work for the SU-8, we process several samples by heating up and seasoning the machine
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as usual, but then letting the temperature drop to 70°C before placing the sample in the machine
and restarting the heater. The heater ramps between 5°C/min and 10°C/min which is reasonable
when compared to previous results. Figure 7-5 contains the results from the top oxide tests.
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Figure 7-5: SU-8 BCW Temp ramping tests

The importance of ramping the temperature slowly prior to the growth of the top oxide is
very obvious in these results. A lower temperature is preferred because we want to stay well
away from the maximum temperature of 250°C that the SU-8 has already been exposed to in the
clean oven bake. However, there does not seem to be an advantage in terms of transmission in
bringing the temperature way down. Ultimately, we decide to grow the top oxide at 190°C since
a higher temperature correlates to a less porous oxide [105].
Having taken all of these experiments into account, the final design is an SU-8 BCW hard
baked at a 10C/min ramp in the clean oven and a top oxide grown at 190C in a PECVD that was
ramped up to temperature slowly. A 12mm section of this BCW has an average transmission of
25%, compared to 35% transmission for a comparable length of our previous oxide ridges.
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Other Design Considerations
One last aspect needs to be quantified in order to fully characterize the new design. While
the hollow core waveguides will be structurally identical to the BCWs through most of the
fabrication process, they will eventually need to be etched and removed. This will be
accomplished through intermittent perforations along the top of the cores using Piranha etching.
We need to know the loss per hole to quantify the overall transmission and finish the design
process.
The holes were characterized with 3D simulations in Fimmwave. The holes are simulated
as squares and their size is varied from 3um to 9um. Transmission is first simulated for a 500um
section of hollow core waveguide without a hole and then a hole is added to the center and the
simulation is run again. The results for four different hole sizes are shown in Table 7-1 below.
Table 7-1: Simulated hole widths and resulting transmission values

3

5

7

9

𝑻𝑻(%)𝒘𝒘/𝒐𝒐 𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉

74.49

74.42

74.36

74.30

71.87

71.08

67.89

66.42

∆(%)

2.62

3.34

6.47

7.88

𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘 (µ𝒎𝒎)

𝑻𝑻(%)𝒘𝒘/ 𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉

The small decrease in the transmission of the sections without holes is due to the slight
overall length increase as the hole section is added to the simulation. Loss clearly increases with
a larger hole size. Since in the BYU IML we will not be able to resolve anything much below 5
um on the Karl Suss aligners without significant diffraction issues, we select 5x5 um as our hole
size. The number of holes affects transmission but also influences the speed at which a
detectable level of Rb vapor will enter the hollow core. We decide on 7 holes across the 4 mm
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core. The 500 um sections between the holes will etch quite quickly and this allows for a lot of
entry points for the Rb vapor. From the above table, seven 5x5 holes will lead to a loss of
100 − �

100−3.34 7
100

� = 21%.

Given that typical transmission across the whole chip is usually around 5% and that patterning
the core and BCW together will eliminate a lot of alignment loss, 21% is considered acceptable.

Design Overview
Since many of the processing steps in the new design are identical to the traditional double
stub design, it is not necessary to outline the detailed fabrication. Instead, I will focus on the
steps that differ and refer back to the old design for the rest.
The bottom layers in the new design are identical to the old design. The core step is also
the same. However, the core and the buried channel waveguide are patterned simultaneously in
the new design. This requires a new mask but the SU-8 processing remains the same as shown in
Figure 7-6.

Figure 7-6: Core step of new design. Notice the 5um gap between the sacrificial core and the BCW.
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Notice also that the core no longer has arms that reach out to the reservoirs. The pedestal
step also remains the same. A photolithography mask combined with a long exposure is used to
expose the 5um gaps between the future BCW and the hollow core section and then a flood
exposure is used to allow both the waveguide and the SU-8 core to protrude. Nickel is deposited
in the E-beam and the wafer is etched down 6um as before. This is shown in Figure 7-7.

Figure 7-7: Pedestal step of new design

The 6um top oxide is then grown. There is no need for a ridge step as the BCW is already
complete by this point. The step that changes the most is the core expose step. In the old design,
the core expose is a rough alignment designed simply to open up the ends of both arms of the
core to allow Piranha to etch the SU-8 core. In the new design, there are no arms and the
openings must be drilled directly into the top of the core. In order to do this, the wafer is first
coated with a 100 nm layer of chrome in the E-beam. The holes are then patterned with AZ4620
and the wafer is placed in chrome etchant to open up the holes. The metal-photoresist mask is
useful because while the chrome protects the top of the core well, the AZP4620 is needed to
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protect the edges where the chrome may not have deposited thickly enough. The hole etch is
done is two steps. First, the wafer is placed in HF for four minutes and the holes are checked
under a microscope. The hole depth is verified with a spectroscopic ellipsometer and if necessary
the wafer is returned to acid briefly. After the wet etch, the wafer is etched in the Trion for
another 20 minutes. The wet etch is helpful because it is does very little damage to the
photoresist mask. However, the wet etch is isotropic and therefore widens our holes. On the other
hand, the Trion dry etch is very anisotropic and keeps our holes tight and vertical but is very
damaging to the mask. We split the process step into two halves to assure a balance between hole
dimension and mask durability. The new design chip at this stage is shown in Figure 7-8.

Figure 7-8: Top oxide and core expose step of new design

The AZ4620 photoresist used in the core expose step is hardened at 150C for 30 minutes
prior to etching to ensure that it survives the dry etch. However, this hardening also makes it
insoluble in acetone. The wafer must be placed in Piranha (50:50 sulfuric acid to hydrogen
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peroxide) and set on a hotplate at 100C for 10 minutes. At this point, the wafer is removed, and
with the photoresist gone, the chrome may be etched off so that we can track the core etch. It
takes approximately 2 hours in Piranha to etch the core. The current process recipe is found in
Appendix C. The wafer is then cleaved into individual chips, tested for transmission, and
attached to a single copper stub. Figure 7-9 shows the complete new design slow light device.

Figure 7-9: Complete new design. The BCW (purple) guides above the ARROW layers (pink).

Advantages of New Design
This new design has many advantages. First of all, it overcomes the diffusion problem by
essentially making it a non-issue. There are enough holes to ensure that even if Rb moves quite
slowly, it is immediately in several portions of the active region of our waveguide. Overall the
fabrication process has been simplified tremendously. Patterning the hollow core at the same
time as the BCW guarantees perfect alignment every time on a step that was previously the most
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challenging alignment in our process. This hollow core/BCW step also cuts out the whole ridge
process step, effectively reducing the recipe by 20%.
With a single stub design, the back end processing is also greatly simplified. The crimping
tool is quite bulky and tremendous care had to be taken previously to avoid touching the other
stub while crimping each one. With a single stub there is virtually no risk of breaking the device
during loading. Baking out the chip is also a lot simpler with a single stub as it can be attached
directly to a vacuum hose instead of having to be loaded into a vacuum chamber.
Finally, the completed chips are much more robust than the previous design. During
shipping and handling, the two stubs were always at risk of creating torque on the chip and
cracking our device. The two stubs were also on either side of the chip which made it easy to tip
over. A single centered stub design is much easier to handle and store.
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8

WORKING LONG TERM CHIPS

This chapter showcases the successful results obtained from the first few iterations of the
new perforated single-stub ARROW design discussed in the previous chapter. An overview of
the new testing setup is provided first. Absorption spectra are successfully recorded in several
loaded chips and conclusions are drawn about their temperature performance and lifetime.
Finally, the results are discussed in terms of the initial project goals.

Setting Up the BYU Chip Testing Table
As mentioned earlier, one of the other parameters that has changed quite a lot since the last
working chip is the shipping protocol. Even with the transport model applied to the new design,
it is not known exactly how soon the spectra will present themselves or how long they will last.
In order to eliminate the two days of travel and setup time between loading and testing, we
decide to set up a chip testing setup here at BYU. Most of the equipment necessary for chip
testing has been available here for quite some time but was unavailable as it was being used for
minicell testing of sealing methods. With the minicell testing done, a reorganization of the
optical table allowed us to set it up for chip testing. Since alignment is the trickiest and most
important part of the system, a camera is included with a green backlight so that the alignment
can be monitored and adjusted based on the output profile. A photo and a diagram of the setup
are included in Figure 8-1.
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Figure 8-1: Photo and diagram of new chip testing setup

The reference photodiode and the bulk cell are also brought much closer to the laser so that
the path length between them is similar to the path length between the laser and the fiber. This
allows all channels to stay well collimated. The laser is coupled to a fiber through a 40x
objective lens and then coupled from that fiber into one side of the chip. The light is gathered on
the other side of the chip through a 20x objective lens and fed into a photodiode detector
[ThorLabs DET36A].
One advantage of this testing table is that it uses the code already developed for gathering
and analyzing spectra in the minicell platform. A substantial amount of work has gone into
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automating and perfecting this code. The data gathered from the chip is fed into Labview and
Matlab code which averages, processes, and graphs the spectra over time.
Another important advantage is that I communicated extensively with Jen Black at UCSC
while setting it up. In gathering the needed information from her, I learned that she had been
very concerned about saturation for the past couple of years and had taken great care to only ever
test at very low powers. As will be shown in the next section, this was unnecessary and made it
very difficult to maintain a reasonable signal-to-noise ratio. The testing table at BYU allowed us
to establish a reasonable power level and temperature for testing.

Slow Light Chip Initial Results
The first successful new design wafer had trouble with the core expose step and ultimately
only yielded seven testable chips. However, the initial average transmission of these chips was
1.6%, with a maximum of 3.5%. This was substantially higher than the transmission we were
used to seeing and can be attributed at least in part to the perfect alignment of the BCW and the
hollow core. Three of these chips were loaded and sent to UCSC with no success. We then
opened a new Rb ampoule and switched the vacuum on the glovebox. I loaded two new chips
and decided that we would test these on our BYU testing table.
The first major issue is alignment. It is important to be as close as possible to the chip with
the fiber in order to couple properly. Usually, the fiber is pressed up against the chip very gently
and then backed off as little as possible to break contact for optimal alignment. If the fiber is too
far or misaligned, the mode has a tendency to guide in the bottom layers immediately beneath the
core as shown in Figure 8-2. Even with optimal alignment, we get some light guiding in the
bottom layers. It is not possible to directly measure the light output of the core versus the bottom
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layers, but the intensity on the camera indicates that as much as 50% of the light may be guiding
in the bottom layers.

Figure 8-2: Guiding modes of the new design chips. The first photo is an example of good guiding in the core.
The second image image highlight the bottom layer guiding problem that occurs if the chip is misaligned.

With the better of these two chips aligned as well as possible, we get 4.1% transmission
with an input power of 331nW. The test was automated so that spectra would be gathered every
2 hours for 2 days with the chip held at 75C. After two days, the data was gathered and analyzed
with Matlab. Figure 8-3 shows the results of this first test. The fact that there are any spectra at
all is very exciting, but the peaks are not very deep.

Figure 8-3: Absorption spectra over time for first loaded new design chip.

96

As far as proof of concept, these results verify that the new design is indeed a viable
solution for properly loading the hollow core with Rb. This initial success prompted a thorough
comparison of the testing setups and procedures between BYU and UCSC. We discovered that
the setup at UCSC was limited to very low power out of concern for saturation but that these
concerns were not well-founded. In fact, in the earlier successful tests, the chips were tested at
much higher powers. The testing temperature had also been kept quite low out of concern for
possible epoxy outgassing or structural damage. Some experiments needed to be run in order to
better understand the impact of temperature and power on our testing setup.

Temperature and Power Testing
The main purpose of this experiment is to identify the best testing parameters and possibly
also figure out the testing limits. This test is conducted with the same chip used in the previous
results. A total of five runs are collected with different parameters. First, the chip is aligned and
tested just like before to make sure the base point is steady. Next, the power is increased a few
times and the spectrum is collected again. Finally, the testing temperature is increased a couple
of times. The exact testing parameters are outlined in Table 8-1 and the results are shown in
Figure 8-4.
Table 8-1: Power and temperature parameters for new design chip tests.

Test Number

Power

Temperature

Max Absorption

1

0.84 µW

75 °C

2.9 %

2

2.2 µW

75 °C

3.8 %

3

8.9 µW

75 °C

4.9 %

4

8.9 µW

85 °C

8.3 %

5

9.4 µW

95 °C

10 %
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Figure 8-4: Graph of power and temperature dependence of absorption depth in loaded new design chips.

We note in the above results that the dependence on power is far weaker than the
dependence on temperature. In fact, the spectrum should not deepen noticeably with higher
power. The absorption depth should stay constant until saturation is reached at which point it
drops off sharply [46]. We attribute the increase in absorption depth to better alignment. As
discussed above, even in ideal alignment circumstances, some of the light guides through the
bottom layers of the ARROW rather than in the hollow core. Increasing power may increase the
percentage of the power guiding in the right place and thus increase our overall absorption
signal.
The theoretical absorption profile of the devices can be derived by adding together the
individual hyperfine peak profiles. These peaks have a Voigt profile defined as:
𝛼𝛼𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =

𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑁𝑁 𝑉𝑉 𝐼𝐼 (𝑥𝑥)
∙
,
𝐷𝐷
ħ𝜀𝜀0
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(8.1)

where 𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 is the transition strength, 𝑁𝑁 is the atomic density, 𝐷𝐷 is the degeneracy of the ground

state of the isotope in question, and 𝑉𝑉 𝐼𝐼 (𝑥𝑥) is the Voigt profile [46]. This model accounts for the 4
mm interaction length and assumes that the hollow core waveguide is completely filled with Rb

vapor. The model is written in Matlab script and can be found in Appendix D. The optical depth
of this theoretical model is compared to the results listed in Figure 8-4. The perforated ARROW
devices exhibit 6% of the theoretical maximum absorption. This discrepancy can be attributed to
several factors. First, the investigations of the guiding mode profile at the chip output mentioned
above indicate that as much as 50% of the light may be guiding in the bottom ARROW layers
and thus not interacting with the atomic vapor. Secondly, this model assumes that the channel is
saturated with Rb vapor, which may not be true. As discussed at length in Chapter 6, various
contamination and transport problems slow the rate at which the Rb enters the core or reduce its
viable lifetime.
Another important factor to consider is testing temperature. Establishing the effect of
temperature on device performance can provide further insight into the reason for the theoretical
to experimental discrepancy. The temperature dependence of the spectra comes from two
sources. First, the Doppler width is proportional to the square root of temperature due to the
thermal velocity of the atoms. This effect results primarily in a characteristic Doppler broadening
of the absorption peaks but has minimal impact on absorption depth. However, a much more
significant temperature dependence is noticed in terms of the atomic density. The atomic density
term in equation (8.1) is further broken down to
𝑁𝑁 =

𝑝𝑝
,
𝑘𝑘𝑏𝑏 𝑇𝑇
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(8.2)

where p is pressure and is measured for Rb vapor in Torr (for liquid phase Rb) with the
following equation [106]:
log10 𝑝𝑝 = −94.05 −

1961
− 0.038𝑇𝑇 + 42.58 log10 𝑇𝑇.
𝑇𝑇

(8.3)

The maximum absorption in terms of temperature of our devices is plotted alongside the
corresponding theoretical values in Figure 8-5.
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Figure 8-5: Maximum absorption vs. temperature. Both the experimental data (blue circles) and the model
prediction (orange squares) are normalized to their first value to aid comparison.

Notice that the temperature dependence trend of the chips matches the expected absorption
increase from the theoretical model. This indicates that the atomic density is increasing as
expected and that therefore the assumption of the channel being full holds quite well. This
establishes that the main area to address in order to deepen the spectra is the optical guiding
properties of the buried channel waveguide and hollow core.
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Chip Lifetime
Another main objective in the research goals is increasing the lifetime of these loaded
chips. This is usually done with accelerated lifetime testing. The principle behind accelerated
testing is to submit the device to harsher operating conditions than would normally be
experienced. These harsh conditions accelerate failure and in turn allow us to draw conclusions
about the lifetime of these devices in standard conditions. One of the most common methods of
accelerated lifetime testing and the method historically used on this project is called the
Arrhenius model. This model relies on an equation called the Arrhenius equation which
correlates a reaction rate to temperature. It is often used to model processes such as chemical
reactions, diffusion coefficients, and material structural changes. These processes are well
modeled by the Arrhenius equation because of their necessity to overcome an activation energy
[107]. Since our chips primarily fail due to chemical reactions with Rb, either from structural
changes in sealing materials or loss of a vacuum, this method will provide accurate lifetime
predictions. The Arrhenius equation is shown in (8.4).
−𝐸𝐸𝑎𝑎
1
= 𝐴𝐴𝐴𝐴 𝑅𝑅𝑇𝑇 ,
𝑡𝑡

(8.4)

where A is the prefactor, 𝐸𝐸𝑎𝑎 is the activation energy, R is the gas constant, and T is the

temperature. Since both A and 𝐸𝐸𝑎𝑎 are unknowns, empirical data is needed to solve for the

temperature-time relationship. The procedure for extracting these variables for the empirical data
is outlined in [33]. At this time, the experimental data obtained is not sufficient to predict the
exact failure time of our devices. However, conclusions may be drawn by comparing them
directly to previous lifetime tests of chemically similar platforms.
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The most successful chip so far has a complicated life cycle. It was first tested for 48 hours
(results reported in Figure 8-3) and then left to sit at room temperature overnight. The following
morning, the data indicated that the chip was still viable so it was once again placed on the
heated stage and tested at the various powers and temperatures listed in Table 8.1. Finally, a test
was begun immediately after those temperature and power experiments and run automatically
every 12 hours for 4 days. The temperature was held constant at 95°C for the duration of the
final test. Figure 8-6 represents the maximum absorption exhibited by the chip over its entire
lifetime. The different stages of testing are highlighted with background colors.

Figure 8-6: Chip lifetime over several testing periods. The blue area represents the first automatic testing
period. The red shaded area is time that the chip spent waiting at room temperature. The green area is the
data collected for temperature and power tests in Table 8.1. Finally, the orange area is the final automated
testing done every 12 hours.

Overall, the chip lasts approximately 5.5 days before failing. The temperature of the chip is
75°C for the first 2 days, then room temperature (21°C) for about 12 hours, and finally 95°C for
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the last 3 days. Due to the different temperatures experienced by the chip over time, it is
challenging to directly compare the lifetime to previous minicells experiments. However, some
general observations are useful for characterizing the new design. The previous epoxy cells
reportedly lasted 6.4 days at 80°C and 3.6 days at 95°C. The values for activation energy and
prefactor were empirically derived as A = 3.91∗ 105 and 𝐸𝐸𝑎𝑎 = 0.52 for the epoxy system. Since

the materials present in the new design platform are close to identical, these same values may be
used for approximate Arrhenius equation calculations. For the device discussed above, 2 days at
75°C equates to 22% of the predicted device lifetime, the 12 hours at room temperature are
negligible, and the 3 days at 95°C equate to 83% of the lifetime. The new device lasts 105% of
the previously reported lifetime. In other words, the new design has comparable lifetime to
previous results. Since none of the materials have changed, this is expected and verifies the
assumption that no new chemical failure modes arise from the improved fabrication and loading
processes. Significant gains are most likely to be achieved by reviewing the stub attachment
method. The single stub geometry facilitates the electroplated solder methods discussed in [24]
that were impractical in the traditional double-stub design.
Lastly, yield is inherently a difficult thing to quantify with such a small sample size but it is
worth mentioning that of the 8 samples tested so far, 5 have shown absorption. When compared
to the many dozens of devices tested over the last several years with no success, this is a very
significant improvement and the feedback provided by functional chips greatly eases further
optimization.
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9

CONCLUSION

Project Outcome
Ultimately, the most important contribution to the project and success of this work is the
overcoming of the transport and yield issue. With the previous dual-reservoir design, it was
relatively easy to fabricate chips with some transmission, even though this transmission was
minimal. However, it was extremely rare to be able to observe a spectra in those chips and the
project went several years without seeing any spectra at all. Since moving to the new design, the
chips have even better optical transmission properties and 63% of the chips we have loaded so
far have had an observable and measurable spectrum. This is the most significant improvement
because measurable spectra act as a form of feedback that allows the project to fine-tune the
many parameters involved in fabrication, loading, and testing. This advantage is highlighted in
Chapter 8 with regards to testing power and temperature for example.
Along with this increase in yield, several other aspects of the project have been optimized.
The cleanroom fabrication process has far fewer steps since we no longer need to pattern and
etch a ridge. Additionally, the new process assures that the BCW and hollow core ARROW are
always perfectly aligned. Finally, moving to a single stub design greatly simplifies the loading
procedure and improves the overall durability of the chips. With consistent, durable samples, onchip slow light device applications are the natural next step.
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Future Work
There a several things that can still be done to optimize the new design. First of all the gap
between the BCW and the hollow core ARROW has not been completely characterized and
understood. During the design phase, a 5 um gap filled with oxide was discussed and no
problems were discovered so it was integrated into the fabrication recipe. Tests and simulations
could be conducted by varying the width of that gap and correlating that to overall optical
transmission. Another aspect of the gap is that it is currently protected during the pedestal etch
step so that the bottom layers remain intact and are simply covered by the top oxide later.
Simulations could provide further clarity of better designs, perhaps by removing some or all of
the bottom layers at that intersection. Figure 9-1 illustrates some of these alternative designs. A
disruption in the bottom layers at this point may also mitigate the bottom layer guiding issues
discussed in Chapter 8. Since the alignment is fixed and perfect in the new design, varying the
parameters of the BCW to hollow core interface seems like the best way to improve overall
transmission.

Figure 9-1: Alternate designs for the BCW to hollow core gap. Our current method is shown in (a). A twostep process where only some of the bottom layers are etched is shown in (b). Finally, simplifying the pedestal
protect step and using only a liftoff step would lead to the full pedestal depth being etched between the two
cores, as shown in (c).
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Another aspect of the recipe that could be explored is the etching of the core expose holes
over the top of the core. Currently, a double exposure step is used to pattern the 5 um squares.
These geometries are quite close to our machine limits and while the core expose steps works on
some devices every time, it is not yet uniform over the wafer. This problem has been
circumvented by using the focused ion beam (FIB) in the scanning electron microscope (SEM) to
drill holes into the devices that do not open completely. However, this is not a practical long
term solution. Further studies with the spectroscopic ellipsometer and SEM machines would
enable a more thorough investigation of these etch profiles and perhaps further reduce the optical
loss of the hole sites.
Finally and most importantly, the new design mask series need to be expanded to enable
device-oriented testing. This work discussed dual core systems and their successful integration
into the old design in section 4.5. At this point in the project, the new design should be modified
to the dual core single stub design proposed in Figure 9-2.
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Figure 9-2: Proposed design for the dual-core single-stub Slow Light ARROW

This improved design coupled with the slow light capable optical setup at UCSC will
move this project into the slow light device phase.

108

REFERENCES
[1]

G. Epple, K. S. Kleinbach, T. G. Euser, N. Y. Joly, T. Pfau, P. S. Russell, et al.,
"Rydberg atoms in hollow-core photonic crystal fibres," Nature Communications, vol. 5,
Jun 2014.

[2]

S. Ghosh, A. R. Bhagwat, C. K. Renshaw, S. Goh, A. L. Gaeta, and B. J. Kirby, "Lowlight-level optical interactions with rubidium vapor in a photonic band-gap fiber,"
Physical Review Letters, vol. 97, Jul 14 2006.

[3]

L. Stern, B. Desiatov, I. Goykhman, and U. Levy, "Nanoscale light-matter interactions in
atomic cladding waveguides," Nature Communications, vol. 4, Mar 2013.

[4]

B. Wu, J. F. Hulbert, E. J. Lunt, K. Hurd, A. R. Hawkins, and H. Schmidt, "Slow light on
a chip via atomic quantum state control," Nature Photonics, vol. 4, pp. 776-779, Nov
2010.

[5]

M. Xiao, Y. Li, S. Jin, and J. Gea-Banacloche, "Measurement of dispersive properties of
electromagnetically induced transparency in rubidium atoms," Physical Review Letters,
vol. 74, p. 666, 1995.

[6]

M. L. Povinelli, S. G. Johnson, and J. D. Joannopoulos, "Slow-light, band-edge
waveguides for tunable time delays," Optics Express, vol. 13, pp. 7145-7159, 2005/09/05
2005.

[7]

J. E. Heebner and R. W. Boyd, "Slow and Stopped Light 'Slow' and 'fast' light in
resonator-coupled waveguides," Journal of Modern Optics, vol. 49, pp. 2629-2636,
2002/11/01 2002.

[8]

N. Papasimakis and N. Zheludev, "Metamaterial-Induced Transparency," Optics &
Photonics News, 2009.

[9]

Y. Okawachi, M. Foster, J. Sharping, A. Gaeta, Q. Xu, and M. Lipson, "All-optical slowlight on a photonic chip," Optics Express, vol. 14, pp. 2317-2322, 2006/03/20 2006.

[10]

M. R. Topp and G. C. Orner, "Group Dispersion Effects in Picosecond Spectroscopy Frequency Dispersion," Chemical Physics Letters, vol. 32, pp. 407-413, 1975.

[11]

T. J. Malthus and A. C. Madeira, "High-Resolution Spectroradiometry - Spectral
Reflectance of Field Bean-Leaves Infected by Botrytis-Fabae," Remote Sensing of
Environment, vol. 45, pp. 107-116, Jul 1993.

[12]

D. Y. Kim, S. K. Tripathy, L. Li, and J. Kumar, "Laser-Induced Holographic SurfaceRelief Gratings on Nonlinear-Optical Polymer-Films," Applied Physics Letters, vol. 66,
pp. 1166-1168, Mar 6 1995.

109

[13]

A. M. C. Dawes, L. Illing, S. M. Clark, and D. J. Gauthier, "All-Optical Switching in
Rubidium Vapor," Science, vol. 308, pp. 672-674, April 29, 2005 2005.

[14]

M. Bajcsy, S. Hofferberth, V. Balic, T. Peyronel, M. Hafezi, A. S. Zibrov, et al.,
"Efficient All-Optical Switching Using Slow Light within a Hollow Fiber," Physical
Review Letters, vol. 102, May 22 2009.

[15]

T. Kuga, Y. Torii, N. Shiokawa, T. Hirano, Y. Shimizu, and H. Sasada, "Novel Optical
Trap of Atoms with a Doughnut Beam," Physical Review Letters, vol. 78, pp. 4713-4716,
June 23, 1997 1997.

[16]

M. Hosseini, B. M. Sparkes, G. Campbell, P. K. Lam, and B. C. Buchler, "High
efficiency coherent optical memory with warm rubidium vapour," Nat Commun, vol. 2, p.
174, February 1, 2011 2011.

[17]

T. W. Hansch, J. Alnis, P. Fendel, M. Fischer, C. Gohle, M. Herrmann, et al., "Precision
spectroscopy of hydrogen and femtosecond laser frequency combs," Philosophical
Transactions of the Royal Society a-Mathematical Physical and Engineering Sciences,
vol. 363, pp. 2155-2163, Sep 15 2005.

[18]

Z. Shi, R. W. Boyd, D. J. Gauthier, and C. Dudley, "Enhancing the spectral sensitivity of
interferometers using slow-light media," Optics letters, vol. 32, pp. 915-917, 2007.

[19]

L. A. Liew, S. Knappe, J. Moreland, H. Robinson, L. Hollberg, and J. Kitching,
"Microfabricated alkali atom vapor cells," Applied Physics Letters, vol. 84, pp. 26942696, Apr 5 2004.

[20]

T. Baluktsian, C. Urban, T. Bublat, H. Giessen, R. Low, and T. Pfau, "Fabrication
method for microscopic vapor cells for alkali atoms," Optics Letters, vol. 35, pp. 19501952, Jun 15 2010.

[21]

M. D. Eisaman, A. Andre, F. Massou, M. Fleischhauer, A. S. Zibrov, and M. D. Lukin,
"Electromagnetically induced transparency with tunable single-photon pulses," Nature,
vol. 438, pp. 837-841, 12/08/print 2005.

[22]

E. Parra and J. R. Lowell, "Toward Applications of Slow Light Technology," Optics and
Photonics News, vol. 18, pp. 40-45, November 1, 2007 2007.

[23]

C. Hill, "Rubidium Packaging for On-Chip Atomic Spectroscopy," Masters, Electrical
Engineering, Brigham Young University, Provo, UT, 2015.

[24]

J. F. Hulbert, M. Giraud-Carrier, T. Wall, A. R. Hawkins, S. Bergeson, J. Black, et al.,
"Versatile Rb vapor cells with long lifetimes," Journal of Vacuum Science & Technology
A, vol. 31, May 2013.

110

[25]

M. Giraud-Carrier, J. F. Hulbert, T. Wall, A. R. Hawkins, H. Schmidt, and J. Black,
"High longevity rubidium packaging method suitable for integrated optics," presented at
the CLEO, 2013.

[26]

M. Giraud-Carrier, C. Hill, T. Decker, A. R. Hawkins, J. Black, S. Almquist, et al.,
"Rubidium diffusion in microscale spectroscopy and slow light platforms," presented at
the IEEE MWSCAS Colorado, 2015.

[27]

J. Black, M. Giraud-Carrier, A. R. Hawkins, and H. Schmidt, "Recent progress in
waveguide-based atom photonics," presented at the SPIE OPTO, 2015.

[28]

M. Giraud-Carrier, C. Hill, T. Decker, A. R. Hawkins, J. Black, S. Almquist, et al., "Nondiffusive Rubidium Vapor Transport in Confined Glass Channels," Journal of Vacuum
Science & Technology A, p. In review, 2016.

[29]

M. Giraud-Carrier, C. Hill, T. Decker, J. Black, H. Schmidt, and A. R. Hawkins,
"Perforated hollow core optical waveguides for on-chip gas sensing and atomic
spectroscopy," Applied Physics Letters, p. In review, 2016.

[30]

M. Giraud-Carrier, T. Decker, A. R. Hawkins, J. Black, and H. Schmidt, "Perforated
hollow-core waveguide devices for atomic spectroscopy with alkali vapor," presented at
the CLEO, 2016.

[31]

D. Yin, H. Schmidt, J. Barber, and A. Hawkins, "Integrated ARROW waveguides with
hollow cores," Optics Express, vol. 12, pp. 2710-2715, 2004/06/14 2004.

[32]

N. Litchinitser, A. Abeeluck, C. Headley, and B. Eggleton, "Antiresonant reflecting
photonic crystal optical waveguides," Optics letters, vol. 27, pp. 1592-1594, 2002.

[33]

J. F. Hulbert, "ARROW-based on-chip alkali vapor-cell development,"
Dissertation/Thesis, Thesis (Doctor of Philosophy)--Brigham Young University.
Department of Electrical and Computer Engineering, 2013., 2013.

[34]

C. Liu, Foundations of MEMS: Pearson Education Inc. , 2006.

[35]

D. M. Manos and D. M. Flamm, Plasma Etching: An Introduction: Orlando, FL:
Academic Press, 1989.

[36]

S. M. Sze, Semiconductor devices, physics and technology vol. 2nd ed.: Wiley, New
York, 2002.

[37]

P. F. Williams, Plasma Processing of Semiconductors: Kulwer Academic Publishers,
1997.

111

[38]

I. W. Rangelow, "Critical tasks in high aspect ratio silicon dry etching for
microelectromechanical systems," Journal of Vacuum Science & Technology A, vol. 21,
pp. 1550-1562, Jul-Aug 2003.

[39]

E. J. Lunt, "Low-Loss Hollow Waveguide Platforms for Optical Sensing and
Manipulation," PhD, Electrical and Computer Engineering, Brigham Young University,
Provo, UT, 2010.

[40]

F. Laermer and A. Urban, "Challenges, developments and applications of silicon deep
reactive ion etching," Microelectronic Engineering, vol. 67-8, pp. 349-355, Jun 2003.

[41]

L. M. Ephrath, "Selective Etching of Silicon Dioxide Using Reactive Ion Etching with
Cf4-H2," Journal of the Electrochemical Society, vol. 126, pp. 1419-1421, 1979.

[42]

T. Tatsumi, M. Matsui, M. Okigawa, and M. Sekine, "Control of surface reactions in
high-performance SiO2 etching," Journal of Vacuum Science & Technology B, vol. 18,
pp. 1897-1902, Jul-Aug 2000.

[43]

F. Ladouceur, J. D. Love, and T. J. Senden, "Effect of Side Wall Roughness in BuriedChannel Wave-Guides," Iee Proceedings-Optoelectronics, vol. 141, pp. 242-248, Aug
1994.

[44]

C. Wang, J. Zhang, P. Yang, and M. An, "Electrochemical behaviors of Janus Green B in
through-hole copper electroplating: An insight by experiment and density functional
theory calculation using Safranine T as a comparison," Electrochimica Acta, vol. 92, pp.
356-364, 2013.

[45]

E. J. Lunt, B. Wu, J. M. Keeley, P. Measor, H. Schmidt, and A. R. Hawkins, "Hollow
ARROW Waveguides on Self-Aligned Pedestals for Improved Geometry and
Transmission," Ieee Photonics Technology Letters, vol. 22, pp. 1147-1149, Aug 1 2010.

[46]

P. Siddons, C. S. Adams, C. Ge, and I. G. Hughes, "Absolute absorption on rubidium D
lines: comparison between theory and experiment," Journal of Physics B: Atomic,
Molecular and Optical Physics, vol. 41, p. 155004, 2008.

[47]

D. A. Steck, "Rubidium 87 D line data," ed, 2001.

[48]

H. Lakhotia and C. Mitra, "Saturated Absorption Spectroscopy."

[49]

S. Briaudeau, D. Bloch, and M. Ducloy, "Sub-Doppler spectroscopy in a thin film of
resonant vapor," Physical Review A, vol. 59, pp. 3723-3735, May 1999.

[50]

A. E. Siegman, "Excess Spontaneous Emission in Unstable Resonator Lasers," Journal of
the Optical Society of America B-Optical Physics, vol. 3, pp. P106-P106, Aug 1986.

112

[51]

A. Farmany, S. Abbasi, and A. Naghipour, "Probing the natural broadening of hydrogen
atom spectrum based on the minimal length uncertainty," Physics Letters B, vol. 650, pp.
33-35, 6/21/ 2007.

[52]

L. Vestergaard Hau, S. E. Harris, Z. Dutton, and C. H. Behroozi. (1999) Light speed
reduction to 17 metres per second in an ultracold atomic gas. Nature. 594. Available:
https://search.lib.byu.edu/byu/record/pcbyu.gale_ofa54038299

[53]

D. Budker, D. F. Kimball, S. M. Rochester, and V. V. Yashchuk, "Nonlinear Magnetooptics and Reduced Group Velocity of Light in Atomic Vapor with Slow Ground State
Relaxation," Physical Review Letters, vol. 83, pp. 1767-1770, 08/30/ 1999.

[54]

M. Fleischhauer, A. Imamoglu, and J. P. Marangos, "Electromagnetically induced
transparency: Optics in coherent media," Reviews of Modern Physics, vol. 77, pp. 633673, 07/12/ 2005.

[55]

G. Keiser, Optical Fiber Communications: McGraw Hill, 2000.

[56]

A. Yariv and P. Yeh, Photonics: Optical Electronics in Modern Communications.
Oxford: Oxford University Press, 2007.

[57]

P. W. Milonni, Fast Light, Slow Light and Left-Handed Light. London: Institute of
Physics Publishing, 2005.

[58]

K. Hurd, "EIT, Slow light, and Sealing Methods for Embedding Rubidium into the
ARROW System," Masters, Electrical and Computer Engineering, Brigham Young
University, 2010.

[59]

H. Schmidt and A. Imamoglu, "High-speed properties of a phase-modulation scheme
based on electromagnetically induced transparency," Optics Letters, vol. 23, pp. 10071009, Jul 1 1998.

[60]

D. Phillips, A. Fleischhauer, A. Mair, R. Walsworth, and M. D. Lukin, "Storage of light
in atomic vapor," Physical Review Letters, vol. 86, p. 783, 2001.

[61]

Y. W. Yi, H. G. Robinson, S. Knappe, J. E. Maclennan, C. D. Jones, C. Zhu, et al.,
"Method for characterizing self-assembled monolayers as antirelaxation wall coatings for
alkali vapor cells," Journal of Applied Physics, vol. 104, p. 023534, 2008.

[62]

Y. H. Chen, M. J. Lee, W. L. Hung, Y. C. Chen, Y. F. Chen, and I. A. Yu,
"Demonstration of the Interaction between Two Stopped Light Pulses," Physical Review
Letters, vol. 108, Apr 23 2012.

[63]

M. D. Lukin and A. Imamoglu, "Nonlinear optics and quantum entanglement of ultraslow
single photons," Physical Review Letters, vol. 84, pp. 1419-1422, Feb 14 2000.

113

[64]

L. Zempoaltecatl, "Liquid Core Waveguide Sensors with Single and Multi-Spot
Excitation," Masters, Electrical Engineering, Brigham Young University, 2013.

[65]

W. D. He, J. Zou, B. Wang, S. Vilayurganapathy, M. Zhou, X. Lin, et al., "Gas transport
in porous electrodes of solid oxide fuel cells: A review on diffusion and diffusivity
measurement," Journal of Power Sources, vol. 237, pp. 64-73, Sep 1 2013.

[66]

M. Cannarozzo, A. Del Borghi, and P. Costamagna, "Simulation of mass transport in
SOFC composite electrodes," Journal of Applied Electrochemistry, vol. 38, pp. 10111018, Jul 2008.

[67]

A. S. Joshi, K. N. Grew, A. A. Peracchio, and W. K. S. Chiu, "Lattice Boltzmann
modeling of 2D gas transport in a solid oxide fuel cell anode," Journal of Power Sources,
vol. 164, pp. 631-638, Feb 10 2007.

[68]

B. Kenney, M. Valdmanis, C. Baker, J. G. Pharoah, and K. Karan, "Computation of TPB
length, surface area and pore size from numerical reconstruction of composite solid oxide
fuel cell electrodes," Journal of Power Sources, vol. 189, pp. 1051-1059, Apr 15 2009.

[69]

S. W. Webb and K. Pruess, "The use of Fick's law for modeling trace gas diffusion in
porous media," Transport in Porous Media, vol. 51, pp. 327-341, Jun 2003.

[70]

W. Janna, Design of Fluid Thermal Systems, 4 ed. Kentucky: Cengange Learning, 2014.

[71]

M. O. Coppens and G. F. Froment, "Knudsen diffusion in porous catalysts with a fractal
internal surface," Fractals-an Interdisciplinary Journal on the Complex Geometry of
Nature, vol. 3, pp. 807-820, Dec 1995.

[72]

D. G. Huizenga and D. M. Smith, "Knudsen Diffusion in Random Assemblages of
Uniform Spheres," Aiche Journal, vol. 32, pp. 1-6, Jan 1986.

[73]

P. M. Adler, Porous Media: Geometry and Transport. Stoneham MA: ButterworthHeinemann, 1992.

[74]

R. Aris, The Mathematical Theory of Diffusion and Reaction in Permeable Catalysts vol.
1. Oxford: Clarendon Press, 1975.

[75]

M. Sahimi, G. R. Gavalas, and T. T. Tsotsis, "Statistical and Continuum Models of Fluid
Solid Reactions in Porous-Media," Chemical Engineering Science, vol. 45, pp. 14431502, 1990.

[76]

S. Arbabi and M. Sahimi, "Computer-Simulations of Catalyst Deactivation .1. Model
Formulation and Validation," Chemical Engineering Science, vol. 46, pp. 1739-1747,
1991.

114

[77]

L. Zhang and N. A. Seaton, "The Application of Continuum Equations to Diffusion and
Reaction in Pore Networks," Chemical Engineering Science, vol. 49, pp. 41-50, Jan 1994.

[78]

M. O. Coppens and G. F. Froment, "Diffusion and Reaction in a Fractal Catalyst Pore .2.
Diffusion and First-Order Reaction," Chemical Engineering Science, vol. 50, pp. 10271039, Mar 1995.

[79]

O. Geier, S. Vasenkov, and J. Karger, "Pulsed field gradient nuclear magnetic resonance
study of long-range diffusion in beds of NaX zeolite: Evidence for different apparent
tortuosity factors in the Knudsen and bulk regimes," Journal of Chemical Physics, vol.
117, pp. 1935-1938, Aug 1 2002.

[80]

S. B. Santra and B. Sapoval, "Interaction of ballistic particles with irregular pore walls,
Knudsen diffusion, and catalytic efficiency," Physical Review E, vol. 57, pp. 6888-6896,
Jun 1998.

[81]

D. N. Theodorou, R. Q. Snurr, and A. T. Bell, Comprehensive Supramolecular
Chemistry; Molecular Dynamics and Diffusion in Microporous Materials. Berlin:
Pergamon, 1996.

[82]

J. R. Welty, C. E. Wicks, R. E. Wilson, and G. L. Rorrer, Fundamentals of Momentum,
Heat and Mass Transfer, 5 ed. Hoboken NJ: John Wiley and Sons, 2008.
R. E. Cunningham and R. J. J. Williams, Diffusion in Gases and Porous Media. New
York: Plenum Press, 1980.

[83]
[84]

Y. Shi, Y. T. Lee, and A. S. Kim, "Knudsen Diffusion Through Cylindrical Tubes of
Varying Radii: Theory and Monte Carlo Simulations," Transport in Porous Media, vol.
93, pp. 517-541, Jul 2012.

[85]

E. M. Guild, "Diffusion of Rubidium Vapor Through Hollow-Core Fibers for Gas-Phase
Fiber Lasers," Masters, Engineering Physics, Air Force Institute of Technology, 2011.

[86]

S. J. Seltzer, D. J. Michalak, M. H. Donaldson, M. V. Balabas, S. K. Barber, S. L.
Bernasek, et al., "Investigation of antirelaxation coatings for alkali-metal vapor cells
using surface science techniques," Journal of Chemical Physics, vol. 133, Oct 14 2010.

[87]

M. Klein, I. Novikova, D. F. Phillips, and R. L. Walsworth, "Slow light in paraffincoated Rb vapour cells," Journal of Modern Optics, vol. 53, pp. 2583-2591, Nov 10
2006.

[88]

J. C. Camparo, R. P. Frueholz, and B. Jaduszliwer, "Alkali Reactions with Wall Coating
Materials Used in Atomic Resonance Cells," Journal of Applied Physics, vol. 62, pp.
676-681, Jul 15 1987.

115

[89]

C. Klempt, T. van Zoest, T. Henninger, O. Topic, E. Rasel, W. Ertmer, et al., "Ultraviolet
light-induced atom desorption for large rubidium and potassium magneto-optical traps,"
Physical Review A, vol. 73, Jan 2006.

[90]

E. Mariotti, S. Atutov, M. Meucci, P. Bicchi, C. Marinelli, and L. Moi, "Dynamics of
Rubidium Light-Induced Atom Desorption (Liad)," Chemical Physics, vol. 187, pp. 111115, Sep 15 1994.

[91]

W. G. Yang, D. B. Conkey, B. Wu, D. L. Yin, A. R. Hawkins, and H. Schmidt, "Atomic
spectroscopy on a chip," Nature Photonics, vol. 1, pp. 331-335, Jun 2007.

[92]

S. N. Atutov, R. Calabrese, A. Facchini, G. Stancari, and L. Tomassetti, "Experimental
study of vapor-cell magneto-optical traps for efficient trapping of radioactive atoms,"
European Physical Journal D, vol. 53, pp. 89-96, May 2009.

[93]

S. N. Atutov and A. I. Plekhanov, "Accurate measurement of the sticking time and
sticking probability of Rb atoms on a polydimethylsiloxane coating," Journal of
Experimental and Theoretical Physics, vol. 120, pp. 1-8, Jan 2015.

[94]

S. N. Atutov, R. Calabrese, V. Guidi, B. Mai, A. G. Rudavets, E. Scansani, et al., "Fast
and efficient loading of a Rb magneto-optical trap using light-induced atomic
desorption," Physical Review A, vol. 67, p. 053401, 05/22/ 2003.

[95]

J. P. Kutter, S. C. Jacobson, N. Matsubara, and J. M. Ramsey, "Solvent-programmed
microchip open-channel electrochromatography," Analytical Chemistry, vol. 70, pp.
3291-3297, Aug 1 1998.

[96]

X. D. Xiao, G. Y. Liu, D. H. Charych, and M. Salmeron, "Preparation, Structure, and
Mechanical Stability of Alkylsilane Monolayers on Mica," Langmuir, vol. 11, pp. 16001604, May 1995.

[97]

J. Ma, A. Kishinevski, Y. Y. Jau, C. Reuter, and W. Happer, "Modification of glass cell
walls by rubidium vapor," Physical Review A, vol. 79, Apr 2009.

[98]

M. A. Bouchiat and J. Brossel, "Relaxation of Optically Pumped Rb Atoms on ParaffinCoated Walls," Physical Review, vol. 147, pp. 41-&, 1966.

[99]

E. Ulanski and Z. Wu, "Measurement of dwell times of spin polarized rubidium atoms on
octadecyltrichlorosilane- and paraffin-coated surfaces," Applied Physics Letters, vol. 98,
May 16 2011.

[100] D. Budker, L. Hollberg, D. F. Kimball, J. Kitching, S. Pustelny, and V. V. Yashchuk,
"Microwave transitions and nonlinear magneto-optical rotation in anti-relaxation-coated
cells," Physical Review A, vol. 71, Jan 2005.

116

[101] C. Rahman and H. G. Robinson, "Rb O-O Hyperfine Transition in Evacuated WallCoated Cell at Melting Temperature," Ieee Journal of Quantum Electronics, vol. 23, pp.
452-454, Apr 1987.
[102] K. F. Zhao, M. Schaden, and Z. Wu, "Method for Measuring the Dwell Time of SpinPolarized Rb Atoms on Coated Pyrex Glass Surfaces Using Light Shift," Physical Review
Letters, vol. 103, Aug 14 2009.
[103] J. N. Kuo, H. W. Wu, and G. B. Lee, "Optical projection display systems integrated with
three-color-mixing waveguides and grating-light-valve devices," Optics Express, vol. 14,
pp. 6844-6850, Jul 24 2006.
[104] O. P. Parida and N. Bhat, "Characterization of Optical Properties of SU-8 and Fabrication
of Optical Components," presented at the International Conference on Optics and
Photonics, India, 2009.
[105] A. Borras, A. Barranco, and A. R. Gonzalez-Elipe, "Design and control of porosity in
oxide thin films grown by PECVD," Journal of Materials Science, vol. 41, pp. 52205226, Aug 2006.
[106] A. N. Nesanayov, Vapor Pressure of the Chemical Elements. Amsterdam: Elsevier, 1963.
[107] S. Schuller, P. Schilinsky, J. Hauch, and C. J. Brabec, "Determination of the degradation
constant of bulk heterojunction solar cells by accelerated lifetime measurements,"
Applied Physics a-Materials Science & Processing, vol. 79, pp. 37-40, Jun 2004.

117

APPENDIX A: PUBLICATIONS

Archival Journal Publications:
M. Giraud-Carrier, C. Hill, T Decker, A. R. Hawkins, J. A. Black, S. Almquist, H. Schmidt,
“On-chip atomic spectroscopy through perforated hollow core anti-resonant reflecting optical
waveguides”, Applied Physics Letters (2016) Submitted.
M. Giraud-Carrier, C. Hill, T. Decker, A. R. Hawkins, J. A. Black, H. Schmidt, “Non-diffusive
Rubidium Vapor Transport in Confined Glass Channels”, Journal of Vacuum Science &
Technology A (2016) Submitted
J. F. Hulbert, M. Giraud-Carrier, T. Wall, A. R. Hawkins, S. Bergeson, J. A. Black, H. Schmidt,
“Versatile Rb vapor cells with long lifetimes”, Journal of Vacuum Science & Technology A 31
(3) (2013).
Conference Papers and Presentations:
M. Giraud-Carrier, C. Hill, T. Decker, A. R. Hawkins, J. A. Black, H. Schmidt, “Rubidium
diffusion in microscale spectroscopy and slow light platforms”, MWSCAS: IEEE (2015).
M. Giraud-Carrier, J. F. Hulbert, T. Wall, A. R. Hawkins, H. Schmidt, J. A. Black, “High
Longevity Rubidium Packaging Method Suitable for Integrated Optics”, CLEO: Science and
Innovations (2013).
J. A. Black, M. Giraud-Carrier, A. R. Hawkins, H. Schmidt, “Recent progress in waveguidebased atom photonics” SPIE OPTO, 937803-7 (2015).
Publications on Other Projects:
M. Giraud-Carrier, K. Moon, E. Teng, A. R. Hawkins, K. F. Warnick, B. A. Mazzeo,
“Broadband RF impedance spectroscopy in micromachined microfluidic channels”, Engineering
in Medicine and Biology Society, EMBC (2011).
S. Khadka, B. Blankenagel, M. Giraud-Carrier, A. R. Hawkins, K. F. Warnick, B. A. Mazzeo,
“Low-cost broadband RF impedance spectroscopy in micromachined microfluidic channels”,
APS Four Corners Section Meeting Abstracts 1, 6004 (2011).

119

APPENDIX B: OLD DESIGN RECIPE

Core

Soft bake - 10 min @ 65°C -> 95°C for 10
min -> 65°C, -> RT (on plastic)
Exp 24s, S. Aligner, 5min @ 65°C -> 95°C
for 5 min -> 65°C, -> RT (on plastic)
Dev ~30s
Hard bake - RT -> 200°C for 5 min ->
100°C -> RT (on plastic)
Descum 120s @ 50W
Trion "SAP_oxide" for 600s
Soak in R6-H2O2 10min @ 55C, Rinse well
Nanostrip @ 90C for 20min

Grow 20nm of Oxide as Pirahna barrier
Scrub w\H2O, Dehy 2hrs
SU-8 10, 500rpm 100rpm/s 6s, 4400rpm @
1200rpm/s 60s, 6000rpm @ 6000rpm/s 2s;
Soft bake, 65C 10min -> 95C 10min -> 65C
Exp 30s on filtered aligner;
Hard bake, 65C 6min -> 95C 6min -> 65C,
Develop ~45s
RT -> 200C, 200C 10min -> 65C
Descum 60s @ 50W
RT->250C, 250C 5min -> 65C
Descum 60s @ 50W

Core Expose

Dehy 20min
AZP4620 - 300 rpm @ 110/s, 3 s, 1800 rpm
@ 1210/s, 20 s, 1600 rpm @ 1870/s, 120 s
70°C, 1 min , 90°C, 2 min, 110°C, 5 min,
Rest @ RT for 30min
Exp 160s, Dev 4-5min 400K 1:4
Descum 60s @ 100W
Check ends to make sure they are clean
150°C for 1hr (Increment from 100°C every
10min)
Flood Exp 200s
Descum 60s @ 100W
Wet Etch in table HF for 7 minutes
Check tht ends are exposed SU-8
Soak in R6-H2O2 10min @ 55C, Rinse well

Pedestal

HMDS then AZ4620; 2800 @ 1100 30s,
6000 @ 6000 2s
70C 1min, 100C 1min, 120C 30s
Exp 60s; Flood Exp 6s
Dev 3-4min in 400K 1:4
Descum 30s @ 50W
HCL:H2O 1:2 dip
E-beam Ni 80nm
Liftoff with acetone, Descum 30s @ 50W
Trion "SAPoxide" 800s, down to bare Si
Soak in R6-H2O2 10min @ 55C, Rinse well
Trion "Dummy Cycle"
Trion 2 to 2.5 "Bosch cycles", looking for
about 6um
Trion "Si_isotropic" cycle for 60s
Soak in R6-H2O2 10min @ 55C, Rinse well
5 min Ni remover @ RT, Rinse well, R6H2O2 10min @ 55C, Rinse again
Descum 60s @ 50W
Dehydration bake for 30min

Place in Piranha @ 90C, change acid daily

Doughnuts

Dehy for 1hr
AZP4620 - 300 rpm @ 110/s, 3 s, 1800 rpm
@ 1210/s, 20 s, 1600 rpm @ 1870/s, 120 s
70°C, 1 min , 90°C, 2 min, 110°C, 5 min,
Rest @ RT for 30min
Exp 160s, Dev 4-5min 400K 1:4
Descum 60s @ 100W
3 second BHF dip, Rinse with DI
E-beam 125nm Cr, then 125nm Ni
Liftoff with acetone

Top Layers

5.92um of 300°C Oxide at 1100mT recipe

Ridge

Dehy 120min
SU-8 10, 500 rpm @ 100/s, 6 s, 1000 rpm @
1200/s, 60 s, 6000 rpm @ 6000/s, 2 s
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APPENDIX C: NEW DESIGN RECIPE

Top Layer

Core

Grow 20nm of Oxide as Piranha barrier
Scrub w\H2O, Dehy 2hrs
SU-8 10, 500rpm 100rpm/s 6s, 4400rpm @
1200rpm/s 60s, 6000rpm @ 6000rpm/s 2s;
Soft bake, 65C 8min -> 95C 8min -> 65C
Exp 19s on filtered aligner;
65C 6min -> 95C 6min -> 65C, Dev ~45s
CleanOven bake from 70C to 250C @
5C/min, hold for 10min, cool @ 10c/min
Descum 60s @ 50W

Dehydration bake for 30min
Grow 5.92um of PECVD2 Oxide at 1100mT
recipe

Core Expose

Dehy 20min
Deposit 90nm Chrome in Ebeam
AZ4620; 2800 @ 1100 30s, 6000 @ 6000 2s
70C 1min, 100C 1min, 120C 30s
Exp 60s, Dev 3-4min in 400K 1:4
Chrome etch for 10min @ RT
Wet Etch in table HF for 4 minutes
Anelva etch (31/12.5) for 20 minutes
Soak in R6-H2O2 10min @ 55C, Rinse well
Nanostrip, Cr Etch
Place in Piranha @ 90C, check every half
hour

Pedestal

HMDS then AZ4620; 2800 @ 1100 30s,
6000 @ 6000 2s
70C 1min, 90C 1min, 120C 30s
Exp 60s; Flood Exp 7s
Dev 3-4min in 400K 1:4, want 2.5um
Descum 30s @ 50W
HCL:H2O 1:2 dip
E-beam Ni 90nm
Liftoff with acetone, Descum 60s @ 50W
Trion "SAPoxide" 2000s at least
Soak in R6-H2O2 10min @ 55C, Rinse well
Trion "Dummy Cycle"
Trion 3 to 4 "Bosch cycles"
Trion "Si_isotropic" cycle for 60s
Soak in R6-H2O2 10min @ 55C, Rinse well
5 min Ni remover @ RT, Rinse well, R6H2O2 10min @ 55C, Rinse again
Descum 60s @ 50W

Doughnuts

Dehy for 1hr
AZP4620 - 300 rpm @ 110/s, 3 s, 1800 rpm
@ 1210/s, 20 s, 1600 rpm @ 1870/s, 120 s
70°C, 1 min , 90°C, 2 min, 110°C, 5 min,
Rest @ RT for 30min
Exp 160s, Dev 4-5min 400K 1:4
Descum 60s @ 100W
3 second dip, Rinse with DI
E-beam 125nm Cr, then 125nm Ni
Liftoff with acetone
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APPENDIX D: MATLAB CODE
% creating Rb Spectra from adding Gauss or Lorentzian or Voigt Functions
close all
clear all
clc
format long
%***CONSTANTS***
pressLW = 0; % GHz
delta = linspace(-4, 6, 200);
T = 273.15 + 95;
len = .004;
kb = 1.3806488e-23; % J/K
MW87 = 84.911789732;
MW85 = 86.909180520;
amc = 1.660538921E-27; % kg
Mkg87 = MW87*amc;
Mkg85 = MW85*amc;
vc = 2.99792458E8;
hbar = 1.054571726e-34; %J*s
epsilon_0 = 8.85418781762e-12; % F/m
lProbe = 780.241E-9;
kProbe = 2*pi/lProbe;
Gamma2 = 2*pi*6.065e6; % Excited state decay rate
d21 = sqrt(3)*sqrt(3*epsilon_0*hbar*Gamma2*lProbe^3/(8*pi^2)); % reduced
matrix element
u85 = sqrt(2*kb*T/(MW85*amc));
u87 = sqrt(2*kb*T/(MW87*amc));
Rb85Frac = .7217; % (2)
Rb87Frac = .2783; % (2)
atomicDensity85 = Rb85Frac*P(T)*133.323/(kb*T);
atomicDensity87 = Rb87Frac*P(T)*133.323/(kb*T);
MASSES = [...
Mkg85,Mkg85,Mkg85,...
Mkg85,Mkg85,Mkg85,...
Mkg87,Mkg87,Mkg87,...
Mkg87,Mkg87,Mkg87];
% Transition strength factors C_F^2, call as F87[1][2] for the F=1 to F'=2
strength
F87 = [ 0.0, 0.0, 0.0, 0.0;
1/9.0, 5/18.0, 5/18.0, 0.0;
0.0, 1/18.0, 5/18.0, 7/9.0];
F85 = [ 0.0, 0.0, 0.0, 0.0, 0.0;
0.0, 0.0, 0.0, 0.0, 0.0;
0.0, 1/3.0, 35/81.0, 28/81.0, 0.0;
0.0, 0.0, 10/81.0, 35/81.0, 1.0];
% Detuning factors, call as det87[1][2] for the F=1 to F'=2 hyperfine
transition
detF87 = [ 0.0, 0.0, 0.0, 0.0;
-4027.403e6, -4099.625e6, -4256.570e6, 0.0;
0.0, 2735.050e6, 2578.110e6, 2311.260e6];
detF85 = [ 0.0, 0.0, 0.0, 0.0, 0.0;
0.0, 0.0, 0.0, 0.0, 0.0;
0.0, -1635.454e6, -1664.714e6, -1728.134e6, 0.0;
0.0, 0.0, 1371.290e6, 1307.870e6, 1186.910e6];
deltaScale = delta*1E9;
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chiIm = [...
chiIm85(2,1,F85,hbar,epsilon_0,d21,atomicDensity85,deltaScale,detF85,kProbe,G
amma2,u85,pressLW);...
chiIm85(2,2,F85,hbar,epsilon_0,d21,atomicDensity85,deltaScale,detF85,kProbe,G
amma2,u85,pressLW);...
chiIm85(2,3,F85,hbar,epsilon_0,d21,atomicDensity85,deltaScale,detF85,kProbe,G
amma2,u85,pressLW);...
chiIm85(3,2,F85,hbar,epsilon_0,d21,atomicDensity85,deltaScale,detF85,kProbe,G
amma2,u85,pressLW);...
chiIm85(3,3,F85,hbar,epsilon_0,d21,atomicDensity85,deltaScale,detF85,kProbe,G
amma2,u85,pressLW);...
chiIm85(3,4,F85,hbar,epsilon_0,d21,atomicDensity85,deltaScale,detF85,kProbe,G
amma2,u85,pressLW);...
chiIm87(1,0,F87,hbar,epsilon_0,d21,atomicDensity87,deltaScale,detF87,kProbe,G
amma2,u87,pressLW);...
chiIm87(1,1,F87,hbar,epsilon_0,d21,atomicDensity87,deltaScale,detF87,kProbe,G
amma2,u87,pressLW);...
chiIm87(1,2,F87,hbar,epsilon_0,d21,atomicDensity87,deltaScale,detF87,kProbe,G
amma2,u87,pressLW);...
chiIm87(2,1,F87,hbar,epsilon_0,d21,atomicDensity87,deltaScale,detF87,kProbe,G
amma2,u87,pressLW);...
chiIm87(2,2,F87,hbar,epsilon_0,d21,atomicDensity87,deltaScale,detF87,kProbe,G
amma2,u87,pressLW);...
chiIm87(2,3,F87,hbar,epsilon_0,d21,atomicDensity87,deltaScale,detF87,kProbe,G
amma2,u87,pressLW)];
size(chiIm)
totalChiIm = sum(chiIm,1);
size(totalChiIm)
alpha = kProbe*totalChiIm;
%%%%%%%%%%%%%%%% END CONSTANTS %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
transmission = exp(-alpha.*len);
transmission = fliplr(transmission);
figure(1)
hold on
pProfPlot = plot(delta,transmission);
xlabel('Frequency (GHz)');
ylabel('Absorption Ratio (normalized)');
title('Rb Spectrum');
[~,simPkLocs] = findpeaks(1-transmission,delta,'NPEAKS',4);
title('Rb D2 Line Simulation vs Bulk');
axis([-4, 6, -.01, 1.01]);
function x = P(T)
%Vapor pressure in a thermal cell
if (T < 312.46)
temp = 10^( -94.04826 - 1961.258/T - 0.03771687*T +
42.57526*log10(T) );
else
temp = 10^( 15.88253 - 4529.635/T + 0.00058663*T 2.99138*log10(T) );
end
x = temp;
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function u =
chiIm85(Fg,Fe,F85,hbar,epsilon_0,d21,atomicDensity85,delta,detF85,kProbe,Gamm
a2,u85,pressLW)
u =
K85(Fg,Fe,F85,hbar,epsilon_0,d21,atomicDensity85,kProbe,u85)*real(V85(2*pi*(d
elta+detF85(Fg+1,Fe+1))/(kProbe*u85),Gamma2,kProbe,u85,pressLW));
end
function z = K85(Fg,Fe,F85,hbar,epsilon_0,d21,atomicDensity85,kProbe,u85)
z = F85(Fg+1,Fe+1)*1/12.0*1/(hbar*epsilon_0) * d21^2 *
atomicDensity85/(kProbe * u85);
end
function w = V85(y,Gamma2,kProbe,u85,pressLW)
% Calculate the voigt profile for Rb-85 at frequency y and temperature T
"""
w = voigt(Gamma2/(kProbe*u85),y,pressLW);
end
function v = voigt(a,y,pressLW)
a = a + pressLW;
v = sqrt(pi)/2.0*(exp(1/4.0*(a-2j*y).^2).*...
((1-erfz(a./2.0-1j*y))+exp(2*1j*a*y).*(1-erfz(a./2.0+1j*y))));
End
function u =
chiIm87(Fg,Fe,F87,hbar,epsilon_0,d21,atomicDensity87,delta,detF87,kProbe,Gamm
a2,u87,pressLW)
u =
K87(Fg,Fe,F87,hbar,epsilon_0,d21,atomicDensity87,kProbe,u87)*real(V87(2*pi*(d
elta+detF87(Fg+1,Fe+1))/(kProbe*u87),Gamma2,kProbe,u87,pressLW));
end
function z = K87(Fg,Fe,F87,hbar,epsilon_0,d21,atomicDensity87,kProbe,u87)
z = F87(Fg+1,Fe+1)*1/8.0*1/(hbar*epsilon_0) * d21^2 *
atomicDensity87/(kProbe * u87);
end
function w = V87(y,Gamma2,kProbe,u87,pressLW)
% Calculate the voigt profile for Rb-87 at frequency y and temperature T
"""
w = voigt(Gamma2/(kProbe*u87),y,pressLW);
end
function v = voigt(a,y,pressLW)
a = a + pressLW;
v = sqrt(pi)/2.0*(exp(1/4.0*(a-2j*y).^2).*...
((1-erfz(a./2.0-1j*y))+exp(2*1j*a*y).*(1-erfz(a./2.0+1j*y))));
end
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