Abstract-With the prevalence of smart meters, fine-grained subprofiles reveal more information about the aggregated load and further help improve the forecasting accuracy. Ensemble is an effective approach for load forecasting. It either generates multiple training datasets or applies multiple forecasting models to produce multiple forecasts. In this letter, a novel ensemble method is proposed to forecast the aggregated load with subprofiles where the multiple forecasts are produced by different groupings of subprofiles. Specifically, the subprofiles are first clustered into different groups and forecasting is conducted on the grouped load profiles individually. Thus, these forecasts can be summed to form the aggregated load forecast. In this way, different aggregated load forecasts can be obtained by varying the number of clusters. Finally, an optimal weighted ensemble approach is employed to combine these forecasts and provide the final forecasting result. Case studies are conducted on two open datasets and verify the effectiveness and superiority of the proposed method.
I. INTRODUCTION

R
ECENT advances in load forecasting include probabilistic forecasting, hierarchical forecasting, ensemble forecasting, and etc [1] . With the widespread popularity of smart meters, more and more fine-grained sub profiles can be measured and collected. Consequently, research on individual load forecasting has also been investigated in [2] . For aggregated load forecasting, a bottom-up approach, implemented based on the smart meter data, is proposed in [3] : forecast them individually and then aggregated the results. The individual load forecasting is implemented by modeling the conditional distribution of the profile labels and the transitions probabilities between profile labels. It has low computation burden and historical data requirements. To improve the efficiency of the forecasting procedure, a clustering based aggregated load forecasting is proposed in [4] : different groups of consumers are first constructed based on their load patterns; afterwards, forecast the load of each group separately; finally, sum the forecasts of different groups to obtain the aggregated load forecast. The optimal number of clusters is determined by cross validation.
The results demonstrate that the clustering-based method outperforms the direct forecasting method.
Beyond the aforementioned single-output forecasting methods (i.e., only provide one final forecast value), a series of works have been done on ensemble forecasting methods, which can produce multiple forecasts from different models [5] . In general, ensemble forecasting can be classified as homogeneous and heterogeneous methods such as bootstrap aggregating methods and the combination of SVM and ANN [6] . This letter tries to answer the following question: Is it possible to utilize both ensemble techniques and fine-grained sub profiles to further improve the forecasting accuracy? This letter proposes a novel ensemble forecasting method for the aggregated load with sub profiles to answer this question. First, the sub profiles are grouped using hierarchical clustering method and forecasting is conducted on the grouped load profiles individually. Then, these forecasts are summed to form the aggregated load forecast. Thus, we can vary the number of clusters to obtain multiple aggregated load forecasts instead of a single forecast. Subsequently, an optimally weighted ensemble approached is used to combine these forecasts and provide the final result. Finally, case studies are conducted on two open datasets (residential and substation loads) to verify the effectiveness and superiority of the proposed method.
As stated above, the key contributions of this are twofold: 1) A novel ensemble forecasting framework is proposed for the aggregated load with sub profiles. It produces multiple forecasts by varying the number of clusters which is quite different from traditional ensemble methods. 2) Instead of finding the optimal number of clusters, the proposed method searches optimal combination of multiple forecasts and can be flexibly applied to different datasets. The remainder of this letter is organized as follows: Section II introduces the proposed clustering based ensemble method for aggregated load forecasting; Section III conducts case studies on Irish residential load data and Ausgrid substation load data, respectively; Section IV draws the conclusion and envisions future works.
II. PROPOSED METHODOLOGY
This letter is to forecast the aggregated load, which contains M sub profiles. Let L t and L m,t denote the total load and the m-th sub load at time t, the matrix form of the sub-load profiles can be represented as L M×T . To highlight the idea of the proposed method, only historical load data is employed as input features for constructing the forecasting model. Note that other relevant factors (e.g., temperature) can also be considered in the proposed framework. First, the sub profiles 
where T W denotes the number of the time periods over one week. It is important to notice that, in this stage, a large number of clustering procedures are required to be performed on different numbers of groups. Therefore, in this letter, the agglomerative hierarchical clustering method with single linkage is selected to cluster the customers because of its capability to establish the hierarchical structure and the fact that it does not need to be performed repeatedly [7] .
2) Training Stage: The purpose of this stage is to produce multiple forecasts by varying the number of clusters. This stage is also conducted on L tr . When the number of clusters is M, the forecasting is essentially the bottom-up approach; when the number of clusters is 1, the forecasting is performed directly based on historical aggregated load data. In order to diversify the forecasting results, we vary the number of clusters exponentially. Thus, a total of N forecasts will obtained:
where [·] denotes the round-down function. For example, N = 7 when M = 100. The n-th forecast is obtained by summing the forecasts of k n grouped load profiles, where k n is expressed as follows:
For example, the set of cluster number is K = [1, 2, 4, 8, 16, 32, 64, 100] when M = 100.
Since the specific forecasting model is not the main concern of this letter, one of the most widely used forecasting models, Artificial Neural Network (ANN), is applied to forecast different groups of load profiles. It consists three layer: input layer, hidden layer, and output layer where the hidden layer has four hidden neurons. It is implemented by 'feedforwardnet' function in MATLAB. We conduct 24-hours ahead load forecasting here. Thus, the input of ANN is the lagged values (h denotes the number of time periods each day, h = 48 when the time resolution is 30 minutes) and calendar variables:
3) Ensemble Stage: As one of the main contributions in this letter, ensemble stage is proposed to calculate the weights ω for the N forecasts and combine them into final forecast. This stage is conducted on L en instead of L tr to reduce overfitting risk. The ensemble of N forecasts is formulated as an optimization problem where the objective function is to minimize the mean absolute percent error (MAPE) and the constraints include the equations of the combined forecasts, the summation of all the weights, and non-negativity of the weights. 
The absolute percent error in the objective function can be easily transformed into linear programming (LP) problem by introducing auxiliary decision variables v en,t , as follows:
4) Whole Algorithm:
The whole procedures of the proposed method are presented in Algorithm 1.
III. CASE STUDY In this section, case studies are conducted on two open datasets. In particular, 50%, 25% and 25% of the whole dataset are partitioned into training dataset, test dataset, and ensemble dataset, respectively.
A. Irish Residential Load Data
The residential load data used in this section are obtained from the Smart Metering Electricity Customer Behaviour Trials (CBTs) initiated by Commission for Energy Regulation (CER) in Ireland. It contains half-hour electricity consumption data of over 5000 Irish residential consumers and small and medium enterprises (SMEs) [8] . After excluding the consumers with large number of zero values, the data of a total of 5237 consumers from July 20, 2009 to December 26, 2010 (75 weeks) are used for forecasting and testing. Fig. 1 shows the weekly predicted and real load profiles from December 13, 2010 to December 19, 2010. As shown in the figure, the dotted lines are individual forecasts; the blue and red line are the ensemble forecast and actual value, respectively. Table I provides the weights, MAPE, and RMSE of individual forecasts. Regarding the individual forecasts, it can be seen that, instead of using the clustering strategy (i.e., N > 1), direct load forecasting based on the aggregated data (i.e., N = 1) exhibits the best performance. Nevertheless, the superior performance of the proposed ensemble method can be indicated by the 4.71% and 3.83% lower MAPE and RMSE values, respectively, than those of the best individual forecast method. Results also show that the performance of bottom-up approach is much worse than clustering-based method due to the large variation of individual load profiles.
B. Ausgrid Substation Load Data
We use the Ausgrid substation load data from May 5, 2014, to April 24, 2016 (103 weeks). After deleting the substations with a large number of non-value, a total of 155 substations data are retained [9] . Thus, nine individual forecasts are obtained by varying the number of clusters. The predicted load profiles from April 11, 2016 to April 17, 2016 and performances are shown in Fig. 2 and Table II , respectively. After the optimization procedure, the weights for forecasts #5 and #9 are 0.113 and 0.887 respectively, whereas the weights for other forecasts are zeros. When comparing the calculated MAPE and RMSE values, it is very interesting to find that, in contrast to Irish dataset, the bottom-up approach (i.e., N=155) have the lowest forecasting errors. The reason for this phenomenon might be that the substation load profiles are more regular than residential load profiles.
IV. CONCLUSION AND FUTURE WORKS
This letter proposes an ensemble forecasting method for aggregated load profile using hierarchical clustering and based on fine-grained sub-load profiles. It is a new way to make full advantages of fine-grained data to further improve the forecasting accuracy of the aggregated load. Case studies on both residential load data and substation load data demonstrate the superior performance of the proposed ensemble method when comparing with the traditional direct or bottom-up forecasting strategies. Further research could focus on extending the ensemble method from point load forecasting to probabilistic load forecasting based on hierarchical sub-load profiles.
