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Abstract
In this work, the Prandtl-Batchelor theorem is extended to three-dimensional flows
slowly varying in one direction by using asymptotic techniques, and thus overcoming
the problem of having non-closed streamlines for recirculating three-dimensional
flows. The derived equations turned out to be an analogue of the quasi-cylindrical
equations used for describing behavior of streamwise vortices, rotating jets, vortex
breakdown phenomenon and some other problems. Hence, the derived equations
may be used for studying similar phenomena in non-axisymmetric cases. In order to
apply such a system of equations to particular problems, a computational code was
developed and validated by reproducing numerical results available in the literature.
This code was constructed in two parts, one part considered the parabolic system of
partial differential equations as decoupled from the Poisson equation and the second
part solved the nonlinear Poisson equation by using an iterative method. Finally,
these two algorithms were joined in order to solve the entire system. Once the code
was available, it was used to investigate possible non-axisymmetric effects on the
position of vortex breakdown phenomenon. The results of this study suggest that
non-axisymmetric effects precipitate the onset of vortex breakdown. From all this
work, two articles were written, one article was published in the Journal of Fluid
Mechanics (see Appendix D) and the second article will be submitted.
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Chapter 1
Introduction
1.1 Motivation
Fifty five years ago the Prandtl-Batchelor theorem was proved (Batchelor 1956).
That work demonstrated the importance of viscous effects in selecting the partic-
ular Euler flow that is a solution of the Navier-Stokes equations at high-Reynolds
numbers (solid body rotation in this case). Moreover, that work not only provided
a tool for selecting the particular Euler flow, it also demonstrated that the value of
the vorticity is determined by viscous effects. This important theorem is valid only
in two dimensions, hence an extension to three dimensions would be valuable. For
example, when applying the limits ε→ 0 (z˜ = εz) and Re→∞ to the three dimen-
sional Navier-Stokes equations, the resulting equations possess a degree of freedom
that makes its solution not unique. Thus, it is neccesary to find extra conditions
that make such a system unique. On the other hand, in two dimensions, vorticity
is independent of the streamfunction (it is only a constant value), however, in three
dimensional flows at high-Reynolds numbers, the evolution of vorticity may have a
more interesting behaviour What is this behaviour? Which are the equations that
dictate such an evolution? These are some question that will be answered through
the presentation of this work.
The extension of the Prandtl-Batchelor theorem presents some difficulties like
for example, the absence of closed streamlines in three dimensions. In general, for a
recirculating three dimensional flow with three velocity components the streamlines
are not closed, and its end points do not coincide. Hence, simplifications arised from
integration around closed paths are not obvious.
1.2 Background
It is well known that two-dimensional Euler equations reduce (by introducing the
stream function ψ) to the Poisson equation with the vorticity depending only on ψ
as the source term. When solving Euler equations in a domain containing regions
of closed streamlines, the solution possesses a degree of non-uniqueness. This non-
uniqueness is due to the fact that the boundary conditions imposed at infinity do
not determine the vorticity on the streamlines that do not originate at infinity,
as it is the case in the region of closed streamlines. However, if viscous effects
are considered, this problem is overcome. Prandtl (1904) noticed and Batchelor
(1956) proved that as viscosity tends to zero, the vorticity tends to a constant value
in regions of closed streamlines. Batchelor (1956) also extended this analysis to
axisymmetric flows, and concluded that as viscosity tends to zero the ratio χ/r
becomes constant, here χ is the azimuthal component of the vorticity vector and
r is the radial coordinate. The well-known Prandtl-Batchelor theorem relies on
the flow having closed streamlines, a requirement that a general recirculating three
dimensional flow at large Reynolds number does not neccessarily possess. Hence
extending the Prandtl-Batchelor theory to the three-dimensional case is difficult.
Only when certain symmetries are imposed may the closed streamline theory still be
applicable. For example, by assuming that for a steady three-dimensional flow, the
velocity field is independent of the axial direction z and imposing a constant axial
pressure gradient, Blennerhassett (1979) obtained an integral condition that the
axial velocity satisfies. Although the streamlines of this flow are not closed but have
a helical shape due to the imposed axial velocity, the assumed axial independence
makes the projections of these streamlines in cross-sectional planes closed, hence
closed streamline theory is still applicable. Blennerhassett concluded that under this
conditions and at large Reynolds number, the axial velocity is linearly dependent
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to the stream function defined in the plane perpendicular to the axial direction
z. Grimshaw (1968) considered a three-dimensional flow with nested closed stream
surfaces and derived an integral condition for the vorticity under such assumption.
Childress et al. (1989), extended the Prandtl-Batchelor results to flows with
helical symmetry, recovering as a particular case Blennerhassett’s results. The work
of Childress (1987) should also be mentioned since it resulted very related to the
present work. He considered an incompressible and unsteady Euler flow nearly two-
dimensional, and derived the equations that dictate the evolution of the Bernoulli
function and axial velocity. These evolution equations were obtained as solvability
conditions.
More recently Mezic (2002) extended the Prandtl-Batchelor theory to steady
three-dimensional flows in a bounded domain. Under the assumption that the
Navier-Stokes equations have a solution in that domain with bounded velocity vector
and pressure, and by time-averaging the Navier-Stokes equations along the path of
an arbitrary material particle, he obtained a condition that the velocity and vortic-
ity vector satisfy. Similarly, by time-averaging the Navier-Stokes equations along an
arbitrary vortex line, he deduced a condition that the vorticity vector satisfy. These
conditions were obtained from the fact that if the time average of the Bernoulli func-
tion is not zero, then the Bernoulli function would grow without bound along an
arbitrary trajectory, thus contradicting the assumption of boundness of the velocity
and pressure. Mezic considered a bounded domain thanks to which he could take
time average procedures. In our case, the streamlines are not bounded which make
our problem different to Mezic’s case. He also shows how these conditions reduce to
those of the Prandtl-Batchelor theorem when assuming closed paths.
Concerning two-dimensional flows, the Prandtl-Batchelor theory was extended to
compressible flows by Neiland (1970) and Neiland & Sychev (1970), to temperature
field by Chernyshenko (1983a), to spatially periodic flows by Chernyshenko (1983b),
and to stratified flows by Kamachi et al. (1985). Neiland (1970) and Neiland &
Sychev (1970) analyzed a compressible flow, hence two parameters H and S which
are constant along the streamlines where considered, hereH is the Bernoulli function
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and S is the entropy of the flow. They derived the evolution equations for these
quantities at large Reynolds numbers. Chernyshenko (1983b) proved the original
result of Prandtl for the case when there is a pressure gradient along the streamlines.
For spatially periodic flows, the fact that the pressure gradient is a single-valued
function cannot be used in order to eliminate this term, thus complicating the study
of this problem. The work of Buldakov et al. (2000) on flows with suction should
especially be mentioned here as it considered a case of non-closed streamlines. This
work used asymptotic techniques and expanded the velocity field in terms of a
small parameter so that the leading-term flow pattern contained closed streamlines.
Choosing these trajectories as the integration contour made it possible to calculate
the vorticity distribution.
The first goal of this thesis is to extend the Prandtl-Batchelor theory to three
dimensional flows slowly varying in one direction and at high Reynolds number.
This case possesses a degree of non-uniqueness in exactly the same way as the
two-dimensional Euler equations do in regions with closed streamlines. Thus the
extension of the Prandtl-Batchelor theorem provides extra information in order to
reduce the degree of uncertainty in the velocity distribution.
While taking into account three-dimensionality in a conveniently compact way,
this extension turned out to be an analogue of the quasi-cylindrical equations used
for describing behaviour of streamwise vortices, rotating jets, vortex-breakdown phe-
nomenon and some other problems. Hence, the equations obtained below might be
used for studying similar phenomena in non-axisymmetric cases, like, for exam-
ple, a streamwise vortex in the vicinity of a wall, as well as for problems involving
flows in which slow variation in one direction is due to the geometry of the boundary.
Once this observation was made, it was decided that vortex breakdown phenomenon
should be studied as an application of the derived system. This new objective has
two purposes, one is to show a systematic way of numerically solving the derived
system, and the second is to find new results for the case of considering a non-
axisymmetric vortex breakdown. This case is treated in the literature with less
frequency since non-axisymmetric vortex breakdown could only be analyzed by con-
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sidering the full Navier-Stokes equations, which is computationally a complicated
task.
Vortex breakdown is an interesting phenomenon since it appears in many appli-
cations in industry, for example, in aviation, this phenomenon may be crucial in the
aerodynamics of delta wings. Its understanding is also important in other applica-
tions such as in rotating combustors or in hydraulic turbines. Moreover, it is also
interesting since there is not yet a fully accepted fundamental explanation to this
phenomenon. Since this phenomenon is to be considered in this work, it is neccesary
to make some definitions. Firstly, a vortex in fluid dynamics can be defined as a
structure that consists in a rotating movement of fluid particles around a common
axis. Then, the process of a sudden change in the structure of a vortex is what
is called vortex breakdown (Souza & Cowley 2002) and it has been observed that
this phenomenon only occurs for strongly rotating flows. This phenomenon consists
of a sudden deceleration of the streamwise velocity of the vortex to a nearly null
streamwise velocity without the presence of any obstacle. A possible mechanism
(Hall 1972) that might originate this phenomenon can be obtained by analyzing
the radial component of the quasi-cylindrical equations. This mechanism is briefly
described. The radial component for a vortex core of radius R may be expressed as(
∂p
∂z
)
r=0
−
(
∂p
∂z
)
r=R
= −
∫ R
0
∂
∂z
(
U2θ
r
)
dr, (1.1)
where p is the pressure, r is the radial coordinate and Uθ is the azimuthal velocity.
An order-of-magnitude estimate for the axial (z-direction) pressure gradient can be
obtained if we consider that the characteristic magnitude of the circulation Γ is K
and the characteristic magnitude for the core radius is R. Additionally, by consid-
ering a quasi-cylindrical flow, the order of magnitude of its azimuthal component
can be estimated as follows
1
r3
∂Γ2
∂z
= − U
W
1
r3
∂Γ2
∂r
∼ −αK2/R4,
where α is the order of magnitude of the ratio U/W. Therefore, from (1.1) and the
latter result, one obtains that
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Figure 1.1: Bubble-type structure of vortex breakdown from Lim and Cui
(2005).
(
∂p
∂z
)
r=0
=
(
∂p
∂z
)
r=R
+ αK2/R4,
hence one may conclude that the axial pressure gradient at the axis is greater than
the axial pressure gradient at the vortex edge, thus creating a more adverse pres-
sure gradient at the axis, which makes the flow slow down faster at r = 0 than
at r = R. This decelaration, by mass conservation in turns leads to a streamtube
divergence thus producing the characteristic bubble shape. Concerning this mech-
anism of adverse pressure generation, an interesting work has been published by
Berger & Erlebacher (1995) in which by the use of an order-of-magnitude estimate
to the Navier-Stokes equations, these authors concluded that there are two extra
mechanisms of adverse pressure generation and of viscous origin. Therefore, the
mechanism proposed in Hall (1972) could only be one of several mechanisms.
Historically, the first reported observation of vortex breakdown phenomenon is
credited to Peckham & Atkinson (1957), see for example Escudier (1988). Since
then, a huge amount of articles devoted to this phenomenon have been published
elsewhere (see Escudier (1988) for a good treatment concerning the history of this
topic) and it is of interest these days. Some recent examples are Revuelta (2010),
Gallardo et al. (2010) among others.
According to flow visualization experiments, there are several types of vortex
breakdown, however two of them are more frequently observed, namely the bubble
and spiral-type, see Leibovich (1978). The bubble-type is characterized by an ax-
isymmetric structure that forms when the vortex core suddenly expands from its
axial stagnation point to a bubble shape, while in the spiral-type the filament of
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Figure 1.2: Spiral-type structure of vortex breakdown from Lim and Cui
(2005).
fluid spreads into a spiral pattern from its stagnation point. Figures 1.1 and 1.2
illustrate these common types of breakdown.
Vortex breakdown has been studied through experimental, numerical and theo-
retical work. Some relevant experimental works are by Harvey (1962), Faler & Lei-
bovich (1977), Escudier & Zehnder (1982) and more recently by Panda & Maclaugh-
lin (1994), Billant et al. (1998), Gallaire et al. (2004), Liang & Maxworthy (2005),
Lim & Cui (2005), Toh et al. (2010). Some relevant theoretical works are by Jones
(1960), Squire (1960), Benjamin (1962), Gartshore (1962), Hall (1972), Wang &
Rusak (1997a), Wang & Rusak (1997b), Trigub (1985) and Trigub et al. (1994).
Among others see Escudier (1988) for a complete chronological list.
Nowadays, there are several proposed theories that attempt to explain vor-
tex breakdown. These theories are hydrodynamic instability theory proposed by
Jones (1960) and Ludwieg (1962), quasi-cylindrical approximation proposed by
Gartshore (1962), Hall (1972), and Mager (1971), critical state theory developed
by Squire (1960) and Benjamin (1962), and more recently a proposed mechanism
of self-induction by Srigrarom & Kurosaka (2000). It is interesting to mention that
mostly all the developed theoretical and numerical works have not considered non-
axisymmetric vortex breakdown. Nevertheless, there are some few non-axisymmetric
works like Cary (1997) who introduced an non-axisymmetric perturbation to a ax-
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isymmetric base flow and determined the evolution of such a perturbation and the
circumstances which made this perturbation grow by solving the Navier-Stokes equa-
tions using spectral methods. Bottaro (1991) studied an asymmetrical swirling flow
by using a finite volume numerical method to solve the three dimensional Navier-
Stokes equations. Ruith et al. (2003) also performed a three dimensional study of
vortex breakdown and more recently, Herrada & Fernandez-Feria (2006) carried out
three dimensional simulations of swirling flows. The second goal of the present work
is precisely to consider an asymmetric flow and analyze some possible effects of this
asymmetry on the phenomenon of vortex breakdown. The asymmetry in this flow
will be obtained by considering a square cylinder.
This thesis will start with theoretical work concerning the extension of the
Prandtl-Batchelor theorem and then by using the derived equations a well-posed
system will be constructed. This well-posed system will be used to model two par-
ticular problems discussed in the application section of this thesis. In order to show
some results for the modelled problems a numerical code was developed and its
procedure is explained in the numerical section of this work.
Chapter 2 is devoted to the formulation of the problem. Here two parameters
characterizing the flow are defined: the Reynolds number Re which accounts for
viscous effects and the parameter ε which accounts for the variation of the flow field
along one direction. It is underlined that for the limits Re→∞ and ε→ 0, and by
assuming that in the leading-order approximation, the projections of the streamlines
onto planes perpendicular to that direction are closed, the velocity field possesses a
degree of non-uniqueness. To make it unique, extra conditions that remain valid in
the limit are found. These conditions are obtained when a balance between viscosity
and three-dimensionality in the bulk of the flow is assumed and justified from the
fact that such an assumption leads to the most general case (distinguished limit).
Once the obtained extra conditions are written in a local representation, it is
noticed that such a system of equations reduce to the well-known quasi-cylindrical
equations, when the assumption of azimuthal symmetry of the flow is imposed. The
deduced system is thus similar to the quasi-cylindrical approximation coupled with
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a Poisson equation for a stream function.
From the similarity between the obtained system and the quasi-cylindrical ap-
proximation equations, a parabolic behaviour of the solution is expected. This
behaviour suggested that the dependent variables require regularity boundary con-
ditions, initial conditions and boundary conditions at the boundaries of the flow. In
order to demonstrate the way the system of equations has to be solved and the way
the boundary conditions should be imposed, two particular examples are analyzed,
and the boundary conditions are deduced for those examples.
In Chapter 3, the methodology and implementation of the numerical method
is discussed. Due to the parabolic behaviour of the deduced system, a marching
method along the z−direction on a rectangular grid in the (A, z) space is developed.
Firstly, it is considered that such a system is decoupled from the Poisson equation,
and an implicit finite difference method, first order in z and second order in A
is implemented for finding circulation and axial velocity, while the radial velocity
is found as the solution of a two-point boundary-value problem for a second order
ordinary differential equation at each axial station. A tridiagonal matrix is obtained
for all the latter variables and its inversion is obtained by Thomas’s algorithm.
Alternatively, an iterative procedure is developed for the solution of the Poisson
equation at each plane z =const. The difficulty in this procedure arises from the
dependence of the source term (vorticity) on the stream function, which implies
a nonlinear behaviour of Poisson equation. Finally, the marching method and the
iterative procedure are joined; hence a code that solves the coupled problem between
Poisson equation and the parabolic system is finally constructed. The validation of
the entire code is showed in this chapter and it was made by comparing our results
with the numerical results of Reyna & Menne (1988).
Chapter 4 deals with the application of the derived system of equations to two
particular examples namely, a cylinder with elliptical cross-section and no slippery
solid boundaries, and a square cylinder with slippery but impermeable solid bound-
aries. For the case of the elliptical cylinder and for illustrative purposes, the bound-
ary conditions for the dependent variables as a requirement of the existence of the
18
solution in the boundary layer were derived. This problem considered a cylinder
with moving walls along the axial direction and also with a transversal velocity. A
perturbation was imposed at the stage z = 0 and its evolution was found by using
the derived system. Due to some simplifying assumptions, the governing equations
for the perturbation terms resulted in a linear and decoupled system. Therefore,
analytical solutions were found.
The cylinder with slippery solid boundaries was treated numerically. It was
possible to observe breakdown (when increasing the magnitude of the swirling of
the flow) in this cavity, and the effect of the non-axisymmetry on the position of
breakdown was studied. There is also a chapter with some relevant future work and
finally, the conclusions are established.
1.3 Objectives
The main goals of the present work are:
*Theoretical derivation of the equation governing the vorticity distribution across
closed streamlines of the slowly varying three-dimensional viscous high-Reynolds-
number steady flow.
*To write a code solving the derived system of equations.
*To apply the developed equations to some particular problems.
*To apply the developed code to non-axisymmetric vortex breakdown.
19
Chapter 2
Extension of the
Prandtl-Batchelor theorem
2.1 An introduction to the Prandtl-Batchelor the-
orem
Suppose you wish to find the velocity field for an inviscid incompressible and steady
two dimensional flow passing a region D with a cavity. The schematics of this flow
is represented in figure 2.1. The equations used for modelling this problem are the
two dimensional Euler equations that in cartesian coordinates (xy) for the velocity
field u (x, y)= (u, v) and pressure p = p(x, y) read
u · ∇u = −∇p,
∇ · u = 0.
These equations are subject to the boundary condition u · n̂ = 0 on solid bound-
aries. Here n̂ is the normal unit vector to the solid boundary. Because of the two
dimensionality of this system, it is possible to introduce a scalar function ψ(x, y),
defined by the equations u = ∂ψ/∂y and v = −∂ψ/∂x. This scalar is called the
streamfunction since the equation ψ(x, y) = constant, represents streamlines of the
flow. Now if we define the vorticity vector ω = ∇ × u, it is easy to see that for
Figure 2.1: Far-field streamlines and region with closed streamlines.
two dimensional flows ω = (0, 0, ω), where ω = ∂v/∂x − ∂u/∂y. Hence the Euler
equations may be represented using the vorticity as
∇2ψ = −ω.
There is one more aspect to say about ω. If the vectorial cross-product is applied to
the Euler equations, these equations reduce to
u · ∇ω = 0,
∇ · u = 0.
The first relation implies that ω remains constant when it is convected along the
streamline ψ(x, y) = constant, therefore one may conclude that ω = ω(ψ) only.
With this observation, one may represent the Euler equations as follows
∇2ψ = −ω(ψ),
ψ = ψb on ∂D.
 (2.1)
Here ψb is a prescribed function to be satisfied on ∂D, since the Euler equations have
been represented by an elliptic equation. Let us analyze the elliptic boundary value
problem to be solved in D. In order to solve system (2.1), one needs to have a priori,
the value of the vorticity ω. It would be the case if the value of ω would be known
at infinity (upstream), thus since ω = ω(ψ), the vorticity distribution through all D
would be easily known. However in our case, there are some streamlines that do not
originate at infinity, hence it is not possible to prescribe ω in that region. For this
reason, the solution of this problem is not unique and one has to find extra conditions
in order to find the value of the vorticity in the region with closed streamlines. Here
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is where the Prandtl-Batchelor theorem arises. This theorem provides the required
information to determine the vorticity distribution in regions with closed streamlines
in the inviscid limit. The key point is to consider viscous terms and analyze them
in the region of closed streamlines. In this sense, let us consider the viscous axial
component of the vorticity equation
u · ∇ω = 1
Re
∇2ω,
where Re is the Reynolds number. By using the identity ∇· (φa) = φ∇·a+ a ·∇φ,
one may express the above equation as
∇ ·
(
ωu− 1
Re
∇ω
)
= 0.
Let us now integrate over the surface S bounded by the closed contours C : ψ =
constant. ∫
S
∇ ·
(
ωu− 1
Re
∇ω
)
dS = 0.
The latter expression suggests the use of Green’s theorem hence the above equation
reads ∫
C
ωu · n̂ds− 1
Re
∫
C
∇ω · n̂ds = 0,
where n̂ is the unit normal vector to C. Since u is always tangent to the curve C, it
implies that u · n̂ = 0, hence the above equation simplifies as
1
Re
∫
C
∇ω · n̂ds = 0.
It is possible to multiply that expression by Re which implies that we have derived
an integral condition valid for any finite Reynolds number namely,
∫
C
∇ω · n̂ds = 0.
If we consider the inviscid limit (Re → ∞), then the vorticity becomes a function
of ψ only, i.e. ω = ω(ψ). Taking into account that ∇ω = (dω/dψ)∇ψ, we can write
lim
Re→∞
∫
C
∇ω · n̂ds =
∫
C
dω
dψ
∇ψ · n̂ds = dω
dψ
∫
C
∇ψ · n̂ds = 0.
The circulation of the velocity vector can be defined as Γ = − ∫
C
∇ψ · n̂ds. Conse-
quently,
dω
dψ
Γ = 0.
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wall
Figure 2.2: Cylindrical pipe of circular cross-section with radius a.
Since Γ 6= 0, it implies that dω/dψ = 0, hence one may conclude that in a two
dimensional flow, ω =constant over a region with closed streamlines in the inviscid
limit. This result is what is called the Prandtl-Batchelor theorem. As it is now
appreciated, in two dimensions vorticity do not depends on ψ, what would be the
behavior of ω for the case of three dimensional flows at high Reynolds numbers?
And What are the governing equations that dictate the evolution of the axial vor-
ticity? These are immediate questions that arise naturally, once the two dimensional
Prandtl-Batchelor has been studied. Before answering these questions, we will show
how the existence of a boundary layer surrounding the region with closed stream-
lines provides the necessary information in order to calculate explicitly the value of
this constant vorticity as a function of the wall data for a considered example.
Consider a two dimensional flow in a cylindrical pipe of circular cross-section
with radius a. Let half of the wall to move with constant velocity ω1a/2 (here ω1 is
a given constant angular velocity) while the other half is kept fixed, see figure 2.2.
In the boundary layer near the wall we use the ”body-fitted coordinates”, (s, η),
where s is measured along the cylinder contour, and η is the normal distance to the
wall. After the usual substitution of the boundary layer variables and taking the
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limit Re→∞, we arrive at the boundary layer equation
us
∂us
∂s
+ uη
∂us
∂η
− 1
2
dU2
ds
=
∂2us
∂η2
, (2.2)
where us is the velocity component along s, uη is the
√
Re times velocity component
along η, and U(s) is the velocity outside the boundary layer region. The boundary
conditions are us(s, 0) = ω1a/2 for the moving wall and us(s, 0) = 0 for the fixed
wall, periodicity in s, and matching us → U(s) as η → ∞. It is possible to express
(2.2) in von Mises variables (s, ψ∗) where us = ∂ψ
∗/∂η and uη = −∂ψ∗/∂s and
ψ∗ =
√
Reψ. In these variables (2.2) reads
∂u2s
∂s
− dU
2
ds
= us
∂2u2s
∂ψ∗2
. (2.3)
Now, for the circular eddy region it happens that (from ∇2ψ = −ω0, subject to
ψ = 0 on the eddy region)
U(s) = aω0/2,
where ω0 is an unknown constant from the Prandtl-Batchelor theorem. The latter
expression simplifies (2.3) as
2
∂us
∂s
=
∂2u2s
∂ψ∗2
,
that integrated along the closed contour ψ∗ = constant, gives∫
ψ∗=const
∂2u2s
∂ψ∗2
ds =
d2
dψ∗2
∫
ψ∗=const
u2sds = 0.
It implies that ∫
ψ∗=const
u2sds = c1ψ
∗ + c2,
where c1 and c2 are constants of integration. If we assume the integral bounded, we
should impose c1 = 0, hence the following result has been obtained∫
ψ∗=const
u2sds = constant. (2.4)
With this result one can determine the value of ω0 from the wall data. To do it
explicitly, let us evaluate (2.4) at the wall (ψ∗ = 0)∫
ψ∗=0
u2sds =
∫ pi
0
(ω1a/2)
2 adθ +
∫ 2pi
pi
0adθ = piω21a
3.
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On the other hand, (2.4) evaluated at ψ∗ →∞ gives∫
ψ∗→∞
u2sds =
∫ 2pi
0
(ω0a/2)
2 adθ = 2piω20a
3/4.
Therefore, according to (2.4)
piω21a
3 = 2piω20a
3,
or
ω0 =
ω1√
2
.
This result establishes the value of ω0 as a function of the wall data, thus demon-
strating how the presence of the boundary layer enables the value of the constant
vorticity ω0 to be determined.
In the next section the formulation of the problem will be presented and it will be
stated that a three dimensional flow slowly varying in one direction at high Reynolds
numbers, possesses the same problem of uniquennes in its solution. It invites to an
extension of the Prandtl-Batchelor theorem to these type of flows.
2.2 Problem formulation
While the theorem we are going to derive is general, for the sake of clarity we
will derive it in the context of the following boundary-value problem. Consider
the steady incompressible Navier-Stokes equations in cartesian coordinates (xyz)
under the transformation z˜ = εz for the velocity u (x, y, z˜)= (u, v, w) and pressure
p = p(x, y, z˜):
u
∂u
∂x
+ v
∂u
∂y
+ εw
∂u
∂z˜
+
∂p
∂x
=
1
Re
(
∂2u
∂x2
+
∂2u
∂y2
+ ε2
∂2u
∂z˜2
)
,
u
∂v
∂x
+ v
∂v
∂y
+ εw
∂v
∂z˜
+
∂p
∂y
=
1
Re
(
∂2v
∂x2
+
∂2v
∂y2
+ ε2
∂2v
∂z˜2
)
,
u
∂w
∂x
+ v
∂w
∂y
+ εw
∂w
∂z˜
+ ε
∂p
∂z˜
=
1
Re
(
∂2w
∂x2
+
∂2w
∂y2
+ ε2
∂2w
∂z˜2
)
,
∂u
∂x
+
∂v
∂y
+ ε
∂w
∂z˜
= 0, u|σ = uw(x, y, z˜),
∫
Smax
w dS = q,

(2.5)
where u, v, w are the cartesian velocity components, Re is the Reynolds number, q is
the flow rate and σ is the flow domain boundary defined by f(x, y, εz) = 0. System
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zf (x,y, z)e =0
uw
q
Figure 2.3: Flow domain f(x, y, εz) = 0.
(2.5) is made dimensionless by scaling all variables with the characteristic values for
the transverse flow velocity, so that the defined Reynolds number depends on the
characteristic transverse velocity and on the characteristic transverse length that is
the characteristic scales for the motion in the plane z˜ = const. We assume that the
boundary continues infinitely in the z-direction, and that the domain has a cross-
section Smax that is closed in planes z˜ = const and varying with z˜ (see figure 2.3).
The boundary is implied to be impermeable, but a non-zero (in general) arbitrary
tangential velocity uw is imposed on it. The problem is to derive the closed set
of governing equations and boundary conditions for the flow in the limit Re →∞,
ε→ 0 (which are independent limits), assuming that in this limit the in-plane (plane
perpendicular to z-axis) components of the flow velocity form only one nested set
of closed contours which are the projections of the limiting streamlines onto that
plane.
This problem is non-trivial for the following reason. As Re → ∞ and ε → 0
with z˜ fixed equations (2.5) tend to the two-dimensional Euler equations with three
velocity components, which can be reduced to
∇2(2)ψ + Ω(ψ, z˜) = 0, H ′ψ + Ω−WW ′ψ = 0,
ψ = ψw(z˜) on f(x, y, z˜) = 0,
∫
Smax
WdS = q,
 (2.6)
where ω = ∂v/∂x − ∂u/∂y is the vorticity, Ω(ψ, z˜) ≡ lim
ε→0,Re→∞ ω, W (ψ, z˜) ≡
limε→0,Re→∞w and H ≡ u · u/2 + p, are the limiting values of the axial vorticity,
axial velocity, and Bernoulli function respectively, while ψ(x, y, z˜) is the streamfunc-
tion defined by u = ∂ψ/∂y and v = −∂ψ/∂x. Appropriate boundary conditions are
also included. Observe the notation ∇(2) = (∂/∂x, ∂/∂y, 0) whereas the prime and
subscript ψ denotes differentiation with respect to the streamfunction at constant
z˜. System (2.6) can be derived in the following way. Under the limits Re → ∞
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and ε → 0 with z˜ fixed, system (2.5) gives ∇(2)· u(2) = 0 and u(2) · ∇(2)W = 0.
The first equation allows the introduction of a streamfunction ψ, while the second
equation says that the axial velocity remains constant when it is convected along the
curve ψ =constant, which in turn implies that W =W (ψ, z˜). On the other hand, if
system (2.5) is expressed in the vorticity formulation u · ∇ω − ω · ∇u = 1/Re∇2ω,
where ω = ∇ × u and the mentioned limits applied to it, this formulation gives
for the axial component of the vorticity vector that u(2) · ∇(2)Ω = 0 which proves
that Ω = Ω(ψ, z˜). Now it is also possible to express the Navier-Stokes equations as
u× ω =∇H + (1/Re) (∇× ω) . For Re→∞ and ε→ 0 with z˜ fixed, this relation
simplifies to u× ω =∇(2)H, that multiplied by u·, becomes u(2) · ∇(2)H = 0. Once
more, this relation implies that H = H(ψ, z˜) since H remains constant when it
is convected along ψ =constant. Finally the equation u× ω =∇(2)H provides the
relation between H,Ω and W namely, H ′ψ + Ω −WW ′ψ = 0. For further details of
the above analysis see Appendix A.
Clearly, the solution of (2.6) (which represents a three-dimensional inviscid flow
slowly varying in the z-direction) is not unique, since W and Ω are arbitrary func-
tions of ψ for each z˜ = const. Since we assume that the contours ψ = const, z˜ = const
are closed, Ω(ψ, z˜) and W (ψ, z˜) cannot be found from the boundary conditions.
Therefore the problem is to find extra conditions for W and Ω that remain valid in
the limit, hence obtaining extra information that determinates the velocity field of
the Euler flow in each plane z˜ = const.
2.3 Solution by the Prandtl-Batchelor method
2.3.1 Derivation of extra conditions for W and Ω
In general, the extra conditions required here can be obtained as solvability condi-
tions for higher order terms of the expansion of the solution. While we checked that
this approach would give the same result, its rigorous presentation would be very
involved, since, due to the formation of a boundary layer near the domain boundary,
the higher-order term in question is the third term of the expansion. Instead, we
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will follow the idea of Batchelor, and derive an integral condition (that is a condition
on an integral of the solution) that the solution satisfies at arbitrary Re and ε and
that remains non-trivial in the limit.
Introducing vorticity ω = (ζ, χ, ω) and denoting εRe = k one obtains from (2.5)
and the vorticity equation u · ∇ω − ω · ∇u = (ε/k)∇2ω, the equations for the axial
components of velocity and vorticity vectors and the continuity equation, which can
be written in a conservative form as
∇(2) · u(2) + ε∂w
∂z˜
= 0, (2.7)
∇(2) ·
(
u(2)ω − ω(2)w − ε
k
∇(2)ω
)
− ε
3
k
∂2ω
∂z˜2
= 0, (2.8)
∇(2) ·
(
wu(2) − ε
k
∇(2)w
)
+ ε
∂w2
∂z˜
= −ε∂p
∂z˜
+
ε3
k
∂2w
∂z˜2
, (2.9)
Here, a subscript (2) denotes a projection on the plane z˜ = const, so that the vector
X(2)=(X1, X2, 0). We will now assume that Re →∞ and ε→ 0 in such a way that
k = const. In this case viscous effects and three-dimensional effects turn out to be of
the same order, thus resulting in the most general (distinguished) limit. The form
of the above equations suggests the use of Green’s theorem. For any vector F(2) it
states that
∫
S
∇(2) ·F(2)dS =
∫
C
F(2)·n̂ds, where C is an oriented closed contour with
external normal n̂, S is the region enclosed by C, and s is the arc-length. Consider
a closed contour C located in the plane z˜ = const. Applying Green’s theorem to
(2.8) and (2.9) and dividing by ε we obtain the integral conditions:∫
C
(
u(2)ω − ω(2)w
ε
−1
k
∇(2)ω
)
·n̂ds = O(ε2), (2.10)
∫
C
(
wu(2)
ε
− 1
k
∇(2)w
)
·n̂ds = −
∫
S
∂
∂z˜
(
p + w2
)
dS +O(ε2). (2.11)
We now choose the contour C to coincide with an (assumed closed) streamline of
the in-plane (plane perpendicular to the axial z˜-direction) part of the leading-order
term of the solution. This streamline lies in the surface ψ(x, y, z˜) = ξ, ξ = const and
encloses region S in the plane z˜ = const, the area of which will be denoted A (see
figure 2.4). As discussed in section 2.2, as ε → 0 the axial vorticity and velocity
tend to Ω = Ω(ψ, z˜) and W = W (ψ, z˜). Hence, from (2.10) it follows that
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Figure 2.4: Surface generated by the streamfunction ψ and the cross-section
area A.
lim
ε→0
∫
C
u(2)ω
ε
·n̂ds = Ω lim
ε→0
(
1
ε
∫
C
u(2)·n̂ds
)
= −Ω
∫
S
∂W
∂z˜
dS, (2.12)
where we factored Ω from the integral since it is constant along the contour of inte-
gration and used the continuity equation in the form
∫
C
u(2)·n̂ds = −ε
∫
S
∂w/∂z˜dS.
Similarly:
lim
ε→0
∫
C
ω(2)w
ε
·n̂ds = W lim
ε→0
(
1
ε
∫
C
ω(2)·n̂ds
)
= −W
∫
S
∂Ω
∂z˜
dS, (2.13)
where the solenoidal property of the vorticity was used in the form
∫
C
ω(2)·n̂ds =
−ε ∫
S
∂ω/∂z˜dS. Finally
lim
ε→0
∫
C
∇(2)ω·n̂ds =
∫
C
∇(2)Ω·n̂ds = Ω′ξ
∫
C
∇(2)ψ·n̂ds = −Ω′ξΓ, (2.14)
where the relation ∇(2)Ω = Ω′ψ∇(2)ψ, the fact that Ω′ψ can be factored out of the
integral, and the definition of circulation Γ = − ∫
C
∇(2)ψ·n̂ds were employed. Note
that Ω′ψ represents the partial derivative of Ω(ψ, z˜) with respect to ψ at constant z˜,
whereas Ω′ξ denotes the corresponding derivative evaluated at ψ = ξ. The employed
definition of Γ was obtained by applying Green’s theorem to the Poisson equation
∇2(2)ψ = −Ω as follows∫
S
∇(2) · ∇(2)ψdS =
∫
C
∇(2)ψ·n̂ds = −
∫
S
ΩdS = −Γ.
Results similar to (2.12) and (2.14) can also be obtained for (2.11), namely
lim
ε→0
∫
C
u(2)w
ε
·n̂ds =W lim
ε→0
(
1
ε
∫
C
u(2)·n̂ds
)
= −W
∫
S
∂W
∂z˜
dS, (2.15)
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and
lim
ε→0
∫
C
∇(2)w·n̂ds =
∫
C
∇(2)W ·n̂ds =W ′ξ
∫
C
∇(2)ψ·n̂ds = −W ′ξΓ, (2.16)
here the relation ∇(2)W = W ′ψ∇(2)ψ, the fact that W ′ψ can be factored out of the
integral, and the definition of circulation Γ = − ∫
C
∇(2)ψ·n̂ds were employed. Thus
by using formulas (2.12)-(2.14) and (2.15)-(2.16) one may conclude that as ε → 0,
k = const equations (2.10) and (2.11) tend to
−Ω
∫
S
∂W
∂z˜
dS +W
∫
S
∂Ω
∂z˜
dS +
1
k
Ω′ξΓ = 0, (2.17)
W
∫
S
∂W
∂z˜
dS − 1
k
W ′ξΓ =
∫
S
∂p
∂z˜
dS +
∫
S
∂W 2
∂z˜
dS, (2.18)
with Γ =
∫
S
ΩdS. Relationships (2.17) and (2.18) are the extra conditions which W
and Ω should satisfy. Note that for a purely two-dimensional flow (2.17) reduces to
the well-known Prandtl-Batchelor theorem stating that Ω′ξ = 0.
2.3.2 Introduction of the Bernoulli function H
It is convenient to introduce the Bernoulli function H into (2.18) in order to reduce
the number of dependent variables. Consider the infinitesimal surface element dS =
h(s)ds (figure 2.5), where s is the arc-length and h(s) is the contour displacement
from ψ = ξ to ψ = ξ + ∆ξ, h ≈ ∆ξ/(∂ψ/∂n) where ∇(2)ψ · n̂ ≡ ∂ψ/∂n. Then,
substituting the Bernoulli function H = u∗2/2 + p +W 2/2, u∗ =
∣∣u(2)∣∣ into (2.18)
yields
W
∫
S
∂W
∂z˜
dS − 1
k
W ′ξΓ =
∫
S
∂H
∂z˜
dS −
∫
S
u∗
∂u∗
∂z˜
dS +
1
2
∫
S
∂W 2
∂z˜
dS,
Differentiating the above equation with respect to ξ and by using that dS = hds
one obtains
W ′ξ
∫
S
∂W
∂z˜
dS +W
∫
C
∂W
∂z˜
ds
∂ψ/∂n
− 1
k
[
W ′ξΓ
]′
ξ
=
∫
C
∂H
∂z˜
ds
∂ψ/∂n
−
∫
S
u∗
∂u∗
∂z˜
ds
∂ψ/∂n
+
1
2
∫
C
∂W 2
∂z˜
ds
∂ψ/∂n
.
The latter equation can be simpliefied as
W ′ξ
∫
S
∂W
∂z˜
dS =
∫
C
∂H
∂z˜
ds
∂ψ/∂n
−
∫
C
u∗
∂u∗
∂z˜
ds
∂ψ/∂n
+
1
k
[
W ′ξΓ
]′
ξ
,
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On the other hand, one can see that ∂ψ/∂n = ∓u∗, for a conterclockwise and
clockwise rotation respectively, hence one obtains
W ′ξ
∫
S
∂W
∂z˜
dS =
∫
C
∂H
∂z˜
ds
∂ψ/∂n
±
∫
C
∂u∗
∂z˜
ds+
1
k
[
W ′ξΓ
]′
ξ
, (2.19)
where signs ± correspond to counterclockwise and clockwise rotation of the flow
respectively. Notice that (2.19) contains the variable u∗ defined as u∗ =
∣∣u(2)∣∣,
hence in order to have a closed system, the term containing this variable should be
transformed. This was achieved by applying Stokes’ theorem to ± ∫
C
(∂u∗/∂z˜)ds as
follows. From u∗ =
(
u(2) · u(2)
)1/2
, it is obtained
±∂u
∗
∂z˜
= ± 1
u∗
u(2) ·
∂u(2)
∂z˜
=
∂u(2)
∂z˜
· t̂,
where t̂ is the unit tangential vector along the contour of integration in conterclock-
wise direction defined as t̂ = ±(1/u∗)u(2), the positive sign corresponds to a flow
rotating in conterclockwise direction while the negative sign corresponds to a flow
rotating in clockwise direction, therefore:
±
∮
C
∂u∗
∂z˜
ds =
∮
C
∂u(2)
∂z˜
· t̂ds
=
∫
S
(
∇× ∂u(2)
∂z˜
)
· n̂dS
=
∫
S
∂
∂z˜
[
∂v
∂x
− ∂u
∂y
]
k̂ · n̂dS
=
∫
S
∂Ω
∂z˜
dS,
here n̂ is the normal vector to the oriented surface S and for this case n̂ = k̂. With
this result, (2.19) can be rewritten as:
W
′
ξ
∫
S
∂W
∂z˜
dS −
∫
S
∂Ω
∂z˜
dS =
∫
C
∂H
∂z˜
ds
∂ψ/∂n
+
1
k
[
W ′ξΓ
]′
ξ
. (2.20)
2.3.3 Useful relations involving the cross-section area A
In section 2.3, A was defined as the area of the cross-section that is enclosed by the
contour ψ = ξ, z˜ =const i.e., A(ξ, z˜) =
∫
S(ξ,z˜)
dS. Using this function, let us calculate
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~
Figure 2.5: Superposition of the contours ψ(x, y, z˜ + ∆z˜) = ξ and
ψ(x, y, z˜) = ξ separated by the perpendicular distance h.
the partial derivative of A with respect to ξ at constant z˜. From the definition of
derivative: A′ξ = lim∆ξ→0 (1/∆ξ)
∫
S(ξ+∆ξ,z˜)−S(ξ,z˜)
dS. In order to find this limit we
substitute the infinitesimal surface element as dS = h(s)ds, h = ∆ξ/(∂ψ/∂n) and
take the limit. This reduces the area integral to the integral over a curve:
A′ξ =
∫
C
ds
∂ψ/∂n
. (2.21)
It is also useful to calculate the derivative of A with respect to z˜ at constant ξ,
namely: A′z˜ = lim∆z˜→0 (1/∆z˜)
∫
S(ξ,z˜+∆z˜)−S(ξ,z˜)
dS. Figure 2.5 shows the superim-
posed areas A(ξ, z˜ + ∆z˜) and A(ξ, z˜) enclosed by the contours ψ(x, y, z˜ + ∆z˜) = ξ
and ψ(x, y, z˜) = ξ respectively. Using Taylor series ψ(x, y, z˜ + ∆z˜) = ξ may be
approximately replaced by ψ(x, y, z˜) + ∆z˜∂ψ/∂z˜ = ξ. Finally, considering that the
surface element between these two contours is dS = h(s)ds, and noticing that h(s)
from the inner contour to the outer contour is given by h = −(∆z˜∂ψ/∂z˜)/(∂ψ/∂n),
we obtain after taking the limit:
A′z˜ = −
∫
C
∂ψ/∂z˜
∂ψ/∂n
ds. (2.22)
Briefly, the expressions for h(s) were obtained as follows. The directional derivative
along any unit vector (say η̂) for a scalar function ψ is given by dψ/dl = ∇ψ · η̂ =
|∇ψ| cos θ, here θ is the angle between ∇ψ and η̂. Now if θ = 0, the latter formula
gives the direction where dψ/dl has its greatest change, thus dψ/dl = |∇ψ| ≈
∆ψ/∆l, where ∆ψ and ∆l are small increments. Let us define ∆l = h, which in
an orthogonal curvilinear frame (s, ψ), h depends only on s. Here s the arc-length.
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Then, the latter analysis implies that
h(s) ≈ ∆ψ|∇ψ| ,
Finally, for a small change in A at constant z˜, the curves surrounding this change
are ψ(x, y, z˜) = ξ +∆ξ and ψ(x, y, z˜) = ξ, thus for this case ∆ψ = ∆ξ. In the same
way, for a small change in A at constant ξ, the curves surrounding this change are
ψ(x, y, z˜ +∆z˜) = ξ and ψ(x, y, z˜) = ξ, therefore for this case ∆ψ = −∆z˜∂ψ/∂z˜.
2.3.4 Local conditions
The extra conditions (2.17) and (2.20) obtained so far are non-local in ξ in the sense
that they contain surface integrals of the type
∫
S
∂φ(ψ, z˜)/∂z˜dS. With the aim of
making them local, we introduce two new quantities:
U(ξ, z˜) = −
∫
S
∂W
∂z˜
dS, G(ξ, z˜) = −
∫
S
∂Ω
∂z˜
dS. (2.23)
The variable U may be interpreted as the mass flow rate through the limiting closed
contours which are closed. This mass flow rate is due to the dependence of the flow
on the axial direction z. Now since the vorticity vector is solenoidal, the variable G is
introduced analogously as the variable U . Differentiating these relations with respect
to ξ while keeping z˜ constant, and by substituting the surface element dS = h(s)ds,
one obtains
U ′ξ = −
∫
C
∂W
∂z˜
ds
∂ψ/∂n
, G′ξ = −
∫
C
∂Ω
∂z˜
ds
∂ψ/∂n
.
Taking into account that in general ∂φ(ψ, z˜)/∂z˜|x,y = φ
′
ψ∂ψ/∂z˜ + φ
′
z˜, and by com-
bining this result with the above equations, yields
U ′ξ = −
∫
C
∂W
∂z˜
ds
∂ψ/∂n
= −
∫
C
W
′
ψ
∂ψ/∂z˜
∂ψ/∂n
ds−
∫
C
W ′z˜
ds
∂ψ/∂n
,
G′ξ = −
∫
C
∂Ω
∂z˜
ds
∂ψ/∂n
= −
∫
C
Ω
′
ψ
∂ψ/∂z˜
∂ψ/∂n
ds−
∫
C
Ω′z˜
ds
∂ψ/∂n
.
However, with the use of relations (2.21) and (2.22), the latter equations may be
written as
U ′ξ =W
′
ξA
′
z˜ −W ′z˜A′ξ, G′ξ = Ω
′
ξA
′
z˜ − Ω′z˜A′ξ. (2.24)
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Once U and G have been introduced, equations (2.17) and (2.20) read
ΩU −WG = − (1/k)Ω′ξΓ, (2.25)
−W ′ξU +G = −H
′
ξA
′
z˜ +H
′
z˜A
′
ξ + (1/k)
[
W ′ξΓ
]′
ξ
. (2.26)
Observe that equation (2.26) reduces to Blennerhasset’s result when the Bernoulli
function H is linearly dependent on the axial z˜ direction (Blennerhassett 1979).
That is, if we assume that the velocity field is independent of the axial coordinate
z˜, then U = G = A′z˜ = 0. These results substituted into (2.26), give exactly
the condition for the axial velocity at large Re obtained by Blennerhassett (1979).
Therefore for Blennerhasset’s case, the remaining terms in equation (2.26) provide
the result that the axial velocity at large Reynolds number is linearly dependent to
the stream function ψ.
Finally, if we apply the change of variables (ξ, z˜)→ (A, z˜) to (2.24)-(2.26), these
equations become, respectively
U ′A +W
′
z˜
= 0, G′A + Ω
′
z˜
= 0, (2.27)
ΩU −WG = − (1/k)Ω′AA′ξΓ, (2.28)
−W ′AU +G/A′ξ −H ′z˜ = (1/k)
[
W ′AA
′
ξΓ
]′
A
. (2.29)
It is possible to formulate certain boundary conditions for some of the dependent
variables in order to simplify equations (2.27)-(2.29). Functions U(A, z˜) and G(A, z˜)
may be interpreted as fluxes through the closed contour C : ψ = ξ, z˜ = const.
Consequently for a null contour or null area A, these fluxes must be zero: U(0, z˜) =
G(0, z˜) = 0. The same argument applies to Γ, which depends on the contour of
integration. Hence, from Γ(0, z˜) = 0 it follows that Γ(0, z˜)′z˜ = 0. From the definition
of Γ, it follows that Γ′A − Ω = 0. This equation combined with G′A + Ω′z˜ = 0 yields
G′A + (Γ
′
z˜)
′
A = 0,
Integrating the above equation with respect to A, reduces to G = φ(z˜)− Γ′z˜, where
φ(z˜) is an integration constant. Finally, we obtain that φ(z˜) = 0 in order to satisfy
the conditions Γ(0, z˜)′z˜ = 0 and G(0, z˜) = 0. With this result, G can be related to Γ
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as: G = −Γ′z˜. Substituting the latter result into (2.28)-(2.29) and considering (2.6),
a closed system for the dependent variables W,U,Γ,H in the coordinates (A,z˜) with
Λ ≡ −ΓA′ξ/A and the streamfunction ψ may be formulated as
U ′A +W
′
z˜ = 0, (2.30)
H˜ ′A − (Γ/AΛ)Γ′A = 0, (2.31)
UΓ′A +WΓ
′
z˜ = (AΛ/k) Γ
′′
AA, (2.32)
UW ′A +WW
′
z˜ = −H˜ ′z˜ + (Γ/AΛ)Γ′z˜ + (1/k) (AΛW ′A)′A , (2.33)
∇2(2)ψ(x, y, z˜) = −Γ′A, (2.34)
Λ = − (Γ/A)
∮
ψ=ξ
(∂ψ/∂n)−1 ds, (2.35)
A(ξ, z˜) =
∫
ψ(x,y,z˜)<ξ
dxdy. (2.36)
where H˜ = H −W 2/2. System (2.30)-(2.36) is the main result of the present study.
2.3.5 Connection with the quasi-cylindrical equations
The quasi-cylindrical equations (Hall 1972) are a simplification of the Navier-Stokes
equations. The derivation of these equations is performed as follows. Firstly, it
is assumed that the flow possesses azimuthal symmetry, i.e. in the cylindrical-
polar coordinates frame (ρ, θ, z) , the velocity field and pressure are independent
of the azimuthal angle θ. With this assumption the non-dimensional Navier-Stokes
equations for the velocity field (Ur, Uθ, Uz) read
1
ρ
∂(ρUr)
∂ρ
+
∂Uz
∂z
= 0,
Ur
∂Ur
∂ρ
+ Uz
∂Ur
∂z
− U
2
θ
ρ
= −∂p
∂ρ
+
1
Re
[
1
ρ
∂
∂ρ
(
ρ
∂Ur
∂ρ
)
+
∂2Ur
∂z2
− Ur
ρ2
]
,
Ur
∂Γ
∂ρ
+ Uz
∂Γ
∂z
=
1
Re
(
∂2Γ
∂ρ2
− 1
ρ
∂Γ
∂ρ
+
∂2Γ
∂z2
)
,
Ur
∂Uz
∂ρ
+ Uz
∂Uz
∂z
= −∂p
∂z
+
1
Re
[
1
ρ
∂
∂ρ
(
ρ
∂Uz
∂ρ
)
+
∂2Uz
∂z2
]
.
Here, Re is the Reynolds number, Γ is the circulation defined as Γ = 2pirUθ and
p is the pressure. In a similar fashion as in boundary layer theory it is assumed
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that r =
√
Reρ, U∗ =
√
ReUr and additionally W = Uz . If these tranformations are
substituted in the above system one obtains
1
r
∂(rU∗)
∂r
+
∂W
∂z
= 0,
1
Re
U∗
∂U∗
∂r
+
1
Re
W
∂U∗
∂z
− U
2
θ
r
= −∂p
∂r
+
1
Re
[
1
r
∂
∂r
(
r
∂U∗
∂r
)
+
1
Re
∂2U∗
∂z2
− 1
Re
U∗
ρ2
]
,
U∗
∂Γ
∂r
+W
∂Γ
∂z
=
∂2Γ
∂r2
− 1
r
∂Γ
∂r
+
1
Re
∂2Γ
∂z2
,
U∗
∂W
∂r
+W
∂W
∂z
= −∂p
∂z
+
1
r
∂
∂r
(
r
∂W
∂r
)
+
1
Re
∂2W
∂z2
.
Hence for the case of high-Reynolds number (taking the limit Re→∞), the latter
system reduces to
1
r
∂(rU∗)
∂r
+
∂W
∂z
= 0, (2.37)
U2θ
r
=
∂p
∂r
, (2.38)
U∗
∂Γ
∂r
+W
∂Γ
∂z
=
∂2Γ
∂r2
− 1
r
∂Γ
∂r
, (2.39)
U∗
∂W
∂r
+W
∂W
∂z
= −∂p
∂z
+
1
r
∂
∂r
(
r
∂W
∂r
)
. (2.40)
The above system is the so called quasi-cylindrical (QC) approximation equations.
This system is based on the following assumptions namely, the property of azimuthal
symmetry of the flow, the supposition of large Reynolds number (small viscosity),
and that Uθ = O(1). According to the applied transformations, one may conclude
that this type of flows slowly vary along the axial direction relative to its radial
direction since the original radial coordinate ρ has been stretched. Additionally, the
radial velocity component Ur will be very small since U
∗/
√
Re = Ur and Re→∞.
Recently, there have been proposed a modification to the quasi-cylindrical equations
by Berger & Erlebacher (1995). With the idea of explaining the sensibility of the
position of vortex breakdown, they studied the QC equations and based on an
order-of-magnitude estimate they concluded that in a region near the breakdown,
the viscous term in the radial conponent should be kept.
In what follows the quasi-cylindrical equations will be derived from the general
system (2.30)-(2.36). It will help to understand the nature and properties of derived
equations, hence proper boundary conditions can be imposed. If the flow possesses
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azimuthal symmetry (axisymmetric), then the contours ψ =constant should be con-
centric circles. Hence the general variable A(ψ, z˜) can be replaced by
A(ψ) = pir2,
where r is the effective radius or simply the radial coordinate. By using cylin-
drical coordinates (r, θ, z˜) with velocity components (Ur, Uθ, Uz) , the circulation
reduces to Γ = 2pirUθ. This can be obtained if we substitute the axial vorticity
Ω = (1/r)∂(rUθ)/∂r into the definition of Γ, namely
2pi∫
0
r∫
0
1
r′
∂(r′Uθ)
∂r′
r′dr′dθ = 2pirUθ.
Let us now analyze the function Λ and obtain its respective form in the case of
axisymmetric flow. This function is defined as
Λ = − (Γ/A)
∮
ψ=ξ
(∂ψ/∂n)−1 ds.
Now from ∂ψ/∂n ≡ ∇(2)ψ · n̂, where n̂ is the unit external normal vector that for
the axisymmetric case coincides with the unit vector r̂ in the radial direction, it
can be deduced that ∇(2)ψ · n̂ = ∂ψ/∂r. On the other hand, if Poisson equation is
expressed in cylindrical coordinates and the definition of Ω is used, it can be shown
that ∂ψ/∂r = −Uθ. With these results the equation for Λ simplifies to
Λ =
2Uθ
r
∮
ψ=ξ
ds
Uθ
= 4pi,
because for this case Uθ is independent of the arc-length coordinate. Therefore, for
axisymmetric flows Λ is just a constant, namely Λ = 4pi. This result together with
Γ = 2pirUθ will be used to see how equations (2.30)-(2.36) can be simplified when the
flow considered is axisymmetric. Consider a general function φ(A, z˜). The change
of variable (A, z˜)→ (r, z˜) gives
∂φ
∂A
=
1
2pir
∂φ
∂r
, (2.41)
∂2φ
∂A2
=
1
4pi2r2
∂2φ
∂r2
− 1
4pi2r3
∂φ
∂r
,
∂φ
∂z˜
∣∣∣∣
A
=
∂φ
∂z˜
∣∣∣∣
r
.
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The continuity equation (2.30),
∂U
∂A
+
∂W
∂z˜
= 0,
transforms by using (2.41) to
1
2pir
∂U
∂r
+
∂W
∂z˜
= 0.
In order to have a close similarity beetween the above equation and the continuity
equation (2.37), the variable U∗ = U/2pir is introduced, thus we obtain
1
r
∂(rU∗)
∂r
+
∂W
∂z˜
= 0, (2.42)
which is precisely (2.37). Let us now analyze the equation (2.31),
∂H˜
∂A
− Γ
AΛ
∂Γ
∂A
= 0.
Applying the respective change of variable gives
∂H˜
∂r
− 2pirUθ
pir24pi
∂Γ
∂r
= 0,
or
∂H˜
∂r
− Uθ
r
∂ (rUθ)
∂r
= 0,
however, from H˜ = U2θ /2 + p (Note that to zero-order there is no radial component
in H˜) one gets
Uθ
∂Uθ
∂r
+
∂p
∂r
− U
2
θ
r
− Uθ ∂Uθ
∂r
= 0,
and finally one recovers the radial component (2.38), namely
∂p
∂r
=
U2θ
r
. (2.43)
The equation (2.32) for the circulation in (A, z˜) space is
U
∂Γ
∂A
+W
∂Γ
∂z˜
=
AΛ
k
∂2Γ
∂A2
,
that transformed to (r, z˜) space reads
U
2pir
∂Γ
∂r
+W
∂Γ
∂z˜
=
4pi2r2
k
(
1
4pi2r2
∂2Γ
∂r2
− 1
4pi2r3
∂Γ
∂r
)
.
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The above equation can be simpliefied to
U∗
∂Γ
∂r
+W
∂Γ
∂z˜
=
1
k
(
∂2Γ
∂r2
− 1
r
∂Γ
∂r
)
, (2.44)
which is precisely equation (2.39) from the quasi-cylindrical approximation equa-
tions. A similar procedure can be applied to the axial component (2.33),
U
∂W
∂A
+W
∂W
∂z˜
= −
(
∂H˜
∂z˜
− Γ
AΛ
∂Γ
∂z˜
)
+
1
k
[
∂
∂A
(
AΛ
∂W
∂A
)]
,
to obtain that this equation in (r, z˜) space reads
U∗
∂W
∂r
+W
∂W
∂z˜
= −∂p
∂z˜
+
1
kr
∂
∂r
(
r
∂W
∂r
)
. (2.45)
With (2.42)-(2.45), one shows that the conventional quasi-cylindrical equations
(2.37)-(2.40) are recovered from (2.30)-(2.36). The above results are summarized
in the following table.
NON − AXISYMMETRIC AXISYMMETRIC
∂U
∂A
+ ∂W
∂z˜
= 0. 1
r
∂(rU∗)
∂r
+ ∂W
∂z˜
= 0.
∂H˜
∂A
− Γ
AΛ
∂Γ
∂A
= 0. ∂p
∂r
=
U2
θ
r
.
U ∂Γ
∂A
+W ∂Γ
∂z˜
= AΛ
k
∂2Γ
∂A2
. U∗ ∂Γ
∂r
+W ∂Γ
∂z˜
= r
k
∂
∂r
(
1
r
∂Γ
∂r
)
.
U ∂W
∂A
+W ∂W
∂z˜
= −∂H˜
∂z˜
+ Γ
AΛ
∂Γ
∂z˜
+ 1
k
[
∂
∂A
(
AΛ∂W
∂A
)]
.
U∗ ∂W
∂r
+W ∂W
∂z˜
= −∂p
∂z˜
+ 1
kr
∂
∂r
(
r ∂W
∂r
)
.
Γ =
∫
S
ΩdS. Γ = 2pirUθ.
Λ = − (Γ/A) ∮
ψ=ξ
(∂ψ/∂n)−1 ds. Λ = 4pi.
2.3.6 Discussion
It has been shown that in the axisymmetric case, that is when the contours ψ = const
are concentric circles r = const, (2.35) and (2.36) reduces to Λ = 4pi, A = pir2, and
(2.30)-(2.33) reduces to the well-known quasi-cylindrical approximation equations
(Revuelta, Sanchez, & Linan 2004). In the general case, (2.30)-(2.33) is coupled
to the rest of the system only via Λ(A, z˜). As it can be proved, the deviation of Λ
from 4pi is quadratic in the magnitude of the deviation of the shape of the contours
ψ = const from circles, provided that the shape deviation is sufficiently smooth.
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Hence, in many cases this coupling can be expected to be weak. Accordingly, one
can expect a parabolic behaviour of the solutions of (2.30)-(2.33) similar to the
behaviour of the quasi-cylindrical approximation equations. This also suggests that
(2.30)-(2.33) requires regularity conditions U = Γ = 0, ∂W/∂A < ∞ at A = 0,
initial conditions of the form W = f(A), Γ = g(A) at some z˜ = z˜0, and boundary
conditions for U, Γ, and W at the boundary A = Amax(z˜) of the flow domain.
On the other hand, with Γ given as a function of A, (2.34) is a Poisson equa-
tion with a nonlinear source term, and, hence, with a Dirichlet boundary condition
ψ = const at the outermost closed contour it can be expected to be well-posed.
Hence, with these boundary conditions the whole system (2.30)-(2.36) is a well-
posed problem. Note, however, that we assume W > 0 everywhere. If this is not
true, one can expect singularities, as it is usual for equations of boundary-layer type.
The system obtained above differs from the original Prandtl-Batchelor system
because in our case in the bulk of the flow the three-dimensional effects are of the
same order of magnitude as the viscous effects determining the distribution of vortic-
ity. In the vicinity of the outermost closed contour one should expect an appearance
of a boundary layer, in which the viscous effects are much more pronounced. As
a result (easily verifiable by a standard boundary-layer change of variables) the
boundary layer equations turn out to be two-dimensional. Hence, many well-known
results about such layers apply (Batchelor (1956), Squire (1956), Wood (1957); see
also Bunyakin et al. (1988) for the latest results and further references). In general,
the requirement of the existence of the solution in the boundary layer surrounding
the closed contour region provides the necessary boundary conditions for Γ and W.
2.4 Alternative derivation of the governing equa-
tions
The equations (2.17) and (2.18) have been derived in a different way. Consider the
axial components of the vorticity and Navier-Stokes equations in a non-dimensional
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form
u · ∇ω = ω · ∇w+ 1
Re
∇2ω, (2.46)
u · ∇w = −∂p
∂z
+
1
Re
∇2w, (2.47)
where ω = (ζ, χ, ω) is the vorticity vector, u =(u, v, w) is the velocity vector and
Re is the Reynolds number. Assuming a weak dependence along the axial direction
(εz = z˜, ε→ 0), and considering high-Reynolds numbers such that εRe = k =const,
equations (2.46), (2.47) and the continuity equation may be rewritten as
∇(2) · u(2) + ε∂w
∂z˜
= 0,
u(2) · ∇(2)ω + εw∂ω
∂z˜
− ω(2) · ∇(2)w − εω∂w
∂z˜
=
ε
k
(
∇2(2)ω + ε2
∂2ω
∂z˜2
)
,
u(2) · ∇(2)w + εw∂w
∂z˜
= −ε∂p
∂z˜
+
ε
k
(
∇2(2)w + ε2
∂2w
∂z˜2
)
.
These equations may be rewritten using the identity ∇ · (φA) = A · ∇φ+φ∇ ·A as
∇(2) · u(2) + ε∂w∂z˜ = 0,
∇(2) ·
(
u(2)ω − ω(2)w − εk∇(2)ω
)− ε3
k
∂2ω
∂z˜2
= 0,
u(2) · ∇(2)w + εw ∂w∂z˜ = −ε∂p∂z˜ + εk
(
∇2(2)w + ε2 ∂
2w
∂z˜2
)
.
 (2.48)
Assume a perturbation solution:
u = U+ εU˜+O(ε2),
ω = Ω+ εΩ˜+O(ε2),
p = P + εP˜ +O(ε2).
 (2.49)
Substituting the perturbation solution in (2.48), one obtains that the zero-order
system is
∇(2) ·U(2) = 0,
U(2) · ∇(2)Ω−Ω(2) · ∇(2)W = 0∗,
U(2) · ∇(2)W = 0.
 (2.50)
This system involves the z˜ coordinate as a parameter suggesting the introduction of
a streamfunction for each plane z˜ =constant defined as:
U =
∂ψ
∂y
, V = −∂ψ
∂x
.
∗Notice that the second term in the zero order axial vorticity equation is zero because ω =(
∂w
∂y
− ε∂v
∂z˜
, ε
∂u
∂z˜
− ∂w
∂x
,
∂v
∂x
− ∂u
∂y
)
.
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The above definition gives us the Poisson equation for the streamfunction
∇2(2)ψ(x, y, z˜) = −Ω(ψ, z˜).
The axial vorticity equation in (2.50) implies that for each plane z˜ = constant, Ω
remains constant along a streamline i.e. Ω = Ω(ψ, z˜). The same argument applies
for the axial velocity component i.e. W = W (ψ, z˜). Note that the zero-order system
does not allow to find Ω(ψ, z˜) and W (ψ, z˜). They can however be found from the
solvability conditions for the first order system.
The first-order equations are
∇(2) · U˜(2) + ∂W∂z˜ = 0,
U(2) · ∇(2)Ω˜ + U˜(2) · ∇(2)Ω +W ∂Ω∂z˜ =
Ω(2) · ∇(2)W˜ + Ω˜(2) · ∇(2)W + Ω∂W∂z˜ + 1k∇2(2)Ω,
U(2) · ∇(2)W˜ + U˜(2) · ∇(2)W +W ∂W∂z˜ = −∂P∂z˜ + 1k∇2(2)W.

(2.51)
These equations in divergence form read
∇(2) · U˜(2) + ∂W
∂z˜
= 0,
∇(2) ·
(
U˜(2)Ω +U(2)Ω˜−Ω(2)W˜ − Ω˜(2)W − 1
k
∇(2)Ω
)
= 0,
∇(2) ·
(
W U˜(2) + W˜U(2) − 1
k
∇(2)W
)
+
∂W 2
∂z˜
= −∂P
∂z˜
.
Integrate this system over a surface that is enclosed by the contour ψ = ξ =constant
located in the plane z˜ =constant and apply the two dimensional divergence theorem:∮
ψ=ξ
U˜(2)·n̂ds = −
∫
S
∂W
∂z˜
dS,
Ω
∮
ψ=ξ
U˜(2)·n̂ds+
∮
ψ=ξ
Ω˜U(2)·n̂ds =
∮
ψ=ξ
W˜Ω(2)·n̂ds+W
∮
ψ=ξ
Ω˜(2)·n̂ds+ 1
k
∮
ψ=ξ
∇(2)Ω·n̂ds,
W
∮
ψ=ξ
U˜(2)·n̂ds+
∮
ψ=ξ
W˜U(2)·n̂ds− 1
k
∮
ψ=ξ
∇(2)W ·n̂ds = −
∫
S
(
∂W 2
∂z˜
+
∂P
∂z˜
)
dS.
Applying the continuity equation and solenoidal property of the vorticity vector to
the axial velocity and vorticity equations respectively yields
−Ω ∫
S
∂W
∂z˜
dS +
∮
ψ=ξ
Ω˜U(2)·n̂ds =
∮
ψ=ξ
W˜Ω(2)·n̂ds−W
∫
S
∂Ω
∂z˜
dS + 1
k
∮
ψ=ξ
∇(2)Ω·n̂ds,
−W ∫
S
∂W
∂z˜
dS +
∮
ψ=ξ
W˜U(2)·n̂ds− 1k
∮
ψ=ξ
∇(2)W ·n̂ds = −
∫
S
(
∂W 2
∂z˜
+ ∂P
∂z˜
)
dS.

(2.52)
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A further simplification to the above equations comes from the fact that∮
ψ=ξ
Ω˜U(2)·n̂ds = 0,
∮
ψ=ξ
W˜U(2)·n̂ds = 0, because U(2) ⊥ n̂;
∮
ψ=ξ
∇(2)Ω·n̂ds = Ω′ξ
∮
ψ=ξ
∇(2)ψ·n̂ds = −Ω′ξΓ,∮
ψ=ξ
∇(2)W ·n̂ds = W ′ξ
∮
ψ=ξ
∇(2)ψ·n̂ds = −W ′ξΓ,∮
ψ=ξ
W˜Ω(2)·n̂ds = 0.
The latter relation is proved as follows. If we substitute explicitly the components
of Ω(2)∮
ψ=ξ
W˜Ω(2)·n̂ds =
∮
ψ=ξ
W˜
(
∂W
∂y
,−∂W
∂x
)
·n̂ds
=
∮
ψ=ξ
W˜W ′ψ
(
∂ψ
∂y
,−∂ψ
∂x
)
·n̂ds = 0, from
(
∂ψ
∂y
,−∂ψ
∂x
)
⊥ n̂.
Finally, using these relations into (2.52) one arrives at
−Ω ∫
S
∂W
∂z˜
dS +W
∫
S
∂Ω
∂z˜
dS + 1
k
Ω′ξΓ = 0,
W
∫
S
∂W
∂z˜
dS −W ′ξΓ =
∫
S
∂W 2
∂z˜
+
∫
S
∂P
∂z˜
dS.
 (2.53)
Now if (2.53) are not satisfied, (2.51) cannot be satisfied by any U˜ , V˜ , W˜ and Ω˜.
Therefore, (2.53) are neccesary solvability conditions for (2.51). At the same time
(2.53) coincide with (2.17) and (2.18) thus confirming their correctness.
It should be mentioned that in the series expansion (2.49) we have omitted
O(ε1/2) terms which are neccesary in order to be able to match the outer inviscid
region with the inner viscous region of a flow, and which is in fact the order of the
thickness of the boundary layer. However, the effect of that term in the flow is to
create a displacement effect, the so called displacement thickness, therefore since
equations (2.53) are obtained for a general closed shape, these solvability conditions
should be the same when considering the term ε1/2 in the series expansion (2.49)
because that term would only change (displace) the shape of the closed contour and
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since the closed contour in our derivation is general, equations (2.53) must hold. Rig-
orously, one would have to substitute the complete series expansion (including ε1/2)
into (2.48) which after equating terms of the same order and certain mathematical
procedure one should be able to recover (2.53).
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Chapter 3
Numerical method for solving the
derived system of equations and
its validation
3.1 Methodology
In this chapter, the methodology and implementation of the numerical method that
solves the derived system of equations is discussed. We firstly developed a compu-
tational code solving the parabolic system (2.30)-(2.33) decoupled from the Poisson
equation (2.34). The parabolic behavior of the decoupled system suggested the im-
plementation of a marching method along the z−direction on a rectangular grid in
the (A, z) space. An implicit finite difference method, first order in z and second
order in A was implemented for finding circulation and axial velocity, while the
variable U was found as the solution of a two-point boundary-value problem for a
second order ordinary differential equation (ODE) at each axial station. A tridiag-
onal matrix was obtained for all the latter variables and its inversion was obtained
by Thomas’s algorithm. The validation of this code was made by constructing a
manufactured solution, thus comparing analytical expressions with the obtained nu-
merical results. We start showing that procedure by deriving the second order ODE
for the variable U .
3.1.1 Second-order ODE for the variable U
We rewrite system (2.30)-(2.33) as follows
∂U
∂A
+
∂W
∂z˜
= 0, (3.1)
∂H˜
∂A
− Γ
AΛ
∂Γ
∂A
= 0, (3.2)
U
∂Γ
∂A
+W
∂Γ
∂z˜
=
AΛ
k
∂2Γ
∂A2
, (3.3)
U
∂W
∂A
+W
∂W
∂z˜
= −
(
∂H˜
∂z˜
− Γ
AΛ
∂Γ
∂z˜
)
+
1
k
[
∂
∂A
(
AΛ
∂W
∂A
)]
. (3.4)
Here Λ(A, z˜) is to be assumed a known function. The above parabolic system
requires initial profiles (say at z˜ = z˜0) for W and Γ, regularity boundary conditions
at A = 0 and boundary conditions at A = Amax for all z˜, in order to be able to
march in the axial z−direction. Once those profiles are prescribed a linear ODE for
the radial velocity may be derived. Firstly, differentiate equation (3.2) with respect
to z˜
∂2H˜
∂z˜∂A
=
1
2
∂
∂z˜
(
1
AΛ
)
∂Γ2
∂A
+
1
2AΛ
∂2Γ2
∂z˜∂A
, (3.5)
substitute ∂W/∂z˜ from the continuity equation into (3.4) and differentiate with
respect to A
∂
∂A
(
U
∂W
∂A
)
− ∂
∂A
(
W
∂U
∂A
)
= − ∂
2H˜
∂z˜∂A
+
1
2
∂
∂A
(
1
AΛ
)
∂Γ2
∂z˜
+
1
2AΛ
∂2Γ2
∂z˜∂A
+
1
k
[
∂2
∂A2
(
AΛ
∂W
∂A
)]
,
then equation (3.5) is substituted in the above equation to yield
∂
∂A
(
U
∂W
∂A
)
− ∂
∂A
(
W
∂U
∂A
)
= −1
2
∂
∂z˜
(
1
AΛ
)
∂Γ2
∂A
+
1
2
∂
∂A
(
1
AΛ
)
∂Γ2
∂z˜
(3.6)
+
1
k
[
∂2
∂A2
(
AΛ
∂W
∂A
)]
.
After that we solve for ∂Γ/∂z˜ from (3.3),
∂Γ
∂z˜
=
1
W
(
AΛ
k
∂2Γ
∂A2
− U ∂Γ
∂A
)
. (3.7)
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Finally, equation (3.7) is substituted into (3.6)
∂
∂A
(
U
∂W
∂A
)
− ∂
∂A
(
W
∂U
∂A
)
= −1
2
∂
∂z˜
(
1
AΛ
)
∂Γ2
∂A
+
∂
∂A
(
1
AΛ
)
Γ
W
(
AΛ
k
∂2Γ
∂A2
− U ∂Γ
∂A
)
+
1
k
[
∂2
∂A2
(
AΛ
∂W
∂A
)]
.
The latter equation may be rewritten with the definition η = ∂W/∂A as
∂2U
∂A2
− U 1
W
[
∂η
∂A
+
∂
∂A
(
1
AΛ
)
Γ
W
∂Γ
∂A
]
= − 1
2WAΛ2
∂Λ
∂z˜
∂Γ2
∂A
− ∂
∂A
(
1
AΛ
)
Γ
W 2
(
AΛ
k
∂2Γ
∂A2
)
−1
k
1
W
[
∂2
∂A2
(AΛη)
]
,
or simply as
∂2U
∂A2
+ hU = b, (3.8)
where
h = − 1
W
[
∂η
∂A
+
∂
∂A
(
1
AΛ
)
Γ
W
∂Γ
∂A
]
,
b = − 1
2WAΛ2
∂Λ
∂z˜
∂Γ2
∂A
− ∂
∂A
(
1
AΛ
)
Γ
W 2
(
AΛ
k
∂2Γ
∂A2
)
− 1
k
1
W
[
∂2
∂A2
(AΛη)
]
.
Note that b contains the term ∂Λ/∂z˜. Now, since the smallest possible value of Λ
is 4pi, then 1/Λ2 is quite small. Moreover, it is expected that ∂Λ/∂z˜ is also small
which together with 1/Λ2 being small suggest that the term in b containing ∂Λ/∂z˜
may be neglected.
The boundary conditions for equation (3.8) are obtained from the regularity
conditions at A = 0 and boundary conditions at A = Amax that the general sys-
tem (2.30)-(2.36) is subject to. The regularity boundary condition requires that
U(0, z˜) = 0, while the boundary condition at A = Amax may be expressed as
U(Amax, z˜) = 0. Note that in general, Amax may depend on z˜ when the solid bound-
ary expands or contracts in the axial z-direction. The justification of U(Amax, z˜) = 0,
comes from the assummption that the fluid does not penetrate the rigid boundary.
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1 A2 ... An-1 An An+1
A
max
...
Figure 3.1: Discretization of A−space.
In conclusion we have posed the following problem
∂2U/∂A2 + h(A, z˜)U = b(A, z˜),
U(0, z˜) = 0, U(Amax, z˜) = 0.
(3.9)
This differential equation may be solved as a two-point boundary value problem.
We chose a finite difference method in order to solve that system. It should be
noted that since initial profiles are provided for the station z˜ = z˜0, the coefficients
h and b are known functions at z˜ = z˜0. It allows to find numerically U(A, z˜0). Let
the interval [0, Amax] be discretized as follows, 0 = A1, A2, A3, ...An+1 = Amax, see
figure 3.1. In general these points are not neccesarily equally spaced, however, for
simplicity we define
As = (s− 1)∆A, 1 ≤ s ≤ n + 1, ∆A = Amax/n.
The approximated numerical value of U at point As and at position z˜0 will be
represented by U(s, p), here p ∈ Z and will be defined in the following section. Thus
we can rewrite the discrete version of (3.9) by using a second-order central finite
diffrence scheme as
(∆A)−2 [U(s+ 1, p)− 2U(s, p) + U(s− 1, p)] + h(s, p)U(s, p) = b(s, p),
U(1, p) = 0, U(n + 1, p) = 0.
1 ≤ s ≤ n+ 1.
In the above system there are n−1 unknown variables, namely U(2, p), U(3, p), ...U(n, p).
That system also provides with a linear system of n − 1 equations, which can be
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represented in general as
U(1, p) = α,
−U(s− 1, p) + (2−∆A2h(s, p))U(s, p)− U(s+ 1, p) = −∆A2b(s, p) (2 ≤ s ≤ n) ,
U(n + 1, p) = β,
in our case α and β are both equal to zero. If we now define ds = 2 − ∆A2h(s, p)
and bs = −∆A2b(s, p), it is possible to express the above system as
d2 −1
−1 d3 ...
... ... −1
−1 dn−1 −1
−1 dn


U(2, p)
U(3, p)
...
U(n− 1, p)
U(n, p)

=

b2 − α
b3
...
bn−1
bn − β

which represents a linear system with a tridiagonal matrix. Its solution was then
found by using a standard Thomas’s algorithm. Notice that, once function U(A, z˜0)
is available it is possible to step along z˜ for the circulation by using a finite difference
method. This procedure will be discussed in the following section.
3.1.2 Implicit finite difference method for solving the circu-
lation and axial velocity equations
The method described in the previous section allows to find the radial velocity at
the stage z˜ = z˜0, where the profiles for Γ and W are known. However, if we solve
for ∂Γ/∂z˜ from (3.3) we obtain
∂Γ
∂z˜
=
1
W
(
AΛ
k
∂2Γ
∂A2
− U ∂Γ
∂A
)
. (3.10)
This equation is similar to the typical diffusion equation of parabolic type. There is
a second order partial derivative with respect to A. This diffusive term is multiplied
by a variable coefficient AΛ/kW and there is also an extra term (U/W ) ∂Γ/∂A.
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In order to have a well-posed problem it is neccesary to specify the boundary
conditions to which (3.10) is subject. From its parabolic nature, (3.10) requires
an initial condition at z˜ = z˜0 and boundary conditions at the ends of the interval
[0, Amax]. We take as the required conditions and with illustrative purposes, the
regularity condition that the general system (2.30)-(2.36) has to satisfy at A = 0,
namely Γ(0, z˜) = 0 and at A = Amax, Γ(Amax, z˜) = β. Notice that β in general
depends on z˜ and is determined from the particular problem studied. Additionally,
note that we have imposed Dirichlet conditions for Γ, however it is also possible to
impose Neumman boundary conditions. This will be the case when considering the
particular problem discussed in Section 4.2. We are now able to pose the following
problem 
∂Γ/∂z˜ = 1/W [(AΛ/k) ∂2Γ/∂A2 − U∂Γ/∂A] ,
Γ(0, z˜) = 0, Γ(Amax, z˜) = β, Γ(A, z˜0) = Γ0(A),
(3.11)
where Γ0(A) is given. Let [0, Amax] be discretized as 0 = A1, A2, A3, ...An+1 = Amax
and the interval [z˜0 := 0,∞) as 0 = z˜1, z˜2, z˜3, .... For simplicity we define
As = (s− 1)∆A, 1 ≤ s ≤ n+ 1, ∆A = Amax/n.
z˜p = (p− 1)∆z˜, 1 ≤ p <∞, ∆z˜ << 1.
The approximated numerical value of Γ, U,W and Λ at point As and at position
z˜p will be represented by Γ(s, p), U(s, p),W (s, p) and Λ(s, p). To solve (3.11) a finite
difference method was chosen and an implicit scheme was selected since due to
the coefficient AΛ/kW , the explicit scheme required a very small step along the
z−direction to avoid instability. Thus by using a backward first order finite difference
for ∂Γ/∂z˜ and second order central difference scheme for the terms involving A and
after some straightforward manipulation, one obtains the following discrete version
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for (3.11) 
Γ(1, p) = 0,
ds,pΓ(s− 1, p+ 1)− cs,pΓ(s, p+ 1) + fs,pΓ(s+ 1, p+ 1)
= −Γ(s, p), (2 ≤ s ≤ n) , (1 ≤ p <∞) ,
Γ(n+ 1, p) = β,
where the following coefficients were defined
ds,p =
AsΛ(s, p)
W (s, p)
r +
U(s, p)
W (s, p)
r2,
cs,p = 1 +
2AsΛ(s, p)
W (s, p)
r,
fs,p =
AsΛ(s, p)
W (s, p)
r − U(s, p)
W (s, p)
r2,
and r = ∆z˜/ (∆A)2 and r2 = ∆z˜/2∆A. Note that the values of U,W and Λ
are taken from the previous layer since the error between the previos and following
layer is O(∆z˜). The above system contains n−1 unknown variables, namely Γ(2, p+
1),Γ(3, p + 1), ...Γ(n, p + 1) and provides with a linear system of n − 1 equations,
which can be represented in general as
−c2,p f2,p
d3,p −c3,p ...
... ... fn−2,p
dn−1,p −cn−1,p fn−1,p
dn,p −cn,p


Γ(2, p+ 1)
Γ(3, p+ 1)
...
Γ(n− 1, p+ 1)
Γ(n, p+ 1)

=

Γ(2, p)
Γ(3, p)
...
Γ(n− 1, p)
Γ(n, p)− βfn−1,p

.
The above linear system contains a tridiagonal matrix with variable coefficients,
hence its solution can also be found by using a standard Thomas’s algorithm.
Axial velocity
The next step is to formulate an algorithm in order to march along z˜ for the axial
velocity component. In the following analysis it will be shown that it is possible to
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formulate a diffusion-type equation for this component. Substitute ∂W/∂z˜ by using
the continuity equation in (3.4)
U
∂W
∂A
−W ∂U
∂A
= −∂H˜
∂z˜
+
Γ
AΛ
∂Γ
∂z˜
+
1
k
[
∂
∂A
(
AΛ
∂W
∂A
)]
.
Now solving for ∂H˜/∂z˜
∂H˜
∂z˜
=W
∂U
∂A
− U ∂W
∂A
+
Γ
AΛ
∂Γ
∂z˜
+
1
k
[
∂
∂A
(
AΛ
∂W
∂A
)]
. (3.12)
One can observe that the above equation provides a way for calculating the term
∂H˜/∂z˜, once U and ∂Γ/∂z˜ are known of course. However, this is the case so far,
since we have described how to obtain U from (3.9) and also the term ∂Γ/∂z˜ can
already be obtained from (3.11). Let us now formulate the equation for W . Solving
for ∂W/∂z˜ from (3.4)
∂W
∂z˜
=
1
kW
[
∂
∂A
(
AΛ
∂W
∂A
)]
− U
W
∂W
∂A
− 1
W
∂H˜
∂z˜
+
Γ
AΛW
∂Γ
∂z˜
,
or since ∂H˜/∂z˜ and ∂Γ/∂z˜ can already be obtained, we rewrite the above equation
as
∂W
∂z˜
=
1
kW
[
∂
∂A
(
AΛ
∂W
∂A
)]
− U
W
∂W
∂A
+ φ(A, z˜), (3.13)
where
φ(A, z˜) = − 1
W
∂H˜
∂z˜
+
Γ
AΛW
∂Γ
∂z˜
(3.14)
= −∂U
∂A
+
U
W
∂W
∂A
− 1
kW
[
∂
∂A
(
AΛ
∂W
∂A
)]
.
Equation (3.13) is parabolic, thus by using a similar procedure (as the one used to
step along z˜ for the circulation), it is possible to numerically solve it. There is of
course, the need of finding its boundary conditions, but since we already know that
this equation has a parabolic behavior, we impose either Dirichlet or Neumman
boundary conditions at the ends of the interval [0, Amax] where it will be solved.
Additionally, an initial condition at z˜ = z˜0 is also required. We take the regularity
condition ∂W/∂A =finite at A = 0 and ∂W/∂A = 0 at A = 0 as the conditions to
be satisfied by (3.13). The imposed boundary conditions will be justified in Section
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4.2. We now pose the following boundary value problem
∂W
∂z˜
=
[
1
kW
[
∂
∂A
(
AΛ∂W
∂A
)]− U
W
∂W
∂A
+ φ(A, z˜)
]
,
∂W/∂A|A=0 = finite, ∂W/∂A|A=Amax = 0, W (A, z˜0) =W0(A),
(3.15)
with φ(A, z˜) given by (3.14) andW0(A) a known function. Its solution can be found
by a finite difference method in exactly the same way as it was made when solving
(3.11), thus being able to march along z˜. This procedure is discussed in detail in
Appendix C.
In conclusion, given some initial profiles at z˜ = z˜0 for W and Γ, one can solve for
U using (3.9). This bundary-value problem gives U(A, z˜0) which can be substituted
into problem (3.11) to step along z˜ for Γ. Once U(A, z˜0) and Γ(A, z˜0 + ∆z˜) are
known, they can be used in (3.15) in order to step along z˜ for W and the process
repeated. With this procedure, system (3.1)-(3.4) can now be solved numerically.
The following section will show some results obtained by using this procedure.
3.1.3 Validation of the code for the decoupled parabolic sys-
tem
A Fortran code solving (3.9), (3.11) and (3.15) wsa written. The validation of that
code was done by constructing a manufactured solution in the region D = {(A, z˜) :
0 < A < 1, 0 < z˜ < ∞}, thus comparing analytical expressions with the obtained
numerical results. This was done by prescribing analytical expressions for U,Γ,W
and Λ. To make system (3.1)-(3.4) exact, two terms f(A, z˜) and g(A, z˜) were added
to the right hand side of equations (3.3) and (3.4), thus the system to solve becomes
∂U
∂A
+
∂W
∂z˜
= 0,
∂H˜
∂A
− Γ
AΛ
∂Γ
∂A
= 0,
U
∂Γ
∂A
+W
∂Γ
∂z˜
=
AΛ
k
∂2Γ
∂A2
+ f(A, z˜)
U
∂W
∂A
+W
∂W
∂z˜
= −
(
∂H˜
∂z˜
− Γ
AΛ
∂Γ
∂z˜
)
+
1
k
[
∂
∂A
(
AΛ
∂W
∂A
)]
+ g(A, z˜),
53
The prescribed profiles are
U(A, z˜) = sin(piA)e−z˜,
W (A, z˜) = pi cos(piA)e−z˜ + 4,
Γ(A, z˜) = A5e−z˜,
Λ = A4,
These profiles satisfy the continuity equation and can be used to determine explicitly
H˜, f(A, z˜) and g(A, z˜) namely,
H˜ = A5e−2z˜ +H0(z˜),
f(A, z˜) = 5A4 sin(piA)e−2z˜ − [pi cos(piA)e−z˜ + 4]A5e−z˜ − 20A4Λe−z˜,
g(A, z˜) = −pi2e−2z˜ − 4pi cos(piA)e−z˜ − e−2z˜A5 + pi2e−z˜ [5A4 sin(piA) + A5pi cos(piA)] .
here it was chosen H0(z˜) = 0. The following boundary conditions at A = 0 were
prescribed
U(0, z˜) = 0, Γ(0, z˜) = 0,
∂W
∂A
∣∣∣∣
A=0
<∞
and at the boundary A = 1 of the domain
U(1, z˜) = 0, Γ(1, z˜) = e−z˜, W (1, z˜) = −pie−z˜ + 4,
and the following conditions at z˜ = 0
W (A, 0) = pi cos(piA) + 4,
Γ(A, 0) = A5.
Figures 3.2-3.4 show the numerical results compared with the analytical expressions
at different positions along the z−direction. These figures show the radial compo-
nent U , circulation Γ and axial velocity W for different axial positions. The typical
step-size along the axial direction was ∆z˜ = 0.01, 0.001 and 0.0001 while for the
coordinate A, ∆A = 1/30. It can be seen from the figures that there is a good
agreement between the numerical and analytical results. It was also observed that
with a finer grid, the numerical solution converges to the analytical solution. All
this confirms that the code solves correctly system (3.1)-(3.4).
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Figure 3.2: Comparison between the calculated numerical solution and the
analytical profile for the radial component.
Figure 3.3: Comparison between the numerical solution and the analytical
profile for the circulation.
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Figure 3.4: Comparison between the calculated numerical solution and the
analytical profile for the axial velocity W .
3.2 Poisson equation for each cross-section
A more challenging code was developed for the solution of Poisson equation (2.34)
at each plane z˜ =const. The difficulty arised from the dependance of the source
term (vorticity) on the streamfunction which implies a nonlinear behavior of Pois-
son equation. Moreover, in our formulation, the source term appears as the first
derivative of the circulation with respect to A (area), and the variable A itself is
related by means of an integral relation with the streamfunction. To tackle this non-
linearity, and as a first step, a code that calculates the area of any closed contour
with an error of O(1/N2), where N is the number of grid points along one axis of
the rectangular domain, was developed. This algorithm was validated with standard
closed shapes confirming its right construction.
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Figure 3.5: Discretization of a general shape into n sectors.
3.2.1 Numerical method for calculating the area for a given
shape and its validation
When solving Poisson equation in a general closed region, the level curves of the
solution does not neccesarily have standard geometrical shapes, hence it was necce-
sary to build a numerical code to calculate the area for a general closed curve. The
idea behind this code is described as follows. Suppose there is a function ψ(x, y)
whose level curves are closed, then the equation that satisfy a given level curve is
ψ(x, y) = ξ,
where ξ is a constant. That level curve can be discretized (see figure 3.5) into n
subintervals and by using polar coordinates, the area of each subinterval can be
found from the formula for a sector. Finally the area of each sector is added and
the entire area of the closed contour is obtained. Computationally, this procedure
is slightly more complicated since the points forming the level curves are unknown.
These points were obtained with the following algorithm. The domain was uniformly
discretized. For a given i (representing the index for the rows) it is swept for all j (the
index for the columns), thus obtaining half of the points forming the level curve, the
other half is obtained by sweeping for all i while j is kept constant. Mathematically,
if the approximated numerical value of ψ at point (i, j) is represented by ψi,j the
intersecting points for i kept constant can be obtained from the following criterion
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Figure 3.6: Schematics of the discretized grid.
(see figure 3.6)
(ψi,j − ξ) (ψi,j+1 − ξ) < 0.
A similar criterion is used for the other half points forming the level curve. Notice
that the above process only provides the position of the interval where the intersec-
tion of the curve with a cell takes place, see for example figure 3.6. To calculate
more accurately the location of that point (say (xa, ya)) in the plane, an interpolation
technique was used and explained as follows. If the approximated numerical value of
ψ at point (i, j) is represented by ψi,j and considering figure (3.7), for y =constant,
it can be deduced that
ψa − ψi,j
xa − xi =
ψi+1,j − ψi,j
xi+1 − xi ,
here ψa = ξ, hence xa may be calculated as follows
xa = xi +
ξ − ψi,j
ψi+1,j − ψi,j (xi+1 − xi) . (3.16)
Similarly, for x =constant, the value of ya is calculated from
ya = yj +
ξ − ψi,j
ψi,j+1 − ψi,j (yj+1 − yj) . (3.17)
The interpolated point (xa, ya) was then transformed to polar coordinates since an
order (counterclockwise or clockwise) of the intersecting points had to be provided
in order to calculate the entire area. In polar coordinates the angle was the variable
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Figure 3.7: Schematics of the interpolation diagram.
used to sort the intersecting points. Once the code was written, it was validated by
choosing standard shapes with known areas. In this sense the ellipse
(x− 1)2 + (y − 2)2 /4 = 1,
was chosen as the testing example. Its area was calculated for different numbers of
grid points N and its percentage error is plotted in figure 3.8. The percentage error
is defined as % error = [(exact value− numerical value) /exact value] × 100. It
can be observed from figure 3.8 that the code is indeed second order.
Iterative process
Once the code for calculating the area was ready, the following iteration process
was employed in order to solve the Poisson equation (2.34). It was provided a guess
streamfunction, and by using the foregoing numerical code (it calculates the area of
the closed contours to the corresponding guess streamfunction) a relation between
area and streamfunction, A = A(ψ) was obtained. It was also noted that in order
to solve the Poisson equation (2.34) by any computational method, its source term
must be expressed in (x, y)−space, however, in our formulation vorticity appears
in A−space. The solution to this problem was found as follows: Noticing that for
each point (x, y) there is only one value of the streamfunction, therefore by means
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Figure 3.8: The order of the code that calculates the area of a general closed
contour.
of a linear interpolation technique, it was possible to express A = A(x, y). Another
observation was that the marching code would provide vorticity (after numerically
differentiating circulation with respect to A) as a function of A, hence a transfor-
mation from A−space to xy−space had to be found. It was achieved by means of
another linear interpolation technique. This technique exploited the fact that for
each point (x, y) in the plane, there is a corresponding value of A(x, y), and for each
value of A(x, y), there is only one value of vorticity. This analysis enabled Poisson
equation to be expressed in (x, y)−space. Once it was achieved, the subroutine Fish-
pack (Adams, Swarztrauber, & Sweet 1975) for Poisson equation in a rectangular
grid was used. The solution of Poisson equation provided another streamfunction for
which the relation A = A(ψ) was calculated. From this new relation and after the
foregoing interpolation techniques were applied, a new vorticity was obtained and
thus solving once more Poisson equation. This process was repeated after certain
standard iteration criteria was satisfied and then stopping the iteration.
This code was validated by solving the two-dimensional Hill vortex showing a
rapid convergence to the well-known analytical solution. Once the iteration process
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has finished, the correct streamfunction has been found. This streamfunction is then
used to numerically find Λ, which is defined as a line integral. Once Λ was found,
it was possible to join the two builded codes or in other words, a code that solves
the coupled problem between Poisson equation and the parabolic system was finally
constructed. In the next section, the details for the validation of the code that solves
the Poisson equation is provided.
3.2.2 Validation of the iterative method that solves the non-
linear Poisson equation
The purpose of this section is to validate the code that numerically solves the fol-
lowing nonlinear problem:
∇2(2)ψ = −Ω(A),
A =
∫
ψ(x,y,0)<ξ
dxdy,
ψ ≤ 0, Ω(A) 6= 0,
ψ > 0, Ω(A) = 0.

(3.18)
where Ω(A) is an a priori known function of A. ψ is subject to some Dirichlet
boundary conditions. If we choose the two-dimensional Hill vortex (Batchelor 2000)
as our benchmark problem, then it will be shown that Ω(A) = α + βA + γA2
(α = −0.5797, β = 0.0411 and γ = 0.000693), and the boundary conditions for
(3.18) are
y = 0, ψ = 0, (3.19)
y → ∞, ψ → Cy,
x → ± ∞, ψ → Cy.
Problem (3.18) subject to (3.19) has the well-known solution (Batchelor 2000) ψ =
−DJ1 (kr) sin θ, for the region inside a circle of radius ka. Here r and θ are the polar
coordinates variables while J1 (kr) is the Bessel function. Such a streamfunction
coincides (at r = ka) with the velocity of an irrotational free stream passing a
cylinder if the constant C in the boundary conditions (3.19) is properly chosen. For
k = 1 and D = 1, it can be shown that this constant should be C = 0.5J0(3.82) ≈
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Figure 3.9: Solution of the two-dimensional Hill Vortex with two different
subroutines.
0.2012. The next step is to provide explicitly Ω(A) for the two-dimensional Hill
vortex. It was accomplished by numerically calculating the area of each closed
contour for ψ = −J1 (r) sin θ ≤ 0 and then plotting ψ = ψ(A). After that we fitted
that plot with a second order polynomial to find that
ψ = α + βA+ γA2, (3.20)
with α = −0.5797, β = 0.0411 and γ = 0.000693. The next step is to exploit the fact
that for the two-dimensional Hill vortex, vorticity is given by Ω = ψ, hence from
(3.20) we conclude that the vorticity distribution for the 2D Hill vortex in A−space
is given by
Ω(A) = α + βA+ γA2.
Numerical procedure
From the analytical solution ψ = −J1 (r) sin θ, we know that the radius of the
largest eddy is given by the equation J1 (a) = 0, with the solution being r = a = 3.82.
Hence our truncated computational domain should be sufficiently larger than this
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Figure 3.10: Eddy shape for different truncated domains.
eddy. We chose the left size domain boundary xl = −20,−40 and the right size
domain boundary xr = 20, 40. The upper boundary was chosen to be yu = 20, 40, 80
and the boundary conditions (3.19) were applied respectively at xl, xr and yu. To
track a possible influence of the truncated domain, we compared the shape of the
calculated eddies for different truncated domains. The results are plotted in figure
3.10. To solve Poisson equation we used a fast Poisson solver obtained from the
Fishpack90 library (Adams, Swarztrauber, & Sweet 1975). The correct use of this
subroutine is verified with figure 3.9 where the analytic solution of (3.18) subject to
(3.19) is compared with the numerical solution obtained from Fishpack90 and also
compared with the numerical solution of the same problem by using a relaxation
method that we constructed.
Once Ω(A) has been explicitly obtained, we solve iteratively (3.18) subject to
(3.19) with
Ω(A) = α + βA+ γA2. (3.21)
here α = −0.5797, β = 0.0411 and γ = 0.000693 and C = 0.2012. We start with a
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Figure 3.11: Convergence of the iterations for the two-dimensional Hill Vor-
tex.
guess steamfunction
ψ(x, y) =
3
20
y
[
x2 + y2
]1/2 − 1
2
y.
By using our code, we will calculate A = A(ψ) for such a guess function. Then,
we will interpolate to obtain A(x, y) for ψ ≤ 0 and substitute A(x, y) into (3.21)
hence Ω(x, y) will be available. The Poisson equation will be now solved using the
Fishpack subroutine. This solution will provide a new streamfunction to which we
will calculate A = A(ψ). We again interpolate to get A(x, y) and substitute into
(3.21), hence a new Ω(x, y) is obtained and thus solving once more Poisson equation
for this new Ω. This process will be repeated until we approach the exact solution
ψ = −J1 (r) sin θ. This procedure is represented by figure 3.11, where the guess func-
tion is modified in each iterative step and converging rapidly to the streamfuntion
for the two-dimensional Hill vortex. The convergence is also shown in the plot of
the streamline ψ = −0.001 in figure 3.12. The computational domain was chosen as
the square xl = −20, xr = 20, and yu = 40.
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Figure 3.12: Visualization of the convergence of the code for the streamline
ψ = −0.001.
3.2.3 The coupling variable Λ
When the proper streamfunction for a given vorticity distribution has been found,
it is possible to find numerically the function Λ which couples the Poisson equation
with the parabolic system (3.1)-(3.4). This is the last step in order to join the two
already constructed codes. The numerical procedure to obtain Λ is discussed in this
section. The problem is to evaluate numerically the following line integral
Λ = − (Γ/A)
∮
ψ=ξ
(∂ψ/∂n)−1 ds,
We rewrite the above integral as
Λ = ∓ (Γ/A)
∮
ψ=ξ
ds∣∣∇(2)ψ∣∣ . (3.22)
The above result comes from ∂ψ/∂n ≡ ∇(2)ψ · n̂ and from the definition of the
outward normal
n̂ = ± ∇(2)ψ∣∣∇(2)ψ∣∣ .
The positive sign corresponds to a rotating flow in clockwise direction while the
negative sign to a counterclockwise flow. Thus from the definition of circulation,
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a clockwise flow possesses a negative vorticity hence a negative circulation, on the
other hand, a counterclockwise flow has positive vorticity, hence positive circulation.
For example, if we choose ψ = −J1(r) sin θ, its outward normal is given by n̂ =
∇(2)ψ/
∣∣∇(2)ψ∣∣ with Γ < 0, while if we choose ψ = J1(r) sin θ, its outward normal
vector would be given by n̂ = −∇(2)ψ/
∣∣∇(2)ψ∣∣ with Γ > 0. With all this analysis,
it can be concluded that Λ is always positive.
Our next step is to discretize the line integral in (3.22)∮
ψ=ξ
ds∣∣∇(2)ψ∣∣ = lim∆sm→0∑m fm∆sm,
where
(∆sm)
2 = r2m (θm+1 − θm)2 + (rm+1 − rm)2 ,
f =
1∣∣∇(2)ψ∣∣ ,
fij =
[(
ψi+1,j − ψij
∆x
)2
+
(
ψi,j+1 − ψij
∆y
)2]−1/2
.
Here ∆sm is the discretized form of the arc-length in polar coordinates while fm
represents the approximated numerical value of f at the interpolated position. For
example, for x =const we know fij and fi,j+1, however we need the value of f at the
interpolated position of ya, where
ya = yj +
ξ − ψi,j
ψi,j+1 − ψi,j (yj+1 − yj) .
If we choose ∆x = ∆y, f simplifies as:
fij = ∆x
[
(ψi+1,j − ψij)2 + (ψi,j+1 − ψij)2
]−1/2
,
thus we apply once more interpolation to obtain for x =constant
fm = fi,j + (fi,j+1 − fi,j)
(
ya − yj
yj+1 − yj
)
,
Similarly, for y =constant
fm = fi,j + (fi+1,j − fi,j)
(
xa − xi
xi+1 − xi
)
,
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Figure 3.13: Constant value of the line integral for different ξ.
with xa given by the interpolation formula
xa = xi +
ξ − ψi,j
ψi+1,j − ψi,j (xi+1 − xi) .
Once we have evaluated the line integral, we proceed to obtain Λ. Since Γ is a
prescribed function we can easily evaluate (3.22).
3.2.4 Testing the code for Λ
To check the right construction of the code that calculates Λ, we tested this code
for the case when Λ remains a constant for all the contours ψ = ξ =constant. This
is the case when considering axisymmetric flow. For simplicity we chose ψ = x2+y2
and, as it was discussed in section (2.3.5), it can be shown that for this case
∮
ψ=ξ
ds∣∣∇(2)ψ∣∣ =
∮
ψ=ξ
ds
2r
= pi.
Thus, for all values of ξ, the line integral should be equal to pi. The results are shown
in figure 3.13. This figure shows that as the grid points N are increased, the line
integral converges to the constant value pi thus confirming the right construction of
the code.
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3.3 Validation of the entire coupled code
Once Λ is found, it was possible to join the two developed codes and finally a code
that solves the coupled problem between Poisson equation and the parabolic system
was constructed. In order to validate the entire code, a comparison was made
with the numerical results of Reyna & Menne (1988). This work studied the vortex
phenomenon of an axisymmetric flow by using the quasi-cylindrical equations. They
analyzed the evolution of a free vortex in the presence and absence of an adverse
pressure gradient. They found that the position of vortex breakdown for the case
of a free vortex without adverse pressure gradient is located at z˜ = 0.013. Profiles
for the radial, azimuthal and axial components were also calculated. This work also
adopted the criterion of a sudden increment in the magnitude of the radial velocity
component as an indicator of the onset of vortex breakdown. This criterion will be
discussed in more detail in the application section of this work.
3.3.1 The infinite square
The characteristics of a free vortex may also be obtained if the vortex is contained in
a very wide cylinder, i.e. a cylinder with a large cross-sectional area compared with
the area of the vortex. If this is the case, the effects of the walls can be neglected
and the properties of a free vortex can be obtained. This argument is frequently
used when considering truncated domains for computational purposes. In order to
compare our results with Reyna & Menne (1988) and thus validate the developed
code this argument was used. A flow through a square cylinder of sides with lenght
L = 12, hence Amax = 144 was considered. It was assumed as part of our model,
that the walls of the cylinder are impermeable and slippery in order to suppress the
separation of the flow in the corners. A vortex and an axial velocity with the same
profiles used in Reyna & Menne (1988) were imposed at z˜ = 0. These profiles can be
considered as typical profiles since many authors adopt them as the inlet condition,
see for example Grabowsky & Berger (1976), Hafez et al. (1986) and others. These
inlet profiles expressed in (A, z˜) space are
68
Figure 3.14: Radial velocity at different axial positions and its sudden jump.
W (A, 0) =

1 + α
(
1− 6A
pi
+ 8
(
A
pi
)3/2 − 3 (A
pi
)2)
, A ≤ pi,
1, A > pi.
Γ(A, 0) =

−2Aβ (2− A
pi
)
, A ≤ pi,
−2piβ, A > pi.
In particular, Reyna & Menne (1988) considered the case α = 0, β = 0.8. We adopt
the same values with comparative purposes. The following regularity boundary
conditions at A = 0 :
U = Γ = 0, and
∂W
∂A
<∞ (finite),
and at the outer boundary of the flow (A = Amax = L
2):
U =
∂Γ
∂A
=
∂W
∂A
= 0,
were applied in order to solve numerically the full system (2.30)-(2.36). The latter
conditions are justified in the application section of this work. The numerical re-
sults are presented in figures 3.14-3.15 and were carried out in a desktop computer
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Figure 3.15: Comparison between the axial velocity calculated in the
present work and reported numerical values from Reyna and
Menne (1988).
with a processor Intel vPro. These figures represent the radial and axial velocity
components as a function of A for different axial positions and with the step sizes
of ∆A = 0.02 and ∆z˜ = 0.001. From figure 3.14, it can be seen that a sudden incre-
ment in the magnitude of the radial velocity occurs at the axial position z˜ = 0.014.
According to Reyna & Menne (1988), Beran & Culick (1992) and others, this jump
can be considered as an indicator of the onset of vortex breakdown, since there is no
other physical reason of a drastic increment in the radial velocity for a very short
distance. This criterion was also adopted in this work. The position of the vortex
breakdown reported in Reyna & Menne (1988) is located at z˜ = 0.013, which is in
a good agreement with our reported value of z˜ = 0.014 since the error in our code
(first order finite difference method in ∆z˜) when stepping in z˜ was 0.001. Figure
3.15 shows the axial velocity component computed with the present code and some
points obtained directly from the plot for the axial velocity reported in Reyna &
Menne (1988). The comparasion of the plot shows a very good agreement between
these two works. Notice that the graphic presented in Reyna & Menne (1988) for the
axial velocity depends on the radial coordinate whereas in our graphics W depends
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on A. In this way our graphics have the flexibility of presenting non-axisymmetric
results in a compact way.
These two results confirm the correctness and good performance of our code,
thus validating it. Additionally, plots for U,W ,Γ and η := ∂W/∂A confirming the
second order of accuracity in ∆A are presented in figures 3.16-3.19.
Figure 3.16: Second order error for the radial velocity.
Figure 3.17: Second order error for the circulation.
71
Figure 3.18: Second order error for the axial velocity.
Figure 3.19: Second order error for η = ∂W/∂A.
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Chapter 4
Application of the equations to
particular problems
This section deals with the application of the derived system of equations and the
developed code to some particular examples, namely a rotating flow in a cylinder
with square constant cross-section and in a cylinder with elliptical cross-section. For
certain intensity of swirling of the flow, it was possible to observe vortex breakdown
phenomenon in the square cylinder. Hence, from this study the influence of the
non-axysimmetry on the position of vortex breakdown phenomenon was studied.
Due to the inevitable coupling between Poisson equation and the parabolic system,
this problem was solved numerically.
Firstly we considered a rotating flow through a cylinder with elliptical cross-
section with no-slip boundary conditions. With illustrative purposes, the boundary
conditions for the dependent variables as a requirement of the existence of the solu-
tion in the boundary layer were derived explicitly. This problem considered an ellip-
tical cylinder with moving walls along the axial direction and also with a transversal
velocity. A perturbation was imposed at the stage z = 0 and its evolution was sought
for by using the derived system. Due to some simplifying assumptions, the govern-
ing equations for the perturbation terms resulted in a linear and decoupled system.
Therefore, analytical solutions were found.
4.1 Cylinder with elliptical cross-section
Consider a flow through a cylindrical pipe of non-circular cross-section and with
no-slip boundary conditions. Let the pipe walls move along the axial direction z˜
with a constant velocity ww = 1. Let also a transversal velocity of the same order
be imposed on the walls so that the present theory should apply. In the boundary
layer near the wall we introduce at z˜ = const the arc-length along the wall and
the normal distance to the wall multiplied by
√
Re as curvilinear coordinates s and
η respectively. After the usual substitutions and taking the limit we arrive at the
boundary layer equation
us∂w
∗/∂s+ uη∂w
∗/∂η = ∂2w∗/∂η2, (4.1)
where us is the velocity component along s, uη is the
√
Re times velocity component
along η, and w∗ is the z˜ velocity component in the boundary layer region. The
boundary conditions are w∗(s, 0, z˜) = 1 at the wall, periodicity in s, and matching
w∗ → W (Amax, z˜) as η → ∞. In general, the requirement of the existence of the
solution in the boundary layer surrounding the closed contour region provides the
necessary boundary conditions for Γ andW.We will demostrate this by deriving the
boundary condition for W at A = Amax in the particular case considered. Because
the above boundary layer conditions imply that as η → ∞, w∗(s, η, z˜) → C(z˜),
where C may vary along z˜, it should happen that
∂w∗
∂η
→ 0 as η →∞,
hence we can rewrite the boundary conditions for (4.1) as follows
w∗ = 1 at η = 0,
∂w∗
∂η
→ 0 as η →∞, w∗(s, η, z˜) = w∗(s+ L, η, z˜). (4.2)
where L is the perimeter of the cross-section. With the use of the continuity equa-
tion, (4.1) may be rewritten as ∂(usw
∗2/2)/∂s+∂(uηw
∗2/2)/∂η = w∗∂2w∗/∂η2. This
equation, integrated over the area D = {(s, η)| 0 ≤ s ≤ L, 0 ≤ η ≤ ∞}, and by
using Green’s theorem, reduces to
1
2
∫
∂D
w∗2u(2) · n̂ds =
∫
D
w∗
∂2w∗
∂η2
dS.
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Taking explicitly the integrals we get
0 =
∫ 2pi
0
∫ ∞
0
w∗
∂2w∗
∂η2
dsdη
=
∫ 2pi
0
w∗
∂w∗
∂η
∣∣∣∣∞
0
−
∫
D
(
∂w∗
∂η
)2
dS.
Finally, let us assume that w∗(s, 0, z˜) = 0 (in order to eliminate the first term in the
above equation) and from the condition ∂w∗/∂η|
∞
= 0, the latter equation may be
reduced to ∫ 2pi
0
∫ ∞
0
(
∂w∗
∂η
)2
dsdη = 0. (4.3)
Equation (4.3) implies that w∗ = w∗(s, z˜) everywhere in D, otherwise the above
result would be different from zero. Finally, because everywhere w∗ is a function
only of w∗(s, z˜), and it must satisfy the boundary condition w∗(s, 0, z˜) = 0, we
conclude that w∗(s, z˜) = 0 in all the region D. The above observation implies that
w∗(s,∞, z˜) = 0, thus from the matching condition w∗(s,∞, z˜) = W (Amax, z˜), we
conclude that
W (Amax, z˜) = 0. (4.4)
Condition (4.4) may be extended to the case of constant axial velocity. Suppose the
following boundary-value problem is given
us
∂w∗
∂s
+ uη
∂w∗
∂η
=
∂2w∗
∂η2
,
w∗ = c1 = const at η = 0,
∂w∗
∂η
→ 0 as η →∞, w∗(s, η, z˜) = w∗(s+ L, η).
If we apply the change of variable w∗ = w + c1, the above system becomes
us
∂w
∂s
+ uη
∂w
∂η
=
∂2w
∂η2
,
w = 0 at η = 0,
∂w
∂η
→ 0 as η →∞, w(s, η, z˜) = w(s+ L, η, z˜).
This problem has the same assumption made to arrive to equation (4.3), hence from
condition (4.3) we obtain that∫ 2pi
0
∫ ∞
0
(
∂w
∂η
)2
dsdη = 0,
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which implies that w = w(s, z˜) everywhere. Now because w should satisfy the
boundary condition w = 0 at η = 0, it implies that w = 0 everywhere. Thus from
w∗ = w + c1, we conclude that w
∗ = c1, that together with the matching condition
w∗(s,∞, z˜) = W (Amax, z˜), it may be concluded that
W (Amax, z˜) = c1. (4.5)
Hence for the particularr case considered (c1 = 1), (4.5) implies that w
∗ = 1 every-
where in the boundary layer, and such a solution can satisfy the matching condition
only if W (Amax, z˜) = 1. This is the boundary condition for W in (2.30)-(2.36) for
the special case considered.
Let now the cylinder cross-section be given by x2/a2+y2/b2 = 1, and the bound-
ary condition on the surface of the ellipse is such that it is satisfied by the velocity
distribution with the streamfunction
ψ0 = −Ω0
(
x2/a2 + y2/b2 − 1) / (2/a2 + 2/b2) .
This streamfunction corresponds to a constant vorticity Ω0, and, together withW =
1 and Γ0 = Ω0A gives an exact solution to (2.30)-(2.36). This solution is independent
of z˜ and satisfies, of course, the Prandtl-Batchelor theorem. Let us now perturb this
solution in the inlet plane z˜ = 0, that is prescribe there inlet conditions of the form
W (A, 0) = 1 + δf(A, 0), Γ(A, 0) = Ω0A + δg(A, 0), where δ << 1. We will seek the
solution for the perturbations as functions of A and z˜ :
U = δU1(A, z˜) + · · · , Γ = Γ0 + δΓ1(A, z˜) + · · · , W = 1 + δW1(A, z˜) + · · · ,
H˜ = H˜0+δH˜1(A, z˜)+· · · , Λ = Λ0+δΛ1(A, z˜)+· · · , ψ = ψ0(x, y)+δψ1(x, y, z˜)+...
Substituting these expansions into (2.30)-(2.33), collecting terms of order δ, and
assuming additionally that Ω0 << 1, one obtains the following linear system
(U1)
′
A + (W1)
′
z˜ = 0,
(
H˜1
)′
A
= 0, (Γ1)
′
z˜ = (Λ0/k)A (Γ1)
′′
AA , (4.6)
(W1)
′
z˜ = −
(
H˜1
)′
z˜
+ (Λ0/k)
[
A (W1)
′
A
]′
A
,
Its solution should satisfy the inlet conditions W1 = f(A, 0), Γ1 = g(A, 0) at z˜ = 0,
the regularity conditions W1 = Γ1 = 0, ∂W1/∂A < ∞ at A = 0, and the boundary
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conditions U1 = Γ1 =W1 = 0 at the wall A = Amax. The boundary condition for Γ1
follows directly from the results of Wood (1957). Note that the functions f(A, z˜)
and g(A, z˜) are implied to satisfy f(Amax, 0) = g(Amax, 0) = 0 in order to avoid
the appearance of additional distinguished limits. In the simple case considered the
equations for the functions of A became decoupled from the Poisson equation, from
which the solution inherits only the value of Λ0 = 2 (1/a
2 + 1/b2) piab. Moreover, the
equation for Γ1 is decoupled from the rest of the system. This allows to express the
solution as a sum of Bessel functions, in particular:
Γ1 =
∞∑
n=1
C1n
√
AJ1
(
2
√
kσn/Λ0
√
A
)
exp(−σnz˜), σn = Λ0µ2n/4kAmax,
W1 =
∞∑
n=1
C2n
[
J0
(
2
√
kτn/Λ0
√
A
)
− J0
(
2
√
kτn/Λ0
√
Amax
)]
exp(−τnz˜),
where µn denotes the eigenvalue found from J1 (µn) = 0, C1n and C2n are constants
obtained from the initial conditions and τn are the eigenvalues that satisfy
∫ Amax
0
[
J0
(
2
√
kτn/Λ0
√
A
)
− J0
(
2
√
kτn/Λ0
√
Amax
)]
dA = 0.
Eigenvalues µn and τn do not coincide, that is in this case the Γ1 decay rate differs
from the decay rate of U1 and W1. This is the result of our additional simplifying
assumption Ω0  1. Detailed information on the derivation and solution of system
(4.6) can be found in Appendix B.
It is informative to compare this solution with the axisymmetric case a = b
governed by a quasi-cylindrical approximation equation. The only difference in (4.6)
will be in the value of Λ0, which in turn leads to a difference in the decay rates. One
can see that as the transversal motion makes the vorticty constant along the non-
circular closed contours, the rate of the diffusion of vorticity and axial velocity across
closed contour changes. This is the main of the several new physical mechanisms
described by the theory developed in the present study. In the general case this
process is further complicated by the coupling of this effect with the shape of the
closed contours ψ = const, governed by the Poisson equation, but this effect might
be expected to be more of quantitative than qualitative nature, at least in flows not
deviating too far from the axisymmentric case. It is also complicated by the coupling
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between Γ and U and W, but this coupling also takes place in the quasi-cylindrical
approximation.
In the case of a pipe of constant cross-section the parameter k is artificial, as
there is actually no scale for the variation of the solution along z˜ except the scale
dictated by the viscosity. This would be different if the cross-section would vary
along z˜. Then, the case of large k would correspond to three-dimensional effects
dominating over viscosity, and the evolution of the flow parameters along z˜ would
be governed purely by inviscid dynamics. The case of small k corresponds to the vis-
cosity dominating over the three-dimensionality, and the Prandtl-Batchelor theorem
would be recovered.
It remains to notice that the way Λ enters (2.30)-(2.33) makes it somewhat
similar to how a variable viscosity would enter the equations of quasi-cylindrical
approximation.
4.2 The square cylinder
4.2.1 Problem formulation
Let us consider a rotating incompressible flow through a cylinder with square con-
stant cross-section of sides with length L (see figure 4.1). Let also assume that the
walls are impermeable and slippery in order to suppress separation of the flow at
the corners. We use typical inital profiles at z˜ = 0, see for example Reyna & Menne
(1988), Grabowsky & Berger (1976) for the initial axial and azimuthal velocity. The
governing equations for the above non-axisymmetric problem are given by system
(2.30)-(2.36). This system inherits the following boundary conditions at A = 0
U = Γ = 0, and
∂W
∂A
<∞ (finite),
and at the boundary A = Amax of the flow, the conditions
U =
∂Γ
∂A
=
∂W
∂A
= 0,
The latter boundary conditions arised from the impermeability assumption (U =
0 at A = Amax), the fact that vorticity is zero at the walls (Ω = ∂Γ/∂A), and
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W (
A,0
)
Γ(A,0)
Figure 4.1: Schematics of the studied problem.
∂W/∂A = 0, comes from the symmetry of the flow, and can be derived in the same
fashion as condition (4.3). Additionally, initial profiles should be provided. A jet-
like profile was chosen for the axial velocity and solid body rotation with smooth
transition to an irrotational flow as the profile for the azimuthal component. In
coordinates (A, z˜) these profiles read
W (A, 0) =

1 + α
(
1− 6A
pi
+ 8
(
A
pi
)3/2 − 3 (A
pi
)2)
, A ≤ pi,
1, A > pi.
Γ(A, 0) =

−2Aβ (2− A
pi
)
, A ≤ pi,
−2piβ, A > pi,
where parameters (α, β) represent the magnitude of the jet-like and magnitude of
the swirl of the flow, respectively. The closed shape for each cross-section (plane
z˜ =const) was found by solving Poisson equation subject to
y = 0, ψ = 0,
y = L, ψ = 0,
x = ± L/2, ψ = 0.
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Figure 4.2: Generalized radial velocity for the square cylinder with β = 0.8
and α = 0.15.
4.2.2 Numerical solution by using the developed code
Figures 4.2-4.5 show the numerical solution of system (2.30)-(2.36) for a square
cylinder of area Amax = 4.8 with β = 0.8 and α = 0.15. These figures represent
respectively, U, Γ, W , and Λ as a function of A and at different axial positions.
The step sizes used are ∆A = O(10−2), and ∆z˜ = 0.001. Note that U , in the
axisymmetric case, is related with the radial velocity, hence we will define U as
the generalized radial component. Figure 4.2 shows the behavior of the generalized
radial velocity. It can be observed that U decreases along the z−direction and
that it gradually (smoothly) tends to zero. Therefore, for this value of β there is
no evidence of vortex breakdown. The circulation (figure 4.3) decreases along the
z−direction since there are diffusive terms in the governing equations. The axial
velocity (figure 4.4) also decays for A < 1.7 but its magnitude increases for A > 1.7
due to mass conservation.
The coupling variable Λ was also found and its behavior is presented in figure
4.5. This figure indicates that Λ changes very slowly along z˜ but tends rapidly
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Figure 4.3: Circulation for the square cylinder with β = 0.8 and α = 0.15.
Figure 4.4: Axial velocity for the square cylinder with β = 0.8 and α = 0.15.
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Figure 4.5: Λ function at different stages z˜ = constant.
Figure 4.6: In-plane streamlines at the cross-section z˜ = 0.02.
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to infinity as A tends to its maximum value. In other words, Λ increases rapidly
as the the contours develop more pronounced corners. The characteristic closed
contours ψ =constant obtained from the solution of the Poisson equation at each
plane z˜ =constant are also shown in figure 4.6 and correspond to the plane z˜ = 0.02.
These contours are indeed asymmetric, although near the centre of the square cavity,
these contours are almost circular and then deform into a smooth square-like contour
closer to the boundary. This behavior is confirmed in figure 4.5 where for small A
the value of Λ is around 4pi which corresponds to circular contours as demonstrated
in section 2.3.5. Note that the constant k appearing in (2.30)-(2.36) was taken
to be equal to one, without losing generality since in this problem there is no a
characteristic length along the z-direction.
4.2.3 Onset of vortex breakdown in the square cylinder
Vortex breakdown phenomenon has been an important problem in fluid dynamics
for more than 50 years. Numerous experimental, numerical and theoretical works
have been published in many scientific journals in this topic. This problem has
attracted the scientific community because of its appearence in technological appli-
cations such as in airplane wings, rotating combustors, hydraulic turbines, diffusers,
among others and because of the lack of a fully accepted fundamental explanation to
this phenomenon. Moreover, it has been suggested that such a phenomenon could
be related to the transition of a flow to turbulent regime.
Nowadays, there are some theories with the aim of explaining breakdown. Chrono-
logically, the first theoretical work appeared in 1960 in a report made at the Depart-
ment of Aeronautics from Imperial College London by Squire (1956). In this report
the critical state theory was proposed. This theory states for an inviscid and steady
flow, and given the possibility of the existence of two different cylindrical flows for
the same conditions (Batchelor 2000), that vortex breakdown is a transition of finite
magnitude due to propagation of waves, between these states. The two possible
states are classified as subcritical and supercritical and breakdown is defined as the
change from supercritical to subcritical state. The classification depends on the
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value of a parameter equivalent to a Froude or Mach number defined with the ve-
locity of the waves propagating in the flow (Leibovich 1984). Further research on
these ideas has been made by Benjamin (1962), Randall & Leibovich (1973), Bilanin
(1973) and Darmofal & Murman (1994). The second proposed theory arised from
other report made in 1960 to the Aeronautics and Astronautics Department from
the University of Southampton by Jones (1960). This theory is based on the idea
that vortex breakdown arises from the growing of travelling waves disturbances, in
particular the growing of axisymmetric disturbances. This idea is an analogue to
the phenomenon of boundary layer transition. On the other hand, Ludwieg (1962)
also did some studies on it, and suggested that vortex breakdown is a consequence
of hydrodynamic instability to non-axisymmetric disturbances.
The third theory, formulated by Gartshore (1962) and Hall (1967) is called
quasi-cylindrical approximation and states that the Navier-Stokes equations for high
Reynolds number, under azimuthal symmetry and assuming that axial gradients are
much smaller than radial gradients, provide the position along the axial direction
where the axial variations are no longer small, thus associating this position with
the onset of vortex breakdown. At this point, given the rapid variation along the
axial direction, the axial velocity may decay to zero or even to negative values. This
formulation is similar to the boundary layer separation theory.
Since the quasi-cylindrical equations are of parabolic type, it enables the use
of a marching method along the axial direction until the position of breakdown is
reached. There is one last theory proposed quite recently by Srigrarom & Kurosaka
(2000). Briefly, this theory states that an aligned trajectory (straight path) of the
vortex and the vorticity in the shear layer induce breakdown. Hence if the core is
somehow deviated from a straight path, breakdown may be suppressed (Srigrarom
& Kurosaka 2000).
Given the importance of vortex breakdown and because only few works have
considered this phenomenon in non-axisymmetric cases, it is proposed to seek break-
down in our square cylinder. The derived system of equations (2.30)-(2.36) will be
employed. Since these equations are of parabolic type, a marching technique will be
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Figure 4.7: Generalized radial velocity for the square cylinder with β = 1.15
and α = 0.15.
used in order to predict the position of breakdown. In other words, we will employ
Hall’s method that consists in numerically solving (2.30)-(2.36) until the numerical
procedure fails. The failure of this procedure may be established if the axial velocity
becomes zero or less than zero (Hall 1967). This is the axial stagnation point gener-
ated by an adverse axial pressure gradient discussed in section 1.2. The failure may
be also established if a sudden increment in the magnitude of the radial velocity
is observed. This event was used as the criterion to predict the position of vortex
breakdown in Beran & Culick (1992), Reyna & Menne (1988) among others.
In order to observe vortex breakdown, the value of β (swirl intensity) had to be
increased. Figures 4.7-4.11 show the numerical solution of system (2.30)-(2.36) for
a square cylinder of area Amax = 4.8 with β = 1.15 and α = 0.15. The step sizes
used are ∆A = O(10−2), and ∆z˜ = 0.0001. These figures represent the generalized
radial velocity component U , circulation Γ, and axial velocity W as a function of
A and at different axial positions. For this vortex, it is possible to observe that
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Figure 4.8: Plot of 1/U3max versus z˜ for the non-axisymmetric case.
breakdown occurs at z˜ = 0.0016. In order to determine this position, the following
criterion was adopted. When the generalized radial component suffered a drastic
increment at a given axial position z˜ = zB, then this position was considered as the
onset of vortex breakdown. This criterion is based on the non-physical behavior of
a sudden increment of U over a very short distance and has been used in Reyna &
Menne (1988), Beran & Culick (1992) and others. Figure 4.7 shows the behavior of
U . It can be seen that for this value of β, the magnitude of U gradually increases
along the axial direction z˜ until a certain axial position zB is reached, at this point
U grows dramatically thus relating this point with the onset of vortex breakdown.
It is interesting to mention that Trigub (1985) showed that for the quasi-cylindrical
equations, the growing of the radial velocity at zB corresponds to a square-root
singularity i.e. U∗max = O((zB − z˜)−1/2). In our case, we were able to describe the
singular behavior of U at zB as Umax = O((zB− z˜)−1/3). This behavior was obtained
by plotting 1/U3max versus z˜, thus obtaining a straight line and shown in figure 4.8.
The difference between the type of singularity we found and the one obtained by
Trigub (1985) could be related to the fact that in Trigub (1985), the axial velocity
tends to zero at the position of breakdown, while in our case it remains finite.
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Figure 4.9: Circulation for the square cylinder with β = 1.15 and α = 0.15.
The root square singularity obtained by Trigub (1985) can be related to a bifur-
cation phenonenon (Trigub, Blokhin, & Simakin 1994). Some studies interpreting
breakdown as a bifurcation phenomenon are Trigub et al. (1994), Beran & Culick
(1992), Wang & Rusak (1997a), Wang & Rusak (1997b), Souza & Cowley (2002)
among others.
The circulation Γ (see figure 4.9) slowly decreases along the z˜−direction while
the axial velocity (figure 4.10) decays for A < 1.5 and grows for A > 1.5 in order
to satisfy mass conservation. The geometrical variable Λ was also found and its
behavior is revealed in figure 4.11. It can be seen that Λ changes very slowly along
z˜ but tends rapidly to infinity as the contours or level curves of the solution of
the Poisson equation (2.34), develop more pronounced corners. Figure 4.11 also
indicates that near the centre, the contours remain almost circular, hence Λ ≈ 4pi,
and that when the closed contours reach an area A > 1, its shape deviates from a
circle thus increasing the value of Λ.When Λ deviates from 4pi and starts to depend
on A, then its effect on the behavior of the flow may be appreciated. This interesting
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Figure 4.10: Axial velocity for the square cylinder with β = 1.15 and α =
0.15.
Figure 4.11: Λ function at different stages z˜ = constant before breakdown.
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Figure 4.12: Same position of vortex breakdown for the axisymmetric and
non-axisymmeric case for β = 0.8 and α = 0.15.
effect will be studied in the next section.
4.2.4 Non-axisymmetric effect on the onset of vortex break-
down
Once vortex breakdown was observed, the question of a possible non-axisymmetric
effect on vortex breakdown was stated. To answer that question it was proposed to
study a cylinder with circular constant cross-section subject to the same boundary
conditions imposed to the cylinder with square cross-section, thus eliminating the
effect of the boundary conditions. The position of vortex breakdown, for β = 0.8,
α = 0.15, ∆A = O(10−2), and ∆z˜ = 0.001 was plotted against the cross-sectional
area Amax (see figure 4.12) with the same value of Amax for the circular and square
cross-section. It was observed that for large values of Amax, in particular for Amax ∈
(44, 150), the effect of a varying Λ was not present. In this range, the position of
vortex breakdown coincided for both square and circular cylinders. This result can
be explained by analyzing the governing equations together with some numerical
results.
Figure 4.13 represents respectively, the numerical solution for the axial velocity,
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(a) Circulation. (b) Axial velocity.
(c) Λ function.
Figure 4.13: Circulation, axial velocity and the deviation variable Λ at dif-
ferent axial positions for the square cylinder of area Amax = 144
with β = 0.8 and α = 0.
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Figure 4.14: Non-axisymmetric effect in the position of vortex breakdown.
circulation, and Λ for a square with area Amax = 144, β = 0.8, α = 0, ∆A =
O(10−2), and ∆z˜ = 0.001. Note that for large values of A, Λ starts to depend
on A, hence its derivatives with respect to A are small, however the derivatives
of W and Γ for large values of A are small, see figures 4.13(a) and 4.13(b). These
derivatives multiply terms which depend on Λ (see for example the nonhomogeneous
coefficient in the differential equation for U), thus eliminating some possible effects
arised from Λ. On the other hand, for small values of A, the derivatives of W and
Γ are not small, however for these values of A, Λ remains constant (figure 4.13(c))
and once more there is no effect from Λ. This observation suggested the analysis
of cylinders with smaller cross-sectional area. In this sense, the domain of Amax
was reduced to Amax ∈ (4.4, 5.2) and once more, the position of vortex breakdown
was plotted against Amax with the same magnitude for the cylinders with circular
and square cross-section. To construct that plot, nine different square cylinders
were studied, each of them with a difference of 0.1 in its area. Since the positions
of vortex breakdown were very close to each other, a very small step-size along z˜
was adopted, namely ∆z˜ = 0.0001 with ∆A = O(10−2). The position of vortex
breakdown was also found to be the same for a larger ∆z˜.
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The results for β = 1.15 and α = 0.15 are shown in figure 4.14. This figure
suggests that the square cylinder precipitate the onset of vortex breakdown and that
the difference between the square and circular cylinder in the position of breakdown
is more pronounced for smaller values of Amax. For larger values of Amax, the position
of breakdown for both cylinders almost coincide and it can be understood by using
the same arguments when discussing figure 4.12. The origin of this non-axisymmetric
effect is not yet understood but there may be some explanations concerning the
confinement of the flow. This confinement might generate different axial pressure
gradients for different cross-sectional shapes, thus creating different axial velocities
that displace breakdown at different positions.
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Chapter 5
Future work
Based on the fact that the deduced equations do not assume azimuthal symmetry,
there is a vast amount of problems where these equations might be used. Some
of these problems could be the study of vortex breakdown in a non-axisymmetric
cylinder, swirling flow inside asymmetric configurations, a streamwise vortex in the
vicinity of a wall, dynamics of a vortex pair interaction and so on. The dynamics
of a vortex pair where vorticity is distributed in a finite region was particularly
interesting and the formulation of this fundamental problem was initiated.
A remarkable observation when formulating the vortex pair dynamics is that
there is a non-uniqueness problem in Poisson equation for each plane z =constant. In
other words, Poisson equation is insensitive to translation in each plane z =constant
which corresponds to an uncertainty in the position where the eddy must be located.
To achive uniqueness we need to step back, and notice that the origin of this non-
uniqueness arised when we switched to coordinates (A, z), thus lossing the three-
dimensionality of the problem. Hence in order to uniquely determine the location
of the eddy in each plane z =constant, extra information that neccessarily will be
obtained by considering the full 3D Euler equations, must be found. The problem
of finding these extra conditions and the dynamics of a vortex pair with vorticity
distributed in a finite region by using the derived equations is indeed a potential
future work. With motivation purposes, it can be mentioned that a vortex pair
interaction arises very frequently in nature, one example is shown in figure 5.1
Figure 5.1: Generation of several vortex pair from a walking insect, from
Hu and Bush (2010).
obtained from Hu & Bush (2010), where the stride of an insect on water generates
many interacting pair of vortices.
There is another potential work related to this thesis, that is, the search for
similarity solutions to the derived system (2.30)-(2.36). This classic line of research
was also initiated and we were able to express equations (2.30)-(2.33) as a system
of ordinary differential equations. However there is a difficulty when considering
Poisson equation and because of this, at the moment there is no yet a general
similarity solution for this derived system. Briefly, we describe the progress made
in this direction.
Assuming a similarity solution of the type
U = z˜mf(η), W = z˜pg(η), Γ = z˜qh(η), H˜ = z˜rk(η), and Λ = z˜sl(η),
with m, p, q, r, s integers and the similarity variable η ≡ A/z˜n and substituting into
equations (2.30)-(2.33), one obtains the following system of ordinary differential
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equations
·
f + pg − nη ·g = 0, (5.1)
·
k − h
lη
·
h = 0,
f
·
h+ gqh− nηg
·
h =
lη
k
··
h,
f
·
g + g
(
pg − nη ·g
)
= −rk + nη
·
k +
h
lη
(
qh− nη
·
h
)
+
1
k
[
lη
··
g + η
·
g
·
l + l
·
g
]
,
here the upper dot denotes differentiation with respect to η. The unknown dependent
functions are f, g, h, k, l. Therefore we need one extra equation in order to solve
(5.1). Such an equation should be obtained from the information that equations
(2.34)-(2.36) provide, however this step has not been done and hence remains as a
possible future work.
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Chapter 6
Conclusions
The system of equations obtained in this work is an extension of the well-known
Prandtl-Batchelor theorem to the case when the flow parameters vary in one di-
rection at a rate inverserly proportional to the cross-flow Reynolds number, that is
the Reynolds number based on the characteristic parameters for the flow in planes
perpendicular to this direction. This system is similar to the well-known system of
equations of a quasi-cylindrical approximation coupled with a Poisson equation for
a streamfunction. The coupling occurs via the vorticity (or circulation), governed
by the part of the system similar to the equations of quasi-cylindrical approxima-
tion and entering the Poisson equation as a source term, and via another function,
determined from the solution of the Poisson equation and entering the part of the
system similar to the equations of quasi-cylindrical approximation in a way some-
what similar to varying viscosity.
The similarity between the obtained system and the equations of quasi-cylindrical
approximation allows the application of the derived equations to problems where the
axisymmetric assumption is not a characteristic of the studied system. In this sense,
in all the problems where the quasi-cylindrical equations could not be applied only
because of non-axisymmetry, our derived equations apply thus extending such a
problems to the non-axisymmetric case.
As an application of the derived system and because of the importance of the
phenomenon, it was decided to study vortex breakdown in a non-axisymmetric ge-
ometry. The results obtained from the study of a swirling flow inside a square
cylinder indicate that in the square cylinder the onset of vortex breakdown occurs
early compared with a circular cylinder of the same cross-sectional area. This sug-
gests that the asymmetry of the flow has an accelerating effect on the position of
breakdown.
It was also observed that the effect of the asymmetry was only visible for cylinders
with small areas and justified from the fact that notable changes of Λ with respect to
A occurs when there is almost null variations of circulation and axial velocity with
respect to A thus cancelling the non-axisymmetric effect. For considerable small
cross-sectional areas there is an overlaping region where variations with respect to
A of the circulation, axial velocity and Λ are not null, thus enabling the observation
of asymmetric effects. The behavior of the coupling variable Λ was revealed and it
was found that this variable tends to infinity as the shape of the closed contours
develop more pronounced corners.
Finally, from the viewpoint of methodology the present work is a new confirma-
tion of the effectiveness of Batchelor’s approach to elimination of uncertainty in the
main term of an asymptotic expansion in cases similar to the Prandtl-Batchelor the-
orem. Additionally, this work provided a systematic procedure to solve the derived
nonlinear and coupled system of equations. This procedure resulted in the develop-
ment and implementation of a numerical code which was validated with available
numerical results.
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Appendix A
General derivations
In what follows the equation in (2.6) involving the Bernoulli function H will be
derived. Introducing the vorticity vector ω = (ζ, χ, ω), one obtains that the Navier-
Stokes equations (Currie 1993) in the form u × ω = ∇H + 1/Re (∇× ω) , u =
(u, v, w), H = u · u/2 + p, under the transformation z˜ = εz become
u× ω = ∇H + 1
Re
(∇× ω) , (A.1)
Taking the limit ε→ 0 and Re→∞, the above equation simplifies as
lim
ε→0
(u× ω) = ∇(2)H, (A.2)
where ∇(2) = (∂/∂x, ∂/∂y, 0) . Explicitly, the components of this equation are
(u× ω)x = vω − wχ, (A.3)
(u× ω)y = wζ − uω,
(u× ω)z = uχ− vζ.
On the other hand, if (A.1) is multiplied by (u·) one obtains u·∇H = 0 that in the
limit ε→ 0 becomes
u(2)·∇(2)H = 0,
which implies that in this limit H = H(ψ, z˜), therefore the following relation holds
∇(2)H = H ′ψ∇(2)ψ, (A.4)
where the prime and subscript ψ denote differentiation with respect to the stream-
function at constant z˜. Let us know express in full the vorticity vector
ω =
(
∂w
∂y
− ε∂v
∂z˜
, ε
∂u
∂z˜
− ∂w
∂x
,
∂v
∂x
− ∂u
∂y
)
,
thus as ε→ 0 and from the definition W = limε→0w
lim
ε→0
ω =
(
∂W
∂y
,−∂W
∂x
,
∂v
∂x
− ∂u
∂y
)
,
hence we have obtained the following results for the vorticity components
lim
ε→0
ζ =
∂W
∂y
, lim
ε→0
χ = −∂W
∂x
.
Substituting the latter results into (A.2) together with (A.3) and (A.4) we get
vΩ+W
∂W
∂x
= H ′ψ
∂ψ
∂x
= −H ′ψv, (A.5)
W
∂W
∂y
− uΩ = H ′ψ
∂ψ
∂y
= H ′ψu, (A.6)
u
∂W
∂x
+ v
∂W
∂y
= 0. (A.7)
Equation (A.7) indicates an already known result namely that W = W (ψ, z˜). How-
ever, (A.5) can further be simplified (from the fact that ∂W/∂x = W ′ψ∂ψ/∂x =
−W ′ψv) as
H ′ψ = −Ω +WW ′ψ. (A.8)
which is precisely the equation given in (2.6). Note that (A.8) can also be obtained
from (A.6).
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Appendix B
Derivation of the linear system
(4.6)
In what follows, the first order system of equations (4.6) will be derived. The
derivation utilizes perturbation methods techiques. By convenience, the general
system (2.30)-(2.36) is rewritten using the following notation
∂U
∂A
+
∂W
∂z˜
= 0, (B.1)
∂H˜
∂A
− Γ
AΛ
∂Γ
∂A
= 0, (B.2)
U
∂Γ
∂A
+W
∂Γ
∂z˜
=
AΛ
k
∂2Γ
∂A2
, (B.3)
U
∂W
∂A
+W
∂W
∂z˜
= −
(
∂H˜
∂z˜
− Γ
AΛ
∂Γ
∂z˜
)
+
1
k
[
∂
∂A
(
AΛ
∂W
∂A
)]
(B.4)
∇2(2)ψ(x, y, z˜) = −
∂Γ
∂A
, (B.5)
Λ = −Γ
A
∮
ψ=ξ
ds
∂ψ/∂n
, (B.6)
A =
∫
ψ(x,y,z˜)≤ξ
dxdy. (B.7)
Since there is a perturbation in the inlet plane z˜ = 0, that is the inlet conditions
have the form W (A, 0) = 1 + δf(A, 0), Γ(A, 0) = Ω0A + δg(A, 0), where δ << 1,
thus we will seek the solution for the perturbations as functions of A and z˜ :
U = δU1(A, z˜) + · · · , Γ = Γ0 + δΓ1(A, z˜) + · · · , W = 1 + δW1(A, z˜) + · · · ,
H˜ = H˜0+δH˜1(A, z˜)+· · · , Λ = Λ0+δΛ1(A, z˜)+· · · , ψ = ψ0(x, y)+δψ1(x, y, z˜)+...
Such a perturbation series will be substituted into (B.1)-(B.7). To do that, we will
need the following formulas
1
Λ
=
1
Λ0 + δΛ1
=
1/Λ0
1 + δΛ1
Λ0
=
1
Λ0
[
1− δΛ1
Λ0
+ δ2
(
Λ1
Λ0
)2
+ ...
]
,
1
∂ψ/∂n
=
1
∂ψ0/∂n+ δ∂ψ1/∂n
=
1/ (∂ψ0/∂n)
1 + δ ∂ψ1/∂n
∂ψ0/∂n
=
1
∂ψ0/∂n
[
1− δ∂ψ1/∂n
∂ψ0/∂n
+ ...
]
,
Substituting the perturbation series and the above formulas into system (B.1)-(B.7)
we obtain
∂(δU1 + ...)
∂A
+
∂(1 + δW1 + ...)
∂z˜
= 0, (B.8)
∂(H˜0 + δH˜1)
∂A
− (Γ0 + δΓ1)
A
[
1
Λ0
− δΛ1
Λ20
+ ...
]
∂(Γ0 + δΓ1)
∂A
= 0, (B.9)
(δU1+...)
∂(Γ0 + δΓ1)
∂A
+(1+δW1)
∂(Γ0 + δΓ1)
∂z˜
=
A (Λ0 + δΛ1)
k
∂2(Γ0 + δΓ1)
∂A2
, (B.10)
(δU1 + ...)
∂(1 + δW1)
∂A
+ (1 + δW1)
∂(1 + δW1)
∂z˜
(B.11)
= −
(
∂(H˜0 + δH˜1)
∂z˜
− (Γ0 + δΓ1)
A
[
1
Λ0
− δΛ1
Λ20
+ ...
]
∂(Γ0 + δΓ1)
∂z˜
)
+
1
k
[
∂
∂A
(
A (Λ0 + δΛ1)
∂(1 + δW1)
∂A
)]
∇2(2) (ψ0 + δψ1) = −
∂(Γ0 + δΓ1)
∂A
, (B.12)
(Λ0 + δΛ1) = −(Γ0 + δΓ1)
A
∮
(ψ0+δψ1)=ξ
ds
∂(ψ0 + δψ1)/∂n
, (B.13)
Zero-Order system
To O(1), the above system reduces to
dH˜0
dA
− Γ0
AΛ0
dΓ0
dA
= 0, (B.14)
∇2(2)ψ0 = −
dΓ0
dA
, (B.15)
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Λ0 = −Γ0
A
∮
ψ0=ξ
ds
∂ψ0/∂n
. (B.16)
Because we are assuming that Ω0 =constant, we find by inspection that the stream-
function
ψ0 =
−Ω0
2 (1/a2 + 1/b2)
(
x2
a2
+
y2
b2
− 1
)
,
satisfy the condition ψ0 = 0 at the wall. With this result, we obtain from (B.15)
Γ0 = Ω0A. (B.17)
From the above streamfunction, it is also possible to calculate the line integral in
(B.16), namely ∮
ψ0=ξ
ds
∂ψ0/∂n
=
−2 (1/a2 + 1/b2)piab
Ω0
,
hence (B.16) becomes
Λ0 = 2
(
1/a2 + 1/b2
)
piab. (B.18)
First-order system
Equations (B.1)-(B.5) to O(δ) read
∂U1
∂A
+
∂W1
∂z˜
= 0,
∂H˜1
∂A
− Γ0
A
Λ1
Λ20
∂Γ0
∂A
− Γ1
A
1
Λ0
∂Γ0
∂A
− Γ0
A
1
Λ0
∂Γ1
∂A
= 0,
U1
∂Γ0
∂A
+
∂Γ1
∂z˜
=
AΛ0
k
∂2Γ1
∂A2
,
∂W1
∂z˜
= −
(
∂H˜1
∂z˜
− Γ0
A
1
Λ0
∂Γ1
∂z˜
)
+
1
k
[
∂
∂A
(
AΛ0
∂W1
∂A
)]
.
By using (B.17) the above system may be simplified as
∂U1
∂A
+
∂W1
∂z˜
= 0,
∂H˜1
∂A
− Ω
2
0
Λ20
Λ1 − Ω0
Λ0
Γ1
A
− Ω0
Λ0
∂Γ1
∂A
= 0,
Ω0U1 +
∂Γ1
∂z˜
=
Λ0
k
A
∂2Γ1
∂A2
,
∂W1
∂z˜
= −
(
∂H˜1
∂z˜
− Ω0
Λ0
∂Γ1
∂z˜
)
+
Λ0
k
[
∂
∂A
(
A
∂W1
∂A
)]
.
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Now, if we further assume that Ω0 → 0, the latter system simplifies to
∂U1
∂A
+
∂W1
∂z˜
= 0,
∂H˜1
∂A
= 0,
∂Γ1
∂z˜
=
Λ0
k
A
∂2Γ1
∂A2
,
∂W1
∂z˜
= −∂H˜1
∂z˜
+
Λ0
k
[
∂
∂A
(
A
∂W1
∂A
)]
,
which is precisley system (4.6). Its solution satisfy the inlet conditionsW1 = f(A, 0),
Γ1 = g(A, 0) at z˜ = 0, the regularity conditions W1 = Γ1 = 0, ∂W1/∂A < ∞ at
A = 0, and the boundary conditions U1 = Γ1 = W1 = 0 at the wall A = Amax.
We now seek a solution for that system with the form U1 = U
∗(A) exp(−τ z˜),Γ1 =
Γ∗(A) exp(−σz˜),W1 = W ∗(A) exp(−τ z˜), H˜1 = c exp(−τ z˜), with σ, τ > 0 and c a
constant. This form is proposed because the coefficients of the perturbed system for
(U1,Γ1,W1, H˜1) are independent of z˜ hence a solution may be obtained using the
Laplace transform. Substituting such a solution we obtain:
dU∗
dA
− τW ∗ = 0, (B.19)
−σΓ∗ = Λ0
k
A
d2Γ∗
dA2
, (B.20)
−τW ∗ = τc + Λ0
k
[
d
dA
(
A
dW ∗
dA
)]
, (B.21)
Notice that the boundary-value problem (B.19)-(B.21) admits a trivial solution
hence in order to obtain a non-trivial solution, parameters σ and τ must be chosen
appropriately. In other words we need to solve an eingenvalue problem. To solve
this system we first consider equation (B.20) rewritten as
A
d2Γ∗
dA2
+ ασΓ∗ = 0, α =
k
Λ0
> 0, (B.22)
subject to
Γ∗(0) = Γ∗(Amax) = 0,
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and define a new independent variable x =
√
A, then
dΓ∗
dA
=
dΓ∗
dx
dx
dA
=
dΓ∗
dx
1
2
√
A
=
dΓ∗
dx
1
2x
,
d2Γ∗
dA2
=
d2Γ∗
dx2
(
dx
dA
)2
+
dΓ∗
dx
d2x
dA2
,
=
1
4x2
d2Γ∗
dx2
− 1
4x3
dΓ∗
dx
,
thus (B.22) becomes
d2Γ∗
dx2
− 1
x
dΓ∗
dx
+ 4ασΓ∗ = 0, α =
k
Λ0
> 0,
or
x2
d2Γ∗
dx2
− xdΓ
∗
dx
+ 4Ex2Γ∗ = 0, α =
k
Λ0
> 0, E = ασ > 0, (B.23)
subject to
Γ∗(x = 0) = Γ∗(x =
√
Amax) = 0.
If we apply the change of variable Γ∗ = xy to (B.23) we obtain
dΓ∗
dx
= y + x
dy
dx
,
d2Γ∗
dx2
=
dy
dx
+
dy
dx
+ x
d2y
dx2
,
= 2
dy
dx
+ x
d2y
dx2
.
Substituting back these relations into (B.23) we get
x2
(
2
dy
dx
+ x
d2y
dx2
)
− x
(
y + x
dy
dx
)
+ 4Ex3y = 0, α =
k
Λ0
, E = ασ > 0,
that simplifies to
x2
d2y
dx2
+ x
dy
dx
+
(
4Ex2 − 1) y = 0, E = ασ > 0, α = k
Λ0
.
Such an equation is the Bessel equation and it is known that its general solution is
y = C1J1
(
2
√
Ex
)
+ C2Y1
(
2
√
Ex
)
,
where C1, C2 are constants. Going back to original variables we have found the
general solution for (B.23), namely
Γ∗ = x
[
C1J1
(
2
√
Ex
)
+ C2Y1
(
2
√
Ex
)]
,
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or in A coordinate, the general solution for (B.22) is
Γ∗ =
√
A
[
C1J1
(
2
√
E
√
A
)
+ C2Y1
(
2
√
E
√
A
)]
,
the constants are to be determined from
Γ∗(A = 0) = Γ∗(A = Amax) = 0.
EIGENVALUE PROBLEM
It is required that Γ∗ be finite as A→ 0, hence C2 = 0. Finally from the condition
Γ∗(A = Amax) = 0, it implies that
J1
(
2
√
E
√
Amax
)
= 0,
thus if we denote µn as the nth value where J1 (µn) = 0, we obtain that the positive
eigenvalues are
E =
µ2n
4Amax
,
or that
σ =
µ2n
4αAmax
, n = 1, 2, ... (B.24)
Therefore the most general solution for (B.20) is
Γ1 =
∞∑
n=1
Γ∗n exp(−σnz˜),
=
∞∑
n=1
√
AC1nJ1
(
2
√
E
√
A
)
exp(−σnz˜),
with C1n to be determined from the initial condition Γ1(A, 0).
SOLUTION FOR (B.21)
Let us now solve
−τW ∗ = τc + Λ0
k
[
d
dA
(
A
dW ∗
dA
)]
,
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subject to
W ∗(0) = W ∗(Amax) = 0.
We rewrite the above differential equation as
d
dA
(
A
dW ∗
dA
)
+ FW ∗ + Fc = 0, F = ατ > 0, α =
k
Λ0
or
A
d2W ∗
dA2
+
dW ∗
dA
+ FW ∗ + Fc = 0, (B.25)
by defining W ∗ + c = W2 and multiplying by A we obtain
A2
d2W2
dA2
+ A
dW2
dA
+ FAW2 = 0,
which is subject to
W2(0) =W2(Amax) = c.
Thus the general solution is
W2 = C2J0
(
2
√
FA
)
+ C3Y0
(
2
√
FA
)
.
With the finite condition for dW2
dA
and W2 as A→ 0, we require that
W2 = C2J0
(
2
√
FA
)
.
Thus the general solution for (B.25) is
W ∗ = C2J0
(
2
√
FA
)
− c (B.26)
The constant c1 and the value of F are determined from
W ∗(0) = W ∗(Amax) = 0.
For example, if we apply the boundary condition W ∗(Amax) = 0 to (B.26) we get
0 = C2J0
(
2
√
FAmax
)
− c,
thus
c = C2J0
(
2
√
FAmax
)
,
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hence (B.26) becomes
W ∗ = C2
[
J0
(
2
√
FA
)
− J0
(
2
√
FAmax
)]
.
Now to obtain the eigenvalues F we integrate∫ Amax
0
dU1
dA
dA− τ
∫ Amax
0
W1dA = 0,
which provides the condition ∫ Amax
0
W1dA = 0.
Thus the eigenvalues are determined from∫ Amax
0
[
J0
(
2
√
FA
)
− J0
(
2
√
FAmax
)]
dA = 0, F = ατ > 0, α =
k
Λ0
> 0.
Therefore the most general solution to (B.21) is
W1 =
∞∑
n=1
W ∗n exp(−τnz˜),
=
∞∑
n=1
C2n
[
J0
(
2
√
FA
)
− J0
(
2
√
FAmax
)]
exp(−τnz˜).
Once more constant C2n is determined from the initial condition for W1(A, 0).
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Appendix C
Discretization of (3.15)
The parabolic equation for W may be rewritten as
∂W
∂z˜
=
AΛ
kW
∂2W
∂A2
+
1
kW
(
Λ + A
∂Λ
∂A
− U
)
∂W
∂A
+ φ(A, z˜), (C.1)
with
φ(A, z˜) ≡ −∂U
∂A
+
U
W
∂W
∂A
− 1
k
∂
∂A
(
AΛ
∂W
∂A
)
. (C.2)
Let the interval [0, Amax] be discretized as 0 = A1, A2, A3, ...An+1 = Amax while the
z˜ coordinate be discretized as 0 = z˜1, z˜2, z˜3, ... and define
As = (s− 1)∆A, 1 ≤ s ≤ n+ 1, ∆A = Amax/n.
z˜p = (p− 1)∆z˜, 1 ≤ p <∞, ∆z˜ << 1.
Denoting the approximated numerical value of Γ, U,W and Λ at point As and at
position z˜p as Γs,p, Us,p,Ws,p and Λs,p respectively, and by using an implicit finite
differences scheme (that is evaluate at point (s, p+ 1)), one can obtain the discrete
version for (C.1) as
Ws,p+1 −Ws,p
∆z˜
+O(∆z˜) = c0
(
Ws+1,p+1 − 2Ws,p+1 +Ws−1,p+1
(∆A)2
)
+c1
(
Ws+1,p+1 −Ws−1,p+1
2∆A
)
+φ(s, p+ 1) +O(∆A2),
with
c0 =
AsΛs,p
Ws,p
, c1 =
1
Ws,p
(
Λs,p + As
Λs+1,p − Λs−1,p
2∆A
− Us,p
)
Note that we used a backward finite differences for ∂W/∂z˜ and a second order central
finite differences for the derivatives involving A. Rearranging terms we get
c2s,pWs−1,p+1 − c3s,pWs,p+1 + c4s,pWs+1,p+1 = −Ws,p −∆z˜φs,p+1, (C.3)
with
c2s,p =
AsΛs,p
Ws,p
r1 − 1
Ws,p
(
Λs,p + As
Λs+1,p − Λs−1,p
2∆A
− Us,p
)
r2,
c3s,p = 1 +
2AsΛs,p
Ws,p
r1,
c4s,p =
AsΛs,p
Ws,p
r1 +
1
Ws,p
(
Λs,p + As
Λs+1,p − Λs−1,p
2∆A
− Us,p
)
r2
where r1 = ∆z˜/ (∆A)
2 and r2 = ∆z˜/2∆A. On the other hand, and in order to step
along the z˜ direction, the nonhomogeneous term (C.2) will be discretized as follows
and evaluated at the previous layer since the error between the previous and the
following layer is O(∆z˜)
φs,p = −Us+1,p − Us−1,p
2∆A
+
(
Us,p
Ws,p
)
Ws+1,p −Ws−1,p
2∆A
+ (C.4)
−1
k
∂
∂A
(
AΛ
∂W
∂A
)
.
Finally, by introducing (C.4) into (C.3) and evaluating the coefficients of (C.3) at
point (s, p) , one obtains a tridiagonal matrix for the unknown quantities Ws,p+1.
This matrix was then solved by using the standard Thomas’s algorithm.
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Extension of the Prandtl–Batchelor theorem
to three-dimensional ﬂows slowly varying
in one direction
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According to the Prandtl–Batchelor theorem for a steady two-dimensional ﬂow with
closed streamlines in the inviscid limit the vorticity becomes constant in the region
of closed streamlines. This is not true for three-dimensional ﬂows. However, if the
variation of the ﬂow ﬁeld along one direction is slow then it is possible to expand
the solution in terms of a small parameter characterizing the rate of variation of the
ﬂow ﬁeld in that direction. Then in the leading-order approximation the projections
of the streamlines onto planes perpendicular to that direction can be closed. Under
these circumstances the extension of the Prandtl–Batchelor theorem is obtained. The
resulting equations turned out to be a three-dimensional analogue of the equations
of the quasi-cylindrical approximation.
1. Introduction
It is well known that two-dimensional Euler equations reduce (by introducing the
streamfunction ψ) to the Poisson equation with the vorticity depending only on ψ
as the source term. When solving Euler equations in a domain containing regions
of closed streamlines, the solution possesses a degree of non-uniqueness. This non-
uniqueness is due to the fact that the boundary conditions imposed at inﬁnity do
not determine the vorticity on the streamlines that do not originate at inﬁnity, as
it is the case in the region of closed streamlines. However, if viscous eﬀects are
considered, this problem is overcome. Prandtl (1905) noticed and Batchelor (1956)
proved that as viscosity tends to zero, the vorticity tends to a constant value in regions
of closed streamlines. Batchelor (1956) also extended this analysis to axisymmetric
ﬂows, and established the value of the constant vorticity for the case of a boundary
with circular geometry. The well-known Prandtl–Batchelor theorem relies on the ﬂow
having closed streamlines, a requirement that a general recirculating three-dimensional
ﬂow at large Reynolds number does not necessarily possess. Hence extending the
Prandtl–Batchelor theory to the three-dimensional case is diﬃcult. Only when certain
symmetries are imposed may the closed streamline theory still be applicable. For
example, by assuming that the velocity ﬁeld is independent of the axial direction
z and imposing a constant axial pressure gradient, Blennerhassett (1979) obtained
an integral condition that the axial velocity satisﬁes. Grimshaw (1968) considered a
three-dimensional ﬂow with nested closed stream surfaces and derived an integral
condition for the vorticity under such assumption.
† Email address for correspondence: m.sandoval07@imperial.ac.uk
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Childress, Landman & Strauss (1989), extended the Prandtl–Batchelor results to
ﬂows with helical symmetry, recovering as a particular case Blennerhassett’s results.
More recently Mezic (2002) extended the Prandtl–Batchelor theory to steady three-
dimensional ﬂows in a bounded domain in the case when the streamlines do not
cross the boundary domain. By time averaging the Navier–Stokes equations along the
path of a material particle he obtained two conditions that the velocity and vorticity
vector satisfy. These conditions reduce to those of the Prandtl–Batchelor theorem
when assuming closed paths.
Concerning two-dimensional ﬂows, the Prandtl–Batchelor theory was extended to
compressible ﬂows by Neiland (1970) and Neiland & Sychev (1970), to temperature
ﬁeld by Chernyshenko (1983a), to spatially periodic ﬂows by Chernyshenko (1983b)
and to stratiﬁed ﬂows by Kamachi, Saitou & Honji (1985). The work of Buldakov,
Chernyshenko & Ruban (2000) on ﬂows with suction should especially be mentioned
here as it considered a case of non-closed streamlines. This work used asymptotic
techniques and expanded the velocity ﬁeld in terms of a small parameter so that the
leading-term ﬂow pattern contained closed streamlines. Choosing these trajectories as
the integration contour made it possible to calculate the vorticity distribution.
The purpose of this paper is to extend the Prandtl–Batchelor theory to three-
dimensional ﬂows slowly varying in one direction. This case possesses a degree of
non-uniqueness in exactly the same way as the two-dimensional Euler equations do in
regions with closed streamlines. Thus the extension of the Prandtl–Batchelor theorem
provides extra information in order to reduce the degree of uncertainty in the velocity
distribution. While taking into account three-dimensionality in a conveniently compact
way, this extension turned out to be an analogue of the quasi-cylindrical equations
used for describing behaviour of streamwise vortices, rotating jets, vortex-breakdown
phenomenon and some other problems. Hence, the equations obtained below might
be used for studying similar phenomena in non-axisymmetric cases, like, for example,
a streamwise vortex in the vicinity of a wall, as well as for problems involving ﬂows
in which slow variation in one direction is due to the geometry of the boundary.
2. Problem formulation
While the theorem we are going to derive is general, for the sake of clarity we
will derive it in the context of the following boundary-value problem. Consider
the steady incompressible Navier–Stokes equations in Cartesian coordinates (xyz)
under the transformation z˜= εz for the velocity u =(u, v,w)= u(x, y, z˜) and pressure
p=p(x, y, z˜):
u
∂u
∂x
+ v
∂u
∂y
+ εw
∂u
∂z˜
+
∂p
∂x
=
1
Re
(
∂2u
∂x2
+
∂2u
∂y2
+ ε2
∂2u
∂z˜2
)
,
u
∂v
∂x
+ v
∂v
∂y
+ εw
∂v
∂z˜
+
∂p
∂y
=
1
Re
(
∂2v
∂x2
+
∂2v
∂y2
+ ε2
∂2v
∂z˜2
)
,
u
∂w
∂x
+ v
∂w
∂y
+ εw
∂w
∂z˜
+ ε
∂p
∂z˜
=
1
Re
(
∂2w
∂x2
+
∂2w
∂y2
+ ε2
∂2w
∂z˜2
)
,
∂u
∂x
+
∂v
∂y
+ ε
∂w
∂z˜
= 0, u|σ = uw(x, y, z˜),
∫
Smax
w dS = q,
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(2.1)
where u, v,w are the Cartesian velocity components, Re is the Reynolds number,
q is the ﬂow rate and σ is the ﬂow domain boundary deﬁned by f (x, y, εz)= 0.
System (2.1) is made dimensionless by scaling all variables with the characteristic
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q
zuwall
f (x, y, εz) = 0
Figure 1. Flow domain f (x, y, εz) = 0.
values for the transverse ﬂow, so that the deﬁned Reynolds number depends on the
characteristic transverse velocity and on the characteristic transverse length that is
the characteristic scales for the motion in the plane z˜=constant. We assume that the
boundary continues inﬁnitely in the z direction, and that the domain has a cross-
section Smax that is closed in planes z˜=constant and varying with z˜ (see ﬁgure 1).
The boundary is implied to be impermeable, but a non-zero (in general) tangential
velocity uw is imposed on it. The problem is to derive the closed set of governing
equations and boundary conditions for the ﬂow in the limit Re → ∞, ε → 0, assuming
that in this limit the in-plane (plane perpendicular to z-axis) components of the ﬂow
velocity form only one nested set of closed contours which are the projections of the
limiting streamlines onto that plane.
This problem is non-trivial for the following reason. As Re → ∞ and ε → 0 with z˜
ﬁxed equations (2.1) tend to the two-dimensional Euler equations with three velocity
components, which can be reduced to
∇2(2)ψ + Ω(ψ, z˜) = 0, H ′ψ + Ω − WW ′ψ = 0,
ψ = ψw(z˜) on f (x, y, z˜) = 0,
∫
Smax
W dS = q,
⎫⎬⎭ (2.2)
where ω= ∂v/∂x − ∂u/∂y is the vorticity, Ω(ψ, z˜)≡ lim
ε→0,Re→∞ ω, W (ψ, z˜)≡
lim
ε→0,Re→∞ w and H ≡ u · u/2+p are the limiting values of the axial vorticity, axial
velocity and Bernoulli function respectively, while ψ(x, y, z˜) is the streamfunction
deﬁned by u= ∂ψ/∂y and v=−∂ψ/∂x. Appropriate boundary conditions are also
included. Observe the notation ∇(2) = (∂/∂x, ∂/∂y, 0) whereas the prime and subscript
ψ denotes diﬀerentiation with respect to the streamfunction at constant z˜. Clearly, the
solution of (2.2) (which represents a three-dimensional inviscid ﬂow slowly varying
in the z direction) is not unique, since W and Ω are arbitrary functions of ψ for
each z˜=constant. Since we assume that the contours ψ =constant, z˜=constant are
closed, Ω(ψ, z˜) and W (ψ, z˜) cannot be found from boundary conditions. Therefore
the problem is to ﬁnd extra conditions for W and Ω that remain valid in the limit,
hence obtaining extra information that determins the velocity ﬁeld of the Euler ﬂow
in each plane z˜=constant.
3. Solution by the Prandtl–Batchelor method
3.1. Derivation of extra conditions for W and Ω
In general, the extra conditions required here can be obtained as solvability conditions
for higher-order terms of the expansion of the solution. While we checked that this
approach would give the same result, its rigorous presentation would be very involved,
since, due to the formation of a boundary layer near the domain boundary, the higher-
order term in question is the third term of the expansion. Instead, we will follow the
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y
x
ψ(x, y, z~ = constant) = ξ
ψ(x, y, z~) = ξ
A(ξ, z~)
z~
Figure 2. Surface generated by the streamfunction ψ and the cross-section area A.
idea of Batchelor, and derive an integral condition (that is a condition on an integral
of the solution) that the solution satisﬁes at arbitrary Re and ε and that remains
non-trivial in the limit.
Introducing vorticity ω=(ζ, χ, ω) and denoting εRe = k one obtains from (2.1) the
equations for axial components of velocity and vorticity which can be written in a
conservative form as
∇(2) · u(2) + ε ∂w
∂z˜
= 0, (3.1)
∇(2) ·
(
u(2)ω − ω(2)w − ε
k
∇(2)ω
)
− ε
3
k
∂2ω
∂z˜2
= 0, (3.2)
∇(2) ·
(
wu(2) − ε
k
∇(2)w
)
+ ε
∂w2
∂z˜
= −ε ∂p
∂z˜
+
ε3
k
∂2w
∂z˜2
. (3.3)
Here, a subscript (2) denotes a projection on the plane z˜=constant, so that
X (2) = (X1, X2, 0). We will now assume that Re → ∞ and ε → 0 in such a way
that k=constant. In this case viscous eﬀects and three-dimensional eﬀects turn out
to be of the same order, thus resulting in the most general (distinguished) limit. The
form of the above equations suggests the use of Green’s theorem. For any vector F(2)
it states that∫
S
∇(2) · F(2) dS = ∫C F(2) · n̂ ds, where C is an oriented closed contour with external
normal n̂, S is the region enclosed by C, and s is the arclength. Consider a closed
contour C located in the plane z˜=constant. Applying Green’s theorem to (3.2) and
(3.3) and dividing by ε we obtain the integral conditions:∫
C
(
u(2)ω − ω(2)w
ε
− 1
k
∇(2)ω
)
· n̂ ds = O(ε2), (3.4)∫
C
(
wu(2)
ε
− 1
k
∇(2)w
)
· n̂ ds = −
∫
S
∂
∂z˜
(
p + w2
)
dS + O(ε2). (3.5)
We now choose the contour C to coincide with an (assumed closed) streamline of
the in-plane part of the leading-order term of the solution. This streamline lies in the
surface ψ(x, y, z˜)= ξ, ξ =constant, and encloses region S in the plane z˜=constant,
the area of which will be denoted A (see ﬁgure 2). As discussed in § 2, as ε → 0 the
axial vorticity and velocity tend to Ω =Ω(ψ, z˜) and W =W (ψ, z˜). Hence, from (3.4)
it follows that
lim
ε→0
∫
C
u(2)ω
ε
· n̂ ds = Ω lim
ε→0
(
1
ε
∫
C
u(2) · n̂ ds
)
= −Ω
∫
S
∂W
∂z˜
dS, (3.6)
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ψ(x, y, z~) = ξ
h dS
ds
ψ(x, y, z~ + z~) = ξ
Figure 3. Superposition of the contours ψ(x, y, z˜ + 
z˜) = ξ and ψ(x, y, z˜) = ξ separated by
the perpendicular distance h.
where we factored Ω from the integral since it is constant along the contour of
integration and used continuity equation in the form
∫
C
u(2) · n̂ ds =−ε ∫S ∂w/∂z˜ dS.
Similarly,
lim
ε→0
∫
C
ω(2)w
ε
· n̂ ds = W lim
ε→0
(
1
ε
∫
C
ω(2) · n̂ ds
)
= −W
∫
S
∂Ω
∂z˜
dS, (3.7)
where the solenoidal property of the vorticity was used in the form∫
C
ω(2) · n̂ ds =−ε ∫S ∂ω/∂z˜ dS. Finally,
lim
ε→0
∫
C
∇(2)ω · n̂ ds =
∫
C
∇(2)Ω · n̂ ds = Ω ′ξ
∫
C
∇(2)ψ · n̂ ds = −Ω ′ξΓ, (3.8)
where the relation ∇(2)Ω =Ω ′ψ∇(2)ψ , the fact that Ω ′ψ can be factored out of the
integral, and the deﬁnition of circulation Γ =− ∫
C
∇(2)ψ · n̂ ds were employed. Note
that Ω ′ψ represents the partial derivative of Ω(ψ, z˜) with respect to ψ at constant z˜,
whereas Ω ′ξ denotes the corresponding derivative evaluated at ψ = ξ. Results similar
to (3.6) and (3.8) can also be obtained for (3.5). Thus by using formulas (3.6)–(3.8)
and similar results for (3.5) one may conclude that as ε → 0, k=constant equations
(3.4) and (3.5) tend to
−Ω
∫
S
∂W
∂z˜
dS + W
∫
S
∂Ω
∂z˜
dS +
1
k
Ω ′ξΓ = 0, (3.9)
W
∫
S
∂W
∂z˜
dS − 1
k
W ′ξΓ =
∫
S
∂p
∂z˜
dS +
∫
S
∂W 2
∂z˜
dS (3.10)
with Γ =
∫
S
Ω dS. Relationships (3.9) and (3.10) are the extra conditions which W
and Ω should satisfy. Note that for a purely two-dimensional ﬂow (3.9) reduces to
the well-known Prandtl–Batchelor theorem stating that Ω ′ξ =0.
3.2. Introduction of the Bernoulli function H
It is convenient to introduce the Bernoulli function H into (3.10) in order to reduce
the number of dependent variables. Consider the inﬁnitesimal surface element dS =
h(s) ds (ﬁgure 3), where s is the arclength and h(s) is the contour displacement from
ψ = ξ to ψ = ξ +
ξ , h≈
ξ/(∂ψ/∂n) where ∇(2)ψ · n̂≡ ∂ψ/∂n. Then, substituting the
Bernoulli function H = u2/2 + p + W 2/2, u= |u(2)| into (3.10) and diﬀerentiating the
resulting equation with respect to ξ one obtains
W ′ξ
∫
S
∂W
∂z˜
dS =
∫
C
∂H
∂z˜
ds
∂ψ/∂n
±
∫
C
∂u
∂z˜
ds +
1
k
[
W ′ξΓ
]′
ξ
,
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where signs ± correspond to counterclockwise and clockwise rotation of the ﬂow,
respectively. Applying Stokes theorem to ± ∫
C
(∂u/∂z˜) ds, the latter equation can be
rewritten as
W
′
ξ
∫
S
∂W
∂z˜
dS −
∫
S
∂Ω
∂z˜
dS =
∫
C
∂H
∂z˜
ds
∂ψ/∂n
+
1
k
[
W ′ξΓ
]′
ξ
. (3.11)
3.3. Some useful relations involving the cross-section area A
In § 3, A was deﬁned as the area of the cross-section that is enclosed by the contour
ψ = ξ, z˜=constant, i.e. A(ξ, z˜)=
∫
S(ξ,˜z)
dS. Using this function, let us calculate the
partial derivative of A with respect to ξ at constant z˜. From the deﬁnition of derivative,
A′ξ = lim
ξ→0(1/
ξ )
∫
S(ξ+
ξ,˜z)−S(ξ,˜z) dS. In order to ﬁnd this limit we substitute the
inﬁnitesimal surface element as dS =h(s) ds, h=
ξ/(∂ψ/∂n) and take the limit. This
reduces the area integral to the integral over a curve:
A′ξ =
∫
C
ds
∂ψ/∂n
. (3.12)
It is also useful to calculate the derivative of A with respect to z˜ at constant ξ ,
namely A′˜z = lim
z˜→0(1/
z˜)
∫
S(ξ,˜z+
z˜)−S(ξ,˜z) dS. Figure 3 shows the superimposed areas
A(ξ, z˜+
z˜) and A(ξ, z˜) enclosed by the contours ψ(x, y, z˜+
z˜)= ξ and ψ(x, y, z˜)= ξ ,
respectively. Using Taylor series ψ(x, y, z˜ + 
z˜)= ξ may be approximately replaced
by ψ(x, y, z˜) + 
z˜∂ψ/∂z˜= ξ . Finally, considering that the surface element between
these two contours is dS =h(s) ds, and noticing that h(s) from the inner contour to
the outer contour is given by h=−(
z˜∂ψ/∂z˜)/(∂ψ/∂n), we obtain after taking the
limit
A′z˜ = −
∫
C
∂ψ/∂z˜
∂ψ/∂n
ds. (3.13)
3.4. Local conditions
The extra conditions (3.9) and (3.11) obtained so far are non-local in ξ in the sense
that they contain surface integrals of the type
∫
S
∂φ(ψ, z˜)/∂z˜ dS. With the aim of
making them local, we introduce two new quantities:
U (ξ, z˜) = −
∫
S
∂W
∂z˜
dS, G(ξ, z˜) = −
∫
S
∂Ω
∂z˜
dS. (3.14)
Diﬀerentiating these relations with respect to ξ while keeping z˜ constant and taking
into account that ∂φ(ψ, z˜)/∂z˜|x,y = φ ′ψ∂ψ/∂z˜ + φ ′˜z, reduces (3.14) to
U ′ξ = W
′
ξA
′
z˜ − W ′z˜A′ξ , G′ξ = Ω ′ξA′z˜ − Ω ′z˜A′ξ . (3.15)
Once U and G have been introduced, (3.9) and (3.11) read
ΩU − WG = − (1/k)Ω ′ξΓ, (3.16)
−W ′ξU + G = −H ′ξA′z˜ + H ′z˜A′ξ + (1/k)
[
W ′ξΓ
]′
ξ
. (3.17)
Observe that (3.17) reduces to Blennerhasset’s result when the Bernoulli function H
is linearly dependent on the axial z˜ direction (Blennerhassett 1979). Finally, if we
apply the change of variables (ξ, z˜) → (A, z˜) to (3.15)–(3.17), these equations become,
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respectively,
U ′A + W
′
z˜
= 0, G′A + Ω
′
z˜
= 0, (3.18)
ΩU − WG = − (1/k)Ω ′AA′ξΓ, (3.19)
−W ′AU + G/A′ξ − H ′z˜ = (1/k)
[
W ′AA
′
ξΓ
]′
A
. (3.20)
It is possible to formulate certain boundary conditions for some of the dependent
variables in order to simplify (3.18)–(3.20). Functions U (A, z˜) and G(A, z˜) may be
interpreted as ﬂuxes through the closed contour C: ψ = ξ, z˜=constant. Consequently
for a null contour or null area A, these ﬂuxes must be zero: U (0, z˜)=G(0, z˜)= 0.
The same argument applies to Γ, which depends on the contour of integration.
Hence, from Γ (0, z˜)= 0 it follows that Γ (0, z˜)′˜z =0. From the deﬁnition of Γ, it
follows that Γ ′A − Ω =0. This equation combined with G′A +Ω ′z˜ =0 may be rewritten
as G=φ(z˜) − Γ ′˜z from which we obtain that φ (˜z)= 0 in order to satisfy the regular
boundary conditions. With this result, G can be related to Γ as G=−Γ ′˜z . Substituting
the latter result into (3.19)–(3.20) and considering (2.2), a closed system for the
dependent variables W,U,Γ ,H and Λ in the coordinates (A,˜z) and the streamfunction
ψ may be formulated as
U ′A + W
′
z˜ = 0, (3.21)
H˜ ′A − (Γ/AΛ)Γ ′A = 0, (3.22)
UΓ ′A + WΓ
′
z˜ = (AΛ/k)Γ
′′
AA, (3.23)
UW ′A + WW
′
z˜ = −H˜ ′z˜ + (Γ/AΛ)Γ ′z˜ + (1/k)
(
AΛW ′A
)′
A
, (3.24)
∇2(2)ψ(x, y, z˜) = −Γ ′A, (3.25)
Λ = − (Γ/A)
∮
ψ=ξ
(∂ψ/∂n)−1 ds, (3.26)
A(ξ, z˜) =
∫
ψ(x,y,˜z)<ξ
dx dy, (3.27)
where H˜ =H − W 2/2. System (3.21)–(3.27) is the main result of the present study.
3.5. Discussion
In the axisymmetric case, that is when the contours ψ = constant are concentric circles
r =constant, (3.26) and (3.27) reduces to Λ=4π, A=πr2 and (3.21)–(3.24) reduces
to the well-known quasi-cylindrical approximation equations (Revuelta, Sanchez &
Linan 2004). In the general case, (3.21)–(3.24) is coupled to the rest of the system
only via Λ(A, z˜). As it can easily be seen, the deviation of Λ from 4π is quadratic
in the magnitude of the deviation of the shape of the contours ψ =constant from
circles, provided that the shape deviation is suﬃciently smooth. Hence, in many cases
this coupling can be expected to be weak. Accordingly, one can expect a parabolic
behaviour of the solutions of (3.21)–(3.24) similar to the behaviour of the quasi-
cylindrical approximation equations. This also suggests that (3.21)–(3.24) requires
regularity conditions U =Γ =0, ∂W/∂A<∞ at A=0, initial conditions of the form
W = f (A), Γ = g(A) at some z˜= z˜0, and boundary conditions for U, Γ, and W at
the boundary A=Amax (z˜) of the ﬂow domain.
On the other hand, with Γ given as a function of A, (3.25) is a Poisson equation
with a nonlinear source term, and, hence, with a Dirichlet boundary condition ψ =
constant at the outermost closed contour it can be expected to be well posed. Hence,
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with these boundary conditions the whole system (3.21)–(3.27) is a well-posed problem.
Note, however, that we assume W > 0 everywhere. If this is not true, one can expect
singularities, as it is usual for equations of boundary-layer type.
The system obtained above diﬀers from the original Prandtl–Batchelor system
because in our case in the bulk of the ﬂow the three-dimensional eﬀects are of
the same order of magnitude as the viscous eﬀects determining the distribution
of vorticity. In the vicinity of the outermost closed contour one should expect
an appearance of a boundary layer, in which the viscous eﬀects are much more
pronounced. As a result (easily veriﬁable by a standard boundary-layer change of
variables) the boundary-layer equations turn out to be two-dimensional. Hence, many
well-known results about such layers apply Batchelor (1956), Squire (1956) and Wood
(1957) (see also Bunyakin, Chernyshenko & Stepanov 1988 for the latest results and
further references). In general, the requirement of the existence of the solution in
the boundary layer surrounding the closed contour region provides the necessary
boundary conditions for Γ and W. We will demostrate this by deriving the boundary
condition for W at A=Amax in the particular case that will also be a part of the
illustrative example considered further, and because it appears that this particular
case, however trivial it is, was not considered before.
Consider a cylindrical pipe of non-circular cross-section. Let the pipe walls move
along the axial direction z˜ with a constant velocity ww =1. Let also a transversal
velocity of the same order be imposed on the walls so that the present theory should
apply. In the boundary layer near the wall we introduce at z˜= constant the arclength
along the wall and the normal distance to the wall multiplied by
√
Re as curvilinear
coordinates s and η, respectively. After the usual substitutions and taking the limit
we arrive at the boundary-layer equation
us∂w
∗/∂s + uη∂w∗/∂η = ∂2w∗/∂η2, (3.28)
where us is the velocity component along s, uη is the
√
Re times velocity component
along η, and w∗ is the z˜ velocity component in the boundary-layer region. The
boundary conditions are w∗(s, 0, z˜)= 1 at the wall, periodicity in s, and matching
w∗ → W (Amax , z˜) as η → ∞. Multiplying (3.28) by w∗ − 1 and integrating over the
entire domain using continuity and the boundary, periodicity and matching conditions
and Green’s theorem gives
∫ ∞
0
∮ (
∂(w∗ − 1)
∂η
)2
ds dη = 0. (3.29)
Hence, w∗ =1 everywhere in the boundary layer, and such a solution can satisfy the
matching condition only if W (Amax , z˜)= 1. This is the boundary condition for W in
(3.21)–(3.27) for the special case considered.
Let now the pipe cross-section be given by x2/a2 + y2/b2 = 1, and the boundary
condition on the transversal component of velocity is such that it is satisﬁed by the
velocity distribution with the streamfunction ψ0 =−Ω0(x2/a2+y2/b2−1)/(2/a2+2/b2).
This streamfunction corresponds to a constant vorticity Ω0, and, together with W =1
and Γ0 =Ω0A gives an exact solution to (3.21)–(3.27). This solution is independent
of z˜ and satisﬁes, of course, the Prandtl–Batchelor theorem. Let us now perturb
this solution in the inlet plane z˜=0, that is, prescribe there inlet conditions of the
form W (A, 0)= 1+ δf (A, 0), Γ (A, 0)=Ω0A+ δg(A, 0), where δ 
 1. We will seek the
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solution for the perturbations as functions of A and z˜:
U = δU1(A, z˜) + . . . , Γ = Γ0 + δΓ1(A, z˜) + . . . , W = 1 + δW1(A, z˜) + . . . ,
H˜ = H˜0 + δH˜1(A, z˜) + . . . , Λ = Λ0 + δΛ1(A, z˜) + . . . ,
ψ = ψ0(x, y) + δψ1(x, y, z˜) + . . . .
Substituting these expansions into (3.21)–(3.24), collecting terms of order δ and
assuming additionally that Ω0 
 1, one obtains the following linear system
(U1)
′
A + (W1)
′˜
z = 0,
(
H˜1
)′
A
= 0, (Γ1)
′˜
z = (Λ0/k)A(Γ1)
′′
AA,
(W1)
′˜
z = −
(
H˜1
)′
z˜
+ (Λ0/k)
[
A(W1)
′
A
]′
A
,
}
(3.30)
Its solution should satisfy the inlet conditions W1 = f (A, 0), Γ1 = g(A, 0) at z˜=0,
the regularity conditions W1 =Γ1 = 0, ∂W1/∂A<∞ at A=0, and the boundary
conditions U1 =Γ1 =W1 = 0 at the wall A=Amax . The boundary condition for Γ1
follows directly from the results of Wood (1957). Note that the functions f (A, z˜)
and g(A, z˜) are implied to satisfy f (Amax , 0)= g(Amax , 0)= 0 in order to avoid the
appearance of additional distinguished limits. In the simple case considered the
equations for the functions of A became decoupled from the Poisson equation, from
which the solution inherits only the value of Λ0 = 2(1/a
2 + 1/b2)πab. Moreover, the
equation for Γ1 is decoupled from the rest of the system. This allows to express the
solution as a sum of Bessel functions, in particular,
Γ1 =
∞∑
n=1
C1n
√
AJ1
(
2
√
kσn/Λ0
√
A
)
exp(−σnz˜), σn = Λ0µ2n/4kAmax ,
W1 =
∞∑
n=1
C2n
[
J0
(
2
√
kτn/Λ0
√
A
)
− J0
(
2
√
kτn/Λ0
√
Amax
)]
exp(−τnz˜),
where µn denotes the eigenvalue found from J1 (µn) = 0, C1n and C2n are constants
obtained from the initial conditions and τn are the eigenvalues that satisfy∫ Amax
0
[
J0
(
2
√
kτn/Λ0
√
A
)
− J0
(
2
√
kτn/Λ0
√
Amax
)]
dA = 0.
Eigenvalues µn and τn do not coincide, that is in this case the Γ1 decay rate diﬀers
from the decay rate of U1 and W1. This is the result of our additional simplifying
assumption Ω0 
 1.
It is informative to compare this solution with the axisymmetric case a = b governed
by a quasi-cylindrical approximation equation. The only diﬀerence in (3.30) will be in
the value of Λ0, which in turn leads to a diﬀerence in the decay rates. One can see that
as the transversal motion makes the vorticty constant along the non-circular closed
contours, the rate of the diﬀusion of vorticity and axial velocity across closed contour
changes. This is the main of the new physical mechanisms described by the theory
developed in the present study. In the general case this process is further complicated
by the coupling of this eﬀect with the shape of the closed contours ψ =constant,
governed by the Poisson equation, but this eﬀect might be expected to be more of
quantitative than qualitative nature, at least in ﬂows not deviating too far from the
axisymmentric case. It is also complicated by the coupling between Γ and U and W,
but this coupling also takes place in the quasi-cylindrical approximation.
In the case of a pipe of constant cross-section the parameter k is artiﬁcial, as there
is actually no scale for the variation of the solution along z˜ except the scale dictated
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by the viscosity. This would be diﬀerent if the cross-section would vary along z˜. Then,
the case of large k would correspond to three-dimensional eﬀects dominating over
viscosity, and the evolution of the ﬂow parameters along z˜ would be governed purely
by inviscid dynamics. The case of small k corresponds to the viscosity dominating
over the three-dimensionality, and the Prandtl–Batchelor theorem would be recovered.
It remains to notice that the way Λ enters (3.21)–(3.24) makes it somewhat similar to
how a variable viscosity would enter the equations of quasi-cylindrical approximation.
4. Conclusions
The system of equations obtained in this work is an extension of the well-known
Prandtl–Batchelor theorem to the case when the ﬂow parameters vary in one direction
at a rate inverserly proportional to the crossﬂow Reynolds number. This system is
similar to the well-known system of equations of a quasi-cylindrical approximation
coupled with a Poisson equation for a streamfunction. The coupling occurs via the
vorticity (or circulation), governed by the part of the system similar to the equations
of quasi-cylindrical approximation and entering the Poisson equation as a source
term, and via another function, determined from the solution of the Poisson equation
and entering the part of the system similar to the equations of quasi-cylindrical
approximation in a way somewhat similar to varying viscosity.
The similarity between the obtained system and the equations of quasi-cylindrical
approximation establishes a connection between two seemingly unrelated phenomena.
Finally, from the viewpoint of methodology the present work is a new conﬁrmation
of the eﬀectiveness of Batchelor’s approach to elimination of uncertainty in the main
term of an asymptotic expansion in cases similar to the Prandtl–Batchelor theorem.
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