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Second Order Analysis for Joint Source-Channel
Coding with Markovian Source
Ryo Yaguchi and Masahito Hayashi Fellow, IEEE
Abstract
We derive the second order rates of joint source-channel coding, whose source obeys an irreducible and ergodic
Markov process when the channel is a discrete memoryless, while a previous study solved it only in a special case.
We also compare the joint source-channel scheme with the separation scheme in the second order regime while a
previous study made a notable comparison only with numerical calculation. To make these two notable progress,
we introduce two kinds of new distribution families, switched Gaussian convolution distribution and ∗-product
distribution, which are defined by modifying the Gaussian distribution.
Index Terms
Markov chain, second order, joint source-channel coding, separation scheme
I. INTRODUCTION
Nowadays, second order analysis attracts much attention in information theory [1], [2], [3], [4], [6]. In this type
of analysis, we focus on the second leading term with the order
√
n in the coding length in addition to the first
leading term with the order n when the block length is n. To discuss the finiteness of the blocklength, we need to
be careful for the second leading term as well as the first leading term. The coefficient of the order
√
n is given
as the inverse of the cumulative distribution function of the Gaussian distribution depending on the decoding error
probability ε in many existing studies for the second order except for the papers [13], [14]. This is because the
second order analysis is deeply rooted in the central limit theorem. In channel coding, the second order coefficient
is given by the Gaussian distribution, whose variance is given as the variance of the information density. Here,
the information density is given as the logarithm of the likelihood ratio between the joint distribution of the input
and output random variable and their product distribution when the expectation of the logarithm of the likelihood
ratio achieve the channel capacity. However, the variance of the information density is not unique, in general
because multiple input distributions attain the channel capacity in general. So, in such a general case, the variance
of the Gaussian determining the second order coefficient is chosen depending on the sign of the decoding error
probability ε. Recently, the two papers [5], [15] extended the second order analysis to the Makovian case, in which,
the Markovian version of the central limit theorem is employed instead of the conventional central limit theorem.
In particular, the paper [5] discussed source coding for Markovian source and channel coding for additive channel
whose additive noise is Markovian. Also, Kontoyiannis and Verdu´, [23] discussed the variable-length source coding
in a similar setting.
Usually, the channel coding is discussed with the message subject to the uniform distribution. However, in the
real communication, the message is not necessarily subject to the uniform distribution. To resolve this problem, we
often consider the channel coding with the message subject to the non-uniform distribution. Such a problem is called
source-channel joint coding and has been actively studied by several researchers [12], [10], [11], [6], [9], [8]. As a
simple case, we often assume that the message is subject to the independent and identical distribution. In this case,
the capacity is given as the ratio of the conventional channel capacity to the entropy of the message. Several studies
[12], [10], [11] derived the exponential decreasing rate of the decoding error probability in this setting. Recently,
while Wang-Ingber-Kochman [6] and Kostina-Verdu´ [9], [24] discussed the second-order coefficient in this problem,
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two major open problems has been remained in this topic as follows. Wang-Ingber-Kochman [6] derived the second
order coefficient only when the variance of the information density is unique. When the variance is not unique,
Kostina-Verdu´ [24] extended it to the lossy case. Kostina-Verdu´ [9] extended the lower bound of the second-order
coefficient by the same method as [6]. However, the impossibility to improve the bound has been an open problem in
the general case. Also, in the above special case, Wang-Ingber-Kochman [6] compared their second order coefficient
of the joint scheme with that with the separation scheme. Based on their numerical calculation, they conjectured
an inequality for the loss of the separation scheme [7], whose analytical proof has been remained as another open
problem.
In this paper, we tackle both open problems. Firstly, we derive the second-order coefficient in this problem.
The obtained coefficient is strictly larger than that by Kostina-Verdu´ [9] when the variance of the information
density is not unique. To characterize the second-order coefficient, we introduce a new probability distribution as
a generalization of the Gaussian distribution. That is, the second-order coefficient is given as the inverse of the
cumulative distribution function of the new probability distribution. Further, we derive this result even when the
distribution of the message is Markovian. Secondly, we discuss the second order coefficient with the separation
scheme in the above general setting. Also, we analytically determine the range of the ratio between the error
probabilities with the joint and separation schemes when the variance of the information density is unique. In this
way, we resolve both open problems.
The remaining part of this paper is organized as follows. In Section II, we prepare several information quantities
for Markovian process. Section III introduces two new distribution families. In Section IV, we discuss the joint
source-channel coding in the single shot setting. Then, Section V shows our results for Markovian conditional
additive channel. discusses the second order rate. Section VI discusses the case with discrete memoryless channel.
In Section VII, we compare the joint source-channel scheme with the separation scheme.
II. NOTATIONS AND INFORMATION QUANTITIES
A. Single shot
In this paper, we denote the random variable by a capital letter, e.g., X. By X , we denote the set that the random
variable X takes values in. Then, we denote the distribution of the random variable X by PX . When we have two
distributions PX and PY , we define their product distribution PX × PY as (PX × PY )(x, y) := PX(x)PY (y).
When we have two different sets X and Y , we denote a transition matrix from X to Y by WY |X . Then, we
define the distribution PX ×WY |X as (PX ×WY |X)(x, y) = PX(x)WY |X(y|x). When X is the same set as Y ,
we do not describe the subscript Y |X. In this case, we define the transition matrix W n on X as W n(xn|x0) :=∑
xn−1,...x1
W (xn|xn−1)W (xn−1|xn−2) · · ·W (x1|x0). A transition matrix W on X is called irreducible when for
each x, x′ ∈ X , there exists a natural number n such that W n(x|x′) > 0. An irreducible matrix W is called ergodic
when there are no input x′ and no integer n′ such that W n(x′|x′) = 0 unless n is divisible by n′.
B. Markovian process
Since this paper addresses the Markovian processes, we prepare several information measures given in [5] for
an ergodic and irreducible transition matrix W = {W (x, z|x′, z′)}(x,z),(x′,z′)∈(X×Z)2 on (X ×Z). For this purpose,
we employ the following assumption on transition matrices, which were introduced by the paper [5].
Definition 1 (non-hidden). When an ergodic and irreducible transition matrix W satisfies the condition∑
x
W (x, z|x′, z′) =W (z|z′) (1)
for every x′ ∈ X and z, z′ ∈ Z , it is canned non-hidden (with respect to Z).
For example, when the cardinality of Z is 1, the above non-hidden condition holds. For a non-hidden transition
matrix W on X × Z with respect to Z , we define the marginal WZ by WZ(z|z′) :=
∑
xW (x, z|x′, z′). In the
following, we assume the non-hidden condition. By λθ, we denote the Perron-Frobenius eigenvalue of
W (x, z|x′, z′)1+θWZ(z|z′)−θ (2)
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for a real number θ. Then, we define the conditional Re´nyi entropy for the transition matrix [5] as
HW,↓1+θ(X|Z) := −
1
θ
log λθ, (3)
which is often called the lower type of conditional Re´nyi entropy and is denoted by HW,↓1+θ(X|Z) in [5].
Taking the limit θ → 0, we define the entropy for the transition matrix W as
HW (X|Z) := lim
θ→0
HW1+θ(X|Z). (4)
To discuss the difference of HW1+θ(X|Z) from HW (X|Z), we introduce the varentropy for the transition matrix Γ
as
V W (X|Z) := lim
θ→0
2[HW (X|Z) −HW1+θ(X|Z)]
θ
. (5)
So, we have the approximation as HW1+θ(Z|X) = HW (Z|X)− 12V W (Z|X)θ+O(θ2) as θ → 0. In these definitions,
when the output distribution of W does not depend on the input element, the quantities HW1+θ(X|Z), HW (X|Z),
and V W (X|Z) are the same as the conventional definitions. Then, we have the following proposition.
Proposition 2 (Central limit theorem for Markovian Process ([22]etc.)). When Xn = (X1, . . . ,Xn) and Z
n =
(Z1, . . . , Zn) are subject to the Markovian process generated by a non-hidden transition matrix W , the random
variable 1√
n
(− log PXn|Zn(Xn|Zn) − nHW (X|Z)) asymptotically obeys the Gaussian distribution with variance
V W (X|Z)1.
III. NEW PROBABILITY DISTRIBUTION FAMILIES
A. Switched Gaussian convolution distribution
To describe the second order rate in the joint source-channel coding, we introduce a new type of distribution
family, so called switched Gaussian convolution distributions. It is known that the convolution of two Gaussian
distributions is also a Gaussian distribution as follows. When ϕv is the probability density function of the Gaussian
distribution with average 0 and variance v, we have
ϕv1+v2(x) =
∫ ∞
−∞
ϕv1(y)ϕv2(x− y)dy. (6)
Now, we consider the case when the variance of the second probability density function is switched at y = x. So,
we define the function ψ[v1, v2, v3](x) as
ψ[v1, v2, v3](x)
:=
∫ x
−∞
ϕv1(y)ϕv+(x− y)dy +
∫ ∞
x
ϕv1(y)ϕv−(x− y)dy, (7)
where v+ := max{v2, v3} and v− := min{v2, v3}. Taking the integral with respect to x, we define the function
Ψ[v1, v2, v3](R) :=
∫ R
−∞ ψ[v1, v2, v3](x)dx, which satisfies
Ψ[v1, v2, v3](R)
=
∫ R
−∞
ϕv1(y)Φv+(R− y)dy +
∫ ∞
R
ϕv1(y)Φv−(R− y)dy
=
∫ ∞
−∞
ϕv1(y)min{Φv2(R− y),Φv3(R− y)}dy, (8)
where Φv(R) :=
∫ R
−∞ ϕv(x)dx. We simplify Φv to Φ when v = 1.
Since the value min{Φv2(R− y),Φv3(R− y)} goes to 0(1) as R goes to −∞(∞), respectively, the RHS of (8)
goes to 0(1) as R goes to −∞(∞), respectively, Also, the value min{Φv2(R − y),Φv3(R − y)} is monotonically
1There are so many literatures for central limit theorem for Markovian Process. The paper [19, Corollary 7.2.] gives its very elementary
proof. It also summarizes existing approaches for this statement.
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increasing with respect to R, the RHS of (8) also is monotonically increasing with respect to R. These facts show
that Ψ[v1, v2, v3](R) is the cumulative distribution function of a probability distribution. In the following, we call
this distribution the switched Gaussian convolution distribution with v1, v2, and v3.
To see the behavior of the distribution function of the switched Gaussian convolution distribution, we set v1 =
v2 = 1, and change the third parameter v3. Then, we obtain the graph given in Fig. 1. From the definition, we find
that the maximum maxv3 Ψ[1, 1, v3](x) is realized when v3 = 1. Fig. 1 shows how much Ψ[1, 1, v3](x) decreases
unless v3 = 1.
-3 -2 -1 1 2 3
x
0.2
0.4
0.6
0.8
1.0
Distribution Function
Fig. 1. Graphs of Ψ[1, 1, v3](x). Black line: v3 = 1, Red dashed line: v3 = 1/9, Red normal line: v3 → 0, Blue dashed line: v3 = 4, Blue
normal line: v3 = 25, Blue dashed thick line: v3 = 25
2, Blue thick line: v3 →∞.
B. ∗-product distribution
Now, given two parameter v1, v2 > 0, we define another probability distribution. For this purpose, we define the
function Φ˜[v1, v2] as
Φ˜[v1, v2](R) := min
a∈R
Φv1(a) ∗Φv2(R− a), (9)
where the product ∗ is defined as
a ∗ b = a+ b− ab.
So, the inverse function Φ˜[v1, v2]
−1 is given as
Φ˜[v1, v2]
−1(ε) = max
ε=εs∗εc
(
Φ−1v1 (εs) + Φ
−1
v2 (εc)
)
. (10)
Since the function Φ˜[v1, v2] satisfies the condition of the cumulative distribution function, it can be regarded as the
cumulative distribution function of another probability distribution. We call it ∗-product distribution because it is
defined based on the ∗ product.
The cumulative distribution function Φ˜[v1, v2] has the following property.
Lemma 1. For any v1, v2 > 0, we have
Φv1+v2(R) ≤ Φ˜[v1, v2](R) ≤ 2Φ2(v1+v2)(R)−Φ2(v1+v2)(R)2. (11)
The equality in the first inequality is attained if and only if v1v2 is 0 or ∞. When R ≤ 0, the equality of the second
inequality is attained if and only if v1 = v2.
Lemma 1 is shown in Appendix A. The functions in Lemma 1 are numerically compared in Fig. 2. When
v1 = v2, we also numerically checked that the equality of the second inequality holds even for R > 0. Overall, the
cumulative distribution functions of this paper are summarized in Table I.
Remark 3. The paper [6, Section V] considered the function Φ˜[1, v2]
−1(ε)/
√
1 + v2, and gave the same statement
as the second inequality in (11) with the condition Φ˜[v1, v2](R) <
3
4 in a difference form as a conjecture based on
numerical calculations. This conjecture had been an open problem.
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Fig. 2. Graphs of functions in (11). Red line: 2Φ4(x) − Φ4(x)
2. Blue dotted line: Φ˜[1.5, 0.5](x). Blue normal line: Φ˜[1.9, 0.1](x). Blue
dashed line: Φ˜[1.99, 0.01](x). Black line: Φ2(x).
TABLE I
CUMULATIVE DISTRIBUTION FUNCTIONS
Φv Gaussian distribution with variance v
Ψ[v1, v2, v3] Switched Gaussian convolution distribution (8)
Φ˜[v1, v2] ∗-product distribution (10)
IV. SINGLE SHOT SETTING
A. Problem formulation
We first present the problem formulation by the single shot setting. Assume that the message M takes values
in M and is subject to the distribution PM . For a channel WY |X(y|x) with input alphabet X and output alphabet
Y , a channel code φ = (e, d) consists of one encoder e : M → X and one decoder d : Y → M. The average
decoding error probability is defined by
Pjs[φ|PM ,WY |X ] :=
∑
m∈M
PM (m)WY |X({b : d(b) 6= m}|e(m)). (12)
For notational convenience, we introduce the smallest attainable decoding error probability under the above condi-
tion:
Pjs(PM ,WY |X) := inf
φ
Pjs[φ|PM ,WY |X ]. (13)
B. Direct part
1) General case: We introduce several lemmas for the case when M is the set of messages to be sent, PM is
the distribution of the messages, and WY |X is the channel from X to Y . We have the following single-shot lemma
for the direct part.
Proposition 4. [16, Lemma 3.8.1] For any constant c > 0 and for any PX ∈ P(X ), there exists a code φ = (e, d)
such that
Pjs[φ|PM ,WY |X ] ≤ (PM × PX ×WY |X){(PM × PX ×WY |X)(M,X, Y ) ≤ c(PX × W¯Y )(X,Y )}+
1
c
, (14)
where W¯Y (y) :=
∑
x PX(x)WY |X(y|x) and PX ×WY |X(y, x) := PX(x)WY |X(y|x).
From above Proposition, we obviously have the following corollary.
Corollary 1.
Pjs(PM ,WY |X) ≤ (PM × PX ×WY |X){(PM × PX ×WY |X)(M,X, Y ) ≤ c(PX × W¯Y )(X,Y )}+
1
c
. (15)
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2) Conditional additive case: Now, we proceed to the case when the channel is conditional additive. Assume
that X is a module and Y is given as X × Z . Here, Z is called the internal state. Then, the channel W is called
conditional additive [5] when there exists a joint distribution PXZ such that
WXZ|X(x, z|x′) = PXZ(x− x′, z). (16)
We summarize the relation between general case and conditional additive case as Table II.
TABLE II
RELATION BETWEEN GENERAL CASE AND CONDITIONAL ADDITIVE CASE
general case conditional additive
message M M
input X X
output variable Y (X,Z)
channel WY |X WXZ|X
encoder e e
decoder d d
distribution
PM PM
of message
decoding error
Pjs(φ|PM ,WY |X) Pjs(φ|PM ,WXZ|X)probability
Then we simplify (15) of Corollary 1 to the following lemma.
Lemma 2. A conditional additive channel WXZ|X satisfies the inequality
Pjs(PM ,WXZ|X) ≤ PM × PXZ{PM (M)PX|Z(X|Z) ≤ c
1
|X |}+
1
c
. (17)
Proof. By setting that PX is the uniform distribution and choosing the random variables X = X
′ and Y = XZ to
the right hand side of (15), we have
(PM × PX′ ×WXZ|X′){(PM × PX′ ×WXZ|X)(M,X ′,XZ) ≤ cPX′ × W¯XZ(X ′,X,Z)}
=(PM × PX′ ×WXZ|X){PM (m)
1
|X |PXZ(x− x
′, z) ≤ c 1|X |2PZ(z)}
=(PM × PX ×WXZ|X′){PM (m)PX|Z(x− x′|z) ≤ c
1
|X |}
=PM × PXZ{PM (M)PX|Z(X|Z) ≤ c
1
|X |},
where PZ(z) :=
∑
x PXZ(x, z). Hence, (15) can be simplified to
Pjs(φ|PM ,WY |X) ≤ PM × PXZ{PM (M)PX|Z(X|Z) ≤ c
1
|X |}+
1
c
. (18)
C. Converse part
1) General case: Firstly, combining the idea of meta converse [20][21, Lemma 4][4] and the general converse
lemma for the joint source and channel coding [16, Lemma 3.8.2], we obtain the following lemma for the single
shot setting. The following lemma is the same as [16, Lemma 3.8.2] when QY is W¯Y .
Lemma 3. For any constant c > 0, any code φ = (e, d) and any distribution QY on Y , we have
Pjs(PM ,WY |X) ≥
∑
m
PM (m)WY |X=e(m){PM (m)WY |X=e(m)(Y ) ≤ cQY (Y )} − c. (19)
Remark 5. The paper [24, Theorem 1] gives a similar statement with slightly different terminology. To readers’
convenience, we give its proof in Appendix D.
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2) Conditional additive case: Now, we proceed to the conditional additive case given in (16), in which, Y is
given as X × Z . Applying (19) to the conditional additive case, we obtain the following lemma.
Lemma 4. The inequality
Pjs(PM ,WX,Z|X) ≥ PM × PXZ{PM (M)PX|Z(X|Z) ≤ c
1
|X |} − c (20)
holds for any c > 0.
Proof. We choose QY as
QY (y) = QXZ(x, z) =
1
|X |PZ(z)
to (19). Then, the first term of the right hand side of (20) is∑
m
PM (m)WY |X=e(m){PM (m)WY |X=e(m)(Y ) ≤ cQY (Y )}
=
∑
m
PM (m)WXZ|X=e(m){PM (m)WXZ|X(X,Z|e(m)) ≤ c
1
|X |PZ(Z)}
=
∑
m
PM (m)PXZ{PM (m)PXZ(X − e(m), Z) ≤ c 1|X |PZ(Z)}
=PM × PXZ{PM (M)PXZ(X,Z) ≤ c 1|X |PZ(Z)}
=PM × PXZ{PM (M)PX|Z(X|Z) ≤ c
1
|X |}.
So, we obtain (20).
V. n-FOLD MARKOVIAN CONDITIONAL ADDITIVE CHANNEL
A. Formulation for general case
Firstly, we give general notations for channel coding when the message obeys Markovian process. The formulation
presented in this subsection will be applied even to the next section. We assume that the set of messages is Mk.
Then, we assume that the messageMk = (M1, . . . ,Mk) ∈ Mk is subject to the Markov process with the transition
matrix {Ws(m|m′)}m,m′∈M. We denote the distribution for Mk by PMk .
Now, we consider very general sequence of channels with the input alphabet X n and the output alphabet Yn. In
this case, the transition matrix as {WY n|Xn(yn|xn)}xn∈Xn,yn∈Yn . Then, a channel code φ = (e, d) consists of one
encoder e :Mk → X n and one decoder d : Yn →Mk. Then, the average decoding error probability is defined by
Pj[φ|k, n|Ws,WY n|Xn ] :=
∑
mk∈Mk
PMk(m
k)WY n|Xn({yn : d(yn) 6= mk}|e(mk)). (21)
For notational convenience, we introduce the error probability under the above condition:
Pj(k, n|Ws,WY n|Xn) := inf
φ
Pj[φ|k, n|Ws,WY n|Xn]. (22)
When there is no possibility for confusion, we simplify it to Pj(k, n). Instead of evaluating the error probability
Pj(n, k) for given n, k, we are also interested in evaluating
K(n, ε|Ws,WY n|Xn) := sup
{
k : Pj(n, k|Ws,WY n|Xn) ≤ ε
}
(23)
for given 0 ≤ ε ≤ 1.
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B. Formulation for Markovian conditional additive channel
In this section, we address an n-fold Markovian conditional additive channel [5]. That is, we consider the case
when the joint distribution for the additive noise obeys the Markov process. To formulate our channel, we prepare
notations. Consider the joint Markovian process on X ×Z . That is, the random variables Xn = (X1, . . . ,Xn) ∈ X n
and Zn = (Z1, . . . , Zn) ∈ Zn are assumed to be subject to the joint Markovian process defined by the transition
matrix {Wc(x, z|x′, z′)}x,x′∈X ,z,z′∈Z . We denote the joint distribution for Xn and Zn by PXn,Zn . Now, we assume
that X is a module, and consider the channel with the input alphabet X n and the output alphabet (X × Z)n. The
transition matrix for the channel WXn,Zn|Xn′ is given as
WXn,Zn|Xn′(xn, zn|xn′) = PXn,Zn(xn − xn′, zn) (24)
for zn ∈ Zn and xn, xn′ ∈ X n. Also, we denote log |X | by R. In this case, we denote the average error
probability Pj[φ|k, n|Ws,WXn,Zn|Xn ] and the minimum average error probability Pj(k, n|Ws,WXn,Zn|Xn) by
Pjca[φ|k, n|Ws,Wc] and Pjca(k, n|Ws,Wc), respectively. Then, we denote the maximum size K(n, ε|Ws,WY n|Xn)
by Kca(n, ε|Ws,Wc). When we have no possibility for confusion, we simplify them to by Pjca[φ|k, n], Pjca(k, n),
and Kca(n, ε), respectively.
In the following discussion, we assume the non-hidden condition for the joint Markovian process described by
the transition matrix {Wc(x, z|x′, z′)}x,x′∈X ,z,z′∈Z . Under the non-hidden condition, the paper [5] shows the single-
letterized channel capacity to be C := log |X | − HWc(X|Z). Among author’s knowledge, the class of channels
satisfying the non-hidden condition is the largest class of channels whose channel capacity is known. When Z
is singleton and the channel is the noiseless channel given by identity transition matrix I , our problem becomes
the source coding with Markovian source. In this case, the memory size is equal to the cardinality |X |k, and we
simplify the smallest attainable decoding error probability Pjca(k, n|Ws, IX|X) to Ps(k, n|Ws).
C. Second order analysis
Theorem 1. For any 0 < ε < 1, it holds that
lim
n→∞
Kca(n, ε)H
Ws(M)− nC√
n
=
√
C
HWs(M)
V Ws(M) + V Wc(X|Z)Φ−1(ε). (25)
In other words,
lim
n→∞Pjca
(
n
C
HWs(M)
+
√
n
R
HWs(M)
, n
)
= Φ C
HWs (M)
V Ws(M)+V Wc(X|Z)(R). (26)
Theorem 1 yields the following corollary.
Corollary 2. For 0 < ε < 1, we have
lim
n→∞
K(n, ε)
n
=
C
HWs(M)
. (27)
Proof. It is sufficient to show
lim
n→∞Pjca (k, n) = Φ
C
HWs (M)
V Ws(M)+V Wc(X|Z)(R). (28)
when k is chosen as
kHWs(M) =nC +
√
nR = n log |X | − nHWc(X|Z) +√nR. (29)
By choosing c = en
1/4
, (17) implies that
Pj(k, n) ≤ PMk × PXnZn{− logPMk(Mk)− logPXn|Zn(Xn|Zn) ≥ n log |X | − n1/4}+ e−n
1/4
. (30)
Applying Proposition 2 to the random variables − logPMk(Mk) and − logPXn|Zn(Xn|Zn), we find that
the random variable 1√
n
(− log PMk(Mk) − logPXn|Zn(Xn|Zn) − kHWs(M) − nHWc(X|Z)) converges to the
Gaussian random variable with variance CHWs(M)V
Ws(M) + V Wc(X|Z). Since n1/4√
n
→ 0 and 1√
n
(n log |X |) =
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1√
n
(kHWs(M)+nHWc(X|Z)−√nR), we see that the RHS of (30) goes to Φ C
HWs (M)
VWs (M)+V Wc(X|Z)(R), which
implies that
lim sup
n→∞
Pj(k, n) ≤ 1− Φ C
HWs (M)
V Ws(M)+V Wc(X|Z)(−R) = Φ C
HWs (M)
V Ws(M)+V Wc(X|Z)(R). (31)
By choosing c = e−n
1/4
, (20) implies that
Pj(k, n) ≥ PM × PXZ{− log PMn(Mn)− logPXn|Zn(Xn|Zn) ≥ n log |X |+ n1/4} − e−n
1/4
(32)
Since e−n
1/4 → 0, the above application of Proposition 2 implies
lim inf
n→∞ Pj(k, n) ≥ 1− Φ CHWs (M)V Ws(M)+V Wc(X|Z)(−R). (33)
The combination of (31) and (33) implies (28).
Similar to the above two cases, we can recover the result of data compression with the second order regime.
VI. n-FOLD DISCRETE MEMORYLESS CHANNEL (DMC) CASE
A. Formulation and notations
In this section, we address the n-fold discrete memoryless channel with the input system X n and the output
system Yn Hence, we adopt the same assumptions given in Section V for the message source. The difference from
Section V is the form of channel. Given a transition matrix {WY |X(y|x)}x∈X ,y∈Y , the transition matrix for the
channel WY n|Xn is given as
WY n|Xn(yn|xn) := Πni=1WY |X(yi|xi) (34)
where xn = (x1, . . . , xn) ∈ X n and yn = (y1, . . . , yn) ∈ Yn.
In this case, we denote the average error probability Pj[φ|k, n|Ws,WXn,Zn|Xn] and the minimum average
error probability Pj(k, n|Ws,WXn,Zn|Xn) by Pjdm[φ|k, n|Ws,WY |X ] and Pjdm(k, n|Ws,WY |X), respectively. Then,
we denote the maximum size K(n, ε|Ws,WY n|Xn) by Kjdm(n, ε|Ws,WY |X). When we have no possibility for
confusion, we simplify them to Pjdm[φ|k, n], Pjdm(k, n), and Kjdm(n, ε), respectively.
For the latter discussion, we prepare the mutual information as
I(PX ,WY |X) :=
∑
x∈X
PX(x)
∑
y
WY |X(y|x) log
WY |X(y|x)
W¯Y (y)
=
∑
x∈X
PX(x)D(WY |X=x‖W¯Y ),
where D(P‖Q) :=∑y∈Y P (y) log P (y)Q(y) . Then, we define its variance version as
V (PX ,WY |X) :=
∑
x
PX(x)
∑
y
W¯Y (y)
(
log
WY |X(y|x)
W¯Y (y)
−D(WY |X=x‖W¯Y )
)2
(35)
and we also define the channel capacity C := maxPX∈P(X ) I(PX ,WY |X) = minQmaxx∈X D(WY |X=x‖Q). Also,
we define the maximum and minimum variances
V ∗+(WY |X) := max
PX :I(PX ,WY |X)=C
V (PX ,WY |X) (36)
V ∗−(WY |X) := min
PX :I(PX ,WY |X)=C
V (PX ,WY |X), (37)
and the distribution achieving above maximum and minimum as
P+X (x) = argmax
PX :I(PX ,WY |X)=C
V (PX ,WY |X), (38)
P−X (x) = argmin
PX :I(PX ,WY |X)=C
V (PX ,WY |X). (39)
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B. Second order analysis and comparison
Using the switched Gaussian convolution distribution Ψ
[
C
HWs (M)V
Ws(M), V ∗+(WY |X), V ∗−(WY |X)
]
, we derive
the second order coding rate in the following Theorem.
Theorem 2. For any ε ∈ (0, 1), we have
lim
n→∞Pjdm
(
C
HWs(M)
n+
R
HWs(M)
√
n, n
)
= ε(R), (40)
where
ε(R) := Ψ
[
C
HWs(M)
V Ws(M), V ∗+(WY |X), V
∗
−(WY |X)
]
(R). (41)
In other words, we have
lim
n→∞
Kjdm(n, ε)H
Ws(M)− nC√
n
= Ψ
[
C
HWs(M)
V Ws(M), V ∗+(WY |X), V
∗
−(WY |X)
]−1
(ε). (42)
The direct and converse parts will be shown in Subsections VI-C and VI-D. The paper [6] discussed the same
problem when the message is subject to the independent and identical distribution and the relation V ∗+(WY |X) =
V ∗−(WY |X) holds. When the condition V ∗+(WY |X) = V ∗−(WY |X) holds,Ψ
[
C
HWs(M)V
Ws(M), V ∗+(WY |X), V ∗−(WY |X)
]−1
(ε)
becomes
√
C
HWs(M)V
Ws(M) + V ∗+(WY |X)Φ−1(ε).
When the message is subject to the independent and identical distribution, as a simple generalization of the direct
part of [6], Kostina-Verdu´ [9] showed the inequality
lim
n→∞Pjdm
(
C
HWs(M)
n+
R
HWs(M)
√
n, n
)
≤ εKV (R), (43)
where εKV (R) is defined as
εKV (R) :=
{
Φ C
HWs (M)
V Ws(M)+V ∗−(WY |X)
(R) when R ≤ 0
Φ C
HWs (M)
V Ws(M)+V ∗+ (WY |X)
(R) when R > 0.
(44)
Hence, we call the bound εKV (R) Kostina-Verdu´ bound even for a general Markovian source with a transition
matrix Ws. As a comparison between our tight bound ε(R) and Kostina-Verdu´ bound εKV (R), we obtain the
following lemma.
Lemma 5. The ratio
εKV (R)
ε(R) is evaluated as
1 ≤ εKV (R)
ε(R)
≤
{
2 when R < 0
1/Φ C
HWs (M)
VWs (M)(R) when R ≥ 0. (45)
The equality of the first inequality is attained if and only if V ∗+(WY |X) = V ∗−(WY |X) or V (Ws) = 0. The equality
of the second inequality is attained if and only if V ∗+(WY |X) and V ∗−(WY |X) go to +∞ and 0, respectively.
This lemma shows that a gap between V ∗+(WY |X) and V ∗−(WY |X) produces a non-negligible effect for joint
source-channel coding when the source is non-uniform. Fig. 3 gives a numerical calculation of the ratio
εKV (R)
ε(R) .
Proof. The property (8) implies the first inequality. The equality condition for the first inequality follows from the
form of the switched Gaussian convolution distribution given in (8).
To show the second inequality, we introduce the notation with variance v as:
α[v](R) :=
∫ ∞
R
Φv(R− x)ϕ C
HWs (M)
V Ws(M)(x)dx (46)
β[v](R) :=
∫ R
−∞
Φv(R− x)ϕ C
HWs (M)
V Ws(M)(x)dx. (47)
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Fig. 3. Graphs of the ratio
εKV (R)
ε(R)
with C
HWs (M)
V Ws(M) = 1. The origin is (0, 1). Blue line expresses the upper bound given in (45).
Red line expresses the case with V ∗−(WY |X) = 0.1 and V
∗
+(WY |X) = 10. Black line expresses the case with V
∗
−(WY |X) = 0.5 and
V ∗+(WY |X) = 1.5.
For any R, we find that α[v](R) is monotonically increasing function of v, and β[v](R) is monotonically decreasing
function of v. Additionally, we define
αmax(R) := lim
v→∞α[v](R) =
1
2
Φ C
HWs (M)
V Ws(M)(−R) (48)
αmin(R) := lim
v→0
α[v](R) = 0 (49)
βmax(R) := lim
v→0
β[v](R) = Φ C
HWs (M)
V Ws(M)(R) (50)
βmin(R) := lim
v→∞ β[v](R) =
1
2
Φ C
HWs (M)
V Ws(M)(R). (51)
For R < 0, we have
εKV (R)
ε(R)
=
Ψ
[
C
HWs (M)V
Ws(M), V ∗−(WY |X), V ∗−(WY |X)
]
(R)
Ψ
[
C
HWs (M)V
Ws(M), V ∗+(WY |X), V ∗−(WY |X)
]
(R)
=
α[V ∗−(WY |X)](R) + β[V ∗−(WY |X)](R)
α[V ∗−(WY |X)](R) + β[V ∗+(WY |X)](R)
=1 +
β[V ∗−(WY |X)](R)− β[V ∗+(WY |X)](R)
α[V ∗−(WY |X)](R) + β[V ∗+(WY |X)](R)
(a)
≤1 + βmax(R)− βmin(R)
αmin(R) + βmin(R)
= 2, (52)
where (a) follows from β[V ∗+(WY |X)](R) ≥ βmin(R), β[V ∗−(WY |X)](R) ≤ βmax(R), and α[V ∗−(WY |X)](R) ≥
αmin(R).
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For R ≥ 0, we have
εKV (R)
ε(R)
=
Ψ
[
C
HWs(M)V
Ws(M), V ∗+(WY |X), V ∗+(WY |X)
]
(R)
Ψ
[
C
HWs(M)V
Ws(M), V ∗+(WY |X), V ∗−(WY |X)
]
(R)
=
α[V ∗+(WY |X)](R) + β[V ∗+(WY |X)](R)
α[V ∗−(WY |X)](R) + β[V ∗+(WY |X)](R)
=1 +
α[V ∗+(WY |X)](R) − α[V ∗−(WY |X)](R)
α[V ∗−(WY |X)](R) + β[V ∗+(WY |X)](R)
(b)
≤1 + αmax(R)− αmin(R)
αmin(R) + βmin(R)
= 1 +
Φ C
HWs (M)
V Ws(M)(−R)
Φ C
HWs (M)
V Ws(M)(R)
=1/Φ C
HWs (M)
V Ws(M)(R), (53)
where (b) follows from β[V ∗+(WY |X)](R) ≥ βmin(R), α[V ∗−(WY |X)](R) ≤ αmax(R), and α[V ∗−(WY |X)](R) ≥
αmin(R). The quality condition of the second inequality follows from the equality conditions of (a) and (b).
C. Direct part
To show the direct part of Theorem 2, we invent a novel random coding method because the existing random
coding method cannot attain the bound ε(R). To attain the bound ε(R), we need to choose the distribution on X n
deciding the random coding depending on the message to be sent. Hence, we divide the set of messages into two
sets, and we decide our code depending on the set the message belongs to. To realize this type code, we employ a
code composed of two parts. The first part informs which set the message belongs to. The second part sends which
element of the chosen set to be transmitted. Using Proposition 4, we show that this code attains the bound ε(R).
Step(0): First, we prepare several notations, some of which are used throughout this proof including the converse
part. We simplify WY |X(y|x) as Wx(y) and WY n|Xn(yn|xn) as W nxn(yn). So, WXn(Y n) is a random variable on
X n × Yn. We choose the integer k as
k :=
C
HWs(M)
n+
R
HWs(M)
√
n. (54)
Then, we define the following random variables.
S(Mk) := −√n
(− log PMk(Mk)
n
− k
n
HWs(M)
)
, (55)
C(Xn, Y n) := −√n
(
1
n
log
WXn(Y
n)
W¯Y n(Y n)
− C
)
. (56)
Step (i): In this step, we describe our code used in this proof. This code consists of two parts as follows. In the
first part, the sender tells the receiver whether S(mk) ≤ R or S(mk) > R. In the second part, they communicate
each other by using the code depending on the result of the first part.
Now, we give the first part, in which, the message size is 2. So, we use only n1/4 transmission of the channel
for the first part. That is, the first is the code φ0n = (e
0
n, d
0
n) to tell whether S(m
k) ≥ R or not. Assume that X
contains elements 0 and 1. To give the first part, we define the encoder e0n : {0, 1} → X n as
e
0
n(0) := (0, 0, · · · , 0) ∈ X n
1/4
e
0
n(1) := (1, 1, · · · , 1) ∈ X n
1/4
.
The decoder d0n : Yn
1/4 → {0, 1} is defined as
d
0
n(y) :=
{
0, if (WY |X=0)×n
1/4
(y) ≥ (WY |X=1)×n1/4(y)
1, if (WY |X=0)×n
1/4
(y) < (WY |X=1)×n
1/4
(y).
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Then, we denote the error probability of the code φ0n by δn, which is represented as
δn =(WY |X=1)×n
1/4{
(WY |X=0)×n
1/4
(Y n
1/4
) ≥ (WY |X=1)×n
1/4
(Y n
1/4
)
}
+ (WY |X=0)×n
1/4{
(WY |X=0)×n
1/4
(Y n
1/4
) < (WY |X=1)×n
1/4
(Y n
1/4
)
}
. (57)
Note that δn → 0 because n1/4 →∞.
As the second part, we define the code to send the massage mk based on the information transmitted in the first
part. We use N transmissions of the channel in the second part, where N = n− n1/4. Then, (54) implies that
k =
C
HWs(M)
N +
R
HWs(M)
√
N + o(
√
N). (58)
Using Proposition 4, we define the code φ+N := (e
+
N , d
−
N ) so that
Pjs[φ
+
N |PMk|S(Mk)≤R,WY N |XN ]
≤ (PMk|S(Mk)≤R × (P+X )×N ×WY N |XN)
{
logPMk|S(Mk)≤R(Mk) + log
WXN (Y
N )
WY N (Y N )
≤ log c
}
+
1
c
, (59)
where PMk|S(Mk)≤R is the conditional probability distribution of PMk under the condition of S(Mk) ≤ R. On the
other hands, from Proposition 4, we define a code φ−N = (e
−
N , d
−
N ) so that
Pjs[φ
−
N |PMk|S(Mk)>R,WY N |XN ]
≤ (PMk|S(Mk)>R × (P−X )×N ×WY N |XN)
{
logPMk|S(Mk)>R(M
k) + log
WXN (Y
N )
WY N (Y N )
≤ log c
}
+
1
c
, (60)
where PMk|S(Mk)>R is the conditional probability distribution of PMk under the condition of S(Mk) > R. In both
cases, c is chosen to be eN
1/4
.
Using the above preparation, we define the code φn := (en, dn) for whole protocol as follows. Then, for the
encoder, we define en :Mk → X ⌈n
1
4 ⌉ ×XN as
en(m
k) :=
{ (
e
0
n(0), e
+
N (m
k)
)
when S(mk) ≤ R(
e
0
n(1), e
−
N (m
k)
)
when S(mk) > R.
(61)
Also we define the decoder d : X ⌈N
1
4 ⌉ × XN →Mk as
d(x0, x1) :=
{
d
+
N (x1) when d
0
n(x0) = 0
d
−
N (x1) when d
0
n(x0) = 1.
(62)
Step (ii): In this step, we will prove that
Pjs[φ|PMk ,WY n|Xn ]
≤ PMk{S(Mk) ≤ R}
(
PMk|S(Mk)≤R × (P+X )×N ×WY N |XN
){
S(Mk)− C(XN , Y N ) ≤ R
}
+ PMk{S(Mk) > R}
(
PMk|S(Mk)>R × (P−X )×N ×WY N |XN
){
S(Mk)− C(XN , Y N ) ≤ R
}
+ o(1). (63)
On the code φn, an error happens if an error occurs on the code φ
0
n, or an error doesn’t occur on the code φ
0
n
and an error occurs on the code φ±N . Since δn → 0, the error probability of the code φn, i.e., Pjs[φ|PMk ,WY n|Xn ],
is evaluated as
Pjs[φ|PMk ,WY n|Xn ]
≤ PMk{S(Mk) ≤ R}Pjs[φ+|PMk|S(Mk)≤R,WY N |XN ] + PMk{S(Mk) > R}Pjs[φ−|PMk|S(Mk)>R,WY N |XN ] + o(1).
(64)
When S(mk) ≤ R, PMk|S(Mk)≤R(mk) = PMk (m
k)
PMk{S(Mk)≤R} . So, applying the central limit theorem for Markovian
process (Proposition 2) to random variable − log PMk(Mk), we have
PMk{S(Mk) ≤ R} → Φ C
HWs (M)
VWs (M)(R) (N →∞),
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which implies log PMk|S(Mk)≤R(Mk) = log PMk(Mk) + o(
√
N). Since kHWs(M) = NC +
√
NR+ o(
√
N) and
1√
N
log c→ 0, due to (58), we can rewrite (59) as:
Pjs[φ
+|PMk|S(Mk)≤R,WY N |XN ]
≤ (PMk|S(Mk)≤R × (P+X )×n ×WY N |XN){S(Mk)−C(XN , Y N ) ≤ R}+ o(1). (65)
On the other hands, when S(mk) > R, we have PMk|S(Mk)>R(mk) =
PMk (m
k)
PMk{S(Mk)≤R} . So, applying the central
limit theorem for Markovian process to random variable − log PMk(Mk), we obtain
PMk{S(mk) ≤ R} → Φ C
HWs (M)
VWs (M)(R) (n→∞),
which implies log PMk|S(Mk)>R(mk) = log PMk(mk) + o(N). So, we can rewrite (60) as:
Pjs[φ
−|PMk|S(Mk)≤R,WY N |XN ]
≤ (PMk|S(Mk)≤R × (P−X )×n ×WY |X){S(Mk)− C(XN , Y N ) ≤ R}+ o(1). (66)
Combining (64), (65) and (66), we obtain (63).
Step (iii): In this step, we will prove that
lim sup
n→∞
Pjs[φ|PMk ,WY n|Xn ] ≤ ε(R), (67)
which implies
lim sup
n→∞
Pjdm(k, n) ≤ ε(R) (68)
for the integer k given in (54).
Applying the central limit theorem for Markovian process (Proposition 2), we find the following facts. Under
the distribution PMk , the random variable S(M
k) asymptotically obeys the Gaussian distribution with mean 0
and variance CHWs (M)V
Ws(M). Under the distribution PMk|S(Mk)≤R × (P+X )×N ×WY N |XN , the random variable
C(XN , Y N ) asymptotically obeys the Gaussian distribution with mean 0 and variance V ∗+(WY |X). Under the
distribution PMk|S(Mk)≤R × (P−X )×N × WY N |XN , the random variable C(XN , Y N ) asymptotically obeys the
Gaussian distribution with mean 0 and variance V ∗−(WY |X). Hence, taking the limit N →∞, we obtain
PMk{S(Mk) ≤ R}
(
PMk|S(Mk)≤R × (P+X )×N ×WY N |XN
){
S(Mk)− C(XN , Y N ) ≤ R
}
+ PMk{S(Mk) > R}
(
PMk|S(Mk)>R × (P−X )×n ×WY N |XN
){
S(Mk)− C(XN , Y N ) ≤ R
}
→Φ C
HWs (M)
V Ws(M)(−R)
1
Φ C
HWs (M)
V Ws(M)(−R)
∫ R
−∞
ϕ C
HWs (M)
V Ws(M)(x)
(∫ ∞
−R+x
ϕV ∗+ (WY |X)(y)dy
)
dx
+Φ C
HWs (M)
V Ws(M)(R)
1
Φ C
HWs (M)
V Ws(M)(R)
∫ ∞
R
ϕ C
HWs (M)
V Ws(M)(x)
(∫ ∞
−R+x
ϕV ∗−(WY |X)(y)dy
)
dx
=
∫ R
−∞
ϕ C
HWs (M)
V Ws(M)(x)
(∫ R−x
−∞
ϕV ∗+ (WY |X)(y)dy
)
dx+
∫ ∞
R
ϕ C
HWs (M)
V Ws(M)(x)
(∫ R−x
−∞
ϕV ∗−(WY |X)(y)dy
)
dx
=Ψ
[
C
HWs(M)
V Ws(M), V ∗+(WY |X), V
∗
−(WY |X)
]
(R) = ε(R), (69)
which implies (67).
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D. Converse part
To show the converse part, we apply (19) of Lemma 3 to the case with the distribution QnU given in Step (i), which
can be regarded as an extension of the idea of the paper [2] to the joint scheme. Then, we apply the central limit
theorem for Markovian process (Proposition 2) to the two random variables related to the dispersions of channel
and source. Since we treat two Gaussian random variables, the asymptotic error probability is lower bounded by
the convolution of two Gaussian distributions. However, since the variance of the dispersions of channel is not
unique, in general, we need to take the minimum for the Gaussian distribution function. Hence, the asymptotic
error probability is lower bounded by the switched Gaussian convolution distribution.
Step (i): In this step, to show the converse part, we prepare several notations. We choose the message block length
k so that
kHWs(M) = nC +
√
nR+ n1/4. (70)
We denote that xn := e(mk). We focus on the set Tn of empirical distributions with n channel inputs. Its cardinality
|Tn| is evaluated as |Tn| ≤ (n+ 1)|X |. And in this proof, we use the distribution
QnU :=
∑
P∈Tn
1
|Tn|+ 1(WP )
×n +
1
|Tn|+ 1Q
×n
M , (71)
where
QM := argmin
Q
max
x
D(Wx‖Q). (72)
We also define the sets
νξ :={P |I(P,WY |X) ≥ C − ξ}, (73)
Ωn :={mk ∈ Mk|ep(e(mk)) ∈ νξ}, (74)
pin,J,i :=
{
mk ∈ Mk
∣∣∣∣ iJ ≤ S(mk) ≤ i+ 1J
}
, (75)
where ep(e(mk)) of (74) is empirical distribution function of e(mk) ∈ X n.
Step (ii): We set the real number c to be e−n
1
4 . Since log c = nC+
√
nR−kHWs(M), by substituting QY = QnU ,
(19) of Lemma 3 implies that
Pj[φ|k, n]
≥
∑
mk
PMk(m
k)W n
e(mk)
{
S(Mk) +
√
n
(
1
n
log
W n
e(mk)(Y
n)
QnU (Y )
− C
)
≤ R
}
− e−n
1
4 .
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For arbitrary L > 0, the first term of right hand side is evaluated as∑
mk
PMk(m
k)W n
e(mk)
{
S(Mk) +
√
n
(
1
n
log
W n
e(mk)(Y
n)
QnU (Y
n)
− C
)
≤ R
}
≥
LJ−1∑
i=−LJ
∑
mk∈pin,J,i
PMk(m
k)W n
e(mk)
{
S(mk) +
√
n
(
1
n
log
W n
e(mk)(Y
n)
QnU (Y
n)
− C
)
≤ R
}
≥
LJ−1∑
i=−LJ
∑
mk∈pin,J,i
PMk(m
k)W n
e(mk)
{
i+ 1
J
+
√
n
(
1
n
log
W n
e(mk)(Y
n)
QnU(Y
n)
− C
)
≤ R
}
=
LJ−1∑
i=−LJ
∑
mk∈pin,J,i∩Ωn
PMk(m
k)W n
e(mk)
{
i+ 1
J
+
√
n
(
1
n
log
W n
e(mk)(Y
n)
QnU (Y
n)
− C
)
≤ R
}
+
LJ−1∑
i=−LJ
∑
mk∈pin,J,i∩Ωcn
PMk(m
k)W n
e(mk)
{
i+ 1
J
+
√
n
(
1
n
log
W n
e(mk)(Y
n)
QnU (Y
n)
− C
)
≤ R
}
≥
LJ−1∑
i=−LJ
∑
mk∈pin,J,i∩Ωn
PMk(m
k)W n
e(mk)
{
i+ 1
J
+
√
n
(
1
n
log
W n
e(mk)(Y
n)
(QM )×n(Y n)
+
1
n
log (|Tn|+ 1)− C
)
≤ R
}
+
LJ−1∑
i=−LJ
∑
mk∈pin,J,i∩Ωcn
PMk(m
k)W n
e(mk)
{
i+ 1
J
+
√
n
(
1
n
log
W n
e(mk)(Y
n)
W×nep(e(mk))(Y
n)
+
1
n
log (|Tn|+ 1)−C
)
≤ R
}
.
(76)
Step (iii): For the second term of (76), we will show the following fact: Given an arbitrary small real number δ > 0,
there exists a sufficiently large n1 such that
W n
e(mk)
{
i+ 1
J
+
√
n
(
1
n
log
W n
e(mk)(Y
n)
W×n
ep(e(mk))
(Y n)
+
1
n
log (|Tn|+ 1)− C
)
≤ R
}
≥1− δ, (77)
for n ≥ n1 and mk ∈ pin,J,i ∩ Ωcn.
When mk ∈ Ωcn,
VWY n|Xn=e(mk)
[
1√
n
(
log
W n
e(mk)(Y
n)
(Wep(e(mk)))×n(Y n)
+ log (|Tn|+ 1)− nC
)]
= Vep(e(mk)),W < max
PX
VPX ,W ,
EWY n|Xn=e(mk)
[
1√
n
(
log
W n
e(mk)(Y
n)
(Wep(e(mk)))×n(Y n)
+ log (|Tn|+ 1)− nC
)]
=
1√
n
(nI(ep(e(mk)),WY |X) + log (|Tn|+ 1)− nC)
≤ log (|Tn|+ 1)√
n
− ξ√n,
where EP and VP denote the expectation and the variance under the distribution P . Thus, when m
k ∈ pin,J,i∩Ωcn,
by using Chebyshev inequality, we obtain
W n
e(mk)
{
i+ 1
J
+
√
n
(
1
n
log
W n
e(mk)(Y
n)
W×nep(e(mk))(Y
n)
+
1
n
log (|Tn|+ 1)− C
)
≤ R
}
≥1− Vep(e(mk)),W[
R− iJ − 1√n(nI(ep(e(mk)),WY |X) + log (|Tn|+ 1)− nC)
]2 . (78)
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For sufficiently large n, we have
W n
e(mk)
{
i+ 1
J
+
√
n
(
1
n
log
We(mk)(Y
n)
W×nep(e(mk))(Y
n)
+
1
n
log (|Tn|+ 1)− C
)
≤ R
}
≥1− maxPX VPX ,W[
R− i+1J − log (|Tn|+1)√n + ξ
√
n
]2 . (79)
Since the value
1− maxPX VPX ,W[
R− i+1J − log (|Tn|+1)√n + ξ
√
n
]2
asymptotically goes to 1, we obtain (77).
Step (iv): For the second term of (76), we will show the following fact:
Given an arbitrary small real number δ > 0, there exists a sufficiently large n2 such that
W n
e(mk)
{
i+ 1
J
+
√
n
(
1
n
log
W n
e(mk)(Y
n)
(QM )×n(Y n)
+
1
n
log (|Tn|+ 1)− C
)
≤ R
}
≥
{
ΦV ∗+(WY |X)(R− i+1J )− δ when R ≥ i+1J
ΦV ∗−(WY |X)(R− i+1J )− δ when R < i+1J ,
(80)
for n ≥ n2 and mk ∈ Ωn.
Now, to evaluate the variance of some random variable later, we define the quantity
V′P,W := EPEWx
(
log
Wx
QM
−D(Wx‖QM )
)2
. (81)
When mk ∈ Ωn, the inequality
W n
e(mk)
{
i+ 1
J
+
√
n
(
log
W n
e(mk)(Y
n)
(QM )×n(Y n)
+
1
n
log (|Tn|+ 1)− C
)
≤ R
}
≥W n
e(mk)
{
i+ 1
J
+
√
n
(
log
W n
e(mk)(Y
n)
(QM )×n(Y n)
+
1
n
log (|Tn|+ 1)− I(ep(e(mk)),WY |X)
)
≤ R
}
(82)
holds. Since the random variable
log
W n
e(mk)(Y
n)
(QM )×n(Y n)
=
∑
i
log
Wxi(Yi)
QM(Yi)
(83)
has the variance nV ′ep(e(mk)),W , applying the central limit theorem, we have
W n
e(mk)
{
i+ 1
J
+
√
n
(
log
W n
e(mk)(Y
n)
(QM )×n(Y n)
+
1
n
log (|Tn|+ 1)− I(ep(e(mk)),WY |X)
)
≤ R
}
≥ Φ

 R− i+1J√
V ′ep(e(mk)),W

− δ = ΦV ′
ep(e(mk)),W
(
R− i+ 1
J
)
− δ, (84)
for sufficiently large n. Because Φ(·) is a monotonicity increasing function and the inequalities
V ∗−(WY |X) ≤ V ′ep(e(mk)),W ≤ V ∗+(WY |X) (85)
holds, the condition R− i+1J ≥ 0 implies
ΦV ′
ep(e(mk)),W
(
R− i+ 1
J
)
≥ ΦV ∗+(WY |X)
(
R− i+ 1
J
)
, (86)
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and the other condition R− i+1J < 0 implies
ΦV ′
ep(e(mk)),W
(
R− i+ 1
J
)
≥ ΦV ∗−(WY |X)
(
R− i+ 1
J
)
. (87)
Hence, we obtain (80).
Step (v) : We will show the following fact: Given an arbitrary small real number δ > 0, there exists a sufficiently
large n3 such that
Pj[φ|k, n]
≥
i0∑
i=−LJ
PMk
{
i
J
≤ S(mk) ≤ i+ 1
J
}
Φ

 R− i+1J√
V ∗+(WY |X)


+
LJ−1∑
i=i0
PMk
{
i
J
≤ S(mk) ≤ i+ 1
J
}
ΦV ∗−(WY |X)
(
R− i+ 1
J
)
− δ, (88)
where i0 := max{i ∈ Z| i+1J ≤ R}, for n ≥ n3 and mk ∈ Ωn.
Combining (77) and (80), for sufficiently large n, we obtain
Pj[φ|k, n]
≥
LJ−1∑
i=−LJ
∑
mk∈pin,J,i∩Ωn
PMk(m
k)W n
e(mk)
{
i+ 1
J
+
√
n
(
1
n
log
W n
e(mk)(Y
n)
(QM )×n(Y n)
+
1
n
log (|Tn|+ 1)− C
)
≤ R
}
+
LJ−1∑
i=−LJ
∑
mk∈pin,J,i∩Ωcn
PMk(m
k)W n
e(mk)
{
i+ 1
J
+
√
n
(
1
n
log
W n
e(mk)(Y
n)
W×nep(e(mk))(Y
n)
+
1
n
log (|Tn|+ 1)− C
)
≤ R
}
≥
LJ−1∑
i=−LJ
∑
mk∈pin,J,i∩Ωn
PMk(m
k)W n
e(mk)
{
i+ 1
J
+
√
n
(
1
n
log
W n
e(mk)(Y
n)
(QM )×n(Y n)
+
1
n
log (|Tn|+ 1)− C
)
≤ R
}
+
LJ−1∑
i=−LJ
∑
mk∈pin,J,i∩Ωcn
PMk(m
k) · 1− δ
≥
LJ−1∑
i=−LJ
∑
mk∈pin,J,i
PMk(m
k)W n
e(mk)
{
i+ 1
J
+
√
n
(
1
n
log
W n
e(mk)(Y
n)
(QM )×n(Y n)
+
1
n
log (|Tn|+ 1)− C
)
≤ R
}
− δ
≥
i0∑
i=−LJ
PMk
{
i
J
≤ S(mk) ≤ i+ 1
J
}
ΦV ∗+(WY |X)
(
R− i+ 1
J
)
+
LJ−1∑
i=i0
PMk
{
i
J
≤ S(mk) ≤ i+ 1
J
}
ΦV ∗−(WY |X)
(
R− i+ 1
J
)
− δ.
Step (vi): We will show the following fact: Given an arbitrary small real number δ′ > 0, there exist sufficiently
large numbers n4, L, and J such that
i0∑
i=−LJ
PMk
{
i
J
≤ S(mk) ≤ i+ 1
J
}
ΦV ∗−(WY |X)
(
R− i+ 1
J
)
+
LJ−1∑
i=i0
PMk
{
i
J
≤ S(mk) ≤ i+ 1
J
}
ΦV ∗+(WY |X)
(
R− i+ 1
J
)
≥ε(R)− δ′, (89)
for n ≥ n4.
R. YAGUCHI AND M. HAYASHI: SECOND ORDER ANALYSIS FOR JOINT SOURCE-CHANNEL CODING 19
From the central limit theorem for Markov sequence (Proposition 2), random variable S(Mk) asymptotically
obeys Gaussian distribution with mean 0 and variance CHWs(M)V
Ws(M) i.e.,
PMk
{
i
J
≤ S(mk) ≤ i+ 1
J
}
→
∫ i+1
J
i
J
ϕ C
HWs (M)
V Ws(M)(x)dx (n→∞). (90)
With the limit n→∞, we have
PMk
{
i
J
≤ S(mk) ≤ i+ 1
J
}
ΦV ∗±(WY |X)
(
R− i+ 1
J
)
→
∫ i+1
J
i
J
ϕ C
HWs (M)
V Ws(M)(x)dx
∫ R− i+1
J
−∞
ϕV ∗±(WY |X)(y)dy.
So, taking the limit n→∞, we have
i0∑
i=−LJ
PMk
{
i
J
≤ S(mk) ≤ i+ 1
J
}
ΦV ∗−(WY |X)
(
R− i+ 1
J
)
+
LJ−1∑
i=i0
PMk
{
i
J
≤ S(mk) ≤ i+ 1
J
}
ΦV ∗+(WY |X)
(
R− i+ 1
J
)
(91)
→
i0∑
i=−LJ
∫ i+1
J
i
J
ϕ C
HWs (M)
V Ws(M)(x)dx
∫ R− i+1
J
−∞
ϕV ∗±(WY |X)(y)dy
+
LJ−1∑
i=i0
∫ i+1
J
i
J
ϕ C
HWs (M)
V Ws(M)(x)dx
∫ R− i+1
J
−∞
ϕV ∗±(WY |X)(y)dy. (92)
When J →∞, we can compute (92) as:
i0∑
i=−LJ
∫ i+1
J
i
J
ϕ C
HWs (M)
V Ws(M)(x)dx
∫ R− i+1
J
−∞
ϕV ∗−(WY |X)(y)dy
+
LJ−1∑
i=i0
∫ i+1
J
i
J
ϕ C
HWs (M)
V Ws(M)(x)dx
∫ R− i+1
J
−∞
ϕV ∗+ (WY |X)(y)dy
→
∫ R
−L
(∫ R−x
−∞
ϕV ∗+ (WY |X)(y)dy
)
ϕ C
HWs (M)
VWs (M)(x)dx
+
∫ L
R
(∫ R−x
−∞
ϕV ∗−(WY |X)(y)dy
)
ϕ C
HWs (M)
V Ws(M)(x)dx.
Furthermore, when L→∞,∫ R
−L
(∫ R−x
−∞
ϕV ∗+ (WY |X)(y)dy
)
ϕ C
HWs (M)
V Ws(M)(x)dx+
∫ L
R
(∫ R−x
−∞
ϕV ∗−(WY |X)(y)dy
)
ϕ C
HWs (M)
V Ws(M)(x)dx
→
∫ R
−∞
(∫ R−x
−∞
ϕV ∗+ (WY |X)(y)dy
)
ϕ C
HWs (M)
V Ws(M)(x)dx+
∫ ∞
R
(∫ R−x
−∞
ϕV ∗−(WY |X)(y)dy
)
ϕ C
HWs (M)
V Ws(M)(x)dx
=ε(R).
So, we obtain (89).
Step (vii): Since δ, δ′ > 0 are arbitrary, the combination of Steps (iv) and (v) yields
lim inf
n→∞ Pj[φ|k, n] ≥ ε(R). (93)
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VII. THE COMPARISON BETWEEN JOINT AND SEPARATION SCHEME
A. Formulation for separation coding
In this section, we compare the performance of the joint scheme with the performance of the separation scheme.
To discuss the separation scheme, we formulate a separation encoder and a separation decoder. Firstly, we fix the
input and output coding-lengths to be k and n. Then, we need to consider the encoded set {1, · · · , A} of source
coding, which is also the message set of the channel coding. Since the channel encoder does not know the source
distribution, it is natural to consider the average case with respect to the permutation on the set {1, · · · , A}. To
handle such a permutation, we focus on the following triplet;
• A source encoder es,k,A :Mk → {1, · · · , A}.
• A source-channel mapping fU : {1, · · · , A} → {1, · · · , A}.
• A channel encoder ec,A,n : {1, · · · , A} → X n.
Then, our separation encoder is given as ec,A,n ◦ fU ◦ es,k,A. The source-channel mapping fU is a random variable
subject to the uniform distribution on the set of permutations on the set {1, · · · , A}. To discuss the separation
decoder, we consider
• A source decoder ds,A,k : {1, · · · , A} →Mk.
• The inverse of the source-channel mapping f−1U : {1, · · · , A} → {1, · · · , A}
• A channel decoder dc,n,A : X n → {1, · · · , A}.
So, our separation decoder is given as ds,A,k ◦ f−1U ◦ds,A,k. That is, our separation code is composed of (e∗n, d∗n) :=
(ec,A,n ◦ fU ◦ es,k,A, ds,A,k ◦ f−1U ◦ ds,A,k).
Here, the source code (es,k,A, ds,A,k) has the source coding rate
Rs :=
logA
k
, (94)
and the channel code (ec,A,n, dc,n,A) has the channel coding rate
Rc :=
logA
n
. (95)
Then, the decoding error probability of the code (e∗n, d∗n) is given as the probability that the error occurs in the
source coding or the channel coding. Hence, the decoding error probability Psep(e
∗
n, d
∗
n) is defined as∑
m∈Mk:ds,A,k◦es,k,A(m)6=m
PMk(m)
+
∑
m∈Mk:ds,A,k◦es,k,A(m)=m
PMk(m)WY n|Xn({y : dc,n,A(y) 6= f ◦ es,k,A(m)}|ec,A,n ◦ fU ◦ es,k,A(m)). (96)
Since the source-channel mapping fU takes the value in the permutation on the set {1, · · · , A} subject to the uniform
distribution, it is natural to take the average with respect to the choice of fU . Hence, the value Psep[(es,k,A, ds,A,k), (ec,A,n, dc,n,A)]
is defined as the average of Psep(e
∗
n, d
∗
n) with respect to this choice;
Psep[(es,k,A, ds,A,k), (ec,A,n, dc,n,A)] := EUPsep(e
∗
n, d
∗
n). (97)
Let Ps(es,k,A, ds,A,k) be the decoding error probability of the source code (es,k,A, ds,A,k), and let Pc(ec,A,n, dc,n,A)
be the decoding error probability of the channel code (ec,A,n, dc,n,A) with the message subject to the uniform
distribution. Then, we have the following lemma.
Lemma 6. The average Psep[(es,k,A, ds,A,k), (ec,A,n, dc,n,A)] is calculated as
Psep[(es,k,A, ds,A,k), (ec,A,n, dc,n,A)] = Ps(es,k,A, ds,A,k) ∗ Pc(ec,A,n, dc,n,A). (98)
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Proof. From (97), we have
Psep[(es,k,A, ds,A,k), (ec,A,n, dc,n,A)]
=EUPsep(e
∗
n, d
∗
n)
=
∑
m∈Mk:ds,A,k◦es,k,A(m)6=m
PMk(m)
+EU
∑
m∈Mk:ds,A,k◦es,k,A(m)=m
PMk(m)WY n|Xn({y : dc,n,A(y) 6= f ◦ es,k,A(m)}|ec,A,n ◦ fU ◦ es,k,A(m)). (99)
The second term of (99) can be calculated as follows.
EU
∑
m∈Mk:ds,A,k◦es,k,A(m)=m
PMk(m)WY n|Xn({y : dc,n,A(y) 6= f ◦ es,k,A(m)}|ec,A,n ◦ fU ◦ es,k,A(m))
=
∑
m∈Mk:ds,A,k◦es,k,A(m)=m
PMk(m)
∑
a∈{1,··· ,A}
1
A!
∑
U :fU(m)=a
WY n|Xn({y : dc,n,A(y) 6= a}|ec,A,n(a))
=

1− ∑
m∈Mk:ds,A,k◦es,k,A(m)6=m
PMk(m)

 1
A
∑
a∈{1,··· ,A}
WY n|Xn({y : dc,n,A(y) 6= a}|ec,A,n(a)). (100)
Combining (99) and (100), we have
Psep[(es,k,A, ds,A,k), (ec,A,n, dc,n,A)]
=
∑
m∈Mk:ds,A,k◦es,k,A(m)6=m
PMk(m)
+

1− ∑
m∈Mk:ds,A,k◦es,k,A(m)6=m
PMk(m)

 1
A
∑
a∈{1,··· ,A}
WY n|Xn({y : dc,n,A(y) 6= a}|ec,A,n(a))
=Ps(es,k,A, ds,A,k) ∗ Pc(ec,A,n, dc,n,A).
Under the fixed input and output coding-lengths k and n, we minimize the above value Psep[(es,k,A, ds,A,k), (ec,A,n, dc,n,A)]
as
P∗sep(k, n : A) := min
(es,k,A,ds,A,k),(ec,A,n,dc,n,A)
Psep[(es,k,A, ds,A,k), (ec,A,n, dc,n,A)]. (101)
Here, since
min
(es,k,A,ds,A,k)
∑
m∈Mk:ds,A,k◦es,k,A(m)6=m
PMk(m) = Ps(A;PMk) (102)
min
(es,k,A,dc,n,A)
∑
a∈{1,··· ,A}
WY n|Xn({y : dc,n,A(y) 6= a}|ec,A,n(a)) = Pc(A;WY n|Xn), (103)
we have
P∗sep(k, n : A)
:= min
(es,k,A,ds,A,k),(ec,A,n,dc,n,A)
Psep[(es,k,A, ds,A,k), (ec,A,n, dc,n,A)]
=Ps(A;PMk) ∗ Pc(A;WY n|Xn). (104)
Note that for any two real numbers α and β,
min
α,β
(α ∗ β) = min(α) ∗min(β). (105)
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Considering the minimum with given value A, we have
P∗sep(k, n) = min
A
P∗sep(k, n;A). (106)
Hereafter, we note the coding rate of the separation scheme rn as rn :=
k
n . Additionally, we define
Ksep(n, ε) := inf{k|P∗sep(k, n) ≤ ε}. (107)
Remark 6. Many existing papers [7], [11], [8] discussed the separation scheme, and they focused on the value
Ps(es,k,A, ds,A,k)∗Pc(ec,A,n, dc,n,A). However, they did not give a rigorous derivation of this value. The contribution
of this subsection is derivation of this value from the formulation given here, which is rigorously shown as Lemma
6.
B. Second order analysis
1) Conditional additive channel case: In this section, we evaluate the second order rate of the separation scheme.
Using the ∗-product distribution Φ˜
[
C
HWs (M)V
Ws(M), V Wc(X|Z)
]
, we have the following theorem for a conditional
additive channel given by the transition matrix Wc.
Theorem 3. The optimal transmission length Ksep(n, ε) is asymptotically expanded as
lim
n→∞
Ksep(n, ε)H
Ws(M)− nC√
n
= Φ˜
[
C
HWs(M)
V Ws(M), V Wc(X|Z)
]−1
(ε). (108)
In other words,
lim
n→∞Psep
(
n
C
HWs(M)
+
√
n
R
HWs(M)
, n
)
= εsep(R), (109)
where
εsep(R) := Φ˜
[
C
HWs(M)
V Ws(M), V Wc(X|Z)
]
(R). (110)
Remark 7. This theorem is an extension of the existing result [6, Section V] to the case with Markovian source
and a conditional additive channel.
Proof. We assume that limn→∞Psep(k, n) = ε and the intermediate set size of the separation code is A. If
Ps(A;PMk)→ εs and Pc(A;WY n|Xn)→ εc then ε = εs ∗ εc.
The channel and source coding theorems for the Markovian case with the second order [5, Theorems 10 and 21]
guarantee the following relations
logA = kHWs(M)−
√
V Ws(M)
√
kΦ−1(εs) + o
(√
k
)
, (111)
logA = nC +
√
V Wc(X|Z)√nΦ−1(εc) + o
(√
n
)
. (112)
Hence, we have
kHWs(M) = nC +
√
V Ws(M)
√
kΦ−1(εs) +
√
V Wc(X|Z)√nΦ−1(εc) + o
(√
n
)
. (113)
Since kn =
C
HWs(M) + o(n),
kHWs(M)
n
= C +
(√
C
HWs(M)
V Ws(M)Φ−1(εs) +
√
V Wc(X|Z)Φ−1(εc)
)√
1
n
+ o
(
1√
n
)
. (114)
Optimizing the chose of A, we have
Ksep(n, ε)H
Ws(M)
n
= C + max
ε≥εs∗εc
(√
C
HWs(M)
V Ws(M)Φ−1(εs) +
√
V Wc(X|Z)Φ−1(εc)
)√
1
n
+ o
(
1√
n
)
.
(115)
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Hence, we have
lim
n→∞
Ksep(n, ε)H
Ws(M)− nC√
n
= max
ε≥εs∗εc
(√
C
HWs(M)
V Ws(M)Φ−1(εs) +
√
V Wc(X|Z)Φ−1(εc)
)
. (116)
2) Discrete memoryless channel case: Using the ∗-product distribution, we evaluate the second order rate of
separation coding in the discrete memoryless channel case.
Theorem 4. For the discrete memoryless channel give by a transition matrix W, we have
lim
n→∞
Kdm,sep(ε, n)H
Ws(M)− nC√
n
= ε−1sep(ε), (117)
where
εsep(R) := min
{
Φ˜
[
C
HWs(M)
V Ws(M), V ∗+(WY |X)
]
(R), Φ˜
[
C
HWs(M)
V Ws(M), V ∗−(WY |X)
]
(R)
}
. (118)
Remark 8. The paper [6, section V] showed the same statement with the assumption V ∗+(WY |X) = V ∗−(WY |X)
and the source is independent and identical distribution. Our contribution is removing the first assumption and
generalizing it to Markovian source.
Proof. We find that
ε−1sep(ε) = max
{
Φ˜
[
C
HWs(M)
V Ws(M), V ∗+(WY |X)
]−1
(ε), Φ˜
[
C
HWs(M)
V Ws(M), V ∗−(WY |X)
]−1
(ε)
}
. (119)
We assume that limn→∞ Psep(k, n) = ε and intermediate set size of separation code is A. If Ps(A;PMk)→ εs
and Pc(A;WY n|Xn)→ εc then ε = εs∗εc. The channel coding theorem with the second order [1], [3], [4] (Theorem
2 with uniform message of size A) guarantees that
logA = kHWs(M) +
√
nmax
{√
V ∗+(WY |X)Φ
−1(εc),
√
V ∗−(WY |X)Φ
−1(εc)
}
. (120)
Combining (111) and (120), we obtain
kHWs(M)− nC =
√
k
√
V Ws(M)Φ−1(εs) +
√
nmax
{√
V ∗+(WY |X)Φ
−1(εc),
√
V ∗−(WY |X)Φ
−1(εc)
}
=
√
n
√
C
HWs(M)
V Ws(M)Φ−1(εs) +
√
nmax
{√
V ∗+(WY |X)Φ
−1(εc),
√
V ∗−(WY |X)Φ
−1(εc)
}
because kn =
C
HWs(M) + o(n). So, we have
lim
n→∞
Kdm,sepH
Ws(M)− nC√
n
= max
ε=εs∗εc
(√
C
HWs(M)
V Ws(M)Φ−1(εs) + max
{√
V ∗+(WY |X)Φ
−1(εc),
√
V ∗−(WY |X)Φ
−1(εc)
})
=max
{
max
ε=εs∗εc
(√
C
HWs(M)
V Ws(M)Φ−1(εs) +
√
V ∗+(WY |X)Φ
−1(εc)
)
,
max
ε=εs∗εc
(√
C
HWs(M)
V Ws(M)Φ−1(εs) +
√
V ∗−(WY |X)Φ
−1(εc)
)}
. (121)
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C. Comparison
Here, we compare the optimal error probability ε(R) and the error probability εsep(R) of the separation scheme.
Since this comparison is based on the capacity C , the source entropy rate HWs(M), the source variance V Ws(M),
and the channel variance, the analysis of the conditional additive channel case can be done as the same was as the
analysis of the discrete memoryless channel case. So, we discuss only the discrete memoryless channel case.
First, we compare the separation bound with the Kostina-Verdu´ bound εKV (R) defined in (44), which is still not
the tight bound in the joint source-channel scheme. The property (11) implies the inequality
εsep(R)
εKV (R)
≥ 1. (122)
Here, the equality is attained if and only if V Ws(M) = 0, HWs(M) = 0, or C = 0. When HWs(M) = 0, there
is no information to be transmitted. When C = 0, we cannot make any information transmission. These two cases
do not occur in a realistic case. When V Ws(M) = 0, the distribution of the message source is uniform, which is
not discussed in the joint source-channel coding. So, we conclude that the separation scheme always has a larger
decoding error probability than the joint source-channel scheme.
As the opposite evaluation, we have the following lemma.
Lemma 7. We have
εsep(R)
εKV (R)
≤ 2Φ(R∗)−Φ(R∗)
2
Φ(R∗)
, (123)
where
R∗ :=


R√
C
HWs (M)
V Ws(M)+V ∗−(WY |X)
when R ≤ 0
R√
C
HWs (M)
V Ws(M)+V ∗+ (WY |X)
when R > 0.
(124)
Under the conditions V ∗+(WY |X) = V ∗−(WY |X) and R ≤ 0, the equality holds if and only if CHWs (M)V Ws(M) =
V ∗−(WY |X).
Proof. When R ≤ 0, we have
εKV (R) =Φ C
HWs (M)
VWs (M)+V ∗−(WY |X)
(R) (125)
εsep(R) ≤Φ˜
[
C
HWs(M)
V Ws(M), V ∗+(WY |X)
]
(R). (126)
So, the inequality (11) of Lemma 1 implies (123). We can show this inequality in the case of R < 0.
When V ∗+(WY |X) = V ∗−(WY |X) and R ≤ 0, Lemma 1 guarantees that the equality holds if and only if
C
HWs(M)V
Ws(M) = V ∗−(WY |X).
When the variance of the information density is unique, i..e, V ∗+(WY |X) = V ∗−(WY |X), Lemma 7 analytically
determines the range of the ratio between the error probabilities with the joint and separation schemes. For the
general case, combining Lemmas 5 and 7, we obtain the following lemma.
Lemma 8. We have
1 ≤ εsep(R)
ε(R)
≤
{
4Φ(R∗)−2Φ(R∗)2
Φ(R∗)
when R < 0
2Φ(R∗)−Φ(R∗)2
Φ(R∗)Φ(R∗)
when R ≥ 0, (127)
where R∗ := R√
C
HWs (M)
V Ws(M)
.
Remark 9. The paper [7, Section V] discussed a similar comparison as Lemma 7 when the source is subject to an
independent and identical distribution and V ∗−(WY |X) = V ∗+(WY |X). Although the paper [7, Section V] conjectured
a similar statement as Lemma 1 via numerical calculation, they did not show it. Hence, they could not analytically
determine the range of the ratio between the error probabilities with the joint and separation schemes even when
V ∗+(WY |X) = V ∗−(WY |X).
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VIII. DISCUSSION
We have discussed the source-channel joint coding with the second order regime. We have two open problems
in this area. One is the complete derivation of the second order coding rate in the general discrete memoryless
case. In this case, when the maximum and minimum variances has the same value, the second order coding rate
was derived by the paper [6], [7]. However, the general case had been remained as an open problem while a lower
bound was obtained by Kostina and Verdu´ [9]. Our optimal rate is strictly better than the lower bound by [9].
To achieve such a better rate, we have invented a new random coding method, in which, the distribution of the
input alphabet is chosen according to the generation probability of the message. Since the generation probability
depends on the message in the joint coding regime, this improvement is very effective. This coding method can
be expected to another problem. The second contribution is the derivation of the range of the ratio between the
second order error probabilities of the joint and separation schemes. The paper [7] derived an upper bound only by
numerical calculation. We have showed this conjecture analytically. Further, we have given a rigorous formulation
for the separation coding in Subsection VII-A while the error probability given in the RHS of (97) was used in
many previous studies without rigorous derivation.
To obtain both main contributions, we have newly introduced two distribution families in Section III. One is
switched Gaussian convolution distributions and the other is ∗-product distribution. Both distributions are defined
as modifying the Gaussian distribution. We have derived the notable relations among the cumulative distribution
functions of these distributions and the Gaussian distribution. The second contribution has been obtained from this
kind of relations. Since these new distributions have operational meaning in this way, we can expect that they will
be applied to topics in information theory and related areas.
ACKNOWLEDGMENTS
MH is very grateful to Professor Vincent Y. F. Tan and Professor Shun Watanabe for helpful discussions and
comments. The works reported here were supported in part by JSPS Grants-in-Aid for Scientific Research (B) No.
16KT0017 and (A) No.17H01280, the Okawa Research Grant and Kayamori Foundation of Informational Science
Advancement.
APPENDIX A
PROOF OF LEMMA 1
Step (i): In this step, we prove the first inequality of (11). Assume that 0 < v1, v2 <∞. Let X and Y be Gaussian
random variables with mean 0 and variance v1 and v2, respectively. They are assumed to be independent of each
other. For a given real number a, we have
Φv1 (a) ∗Φv2 (R− a) = Pr{X ≤ a or Y ≤ R− a}, (128)
On the other hands, since X + Y is a Gaussian random variable with variance v1 + v2, we have
Φv1+v2(R) = Pr{X + Y ≤ R}. (129)
Because {X + Y ≤ R} ( {X ≤ a or Y ≤ R− a}, we have
Pr{X + Y ≤ R} < Pr{X ≤ a or Y ≤ R− a}, (130)
which implies that
Φv1+v2(R) < Φv1 (a) ∗Φv2 (R− a) . (131)
Taking the maximum with respect to a, we have
Φv1+v2(R) < Ψ[v1, v2](R). (132)
Further, when v1 or v2 is zero, or v1 or v2 is infinity, the equality holds in (132).
Step (ii): In this step, we show the second inequality in (11), and its equality condition. For the proof, we define
the new function ε˜(ε, y) for ε ∈ (0, 1) and y ≤ 0 as:
ε˜(ε, y) := max
ε≥εs∗εc
Φ−1(εs) +
√
yΦ−1(εc)√
1 + y
. (133)
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Using this function, we can rewrite function Φ˜[v1, v2]
−1(ε) as:
Φ˜[v1, v2]
−1(ε) =
√
v1 + v2Φ
−1(ε˜(ε, y)), (134)
where y = v2v1 . Hence, the second inequality in (11) and its equality condition follow from the following two
lemmas.
Lemma 9. For any y ≥ 0, it holds that
Φ−1(ε˜(ε, y)) ≥
√
2Φ−1(1−√1− ε). (135)
Hence, we obtain R = Φ˜[v1, v2]
−1(ε) ≥
√
2(v1 + v2)Φ
−1(1−√1− ε). So, we have Φ2(v1+v2)(R) ≥ 1−
√
1− ε,
which implies that
Φ˜[v1, v2](R) = ε ≤ 2Φ2(v1+v2)(R)− Φ2(v1+v2)(R)2. (136)
Due to the equality condition in Lemma 9, the equality holds in (136) only when v1 = v2. Conversely, we have
the following lemma.
Lemma 10. When R ≤ 0, the equality
Φ˜[v1, v1](R) = 2Φ4v1(R)− Φ4v1(R)2 (137)
holds.
Hence, we can see that the equality holds in (136) if and only if v1 = v2. Lemma 9 is shown in Appendix B,
and Lemma 10 is shown in Appendix C.
APPENDIX B
PROOF OF LEMMA 9
It is sufficient to show the following two statements. (1) For any y > 0, we have
Φ−1(ε˜(ε, y)) = max
ε=εs∗εc
Φ−1(εs) +
√
yΦ−1(εc)√
1 + y
≥ max
ε=εs∗εc
inf
y≥0
Φ−1(εs) +
√
yΦ−1(εc)√
1 + y
(138)
=
√
2Φ−1(1−√1− ε). (139)
(2) The maximum in (138) is realized only when εs = εc. Under this condition, the infimum infy≥0
Φ−1(εs)+
√
yΦ−1(εc)√
1+y
is realized only when y = 1.
The statement (1) implies (136), and the statement (1) implies the necessarily condition for the equality in (136).
Step (i): In this step, we will show the following relation for ε ≤ 34 .
max
ε=εs∗εc
inf
y≥0
Φ−1(εs) +
√
yΦ−1(εc)√
1 + y
= max
ε=εs∗εc,εs≤ 12 ,εc≤ 12
−
√
Φ−1(εs)2 +Φ−1(εc)2. (140)
Hence, it is sufficient to show that
max
ε=εs∗εc
inf
y≥0
1√
1 + y
(
1√
y
)
·
(
Φ−1(εs)
Φ−1(εc)
)
= max
ε=εs∗εc
−
√
Φ−1(εs)2 +Φ−1(εc)2. (141)
We rewrite the LHS of (141) as
max
ε=εs∗εc
inf
y≥0
Φ−1(εs) +
√
yΦ−1(εc)√
1 + y
= max
ε=εs∗εc
inf
y≥0
1√
1 + y
(
1√
y
)
·
(
Φ−1(εs)
Φ−1(εc)
)
, (142)
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where · is inner product of vector. The inside of the RHS of (142) is calculated as
inf
y≥0
1√
1 + y
(
1√
y
)
·
(
Φ−1(εs)
Φ−1(εc)
)
=


−
√
Φ−1(εs)2 +Φ−1(εc)2 when Φ−1(εs) ≤ 0 and Φ−1(εc) ≤ 0
Φ−1(εs) when Φ−1(εs) ≤ 0 and Φ−1(εc) ≥ 0
Φ−1(εc) when Φ−1(εs) ≥ 0 and Φ−1(εc) ≤ 0.
(143)
Since ε ≤ 34 , either Φ(εs) or Φ(εc) is negative. Hereafter, we will consider the maximum value of (143) under the
condition ε = εs ∗ εc.
When ε ≤ 12 , we have εs, εc ≤ 12 , which implies (141). So, we consider the case when 12 < ε ≤ 34 , which has
the above three cases. First, we consider the case when Φ−1(εs) ≤ 0 and Φ−1(εc) ≥ 0. Then, we have
max
εs,εc:ε=εs∗εc,
Φ−1(εs)≤0,
Φ−1(εc)≥0
Φ−1(εs) = maxεs,εc:ε=εs∗εc,
εs≤ 12 ,εc≥ 12
Φ−1(εs)
= max
εs,εc:0≤εs≤2ε−1
Φ−1(εs)
=Φ−1(2ε− 1). (144)
That is, the maximum value is attained when Φ−1(εs) = Φ−1(2ε − 1) and Φ−1(εc) = 0.
We obtain the same equation in the case when Φ−1(εs) ≥ 0 and Φ−1(εc) ≤ 0. Hence, we find that that the
maximum of the RHS of (143) equals maxε=εs∗εc,εs≤ 12 ,εc≤ 12 −
√
Φ−1(εs)2 +Φ−1(εc)2, which implies (140).
Step (ii): In this step, when ε ≤ 34 , we will show the following equation. Also we will show that the following
maximum is realized if and only if εs = εc. Since the discussion of Step (i) shows that Under this condition, the
infimum infy≥0
Φ−1(εs)+
√
yΦ−1(εc)√
1+y
is realized only when y = 1. These discussions show the desired statements (1)
and (2) with ε ≤ 34 .
max
ε=εs∗εc,εs≤ 12 ,εc≤ 12
−
√
Φ−1(εs)2 +Φ−1(εc)2 =
√
2Φ−1(1−√1− ε). (145)
For notation, we define the function for εs and εc as:
A(εs, εc) :=
√
Φ−1(εs)2 +Φ−1(εc)2. (146)
Then, we can find that
lim
εs→0
A(εs, εc) = lim
εc→0
A(εs, εc) =∞, (147)
andmaxε=εs∗εc,εs≤ 12 ,εc≤ 12 A(εs, εc) is monotonically decreasing function of ε. Hence, the relation (145) is equivalent
to
min
εs,εc:A(εs,εc)=−
√
2Φ−1(1−√1−ε)
εs ∗ εc = ε. (148)
Choosing a := −√2Φ−1(1−√1− ε) > 0, we write
Φ−1(εs) = a cos θ,
Φ−1(εc) = a sin θ,
for certain pi ≤ θ ≤ 32pi. Now, to regard εs ∗ εc as a function of θ, we define
f(θ) := Φ(a cos θ) ∗ Φ(a sin θ), (149)
and hereafter we will find θ which minimize f(θ). Calculating the derivative, we have
df(θ)
dθ
=
d
dθ
[Φ(a cos θ) + Φ(a sin θ)−Φ(a cos θ)Φ(a sin θ)]
=− a sin θΦ′(a cos θ) + a cos θΦ′(a sin θ) + a sin θΦ′(a cos θ)Φ(a sin θ)− a cos θΦ(a cos θ)Φ′(a sin θ)
=− a sin θΦ′(a cos θ)(1−Φ(a sin θ)) + a cos θΦ′(a sin θ)(1−Φ(a cos θ)).
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Now, we define
ga(x) := −a
√
1− x2Φ′(ax)(1− Φ(−a
√
1− x2)).
Because Φ′(x) = 1√
2pi
e−
x2
2 and Φ(x) is a monotonically increasing function for x < 0, we find that ga(x) is a
monotonically increasing function for x < 0. Since
df(θ)
dθ
= −ga(cos θ) + ga(sin θ), (150)
the derivative test chart of f(θ) is given as follows.
θ pi · · · 54pi · · · 32pi
df(θ)
dθ − +
f(θ) ց ր
(151)
Hence, when θ = 54pi i.e., εs = εc, f(θ) is minimized. Therefore, when (εs, εc) satisfies ε = εs ∗ εc and εs = εc,
the minimum (148) is attained. So, we have εs = εc = 1−
√
1− ε, which means (148).
Step (iii): In this step, when ε > 34 , we will show the following equation. Also we will show that the following
maximum is realized if and only if εs = εc. Since the discussion of Step (i) shows that Under this condition, the
infimum infy≥0
Φ−1(εs)+
√
yΦ−1(εc)√
1+y
is realized only when y = 1. These discussions show the desired statements (1)
and (2) with ε > 34 .
max
ε≥εs∗εc
inf
y≥0
Φ−1(εs) +
√
yΦ−1(εc)√
1 + y
=
√
2Φ−1(1−√1− ε). (152)
Since ε > 34 , we have four cases. (1) Φ
−1(εs) ≤ 0 and Φ−1(εc) ≤ 0. (2) Φ−1(εs) > 0 and Φ−1(εc) ≤ 0.
(3) Φ−1(εs) ≤ 0 and Φ−1(εc) > 0. (4) Φ−1(εs) > 0 and Φ−1(εc) > 0. The infinum infy≥0 Φ
−1(εs)+
√
yΦ−1(εc)√
1+y
is
negative except for the case (4). So, the maximum with respect to εs and εc under the condition ε ≥ εs ∗ εc is
realized in the case (4). In the case (4), we have
inf
y≥0
Φ−1(εs) +
√
yΦ−1(εc)√
1 + y
= min(Φ−1(εs),Φ−1(εc)). (153)
The maximum of the RHS of (153) with the condition ε ≥ εs ∗εc is realized when ε = εs ∗εc and εs = εc. Solving
the equation ε = εs ∗ εs, we have
max
ε≥εs∗εc
min(Φ−1(εs),Φ−1(εc)) =
√
2Φ−1(1−√1− ε). (154)
So, the combination of (153) and (154) yields (152).
APPENDIX C
PROOF OF LEMMA 10
It is sufficient to show the case with v1 = 1. We set the function
f(s) := Φ(s) ∗ Φ(R− s). (155)
That is, it is sufficient to show that the minimum mins f(s) is realized when s =
R
2 because Φ(
R
2 ) ∗Φ(R2 ) equals
the RHS of (137).
Calculating the derivative, we have
df(s)
ds
=
d
ds
[Φ(s) + Φ(R− s)− Φ(s)Φ(R− s)]
=Φ′(s)− Φ′(R− s)− Φ′(s)Φ(R− s) + Φ(s)Φ′(R− s)
=Φ′(s)(1 − Φ(R− s))− Φ′(R− s)(1− Φ(s))
=Φ′(s)Φ(s−R)− Φ′(R− s)Φ(−s).
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The function x 7→ Φ′(x)Φ(x−R) is a monotonically increasing function for x < 0. So, we find that df(s)ds ≤ 0 for
s ∈ [R, R2 ] and df(s)ds ≥ 0 for s ∈ [R2 , 0]. Further, when s < R, |s| > |R−s|, which implies that Φ′(s) < Φ′(R−s). In
this case, we have s−R < −s, which implies Φ(s−R) < Φ(−s). So, we obtain Φ′(s)Φ(s−R)−Φ′(R−s)Φ(−s) <
0, i.e., df(s)ds < 0. Similarly, when s > 0, we can show the inequality
df(s)
ds > 0. Therefore, the minimum mins f(s)
is realized when s = R2 .
APPENDIX D
PROOF OF LEMMA 3
First, we set
L := {(m,x, y) ∈ (M,X ,Y)|PM (m)WY |X=x(y) ≤ cQY (y)}. (156)
For each (m,x) ∈ (M,X ), we define
B(m,x) := {y ∈ Y|(m,x, y) ∈ L}. (157)
Also, for decoder ϕ and each m ∈ M, we define
D(m) := {y ∈ Y|ϕ(y) = m}. (158)
In addition, we define PX|M so that
PX|M (x|m) =
{
0 x 6= e(m)
1 x = e(m).
(159)
Using this notation, we define
PMX(m,x) := PM (m)PX|M (x|m), (160)
PMXY (m,x, y) := PM (m)PX|M (x|m)WY |X=e(m)(y). (161)
Then,∑
m
PM (m)WY |X=e(m){PM (m)WY |X=e(m)(Y ) ≤ cQY (Y )}
=
∑
(m,x,y)∈L
PMXY (m,x, y)
=
∑
(m,x)∈M,X
∑
y∈B(m,x)
PMX(m,x)WY |X(y|x)
=
∑
(m,x)∈M,X
∑
y∈B(m,x)∩D(m)
PMX(m,x)WY |X(y|x) +
∑
(m,x)∈M,X
∑
y∈B(m,x)∩Dc(m)
PMX(m,x)WY |X(y|x)
≤
∑
(m,x)∈M,X
∑
y∈B(m,x)∩D(m)
PMX(m,x)WY |X(y|x) +
∑
(m,x)∈M,X
∑
y∈Dc(m)
PMX(m,x)WY |X(y|x)
=
∑
(m,x)∈M,X
∑
y∈B(m,x)∩D(m)
PMX(m,x)WY |X(y|x) + Pjs[φ|PM ,WY |X ]. (162)
The last equality follows since the error probability can be written as
Pjs[φ|PM ,WY |X ] =
∑
(m,x)∈M,X
∑
y∈Dc(m)
PMX(m,x)WY |X(y|x).
We notice here that
PM (m)WY |X=e(m)(Y ) ≤ cQY (Y )
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for y ∈ B(m,x). By substituting this into (162), the first term of (162) is∑
(m,x)∈M,X
∑
y∈B(m,x)∩D(m)
cPX|M (x|m)QY (y)
≤
∑
(m,x)∈M,X
∑
y∈D(m)
cPX|M (x|m)QY (y)
=c
∑
m∈M
∑
y∈D(m)
QY (y)
=c
∑
m∈M
QY (D(m)) = c,
which implies (19).
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