This paper discusses the regularity of multiple-valued Dirichlet minimizing maps into the sphere. It shows that even at branched point, as long as the normalized energy is small enough, we have the energy decay estimate. Combined with the previous work by Chun-Chi Lin, we get our first estimate that H m−2 (singular set) = 0. Furthermore, by looking at the tangent map and using dimension reduction argument, we show that the singular set is at least of codimension 3.
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Introduction
The regularity of harmonic maps between Riemannian manifolds has been a fascinating subject in recent years. The very first general result on this is due to [SU1] , in which they proved that a bounded, energy minimizing map u : M n → N k is regular (in the interior) except for a closed set S of Hausdorff dimension at most n − 3. One important technique they use in the paper is for lowering the dimension of S under the condition that certain smooth harmonic maps of spheres into N are trivial. This can be checked in some interesting cases, for example if N has nonpositive curvature. They showed S = ∅, i.e, any energy minimizing map into such a manifold is smooth. Use that method, they [SU2] are also able to reduce the dimension of S if N is a sphere. The result is as follows: This same question in liquid crystal configurations setting(n = 3, k = 2) has been studied independently by Hardt-Kinderlehrer-Lin using blowing-up argument in [HKL] . A few years later, Theorem 1.1 was extended to stable-stationary harmonic maps u ∈ H 1 (Ω, S k ), k ≥ 3 by Hong-Wang [HW] . Stable-stationary harmonic maps are harmonic maps with zero domain first variation and nonnegative range second variation. Examples of stable-stationary harmonic maps include energy minimizing maps. In a recent work of Lin-Wang [LW] , they improved the theorems by [SU2] , [HW] for 4 ≤ k ≤ 7 as follows: For k ≥ 3, let u ∈ H 1 (Ω, S k ) be a stable-stationary harmonic map, then the singular set S of u has Hausdorff dimension at most n −d(k) − 1.
We can also talk about the energy minimizing problems in the setting of multiple-valued functions (maps) thanks to the monumental work [AF] . After Almgren gave suitable definitions of derivative and Sobolev space for multiplevalued functions, the question of minimizing energy among functions with the prescribed boundary data becomes legitimate. Furthermore, he was able to show that any Dirichlet energy minimizing multiple-valued function is regular in the interior and has branch point of codimension at least 2. Although the primary purpose in [AF] of introducing multiple-valued functions is to approximate almost flat mass-minimizing integral currents by graphs of Dirichlet minimizing multiple-valued functions, the subject of multiple-valued functions in the sense of Almgren turns out to be also interesting in its own. See some recent works [CS] , [GJ] , [LC1] , [LC2] , [MP] , [ZW1] , [ZW2] , [ZW3] . In the same spirit of [AF] , Chun-Chi Lin (in [LC1] ) considered the energy minimizing multiple-valued map into spheres. Specifically, he showed that for points not in the branch set B 0 , as long as the normalized energy is small, the map is regular there (see more of this discussion in section three). We will continue his work by examining the local behavior of points in B 0 . The main idea is to use the blowing-up analysis at this point. The blowing-up sequence converges strongly to a Dirichlet minimizing function which is regular due to [AF] . Hence it guarantees the energy of the original map near this point satisfies some growth condition. Combining our result with the result in [LC1] , we conclude that the minimizing map is regular at any point as long as the normalized energy there is small enough thanks to Morrey's growth lemma. This gives us the first m − 2 estimate. Then, using dimension reduction argument, we get our main result:
) be a strictly defined, Dirichlet minimizing map. Then it is Hölder continuous away from the boundary except for a closed subset S ⊂ B m 1 (0) such that dim(S) ≤ m − 3. The assumption that we are looking at points in B 0 is important in the blowing-up process because we need to get suitable constant of the form Q [[b] ] for some b ∈ S n−1 in order for the subtraction between two Q-tuples to make sense. There are some other interesting questions which are not addressed in this paper, and still open to the author's knowledge. A first one is whether our result is an optimal one. We are hoping to have some similar results as in [SU2] , [LW] . Some new techniques are expected because [SU2] [LW] both use Bochner formula, which is no longer available in the multiple-valued functions setting. A second one is the regularity for stationary harmonic multiple-valued functions. There are already some positive results for this in the two dimensional case, see [LC2] . Another one is the branching behavior. Chun-Chi Lin (in [LC1] ) has done some work on this. But there was some problem with that. Basically speaking, the monotonicity formula for frequency function he used in his proof actually does not necessarily hold for multiple-valued maps. Some new idea is probably needed to get around this obstacle. It is my great pleasure to thank my thesis advisor Professor Robert Hardt for his support, encouragement and kindness during the years at Rice. A lot of this work was stimulated by [HKL] .
Preliminaries
Most of the notations, definitions and known results about multiple-valued functions that we need can be found in [ZW1] . The reader is also referred to [AF] for more details. We also use standard terminology in geometric measure theory, all of which can be found on page 669-671 of the treatise Geometric Measure Theory by H. Federer [FH] . For reader's convenience, here we state some useful results not included in [ZW1] . The proofs of them can be found in [AF] . 
Conclusions.
For L 1 almost all 0 < r < r 0 , Squash Deformation:
Squeeze Deformation: 
Conclusions:
There is a map Φ : Q → P such that (1) Φ(q) = q whenever q ∈ Q with G(q,
In case m ≥ 3, 0 < ǫ Q < 1 is as defined as in [AF] , §2.11 and 0 < ω 2.13 < 1 is defined by the requirement
(c)
is strictly defined and f |B (2) Whenever 0 < δ < 1 and p, q ∈ B m 1−δ (0), 
Some Remarks on [LC1]
In [LC1] , Chun-Chi Lin introduced the set
He proved that for a point not in B 0 , if the normalized energy of f is small enough there, then the energy of f near this point satisfies some growth condition. The key ingredients are the induction on Q and finding a comparison map. In order to use the induction, we need J ≥ 2. This is guaranteed by our assumption that the point we are looking at is not in B 0 . He did not explain that in his paper. Here is the detail:
We may as well just assume that
Now instead of letting q * ∈ Q * be the point in Q * such that
. With these points q 1 , q 2 , · · ·, q Q , 1 < K < ∞ and constant s 0 to be chosen later, we find
) is a fixed positive number. So we can choose s 0 small enough to guarantee that J ≥ 2. We also have to show that the rest of the proof in [LC1] is still valid after we choose the different q * . This is because the only place where q * is used in [LC1] is to show
We still have this because
Another thing that worth mentioning is in the proof of Lemma 4 in [LC1] , more precisely (2.12). He was claiming that g j is Hölder continuous hence having growth condition on the energy. But in fact since his work is only on points outside B 0 , and we do not know whether the origin is inside or outside of the set B 0 for each g j , the induction seems to be a problem. However, using our result on branched points, we can overcome this. Let's look at our result Theorem 7.1 in advance (notice that our proof does not depend on induction or the result in [LC1] ) , which says that at branched point,
for some constant C depending on the dimensions and the total energy D(1). Now we claim that for each g j in [LC1] , there exists a positive constant α such that
This is because if the origin is not in the corresponding set B 0 of g j , then the induction argument gives us the above estimate. Otherwise, our result applies. Finally, we modify the end of proof of Lemma 4 in [LC1] as following: (reason that the original proof did not work is that by considering two cases, the integration did not necessarily work) Now we have
Let's denote D f (r) by φ(r). The original inequality becomes
Multiply both sides by r −7(m−1) , we get
while the last inequality follows because 7(m − 1) > m − 2 + α.
Maximum Principle for Multiple-Valued Dirichlet Minimizing Functions
Lemma 4.1. Given a positive number M , and ǫ > 0, define the retraction function Π M as follows 
Proof. We may assume that M := sup x∈∂B m 1 (0) |g(x)| < ∞. If the statement is not true, i.e. there is a point 
which has boundary data g and whose energy is no more than that of f because Lip(Π M ) ≤ 1. Take any point y ∈ S, because of the continuity of f , there is a neighborhood
Therefore f must be constant in U (otherwise, its energy is nonzero. But the energy of h in U is strictly smaller than that of f , contradicting to the fact that f is Dir minimizing). So S is also open in B m 1 (0). Therefore, S = B m 1 (0), which is a contradiction to the assumption that f |∂B m 1 (0) = g.
Hybrid Inequality
From now on, m ≥ 2 and n ≥ 2.
is strictly defined and Dir minimizing, then for a.e. 0 < r < 1,
Proof. For minimizing maps, we still have the squeeze formula:
gives us the desired inequality.
Theorem 5.1 (Hybrid Inequality). There is a positive constant C, depending only on m, n, Q such that if 0 < λ < 1, and if u is a Dir-minimizer in
where
has Lebesgue measure ≤ 1/8. In particular, there is an r ∈ [1/2, 1] such that u|∂B
We claim that there exists a map w ∈ Y 2 (B 
for some universal constant K. This is because, we choose h : B 
By Lemma 5.1, we have
Unfortunately, the image of h may not lie in Q(S n−1 ). To correct this, we consider, for a ∈ B m 1/2 (0), the projection Π a (x) = (x − a)/|x − a|, and note that by Sard's Theorem, the composition (Π a ) ♯ •h ∈ Y 2 (B m 1 (0), Q(S n−1 )) for almost all a. Using Fubini's Theorem, we estimate
Applying Theorem 4.1 to the function h, and noticing that
we get |h i (x)| ≤ 1, for any i, any x ∈ B m r (0) Therefore 
Now back to our desired result,
Applying the inequality ab ≤ 1 2 δa 2 + 1 2 δ −1 b 2 , with δ = λ 2 m K , we have
6 Energy Improvement 6.1 A Poincare-Type Theorem Definition 6.1. Then there is a constant C = C(m, p, Ω), such that
, and let
Then there is a constant C = C(m) such that
Proof. Case 1. m > 2: By Hölder inequality, with parameters m/(m − 2) and m/2
Case 2. m = 2: We just choose 2 * to be 2 in Theorem 6.1.
Blowing-up Sequence
Definition 6.2.
Theorem 6.2 (Energy Improvement). There are positive constants ǫ and
Proof. Were the theorem false, there would be, for each 0 < θ < 1/2, a sequence
Let Π be the projection onto the unit sphere in R n , i.e. Π(x) = x |x| . It is easy to check that when we restrict our attention to the set U ǫ = {x : 1−ǫ < |x| < 1+ǫ}, the Lipschitz constant of Π is no more than 1/(1 − ǫ).
where L is defined in Corollary 6.1. Consider the following blowing-up sequence
The energy of each one is one by the definition of ǫ i . As for their L 2 norms, we estimate as follows:
Hence the L 2 -norm of the blowing-up sequence in B [ZW1] to get a subsequence(for convenience, whenever we have to take a subsequence, we do not change the notation) such that
for some w ∈ Y 2 (B m 1 (0), Q).
Blowing-up the Constraint
Since S n−1 is compact, we may assume that
. By definition we have
Take the norm of both sides,
Let i go to infinity, we know w ∈ Y 2 (B m 1 (0), Q(P )) for some n − 1 dimensional plane P passing through the origin and perpendicular to b.
Strong Convergence and Minimality
Now we want to show that w is Dir minimizing in Y 2 (B 
This is because that otherwise we get that ρ
sufficiently large i by summation over l, contrary to the definition of M . Thus choosing such an l, letting ρ = ρ 0 (θ + (l − 1)ǫ), and noting that ρ(1 + ǫ)
|D(u i /ǫ i )| 2 < δ for some subsequence u i .
By weak convergence, we have 
for sufficiently large i, we can find
where C depends only on m, n, Q.
By the minimizing property of u i , we have
Since δ was arbitrary, we have
Therefore, w is minimizing on B 
for each ρ 1 < ρ 0 . Evidently it follows from this(keeping in mind the arbitrariness of ρ 0 ) that
we can evidently select a subsequence which converges strongly to Dw on B 
Proof of Energy Improvement
We have already proved that Dw i converges strongly to Dw in Y 2 , hence
We also have proved the Dir minimality of w, hence by Theorem 2.4
Applying the Hybrid Inequality to u i (2θx), we get
which can be simplified to
Choosing the positive integer k = k(θ) for which 1/2 ≤ 2 k θ ≤ 1, we iterate k − 1 more times to obtain
Let's choose θ small enough such that θ
. This is possible because it is equivalent to
Noting that θ ≥ 2 −1−k , the right side of above one is greater than
which is bounded from below although when θ goes to zero, k goes to infinity. Thus for i sufficiently large enough,we have
contradicting the choice of u i . 
Energy Decay
It is easy to check
Claim: E θ (u R ) ≤ θ ω2.13 ǫ 2 . This is because u R ∈ F,and E 1 (u R ) = R 2−m Dir(u, B m R (0)) ≤ ǫ 2 by our assumption. Hence we can use the energy improvement to the function u R to get that. Claim: E θ (u θR ) ≤ θ 2ω2.13 ǫ 2 . Obviously, u θR ∈ F, moreover,
Hence using the energy improvement to function u θR , we get
Continuing the process, we get Proof. Let
Obviously, S is closed and H m−2 (S) = 0 (see for example Lemma 2.1.1 in [LY] ). Let's look at a point a ∈ B m 1 (0) ∼ S. We may assume a = 0. Let ǫ be the constant in the Energy Improvement, and k = k(Q, m, n) be the constant in the "small energy regularity" theorem in [LC1] 
We have two possibilities: Case 1: b ∈ B 0 . By the "small energy regularity" theorem in [LC1] , we have
where β is the constant given in [LC1] . Case 2: b ∈ B 0 . From Energy Decay we have
Therefore u ∈ C 0,min{ω2.13,β}/2 [B m R (0)] by Morrey's growth lemma.
9 Dimension Reduction 9.1 Monotonicity Formula
is Dir minimizing, although ξ • u is not necessarily harmonic, we still have the following results: Consider the domain variation
If we let f = ξ • u, it is easy to check as in [SL] , §2.2
, where R = |y − x| and ∂/∂R means directional derivative in the radial direction |y − x| −1 (y − x).
Proof. Just apply the argument of ( [SL] , §2.4) to the function ξ • u to get If σ > 0 is arbitrary and ρ < ρ 0 /σ, we have (using Du y,ρ (x) = ρ(Du)(y + ρx), and making a change of variablex = y + ρx in the energy integral of u y,ρ )
Definition of Tangent Maps
uniformly for ρ because u(x) ∈ Q(S n−1 ). So we can use Compactness Theorem 4.3 in [ZW1] to get a subsequence ρ j ′ such that u y,ρ j ′ → ϕ locally in R m with respect to the Y 2 −norm, where ϕ : R m → Q(S n−1 ) is an energy minimizing map, called a tangent map of u at y.
Properties of Tangent Maps
Let ρ j ↓ 0 be one of the sequences such that the re-scaled maps u y,ρj → ϕ as described above. Since u y,ρj converges in energy to ϕ, we have, after setting ρ = ρ j and taking limits on each side of (1) as j → ∞, 
Thus any tangent map of u at y has constant scaled energy and equal to the density of u at y. Furthermore, we apply the monotonicity formula to ϕ to get
So that ∂ϕ/∂R = 0 a.e, and since ϕ ∈ Y 2 (R m , Q(S n−1 )) it is correct to conclude from this, by integration along rays, that ϕ(λx) ≡ ϕ(x) ∀λ > 0, x ∈ R m Theorem 9.2. y ∈ reg u ⇔ Θ u (y) = 0 ⇔ ∃ a constant tangent map ϕ of u at y Proof. The first part of the statement is easily obtained from Theorem 8.1. The second part comes from (2).
Properties of Homogeneous Degree Zero Minimizers
Suppose ϕ : R m → Q(S n−1 ) is a homogeneous degree zero minimizer. We first observe that the density Θ ϕ (y) is maximum at y = 0; in fact, by the monotonicity formula, for each ρ > 0 and each y ∈ R Notice also that this argument shows that the equality implies that ∂ϕ/∂R y = 0 a.e; that is ϕ(y +λx) ≡ ϕ(y +x) for each λ > 0. Since we also have ϕ(λx) ≡ ϕ(x) we can then compute that for any λ > 0 and x ∈ R m that ϕ(x) = ϕ(λx) = ϕ(y + (λx − y)) = ϕ(y + λ −2 (λx − y)) = ϕ(λ(y + λ −2 (λx − y))) = ϕ(x + ty), where t = λ − λ −1 is an arbitrary real number. So let S(ϕ) be defined by S(ϕ) = {y ∈ R m : Θ ϕ (y) = Θ ϕ (0)}.
Then we have shown that ϕ(x) ≡ ϕ(x + ty) for all x ∈ R m ,t ∈ R, and y ∈ S(ϕ).Then of course ϕ(x + az 1 + bz 2 ) ≡ ϕ(x) for all a, b ∈ R and z 1 , z 2 ∈ S(ϕ). But if z ∈ R m and ϕ(x + z) ≡ ϕ(x) for all x ∈ R m , then trivially, Θ ϕ (z) = Θ ϕ (0)(and hence z ∈ S(ϕ) by definition of S(ϕ)), so we conclude S(ϕ) is a linear subspace of R m and ϕ(x + y) ≡ ϕ(x), x ∈ R m , y ∈ S(ϕ).
(Thus ϕ is invariant under the composition with translation by elements of S(ϕ).) Notice of course that dim S(ϕ) = n ⇔ S(ϕ) = R m ⇔ ϕ = const.
Also, a homogeneous degree zero map which is not constant clearly can not be continuous at 0, so we always have 0 ∈ sing ϕ if ϕ is non-constant, and hence, since ϕ(x + z) ≡ ϕ(x) for any z ∈ S(ϕ), we have S(ϕ) ⊂ singϕ for any non-constant homogeneous degree zero minimizer ϕ.
Further Properties of sing u
We know y ∈ sing u ⇔ dim S(ϕ) ≤ n − 1 for every tangent map ϕ of u at y
Now for each j = 0, 1, · · ·, n − 1 we define S j = {y ∈ sing u : dim S(ϕ) ≤ j for all tangent maps ϕ of u at y} To see this first note that S j−1 ⊂ S j is true by definition and S m−1 = sing u is just (3). Also, if S m−3 is not equal to both S m−2 and S m−1 , then we can find y ∈ sing u at which there is a tangent map ϕ with dim S(ϕ) = m − 1 or m − 2; but then H m−2 (S(ϕ)) = ∞ and hence (since S(ϕ) ⊂ sing ϕ) we have H m−2 ( sing ϕ) = ∞, contradicting the fact that H m−2 (sing ϕ) = 0 by Theorem 8.1.
Lemma 9.1. For each j = 0, 1, · · ·, m − 3, dim S j ≤ j, and, for each α ≥ 0, S 0 ∩ {x : Θ u (x) = α} is a discrete set.
Proof. The proof is exactly the same as in [SL] , §3.4 
