In this paper a human action recognition algorithm, which uses background generation with shadow elimination, silhouette description based on simple geometrical features and a finite state machine for recognizing particular actions is described. The performed tests indicate that this approach obtains a 81 % correct recognition rate allowing real-time image processing of a 360 × 288 video stream.
Introduction
Human action recognition is one of the most important issues addressed by researchers involved in image processing, analysis and pattern recognition in recent years. This is due to the growing interest in the potential applications of such algorithms -automated video surveillance systems. The decreasing cost of hardware (cameras, video servers, video recorders, etc.), the development of the IP camera technology (digital cameras with Ethernet interface), as well as growing need for security in public places (streets, schools, airports, railway stations, museums) results in a significantly increase of the number of installed surveillance systems, especially in new intelligent buildings [13] .
So far, the best way to understand the situation in the visual scene is an analysis carried out by a human operator in the surveillance centre. However, this work is pretty ungrateful, because it requires a continuous focus of attention on several video streams. Furthermore, for the most time, nothing that jeopardizes the security happens. This results in the operators fatigue and a decrease in the effectiveness of the system. For many years algorithms that are able to perform automatic analysis of a video stream and detect potential threats are developed to support the operation of a surveillance system. In almost all cases the key issue is human activity, so the recognition of his behaviour is very important. Therefore, the objective is to develop such a set of algorithms that can reliably describe actions such as walking, running, falling, fight, escape, While working on human action recognition algorithms, it is necessary to take into account several important aspects: the correct recognition rate (i.e. % of correct classifications), immunity to interference and abnormal operating conditions (variable lighting, the presence of many objects in the scene, noise etc.) and the image processing time (i.e. whether it is possible to perform real-time video sequence analysis).
In this paper an algorithm that is able to recognize the following activities: standing, walking, running, crouching, lying, lying with convulsions, bending, getting up and jumping is described. For silhouette segmentation background generation and subtraction is applied. As features, simple geometric properties of the silhouettes are used and the recognition is realized by a finite state machine.
In Chapter 2 an overview of human action recognition methods described in the literature is presented. Then the proposed algorithm is described (Chapter 3) and evaluated (Chapter 4). The paper ends with a summary and an indication of further research directions.
Human Action Recognition Approaches Review
Human action recognition is an important area of computer vision research, therefore many papers and approaches were developed over the recent years. Two comprehensive review papers were presented by Aggarwal [1] and Ke [5] . In the first work an approach-based taxonomy was proposed. The methods were divided into two main An exemplary system is described in [12] .
The use of space-time features is presented in the work [7] . The Bag of Visual Features (BoVF) method is used, which consists of the following steps: characteristic points detection and description (SIFT algorithm), creating a dictionary of the extracted features (using clustering), assigning each detected point to a word from the dictionary (using the smallest distance criterion) and creating a histogram of used "visual words". This histogram is a description of a particular action. In the learning phase, a database of recognized activities is created and the corresponding histograms of "visual words" are stored. In the recognition phase, based on the dictionary, a histogram of "visual words" is created for the sequence and than compared with the database (using the SVM classifier).
In the sequential approach the input video is considered as a set of consecutive frames. The algorithm consists of the following stages: silhouette segmentation from the background using the GMM approach (Gaussian Mixture Models) followed by mor- 
The Proposed Algorithm
In this chapter details of the proposed algorithm are presented. First, the pre-assumptions are discussed and then the processing steps: silhouette segmentation, silhouette model and the used finite state machine are described.
The assumptions made
Prior to the implementation of the algorithm, requirements and objectives for the designed system were formu- 
Silhouette segmentation
In the first stage of the algorithm, segmentation of the human silhouette from the background is performed. An approach based on background generation (modelling) and background subtraction is used. The running average method [14] is used, which is described by the equation:
where: B i -current background model, B i−1 -previous background model, I -current frame, α -update rate (in the performed experiments α = 0.01). During preliminary research, the negative impact of shadows on further analysis and recognition was noted. Therefore it was decided to implement a shadow suppression mechanism, similar to that described in [3] . It is based on the assumption that in a shaded area only the luminance changes and the chrominance remains almost unmodified.
For the analysed sequences, satisfactory results were obtained after subtracting only the colour components in different colour spaces (H in HSV, CrCb in YCrCb or nor-
The binarization of the difference between the current frame and background model was carried out with a fixed threshold (in the experiments the threshold value was set to 10). As post-processing, a series of morphological operations: i.e. three times dilation and erosion with a structural element in the form of a 3 × 3 square mask, followed by an object area check was performed. Further analysis included only the largest object (the assumption of the presence of only one person on the scene), whose size exceed a certain threshold (in the study 50 pixels). A segmentation example is presented in Fig. 1 .
Silhouette model
In this work a simplified silhouette model, similar to those proposed in the paper [2] , was used. Schematically it is presented in Fig. 2 . The parameters are: In order to obtain correct geometrical features of the silhouette, a good segmentation is necessary. It is assumed that the object has no holes and the shadow is removed.
In the first step the object's contour, centroid (C) and the height and width (h and w) are extracted. Then a graph that describes the distance of each point on the contour to the centroid is created and filtered using an averaging filter (window size 7). In the next step local maxima on the graph are localized. They correspond to the head (H -over the centroid) and feet (L1 and L2 -below the centroid). In the assignment the location of the centroid is also considered. In this way it is possible to distinguish between head and feet for an upright silhouette.
An important element of the algorithm is the calculation of the actual height of the silhouette in an upright position (h s ). This value should not depend on the current position, but only on the distance between the object and the camera. The algorithm is based on the running average approach. The initial value is the average height of the silhouette from N first frames. Then, for each subsequent frame, it is updated using the formula: -previous height in upright position, h i current height of the silhouette, α -update rate (the value 0.2 is used).
The update is performed only when an upright pose is recognized by the algorithm (walking, running, standing).
After initial tests it turned out that the angular parameters (α, β, γ) did not contain information relevant to the recognition task.
Taking dynamics into consideration
The correct action recognition requires taking into account the changes over time of individual features. In order to describe the dynamics, two parameters, calculated using the N = 6 last features, were determined:
• standard deviation (σ(x)) -it allows to determine the stability of a given feature, without specifying the direction of the changes. Furthermore, chaotic behaviour is also captured,
• the difference:
where: x -buffer, N -number of stored samples of the feature.
Finally, on the basis of a number of preliminary experiments, the following set of features was chosen:
• h -height, 
Finite State Machine
The proposed action recognition algorithm is based on a finite machine state, which scheme is presented in Fig. 3 .
An important feature of the method is a mechanism which prevents short-term transitions triggered by transient segmentation errors. It is based on recording four states:
• stable -the actual stable state -is corresponds to the recognized activity,
• current -an auxiliary state, and at the same time the walking, above 2T σX -running.
• σ(s) -similar to σ(x). A value close to zero (less then T σS ) is necessary for recognition of standing or lying.
In order to validate the operation of the state machine, as well as determining the thresholds used in the algorithm, all calculated features are logged. An application was created to perform analysis of this data, which screenshot is presented in Fig. 4 .
Evaluation of the proposed solution
Three elements of the algorithm can be evaluated: ob- 
A quantitative assessment of the matching correctness between the silhouette and model was not performed due to the lack of reference data (frames with annotated four points: C, H, L1 and L2). Therefore only a visual assessment was performed. Two problematic situations have been observed: lying down and a position with legs slightly astride. In the first case, the algorithm is not able to correctly identify the position of the head and feet (the assumption that the head lies above the centroid is not satisfied). However, using a simplified model (without specifying the head and feet) is enough to correctly identify this position. In the second case it is not possible to distinguish two feet, but this has not a significant impact on the further analysis.
Evaluation of the recognition accuracy was based on a subjective assessment and annotation of test sequences done by a human. Each video frame was manually assigned to one of the considered activities. Then the reference results were compared with those obtained by the algorithm. Nine test sequences recorded indoor under controlled lightning conditions were used. The results are presented in Table 3 .
The recognition results, in the form of an error matrix, are presented in Table 4 . Each row of the table corresponds to one action classified by human. The numbers are percentage of recognitions returned by the algorithm.
For example, in row one, the actual action standing is in 81,9 % cases recognized as standing, in 13.7 % as walking, and in 4.4 % as bending. Therefore, numbers on the diagonal (shadowed) recognition rates and others correspond to misclassifications (values exceeding 15 % are highlighted as significant errors).
The performance of the proposed algorithm is satisfactory. In 81 % cases a correct action recognition was obtained. The errors came from several sources:
• the algorithm detects an action change with some delay compared to a human -mainly due to the mechanism of preventing rapid transitions implemented in the finite state machine,
• the reference actions are annotated subjectively (in particular the starting point is hard to point out precisely),
• in other cases misclassification occurs.
Walking and crouching have the highest recognition rate. The high classification accuracy of walking results from the distinguishing features of this activity. In this case, the object moves continuously at a constant speed (the X coordinate of centroid changes significantly), however, contrary to running, the process is not rapid and this allows a smooth change of all calculated features (particularly the h s value -height in standing position), even while moving towards the camera. The analysis of the column walking in Table 4 It is worth analysing the cells with highlighted text in Table 4 . They indicate the often occurring misclassifications:
• running with walking -mainly due to the previous mentioned problems with objects moving along the optical axis of the camera and the fact that the algorithm favours walking over running,
• jumping with walking -jumping is the shortest recognized activity, therefore despite the quite high de- • lying with convulsions -to classify an activity as lying two conditions are necessary: small height and no movement. In the last phase of lying down as well as at the start of standing-up, the height requirement is met but the object moves. Therefore, in some cases, this can be misclassified as convulsions.
• standing-up with convulsions -in the situation of standing-up, movement occurs before the height of the object exceeds the set threshold. Then this action could by recognized as convulsions, particularly when the object stands-up rapidly.
Conclusions
In this paper a human action recognition algorithm, which uses simple geometric features and a finite state machine was presented. Its main advantages are: the relatively low computational cost and a quite high correct recognition rate of 81 % for indoor sequences. Analysis of the test results indicated that the one of the fundamental problem is the relative orientation of the camera's optical axis and the moving human. The recognition is particularly difficult when someone is running towards the camera. Additionally, a key factor is the correct segmentation of silhouettes, which heavily depends on the used background generation method as well as shadow removal mechanism.
The described application was implemented in C++ using the OpenCV library [9] . The test were performed on 
