Adaptive Estimation of a Probability Density Function
Let X1, .. , Xn be i.i.d. random variables with common density f with respect to Lebesgue measure. We focus attention on the pointwise estimation problem that is estimating f(xo) for some point xo. Without loss of generality we take xO = 0. The measure of loss will be squared error. In what follows, estimators indexed by n will always be assumed to be measurable functions of Xl, . .. , XX. In this set up asymptotic minimax linear estimators are well known when f is assumed to belong to SY (a, M) where (see Sacks and Strawderman [1982] ).
In Section 2 we show that if a, < a2 and M2/M1 > 3.1 then strongly adaptive estimators do not exist. In particular, strongly adaptive estimators do not exist whenever M2=00 or Ml = 0.
The uniform adaptivity condition given in (1.5) can be contrasted to a pointwise criteria for densities f E SY (a, M) satisfying (1.6) f(y) f (0) Set rD (0) = 1 (max (1, _t))2/3 Brown and Farrell [1987] Remark. The construction of the function cl makes it clear that if h1 < h2 then c h(t) < c2 (t), where ch (t) is the cl function corresponding to the step size h. Hence the value of T' given in condition (ii), corresponding to h,, will be smaller than that corresponding to h2. In particular if we take h = .01 in our above example, ci01 (3.12) = -1.22, and (1.22)2 = 1.4884 > r(3.12) = 1.4805.
