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ON THE QUASITRIANGULAR STRUCTURES OF ABELIAN
EXTENSIONS OF Z2
KUN ZHOU AND GONGXIANG LIU
Abstract. The aim of this paper is to study quasitriangular structures on a class
of semisimple Hopf algebras kG#σ,τkZ2 constructed through abelian extensions of
kZ2 by k
G for an abelian group G.We prove that there are only two forms of them.
Using such description together with some other techniques, we get a complete
list of all universal R-matrices on Hopf algebras H2n2 , A2n2,t and K(8n, σ, τ ) (see
Section 2 for the definition of these Hopf algebras). Then we find a simple criterion
for a K(8n, σ, τ ) to be a minimal quasitriangular Hopf algebra. As a product, some
minimal quisitriangular semisimple Hopf algebras are found.
1. Introduction
Throughout the paper we work over an algebraically closed field k of characteristic
0. Our original motivation comes from the following well-known fact: There is one
to one correspondence between the conjugacy classes irreducible depth 2 inclusions of
hyperfinite II1 factors with finite index and the isomorphism classes of all Kac alge-
bras, that is, finite dimensional C∗-Hopf algebras. Due to the undoubted importance
of quasitriangular structure, a natural question is: if a Kac algebra is quasitriangu-
lar, then what can say about the corresponding subfactor? Soon, we realized that it
seems quite hard to determine when a Hopf algebra is quasitriangular. For example,
even for the very simple case, say, the eight-dimensional Kac-Paljutkin algebra K8,
all quasitriangular structure on it weren’t until 2010 that Wakui figured them out
[14].
In this paper and subsequent works, we try to determine possible quasitriangular
structures on a class of semisimple Hopf algebras arising from exact factorizations of
finite groups. The well-known eight-dimensional Kac-Paljutkin algebra K8 is a very
special case of them. The idea of constructing these semisimple Hopf algebras can
be tracked back to G. Kac [4]: Suppose that L = GΓ is an exact factorization of the
finite group L, into its subgroups G and Γ, such that G ∩ Γ = 1. Associated to this
exact factorization and appropriate cohomology data σ and τ , there is a semisimple
bicrossed product Hopf algebra H = kG#σ,τkΓ (see Section 2 for the definition and
[9, 11, 12] for details and generalizations). The question of existence of quasitriangular
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structures on kG#σ,τkΓ has been considered before. In 2011, S. Natale [13] proved
that if L is almost simple, then the extension admits no quasitriangular structure.
But for our purpose, we want to find more concrete quasitriangular structures rather
than absence of quasitriangular structures. So comparing the Natale’s viewpoint, we
consider the other extreme case: the almost commutative case. That is, we assume
that both G and Γ are commutative groups. As the start point, we further assume
that Γ is just the Z2 in this paper.
At first, we find that there is a dichotomy on the forms of the quasitriangular struc-
tures of kG#σ,τkZ2. For convenience, we call one form trivial and the other form
nontrivial. In principle, the trivial form corresponds to the bicharacters and thus is
not very complicated. The difficult point of the this paper is to determine the nontriv-
ial forms. To do that, we get some necessary conditions for the existence of nontrivial
forms. To state the applications of such observations, we give three classes of Hopf
algebras which are denoted by H2n2 , A2n2,t and K(8n, σ, τ) respectively. We need
point out that the first two classes of Hopf algebras were studied by some authors
[3, 8] before. As the main conclusion of this paper, all universal R-matrices on Hopf
algebras H2n2 , A2n2,t and K(8n, σ, τ) are given explicitly. In addition, we have iden-
tified which are the minimal Hopf algebras among K(8n, σ, τ) (we show that there is
almost no minimal quasitriangular structures on H2n2 and A2n2,t). When K(8n, σ, τ)
is a minimal quasitriangular Hopf algebra, we explicitly write out all minimal qua-
sitriangular structures on it. As an application of the above conclusions, we find a
class of minimal quasitriangular Hopf algebras which are denoted by K(8n, ζ) (n ≥ 4
is even) in this paper.
This paper is organized as follows. In Section 2, we recall the definition of a Hopf
algebra kG#σ,τkZ2 and give some examples of them. In Section 3, we show that there
are only two possible forms of quasitriangular structures on kG#σ,τkZ2 and give some
necessary conditions for kG#σ,τkZ2 preserving non-trivial quasitriangular structures.
Using our necessary conditions, we can easily get all universal R-matrices on Hopf
algebras H2n2 , A2n2,t. Section 4 is devoting to figure out all universal R-matrices on
Hopf algebras K(8n, σ, τ). This section occupies most of parts of this paper due to
the situation becoming complicated than before. As the results, we not only get a
complete list of all quasitriangular structures on K(8n, σ, τ) but also find a simple
criterion to determine which one is minimal. Moreover, the new class of minimal
quasitriangular Hopf algebras are also given in this section by using this criterion.
All Hopf algebras in this paper are finite dimensional. For the symbol δ in Section 2,
we mean the classical Kronecker’s symbol.
2. Abelian extensions of Z2 and examples
In this section, we recall the definition of kG#σ,τkZ2, and then we give some examples
of kG#σ,τkZ2 for guiding our further research.
2.1. The definition of kG#σ,τkZ2
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Definition 2.1. A short exact sequence of Hopf algebras is a sequence of Hopf algebras
and Hopf algebra maps
(2.1) K
ι
−→ H
π
−→ A
such that
(i) ι is injective,
(ii) π is surjective,
(iii) Ker(π) = HK+, K+ is the kernel of the counit of K.
In this situation it is said that H is an extension of A by K [9, Definiton 1.4]. An
extension (2.1) above such that K is commutative and A is cocommutative is called
abelian. In this paper, we only study the following special abelian extensions
k
G ι−→ A
π
−→ kZ2,
where G is a finite abelian group. Abelian extensions were classified by Masuoka (see
[9, Proposition 1.5]), and the above A can be expressed as kG#σ,τkZ2 which is defined
as follows.
Let Z2 = {1, x} be the cyclic group of order 2 and let G be a finite group. To give
the description of kG#σ,τkZ2, we need the following data
(i) ⊳ : Z2 → Aut(G) is an injective group homomorphism.
(ii) σ : G→ k× is a map such that σ(g ⊳ x) = σ(g) for g ∈ G and σ(1) = 1.
(iii) τ : G×G→ k× is a unital 2-cocycle and satisfies that σ(gh)σ(g)−1σ(h)−1 =
τ(g, h)τ(g ⊳ x, h ⊳ x) for g, h ∈ G.
We need remark that here (i) is not necessary for the definition of kG#σ,τkZ2 and
our aim for adding this additional requirement is just to avoid making a commutative
algebra (in such case all quasitriangular structures are given by bicharacters and thus
is known).
Definition 2.2. [1, Section 2.2] As an algebra, the Hopf algebra kG#σ,τkZ2 is gen-
erated by {eg, x}g∈G satisfying
egeh = δg,heg, xeg = eg⊳xx, x
2 =
∑
g∈G
σ(g)eg , g, h ∈ G.
The coproduct, counit and antipode are given by
∆(eg) =
∑
h,k∈G, hk=g
eh ⊗ ek, ∆(x) = [
∑
g,h∈G
τ(g, h)eg ⊗ eh](x⊗ x),
ǫ(x) = 1, ǫ(eg) = δg,11,
S(x) =
∑
g∈G
σ(g)−1τ(g, g−1)−1eg⊳xx, S(eg) = eg−1 , g ∈ G.
2.2. Examples. The following are some examples of kG#σ,τkZ2 and we will discuss
them in next sections.
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Example 2.3. Let n ∈ N and assume that w is a primitive nth root of 1 in k. Then
the generalized Kac-Paljutkin algebra H2n2 [3, Section 2.2] belongs to k
G#σ,τkZ2. By
definition, the data (G, ⊳, σ, τ) of H2n2 is given by the following way
(i) G = Zn × Zn = 〈a, b|a
n = bn = 1, ab = ba〉 and a ⊳ x = b, b ⊳ x = a.
(ii) σ(aibj) = wij for 1 ≤ i, j ≤ n.
(iii) τ(aibj , akbl) = (w)jk for 1 ≤ i, j, k, l ≤ n.
Among of them, if we take n = 2 then the resulting Hopf algebra is just the well-
known Kac-Paljutkin 8-dimensional algebra K8. That’s the reason why we call H2n2
the generalized Kac-Paljutkin algebra.
We give another kind of generalization of K8, which is defined as follows and we
denote it by K(8n, σ, τ).
Example 2.4. Let n be a natural number. A Hopf algebraH belonging to kG#σ,τkZ2
is denoted by K(8n, σ, τ) if the data (G, ⊳, σ, τ) of H satisfies
(i) G = Z2n × Z2 = 〈a, b|a
2n = b2 = 1, ab = ba〉;
(ii) a ⊳ x = ab, b ⊳ x = b.
If we take n = 1 and let σ(aibj) = (−1)(i−j)j and τ(aibj, akbl) = (−1)j(k−l) for 1 ≤
i, j, k, l ≤ 2, then we can easily check that the resulting 8-dimensional Hopf algebra
is just the Kac-Paljutkin 8-dimensional algebra K8. Therefore, we give another kind
of generalization of K8. Among of these Hopf algebras K(8n, σ, τ), the following class
of Hopf algebras are particularly interesting for us since at least they will provide us
a number of minimal quasitriangular Hopf algebras.
Example 2.5. Let n ∈ N such that n ≥ 2 and assume that ζ is a primitive 2nth root
of 1. A Hopf algebra H belonging to kG#σ,τkZ2 is denoted by K(8n, ζ) if the data
(G, ⊳, σ, τ) of H satisfies the following conditions
(i) G = Z2n × Z2 = 〈a, b|a
2n = b2 = 1, ab = ba〉 and a ⊳ x = ab, b ⊳ x = b.
(ii) σ(aibj) = (−1)
i(i−1)
2 ζ i for 1 ≤ i ≤ 2n and 1 ≤ j ≤ 2.
(iii) τ(aibj , akbl) = (−1)jk for 1 ≤ i, k ≤ 2n and 1 ≤ j, l ≤ 2.
This also recover some familiar examples of semisimple Hopf algebras. For example,
K(16, ζ) is the 16 dimensional Hopf algebra Hc:σ1 in [5, Section 3.1] .
At last, we recall another kind of semisimple Hopf algebras for our research.
Example 2.6. Take an odd number n and let t be a primitive nth root of 1 in k,
then the Hopf algebras A2n2,t were defined in [8, Definition 1.2]. By definition, they
belong to kG#σ,τkZ2 and the data (G, ⊳, σ, τ) of A2n2,t can be described as follows
(see [1, Section 2.3.4])
(i) G = Zn × Zn = 〈a, b|a
n = bn = 1, ab = ba〉 and a ⊳ x = a−1, b ⊳ x = b.
(ii) σ(g) = 1, g ∈ G.
(iii) τ(aibj , akbl) = tjk for 1 ≤ i, j, k, l ≤ n.
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3. Forms of universal R-matrices
In this section, we will prove that for kG#σ,τkZ2 there are at most two forms of
universal R-matrices. Based on this observation, we determine all possible quasitri-
angular structures on generalized Kac-Paljutkin algebras H2n2(see Example 2.3) and
semisimple Hopf algebras A2n2,t (see Example 2.6).
3.1. Forms of Universal R-matrices. Recall that a quasitriangular Hopf algebra
is a pair (H,R) where H is a Hopf algebra and R =
∑
R(1) ⊗ R(2) is an invertible
element in H ⊗H such that
(∆⊗ Id)(R) = R13R23, (Id⊗∆)(R) = R13R12, ∆
op(h)R = R∆(h),
for h ∈ H. Here by definition R12 =
∑
R(1) ⊗R(2) ⊗ 1, R13 =
∑
R(1) ⊗ 1⊗R(2) and
R23 =
∑
1 ⊗ R(1) ⊗ R(2). The element R is called a universal R-matrix of H or a
quasitriangular structure on H.
To find the possible forms of universal R-matrices, we need the following Lemmas
3.1-3.3 which will help us to check the braiding conditions. The first lemma is well-
known.
Lemma 3.1. [15, Proposition 12.2.11] Let H be a Hopf algebra and R ∈ H ⊗H. For
f ∈ H∗, if we denote l(f) := (f ⊗ Id)(R) and r(f) := (Id⊗f)(R), then the following
statements are equivalent
(i) (∆⊗ Id)(R) = R13R23 and (Id⊗∆)(R) = R13R12.
(ii) l(f1)l(f2) = l(f1f2) and r(f1)r(f2) = r(f2f1) for f1, f2 ∈ H
∗.
Lemma 3.2. Denote the dual basis of {eg, egx}g∈G by {Eg,Xg}g∈G, that is, Eg(eh) =
δg,h, Eg(ehx) = 0, Xg(eh) = 0, Xg(ehx) = δg,h for g, h ∈ G. Then the following
equations hold in the dual Hopf algebra (kG#σ,τkZ2)
∗:
EgEh = Egh, EgXh = XhEg = 0, XgXh = τ(g, h)Xgh, g, h ∈ G.
Proof. Direct computations show that
EgEh(ek) = Egh(ek) = δgh,k, EgEh(ekx) = Egh(ekx) = 0
for g, h, k ∈ G. As a result, we have EgEh = Egh. Similarly, one can get the last two
equations. 
Let kG#σ,τkZ2 as before. We need following two notions which will be used freely
throughout this paper. Let
S := {g | g ∈ G, g ⊳ x = g}, T := {g | g ∈ G, g ⊳ x 6= g}.
A very basic observation is:
Lemma 3.3. We have S ⊆ TT where TT = {gh | g, h ∈ T}.
Proof. Clearly, for s ∈ S, t ∈ T , we have ts ∈ T . From the Definition 2.2 we know that
the action ⊳ is injective, therefore T 6= ∅. Let t ∈ T and it is obvious that S = t(t−1S)
and hence S ⊆ TT . 
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With the help of S, T , we find that
Lemma 3.4. Let w1 : G×G→ k, w2 : G×G→ k, w3 : G×G→ k, w4 : G×G→ k
be four maps and define R as follows
R : =
∑
g,h∈G
w1(g, h)eg ⊗ eh +
∑
g,h∈G
w2(g, h)egx⊗ eh+
∑
g,h∈G
w3(g, h)eg ⊗ ehx+
∑
g,h∈G
w4(g, h)egx⊗ ehx.
If R satisfies ∆(eg)R = R∆(eg) for g ∈ G, then
(i) w2(t, g) = 0, t ∈ T, g ∈ G.
(ii) w3(g, t) = 0, t ∈ T, g ∈ G.
(iii) w4(s, t) = w4(t, s) = 0, s ∈ S, t ∈ T .
Proof. Since ∆(eg)R = R∆(eg) for g ∈ G, we have the following equations
∆(eg)[
∑
h,k∈G
w2(h, k)ehx⊗ ek] = [
∑
h,k∈G
w2(h, k)ehx⊗ ek]∆(eg),(3.1)
∆(eg)[
∑
h,k∈G
w3(h, k)eh ⊗ ekx] = [
∑
h,k∈G
w3(h, k)eh ⊗ ekx]∆(eg),(3.2)
∆(eg)[
∑
h,k∈G
w4(h, k)ehx⊗ ekx] = [
∑
h,k∈G
w4(h, k)ehx⊗ ekx]∆(eg).(3.3)
Firstly, we analyze equation (3.1) as follows
∆(eg)[
∑
h,k∈G
w2(h, k)ehx⊗ ek] =
∑
h,k∈G
hk=g
w2(h, k)ehx⊗ ek,(3.4)
[
∑
h,k∈G
w2(h, k)ehx⊗ ek]∆(eg) =
∑
h,k∈G
hk=g
w2(h ⊳ x, k)eh⊳xx⊗ ek.(3.5)
Note that if h ∈ T, k ∈ G such that hk = g, then ehx⊗ ek will appear in (3.4) while
not in (3.5). As a result w2(h, k) = 0 for h ∈ T, k ∈ G and thus (i) has been proved.
Similarly, for equation (3.2), there are the following equations
∆(eg)[
∑
h,k∈G
w3(h, k)eh ⊗ ekx] =
∑
h,k∈G
hk=g
w3(h, k)eh ⊗ ekx,(3.6)
[
∑
h,k∈G
w3(h, k)eh ⊗ ekx]∆(eg) =
∑
h,k∈G
hk=g
w3(h, k ⊳ x)eh ⊗ ek⊳xx.(3.7)
Observe that if h ∈ G, k ∈ T such that hk = g, then eh ⊗ ekx will appear in (3.6)
while not in (3.7). Therefore w3(h, k) = 0 for h ∈ G, k ∈ T and so (ii) is proved.
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For equation (3.3), we obtain the following equations
∆(eg)[
∑
h,k∈G
w4(h, k)ehx⊗ ekx] =
∑
h,k∈G
hk=g
w4(h, k)ehx⊗ ekx,(3.8)
[
∑
h,k∈G
w4(h, k)ehx⊗ ekx]∆(eg) =
∑
h,k∈G
hk=g
w4(h ⊳ x, k ⊳ x)eh⊳x ⊗ ek⊳xx.(3.9)
Note that if h ∈ S, k ∈ T , then ehx⊗ ekx and ekx⊗ ehx will appear in (3.8) and not
in (3.9). This implies that w4(h, k) = 0 for h ∈ S, k ∈ T . Similarly, one can find that
w4(h, k) = 0 for h ∈ T, k ∈ S. Therefore (iii) has been proved. 
Lemma 3.5. Let R be the element given in Lemma 3.4 and assume that (∆⊗Id)(R) =
R13R23, (Id⊗∆)(R) = R13R12. Then the following equations hold
(i) w2(s1, s2) = w
3(s1, s2) = w
4(s1, s2) = 0, s1, s2 ∈ S.
(ii) w1(g, t2)w
4(t1, t2) = 0, g ∈ G, t1, t2 ∈ T .
(iii) w1(t1, g)w
4(t1, t2) = 0, g ∈ G, t1, t2 ∈ T .
Proof. We have known l(Xg)l(Xh) = l(XgXh) for g, h ∈ G due to Lemma 3.1. Let
s ∈ S and we can find t1, t2 ∈ T such that t1t2 = s because of Lemma 3.3 and hence
the following equation holds
l(Xt1Xt2) = τ(t1, t2)l(Xt1t2) = τ(t1, t2)[
∑
g∈G
w2(t1t2, g)eg +
∑
s∈S
w4(t1t2, s)esx].
At the same time,
l(Xt1)l(Xt2) = (
∑
t∈T
w4(t1, t)etx)(
∑
t∈T
w4(t2, t)etx)
=
∑
t∈T
w4(t1, t)w
4(t2, t ⊳ x)etx
2
=
∑
t∈T
w4(t1, t)w
4(t2, t ⊳ x)σ(t)et.
Since l(Xt1)l(Xt2) = l(Xt1Xt2), we get that w
4(s, s′) = w2(s, s′) = 0 for s′ ∈ S and
thus w4(s, s′) = w2(s, s′) = 0 for s, s′ ∈ S. Similarly by r(Xt1)r(Xt2) = r(Xt2Xt1)
one can get that w3(s, s′) = 0 for s, s′ ∈ S. Therefore, (i) is proved.
It remains to show (ii) and (iii). We have known l(Eg)l(Xt1) = 0 due to Lemma 3.2.
However a direct computation shows that l(Eg)l(Xt1) =
∑
t∈T w
1(g, t)w4(t1, t)etx.
Therefore w1(g, t)w4(t1, t) = 0 for g ∈ G, t1, t ∈ T . Similarly, by r(Eg)r(Xt1) = 0 we
get that w1(t, g)w4(t, t1) = 0 for g ∈ G, t1, t ∈ T . These are exactly (ii), (iii). 
The following proposition shows that universal R-matrices of kG#σ,τkZ2 has only
two possible forms.
Proposition 3.6. Let R be the element given in Lemma 3.4 and assume that it is a
universal R-matrix of kG#σ,τkZ2. Then R must belong to one of the following two
cases:
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Case 1: R =
∑
g,h∈G
w1(g, h)eg ⊗ eh;
Case 2: R =
∑
s1,s2∈S
w1(s1, s2)es1 ⊗ es2 +
∑
s∈S,t∈T
w2(s, t)esx ⊗ et +
∑
t∈T,s∈S
w3(t, s)et ⊗
esx+
∑
t1,t2∈T
w4(t1, t2)et1x⊗ et2x.
Proof. Owing to Lemmas 3.4 and 3.5, we can assume that R has the following form:
R =
∑
g,h∈G
w1(g, h)eg ⊗ eh +
∑
s∈S,t∈T
w2(s, t)esx⊗ et+
∑
t∈T,s∈S
w3(t, s)et ⊗ esx+
∑
t1,t2∈T
w4(t1, t2)et1x⊗ et2x.
If w4(t1, t2) = 0 for all t1, t2 ∈ T , then l(Xt1) = l(Xt2) = 0. Using Lemma 3.2 we
know that l(Xt1)l(Xt2) = l(Xt1Xt2) and as a result l(Xt1Xt2) = 0 for all t1, t2 ∈ T .
For s ∈ S , we can take t1, t2 ∈ T such that s = t1t2. Hence we have that l(Xt1Xt2) =
τ(t1, t2)(
∑
t∈T w
2(s, t)et) = 0 which implies that w
2(s, t) = 0 for s ∈ S, t ∈ T .
Similarly, by r(Xt1) = r(Xt2) = 0 and r(Xt2Xt1) =
∑
t∈T τ(t2, t1)w
3(t, s)et, we have
w3(t, s) = 0 for s ∈ S, t ∈ T . Since w2(s, t) = w3(t, s) = 0 for s ∈ S, t ∈ T , we know
that R =
∑
g,h∈Gw
1(g, h)eg ⊗ eh and therefore we get the first case.
If there are t0, t
′
0 ∈ T such that w
4(t0, t
′
0) 6= 0, then we will show that w
1(t, g) =
w1(g, t) = 0 for all g ∈ G, t ∈ T . For any g ∈ G, we have w1(g, t′0)w
4(t0, t
′
0) =
0 by (ii) of Lemma 3.5 and as a result w1(g, t′0) = 0. Since R is invertible and
(et ⊗ et′0)R = w
4(t, t′0)etx ⊗ et′0x, we know that w
4(t, t′0) 6= 0 for t ∈ T . Next,
we use (ii) and (iii) of Lemma 3.5 repeatedly. We have w1(t, g)w4(t, t′0) = 0 due
to (iii) of Lemma 3.5. Thus w1(t, g) = 0 for t ∈ T, g ∈ G. Since R is invertible
and (et1 ⊗ et2)R = w
4(t1, t2)et1x ⊗ et2x for t1, t2 ∈ T , we get that w
4(t1, t2) 6= 0
for t1, t2 ∈ T . Because w
1(g, t)w4(t1, t) = 0 by (ii) of Lemma 3.5, we know that
w1(g, t) = 0 for g ∈ G, t ∈ T and hence we get the second case. 
Remark 3.7. For simple, we will call a universal R-matrix R in Case 1 (resp. Case
2) of Proposition 3.6 by a trivial (resp. non-trivial) quasitriagular structure.
Recall that a minimal quasitriangular structure (see [15, Definition 12.2.14]) can be
equivalently defined by: Assume that R is a universal R-matrix on Hopf algebra H,
and if we let Hl := {l(f) | f ∈ H
∗} and Hr := {r(f) | f ∈ H
∗}, then (H,R) is
minimal if H = HlHr (see [15, Proposition 12.2.13]). In this case, we will say that R
is a minimal quasitriangular structure on H and H is a minimal quasitriangular Hopf
algebra. Above proposition clearly implies the following corollary.
Corollary 3.8. Every minimal quasitriangular structure on kG#σ,τkZ2 is non-trivial.
3.2. Universal R-matrices of H2n2, A2n2,t. To determine all universal R-matrices
of H2n2 , A2n2,t, we give necessary conditions for k
G#σ,τkZ2 preserving a non-trivial
quasitriangular structure firstly. For any finite set X, we use |X| to denote the number
of elements in X.
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Proposition 3.9. If there is a non-trivial quasitrianglar structure on kG#σ,τkZ2,
then
(i) |S| = |T |;
(ii) there is b ∈ S such that b2 = 1 and t ⊳ x = tb for t ∈ T ;
(iii) |G| = 4m for some m ∈ N+.
Proof. Assume that R is a non-trivial quasitriangular structure on kG#σ,τkZ2, then
we have l(Et1)l(Et2) =
∑
s∈S w
3(t1, s)w
3(t2, s)σ(s)es for t1, t2 ∈ T . In this situation,
we claim that TT = S. In fact, suppose that there are t1, t2 ∈ T satisfying t1t2 ∈ T .
Then it is easy to see that l(Et1t2) =
∑
s∈S w
3(t1t2, s)esx which contradicts to the
fact l(Et1)l(Et2) = l(Et1t2) (Lemma 3.1). Thus we have TT = S. Take a t ∈ T . We
get that tT ⊆ S and thus |T | ≤ |S|. Since tS ⊆ T , |T | ≥ |S|. As a result we have
|T | = |S| and thus (i) has been proved. Next we will show (ii). Take a t0 ∈ T, then
we have T = t0S. Let t0 ⊳ x = t1 and denote b = t
−1
0 t1, then we have b ∈ S by
TT = S. Since t0S ⊆ T and (t0s) ⊳ x = (t0s)b, we have t ⊳ x = tb for t ∈ T . It is easy
to know that b2 = 1 since ⊳x is a group automorphism with order 2 and thus (ii) has
been proved. Now let’s show (iii). By definition, S is a subgroup of G and b2 = 1.
Therefore we know that 2 | |S|. Since |G| = |S| + |T | and |S| = |T |, we can see that
|G| = 4m for some m ∈ N+. This completes the proof of (iii). 
Corollary 3.10. If |G| is an odd number or there are t1, t2 ∈ T such that t
−1
1 (t1⊳x) 6=
t−12 (t2 ⊳ x), then k
G#σ,τkZ2 has no non-trivial quasitriangular structures.
The following proposition determine all possible trivial quasitriangular structures.
Proposition 3.11. If R is a trivial quasitriangular structure on kG#σ,τkZ2, then R
must be given by the following way
(i) R =
∑
g,h∈Gw(g, h)eg ⊗ eh for some bicharacter w on G;
(ii) w(g ⊳ x, h ⊳ x) = w(g, h)η(g, h) where η(g, h) = τ(g, h)τ(h, g)−1 for g, h ∈ G.
Proof. We can assume that R =
∑
g,h∈Gw(g, h)eg ⊗ eh is a trivial quasitriangular
structure on it. Owing to (∆⊗ Id)(R) = R13R23 and (Id⊗∆)(R) = R13R12, we know
(i). Expanding ∆op(x)R = R∆(x), one can get (ii). 
The following examples are applications of above results and we get all universal
R-matrices of H2n2 , A2n2,t respectively.
Example 3.12. Let H2n2 as before in Example 2.3. Then by definition we find that
a−1(a ⊳ x) = a−1b and b−1(b ⊳ x) = b−1a. We divide our consideration into two cases.
1) If n = 2, then H8 is the 8-dimensional Kac-Paljutkin algebra K8. All possible
quasitrigular structures on K8 were given in [14] (see see [14, Lemma 5.4]).
2) If n > 2, then a−1(a⊳x) 6= b−1(b⊳x). Therefore H2n2 has no non-trivial quasi-
triangular structure by Corollary 3.10. Assume that R =
∑
g,h∈Gw(g, h)eg ⊗
eh is a trivial quasitriangular structure on H2n2 , then w is a bicharacter on G
and it satisfies the following equations by Proposition 3.11
w(a, a)n = 1, w(a, b)n = 1,(3.10)
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w(b, a) = w(a, b), w(b, b) = w(a, a).
Using the above series of equations (3.10), we can get all universal R-matrices
of H2n2 (n ≥ 3) easily: let R be a universal R-matrix of H2n2 , then
R =
∑
1≤i,j,k,l≤n
αik+jlβil+jkeaibj ⊗ eakbl
for some α, β ∈ k satisfying αn = βn = 1.
Example 3.13. Let A2n2,t as before in Example 2.6. Since |G| = n
2 is odd, we know
that A2n2,t only has trivial quasitriangular structures on it by Corollary 3.10. Assume
that R =
∑
g,h∈Gw(g, h)eg ⊗ eh is a trivial quasitriangular structure on it, then we
get that w is a bicharacter on G. It is easy to see that the condition (ii) of Proposition
3.11 is equivalent to the following equations
w(a, a)n = 1, w(a, b) = tm, m ∈ N, n|(2m− 1),(3.11)
w(b, a) = w(a, b)−1, w(b, b)n = 1.
Using the above series of equations (3.11), it is easy to see that all universal R-
matrices of A2n2,t are given by the following way: Let R be a universal R-matrix of
A2n2,t, then
R =
∑
1≤i,j,k,l≤n
αikβjltm(il−jk)eaibj ⊗ eakbl
for some α, β ∈ k, m ∈ N satisfying αn = βn = 1, n|(2m− 1).
4. Quasitriangular structures on K(8n, σ, τ)
As another continuation of our Proposition 3.6, we want to determine all universal
R-matrices of K(8n, σ, τ) in this section. As a consequence, we get a class of minimal
quaistriangular semisimple Hopf algebras.
4.1. Analysis of η. For a Hopf algebraK(8n, σ, τ), if we let η(g, h) = τ(g, h)τ(h, g)−1
for g, h ∈ G, then η is a bicharacter on G by τ is a 2-cocycle on the abelian group G.
Becuase b2 = 1 and η is a bicharacter, we know that η(a, b)2 = 1 and η(a, b) = η(b, a).
As a result, we have two cases for the value of η(a, b), that is, η(a, b) = 1 or η(a, b) =
−1. Both of them can occur. For example, for the dihedral group algebra kD8 (a
special case of K(8, σ, τ)) we have η(a, b) = 1. For the 8-dimensional Kac-Paljutkin
algebra K8, we have η(a, b) = −1. We found that the quasitriangular structures in
the two cases have similar expressions. To present our results conveniently, we assume
that η(a, b) = −1 in subsections 4.2-4.3 and then we will give all universal R-matrices
of K(8n, σ, τ) for the case η(a, b) = 1 in subsection 4.4.
4.2. Trivial form. The trivial quasitriangular structures on K(8n, σ, τ) can be de-
termined easily.
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Proposition 4.1. Assume that R is a trivial quasitriangular structure on K(8n, σ, τ),
then
R =
∑
1≤i,k≤n, 1≤j,l≤2
αikβil−jk(−1)j(k+l)eaibj ⊗ eakbl
for some α, β ∈ k satisfying α2n = β2 = 1.
Proof. Assume that R =
∑
g,h∈Gw(g, h)eg ⊗ eh is a trivial quasitriangular structure
on K(8n, σ, τ), then w is a bicharacter on G and satisfies the following equations by
Proposition 3.11
w(a, a)2n = 1, w(a, b)2 = 1.(4.1)
w(ab, ab) = w(a, a), w(ab, b) = −w(a, b).
If we let w(a, a) := α, w(a, b) := β, then it is not hard to see that the above series
of equations (4.1) hold if and only if w(aibj, akbl) = αikβil−jk(−1)j(k+l). This implies
our desired result. 
4.3. Nontrivial form. In this subsection, we will give all nontrivial universal R-
matrices of K(8n, σ, τ). By Corollary 3.8 and Proposition 3.9, if there is a non-trivial
quasitriangular structure R on kG#σ,τkZ2, then we have |S| = |T | and R has the
following form
R =
∑
s1,s2∈S
w1(s1, s2)es1 ⊗ es2 +
∑
s∈S,t∈T
w2(s, t)esx⊗ et +
∑
t∈T,s∈S
w3(t, s)et⊗(4.2)
esx+
∑
t1,t2∈T
w4(t1, t2)et1x⊗ et2x.
Observe that if we let S = {s1, · · · , sm} and T = {t1, · · · , tm}, then the func-
tions wi(1 ≤ i ≤ 4) can be viewed as 4 matrices, which are (w1(si, sj))1≤i,j≤m,
(w2(ti, sj))1≤i,j≤m, (w
3(si, tj))1≤i,j≤m, (w
4(ti, tj))1≤i,j≤m. So when we say w
i(1 ≤
i ≤ 4) we mean that they are matrices in the following content.
To construct all non-trivial quasitriangular structures on K(8n, σ, τ), we introduce
the following notations to simplify the calculation.
Notation. Let K(8n, σ, τ) as before, then we introduce symbols Pi, λ2i,j , λ2i+1,j and
the function h as follows
(i) Pi :=
{ ∏i−1
k=1 τ(a, a
k) i ≥ 2, i ∈ N
1 i = 0 or i = 1
;
(ii) λ2i,j := P
−1
2i σ
i(aj), λ2i+1,j := P
−1
2i+1σ
i(aj) , i, j ∈ N;
(iii) h(t1, t2) :=
τ(t1,t2)
τ(t2⊳x,t1⊳x)
for t1, t2 ∈ T ;
We use these notations to construct universal R-matrices of K(8n, σ, τ) as follows.
Let α, β ∈ k such that
(αβ)nλ2n,1 = 1,
β2
α2
=
τ(b, b)
τ(b, a)2
,
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and Sj,0 := λ2j+1,1α
j+1βj, Sj,1 := h(a, a
2j+1b)λ2j+1,1α
jβj+1 for j ∈ N. Now we can
construct
Rα,β
in the form of (4.2) through letting
(i) w1 be given by{
w1(a2i, a2j) = w1(a2ib, a2j) = (λ2j,1)
2i(αβ)2ij [σ(a2j)]i
w1(a2i, a2jb) = −w1(a2ib, a2jb) = (λ2j,1)
2i(αβ)2ij [σ(a2j)]i
,
(ii) w2 be given by{
w2(a2i, a2j+1) = w2(a2i, a2j+1b) = λ2i,2j+1[Sj,0Sj,1]
i
w2(a2ib, a2j+1) = −w2(a2ib, a2j+1b) = τ(b,a)β
τ(b,a2i)α
λ2i,2j+1[Sj,0Sj,1]
i ,
(iii) w3 be given by{
w3(a2i+1, a2j) = w3(a2i+1b, a2j) = λ2j,2i+1[Si,0Si,1]
j
w3(a2i+1, a2jb) = −w3(a2i+1b, a2jb) = − τ(b,a)β
τ(b,a2j)α
λ2j,2i+1[Si,0Si,1]
j ,
(iv) w4 be given by

w4(a2i+1, a2j+1) = λ2i+1,2j+1S
i+1
j,0 S
i
j,1
w4(a2i+1, a2j+1b) = λ2i+1,2j+1S
i
j,0S
i+1
j,1
w4(a2i+1b, a2j+1) = h(a2i+1b, a2j+1)λ2i+1,2j+1S
i
j,0S
i+1
j,1
w4(a2i+1b, a2j+1b) = h(a2i+1b, a2j+1b)λ2i+1,2j+1S
i+1
j,0 S
i
j,1
,
for 0 ≤ i, j ≤ (n− 1). Then we have the following theorem.
Theorem 4.2. The set of elements {Rα,β | α, β ∈ k , (αβ)
nλ2n,1 = 1 and
β2
α2
=
τ(b,b)
τ(b,a)2 } gives all non-trivial quasitriangular structures on K(8n, σ, τ).
Remark 4.3. (1) Note the set S′ := {(α, β)|α, β ∈ k, (αβ)nλ2n,1 = 1 and
β2
α2
=
τ(b,b)
τ(b,a)2
} is not empty. Actually, we can show that |S′| = 4n. This means that we have
4n-number of non-trivial quasitriangular structures on a K(8n, σ, τ).
(2) The general idea of the proof of Theorem 4.2 is:
Part 1: we need to show that Rα,β is a universal R-matrix of K(8n, σ, τ). This is
given in Proposition 4.14. To show Proposition 4.14, we need Lemma 4.5 which gives
an equivalent description of a universal R-matrix. Then we use Lemmas 4.6,4.7,4.11
and 4.13 to verify this equivalent description. The following diagram illustrates the
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relations between these lemmas and Proposition 4.14:
Proposition 4.14⇐ Lemma 4.5⇐


Lemma 4.6
Lemma 4.7
Lemma 4.11⇐
{
Lemma 4.9⇐ Lemma 4.8
Lemma 4.10
Lemma 4.13
Part 2: we show that if R is a universal R-matrix of K(8n, σ, τ), then R = Rα,β for
some α, β ∈ k satisfying (αβ)nλ2n,1 = 1,
β2
α2
= τ(b,b)
τ(b,a)2 . This is the Proposition 4.19.
The basic observation to prove Proposition 4.19 is Lemma 4.16 which states that R is
essentially determined by the fourth matrix w4. And we use Lemma 4.17 and Lemma
4.18 to compute the w4 of R.
The following content of this subsection is designed to prove Theorem 4.2 and we
start with the properties of the notations we introduced.
Lemma 4.4. If we use the notation Pi, λ2i,j , λ2i+1,j, h as above, then the following
equations hold:
P 2i2j
P 2j2i
=
σ(a2j)i
σ(a2i)j
, i, j ≥ 0,(4.3)
P 2j2i+1σ(a)
jσ(a2j)i = P 2i2jσ(a
2i+1)j [
τ(b, a)
τ(b, a2i+1)
]j, i, j ≥ 0,(4.4)
P 2j2i+1
σ(a2j+1)i
σ(a)i
[
τ(b, a)
τ(b, a2j+1)
]i = P 2i2j+1
σ(a2i+1)j
σ(a)j
[
τ(b, a)
τ(b, a2i+1)
]j , i, j ≥ 0,(4.5)
h(t1, t2)h(t1 ⊳ x, t2 ⊳ x) = 1, h(t1, t2) = h(t2, t1), t1, t2 ∈ T,(4.6)
h(a, a2i+1b) =
τ(b, a)
τ(b, a2i+1)
, i ≥ 0.(4.7)
Moreover if there are α, β ∈ k such that (αβ)nλ2n,1 = 1 and
β2
α2
= τ(b,b)
τ(b,a)2
, then we
have [ τ(b,a)β
τ(b,a2i)α
]2 = σ(a
2i)
σ(a2ib)
, i ≥ 0.
Proof. We use induction to prove (4.3). If i, j ∈ {0, 1}, then
P 2i2j
P
2j
2i
= σ(a
2j )i
σ(a2i)j
= 1.
Assume that (4.3) hold for (k, l) ≤ (i, j) (we mean that k ≤ i and l ≤ j). We consider
that case (i, j + 1) at first. By
P 2i2j+2
P 2j+22i
=
P 2i2j [τ(a, a
2j)τ(a, a2j+1)]2i
P 2j+22i
=
P 2i2j
P 2j2i
[τ(a2, a2j)τ(a, a)]2i
P 22i
(τ is a 2-cocycle)
=
P 2i2j
P 2j2i
P 2i2
P 22i
τ(a2, a2j)2i
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and
σ(a2j+2)i
σ(a2i)j+1
=
[σ(a2j)σ(a2)τ(a2, a2j)2]i
σ(a2i)jσ(a2i)
=
P 2i2j
P 2j2i
σ(a2)i
σ(a2i)
τ(a2, a2j)2i (
P 2i2j
P 2j2i
=
σ(a2j)i
σ(a2i)j
by induction)
=
P 2i2j
P 2j2i
P 2i2
P 22i
τ(a2, a2j)2i, (
P 2i2
P 22i
=
σ(a2)i
σ(a2i)
by induction)
we have
P 2i2j+2
P
2j+2
2i
= σ(a
2j+2)i
σ(a2i)j+1
. Since the equation (4.3) is symmetric for i, j, we know that
it also holds for the case (i+ 1, j).
We turn to the equation (4.4). By definition,
P 2j2i+1σ(a)
jσ(a2j)i = [P 2j2i τ(a, a
2i)2j ]σ(a)jσ(a2j)i.
Since
P 2i2jσ(a
2i+1)j [
τ(b, a)
τ(b, a2i+1)
]j = P 2j2i
σ(a2j)i
σ(a2i)j
σ(a2i+1)j [
τ(b, a)
τ(b, a2i+1)
]j
= P 2j2i σ(a
2j)i[
σ(a2i+1)
σ(a2i)
]j [
τ(b, a)
τ(b, a2i+1)
]j
= P 2j2i σ(a
2j)i[σ(a)τ(a, a2i)τ(ab, a2i)]j [
τ(b, a)
τ(b, a2i+1)
]j
= [P 2j2i τ(a, a
2i)2j ]σ(a)jσ(a2j)i[
τ(ba, a2i)τ(b, a)
τ(b, a2i+1)τ(a, a2i)
]j
= [P 2j2i τ(a, a
2i)2j ]σ(a)jσ(a2j)i,
the equation (4.4) holds.
For the equation (4.5), direct computations show that
P 2j2i+1
σ(a2j+1)i
σ(a)i
[
τ(b, a)
τ(b, a2j+1)
]i = [τ(a, a2i)2jP 2j2i ]
σ(a2j+1)i
σ(a)i
[
τ(b, a)
τ(b, a2j+1)
]i
=
τ(a, a2i)2j
σ(a)i
P 2j2i σ(a
2j+1)i[
τ(b, a)
τ(b, a2j+1)
]i
=
τ(a, a2i)2j
σ(a)i
[P2j+1σ(a)
iσ(a2i)j ] (by (4.4))
= τ(a, a2i)2jP 2i2j+1σ(a
2i)j
= τ(a, a2i)2j [P 2i2j τ(a, a
2j)2i]σ(a2i)j
= [τ(a, a2i)2jτ(a, a2j)2i][P 2i2jσ(a
2i)j ]
and
P 2i2j+1
σ(a2i+1)j
σ(a)j
[
τ(b, a)
τ(b, a2i+1)
]j = [τ(a, a2j)2iτ(a, a2i)2j ][P 2j2i σ(a
2j)i]
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= [τ(a, a2i)2jτ(a, a2j)2i][P 2j2i σ(a
2j)i]
= [τ(a, a2i)2jτ(a, a2j)2i][P 2i2jσ(a
2i)j ] (by (4.3)).
Therefore the equation (4.5) holds.
To show the equation (4.6), we do the following calculations. By
h(t1, t2)h(t1 ⊳ x, t2 ⊳ x) =
τ(t1, t2)
τ(t2 ⊳ x, t1 ⊳ x)
h(t1 ⊳ x, t2 ⊳ x)
=
τ(t1, t2)
τ(t2 ⊳ x, t1 ⊳ x)
τ(t1 ⊳ x, t2 ⊳ x)
τ(t2, t1)
=
τ(t1, t2)τ(t1 ⊳ x, t2 ⊳ x)
τ(t2, t1)τ(t2 ⊳ x, t1 ⊳ x)
=
σ(t1t2)σ(t1)
−1σ(t2)
−1
σ(t2t1)σ(t2)−1σ(t1)−1
= 1,
we have h(t1, t2)h(t1 ⊳ x, t2 ⊳ x) = 1. Since
h(t1 ⊳ x, t2 ⊳ x) =
τ(t1 ⊳ x, t2 ⊳ x)
τ(t2, t1)
= [
τ(t2, t1)
τ(t1 ⊳ x, t2 ⊳ x)
]−1
= h(t2, t1)
−1
and h(t1, t2)h(t1 ⊳ x, t2 ⊳ x) = 1, we have h(t1, t2) = h(t2, t1). Therefore the equation
(4.6) holds.
For the last equation (4.7), we have
h(a, a2i+1b) =
τ(a, a2i+1b)
τ(a2i+1, ab)
=
τ(a, a2i+1b)
τ(a2i+1, ba)
=
τ(a, a2i+1b)τ(b, a)
τ(a2i+1, ba)τ(b, a)
=
τ(a, a2i+1b)τ(b, a)
τ(a2i+1b, a)τ(a2i+1, b)
= η(a, a2i+1b)
τ(b, a)
τ(a2i+1, b)
= −
τ(b, a)
τ(a2i+1, b)
(by η(a, a2i+1b) = −1)
=
τ(b, a)
τ(b, a2i+1)
(by η(b, a2i+1) = −1).
This means that we get the equation (4.7).
Furthermore, if there are α, β ∈ k such that (αβ)nλ2n,1 = 1 and
β2
α2
= τ(b,b)
τ(b,a)2 , then
we will show that τ(b,a)β
τ(b,a2i)α
= σ(a
2i)
σ(a2ib)
, i ≥ 0. Firstly, we claim that σ(b)−1 = τ(b, b).
In fact, by σ(ab)(σ(a)σ(b))−1 = τ(a, b)τ(ab, b) and σ(a) = σ(a ⊳ x) = σ(ab), we
have σ(b)−1 = τ(a, b)τ(ab, b). Thanks to τ is a 2-cocycle, we have τ(a, b)τ(ab, b) =
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τ(b, b)τ(a, 1) = τ(b, b) and thus σ(b)−1 = τ(b, b). Secondly, since
[
τ(b, a)β
τ(b, a2i)α
]2 = [
τ(b, a)
τ(b, a2i)
]2
τ(b, b)
τ(b, a)2
=
τ(b, b)
τ(b, a2i)2
and
σ(a2i)
σ(a2ib)
=
σ(a2i)
σ(a2i)σ(b)τ(b, a2i)2
=
1
σ(b)τ(b, a2i)2
together with σ(b)−1 = τ(b, b), we know that [ τ(b,a)β
τ(b,a2i)α
]2 = σ(a
2i)
σ(a2ib)
. 
The following Lemma is used to prove Proposition 4.14.
Lemma 4.5. Denote the dual of K(8n, σ, τ) by H∗, then R is a universal R-matrix
of K(8n, σ, τ) if and only if the following equations hold
τ(s1, s2) = τ(s2, s1), s1, s2 ∈ S,(4.8)
w2(s, t ⊳ x) = w2(s, t)η(s, t), s ∈ S, t ∈ T,(4.9)
w3(t ⊳ x, s) = w3(t, s)η(t, s), s ∈ S, t ∈ T,(4.10)
τ(t2, t1)w
4(t1 ⊳ x, t2 ⊳ x) = τ(t1 ⊳ x, t2 ⊳ x)w
4(t1, t2), t1, t2 ∈ T,(4.11)
l(f1)l(f2) = l(f1f2), r(f1)r(f2) = r(f2f1), f1, f2 ∈ H
∗.(4.12)
Proof. On the one hand, we have the following equation
∆op(x)R = [
∑
g,h∈G
τ(h, g)eg ⊗ eh](x⊗ x)R
= [
∑
s1,s2∈S
τ(s2, s1)w
1(s1, s2)es1 ⊗ es2 +
∑
s∈S,t∈T
τ(t, s)w2(s, t ⊳ x)esx⊗ et+
∑
t∈T,s∈S
τ(s, t)w3(t ⊳ x, s)et ⊗ esx+
∑
t1,t2∈T
τ(t2, t1)w
4(t1 ⊳ x, t2 ⊳ x)et1x⊗ et2x](x⊗ x),
On the other hand, the following equation hold
R∆(x) = R[
∑
g,h∈G
τ(g, h)eg ⊗ eh](x⊗ x)
= [
∑
s1,s2∈S
τ(s1, s2)w
1(s1, s2)es1 ⊗ es2 +
∑
s∈S,t∈T
τ(s, t)w2(s, t)esx⊗ et+
∑
t∈T,s∈S
τ(t, s)w3(t, s)et ⊗ esx+
∑
t1,t2∈T
τ(t1 ⊳ x, t2 ⊳ x)w
4(t1, t2)et1x⊗ et2x](x⊗ x).
Therefore, ∆op(x)R = R∆(x) holds if and only if equations (4.8)-(4.11) hold. The
last equation is just Lemma 3.1. 
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We use the following Lemmas 4.6 and 4.7 to check that Rα,β satisfies the first four
equalities of Lemma 4.5.
Lemma 4.6. Let K(8n, σ, τ) as above, then τ(s1, s2) = τ(s2, s1) for all s1, s2 ∈ S.
Proof. Recall the η was defined by η(g, h) = τ(g, h)τ(h, g)−1 and η is a bicharacter on
G, thus η(a, b)2 = η(a, 1) = 1 and η(b, a)2 = η(1, a) = 1. Since S = {a2ibj | i, j ≥ 0}
and η(a2ibj , a2kbl) = η(a, b)2ilη(b, a)2jk = 1, we have τ(s1, s2) = τ(s2, s1) for all
s1, s2 ∈ S. 
Lemma 4.7. The wi(1 ≤ i ≤ 4) of Rα,β satisfy the following equations
w2(s, t ⊳ x) = w2(s, t)η(s, t), s ∈ S, t ∈ T,(4.13)
w3(t ⊳ x, s) = w3(t, s)η(t, s), s ∈ S, t ∈ T,(4.14)
w4(t1, t2) = h(t1, t2)w
4(t1 ⊳ x, t2 ⊳ x), t1, t2 ∈ T.(4.15)
Proof. To simplify the calculation, we analyze η furthermore. Recall that η is bichar-
acter on G and we have assumed η(a, b) = η(b, a) = −1 in this subsection. Since
η(s, t)η(s, t ⊳ x) =
τ(s, t)
τ(t, s)
η(s, t ⊳ x) =
τ(s, t)
τ(t, s)
τ(s, t ⊳ x)
τ(t ⊳ x, s)
=
τ(s, t)τ(s ⊳ x, t ⊳ x)
τ(t, s)τ(t ⊳ x, s ⊳ x)
=
σ(st)σ(s)−1σ(t)−1
σ(ts)σ(t)−1σ(s)−1
= 1,
we know that η(s, t ⊳x) = η(s, t)−1. This observation can help us to simply the proof.
Indeed, we find that if w2(s, t ⊳ x) = w2(s, t)η(s, t) then we have w2(s, t) = w2(s, t ⊳
x)η(s, t ⊳ x) automatically. By S = {a2ibj | i, j ≥ 0} and T = {a2i+1bj | i, j ≥ 0},
this discussion tells us that to show the equation (4.13) we only need to show the
following two special cases:
w2(a2i, a2j+1 ⊳ x) = w2(a2i, a2j+1)η(a2i, a2j+1), i, j ≥ 0,(4.16)
w2(a2ib, a2j+1 ⊳ x) = w2(a2ib, a2j+1)η(a2ib, a2j+1), i, j ≥ 0.(4.17)
Using the same arguments (we have η(t⊳x, s) = η(t, s)−1 similarly and h(t1⊳x, t2⊳x) =
h(t1, t2)
−1 by (4.6)), to show the equations (4.14) and (4.15) we only need to show
the following equations
w3(a2i+1 ⊳ x, a2j) = w3(a2i+1, a2j)η(a2i+1, a2j), i, j ≥ 0,(4.18)
w3(a2i+1 ⊳ x, a2jb) = w3(a2i+1, a2jb)η(a2i+1, a2jb), i, j ≥ 0,(4.19)
w4(a2i+1b, a2j+1) = h(a2i+1b, a2j+1)w4((a2i+1b) ⊳ x, a2j+1 ⊳ x), i, j ≥ 0,(4.20)
w4(a2i+1b, a2j+1b) = h(a2i+1b, a2j+1b)w4((a2i+1b) ⊳ x, (a2j+1b) ⊳ x), i, j ≥ 0.(4.21)
We will check them one by one. Since
w2(a2i, a2j+1 ⊳ x) = w2(a2i, a2j+1b) = λ2i,2j+1[Sj,0Sj,1]
i
w2(a2i, a2j+1)η(a2i, a2j+1) = w2(a2i, a2j+1) = λ2i,2j+1[Sj,0Sj,1]
i,
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we have w2(a2i, a2j+1 ⊳ x) = w2(a2i, a2j+1)η(a2i, a2j+1) and therefore the equation
(4.16) holds. Since
w2(a2ib, a2j+1 ⊳ x) = w2(a2ib, a2j+1b)
=
τ(b, a)β
τ(b, a2i)α
λ2i,2j+1[Sj,0Sj,1]
i
and
w2(a2ib, a2j+1)η(a2ib, a2j+1) = w2(a2ib, a2j+1)(−1)
= −
τ(b, a)β
τ(b, a2i)α
λ2i,2j+1[Sj,0Sj,1]
i(−1)
=
τ(b, a)β
τ(b, a2i)α
λ2i,2j+1[Sj,0Sj,1]
i,
we have w2(a2ib, a2j+1 ⊳ x) = w2(a2ib, a2j+1)η(a2ib, a2j+1) and therefore the equation
(4.17) holds. Since
w3(a2i+1 ⊳ x, a2j) = w3(a2i+1b, a2j)
= λ2j,2i+1[Si,0Si,1]
j
and
w3(a2i+1, a2j)η(a2i+1, a2j) = w3(a2i+1, a2j)
= λ2j,2i+1[Si,0Si,1]
j ,
we have w3(a2i+1 ⊳ x, a2j) = w3(a2i+1, a2j)η(a2i+1, a2j) and therefore the equation
(4.18) holds. Since
w3(a2i+1 ⊳ x, a2jb) = w3(a2i+1b, a2jb)
=
τ(b, a)β
τ(b, a2j)α
λ2j,2i+1[Si,0Si,1]
j
and
w3(a2i+1, a2jb)η(a2i+1, a2jb) = w3(a2i+1, a2jb)(−1)
=
−τ(b, a)β
τ(b, a2j)α
λ2j,2i+1[Si,0Si,1]
j(−1)
=
τ(b, a)β
τ(b, a2j)α
λ2j,2i+1[Si,0Si,1]
j ,
we have w3(a2i+1 ⊳ x, a2jb) = w3(a2i+1, a2jb)η(a2i+1, a2jb) and therefore the equation
(4.19) holds. Since
w4(a2i+1b, a2j+1) = h(a2i+1b, a2j+1)λ2i+1,2j+1S
i
j,0S
i+1
j,1
= h(a2i+1b, a2j+1)w4(a2i+1, a2j+1b)
and
w4(a2i+1b, a2j+1b) = h(a2i+1b, a2j+1b)λ2i+1,2j+1S
i+1
j,0 S
i
j,1
= h(a2i+1b, a2j+1b)w4(a2i+1, a2j+1),
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the equation (4.20) and the equation (4.21) hold. 
The following Lemma 4.8 is completely prepared to prove Lemma 4.9.
Lemma 4.8. Let Rα,β as above, then
[w4(a, t)w4(a, t ⊳ x)σ(t)]n = P2n, w
2(b, t)2 = τ(b, b),(4.22)
w4(a, t)w2(b, t ⊳ x) = τ(a, b)w4(ab, t), w4(a, t)w2(b, t) = τ(b, a)w4(ab, t),(4.23)
[w4(a, t)w4(a, t ⊳ x)σ(t)]i = P2iw
2(a2i, t),(4.24)
w2(a2i, t)w2(b, t) = τ(a2i, b)w2(a2ib, t),(4.25)
w4(a, t)i+1w4(a, t ⊳ x)iσ(t)i = P2i+1w
4(a2i+1, t),(4.26)
w4(a2i+1, t)w2(b, t ⊳ x) = τ(a2i+1, b)w4(a2i+1b, t),(4.27)
w3(a, s)2nσ(s)n = 1, w1(b, s)2 = 1,(4.28)
w1(b, s)w3(a, s) = w3(ab, s),(4.29)
w3(a, s)2iσ(s)i = w1(a2i, s), w1(a2i, s)w1(b, s) = w1(a2ib, s)(4.30)
w3(a, s)2i+1σ(s)i = w3(a2i+1, s), w3(a2i+1, s)w1(b, s) = w3(a2i+1b, s).(4.31)
Proof. We will show (4.22) at first. Since T = {a2i+1, a2i+1b | i ≥ 0}, we need to show
the following equations:
[w4(a, a2j+1)w4(a, a2j+1b)σ(a2j+1)]n = P2n,
[w4(a, a2j+1b)w4(a, a2j+1)σ(a2j+1b)]n = P2n.
Since σ(a2j+1) = σ(a2j+1 ⊳ x) by the definition of σ and σ(a2j+1 ⊳ x) = σ(a2j+1b), we
have σ(a2j+1) = σ(a2j+1b). This implies that we only need to show the first equation.
Since
[w4(a, a2j+1)w4(a, a2j+1b)σ(a2j+1)]n = [Sj,0Sj,1σ(a
2j+1)]n,
[Sj,0Sj,1σ(a
2j+1)]n = [(λ2j+1,1α
j+1βj)Sj,1σ(a
2j+1)]n
= [(λ2j+1,1α
j+1βj)(h(a, a2j+1b)λ2j+1,1α
jβj+1)σ(a2j+1)]n
= h(a, a2j+1b)nσ(a2j+1)nλ2n2j+1,1(αβ)
(2j+1)n
and
λ2n2j+1,1(αβ)
(2j+1)n = λ2n2j+1,1[(αβ)
n]2j+1 = λ2n2j+1,1[λ
−1
2n,1]
2j+1
= [P−12j+1σ(a)
j ]2n[λ2n,1]
−2j−1 = [P−2n2j+1σ(a)
2jn][λ2n,1]
−2j−1
= [P−2n2j+1σ(a)
2jn][P−12n σ(a)
n]−2j−1 = P−2n2j+1P
2j+1
2n σ(a)
−n,
we have
[w4(a, a2j+1)w4(a, a2j+1b)σ(a2j+1)]n = h(a, a2j+1b)nσ(a2j+1)nP−2n2j+1P
2j+1
2n σ(a)
−n.
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By the equation (4.4), we have
P 2l2k+1σ(a)
lσ(a2l)k = P 2k2l σ(a
2k+1)l[
τ(b, a)
τ(b, a2k+1)
]l.(4.32)
Let k = j and l = n, then the equation (4.32) above becomes (by noting that a2n = 1)
P 2n2j+1σ(a)
n = P 2j2nσ(a
2j+1)n[
τ(b, a)
τ(b, a2j+1)
]n.(4.33)
Therefore we have
[w4(a, a2j+1)w4(a, a2j+1b)σ(a2j+1)]n = h(a, a2j+1b)nP−2n2j+1P
2j
2nσ(a
2j+1)nσ(a)−nP2n
= h(a, a2j+1b)n[
τ(b, a2j+1)
τ(b, a)
]nP2n
= P2n
where for the last equality we use the equation (4.7). Since
[w2(b, a2j+1)]2 = [−τ(b, a)
β
α
]2 = τ(b, a)2[
β
α
]2
= τ(b, a)2
τ(b, b)
τ(b, a)2
= τ(b, b),
[w2(b, a2j+1b)]2 = [τ(b, a)
β
α
]2 = τ(b, a)2[
β
α
]2
= τ(b, a)2
τ(b, b)
τ(b, a)2
= τ(b, b)
and T = {a2i+1, a2i+1b | i ≥ 0}, we have w2(b, t)2 = τ(b, b) by noting that T =
{a2i+1, a2i+1b | i ≥ 0}. Therefore, we get the equations (4.22).
Now let us show the equations (4.23). Since
τ(a, b)w4(ab, a2j+1) = τ(a, b)[h(ab, a2j+1)Sj,1]
= τ(a, b)h(ab, a2j+1)[h(a, a2j+1b)λ2j+1,1α
jβj+1]
= τ(a, b)h(ab, a2j+1)[h(a, a2j+1b)
β
α
Sj,0]
= τ(a, b)[h(ab, a2j+1)h(a, a2j+1b)]
β
α
Sj,0
= τ(a, b)[h(ab, a2j+1)h((ab) ⊳ x, a2j+1 ⊳ x)]
β
α
Sj,0
= τ(a, b)
β
α
Sj,0 (by (4.6))
= −τ(b, a)
β
α
Sj,0 (by η(a, b) = −1)
= (Sj,0)(−τ(b, a)
β
α
)
= w4(a, a2j+1)w2(b, a2j+1b),
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we have
w4(a, a2j+1)w2(b, a2j+1b) = τ(a, b)w4(ab, a2j+1).(4.34)
Since
w4(a, a2j+1b)w2(b, a2j+1) = Sj,1w
2(b, a2j+1) = Sj,1[τ(b, a)
β
α
]
= [h(a, a2j+1b)λ2j+1,1α
jβj+1][τ(b, a)
β
α
]
= [h(a, a2j+1b)
β
α
Sj,0][τ(b, a)
β
α
]
= τ(b, a)h(a, a2j+1b)(
β
α
)2Sj,0
= τ(b, a)
τ(b, a)
τ(b, a2j+1)
(
β
α
)2Sj,0
= τ(b, a)
τ(b, a)
τ(b, a2j+1)
τ(b, b)
τ(b, a)2
Sj,0
=
τ(b, b)
τ(b, a2j+1)
Sj,0
and
τ(a, b)w4(ab, a2j+1b) = τ(a, b)[h(ab, a2j+1b)Sj,0]
= τ(a, b)
τ(ab, a2j+1b)
τ(a2j+1, a)
Sj,0
=
τ(a, b)τ(ab, a2j+1b)
τ(a2j+1, a)
Sj,0
=
τ(b, a2j+1b)τ(a, a2j+1)
τ(a2j+1, a)
Sj,0
= τ(b, a2j+1b)Sj,0
= τ(b, ba2j+1)Sj,0
=
τ(b, ba2j+1)τ(b, a2j+1)
τ(b, a2j+1)
Sj,0
=
τ(b, b)
τ(b, a2j+1)
Sj,0,
we have
w4(a, a2j+1b)w2(b, a2j+1) = τ(a, b)w4(ab, a2j+1b).(4.35)
By equations (4.34) and (4.35), we have w4(a, t)w4(b, t ⊳ x) = τ(a, b)w4(ab, t) for
t ∈ T = {a2i+1, a2i+1b | i ≥ 0}. Since
w2(b, a2j+1)w4(a, a2j+1) = (τ(b, a)
β
α
)w4(a, a2j+1)
= (−w2(b, a2j+1b))w4(a, a2j+1)
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= −w4(a, a2j+1)w2(b, a2j+1b)
= −τ(a, b)w4(ab, a2j+1) (by (4.34))
= τ(b, a)w4(ab, a2j+1)
and
w2(b, a2j+1b)w4(a, a2j+1b) = (−τ(b, a)
β
α
)w4(a, a2j+1b)
= (−w2(b, a2j+1))w4(a, a2j+1b)
= −w4(a, a2j+1b)w2(b, a2j+1)
= −τ(a, b)w4(ab, a2j+1b) (by (4.35))
= τ(b, a)w4(ab, a2j+1b),
we have w2(b, t)w4(a, t) = τ(b, a)w4(ab, t) and thus the equations (4.23) hold.
Next, we will show (4.24). Since
[w4(a, a2j+1)w4(a, a2j+1b)σ(a2j+1)]i = [Sj,0Sj,1σ(a
2j+1)]i
and
P2iw
2(a2i, a2j+1) = P2i[λ2i,2j+1(Sj,0Sj,1)
i]
= P2iλ2i,2j+1(Sj,0Sj,1)
i
= P2i(P
−1
2i σ(a
2j+1)i)(Sj,0Sj,1)
i
= σ(a2j+1)i(Sj,0Sj,1)
i
= [Sj,0Sj,1σ(a
2j+1)]i,
we have
[w4(a, a2j+1)w4(a, a2j+1b)σ(a2j+1)]i = P2iw
2(a2i, a2j+1).(4.36)
Similarly, by
[w4(a, a2j+1b)w4(a, a2j+1)σ(a2j+1b)]i = [w4(a, a2j+1b)w4(a, a2j+1)σ(a2j+1)]i
= P2iw
2(a2i, a2j+1) (by (4.36))
= P2iw
2(a2i, a2j+1b),
we have [w4(a, a2j+1b)w4(a, a2j+1)σ(a2j+1b)]i = P2iw
2(a2i, a2j+1b). This means that
we get the equation (4.24).
We turn to the proof of the equation (4.25). Since
w2(a2i, a2j+1)w2(b, a2j+1) = [λ2i,2j+1(Sj,0Sj,1)
i]w2(b, a2j+1)
= [λ2i,2j+1(Sj,0Sj,1)
i][τ(b, a)
β
α
]
= τ(b, a)
β
α
λ2i,2j+1(Sj,0Sj,1)
i
ON THE QUASITRIANGULAR STRUCTURES OF ABELIAN EXTENSIONS OF Z2 23
and
τ(a2i, b)w2(a2ib, a2j+1) = τ(a2i, b)[
τ(b, a)
τ(b, a2i)
β
α
λ2i,2j+1(Sj,0Sj,1)
i]
=
τ(a2i, b)
τ(b, a2i)
[τ(b, a)
β
α
λ2i,2j+1(Sj,0Sj,1)
i]
= η(a2i, b)[τ(b, a)
β
α
λ2i,2j+1(Sj,0Sj,1)
i]
= τ(b, a)
β
α
λ2i,2j+1(Sj,0Sj,1)
i,
we have
w2(a2i, a2j+1)w2(b, a2j+1) = τ(a2i, b)w2(a2ib, a2j+1).(4.37)
Since
w2(a2i, a2j+1b)w2(b, a2j+1b) = w2(a2i, a2j+1)w2(b, a2j+1b)
= w2(a2i, a2j+1)[−w2(b, a2j+1)]
= −w2(a2i, a2j+1)w2(b, a2j+1)
= −τ(a2i, b)w2(a2ib, a2j+1) (by (4.37))
= τ(a2i, b)[−w2(a2ib, a2j+1)]
= τ(a2i, b)w2(a2ib, a2j+1b),
we have w2(a2i, a2j+1b)w2(b, a2j+1b) = τ(a2i, b)w2(a2ib, a2j+1b). Therefore the equa-
tion (4.25) is proved.
We will show the equation (4.26). Since
w4(a, a2j+1)i+1w4(a, a2j+1b)iσ(a2j+1)i = Si+1j,0 S
i
j,1σ(a
2j+1)i
= σ(a2j+1)iSi+1j,0 S
i
j,1
and
P2i+1w
4(a2i+1, a2j+1) = P2i+1[λ2i+1,2j+1S
i+1
j,0 S
i
j,1]
= P2i+1[P
−1
2i+1σ(a
2j+1)i]Si+1j,0 S
i
j,1
= σ(a2j+1)iSi+1j,0 S
i
j,1,
we have
w4(a, a2j+1)i+1w4(a, a2j+1b)iσ(a2j+1)i = P2i+1w
4(a2i+1, a2j+1).(4.38)
Since
w4(a, a2j+1b)i+1w4(a, a2j+1)iσ(a2j+1b)i = Si+1j,1 S
i
j,0σ(a
2j+1b)i
= σ(a2j+1)iSi+1j,1 S
i
j,0
and
P2i+1w
4(a2i+1, a2j+1b) = P2i+1[λ2i+1,2j+1S
i
j,0S
i+1
j,1 ]
= P2i+1[P
−1
2i+1σ(a
2j+1)i]Sij,0S
i+1
j,1
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= σ(a2j+1)iSi+1j,1 S
i
j,0,
we have
w4(a, a2j+1b)i+1w4(a, a2j+1)iσ(a2j+1b)i = P2i+1w
4(a2i+1, a2j+1b).(4.39)
Combining the equation (4.38) together with the equation (4.39), we get the equation
(4.26).
Now let us go to the proof of the equation (4.27). Directly we have
w4(a2i+1, a2j+1)w2(b, a2j+1b) = [λ2i+1,2j+1S
i+1
j,0 S
i
j,1]w
2(b, a2j+1b)
= [λ2i+1,2j+1S
i+1
j,0 S
i
j,1][−τ(b, a)
β
α
]
= [λ2i+1,2j+1S
i+1
j,0 S
i
j,1][τ(a, b)
β
α
]
= τ(a, b)
β
α
[λ2i+1,2j+1S
i+1
j,0 S
i
j,1]
and
τ(a2i+1, b)w4(a2i+1b, a2j+1) = τ(a2i+1, b)[h(a2i+1b, a2j+1)λ2i+1,2j+1S
i
j,0S
i+1
j,1 ]
= τ(a2i+1, b)[h(a2i+1b, a2j+1)λ2i+1,2j+1S
i+1
j,0 S
i
j,1
Sj,1
Sj,0
]
= [τ(a2i+1, b)h(a2i+1b, a2j+1)
Sj,1
Sj,0
][λ2i+1,2j+1S
i+1
j,0 S
i
j,1].
To prove w4(a, a2j+1)w2(b, a2j+1b) = τ(a2i+1, b)w4(a2i+1b, a2j+1), we need only to
show that τ(a, b)β
α
= τ(a2i+1, b)h(a2i+1b, a2j+1)
Sj,1
Sj,0
. In fact, by
Sj,1
Sj,0
=
h(a, a2j+1b)λ2j+1,1α
jβj+1
λ2j+1,1αj+1βj
= h(a, a2j+1b)
β
α
,
we have
τ(a2i+1, b)h(a2i+1b, a2j+1)
Sj,1
Sj,0
= τ(a2i+1, b)h(a2i+1b, a2j+1)h(a, a2j+1b)
β
α
= τ(a2i+1, b)
τ(a2i+1b, a2j+1)
τ(a2j+1b, a2i+1)
h(a, a2j+1b)
β
α
=
τ(a2i+1, b)τ(a2i+1b, a2j+1)
τ(a2j+1b, a2i+1)
h(a, a2j+1b)
β
α
=
τ(a2i+1, ba2j+1))τ(b, a2j+1)
τ(a2j+1b, a2i+1)
h(a, a2j+1b)
β
α
= η(a2i+1, ba2j+1)τ(b, a2j+1)h(a, a2j+1b)
β
α
= −τ(b, a2j+1)h(a, a2j+1b)
β
α
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= −τ(b, a2j+1)
τ(a, a2j+1b)
τ(a2j+1, ab)
β
α
= −
τ(b, a2j+1)τ(a, a2j+1b)
τ(a2j+1, ab)
β
α
= −
τ(ab, a2j+1)τ(a, b)
τ(a2j+1, ab)
β
α
= −η(ab, a2j+1)τ(a, b)
β
α
= τ(a, b)
β
α
.
Therefore, we get
w4(a2i+1, a2j+1)w2(b, a2j+1b) = τ(a2i+1, b)w4(a2i+1b, a2j+1).(4.40)
Now,
w4(a2i+1, a2j+1b)w2(b, a2j+1) = [h(a2i+1, a2j+1b)λ2i+1,2j+1S
i+1
j,0 S
i
j,1]w
2(b, a2j+1b)
= h(a2i+1, a2j+1b)
Sj,1
Sj,0
w4(a2i+1, a2j+1)w2(b, a2j+1b)
= h(a2i+1, a2j+1b)
Sj,1
Sj,0
w4(a2i+1, a2j+1b)[−τ(b, a)
β
α
]
= h(a2i+1, a2j+1b)
Sj,1
Sj,0
w4(a2i+1, a2j+1b)[−w2(b, a2j+1)]
= −h(a2i+1, a2j+1b)
Sj,1
Sj,0
w4(a2i+1, a2j+1b)w2(b, a2j+1)
= −h(a2i+1, a2j+1b)
Sj,1
Sj,0
τ(a2j+1, b)w4(a2i+1b, a2j+1)
= τ(a2i+1, b)[−h(a2i+1, a2j+1b)
Sj,1
Sj,0
w4(a2i+1b, a2j+1)]
and
τ(a2i+1, b)w4(a2i+1b, a2j+1b) = τ(a2i+1, b)[h(a2i+1b, a2j+1b)λ2i+1,2j+1S
i+1
j,0 S
i
j,1]
= τ(a2i+1, b)[h(a2i+1b, a2j+1b)w4(a2i+1, a2j+1)].
Therefore similarly to get our desired equation we need only to prove the following
−h(a2i+1, a2j+1b)
Sj,1
Sj,0
w4(a2i+1b, a2j+1) = h(a2i+1b, a2j+1b)w4(a2i+1, a2j+1).(4.41)
As a matter of fact, by
h(a2i+1, a2j+1b)w4(a2i+1b, a2j+1) = h(a2i+1, a2j+1b)h(a2i+1b, a2j+1)λ2i+1,2j+1S
i
j,0S
i+1
j,1
= λ2i+1,2j+1S
i
j,0S
i+1
j,1 (by (4.6))
=
Sj,1
Sj,0
w4(a2i+1b, a2j+1),
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we have
−h(a2i+1, a2j+1b)
Sj,1
Sj,0
w4(a2i+1b, a2j+1) = −
Sj,1
Sj,0
[h(a2i+1, a2j+1b)w4(a2i+1b, a2j+1)]
= −
Sj,1
Sj,0
Sj,1
Sj,0
w4(a2i+1b, a2j+1)
= −[
Sj,1
Sj,0
]2w4(a2i+1b, a2j+1)
= −[h(a, a2j+1b)
β
α
]2w4(a2i+1b, a2j+1)
= −h(a, a2j+1b)2
τ(b, b)
τ(b, a)2
w4(a2i+1b, a2j+1)
= −[
τ(b, a)
τ(b, a2j+1)
]2
τ(b, b)
τ(b, a)2
w4(a2i+1b, a2j+1)
= −
τ(b, b)
τ(b, a2j+1)2
w4(a2i+1b, a2j+1).
Moreover, since
h(a2i+1b, a2j+1b)w4(a2i+1, a2j+1) =
τ(a2i+1b, a2j+1b)
τ(a2j+1, a2i+1)
w4(a2i+1, a2j+1)
=
τ(a2i+1b, ba2j+1)
τ(a2j+1, a2i+1)
w4(a2i+1, a2j+1)
=
τ(a2i+1b, ba2j+1)τ(b, a2j+1)
τ(a2j+1, a2i+1)τ(b, a2j+1)
w4(a2i+1, a2j+1)
=
τ(a2i+1, a2j+1)τ(a2i+1b, b)
τ(a2j+1, a2i+1)τ(b, a2j+1)
w4(a2i+1, a2j+1)
= η(a2i+1, a2j+1)
τ(a2i+1b, b)
τ(b, a2j+1)
w4(a2i+1, a2j+1)
=
τ(a2i+1b, b)
τ(b, a2j+1)
w4(a2i+1, a2j+1)
=
τ(a2i+1b, b)τ(a2j+1, b)
τ(b, a2j+1)τ(a2j+1, b)
w4(a2i+1, a2j+1)
=
τ(b, b)
τ(b, a2j+1)τ(a2j+1, b)
w4(a2i+1, a2j+1)
=
τ(b, b)
τ(b, a2j+1)(−τ(b, a2j+1))
w4(a2i+1, a2j+1)
= −
τ(b, b)
τ(b, a2j+1)2
w4(a2i+1, a2j+1),
we have
−h(a2i+1, a2j+1b)
Sj,1
Sj,0
w4(a2i+1b, a2j+1) = h(a2i+1b, a2j+1b)w4(a2i+1, a2j+1).
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Therefore we have proved the following equation
w4(a2i+1, a2j+1b)w2(b, a2j+1) = τ(a2i+1, b)w4(a2i+1b, a2j+1b).(4.42)
Combining the equation (4.40) together with the equation (4.42), the equation (4.27)
is proved.
We will show the equation (4.28). Since
[w3(a, a2i)]2n = [λ2i,1(S0,0S0,1)
i]2n = [λ2i,1(αβ)
i]2n
= λ2n2i,1(αβ)
2in = λ2n2i,1[(αβ)
n]2i
= λ2n2i,1[λ
−1
2n,1]
2i = λ2n2i,1[P2nσ(a)
−n]2i
= λ2n2i,1P
2i
2nσ(a)
−2in = (P−12i σ(a)
i)2nP 2i2nσ(a)
−2in
= P−2n2i σ(a)
2inP 2i2nσ(a)
−2in = P−2n2i P
2i
2n
=
σ(a2n)i
σ(a2i)n
(by (4.3))
=
1
σ(a2i)n
,
we have [w3(a, a2i)]2n = 1
σ(a2i)n
and therefore
[w3(a, a2i)]2nσ(a2i)n = 1.(4.43)
Since
[w3(a, a2ib)]2n = [
−τ(b, a)β
τ(b, a2i)α
λ2i,1(S0,0S0,1)
i]2n
= [
−τ(b, a)β
τ(b, a2i)α
]2n[λ2i,1(S0,0S0,1)
i]2n
= [
−τ(b, a)
τ(b, a2i)
]2n[
τ(b, b)
τ(b, a)2
]n[λ2i,1(S0,0S0,1)
i]2n
= [
τ(b, b)
τ(b, a2i)2
]n[λ2i,1(S0,0S0,1)
i]2n
= [
τ(b, b)
τ(b, a2i)2
]nw3(a, a2i)2n,
we have
[w3(a, a2ib)]2nσ(a2ib)n = [
τ(b, b)
τ(b, a2i)2
]nw3(a, a2i)2nσ(a2ib)n
= [
τ(b, b)
τ(b, a2i)2
]nσ(a2i)−nσ(a2ib)n (by (4.43))
= τ(b, b)n[
σ(a2ib)
σ(a2i)τ(b, a2i)2
]n
= τ(b, b)nσ(b)n
= [τ(b, b)σ(b)]n.
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To show that [w3(a, a2ib)]2nσ(a2ib)n = 1, we need only to prove that τ(b, b)σ(b) = 1.
Since σ(ab)σ(a)−1σ(b)−1 = τ(a, b)τ(ab, b) and σ(a) = σ(a ⊳ x) = σ(ab), we have
σ(b)−1 = τ(a, b)τ(ab, b). Thanks to τ being a 2-cocycle, we have τ(a, b)τ(ab, b) =
τ(b, b)τ(a, 1) = τ(b, b) and thus
σ(b)−1 = τ(b, b).(4.44)
Therefore
[w3(a, a2ib)]2nσ(a2ib)n = 1.(4.45)
Combining the equation (4.43) and the equation (4.45) we get the first part of (4.28)
by nothing that S = {a2i, a2ib | i ≥ 0}. Since by definition w1(b, a2i) = 1 and
w1(b, a2ib) = −1, we get the rest of (4.28).
The proof the equation (4.29) is easy. Since by definition w1(b, a2i) = 1, w1(b, a2ib) =
−1, we have w3(a, a2i)w1(b, a2i) = w3(a, a2i)
w3(a, a2i)w1(b, a2i) = w3(a, a2i) = w3(ab, a2i),
w3(a, a2ib)w1(b, a2ib) = −w3(a, a2i)(−1) = w3(ab, a2ib).
Therefore, we get the equation (4.29) by S = {a2i, a2ib | i ≥ 0}.
Now let’s prove the equation (4.30). Since
w3(a, a2j)2iσ(a2j)i = [λ2j,1(S0,0S0,1)
j ]2iσ(a2j)i = [λ2j,1(αβ)
j ]2iσ(a2j)i
= λ2i2j,1(αβ)
2ijσ(a2j)i = w1(a2i, a2j),
we have
w3(a, a2j)2iσ(a2j)i = w1(a2i, a2j).(4.46)
Since
w3(a, a2jb)2iσ(a2jb)i = [−
τ(b, a)β
τ(b, a2j)α
λ2j,1(S0,0S0,1)
j ]2iσ(a2jb)i
= [(−
τ(b, a)β
τ(b, a2j)α
)w3(a, a2j)]2iσ(a2jb)i
= [−
τ(b, a)β
τ(b, a2j)α
]2iw3(a, a2j)2iσ(a2jb)i
= [−
τ(b, a)β
τ(b, a2j)α
]2iw3(a, a2j)2iσ(a2j)i
σ(a2jb)i
σ(a2j)i
= [−
τ(b, a)β
τ(b, a2j)α
]2iw1(a2i, a2j)
σ(a2jb)i
σ(a2j)i
= [−
τ(b, a)β
τ(b, a2j)α
]2i
σ(a2jb)i
σ(a2j)i
w1(a2i, a2j)
= [−
τ(b, a)β
τ(b, a2j)α
]2i
σ(a2jb)i
σ(a2j)i
w1(a2i, a2jb),
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we have w3(a, a2jb)2iσ(a2jb)i = [− τ(b,a)β
τ(b,a2j )α
]2i σ(a
2j b)i
σ(a2j )i
w1(a2i, a2jb), and thus we need
only to prove [− τ(b,a)β
τ(b,a2j )α
]2i σ(a
2j b)i
σ(a2j )i
= 1 if we want to show that w3(a, a2jb)2iσ(a2jb)i =
w1(a2i, a2jb). In fact, we have
[
τ(b, a)β
τ(b, a2j)α
]2
σ(a2jb)
σ(a2j)
=
τ(b, a)2
τ(b, a2j)2
τ(b, b)
τ(b, a)2
σ(a2jb)
σ(a2j)
=
τ(b, b)
τ(b, a2j)2
σ(a2jb)
σ(a2j)
= τ(b, b)
σ(a2jb)
σ(a2j)τ(b, a2j)2
= τ(b, b)σ(b)
= 1, (by (4.44)).
Therefore
w3(a, a2jb)2iσ(a2jb)i = w1(a2i, a2jb).(4.47)
Combining the equation (4.46) and the equation (4.47), we get that
w3(a, s)2iσ(s)i = w1(a2i, s)(4.48)
for s ∈ S. By
w1(a2i, a2j)w1(b, a2j) = w1(a2i, a2j) = w1(a2i, a2j) = w1(a2ib, a2j),
w1(a2i, a2jb)w1(b, a2jb) = −w1(a2i, a2jb) = w1(a2ib, a2jb),
we know that
w1(a2i, s)w1(b, s) = w1(a2ib, s).(4.49)
Since the equation (4.48) and the equation (4.49) hold, the proof of (4.30) is done.
Now we turn to the proof of the last equation (4.31) hold. Direct computations show
that
w3(a, a2j)2i+1σ(a2j)i = [λ2j,1(S0,0S0,1)
j ]2i+1σ(a2j)i
= [P−12j σ(a)
j(S0,0S0,1)
j ]2i+1σ(a2j)i
= [P−12j σ(a)
j(αβ)j ]2i+1σ(a2j)i
= P
−(2i+1)
2j σ(a)
j(2i+1)(αβ)j(2i+1)σ(a2j)i
= [P
−(2i+1)
2j σ(a)
jσ(a2j)i][σ(a)2ij(αβ)j(2i+1)].
Since
w3(a2i+1, a2j) = λ2j,2i+1[Si,0Si,1]
j
= P−12j σ(a
2i+1)j [Si,0Si,1]
j
and
Si,0Si,1 = (λ2i+1,1α
i+1βi)Si,1
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= (λ2i+1,1α
i+1βi)(h(a, a2i+1b)λ2i+1,1α
iβi+1)
= h(a, a2i+1b)λ22i+1,1α
2i+1β2i+1
= h(a, a2i+1b)[P−12i+1σ(a)
i]2α2i+1β2i+1
= h(a, a2i+1b)P−22i+1σ(a)
2iα2i+1β2i+1,
we have
w3(a2i+1, a2j) = P−12j σ(a
2i+1)jh(a, a2i+1b)jP−2j2i+1[σ(a)
2ij(αβ)j(2i+1)].
Since P 2j2i+1σ(a)
jσ(a2j)i = P 2i2jσ(a
2i+1)j [ τ(b,a)
τ(b,a2i+1)
]j and h(a, a2i+1b) = τ(b,a)
τ(b,a2i+1)
by
Lemma 4.4, we have P
−(2i+1)
2j σ(a)
jσ(a2j)i = P−12j σ(a
2i+1)jh(a, a2i+1b)jP−2j2i+1 and there-
fore
w3(a, a2j)2i+1σ(a2j)i = w3(a2i+1, a2j).(4.50)
Since
w3(a, a2jb) =
−τ(b, a)β
τ(b, a2j)α
λ2j,1(S0,0S0,1)
j =
−τ(b, a)β
τ(b, a2j)α
w3(a, a2j)
and
σ(a2jb) = σ(a2j)
σ(a2jb)
σ(a2j)
,
we have
w3(a, a2jb)2i+1σ(a2jb)i = [
−τ(b, a)β
τ(b, a2j)α
w3(a, a2j)]2i+1[σ(a2j)
σ(a2jb)
σ(a2j)
]i
= (
−τ(b, a)β
τ(b, a2j)α
)2i+1[w3(a, a2j)2i+1σ(a2j)i][
σ(a2jb)
σ(a2j)
]i
= (
−τ(b, a)β
τ(b, a2j)α
)2i+1w3(a2i+1, a2j)[
σ(a2jb)
σ(a2j)
]i
= (
−τ(b, a)β
τ(b, a2j)α
)2i[
−τ(b, a)β
τ(b, a2j)α
w3(a2i+1, a2j)][
σ(a2jb)
σ(a2j)
]i
= (
−τ(b, a)β
τ(b, a2j)α
)2iw3(a2i+1, a2jb)[
σ(a2jb)
σ(a2j)
]i
= (
−τ(b, a)β
τ(b, a2j)α
)2i[
σ(a2jb)
σ(a2j)
]iw3(a2i+1, a2jb)
= w3(a2i+1, a2jb) (by [
τ(b, a)β
τ(b, a2j)α
]2 =
σ(a2j)
σ(a2jb)
in Lemma 4.4).
Therefore we have
w3(a, a2jb)2i+1σ(a2jb)i = w3(a2i+1, a2jb).(4.51)
By (4.50), (4.51) and S = {a2i, a2ib | i ≥ 0}, we have
w3(a, s)2i+1σ(s)i = w3(a2i+1, s).(4.52)
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Since
w3(a2i+1, a2j)w1(b, a2j) = w3(a2i+1, a2j) = w3(a2i+1b, a2j),
w3(a2i+1, a2jb)w1(b, a2jb) = −w3(a2i+1, a2jb) = w3(a2i+1b, a2jb)
and S = {a2i, a2ib | i ≥ 0}, we have
w3(a2i+1, s)w1(b, s) = w3(a2i+1b, s).(4.53)
Combining the equation (4.52) together with the equation (4.53), we prove the last
equation (4.31). 
The following Lemma 4.9 and Lemma 4.10 are prepared to prove Lemma 4.11.
Lemma 4.9. Let Rα,β as above, then
l(Xa)
2n = P2nl(X1), l(Xb)
2 = τ(b, b)l(X1),(4.54)
l(Xa)l(Xb) = τ(a, b)l(Xab), l(Xb)l(Xa) = τ(b, a)l(Xab),(4.55)
l(Xa)
2i = P2il(Xa2i), l(Xa2i)l(Xb) = τ(a
2i, b)l(Xa2ib),(4.56)
l(Xa)
2i+1 = P2i+1l(Xa2i+1), l(Xa2i+1)l(Xb) = τ(a
2i+1, b)l(Xa2i+1b),(4.57)
l(Xa)l(X1) = l(Xa), l(Xb)l(X1) = l(Xb),(4.58)
l(Ea)
2n = l(E1), l(Eb)
2 = l(E1),(4.59)
l(Ea)l(Eb) = l(Eab), l(Eb)l(Ea) = l(Eab),(4.60)
l(Ea)
2i = l(Ea2i), l(Ea2i)l(Eb) = l(Ea2ib),(4.61)
l(Ea)
2i+1 = l(Ea2i+1), l(Ea2i+1)l(Eb) = l(Ea2i+1b),(4.62)
l(Ea)l(E1) = l(Ea), l(Eb)l(E1) = l(Eb)(4.63)
l(X1)l(E1) = 0, l(E1)l(X1) = 0.(4.64)
Proof. We will show the equation (4.54). Since
l(Xa)
2n = [
∑
t∈T
w4(a, t)etx]
2n = [(
∑
t∈T
w4(a, t)etx)
2]n
= [
∑
t∈T
w4(a, t)w4(a, t ⊳ x)etx
2]n = [
∑
t∈T
w4(a, t)w4(a, t ⊳ x)σ(t)et]
n
=
∑
t∈T
[w4(a, t)w4(a, t ⊳ x)σ(t)]net
=
∑
t∈T
P2net (by (4.22))
and
P2nl(X1) = P2n
∑
t∈T
w2(1, t)et =
∑
t∈T
P2net,
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we have l(Xa)
2n = P2nl(X1). Since
l(Xb)
2 = [
∑
t∈T
w2(b, t)et]
2 =
∑
t∈T
w2(b, t)2et
=
∑
t∈T
τ(b, b)et (by (4.22))
and
τ(b, b)l(X1) = τ(b, b)
∑
t∈T
w2(1, t)et =
∑
t∈T
τ(b, b)et,
we have l(Xb)
2 = τ(b, b)l(X1). This means that the equation (4.54) hold.
Next, we want to show the equation (4.55). Since
l(Xa)l(Xb) = (
∑
t∈T
w4(a, t)etx)l(Xb) = (
∑
t∈T
w4(a, t)etx)(
∑
t∈T
w2(b, t)et)
=
∑
t∈T
w4(a, t)w2(b, t ⊳ x)etx
=
∑
t∈T
τ(a, b)w4(ab, t)etx (by (4.23))
and
τ(a, b)l(Xab) = τ(a, b)
∑
t∈T
w4(ab, t)etx =
∑
t∈T
τ(a, b)w4(ab, t)etx,
we have l(Xa)l(Xb) = τ(a, b)l(Xab). By
l(Xb)l(Xa) = (
∑
t∈T
w2(b, t)et)l(Xa) = (
∑
t∈T
w2(b, t)et)(
∑
t∈T
w4(a, t)etx)
=
∑
t∈T
w2(b, t)w4(a, t)etx
=
∑
t∈T
τ(b, a)w4(ab, t)etx (by (4.23))
and
τ(a, b)l(Xab) = τ(a, b)
∑
t∈T
w4(ab, t)etx
=
∑
t∈T
τ(b, a)w4(ab, t)etx (by (4.23)),
we have l(Xb)l(Xa) = τ(b, a)l(Xab) and the equation (4.55) hold.
We turn to the proof of the equation (4.56). Due to
l(Xa)
2i = [
∑
t∈T
w4(a, t)etx]
2i
= [(
∑
t∈T
w4(a, t)etx)
2]i = [
∑
t∈T
w4(a, t)w4(a, t ⊳ x)etx
2]i
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= [
∑
t∈T
w4(a, t)w4(a, t ⊳ x)etσ(t)]
i =
∑
t∈T
[w4(a, t)w4(a, t ⊳ x)σ(t)]iet
=
∑
t∈T
P2iw
2(a2i, t)et (by (4.24))
and
P2il(Xa2i) = P2i
∑
t∈T
w2(a2i, t)et =
∑
t∈T
P2iw
2(a2i, t)et,
we have l(Xa)
2i = P2il(Xa2i). Since
l(Xa2i)l(Xb) = (
∑
t∈T
w2(a2i, t)et)l(Xb) = (
∑
t∈T
w2(a2i, t)et)(
∑
t∈T
w2(b, t)et)
=
∑
t∈T
w2(a2i, t)w2(b, t)et
=
∑
t∈T
τ(a2i, b)w2(a2ib, t)et (by (4.25))
and
τ(a2i, b)l(Xa2ib) = τ(a
2i, b)
∑
t∈T
w2(a2ib, t)et
=
∑
t∈T
τ(a2i, b)w2(a2ib, t)et,
we have l(Xa2i)l(Xb) = τ(a
2i, b)l(Xa2ib) and thus (4.56) holds.
For the equation (4.57), we find that
l(Xa)
2i+1 = [
∑
t∈T
w4(a, t)etx]
2i+1 = [(
∑
t∈T
w4(a, t)etx)
2]i[
∑
t∈T
w4(a, t)etx]
= [(
∑
t∈T
w4(a, t)w4(a, t ⊳ x)etx
2)]i[
∑
t∈T
w4(a, t)etx]
= [
∑
t∈T
w4(a, t)w4(a, t ⊳ x)σ(t)et]
i[
∑
t∈T
w4(a, t)etx]
= [
∑
t∈T
w4(a, t)iw4(a, t ⊳ x)iσ(t)iet][
∑
t∈T
w4(a, t)etx]
=
∑
t∈T
w4(a, t)i+1w4(a, t ⊳ x)iσ(t)ietx
=
∑
t∈T
P2i+1w
4(a2i+1, t)etx (by (4.26))
and
P2i+1l(Xa2i+1) = P2i+1
∑
t∈T
w4(a2i+1, t)etx =
∑
t∈T
P2i+1w
4(a2i+1, t)etx.
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Therefore, l(Xa)
2i+1 = P2i+1l(Xa2i+1). By
l(Xa2i+1)l(Xb) = (
∑
t∈T
w4(a2i+1, t)etx)l(Xb) = (
∑
t∈T
w4(a2i+1, t)etx)(
∑
t∈T
w2(b, t)et)
=
∑
t∈T
w4(a2i+1, t)w2(b, t ⊳ x)etx
=
∑
t∈T
τ(a2i+1, b)w4(a2i+1b, t)et (by (4.27))
and
τ(a2i+1, b)l(Xa2i+1b) = τ(a
2i+1, b)
∑
t∈T
w4(a2i+1b, t)et
=
∑
t∈T
τ(a2i+1, b)w4(a2i+1b, t)et,
we have l(Xa2i+1)l(Xb) = τ(a
2i+1, b)l(Xa2i+1b) and the equation (4.57) holds.
Now we prove the equation (4.58). From
l(Xa)l(X1) = (
∑
t∈T
w4(a, t)etx)l(X1) = (
∑
t∈T
w4(a, t)etx)(
∑
t∈T
w2(1, t)et)
= (
∑
t∈T
w4(a, t)etx)(
∑
t∈T
et) =
∑
t∈T
w4(a, t)etx
= l(Xa),
we have l(Xa)l(X1) = l(Xa). Due to
l(Xb)l(X1) = (
∑
t∈T
w2(b, t)et)l(X1) = (
∑
t∈T
w2(b, t)et)(
∑
t∈T
w2(1, t)et)
= (
∑
t∈T
w2(b, t)et) = l(Xb),
we have l(Xb)l(X1) = l(Xb). Thus we have the equation (4.58).
Now we consider the equation (4.59). Based on
l(Ea)
2n = (
∑
s∈S
w3(a, s)esx)
2n = [(
∑
s∈S
w3(a, s)esx)
2]n
= [
∑
s∈S
w3(a, s)2esx
2]n = [
∑
s∈S
w3(a, s)2σ(s)es]
n
=
∑
s∈S
w3(a, s)2nσ(s)nes
=
∑
s∈S
es (by (4.28))
and
l(E1) =
∑
s∈S
w1(1, s)es =
∑
s∈S
es,
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we get that l(Ea)
2n = l(E1). Owning to
l(Eb)
2 = [
∑
s∈S
w1(b, s)es]
2 =
∑
s∈S
w1(b, s)2es
=
∑
s∈S
es (by (4.28))
and
l(E1) =
∑
s∈S
w1(1, s)es =
∑
s∈S
es,
we have l(Eb)
2 = l(E1) and thus the equation (4.59) holds.
For the equation (4.60), we find that
l(Ea)l(Eb) = (
∑
s∈S
w3(a, s)esx)l(Eb) = (
∑
s∈S
w3(a, s)esx)(
∑
s∈S
w1(b, s)es)
=
∑
s∈S
w3(a, s)w1(b, s)esx
=
∑
s∈S
w3(ab, s)esx (by (4.29))
= l(Eab),
and
l(Eb)l(Ea) = (
∑
s∈S
w1(b, s)es)l(Ea) = (
∑
s∈S
w1(b, s)es)(
∑
s∈S
w3(a, s)esx)
=
∑
s∈S
w1(b, s)w3(a, s)esx
=
∑
s∈S
w3(ab, s)esx (by (4.29))
= l(Eab).
We get the equation (4.60).
For the equation (4.61), direct computations show that
l(Ea)
2i = (
∑
s∈S
w3(a, s)esx)
2i = [(
∑
s∈S
w3(a, s)esx)
2]i
= [
∑
s∈S
w3(a, s)2esx
2]i = [
∑
s∈S
w3(a, s)2σ(s)es]
i
=
∑
s∈S
w3(a, s)2iσ(s)ies
=
∑
s∈S
w1(a2i, s)es (by (4.30))
= l(Ea2i),
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and
l(Ea2i)l(Eb) = (
∑
s∈S
w1(a2i, s)esx)l(Eb) = (
∑
s∈S
w1(a2i, s)es)(
∑
s∈S
w1(b, s)es)
=
∑
s∈S
w1(a2i, s)w1(b, s)es
=
∑
s∈S
w1(a2ib, s)es (by (4.30))
= l(Ea2ib).
Therefore the equation (4.61) holds.
Now we are going to prove the equation (4.62). By
l(Ea)
2i+1 = (
∑
s∈S
w3(a, s)esx)
2i+1 = [(
∑
s∈S
w3(a, s)esx)
2]i(
∑
s∈S
w3(a, s)esx)
= [
∑
s∈S
w3(a, s)2esx
2]i(
∑
s∈S
w3(a, s)esx)
= [
∑
s∈S
w3(a, s)2σ(s)es]
i(
∑
s∈S
w3(a, s)esx)
= [
∑
s∈S
w3(a, s)2iσ(s)ies](
∑
s∈S
w3(a, s)esx)
=
∑
s∈S
w3(a, s)2i+1σ(s)iesx
=
∑
s∈S
w3(a2i+1, s)esx (by (4.31) of Lemma 4.8)
= l(Ea2i+1),
and
l(Ea2i+1)l(Eb) = (
∑
s∈S
w3(a2i+1, s)esx)l(Eb)
= (
∑
s∈S
w3(a2i+1, s)esx)(
∑
s∈S
w1(b, s)es)
=
∑
s∈S
w3(a2i+1, s)w1(b, s)esx
=
∑
s∈S
w3(a2i+1b, s)esx (by (4.31) of Lemma 4.8)
= l(Ea2i+1b),
we get the desired equation (4.62).
For the equation (4.63), we have
l(Ea)l(E1) = (
∑
s∈S
w3(a, s)esx)l(E1) = (
∑
s∈S
w3(a, s)esx)(
∑
s∈S
w1(1, s)es)
ON THE QUASITRIANGULAR STRUCTURES OF ABELIAN EXTENSIONS OF Z2 37
= (
∑
s∈S
w3(a, s)esx)(
∑
s∈S
es) =
∑
s∈S
w3(a, s)esx
= l(Ea)
and
l(Eb)l(E1) = (
∑
s∈S
w3(a, s)esx)l(E1) = (
∑
s∈S
w1(b, s)esx)(
∑
s∈S
w1(1, s)es)
= (
∑
s∈S
w1(b, s)esx)(
∑
s∈S
es) =
∑
s∈S
w1(b, s)esx
= l(Eb).
This implies the equation (4.63).
For the last equation (4.64), we find that
l(X1)l(E1) = (
∑
s∈S
w2(1, s)et)l(E1)
= (
∑
s∈S
w2(1, s)et)(
∑
s∈S
w1(1, s)es)
= 0
and
l(E1)l(X1) = (
∑
s∈S
w1(1, s)es)l(X1)
= (
∑
s∈S
w1(1, s)es)(
∑
s∈S
w2(1, s)et)
= 0.
This implies that the equation (4.64) holds. 
Let K(8n, σ, τ) as before, we associate a free object with it as follows. Recall that
the data G of K(8n, σ, τ) is 〈a, b|a2n = b2 = 1, ab = ba〉. We define AG as a free k
algebra generated by set {x1, xa, xb, e1, ea, eb}, and let IG be the ideal generated by
{x2na − Π
2n−1
i=1 τ(a, a
i)x1, x
2
b − τ(b, b)x1, xbxa − η(a, b)xaxb, xax1 − xa, xbx1 − xb, e
2n
a −
e1, e
2
b − e1, ebea − eaeb, eae1 − ea, ebe1 − eb, x1e1, e1x1}. Then we have the following
lemma.
Lemma 4.10. Denote the dual Hopf algebra of K(8n, σ, τ) by H∗, then H∗ ∼= AG/IG
as an algebra.
Proof. Since Lemma 3.2, we have
X2na = Π
2n−1
i=1 τ(a, a
i)X1, X
2
b = τ(b, b)X1,
XbXa = η(a, b)XaXb, XaX1 = Xa, XbX1 = Xb,
E2na = E1, E
2
b = E1, EbEa = EaEb,
EaE1 = Ea, EbE1 = Eb, X1E1 = 0, E1X1 = 0.
38 KUN ZHOU AND GONGXIANG LIU
then we can define an algebra map π : AG/IG → H
∗ by setting
π(x1) = X1, π(xa) = Xa, π(xb) = Xb, π(e1) = E1, π(ea) = Ea, π(eb) = Eb,
by using the definition of AG/IG, we will show that π is bijective.
Firstly we show that π is surjective. Since definition of H∗, it is linear spanned by
{Xg, Eg | g ∈ G}. By Lemma 3.2, {Xg, Eg | g ∈ G} are contained in the linear space
spanned by {XiaX
j
b , E
i
aE
j
b | i, j ∈ N}. Therefore H
∗ is generated by {Xa,Xb, Ea, Eb}
as an algebra. Since π is an algebra map and {Xa,Xb, Ea, Eb} ⊆ Imπ, we know π is
surjective.
Secondly we show that π is injective. Note that xgx1 = x1xg = xg and ege1 =
e1eg = eg for all g ∈ G, we have egxh = (ege1)(x1xh) = eg(e1x1)xh = 0 and xheg =
(xhx1)(e1eg) = xh(x1e1)eg = 0. Then we can see that AG/IG is linear spanned by
{XiaX
j
b , E
i
aE
j
b | 1 ≤ i ≤ 2n, 1 ≤ j ≤ 2} and as a result we know that dim(AG/IG) ≤
8n. Since dim(H∗) = 8n, we have dim(AG/IG) ≤ dim(H
∗). But we have proved
that π is surjective and thus dim(AG/IG) ≥ dim(H
∗). Then we have dim(AG/IG) =
dim(H∗). Since π is surjective, we know that π is injective. 
We use the following Lemmas 4.11 and 4.13 to show that Rα,β satisfies the last
equation of Lemma 4.5.
Lemma 4.11. Let Rα,β as above, then l(f1)l(f2) = l(f1f2) for f1, f2 ∈ H
∗ where H∗
is the dual of K(8n, σ, τ).
Proof. Due to Lemmas 4.9 and 4.10, the following map is an algebra map:
π : H∗ → H, X1 7→ l(X1), Xa 7→ l(Xa), Xb 7→ l(Xb),
E1 7→ l(E1), Ea 7→ l(Ea), Eb 7→ l(Eb).
To show that l(f1)l(f2) = l(f1f2) for f1, f2 ∈ H
∗, we only need to show that π(f) =
l(f) for all f ∈ H∗. By Lemma 4.9, we know that
l(Xa)
2i = P2il(Xa2i), l(Xa2i)l(Xb) = τ(a
2i, b)l(Xa2ib),
l(Xa)
2i+1 = P2i+1l(Xa2i+1), l(Xa2i+1)l(Xb) = τ(a
2i+1, b)l(Xa2i+1b),
l(Ea)
2i = l(Ea2i), l(Ea2i)l(Eb) = l(Ea2ib),
l(Ea)
2i+1 = l(Ea2i+1), l(Ea2i+1)l(Eb) = l(Ea2i+1b).
Due to π is an algebra map, we have
π(Xa)
2i = P2iπ(Xa2i), π(Xa2i)π(Xb) = τ(a
2i, b)π(Xa2ib),
π(Xa)
2i+1 = P2i+1π(Xa2i+1), π(Xa2i+1)π(Xb) = τ(a
2i+1, b)π(Xa2i+1b),
π(Ea)
2i = π(Ea2i), π(Ea2i)π(Eb) = π(Ea2ib),
π(Ea)
2i+1 = π(Ea2i+1), π(Ea2i+1)π(Eb) = π(Ea2i+1b)
But we have the following equations by the definition of π
π(x1) = l(X1), π(xa) = l(Xa), π(xb) = l(Xb),
π(e1) = l(E1), π(ea) = l(Ea), π(eb) = l(Eb).
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Therefore we have π(f) = l(f) for all f ∈ H∗ and we have completed the proof. 
In order to get another side version of above lemma, we need the following observation.
Lemma 4.12. Let Rα,β as above, then
(i) l(Xt) = r(Xt), t ∈ T ;
(ii) l(Et) = r(Et⊳x) t ∈ T ;
(iii) l(Es) = r(Es) s ∈ S.
Proof. We will show (i) at first. By definition, l(Xt) =
∑
t′∈T w
4(t, t′)et′x and r(Xt) =∑
t′∈T w
4(t′, t)et′x. To show (i), we need to prove that w
4(t, t′) = w4(t′, t). Direct
computations show that
w4(a2i+1, a2j+1) = λ2i+1,2j+1S
i+1
j,0 S
i
j,1 = λ2i+1,2j+1[λ2j+1,1α
j+1βj ]i+1Sij,1
= λ2i+1,2j+1[λ2j+1,1α
j+1βj ]i+1[h(a, a2j+1b)λ2j+1,1α
jβj+1]i
= λ2i+1,2j+1λ
2i+1
2j+1,1h(a, a
2j+1b)iα(i+1)(j+1)+ijβj(i+1)+i(j+1)
= P−12i+1σ(a
2j+1)iλ2i+12j+1,1h(a, a
2j+1b)iα(i+1)(j+1)+ijβj(i+1)+i(j+1)
= P−12i+1σ(a
2j+1)iP
−(2i+1)
2j+1 σ(a)
j(i+1)h(a, a2j+1b)iα2ij+i+j+1β2ij+i+j
and similarly
w4(a2j+1, a2i+1) = P−12j+1σ(a
2i+1)jP
−(2j+1)
2i+1 σ(a)
i(j+1)h(a, a2i+1b)jα2ij+i+j+1β2ij+i+j.
By (4.5) in Lemma 4.4, we find that
w4(a2i+1, a2j+1) = w4(a2j+1, a2i+1).(4.65)
To show (i), we also need consider other cases. By
w4(a2i+1, a2j+1b) = λ2i+1,2j+1S
i
j,0S
i+1
j,1 = λ2i+1,2j+1S
i+1
j,0 S
i
j,1
Sj,1
Sj,0
= w4(a2i+1, a2j+1)
Sj,1
Sj,0
=
Sj,1
Sj,0
w4(a2i+1, a2j+1)
and
w4(a2j+1b, a2i+1) = h(a2j+1b, a2i+1)λ2j+1,2i+1S
j
i,0S
j+1
i,1
= h(a2j+1b, a2i+1)[λ2j+1,2i+1S
j+1
i,0 S
j
i,1]
Si,1
Si,0
= h(a2j+1b, a2i+1)w4(a2j+1, a2i+1)
Si,1
Si,0
= h(a2j+1b, a2i+1)
Si,1
Si,0
w4(a2j+1, a2i+1)
and
w4(a2i+1, a2j+1) = w4(a2j+1, a2i+1),
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to show that w4(a2i+1, a2j+1b) = w4(a2j+1b, a2i+1) we just need to prove that
Sj,1
Sj,0
= h(a2j+1b, a2i+1)
Si,1
Si,0
.
In fact,
h(a2j+1b, a2i+1)
Si,1
Si,0
= h(a2j+1b, a2i+1)
h(a, a2i+1b)λ2i+1,1α
iβi+1
λ2i+1,1αi+1βi
= h(a2j+1b, a2i+1)h(a, a2i+1b)
β
α
= h(a2j+1b, a2i+1)
τ(b, a)
τ(b, a2i+1)
β
α
(by Lemma 4.4)
=
τ(a2j+1b, a2i+1)
τ(a2i+1b, a2j+1)
τ(b, a)
τ(b, a2i+1)
β
α
=
τ(a2j+1b, a2i+1)τ(b, a)
τ(a2i+1b, a2j+1)(−τ(a2i+1, b))
β
α
=
τ(a2j+1b, a2i+1)τ(b, a)
τ(a2i+1, ba2j+1)(−τ(b, a2j+1))
β
α
=
τ(a2j+1b, a2i+1)τ(b, a)
τ(a2i+1, ba2j+1)(−τ(b, a2j+1))
β
α
= η(a2j+1b, a2i+1)
τ(b, a)
−τ(b, a2j+1)
β
α
= −
τ(b, a)
−τ(b, a2j+1)
β
α
=
τ(b, a)
τ(b, a2j+1)
β
α
= h(a, a2j+1b)
β
α
(by (4.7)),
and
Sj,1
Sj,0
=
h(a, a2j+1b)λ2j+1,1α
jβj+1
λ2j+1,1αj+1βj
= h(a, a2j+1b)
β
α
.
Therefore we have
w4(a2i+1, a2j+1b) = w4(a2j+1b, a2i+1).(4.66)
Since
w4(a2i+1b, a2j+1b) = h(a2i+1b, a2j+1b)λ2i+1,2j+1S
i+1
j,0 S
i
j,1
= h(a2i+1b, a2j+1b)w4(a2i+1, a2j+1),
w4(a2j+1b, a2i+1b) = h(a2j+1b, a2i+1b)λ2j+1,2i+1S
j+1
i,0 S
j
i,1
= h(a2j+1b, a2i+1b)w4(a2j+1, a2i+1)
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= h(a2j+1b, a2i+1b)w4(a2i+1, a2j+1) (by (4.65))
and
h(a2i+1b, a2j+1b) = h(a2j+1b, a2i+1b) (by (4.6)),
we have
w4(a2i+1b, a2j+1b) = w4(a2j+1b, a2i+1b).(4.67)
Combining the equations (4.65),(4.66),(4.67) and T = {a2i+1, a2i+1b | i ≥ 0}, we know
that w4(t, t′) = w4(t′, t) for all t, t′ ∈ T . Thus (i) is proved.
To show (ii). By l(Et) =
∑
s∈S w
3(t, s)esx and r(Et⊳x) =
∑
s∈S w
2(s, t ⊳ x)esx, we
need to show that w3(t, s) = w2(s, t ⊳ x) for s ∈ S, t ∈ T. By definition,
w3(a2i+1, a2j) = λ2j,2i+1[Si,0Si,1]
j
= w2(a2j , a2i+1b)
and
w3(a2i+1b, a2j) = λ2j,2i+1[Si,0Si,1]
j
= w2(a2j , a2i+1)
and
w3(a2i+1, a2jb) = −
τ(b, a)β
τ(b, a2j)α
λ2j,2i+1[Si,0Si,1]
j
= w2(a2jb, a2i+1b)
and
w3(a2i+1b, a2jb) =
τ(b, a)β
τ(b, a2j)α
λ2j,2i+1[Si,0Si,1]
j
= w2(a2jb, a2i+1).
By S = {a2i, a2ib | i ≥ 0} and T = {a2i+1, a2i+1b | i ≥ 0}, w3(t, s) = w2(s, t ⊳ x) and
(ii) is proved.
At last, let us show (iii). Similarly, by l(Es) =
∑
s′∈S w
1(s, s′)es′ and r(Es) =∑
s′∈S w
1(s′, s)es′ , to show (iii) we need to show that w
1(s, s′) = w1(s′, s) for s, s′ ∈ S.
Since
w1(a2i, a2j) = (λ2j,1)
2i(αβ)2ij [σ(a2j)]i
= [P−12j σ(a)
j ]2i(αβ)2ij [σ(a2j)]i
= P−2i2j σ(a
2j)iσ(a)2ij(αβ)2ij ,
w1(a2j , a2i) = P−2j2i σ(a
2i)jσ(a)2ij(αβ)2ij
and
P 2i2j
P 2j2i
=
σ(a2j)i
σ(a2i)j
, (by Lemma 4.4)
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we have
w1(a2i, a2j) = w1(a2j , a2i).(4.68)
By the definition of w1, we have w1(a2ib, a2j) = w1(a2i, a2j) and w1(a2j , a2ib) =
w1(a2j , a2i). Because w1(a2i, a2j) = w1(a2j , a2i), we know that
w1(a2ib, a2j) = w1(a2j , a2ib).(4.69)
Similarly, owing to the definition of w1, we have w1(a2ib, a2jb) = −w1(a2i, a2j) and
w1(a2jb, a2ib) = −w1(a2j , a2i). Using w1(a2i, a2j) = w1(a2j , a2i) again, we can get
that
w1(a2ib, a2jb) = w1(a2jb, a2ib).(4.70)
Combining these equations (4.68),(4.69) and (4.70), we obtain that l(Es) = r(Es) and
thus (iii) has been proved. 
Based on this observation, we have
Lemma 4.13. Let Rα,β as above, then r(f1)r(f2) = r(f2f1) for f1, f2 ∈ H
∗ where
H∗ is the dual of K(8n, σ, τ).
Proof. Since H∗ = 〈Xt,Xs, Et, Es | s ∈ S, t ∈ T 〉 as linear space, we have to show the
following equations:
r(Xt1)r(Xt2) = r(Xt2Xt1), r(Xt)r(Xs) = r(XsXt),(4.71)
r(Xs)r(Xt) = r(XtXs), r(Xs1)r(Xs2) = r(Xs2Xs1),(4.72)
r(Et1)r(Et2) = r(Et2Et1), r(Et)r(Es) = r(EsEt),(4.73)
r(Es)r(Et) = r(EtEs), r(Es1)r(Es2) = r(Es2Es2),(4.74)
r(Xg)r(Eh) = 0, r(Eh)r(Xg) = 0(4.75)
where s, s1, s2 ∈ S and t, t1, t2 ∈ T and g, h ∈ G. To show that r(Xt1)r(Xt2) =
r(Xt2Xt1), we need to prove the following equation:
w4(t′, t1)w
4(t′ ⊳ x, t2)σ(t) = τ(t2, t1)w
3(t′, t1t2).(4.76)
Since Lemma 4.11, we have l(Xt2)l(Xt1) = τ(t2, t1)l(Xt1t2). Because l(Xt2)l(Xt1) =
τ(t2, t1)l(Xt1t2),
l(Xt2)l(Xt1) = (
∑
t′∈T
w4(t2, t
′)et′x)(
∑
t′∈T
w4(t1, t
′)et′x)
=
∑
t′∈T
w4(t2, t
′)w4(t1, t
′ ⊳ x)et′x
2
=
∑
t′∈T
w4(t2, t
′)w4(t1, t
′ ⊳ x)σ(t′)et′
=
∑
t′∈T
w4(t′, t2)w
4(t′ ⊳ x, t1)σ(t
′)et′ (by (i) of Lemma 4.12)
=
∑
t′∈T
w4(t′ ⊳ x, t1)w
4(t′, t2)σ(t
′)et′ ,
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and
τ(t2, t1)l(Xt1t2) = τ(t2, t1)(
∑
t′∈T
w2(t1t2, t
′)et′)
= τ(t2, t1)(
∑
t′∈T
w3(t′ ⊳ x, t1t2)et′)
=
∑
t′∈T
τ(t2, t1)w
3(t′ ⊳ x, t1t2)et′ ,
we have w4(t′ ⊳ x, t1)w
4(t′, t2)σ(t
′) = τ(t2, t1)w
3(t′ ⊳ x, t1t2) for all t
′ ∈ T . Since
(t′ ⊳x) ∈ T if t′ ∈ T , we know that w4(t′, t1)w
4(t′ ⊳x, t2)σ(t
′ ⊳x) = τ(t2, t1)w
3(t′, t1t2),
but σ(t′ ⊳ x) = σ(t′) by definition of σ, so we have
w4(t′, t1)w
4(t′ ⊳ x, t2)σ(t
′) = τ(t2, t1)w
3(t′, t1t2).
Since
r(Xt1)r(Xt2) = (
∑
t′∈T
w4(t′, t1)et′x)(
∑
t′∈T
w4(t′, t2)et′x)
=
∑
t′∈T
w4(t′, t1)w
4(t′ ⊳ x, t2)et′x
2
=
∑
t′∈T
w4(t′, t1)w
4(t′ ⊳ x, t2)σ(t
′)et′
=
∑
t′∈T
τ(t2, t1)w
3(t′, t1t2)et′ (by (4.76))
= τ(t2, t1)
∑
t′∈T
w3(t′, t1t2)et′
= τ(t2, t1)r(Xt1t2)
= r(Xt2Xt1),
we have r(Xt1)r(Xt2) = r(Xt2Xt1). Then we will show that r(Xt)r(Xs) = r(XsXt).
Since
r(Xt)r(Xs) = (
∑
t′∈T
w4(t′, t)et′x)(
∑
t′∈T
w3(t′, s)et′) =
∑
t′∈T
w4(t′, t)w3(t′ ⊳ x, s)et′x
=
∑
t′∈T
w4(t, t′)w3(t′ ⊳ x, s)et′x =
∑
t′∈T
w4(t, t′)w2(s, t)et′x
= (
∑
t′∈T
w2(s, t)et′)(
∑
t′∈T
w4(t, t′)et′x)
= l(Xs)l(Xt) = τ(s, t)l(Xst) (by Lemma 4.11)
= τ(s, t)r(Xst) (by Lemma 4.12)
= r(XsXt),
we have r(Xt)r(Xs) = r(XsXt) and therefore the equation (4.71) holds.
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Then we will show that r(Xs)r(Xt) = r(XtXs) and r(Xs1)r(Xs2) = r(Xs2Xs1). Since
r(Xs)r(Xt) = (
∑
t′∈T
w3(t′, s)et′)(
∑
t′∈T
w4(t′, t)et′x)
=
∑
t′∈T
w3(t′, s)w4(t′, t)et′x =
∑
t′∈T
w2(s, t′ ⊳ x)w4(t′, t)et′x
=
∑
t′∈T
w2(s, t′ ⊳ x)w4(t, t′)et′x =
∑
t′∈T
w4(t, t′)w2(s, t′ ⊳ x)et′x
= (
∑
t′∈T
w4(t, t′)et′x)(
∑
t′∈T
w2(s, t′)et′) = l(Xt)l(Xs)
= τ(t, s)l(Xst) (by Lemma 4.11)
= τ(t, s)r(Xst) (by Lemma 4.12)
= r(XtXs),
we have r(Xs)r(Xt) = r(XtXs). Since l(Xs2)l(Xs1) = τ(s2, s1)l(Xs1s2),
l(Xs2)l(Xs1) = (
∑
t′∈T
w2(s2, t
′)et′)(
∑
t′∈T
w2(s1, t
′)et′)
=
∑
t′∈T
w2(s2, t
′)w2(s1, t
′)et′ ,
and
τ(s2, s1)l(Xs1s2) = τ(s2, s1)(
∑
t′∈T
w2(s1s2, t
′)et′)
=
∑
t′∈T
τ(s2, s1)w
2(s1s2, t
′)et′ ,
we have
w2(s2, t
′)w2(s1, t
′) = τ(s2, s1)w
2(s1s2, t
′).(4.77)
Since
r(Xs1)r(Xs2) = (
∑
t′∈T
w3(t′, s1)et′)(
∑
t′∈T
w3(t′, s2)et′) =
∑
t′∈T
w3(t′, s1)w
3(t′, s2)et′
=
∑
t′∈T
w2(s1, t
′ ⊳ x)w2(s2, t
′ ⊳ x)et′ (by (ii) of Lemma 4.12)
=
∑
t′∈T
τ(s2, s1)w
2(s1s2, t
′ ⊳ x)et′ (by (4.77))
=
∑
t′∈T
τ(s2, s1)w
3(t′, s1s2, )et′ (by (ii) of Lemma 4.12)
= τ(s2, s1)r(Xs1s2) = r(Xs2Xs1),
we have r(Xs1)r(Xs2) = r(Xs2Xs1) and therefore the equation (4.72) has been proved.
Then we will show that r(Et1)r(Et2) = r(Et2Et1) and r(Et)r(Es) = r(EsEt). Since
r(Et1)r(Et2) = l(Et1⊳x)r(Et2) = l(Et1⊳x)l(Et2⊳x) (by Lemma 4.12)
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= l(Et1⊳xEt2⊳x) (by Lemma 4.11)
= l(E(t1t2)⊳x) = l(Et1t2)
= r(Et1t2) (by (iii) of Lemma 4.12)
and
r(Et)r(Es) = l(Et⊳x)r(Es) = l(Et⊳x)l(Es) (by Lemma 4.12)
= l(Et⊳xEs) (by Lemma 4.11)
= l(E(ts)⊳x) = r(Ets) (by Lemma 4.12)
= r(EsEt),
we have r(Et1)r(Et2) = r(Et2Et1) and r(Et)r(Es) = r(EsEt). Therefore the equation
(4.73) holds.
Then we will show that r(Es)r(Et) = r(EtEs) and r(Es1)r(Es2) = r(Es2Es2). Since
r(Es)r(Et) = r(Es)l(Et⊳x)
= l(Es)l(Et⊳x) (by Lemma 4.12)
= l(EsEt⊳x) (by Lemma 4.11)
= l(E(st)⊳x) = r(Est) (by Lemma 4.12)
= r(EtEs),
and
r(Es1)r(Es2) = l(Es1)l(Es2) (by Lemma 4.12)
= l(Es1Es2) (by Lemma 4.11)
= l(Es1s2) = r(Es1s2) = r(Es2Es1),
we have r(Es)r(Et) = r(EtEs) and r(Es1)r(Es2) = r(Es2Es2) and hence the equation
(4.74) holds.
Then we will show that r(Xg)r(Eh) = 0 and r(Eh)r(Xg) = 0 for g, h ∈ G. Since
r(Xt) =
∑
t′∈T
w4(t′, t)et′x, r(Xs) =
∑
t′∈T
w3(t′, s)et′ ,
r(Et) =
∑
s′∈S
w2(s′, t)es′x, r(Es) =
∑
s′∈S
w1(s′, s)es′ ,
we know that r(Xg)r(Eh) = 0 and r(Eh)r(Xg) = 0 for g, h ∈ G and therefore the
equation (4.75) holds. 
With the above preparation, we can prove that
Proposition 4.14. The element Rα,β is a universal R-matrix of K(8n, σ, τ).
Proof. By Lemmas 4.6 and 4.7, we have
τ(s1, s2) = τ(s2, s1), s1, s2 ∈ S,
w2(s, t ⊳ x) = w2(s, t)η(s, t), s ∈ S, t ∈ T,
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w3(t ⊳ x, s) = w3(t, s)η(t, s), s ∈ S, t ∈ T,
τ(t2, t1)w
4(t1 ⊳ x, t2 ⊳ x) = τ(t1 ⊳ x, t2 ⊳ x)w
4(t1, t2), t1, t2 ∈ T.
By Lemmas 4.11 and 4.13, we have
l(f1)l(f2) = l(f1f2), r(f1)r(f2) = r(f2f1), f1, f2 ∈ H
∗.
Due to Lemma 4.5, Rα,β is a universal R-matrix of K(8n, σ, τ). 
Now we turn to the proof of Proposition 4.19. Let R be a universal R-matrix of
k
G#σ,τkZ2, and let Hl = {l(f) | f ∈ H
∗} and Hr = {r(f) | f ∈ H
∗} where H∗ is the
dual of kG#σ,τkZ2. Note that both Hl and Hr are subalgebras of H
∗.
Lemma 4.15. We have Hl = 〈l(Xt), l(Et) | t ∈ T 〉 and Hr = 〈r(Xt), r(Et) | t ∈ T 〉
as algebras.
Proof. By Lemma 3.2 and S = TT , we know that H∗ = 〈Xt, Et | t ∈ T 〉 as an algebra.
Define two maps
π : H∗ → Hl, f 7→ l(f)
π′ : H∗ → Hr, f 7→ r(f).
It is not hard to see that both of them are surjective algebra maps. 
Now let Rw and Rv be two non-trivial universal R-matrices of k
G#σ,τkZ2 which are
denoted by the following way:
Rw =
∑
s1,s2∈S
w1(s1, s2)es1 ⊗ es2 +
∑
s∈S,t∈T
w2(s, t)esx⊗ et +
∑
t∈T,s∈S
w3(t, s)et ⊗
esx+
∑
t1,t2∈T
w4(t1, t2)et1x⊗ et2x
and
Rv =
∑
s1,s2∈S
v1(s1, s2)es1 ⊗ es2 +
∑
s∈S,t∈T
v2(s, t)esx ⊗ et +
∑
t∈T,s∈S
v3(t, s)et ⊗
esx+
∑
t1,t2∈T
v4(t1, t2)et1x⊗ et2x.
We find that
Lemma 4.16. Given Rw, Rv as above, then Rw = Rv if and only if w
4(t1, t2) =
v4(t1, t2) for t1, t2 ∈ T .
Proof. Let lw : H
∗ → H defined by lw(f) = (f ⊗ Id)(Rw) and let lv : H
∗ → H defined
by lv(f) = (f ⊗ Id)(Rv), then Rw = Rv if and only if lw = lv. By Lemma 3.2 and
S = TT , we get that H∗ = 〈Xt, Et | t ∈ T 〉 as an algebra. This implies that lw = lv
if and only if lw(Xt) = lv(Xt) and lw(Et) = lv(Et) for t ∈ T . Since
lw(Xt) =
∑
t∈T
w4(t, t′)et′x, lv(Xt) =
∑
t∈T
v4(t, t′)et′x, t ∈ T,
lw(Et) =
∑
t∈T
w3(t, s)esx, lv(Et) =
∑
t∈T
v3(t, s)esx, t ∈ T,
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we know that lw = lv if and only if w
4(t, t′) = v4(t, t′) and w3(t, s) = v3(t, s) for
s ∈ S, t, t′ ∈ T . To complete the proof, we will show that if w4(t, t′) = v4(t, t′) for all
t, t′ ∈ T then w3(t, s) = v3(t, s) for all s ∈ S, t ∈ T . Let rw : (H
∗)op → H defined by
rw(f) = (Id⊗f)(Rw) and let rv : (H
∗)op → H defined by rv(f) = (Id⊗f)(Rv), then
rw and rv are algebra maps by Lemma 3.1, and therefore we have
rw(Xs)rw(Xt) = τ(t, s)rw(Xst), rv(Xs)rv(Xt) = τ(t, s)rv(Xst), s ∈ S, t ∈ T.
Since
rw(Xs)rw(Xt) = (
∑
t′∈T
w3(t′, s)et′)(
∑
t′∈T
w4(t′, t)et′x)
=
∑
t′∈T
w3(t′, s)w4(t′, t)et′x,
rv(Xs)rv(Xt) = (
∑
t′∈T
v3(t′, s)et′)(
∑
t′∈T
v4(t′, t)et′x)
=
∑
t′∈T
v3(t′, s)v4(t′, t)et′x
and
τ(t, s)rw(Xst) = τ(t, s)(
∑
t′∈T
w4(t′, ts)et′x)
=
∑
t′∈T
τ(t, s)w4(t′, st)et′x,
τ(t, s)rv(Xst) = τ(t, s)(
∑
t′∈T
v4(t′, ts)et′x)
=
∑
t′∈T
τ(t, s)v4(t′, st)et′x,
we have
w3(t′, s) = τ(t, s)
w4(t′, st)
w4(t′, t)
, s ∈ S, t, t′ ∈ T,
v3(t′, s) = τ(t, s)
v4(t′, st)
v4(t′, t)
, s ∈ S, t, t′ ∈ T.
As a result we know that if w4(t, t′) = v4(t, t′) for all t, t′ ∈ T then w3(t, s) = w3(t, s)
for all s ∈ S, t ∈ T . 
The following Lemma 4.17 and Lemma 4.18 are used to compute the fourth matrix
w4 of R.
Lemma 4.17. Assume that R is a universal R-matrix of K(8n, σ, τ). If we let
w4(a, a) = α and w4(a, ab) = β, then (αβ)nλ2n,1 = 1 and
β2
α2
= τ(b,b)
τ(b,a)2 .
48 KUN ZHOU AND GONGXIANG LIU
Proof. Since l(Xa)
2n = P2nl(X1) and
l(Xa)
2n = [
∑
t∈T
w4(a, t)etx]
2n = [(
∑
t∈T
w4(a, t)etx)
2]n
= [
∑
t∈T
w4(a, t)w4(a, t ⊳ x)etx
2]n = [
∑
t∈T
w4(a, t)w4(a, t ⊳ x)σ(t)et]
n
=
∑
t∈T
w4(a, t)nw4(a, t ⊳ x)nσ(t)net,
P2nl(X1) = P2n
∑
t∈T
w2(1, t)et = P2n
∑
t∈T
et
=
∑
t∈T
P2net,
we have
w4(a, t)nw4(a, t ⊳ x)nσ(t)n = P2n.
Take t = a, we get that w4(a, a)nw4(a, ab)nσ(a)n = P2n. Since w
4(a, a) = α,
w4(a, ab) = β and λ2n,1 = P
−1
2n σ(a)
n, we have (αβ)nλ2n,1 = 1.
Since l(Xb)l(Xa) = τ(b, a)l(Xab),
l(Xb)l(Xa) = (
∑
t∈T
w2(b, t)et)(
∑
t∈T
w4(a, t)etx)
=
∑
t∈T
w2(b, t)w4(a, t)etx
and
τ(b, a)l(Xab) = τ(b, a)
∑
t∈T
w4(ab, t)etx
=
∑
t∈T
τ(b, a)w4(ab, t)etx,
we must have w2(b, t)w4(a, t) = τ(b, a)w4(ab, t) for t ∈ T . Through letting t = a,
then the equality w2(b, t)w4(a, t) = τ(b, a)w4(ab, t) becomes
w2(b, a)w4(a, a) = τ(b, a)w4(ab, a).(4.78)
We claim w4(ab, a) = β. By the equation (4.11), we have w4(t1, t2) = h(t1, t2)w
4(t1 ⊳
x, t2 ⊳ x). Through letting t1 = a, t2 = ab, the equality w
4(t1, t2) = h(t1, t2)w
4(t1 ⊳
x, t2 ⊳ x) becomes w
4(ab, a) = h(ab, a)w4(a, ab). By h(ab, a) = τ(ab,a)
τ(ab,a) = 1, we have
w4(ab, a) = w4(a, ab) = β. Due to the equation w2(b, a)w4(a, a) = τ(b, a)w4(ab, a)
and w4(ab, a) = β, we know that
w2(b, a) = τ(b, a)
β
α
.(4.79)
Since l(Xb)
2 = τ(b, b)l(X1) and
l(Xb)
2 = (
∑
t∈T
w2(b, t)et)
2 =
∑
t∈T
w2(b, t)2et,
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τ(b, b)l(X1) = τ(b, b)
∑
t∈T
w2(1, t)et =
∑
t∈T
τ(b, b)et,
we have w2(b, t)2 = τ(b, b). Taking t = a, w2(b, t)2 = τ(b, b) becomes w2(b, a)2 =
τ(b, b). Since w2(b, a)2 = τ(b, b) and w2(b, a) = τ(b, a)β
α
, we have β
2
α2
= τ(b,b)
τ(b,a)2 . 
Lemma 4.18. Assume that R is a universal R-matrix of K(8n, σ, τ). If we let
w4(a, a) = α and w4(a, ab) = β, then w4 of R must have the following expression:

w4(a2i+1, a2j+1) = λ2i+1,2j+1S
i+1
j,0 S
i
j,1
w4(a2i+1, a2j+1b) = λ2i+1,2j+1S
i
j,0S
i+1
j,1
w4(a2i+1b, a2j+1) = h(a2i+1b, a2j+1)λ2i+1,2j+1S
i
j,0S
i+1
j,1
w4(a2i+1b, a2j+1b) = h(a2i+1b, a2j+1b)λ2i+1,2j+1S
i+1
j,0 S
i
j,1
for 0 ≤ i, j ≤ (n− 1).
Proof. Since r(Xa)
2i+1 = P2i+1r(Xa2i+1) and
r(Xa)
2i+1 = [
∑
t∈T
w4(t, a)etx]
2i+1
= [
∑
t∈T
w4(t, a)etx]
2i[
∑
t∈T
w4(t, a)etx]
= [(
∑
t∈T
w4(t, a)etx)
2]i[
∑
t∈T
w4(t, a)etx]
= [
∑
t∈T
w4(t, a)w4(t ⊳ x, a)etx
2]i[
∑
t∈T
w4(t, a)etx]
= [
∑
t∈T
w4(t, a)w4(t ⊳ x, a)σ(t)et]
i[
∑
t∈T
w4(t, a)etx]
= [
∑
t∈T
w4(t, a)iw4(t ⊳ x, a)iσ(t)iet][
∑
t∈T
w4(t, a)etx]
=
∑
t∈T
w4(t, a)i+1w4(t ⊳ x, a)iσ(t)ietx,
P2i+1r(Xa2i+1) = P2i+1
∑
t∈T
w4(t, a2i+1)etx
=
∑
t∈T
P2i+1w
4(t, a2i+1)etx,
we have w4(t, a)i+1w4(t⊳x, a)iσ(t)i = P2i+1w
4(t, a2i+1). Taking t = a in this equation,
we get that αi+1βiσ(a)i = P2i+1w
4(a, a2i+1). Since by definition λ2i+1,1 = P
−1
2i+1σ(a)
i,
we know
w4(a, a2i+1) = Si,0.(4.80)
Similarly, if we let t = ab, then w4(t, a)i+1w4(t ⊳ x, a)iσ(t)i = P2i+1w
4(t, a2i+1) be-
comes βi+1αiσ(a)i = P2i+1w
4(ab, a2i+1) and so we have w4(ab, a2i+1) = λ2i+1,1α
iβi+1.
Since w4(t1, t2) = h(t1, t2)w
4(t1 ⊳ x, t2 ⊳ x) by Lemma 4.5, let t1 = a and t2 =
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a2i+1b we have w4(a, a2i+1b) = h(a, a2i+1b)w4(ab, a2i+1). Because w4(ab, a2i+1) =
λ2i+1,1α
iβi+1, we find that
w4(a, a2i+1b) = Si,1.(4.81)
Since l(Xa)
2i+1 = P2i+1l(Xa2i+1),
l(Xa)
2i+1 = [
∑
t∈T
w4(a, t)etx]
2i+1
= [
∑
t∈T
w4(a, t)etx]
2i[
∑
t∈T
w4(a, t)etx]
= [(
∑
t∈T
w4(a, t)etx)
2]i[
∑
t∈T
w4(a, t)etx]
= [
∑
t∈T
w4(a, t)w4(a, t ⊳ x)etx
2]i[
∑
t∈T
w4(a, t)etx]
= [
∑
t∈T
w4(a, t)w4(a, t ⊳ x)σ(t)et]
i[
∑
t∈T
w4(a, t)etx]
= [
∑
t∈T
w4(a, t)iw4(a, t ⊳ x)iσ(t)iet][
∑
t∈T
w4(a, t)etx]
=
∑
t∈T
w4(a, t)i+1w4(a, t ⊳ x)iσ(t)ietx
and
P2i+1l(Xa2i+1) = P2i+1
∑
t∈T
w4(a2i+1, t)etx
=
∑
t∈T
P2i+1w
4(a2i+1, t)etx,
we have w4(a, t)i+1w4(a, t ⊳ x)iσ(t)i = P2i+1w
4(a2i+1, t). Now let t = a2j+1, then
w4(a, t)i+1w4(a, t ⊳ x)iσ(t)i = P2i+1w
4(a2i+1, t) becomes
w4(a, a2j+1)i+1w4(a, a2j+1b)iσ(a2j+1)i = P2i+1w
4(a2i+1, a2j+1).
Since w4(a, a2j+1) = Sj,0 by (4.80), w
4(a, a2j+1b) = Sj,1 by (4.81) and λ2i+1,2j+1 =
P−12i+1σ(a
2j+1)i, we know that
w4(a2i+1, a2j+1) = λ2i+1,2j+1S
i+1
j,0 S
i
j,1.(4.82)
Similarly, if we let t = a2j+1b, then w4(a, t)i+1w4(a, t ⊳ x)iσ(t)i = P2i+1w
4(a2i+1, t)
becomes
w4(a, a2j+1b)i+1w4(a, a2j+1)iσ(a2j+1b)i = P2i+1w
4(a2i+1, a2j+1b).
Since w4(a, a2j+1) = Sj,0 by equation (4.80), w
4(a, a2j+1b) = Sj,1 by equation (4.81),
λ2i+1,2j+1 = P
−1
2i+1σ(a
2j+1)i and σ(a2j+1b) = σ(a2j+1), we know that
w4(a2i+1, a2j+1b) = λ2i+1,2j+1S
i
j,0S
i+1
j,1 .(4.83)
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Due to w4(t1, t2) = h(t1, t2)w
4(t1 ⊳ x, t2 ⊳ x) by (4.11), this implies that if we let
t1 = a
2i+1b and t2 = a
2j+1 then w4(a2i+1b, a2j+1) = h(a2i+1b, a2j+1)w4(a2i+1, a2j+1b).
Therefore the equation (4.83) implies that
w4(a2i+1b, a2j+1) = h(a2i+1b, a2j+1)λ2i+1,2j+1S
i
j,0S
i+1
j,1 .(4.84)
Moreover, if we let t1 = a
2i+1b and t2 = a
2j+1b, then w4(t1, t2) = h(t1, t2)w
4(t1 ⊳
x, t2 ⊳ x) gives
w4(a2i+1b, a2j+1b) = h(a2i+1b, a2j+1b)w4(a2i+1, a2j+1).
So the equation (4.82) tells us that
w4(a2i+1b, a2j+1b) = h(a2i+1b, a2j+1b)λ2i+1,2j+1S
i+1
j,0 S
i
j,1.(4.85)
Putting the equations (4.82),(4.83),(4.84),(4.85) together, we get what we want. 
Using Lemma 4.16-Lemma 4.18, we can prove that
Proposition 4.19. If R is a universal R-matrix of K(8n, σ, τ), then R = Rα,β for
some α, β ∈ k such that (αβ)nλ2n,1 = 1 and
β2
α2
= τ(b,b)
τ(b,a)2
.
Proof. Assume that R = Rw is a non-trivial universal R-matrix of K(8n, σ, τ). If we
take w4(a, a) = α and w4(a, ab) = β, then (αβ)nλ2n,1 = 1 and
β2
α2
= τ(b,b)
τ(b,a)2
by Lemma
4.17. Therefore we can define a Rα,β as before. By Lemma 4.18, we know that w
4 of
Rw is the same with the fourth matrix of Rα,β. Owing to Lemma 4.16, we get that
Rw = Rα,β.

4.4. The case η(a, b) = 1. We assume that η(a, b) = 1 in this subsection, and we
will give all universal R-matrices of K(8n, σ, τ) in this subsection. Due to the proof
is almost the same as the case η(a, b) = −1, we only give the results here without
proofs.
Proposition 4.20. Assume that R is a trivial quasitriangular structure on K(8n, σ, τ),
then
R =
∑
1≤i,k≤n, 1≤j,l≤2
αikβil−jkeaibj ⊗ eakbl
for some α, β ∈ k satisfying α2n = β2 = 1.
To give all non-trivial quasitriangular structures on K(8n, σ, τ), we just need to
change the Rα,β of Proposition 4.14 a little. That is to say if we take α, β ∈ k
such that (αβ)nλ2n,1 = 1 and
β2
α2
= τ(b,b)
τ(b,a)2
and let Sj,0 = λ2j+1,1α
j+1βj , Sj,1 =
h(a, a2j+1b)λ2j+1,1α
jβj+1 for j ∈ N, then we can construct
R′α,β
in the form of (4.2) through letting
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(i) w1 be given by{
w1(a2i, a2j) = w1(a2ib, a2j) = (λ2j,1)
2i(αβ)2ij [σ(a2j)]i
w1(a2i, a2jb) = w1(a2ib, a2jb) = (λ2j,1)
2i(αβ)2ij [σ(a2j)]i
,
(ii) w2 be given by{
w2(a2i, a2j+1) = w2(a2i, a2j+1b) = λ2i,2j+1[Sj,0Sj,1]
i
w2(a2ib, a2j+1) = w2(a2ib, a2j+1b) = τ(b,a)β
τ(b,a2i)α
λ2i,2j+1[Sj,0Sj,1]
i ,
(iii) w3 be given by{
w3(a2i+1, a2j) = w3(a2i+1b, a2j) = λ2j,2i+1[Si,0Si,1]
j
w3(a2i+1, a2jb) = w3(a2i+1b, a2jb) = τ(b,a)β
τ(b,a2j )α
λ2j,2i+1[Si,0Si,1]
j ,
(iv) w4 be given by

w4(a2i+1, a2j+1) = λ2i+1,2j+1S
i+1
j,0 S
i
j,1
w4(a2i+1, a2j+1b) = λ2i+1,2j+1S
i
j,0S
i+1
j,1
w4(a2i+1b, a2j+1) = h(a2i+1b, a2j+1)λ2i+1,2j+1S
i
j,0S
i+1
j,1
w4(a2i+1b, a2j+1b) = h(a2i+1b, a2j+1b)λ2i+1,2j+1S
i+1
j,0 S
i
j,1
,
for 0 ≤ i, j ≤ (n− 1).
Proposition 4.21. The set of elements {R′α,β | α, β ∈ k, (αβ)
nλ2n,1 = 1 and
β2
α2
=
τ(b,b)
τ(b,a)2
} gives all non-trivial quasitriangular structures on K(8n, σ, τ).
4.5. A class of minimal quasitriangular Hopf algebras. In this subsection, we
firstly identify all minimal quasitriangular Hopf algebras among K(8n, σ, τ) for the
case η(a, b) = −1 and we get a very simple criterion for K(8n, σ, τ) to be minimal
quasitriangular Hopf algebras. Secondly we study minimal quasitriangular structures
on K(8n, σ, τ) for the case η(a, b) = 1 and we found that K(8n, σ, τ) has no minimal
quasitriangular structure on it. Furthermore, if K(8n, σ, τ) is minimal for the case
η(a, b) = −1, then we will write down all its minimal quasitriangular structures on
it. And using these results we can prove that K(8n, ζ) are minimal if n ≥ 4 is
even. Based on these results, we get a class of minimal quasitriangular Hopf algebras
K(8n, ζ) (n ≥ 4 is even). As a direct consequence, we can easily get that K8 is
minimal and give all universal R-matrices on it.
Since we also feel interested in minimal quasitriangular Hopf algebras, we give a
sufficient condition for kG#σ,τkZ2 to be a minimal quasitriangular Hopf algebra.
Lemma 4.22. Let kG#σ,τkZ2 as above and let R as above 4.2, and if R is a universal
R-matrix on kG#σ,τkZ2 satisfying
(i) the linear subspace spanned by {l(Xt) | t ∈ T} equals to the linear subspace
spanned by {r(Xt) | t ∈ T},
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(ii) the linear subspace spanned by {l(Et) | t ∈ T} equals to the linear subspace
spanned by {r(Et) | t ∈ T},
then (kG#σ,τkZ2, R) is minimal if and only if w
i(1 ≤ i ≤ 4) are four non-degenerated
matrices.
Proof. Firstly, we will show that Hl = Hr and HlHr = Hl. By Lemma 4.15, Hl =
〈l(Xt), l(Et) | t ∈ T 〉 and Hr = 〈r(Xt), r(Et) | t ∈ T 〉. By conditions (i) and (ii), we
have Hl = Hr and therefore HlHr = Hl.
Secondly, we will show that Hl = H if and only if w
i(1 ≤ i ≤ 4) are non-degenerated
matrices. If Hl = H, then l : H
∗ → H is bijective where l(f) = (f ⊗ Id)(R).
Since {Xs, Es,Xt, Et |s ∈ S, t ∈ T} is a base of H
∗ by definition, we get that
{l(Xs), l(Es), l(Xt), l(Et) |s ∈ S, t ∈ T} is a base of H. But by definition,
l(Es) =
∑
s′∈T
w1(s, s′)es′ , l(Xs) =
∑
t∈T
w2(s, t)et,
l(Et) =
∑
t∈T
w3(t, s)esx, l(Xt) =
∑
t∈T
w4(t, t′)et′x.
Therefore wi(1 ≤ i ≤ 4) are non-degenerated matrices. Now if wi(1 ≤ i ≤ 4) are
non-degenerated matrices, then {l(Xs), l(Es), l(Xt), l(Et) |s ∈ S, t ∈ T} is a base of
H and thus l : H∗ → Hl is bijective. As a result we know that dim(Hl) = dim(H)
which implies that Hl = H. 
Using Lemma 4.22 and Lemma 4.12, we can get that
Corollary 4.23. Let Rα,β as above in Proposition 4.14, then Rα,β is a minimal
quasitriangular structure on K(8n, σ, τ) if and only if its wi(1 ≤ i ≤ 4) are non-
degenerated matrices.
Proof. By Lemma 4.12, we have l(Xt) = r(Xt) and l(Et) = r(Et⊳x) for t ∈ T .
Therefore Rα,β satisfies that the condition of Lemma 4.22. Now using Lemma 4.22
again and we get the result. 
We are not very satisfied with this conclusion due to the absence of an easy criteria
for the non-degeneracies of these matrices wi (1 ≤ i ≤ 4). Although at the first glance
these matrices seem quite complicated, we still have:
Lemma 4.24. The matrices wi(1 ≤ i ≤ 4) of Rα,β are non-degenerated if and only
if (σ(a)αβ)2σ(a2)τ(a, a)−2 is a primitive nth root of 1.
Proof. To calculate the matrices wi (1 ≤ i ≤ 4), we number the elements in sets S, T
in the following way
sj := a
2j−2, sn+j := a
2j−2b, tj := a
2j−1, tn+j := a
2j−1b,
where 1 ≤ i, j ≤ n. For convenience, let us denote four matrices Ai(1 ≤ i ≤ 4) as
follows
A1 := (w1(si, sj))1≤i,j≤n A
2 := (w2(si, tj))1≤i,j≤n
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A3 := (w3(ti, sj))1≤i,j≤n A
4 := (w4(ti, tj))1≤i,j≤n.
Firstly, we determine when (w1(si, sj))1≤i,j≤2n is non-degenerate. For 1 ≤ i, j ≤ n,
we find that
w1(si, sn+j) = w
1(a2i−2, a2j−2b) = (λ2j−2,1)
2i−2(αβ)2(i−1)(j−1) [σ(a2j−2)]i−1
= w1(a2i−2, a2j−2) = w1(si, sj),
w1(sn+i, sj) = w
1(a2i−2b, a2j−2) = (λ2j−2,1)
2i−2(αβ)2(i−1)(j−1) [σ(a2j−2)]i−1
= w1(a2i−2, a2j−2) = w1(si, sj)
and
w1(sn+i, sn+j) = w
1(a2i−2b, a2j−2b) = −(λ2j−2,1)
2i−2(αβ)2(i−1)(j−1) [σ(a2j−2)]i−1
= −w1(a2i−2, a2j−2) = w1(si, sj).
Therefore we have
(w1(si, sj))1≤i,j≤2n =
(
A1 A1
A1 −A1
)
∼
(
A1 0
0 A1
)
.
Here “∼” means that two matrices can be gotten each other through elementary oper-
ations. Thus (w1(si, sj))1≤i,j≤2n is non-degenerate if and only if A
1 is non-degenerate.
Since l(Es1)l(Es2) = l(Es1s2) and r(Es1)r(Es2) = r(Es1s2), we get that w
1 is bichar-
acter on S. Let w1(a2, a2) = γ, then we have
γ = (λ2,1)
2(αβ)2σ(a2) = (P−12 σ(a))
2(αβ)2σ(a2)
= (τ(a, a)−1σ(a))2(αβ)2σ(a2) = (σ(a)αβ)2σ(a2)τ(a, a)−2
and
w1(si, sj) = w
1(a2i−2, a2j−2)
= w1(a2, a2)(i−1)(j−1)
= γ(i−1)(j−1).
Therefore we have A1 = (γ(i−1)(j−1))1≤i,j≤n. So A
1 is non-degenerate if and only if
γm 6= 1 for 1 ≤ m ≤ (n − 1). Since w1 is bicharacter on S, we have w1(a2, a2)n =
w1(a2n, a2) = 1 and thus γn = 1. So we get that (w1(si, sj))1≤i,j≤2n is non-degenerated
if and only if the following condition holds
(σ(a)αβ)2σ(a2)τ(a, a)−2 is a primitive nth root of 1.(4.86)
Secondly, we determine when (w2(si, tj))1≤i,j≤2n is non-degenerate. Assume that
1 ≤ i, j ≤ n and let δ := τ(b, a)β
α
, then we have
w2(si, tn+j) = w
2(a2i−2, a2j−1b)
= w2(a2i−2, a2j−1)
= w2(si, tj)
and
w2(si+n, tj) = w
2(a2i−2b, a2j−1)
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=
τ(b, a)β
τ(b, a2i−2)α
λ2i−2,2j−1[Sj−1,0Sj−1,1]
i−1
= τ(b, a2i−2)−1
τ(b, a)β
α
λ2i−2,2j−1[Sj−1,0Sj−1,1]
i−1
= τ(b, a2i−2)−1δλ2i−2,2j−1[Sj−1,0Sj−1,1]
i−1
= τ(b, a2i−2)−1δw2(a2i−2, a2j−1)
= τ(b, a2i−2)−1δw2(si, tj).
Therefore w2(si, tn+j) = w
2(si, tj) and w
2(si+n, tj) = τ(b, a
2i−2)−1δw2(si, tj). Since
w2(si+n, tj+n) = w
2(a2i−2b, a2j−1b)
= −w2(a2i−2b, a2j−1)
= −w2(si+n, tj)
= −τ(b, a2i−2)−1δw2(si, tj),
we have w2(si+n, tj+n) = −τ(b, a
2i−2)−1δw2(si, tj). Let B = (bij)1≤i,j≤n be a n × n
matrix defined by bij = τ(b, a
2i−2)−1δw2(si, tj), then we have
(w2(si, tj))1≤i,j≤2n =
(
A2 A2
B −B
)
∼
(
A2 A2
A2 −A2
)
∼
(
A2 0
0 A2
)
.
Therefore (w2(si, tj))1≤i,j≤2n is non-degenerate if and only if A
2 is non-degenerate.
Let αj := w
2(a2, a2j−1), then we have αj = P
−1
2 σ(a
2j−1)Sj−1,0Sj−1,1 by definition.
By
w2(si, tj) = w
2(a2i−2, a2j−1)
= λ2i−2,2j−1[Sj−1,0Sj−1,1]
i−1
= P−12i−2σ(a
2j−1)i−1[Sj−1,0Sj−1,1]
i−1
= P−12i−2P
i−1
2 P
−(i−1)
2 σ(a
2j−1)i−1[Sj−1,0Sj−1,1]
i−1
= P−12i−2P
i−1
2 [P
−1
2 σ(a
2j−1)Sj−1,0Sj−1,1]
i−1
= P−12i−2P
i−1
2 α
(i−1)
j ,
we have
A2 = (P−12i−2P
i−1
2 α
(i−1)
j )1≤i,j≤n ∼ (α
(i−1)
j )1≤i,j≤n.
Therefore A2 is non-degenerated if and only if
αj
αi
6= 1 for 1 ≤ i < j ≤ n. Direct
computations show that
αj
αi
=
P−12 σ(a
2j−1)Sj−1,0Sj−1,1
P−12 σ(a
2i−1)Si−1,0Si−1,1
=
σ(a2j−1)Sj−1,0Sj−1,1
σ(a2i−1)Si−1,0Si−1,1
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and
Sj−1,0Sj−1,1
Si−1,0Si−1,1
=
(λ2j−1,1α
jβj−1)Sj−1,1
Si−1,0Si−1,1
=
(λ2j−1,1α
jβj−1)(h(a, a2j−1b)λ2j−1,1α
j−1βj)
Si−1,0Si−1,1
=
h(a, a2j−1b)(λ2j−1,1)
2(αβ)2j−1
h(a, a2i−1b)(λ2i−1,1)2(αβ)2i−1
=
(λ2j−1,1)
2
(λ2i−1,1)2
h(a, a2j−1b)
h(a, a2i−1b)
(αβ)2(j−i)
=
P−22j−1σ(a)
2j
P−22i−1σ(a)
2i
h(a, a2j−1b)
h(a, a2i−1b)
(αβ)2(j−i)
=
P−22j−1
P−22i−1
h(a, a2j−1b)
h(a, a2i−1b)
[σ(a)αβ]2(j−i).
This implies that
αj
αi
=
σ(a2j−1)
σ(a2i−1)
P−22j−1
P−22i−1
h(a, a2j−1b)
h(a, a2i−1b)
[σ(a)αβ]2(j−i).(4.87)
By Lemma 4.4,
P 2l2k+1σ(a)
lσ(a2l)k = P 2k2l σ(a
2k+1)l[
τ(b, a)
τ(b, a2k+1)
]l, k, l ≥ 0,(4.88)
h(a, a2k+1b) =
τ(b, a)
τ(b, a2k+1)
and thus
P 2l2k+1σ(a)
lσ(a2l)k = P 2k2l σ(a
2k+1)l[h(a, a2k+1b)]l, k, l ≥ 0.(4.89)
Taking k = (j− 1) and l = 1, then the equation (4.89) becomes P 22j−1σ(a)σ(a
2)j−1 =
P 2j−22 σ(a
2j−1)[h(a, a2k+1b)] and thus
σ(a2j−1)P−22j−1h(a, a
2j−1b) = P−2j−22 σ(a)σ(a
2)j−1.(4.90)
Due to the equations (4.87) and (4.90), we have
αj
αi
=
P−2j−22 σ(a)σ(a
2)j−1
P−2i−22 σ(a)σ(a
2)i−1
[σ(a)αβ]2(j−i)
= [(σ(a)αβ)2σ(a2)τ(a, a)−2]j−i.
Since we have showed that (w2(si, tj))1≤i,j≤2n is non-degenerate if and only if A
2 is
non-degenerate and A2 is non-degenerate if and only if
αj
αi
6= 1 for 1 ≤ i < j ≤ n, we
know that (w2(si, tj))1≤i,j≤2n is non-degenerate if and only if the following condition
holds
[(σ(a)αβ)2σ(a2)τ(a, a)−2]m 6= 1 for all 1 ≤ m ≤ (n− 1).(4.91)
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Now we turn to the consideration of the non-degeneracy of (w3(ti, sj))1≤i,j≤2n. Thanks
to Lemma 4.12, we have l(Et) = r(Et⊳x) for all t ∈ T . Since l(Et) =
∑
s∈S w
3(t, s)esx
and r(Et⊳x) =
∑
s∈S w
2(s, t ⊳ x)esx, we have w
3(t, s) = w2(s, t ⊳ x). From this obser-
vation, we have
w3(ti, sj) = w
2(sj, ti+n), w
3(ti+n, sj) = w
2(sj , ti),
w3(ti, sj+n) = w
2(sj+n, ti+n), w
3(ti+n, sj+n) = w
2(sj+n, ti),
for 1 ≤ i, j ≤ n. Therefore, (w3(ti, sj))1≤i,j≤2n is non-degenerate if and only if
(w2(si, tj))1≤i,j≤2n is non-degenerate and thus (w
3(ti, sj))1≤i,j≤2n is non-degenerate
if and only if the condition (4.91) holds.
Lastly we will determine when (w4(ti, tj))1≤i,j≤2n is non-degenerate. By Lemma 4.11,
we have l(Xb)l(Xa2i−1) = τ(b, a
2i−1)l(Xa2i−1b). Because
l(Xb)l(Xa2i−1) = (
∑
t∈T
w2(b, t)et)(
∑
t∈T
w4(a2i−1, t)etx)
=
∑
t∈T
w2(b, t)w4(a2i−1, t)etx
and
τ(b, a2i−1)l(Xa2i−1b) = τ(b, a
2i−1)
∑
t∈T
w4(a2i−1b, t)etx
=
∑
t∈T
τ(b, a2i−1)w4(a2i−1b, t)etx,
we have w2(b, t)w4(a2i−1, t) = τ(b, a2i−1)w4(a2i−1b, t). Through taking t = a2j−1, we
get that w2(b, a2j−1)w4(a2i−1, a2j−1) = τ(b, a2i−1)w4(a2i−1b, a2j−1) and therefore
w4(ti+n, tj) = τ(b, a
2i−1)−1δw4(ti, tj), 1 ≤ i, j ≤ n.(4.92)
And if we let t = a2j−1b, then w2(b, t)w4(a2i−1, t) = τ(b, a2i−1)w4(a2i−1b, t) becomes
w2(b, a2j−1b)w4(a2i−1, a2j−1b) = τ(b, a2i−1)w4(a2i−1b, a2j−1b), and hence we have
w4(ti+n, tj+n) = −τ(b, a
2i−1)−1δw4(ti, tj+n) 1 ≤ i, j ≤ n.(4.93)
Similarly, owing to Lemma 4.11, we have r(Xb)r(Xa2i−1) = τ(a
2i−1, b)r(Xa2i−1b). By
r(Xb)r(Xa2i−1) = (
∑
t∈T
w3(t, b)et)(
∑
t∈T
w4(t, a2i−1)etx)
=
∑
t∈T
w3(t, b)w4(t, a2i−1)etx,
τ(a2i−1, b)r(Xa2i−1b) = τ(a
2i−1, b)
∑
t∈T
w4(t, a2i−1b)etx
=
∑
t∈T
τ(a2i−1, b)w4(t, a2i−1b)etx,
we have w3(t, b)w4(t, a2i−1) = τ(a2i−1, b)w4(t, a2i−1b). Through taking t = a2j−1,
we get that w3(a2j−1, b)w4(a2j−1, a2i−1) = τ(a2i−1, b)w4(a2j−1, a2i−1b). Note that we
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already have τ(a2j−1, b) = −τ(b, a2j−1) and w3(ti, b) = −δ, so
w4(ti, tj+n) = τ(b, a
2j−1)−1δw4(ti, tj), 1 ≤ i, j ≤ n.(4.94)
From the equations (4.92), (4.93) and (4.94), we know that
(w4(ti, tj))1≤i,j≤2n =
(
A4 C
D E
)
,
where C,D,E are n× n matrices defined by
C : = (τ(b, a2j−1)−1δw4(ti, tj))1≤i,j≤n,
D : = (τ(b, a2i−1)−1δw4(ti, tj))1≤i,j≤n,
E : = (−τ(b, a2i−1)−1δw4(ti, tj+n))1≤i,j≤n.
Therefore we have
(w4(ti, tj))1≤i,j≤2n =
(
A4 C
D E
)
∼
(
A4 C
A4 −C
)
∼
(
A4 0
0 C
)
∼
(
A4 0
0 A4
)
.
As a result we get that (w4(ti, tj))1≤i,j≤2n is non-degenerate if and only if A
4 is non-
degenerate. Since
w4(ti, tj) = w
4(a2i−1, a2j−1)
= λ2i−1,2j−1S
i
j−1,0S
i−1
j−1,1
= P−12i−1σ(a
2j−1)i−1Sij−1,0S
i−1
j−1,1,
we have
A4 = (P−12i−1σ(a
2j−1)i−1Sij−1,0S
i−1
j−1,1)1≤i,j≤n ∼ (σ(a
2j−1)i−1Si−1j−1,0S
i−1
j−1,1)1≤i,j≤n.
Therefore A4 is non-degenerate if and only if
βj
βi
6= 1 for all 1 ≤ i < j ≤ n where
βj = σ(a
2j−1)Sj−1,0Sj−1,1. Recall that αj = P
−1
2 σ(a
2j−1)Sj−1,0Sj−1,1. Thus
βj
βi
=
αj
αi
and we get that A4 is non-degenerate if and only if
αj
αi
6= 1 for all 1 ≤ i < j ≤ n. But
we have proved
αj
αi
6= 1 for all 1 ≤ i < j ≤ n if and only if the condition (4.91) holds
(see the proof for the non-degeneracy of w2). Since conditions 4.86, 4.91, we get what
we want. 
Using the Lemma 4.24, we can give a very simple criterion for K(8n, σ, τ) to be a
minimal quasitriangular Hopf algebra for the case η(a, b) = −1.
Theorem 4.25. If K(8n, σ, τ) such that η(a, b) = −1, then it is minimal if and only
if there is a ω ∈ k such that ωn = P2n and ω
2σ(a2)τ(a, a)−2 is a primitive nth root
of 1. Moreover, if K(8n, σ, τ) is minimal, then all minimal quasitriangular structures
on it can be given by {Rα,β | α
4 = −ω
2τ(a,a)2
σ(a2) , β =
ω
σ(a)α , ω ∈ k such that ω
n =
P2n and ω
2σ(a2)τ(a, a)−2 is a primitive nth root of 1}.
Proof. Firstly, we will show that if there is a ω ∈ k such that
ωn = P2n and ω
2σ(a2)τ(a, a)−2 is a primitive nth root of 1,
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then K(8n, σ, τ) is minimal. Since k is algebraically closed, we can find a α ∈ k such
that α4 = w
2τ(b,a)2
σ(a)2τ(b,b)
. Define β := w
σ(a)α . Since
(αβ)nλ2n,1 = (αβ)
n(P−12n σ(a)
n) = (αβσ(a))nP−12n
= ωnP−12n = 1
and
β2
α2
=
ω2
σ(a)2α4
=
ω2σ(a)2τ(b, b)
σ(a)2ω2τ(b, a)2
=
τ(b, b)
τ(b, a)2
,
we can define Rα,β by using this α and β. By Proposition 4.14, Rα,β is a univer-
sal R-matrix of K(8n, σ, τ). By (σ(a)αβ)2σ(a2)τ(a, a)−2 = ω2σ(a2)τ(a, a)−2 and
ω2σ(a2)τ(a, a)−2 is a primitive nth root of 1, Rα,β is a minimal quasitriangular struc-
ture on K(8n, σ, τ) by above Lemma 4.24.
Conversely, assume that K(8n, σ, τ) is minimal. Then we need to find a ω ∈ k such
that ωn = P2n and ω
2σ(a2)τ(a, a)−2 is a primitive nth root of 1. Now assume that
Rα,β is a minimal quasitriangular structure on K(8n, σ, τ). Define ω := αβσ(a). We
will show that this ω satisfies our requirements. Since (αβ)nλ2n,1 = 1 and λ2n,1 =
P−12n σ(a)
n, we have (αβσ(a))n = P2n and therefore ω
n = P2n. Because Rα,β is
minimal quasitriangular structure, we know (σ(a)αβ)2σ(a2)τ(a, a)−2 is a primitive
nth root of 1 which implies that ω2σ(a2)τ(a, a)−2 is primitive nth root of 1. Hence
we have showed ω is a needed one.
At last, we need to show that if K(8n, σ, τ) is minimal, then all minimal quasitri-
angular structures on it can be given by {Rα,β | α
4 = −ω
2τ(a,a)2
σ(a2) , β =
ω
σ(a)α , ω ∈
k such that ωn = P2n and ω
2σ(a2)τ(a, a)−2 is a primitive nth root of 1}. For conve-
nience, we denote the set {Rα,β | α
4 = −ω
2τ(a,a)2
σ(a2)
, β = ω
σ(a)α , ω ∈ k such that ω
n =
P2n and ω
2σ(a2)τ(a, a)−2 is a primitive nth root of 1} by Q. If Rα,β is a minimal
quasitriangular structure on it, then we can define ω := αβσ(a). It is not hard to
see that α4 = −ω
2τ(a,a)2
σ(a2)
and β = ω
σ(a)α . Therefore Rα,β ∈ Q. If Rα,β ∈ Q, then we
have (αβ)nλ2n,1 = 1 and
β2
α2
= τ(b,b)
τ(b,a)2
due to the calculations above. Therefore, Rα,β
is a universal R-matrix of K(8n, σ, τ) by Proposition 4.14. In addition, Lemma 4.24
implies that Rα,β is a minimal quasitriangular structure.

To use Theorem 4.25 more conveniently, we give the following corollary.
Corollary 4.26. Let K(8n, σ, τ) as before in Theorem 4.25. If τ(a, ai) = 1 for i ∈ N,
then K(8n, σ, τ) is minimal if and only if there is a ω ∈ k such that ωn = 1 and
ω2σ(a2) is a primitive nth root of 1. Moreover, if K(8n, σ, τ) is minimal, then all
minimal quasitriangular structures on it can be given by {Rα,β | α
4 = −ω
2
σ(a2)
, β =
ω
σ(a)α , ω ∈ k such that ω
n = 1 and ω2σ(a2) is a primitive nth root of 1}.
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Using Corollary 4.26, we can give a class of minimal quasitriangular Hopf algebras as
follows
Corollary 4.27. Let K(8n, ζ) be the Hopf algebras given in Example 2.5, then we
have the following conclusions:
(i) if n is even and n ≥ 4, then K(8n, ζ) is minimal and all minimal quasi-
triangular structures on it can be given by {Rα,β | α
4 = ω
2
ζ2
, β = ω
αζ
, ω ∈
k such that ωn = 1 and − (ωζ)2 is primitive nth root of 1}.
(ii) if n is odd or n = 2, then K(8n, ζ) is not minimal.
Proof. Firstly, we show (i). By the definition of K(8n, ζ), σ(a2) = −ζ2. If n is
even and bigger than 4, we can find a ω ∈ k such that ωn = 1 and ω2 = −1.
Then we have ω2σ(a2) = ζ2 and thus ω2σ(a2) is a primitive nth root of 1. By
Corollary 4.26, we know that K(8n, ζ) is minimal and all minimal quasitriangular
structures on it can be given by {Rα,β | α
4 = ω
2
ζ2
, β = ω
αζ
, ω ∈ k such that ωn =
1 and − (ωζ)2 is primitive nth root of 1}.
Secondly, we show (ii). If n is odd, then we have (ω2σ(a2))n = [−(ωζ)2]n = −1 for
arbitrary ω ∈ k such that ωn = 1. Hence ω2σ(a2) is not a primitive nth root of 1.
As a result K(8n, ζ) is not minimal by Corollary 4.26. If n = 2, then σ(a2) = 1. Let
ω ∈ k such that ω2 = 1. Thus ω2σ(a2) = 1 which is not a primitive 2th root of 1.
Therefore K(16, ζ) is not minimal by applying Corollary 4.26 again. 
As an application of Theorem 4.25, we use the following example to illustrate our
results.
Example 4.28. Let K8 as before in Example 2.3, and let a˜ = a, b˜ = ab, then
we get that G = 〈a˜, b˜|a˜2 = b˜2 = 1, a˜b˜ = b˜a˜〉 and a˜ ⊳ x = a˜b˜, b˜ ⊳ x = b˜. This
implies that K8 belongs to K(8n, σ, τ) and such that η(a˜, b˜) = −1. It can be seen
that σ(a˜2) = 1 and n = 1. Since σ(a˜2) = 1, K8 is minimal by Corollary 4.26.
Moreover, all minimal quasitriangular structures on it can be given by {Rα,β | α, β ∈
k such that α4 = −1, αβ = 1}. Combined with Proposition 4.1, we can get that
all universal R-matrices on K8 by {Rα,β | α, β ∈ k such that α
4 = −1, αβ = 1} ∪
{
∑
1≤i,j,k,l≤2 γ
ik+jlδil+jk(−1)jkeaibj ⊗ eakbl | γ, δ ∈ k such that γ
2 = δ2 = 1}. This
result is the same as the result in [14, Lemma 5.4].
For completeness, we give the following result for the case η(a, b) = 1.
Proposition 4.29. Let K(8n, σ, τ) as before. If η(a, b) = 1, then K(8n, σ, τ) is not
minimal.
Proof. Let R′α,β as before in Proposition 4.21, then we will show that R
′
α,β is not a
minimal quasitriangular structure on K(8n, σ, τ) and therefore we complete the proof.
Similar to the proof of Lemma 4.12, we know that l(Xt) = r(Xt) and l(Et) = r(Et⊳x)
for t ∈ T in this case. And hence R′α,β such that the condition of Lemma 4.22. We
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claim that the w1 of R′α,β is not a non-degenerated matrix. To show this, let us denote
a matrix A1 as follows
A1 := (w1(si, sj))1≤i,j≤n,
where si = a
2i−2, sj = a
2j−2. Assume 1 ≤ i, j ≤ n and let sn+i = a
2i−2b, then we
have
w1(si, sn+j) = w
1(a2i−2, a2j−2b)
= (λ2j−2,1)
2i−2(αβ)2(i−1)(j−1) [σ(a2j−2)]i−1
= w1(a2i−2, a2j−2)
= w1(si, sj)
and
w1(sn+i, sj) = w
1(a2i−2b, a2j−2)
= (λ2j−2,1)
2i−2(αβ)2(i−1)(j−1) [σ(a2j−2)]i−1
= w1(a2i−2, a2j−2)
= w1(si, sj)
and
w1(sn+i, sn+j) = w
1(a2i−2b, a2j−2b)
= (λ2j−2,1)
2i−2(αβ)2(i−1)(j−1) [σ(a2j−2)]i−1
= w1(a2i−2, a2j−2)
= w1(si, sj).
Therefore we have
(w1(si, sj))1≤i,j≤2n =
(
A1 A1
A1 A1
)
∼
(
A1 A1
0 0
)
.
Thus w1 is non-degenerated and we know that R′α,β is not minimal quasitriangular
structure on K(8n, σ, τ) by Lemma 4.22. 
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