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Abstract
This paper deals with the numerical calculation of integrals over the unit circle in the complex plane by means of
quadrature formulas with uniformly distributed nodes on such region. Several properties of the coecients as well as error
bounds for analytic functions are established. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper deals with the numerical evaluation of integrals on the complex unit circle, that is,
integrals of the form
I [f] =
Z 
−
f(ei)K() d; (1.1)
where the kernel K is a complex valued function on (−; ) satisfying R − jK()j d<1; and f
belongs to F; a family of functions for which the integral I is dened. This problem was introduced
in [9] in connection with a trigonometric moment problem. Bultheel, Gonzalez-Vera, Hendriksen and
Njastad have considered this problem by means of Pade-type approximant and by rational functions
with prescribed poles. They have an extensive list of paper, see, e.g. [3,5] and references therein.
In order to provide a more comprehensive approach to the solution of this problem we describe
the analogous situation for integrals on the real line.
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For integrals of the form
Ig[f] =
Z b
a
f(x)g(x) dx; (1.2)
where (a; b)R; g 2 L1(a; b) and f such that Ig[f] is dened, a widely used technique for its
computation is the so-called product integration [6]. Product integration is based on the idea of re-
placing f in (1.2) by a suitable approximant, say pn−1(f); and then take Ig[pn−1] as approximation
to Ig[f]: Usually the approximant pn−1(f) is constructed by means of interpolation. The basis func-
tions for the interpolation depend on the properties of f: In the case of polynomial interpolation, n
distinct points x1; : : : ; xn are xed. The approximant pn−1(f) is taken to be the Lagrange interpolation
polynomial on this set of nodes to the data f(x1); : : : ; f(xn): The nodes x1; : : : ; xn at our disposal,
are usually taken as zeros of orthogonal polynomials with respect to a given weight function, see,
e.g. [12].
Similarly, we will replace f in (1.1) by a suitable approximant and then we integrate. Rather
than interpolate by polynomials we use Laurent polynomials.
Given integers p and q; p6q we denote by p;q the linear space of all functions of the formPq
j=p jz
j; j 2 C. The functions of p;q are called Laurent polynomials. Comparatively, the role
played by the zeros of orthogonal polynomials on the real line is now played by the zeros of
para-orthogonal polynomials, and the Gaussian formulas by the Szego formulas, see, e.g. [9]. Szego
formulas are constructed in the following way: dene the hermitian product
hf; gi=
Z 
−
f(ei)g(ei) d ();
where  is a given distribution function (bounded, non-decreasing with innitely many points of
increase on (−; )). Let fng10 be the monic sequence of polynomials obtained by orthogonalization
of fz kg10 with respect to the above inner product. These are called Szego polynomials. For each n; n
has its zeros in jzj< 1: Thus, they are not adequate as nodes for quadrature formulas to evaluate
integrals (1.1) on the unit circle. Jones, Njastad and Thron introduced in [9] the para-orthogonal
polynomials. They are dened by Pn(z) = n(z) + nn(z) where 

n(z) = z
n n(1=z); and n 2 C is
arbitrary but jnj= 1: Their zeros &(n)j ; j = 1; : : : ; n are distinct and located on T= fz 2 C: jzj= 1g:
They also proved the existence of coecients (n)j > 0 such thatZ 
−
z k d () =
nX
j=1
(n)j (&
(n)
j )
k ; k =−(n− 1); : : : ; 0; : : : ; n− 1; z = ei (1.3)
and this gives the largest domain of validity, that is, there can not exist an n-point quadrature
formula [f]=
Pn
m=1 mf(m); m 2 T which integrates correctly any function f 2 −(n−1); n or any
function f 2 −n;n−1: The quadrature formula on the right-hand side of (1.3) is called an n-point
Szego formula. Note that the n-point Szego quadrature formula is not unique since it depends on
the parameter n 2 C; jnj= 1. Szego formulas are of interpolatory type, i.e., they can be obtained
by integrating the Laurent polynomial on −p; q; p+ q= n− 1; interpolating the integrand function
on the zeros &(n)j of the nth para-orthogonal polynomial, see, e.g. [4].
If d () = d; the monic orthogonal polynomials are given by n(z) = z n; n>0: Hence, the
para-orthogonal polynomials are given by Pn(z) = z n −  where  2 C is arbitrary but jj = 1:
Thus, for a given kernel K and xed ; n; and non-negative integers p and q; p + q = n − 1; we
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replace f in (1.1) by the Laurent polynomial on −p; q interpolating f at zj; j = 1; : : : ; n the zeros
of the nth para-orthogonal polynomial Pn(z) with respect to the measure d () = d: The resulting
approximation takes the form (see, e.g. [7])
I [f]  Qn[f] =
nX
j=1
cjf(zj); (1.4)
where
cj = z
p
j I
"
z−pPn(z)
(z − zj)P0n(zj)
#
; j = 1; : : : ; n: (1.5)
In this paper we write In[f] =
Pn
j=1 Ajf(zj) for any quadrature formula to estimate integrals of
the form (1.1) with n distinct nodes zj on T and coecients Aj 2 C; 16j6n: We write Qn[f] for
the quadrature formula (1.4){(1.5), that is, for the particular case of the general rule In[f] where
the nodes are the roots of an arbitrary complex value ; jj = 1 and the coecients are given by
(1.5). Most of the time we will be concerned with Qn[f]:
As a Corollary of Theorem 4:6 in [1] one has that if
R 
− jK()j2 d<1 and p= q for all n then
Qn converges to I for all bounded Riemann integrable functions.
In this paper we show that the coecients cj can be calculated by the Fast Fourier Transform.
Alternative expressions for the coecients are given and its positive character is studied. Furthermore,
computable error bounds are given for the error functional for analytic functions.
2. Properties of the coecients
In this section, several properties of the coecients cj are given.
Since the quadrature formula Qn is of interpolatory type, in order to integrate correctly any function
in −p; q; one can construct it by moment tting, see, e.g. [7], that is, by imposing Qn[z k]=I [z k]; k=
−p; : : : ; q: This gives rise to the system
nX
j=1
cjz kj = mk; k =−p; : : : ; q (2.1)
with n equations and n unknowns, the coecients cj; j = 1; : : : ; n: The moments mk are given by
mk =
Z 
−
eikK() d; k = 0;1;2; : : : :
Since zj = !j−1z1; j = 1; : : : ; n where != e2i=n; system (2.1) can be rewritten in the form
nX
j=1
cje(2i=n) jk = mk

!
z1
k
; k =−p; : : : ; q:
Now, multiply both sides of the equation corresponding to k by e(−2i=n)lk ; 16l6n: Then sum over
k and interchange the summations. One obtains
nX
j=1
cj
qX
k=−p
e(2i=n)( j−l)k =
qX
k=−p
mk

!
z1
k
!−lk :
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Since
Pq
k=−p e
(2i=n)( j−l)k = n if j = l and zero otherwise, the solution to (2.1) is then given by
cj =
1
n
qX
k=−p
mk
!(1−j)k
zk1
; j = 1; : : : ; n
or equivalently
cj =
1
n
2
4m0 +
qX
k=1
mk

!
z1
k
!−jk +
n−1X
k=q+1
mk−n

!
z1
k
!−jk
3
5 ; j = 1; : : : ; n: (2.2)
Thus the coecients fc1; : : : ; cng of the quadrature formula Qn[f] are the nite fourier transform
of the data fm0; m1!=z1; : : : ; mq(!=z1)q; m−p(!=z1)q+1; : : : ; m−1(!=z1)n−1g: As a consequence, if for a
given integral (1.1) we do not have an explicit expression available for the coecients cj, the use of
the well-known fast fourier transform (see, e.g. [13]) will estimate them successfully. Furthermore,
formula (2.2) will be used to obtain several properties of the coecients cj; j = 1; : : : ; n:
As it was said before, the coecients cj and the nodes zj of the quadrature formula (1.4) depend
on the choice of the complex number ; with jj= 1: It is straightforward to show from (2.2) that
the quadrature rule corresponding to  and ! are the same. This means that (1.4) is invariant under
an angle rotation 2k=n; k 2 Z; on the complex unit circle. Hence, for a given n we can restrict our
attention to =ei with  2 [0; 2=n): In addition, to avoid computational eort in the calculation of
the coecients given by (2.2), the value =1; so z1 = 1; corresponding to =0 will be considered
in most of the results.
For K()  1 is m0 = 2 and mk = 0 if k = 1;2; : : : : Since (2.2), the well-known result
cj = 2=n; j = 1; : : : ; n is obtained. In this case, quadrature formula (1.4) is a Szego formula.
In the following we are concerned with properties of the coecients which are related to imple-
mentation aspects and numerical stability. In this sense one has the following:
Theorem 2.1. Let p= q;  = 1:
1. If mk = m−k ; k = 0; 1; : : : ; then
cj =
1
n
"
m0 +
pX
k=1
mk !
( j−1)k + mk!( j−1)k
#
2 R; j = 1; : : : ; n:
2. If mk = m−k =− mk; k = 1; 2; : : : ; and m0 2 R then
cn−j+2 + cj =
2m0
n
; j = 2; : : : ; p+ 1:
Proof. (1) Replace t = −k + n on the summation Pn−1k=q+1mk−n(!=z1)k!−jk of (2.2) and take into
account the hypothesis. One obtains
cj =
1
n
"
m0 +
pX
k=1
mk !
( j−1)k +
pX
k=1
m−k !
( j−1)(n−k)
#
; j = 1; : : : ; n:
The proof of item 1 follows.
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(2) By virtue of item 1 and mk =− mk; one can write
cj =
1
n
"
m0 +
pX
k=1
mk !
( j−1)k − mk!( j−1)k
#
; j = 1; : : : ; n: (2.3)
The desired result follows.
Note that the conditions on the moments on item 1 of Theorem 2.1 are satised if K() is a
real-valued function. For item 2, if K() is real and odd.
Note that once the values f(zj) 2 C; 16j6n in (1.4) are computed then since each complex
multiplication requires four real multiplications, we need half the number of operations to compute
Qn[f] when cj; 16j6n are real values rather than complex values. Furthermore, since each complex
number requires two storage locations, we need half the storage requirements when the coecients
are real rather than complex. On the other hand, Theorem 2.1 (item 2) also tell us that not all
the coecients cj need to be computed by means of (2.2). More specically, (n− 1)=2 coecients
can be easily computed from the others. Take into account that if p= q then n must be odd since
p+ q= n− 1:
Corollary 2.2. If p= q; =1 and mk =m−k 2 R; k =0; 1; : : : then cj = cn−j+2; j=2; : : : ; p+1 and
consequently; the quadrature formula can be written in the form
Qn[f] = c1f(1) +
p+1X
j=2
cj[f(zj) + f( zj)]:
Proof. It is straightforward to deduce from item 1 of Theorem 2.1 that cn−j+2 = cj; j=2; : : : ; p+1:
Furthermore, it is also clear that zn−j+2 = zj.
Corollary 2.3. If p = q;  = 1; m0 2 R and mk = m−k = − mk; k = 1; 2; : : : then the quadrature
formula can be written in the form
Qn[f] =
m0
n
f(1) +
p+1X
j=2
cjf(zj) +

2m0
n
− cj

f( zj):
Proof. Take into account (2.3), zn−j+2 = zj and item 2 of Theorem 2.1.
A desirable property of any quadrature formula is to have nonnegative real coecients. If the
kernel K satisfy K()>0;  2 (−; ) and the quadrature formula integrates correctly the function
equal to 1, then this property of the coecients reduces the roundo errors in computing the esti-
mation provided by the quadrature formula, once the values of the integrand function at the nodes
have been computed. Not any quadrature formula without this property is going to be unstable but
care must be taken, specially when the sum of the absolute value of the coecients is not uni-
formly bounded. Quadrature formulas Qn[f] given by (1.4){(1.5) satisfy [2] this requirement ifR 
− jK()j2 d<1: In this sense one has the following Theorem.
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Theorem 2.4. Let K()>0;  2 (−; ): Consider a quadrature formula In of the form
In[f] =
nX
j=1
Ajf(tj); tk 6= tj; k 6= j; jtjj= 1; Aj 2 R; j = 1; : : : ; n;
such that In[z k] = I [z k]; k =−p; : : : ; p: Then the number of non-negative coecients Aj is greater
or equal to p+ 1:
Proof. Let p = 0: Then In[1] =
Pn
j=1 Aj = I [1]>0: Thereby, there exists at least one non-negative
coecient and the theorem holds. Consider now p>1: Suppose that there are at most d<p + 1
non-negative coecients, say, A1; : : : ; Ad with corresponding nodes t1; : : : ; td: Dene f(z) =Qd
j=1(z − tj)( 1z − tj) 2 −p;p: One gets
In[f] =
nX
j=d+1
Ajf(tj) = I [f] = I
2
4 dY
j=1
jz − tjj2
3
5>0
with f(tk)=
Qd
j=1 jtk−tjj2> 0 and Ak < 0; k=d+1; : : : ; n: This is a contradiction. The proof follows.
Corollary 2.5. If K()>0;  2 (−; ); p=q; =1 and mk= m−k ; k=0; 1; : : : then the number of
nonnegative coecients cj for the quadrature formula Qn given by (1:4){(1:5) is greater or equal
to p+ 1:
Proof. Combine Theorems 2.1 and 2.4.
There are situations where all the coecients of the quadrature rule Qn[f] are non-negative. This
is stated in Theorems 2.6 and 2.9 which are given below.
Theorem 2.6. Let p= q;  = 1 and mk = m−k ; k = 0; 1; : : : :
1. If mk60; k = 1; 2; : : : and m0 + 2
P1
k=1mk>0 then
cj>c1>
1
n
"
m0 + 2
1X
k=1
mk
#
>0; j = 1; : : : ; n; n= 1; 2; : : : :
2. If mk>0; k = 1; 2; : : : and m0 − 2P1k=1mk>0 then
cj>
2m0
n
− c1>1n
"
m0 − 2
1X
k=1
mk
#
>0; j = 1; : : : ; n; n= 1; 2; : : : :
Proof. (1) Since !( j−1)k + !( j−1)k62 and mk60; k = 1; 2; : : : we can write
pX
k=1
mk[ !
( j−1)k + !( j−1)k]>2
pX
k=1
mk>2
1X
k=1
mk:
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Taking into account item 1 of Theorem 2.1 one can get for j = 1; : : : ; n; n= 1; 2; : : : ;
cj =
1
n
"
m0 +
pX
k=1
mk( !
( j−1)k + !( j−1)k)
#
>c1 =
1
n
"
m0 + 2
pX
k=1
mk
#
>
1
n
"
m0 + 2
1X
k=1
mk
#
>0:
The proof of item 1 is achieved.
(2) The proof is analogous to the one given for item 1.
Next, we illustrate Theorem 2:6 with two examples.
Example 2.7. Consider K() = jsin()j: One obtains,
mk =
8<
:
0; k = 1; 3; : : : ;
4
1− k2 ; k = 0; 2; 4; : : : ;
m−k = mk; k>0:
Conditions on item 1 of Theorem 2.6 are satised. Hence for p = q and  = 1 we get cj>c1>0;
j = 1; : : : ; n; n= 1; 2; : : : .
Example 2.8. Let K() = cos2(): After some calculations one gets m0 = ; m−2 = m2 = =2 and
mk=0 if k 6= −2; 0; 2: Conditions on item 2 of Theorem 2:6 are satised. Hence for p=q and =1
we get cj>− c1 + 2=n>0; j = 1; : : : ; n; n= 1; 2; : : : :
The next theorem is analogous to Theorem 2.6. Also the proof is analogous.
Theorem 2.9. Let p= q;  = 1; m0 2 R and mk = m−k = idk ; dk 2 R; k = 1; 2; : : : :
1. If dk60; k = 1; 2; : : : and m0 + 2
P1
k=1 dk>0 then
cj>
1
n
"
m0 + 2
pX
k=1
dk
#
>
1
n
"
m0 + 2
1X
k=1
dk
#
>0; j = 1; : : : ; n; n= 1; 2; : : : :
2. If dk>0; k = 1; 2; : : : and m0 − 2P1k=1 dk>0 then
cj>
1
n
"
m0 − 2
pX
k=1
dk
#
>
1
n
"
m0 − 2
1X
k=1
dk
#
>0; j = 1; : : : ; n; n= 1; 2; : : : :
Example 2.10. For the kernels K()=1− sin() and K()=1+ sin(); conditions on the moments
on item 1 and item 2 of Theorem 2.9 are satised, respectively.
In the following we consider the important case of the Poisson integral, i.e., K() is given by
K() =
1− r2
1− 2r cos() + r2 ; 06r < 1: (2.4)
For r = 0 the Lebesgue measure K() d = d is obtained. A Szego quadrature formula for the
Poisson integral was obtained in [14]. The Poisson integral plays a remarkable role in the solution
of the Dirichlet problem inside the unit disk, see, e.g., [11]. The corresponding moments are given
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by mk = 2rjkj; k = 0;1;2; : : : ; for r = 0 is m0 = 2: If one takes p = q and  = 1 then from
item 2 of Theorem 2:3 one can deduce cj>0; j = 1; : : : ; n; n = 1; 2; : : : ; if 06r6 13 : Nevertheless,
this result is improved in the following:
Theorem 2.11. Let K() be the Poisson kernel (2:4); 06r < 1: If p= q and  = 1 then
cj =
2
n
(1− r)[1 + r − (−1) j−12rp+1 cos(((j − 1))=n)]
1− 2r cos((2(j − 1)=n) + r2 > 0; 16j6n; n>1: (2.5)
Proof. From item 1 of Theorem 2.1 and taking into account the value of the moments one can write
cj =
1
n
"
2+
pX
k=1
2r k( !( j−1)k + !( j−1)k)
#
or equivalently
cj =
2
n
"
1 +
pX
k=1
(r !j−1)k +
pX
k=1
(r!j−1)k
#
:
Each summation is a geometric sum and hence
cj =
2
n
"
1 +
r !j−1 − rp+1 !( j−1)(p+1)
1− r !j−1 +
r!j−1 − rp+1!( j−1)(p+1)
1− r!j−1
#
:
Thus
cj =
2
n
1− rp+1[ !( j−1)(p+1) + !( j−1)(p+1)] + rp+2[ !( j−1)p + !( j−1)p)]− r2
j1− r!j−1j2 :
Since p= q
!( j−1)(p+1) + !( j−1)(p+1) = !( j−1)(n−p) + !( j−1)(n−p) = !( j−1)p + !( j−1)p:
Hence
cj =
2
n
1− (rp+1 − rp+2)(!( j−1)p + !( j−1)p)− r2
j1− r!j−1j2 :
Thereby
cj =
2
n
(1− r)[1 + r − rp+1(!( j−1)p + !( j−1)p)]
j1− r!j−1j2 (2.6)
and hence
cj>
2
n
(1− r)[1 + r − 2rp+1]
j1− r!j−1j2 > 0:
The proof follows from (2.6).
Example 2.12. Consider the calculation of I [f] =
R 
− f(e
i)K() d where K() is given by (2.4)
with r = 0:2 and f(z) = z=(z − )(1− z) where = 0:1. One has I [f] = 3400=1617: This integral
is approximated by the quadrature formula Qn[f] =
Pn
j=1 cjf(zj) given by (1.4){(1.5). Recall that
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Table 1
q n= 5 n= 7 n= 9 n= 11 n= 13 n= 15
0 0.127D+00 0.129D+00 0.130D+00 0.130D+00 0.130D+00 0.130D+00
1 0.145D−02 0.255D−02 0.259D−02 0.259D−02 0.259D−02 0.259D−02
2 0.788D−03 0.277D−04 0.510D−04 0.518D−04 0.518D−04 0.518D−04
3 0.170D−04 0.541D−06 0.102D−05 0.104D−05 0.104D−05
4 0.352D−06 0.107D−07 0.204D−07 0.207D−07
5 0.717D−08 0.213D−09 0.408D−09
6 0.145D−09 0.424D−11
7 0.291D−11
Qn[f] integrates correctly any function in −p; q; p + q = n − 1: We take the nodes zj as the nth
roots of the unity, that is, z nj = =1; 16j6n; n>1: The coecients cj are computed by means of
(2.2). From Theorem 2.11, if p= q then the coecients cj can be calculated from (2.5) rather than
from the general formula (2.2). We compare in Table 1 the absolute error jRn[f]j= jI [f]−Qn[f]j
corresponding to the dierents values of p and q; p + q = n − 1: The error associated with q and
n − q − 1; (n − 1)=26q6n − 1 (n is odd) coincides, so we have omited them from Table 1. For
this integral, the entries in the descending diagonal corresponding to p= q minimizes the error.
3. Error bounds for analytic functions
Let In[f]=
Pn
j=1 Ajf(zj) be a quadrature formula to evaluate integrals of form (1.1). We consider
that the nodes zj are distinct and jzjj = 1; j = 1; : : : ; n: We also assume that In integrates correctly
any function in −p; q:
In this section we are interested in practical bounds for the error functional
Rn[f] =
Z 
−
f(ei)K() d−
nX
j=1
Ajf(zj):
Asymptotic error estimations were given in [7]. Error bounds for integrals that represent Caratheodory
functions and In is a Szego formula were given in [10].
Let f be an analytic function dened in a simply connected domain D containing T in its interior,
and let   be any contour in D surrounding T: Using the Cauchy’s formula, is straightforward to
deduce that the remainder term Rn can be expressed by
Rn[f] =
1
2i
Z
 
Kn()f() d; (3.1)
where
Kn() = Rn

1
− z

; z = ei:
From (3.1) the bound
jRn[f]j6l( )2 max2  jKn()j max2  jf()j
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is obtained, where l( ) denotes the length of  :
We will restrict our attention to contours   given by C = fz 2 C: jzj= g; > 1:
Theorem 3.1. It holds
max
2C
jKn()j=
8><
>:
Kn() if Rn[z k]>0 for k>q+ 1;
jKn(−)j if (−1)kRn[z k]>0 for k>q+ 1;
−Kn() if Rn[z k]60 for k>q+ 1:
Proof. One has
Kn() = Rn

1
− z

= Rn
" 1X
k=0
z k
k+1
#
=
1X
k=q+1
Rn[z k]
k+1
: (3.2)
Thus
max
2C
jKn()j6max
2C
1X
k=q+1
Rn[z
k]
k+1
=
1X
k=q+1
jRn[z k]j
k+1
: (3.3)
If Rn[z k]>0 for k>q+ 1, then by (3.2)
Kn() =
1X
k=q+1
Rn[z k]
k+1
: (3.4)
Hence from (3.3) and (3.4)
max
2C
jKn()j= Kn():
The remaining cases follow analogously.
Theorem 3.2. Suppose that the nodes zj are the roots of the unity; i.e.; z nj = 1; j = 1; : : : ; n.
Furthermore; assume p = q; m−j = mj 2 R; j = 0; 1; : : : : If fmjg1j=0 is a decreasing sequence then
Rn[z k] = I [z k]− Qn[z k]60; k = 0;1;2; : : : :
Proof. We rst consider k>0: We can write k = nck + sk where ck and sk are integers with ck>0
and 06sk6n− 1: Since
Qn[z k] = Qn[z nck+sk ] = Qn[z sk ]
we obtain
Rn[z k] = I [z k]− Qn[z k] = mk − Qn[z sk ]:
If 06sk6p the equation
Rn[z k] = mk − msk60
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holds since k>sk . Let now p+16sk6n− 1 or equivalently sk = n−p− 1+ jk ; jk =1; : : : ; p: Then
Rn[z k] = mk − Qn[z sk ] = mk − Qn[zn−p−1+jk ] = mk − Qn[z−p−1+jk ]:
Since −p6− p− 1 + jk6− 1 it holds Qn[z−p−1+jk ] = m−p−1+jk and hence
Rn[z k] = mk − m−p−1+jk = mk − mp+1−jk60:
For the last inequality take into account that 16p+ 1− jk6p and p<sk6k:
For k =−1;−2; : : :
Rn[z−k] = m−k − Qn[z−k]:
Taking into account m−j = mj 2 R; j = 0; 1; : : : ; and item 1 of Theorem 2.1, one obtains
Rn[z−k] = mk − Qn[z k] = Rn[z k] = Rn[z k]:
The proof follows.
Corollary 3.3. Under the conditions of Theorem 3:2 it holds jRn[z k]j6m0 − mk; n>1; k = 0;
1;2; : : : :
Proof. It is deduced from the proof of Theorem 3.2.
Corollary 3.4. Suppose that the nodes zj are the roots of the unity; i.e.; z nj = 1; j = 1; : : : ; n.
Furthermore; assume p = q; m−j = mj 2 R; j = 0; 1; : : : : If fmjg1j=0 is a nondecreasing sequence
then Rn[z k] = I [z k]− Qn[z k]>0; k = 0;1;2; : : : :
Proof. If fmjg1j=0 is a nondecreasing sequence then f−mjg1j=0 is a decreasing sequence of moments
associated to the kernel −K: The proof follows by making use of Theorem 3.2.
There are several classes of integrals for which conditions of Theorem 3.2 holds, that is, the corre-
sponding sequence fmjg1j=0 of moments is a decreasing sequence and m−j=mj; j>1: Among them,
consider the doubly innite sequence x = fx(j)g+1j=−1 of real numbers. Consider xN = fxN (j)g+1j=−1
where N>1; xN (j) = x(j) if 06j6N − 1; xN (0) 6= 0 and xN (j) = 0 otherwise. Let
K() =
1
2 jXN (e
i)j2; XN (z) =
N−1X
j=0
xN (j)z−j:
The moments are then given by
mj =
N−1X
k=0
xN (k)xN (k − j); m−j = mj; j>0:
Thus, if fxN (j)gN−1j=0 is a decreasing sequence then fmjg1j=0 is also a decreasing sequence. (The
sequence xN may be thought as the N -truncated causal signal obtained from the signal x: XN (z) is
the Z-transform associated with xN : The moments mj represent the autocorrelation coecients of the
signal fmjg+1j=−1; mj =
P+1
l=−1 xN (l)xN (j + l): See, e.g. [8].)
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Another family of integrals which satises conditions of Theorem 3.2 is the one given by
K() =
1−  cos()
1 + 2 − 2 cos() ; 0<< 1:
The corresponding moments are given by
m0 = 2; mk = k; m−k = mk; k>1:
Thus fmkg1k=0 is a decreasing sequence. Finally, for the Poisson kernel given by (2.4) the sequence
fmkg1k=0 of moments is also a decreasing sequence and m−k = mk; k>1:
As application of Theorems 3.1 and 3.2, consider K()  1 corresponding to r = 0 in (2.4). As
it was mentioned early m0 = 2 and mk = 0 if k = 1;2; : : : : If the nodes zj; j = 1; : : : ; n are the
roots of unity then the coecients are given by cj = 2=n; j = 1; : : : ; n: The resulting formula Qn is
a Szego formula and hence integrates any function in −(n−1); n−1 correctly. By virtue of Theorems
3.2 and 3.1 one can deduce that if f is analytic in a simply connected domain D containing T in
its interior and C; > 1; CD then
jRn[f]j6− Kn()max
2C
jf()j:
From (3.2)
Kn() =
1X
k=n
Rn[z k]
k+1
:
Since for  = 1 it holds Rn[zkn] = −2 if k = 1;2; : : : and Rn[z k] = 0; n>1 otherwise, one can
deduce
jRn[f]j6 2n − 1 max2C jf()j:
For the Poisson kernel K(); 0<r< 1 given by (2.4) one can deduce again that taking p = q
and z nj = 1; j = 1; : : : ; n the quadrature formula Qn given by (1.4) has an error
jRn[f]j6− Kn()max
2C
jf()j:
From (3.3) and Corollary 3.3 one obtains
max
2C
jKn()j6
1X
k=q+1
m0 − mk
k+1
=
2
q+1
"
1
− 1 −
r q+1
− r
#
:
Then if f is analytic in a simply connected domain D containing T in its interior and C;
> 1; CD then
jRn[f]j62q
"
1
− 1 −
r q+1
− r
#
max
2C
jf()j:
Theorem 3.5. Let In[f] =
Pn
j=1 Ajf(zj) be a quadrature formula to approximate integrals (1:1).
Assume that zj are distinct and located on T: Furthermore; suppose In[f] integrates correctly any
function in −p; q: Let f be analytic in a simply connected domain D containing T in its interior
and C; > 1; CD: If jRn[z k]j6M; k=0; 1; : : : then max2C jKn()j6M=(q+1(−1)) and hence
jRn[f]j6M=(q(− 1))max2C jf()j:
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Proof. From (3.2)
Kn() =
1X
k=q+1
Rn[z k]
k+1
:
Thereby
jKn()j6M
1X
k=q+1
1
k+1
=
M
q+1(− 1) :
The proof follows.
Observe that the inequality jRn[z k]j6M; k = 0; 1; : : : holds if the quadrature formula In has pos-
itive coecients Aj; j = 1; : : : ; n: This is the case of Szego formulas. Indeed, jRn[z k]j = jI [z k] −
In[z k]j6jmk j+Pnj=1 jAjj6 R − jK()j d+ m0:
Corollary 3.6. Let In[f] =
Pn
j=1 Ajf(zj) be a quadrature formula to approximate integrals (1:1).
Assume that zj are distinct and located on T: Furthermore; suppose In[f] integrates correctly
any function in −p; q: Let f be analytic in the region fz 2 C: jzj<g; > 1: Assume that q
(take into account q = q(n)) tends to innity when n tends to innity. If jRn[z k]j6M; k>0 then
limn!1 In[f] = I [f]:
Proof. By virtue of Theorem 3.5 one can write
jRn[f]j6 M%q(%− 1) max2C% jf()j;
where % is a xed value 1<%<: The proof follows taking limit when n tends to innity.
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