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This dissertation presents an improved approximate 
solution for the nonlinear combined estimation and con-
trol problem. The system equations may be nonlinear in 
the state, control, and measurement but are assumed to be 
expandable in a Taylor series. The plant and measurement 
noises are assumed to be independent white noise processes 
c 
which enter linearly into the system equations but may be 
nongaussian in general. A quadratic performance index of 
the Bolza form is chosen as the criterion for determining 
system performance. 
The approach of trajectory optimization is used in 
developing an improved suboptimal solution to the combined • 
estimation and control problem for nonlinear systems. The 
method involves optimizing simultaneously the system nom-
inal control and nominal trajectory along with other param-
eters of the control system. Following a treatment of the 
open-loop problem, the closed-loop problem with no measure-
ment noise is considered. Finally, an improved suboptimal 
solution for the nonlinear combined estimation and control 
problem is presented for both linear and nonlinear filter-
ing in the control loop. In developing the solution for 
the three cases, the stochastic optimization problem is 
transformed into a deterministic optimization problem in the 
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calculus of variations. Although the approach is approx-
imate, second-order stochaistic effects are included in all 
equations. Another important feature of the method is that 
a separation principle is not arbitrarily invoked in the 
treatment of the estimation and control problem. 
It is demonstrated through specific nonlinear ex-
amples for all three cases studied that significant improve-
ment over the widely used method of simply linearizing the 
system equations about the deterministic optimal trajectory 
can be realized. A major conclusion for the combined esti-
mation and control problem is that the system performance 
is apparently much more sensitive to the choice of the nom-
inal trajectory than to the selection of a nonlinear filter 
producing greater estimation accuracy. 
CHAPTER I 
INTRODUCTION 
Introduction and Problem Statement 
The optimal control of nonlinear stochastic systems 
is a major problem in systems theory and as yet has not 
been solved in a suitable framework to allow many practical 
applications of results• However, most practical systems 
are inherently nonlinear and subject to stochastic disturb-
ances. Furthermore, the system state is often not exactly 
measurable because of the presence of noise in the measure-
ment subsystem. A suitable filter must then be designed 
to produce an estimate of the state. It would appear, 
therefore, that an improved practical solution for nonlinear 
stochastic systems is often needed. When both plant and 
measurement noise are present in a control system, the 
problem is generally referred to as the combined estimation 
and control problem. This thesis describes the development 
of an improved approximate solution to this combined opti-
mization problem for nonlinear systems. 
The general configuration of the system considered in 
this research is shown in Figure 1. For the given system, 
the plant equation is 
x =-• f(x,u,t) + w (1.1) 
w 
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Figure 1. The Nonlinear Estimation and Control Problem 
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where x represents the n-dimensional state vector, u is the 
m-dimensional control vector, and w is the n-dimensional 
vector representing white noise with zero mean and covari-
ance given by 
E[w(t)wT(T)] = Qw6d(t-T) (1.2) 
where E[#] denotes the expected value operation, and &d(
#) 
is the Dirac delta function* The noise w is assumed to be 
nongaussian in general and to be entering linearly into the 
plant equation. The observation vector of the system is 
given by 
z = h(x) + v (1.3) 
where z is the r-dimensional vector of measurements, h(x) 
is a nonlinear function of the state x, and v is the r-
dimensional vector of additive white noise with zero mean 
and covariance 
E[v(t)vT(T)] = Qv6d(t-T) (1.4) 
The performance of the system is measured by a quadratic 
index of the Bolza form given by 
J = E[ ixT(tf)Sx(tf) + l\f (|x
TQlX + iu^ujdt] (1.5) 
k 
The terminal time tf is assumed to be fixed. The matrices Sf 
C^, and R, are positive semidefinite, symmetric matrices 
which may, in general, be time-varying. The initial state 
is assumed known, ice. x(t ) = x • The design objective 
in the combined estimation and control problem is to mini-
mize J by selecting the appropriate estimator and controller. 
In general, the optimization of nonlinear stochastic 
systems simply cannot be performed exactly, and suitable 
approximations to the solution must be utilized. The main 
emphasis of this thesis research has been the development 
of a trajectory optimization technique which yields an im-
proved approximate solution to the nonlinear combined esti-
mation and control problem. 
Exact Solutions for Stochastic Systems 
Three aspects of general stochastic systems theory 
are described in this section. The filtering problem, which 
has become a major area of investigation in recent years, is 
considered first. The stochastic control problem with exact 
knowledge of the state is discussed. The filtering and con-
trol problems are then tied together through an examination 
of previous results for the combined estimation and control 
problem. 
The Filtering Problem 
One encounters the stochastic filtering problem when 
the observation of some physical process is corrupted by 
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random disturbances * The problem is to produce the best 
estimate of the state of a system based on some criterion 
which reflects the goodness of the estimate. In the early 
19^0^s Wiener [l] developed some basic linear results in 
stochastic theory in his search for a rational design for 
fire-control systems. Wiener assumed that the state and 
measurement were jointly wide-sense stationary, ergodic 
processes with the observation of the system being given 
from t = -«• His theory resulted in a minimum mean-square 
error estimate of the state x(t). The estimator was linear, 
and the weighting matrix, or state transition matrix, sat-
isfied an integral equation of the Wiener-Hopf type [l]. 
The analagous discrete-time filtering problem was subse-
quently solved by Kolmogorov [2]. 
Various investigators derived generalized scalar 
Wiener-Hopf equations for nonstationary processes with fi-
nite observation time. However, the practical solution of 
these equations has not yet been accomplished. The Kalman-
Bucy theory [3]> which could handle linear nonstationary 
processes, appeared in 1961. Insteaid of solving the Wiener-
Hopf equation, a stochastic differential equation was deriv-
ed for the estimate. The central idea was to solve a matrix 
Riccati equation which contained the error covariance of the 
estimate. The estimate in the Kalman-Bucy theory was opti-
mal if the system were linear and all noise disturbances 
gaussian. The Kalman-Bucy theory has since found widespread 
application in such areas as guidance, navigation, and 
orbit determination. Some of these applications were ap-
plied to Mariner, Ranger, Apollo, and LEM back-up guidance. 
In many practical situations, the noise disturbances 
are not gaussian, and the state equations are not linear. 
In either case, the optimal estimator is not linear. The 
difficulty encountered in nonlinear filtering problems is 
the determination of the evolution of the conditional prob-
ability density function of the plant state given the mea-
surements. The nonlinear filtering problem was solved the-
oretically by Stratonovich [4] in i960. He obtained a ran-
dom partial differential equation for the conditional den-
sity which was a modified Fokker-Planck equation. Kushner 
[5*6] independently derived the same result, and Bucy C?D 
later rederived Kushner*s result using stochastic calculus. 
This same approach was also taken by Wonham [8], Kashyap 
[9], and Fisher [lO]. The probabilistic approach to dis-
crete-time filtering was developed by Ho and Lee [ll]. 
Jazwinski Cl2] treated the continuous-discrete problem. 
It should be noted here that although these authors derived 
exact equations for the evolution of the conditional density 
function of the state, only the equations for linear systems 
with gaussian disturbances have been solved. For this rea-
son, approximate solutions are employed for the nonlinear 
filtering problem. 
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The Stochastic Control Problem With No Measurement Noise 
The objective in the stochastic control problem, in the 
case where the state vector is exactly known, is to minimize 
a performance index such as (1.5) by selecting a control u as 
a function of the state x,» The resulting solution will be a 
closed-loop feedback configuration. Only a few results are 
available for stochastic systems even when there is perfect 
knowledge of the plant state. The formulation of stochastic 
optimal control problems is due largely to Bellman [l3]» Al-
though the Maximum Principle [lA] is available for the treat-
ment of deterministic control problems, there does not exist 
at present an adequate theory for handling stochastic prob-
lems. Some work in this direction has been performed by Mis-
chenko and Pontryagin [15.] and Kolmogorov et al [l6]. Flor-
entin [17] derived a nonlinear integro-partial differential 
equation whose solution yields the optimal control as well as 
the value of the performance index. However, only when the 
plant is linear and the cost criterion quadratic can the re-
sulting equation be solved. In the analysis of the general 
nonlinear stochastic control problem, Wonham [l8] obtained a 
Kolmogorov partial differential equation by applying Hamilton-
Jacobi theory to the expected value of a given performance 
criterion. Although the Kolmogorov equation is very diffi-
cult, if not impossible to solve in general, the problem for 
linear systems with quadratic cost may be reduced to the so-
lution of an ordinary differential equation of the Riccati 
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type [l8]. In this case, the feedback control is precisely 
the same control as for the system when no noise is present. 
General conditions for which the stochastic control and the 
deterministic control are identical have not been determined. 
Very little is known about conditions under which a solution 
to the stochastic control problem exists. Wonham [l8] states 
that exact solutions in stochastic control theory are still 
quite far away from the stage of practical application. In 
practical cases, approximate solutions are almost always uti-
lized. 
Combined Estimation and Control 
Additional complications arise if the state variables 
are not known exactly and must be estimated. When measure-
ment noise is present, the difficulty lies in the infinite 
dimensional nature of the combined estimation and control 
problem [19] which arises because of the need to know the 
equivalent of all higher order moments of the plant state. 
Control action in the general nonlinear stochastic problem 
serves not only the purpose of transfering the plant to a 
desired state, but also aids in gaining information about 
the plant state. In recognition of the dual purpose of the 
control, Feldbaum [20] referred to the combined optimization 
problem as the dual control problem. 
One very central question that arises in the combined 
estimation and control problem is whether a separation prin-
ciple holds. The existence of a separation principle allows 
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one to obtain the optimal overall system by cascading the op-
timal filter and the optimal deterministic controller. Joseph 
and Tou [2l] and Alspach and Sorenson [22] have shown that 
when the performance criterion is quadratic and the plant 
linear, the control and estimation problems may be considered 
separately. The optimal controller is the Riccati controller 
obtained by neglecting all noises. If the noises are gauss-
ian, the optimal estimator is the Kalman filter. Curry [23] 
developed a separation principle for discrete linear systems 
with nonlinear measurements. For more general nonlinear dis-
crete time systems with arbitrary cost criteria, Striebel 
[24] was able to show that the conditional probability dis-
tribution of the system state given the measurement was suf-
ficient to derive the optimal control. If the filtering 
problem were viewed as the calculation of the conditional 
probability distribution, one would have then a form of sep-
aration. Wonham [25] has shown that a form of separation is 
valid for continuous linear systems with arbitrary fixed ter-
minal time and with controls that satisfy a Lipshitz condi-
tion. Gran [26] extended Wonham"s result to discrete-time 
linear systems with bang-bang controls and free terminal 
time. Wonham and Gran showed that separation in the linear 
system with arbitrary performance criteria is one-sided. The 
optimal filter is indeed the Kalman filter with a control 
term added, but the optimal solution is not given by the 
noise-free controller, but rather by a stochastic controller 
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whose character depends upon the Kalman filter. Gran [27] 
extended Curry's result for nonlinear measurements to the 
continuous case. For general nonlinear plants, very little 
is known about the structure of the optimal solution. The 
Separation Principle is often arbitrarily invoked and ap-
proximations employed to obtain useful suboptimal solutions. 
Approximate Techniques for Nonlinear Stochastic Systems 
It was noted that exact solutions are not general-
ly available for nonlinear stochastic systems. Meier [19] 
stated that investigation of approximations is a prime area 
of unfinished research on even the classical optimal control 
problem and especially for the combined optimization problem. 
Recent approximate results for stochastic systems are sum-
marized in this section. 
Approximate Nonlinear Filtering 
The solution of the nonlinear filtering problem could 
be implemented exactly if the Fokker-Planck equation could 
be solved. It is often sufficient in minimum variance esti-
mation to calculate only the conditional mean and covariance 
of the state. Equations for these moments are obtainable 
from the Fokker-Planck equation, but are stochastic differ-
ential equations which have not been solved except for the 
linear gaussian case* 
The difficulties encountered in the exact solution of 
the nonlinear filtering problem force one to consider 
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approximations as a suboptimal solution to the problem. A 
parametrization of the density function in an orthogonal 
series expansion has been suggested as an approximate solu-
tion to the problemo The Edgeworth series expansion has 
been used by Sorenson and Stubberud [28] in developing ap-
proximate filters for the scalar9 discrete system. A re-
lated method of parametrizing the conditional density is 
expanding the density function via moments. Kuo [29,30] 
employed a moment technique to approximately solve the non-
linear filtering problem for linear systems with nongaussian 
noise. 
Probably the most common approximate method for non-
linear filtering is to expand the system message model in a 
series which is truncated after the first few terms. The 
series may then be substituted into the equations for the 
conditional mean and covariance of the state derived from 
the Fokker-Planck equation. This technique was described 
by Jazwinski [31] and by Sage and Melsa [32]. Depending 
upon how many terms are retained, either a first, second, 
or higher order approximate filter is obtained. A linear 
filter is obtained if the nonlinear system is expanded about 
a deterministic nominal trajectory, and a perturbation es-
timator developed for the linear perturbation equation 
[31»32] • Probably the most widely used nonlinear filter is 
the extended Kalman filter obtained when the message model 
is expanded about the current estimate of the state [31*32]. 
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A truncated second-order filter was developed by Jazwinski 
[33»3*0 and independently by Bass et al [35]- Schwartz [36], 
Jazwinski [3*0 > and Fisher [l0] independently developed the 
gaussian second-order filter. The term gaussian is applied 
to the filter because the density function is assumed to be 
approximately gaussian. Sunahara [37] proposed replacing 
the nonlinear functions in the state and measurement equa-
tions by quasilinear functions via stochastic linearization. 
However, this technique has not been tested computationally 
in nonlinear filtering problems [3l]« Schwartz and Stear 
[38] reported simulations of several nonlinear filters 
(gaussian second-order* extended Kalman, and others), but 
none were consistently superior in performance. However, 
the extended Kalman filter was recommended on the basis of 
its simplicity and small computational requirements, 
Jazwinski [31] noted that the performance of the extended 
Kalman filter may be improved by iterating the filter over 
the estimates and data repeatedly. However, this operation 
is usually not feasible when the filter is applied to a 
real-time control situation. 
Approximate Solutions for Estimation and Control 
Rather than solve the Kolmogorov equation for the 
nonlinear control problem with no measurement noise, a use-
ful approximate technique is to expand the nonlinear system 
equations about the deterministic optimal trajectoryo If 
only linear terms are included in the expansion, a Riccati 
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controller may be employed about the nominal. This tech-
nique has been described by Bryson and Ho [39]• Kushner 
[4o] described a technique whereby increased accuracy may 
be obtained by expanding the series using higher-order terms, 
Culver and Mesarovic [4l] used dynamic statistical linear-
ization theory to approximate a nonlinear system by a gen-
eral dynamic linear operator defined over the class of sys-
tem inputs. 
If the added complexity of measurement noise is in-
troduced into the system, one has the combined estimation 
and control problem. Wonham [18] noted that no satisfactory 
theory of optimal control exists for the case including 
measurement noise. To handle the problem on an approximate 
basis, the nonlinear system may be linearized as before 
about the deterministic optimal trajectory. A Kalman filter 
may be employed to estimate perturbations about the nominal, 
and a Riccati perturbation controller used to add corrective 
terms to the nominal control. Sunahara [42] extended his 
method of stochastic linearization to obtain an approximate 
solution to the combined optimization problem for nonlinear 
systems with state-dependent noise. Because the method was 
not applied to a particular system, the accuracy of Sunahara*s 
result is not known. By far the most widespread approximate 
method for nonlinear systems•is to apply well-known linear 
techniques to a linearized version of the problem. 
Trajectory Optimization 
It has been noted that when a nonlinear system is 
expanded about a nominal trajectory, that nominal is usually 
taken as the deterministic optimal trajectory. However, 
Kushner [4-0] was perhaps the first to observe that the de-
terministic optimal control schedule is often not the best 
nominal when noise is present. Bryson and Ho [39] and Denham 
[̂ 3] also indicated that the best nominal is not necessarily 
the deterministic optimal trajectory. In considering the 
stochastic control problem with no measurement noise, Kushner 
[4-0] developed a perturbation feedback control technique 
which also produced a better nominal trajectory than the de-
terministic optimal trajectory. However, his method was 
practical only if noise disturbances occurred at only two 
points in time during the control interval. Severe compli-
cations arose in the method's application to continuous 
noise disturbances. Denham observed that the statistical 
effectiveness of the feedback control system depends upon 
the nominal path and that often better performance may be 
obtained when the nominal trajectory and feedback control 
system are simultaneously chosen to optimize a statistical 
measure of the overall system performance. Vander Stoep 
[JJ4] considered the problem of choosing the nominal trajec-
tory to minimize estimation errors propagating along the nomi-
nal trajectory. His approach was to augment the original 
performance index by including terms which are functions of 
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the estimation error covariance. Although his method fail-
ed to yield the nominal which minimized the original per-
formance index, it did offer interesting tradeoffs between 
system performance and the performance of the perturbation 
estimator. Meier, et al [.̂ 5] treated the problem of find-
ing the best nominal by first approximating the expected 
value of a Bolza-type performance index and then assuming 
an approximate solution to the Hamilton-Jacobi equation for 
the return function. On the other hand, Denham [̂ 3] treated 
the problem of minimizing the expected value of a function 
of the state evaluated at the final time. Denham derived 
a two-point boundary value problem which would approximately 
yield the best nominal control, feedback gain matrix, and 
linear filter parameters, Fitzgerald [̂ 6] also considered 
the problem of shaping the nominal trajectory. Using a 
somewhat less general performance index than Denham had used, 
Fitzgerald treated more complex noise models which were 
state-dependent. Fitzgerald failed to consider the cases 
requiring feedback control and state estimation. One of the 
main points of his work was the clever modification of the 
gradient method to solve the optimization problem. 
Denham, Fitzgerald, Vander Stoep, and Meier recog-
nized the need for simultaneously optimizing the nominal 
trajectory along with other control and filter parameters 
when designing nonlinear stochastic systems. Each made sim-
plifying approximations at various points in their research. 
These differing approximations as well as the lack of sub-
sequent nonlinear examples have made meaningful comparisons 
difficult. This research investigated the nonlinear com-
bined estimation and control problem via a somewhat differ-
ent approach. Systematic approximations were utilized in 
the present development, and specific nonlinear examples 
were worked to show the improvement in performance realized 
over previous approximate methods by the new trajectory 
optimization method« 
Outline of the Thesis 
The major emphasis in this research was the optimi-
zation of the system nominal trajectory to minimize a given 
performance index. The approach to the optimization of 
the nominal trajectory was to convert the stochastic opti-
mization problem to a deterministic optimization problem in 
the calculus of variations. Although the approach was ap-
proximate, a significant improvement in system performance 
was realized over the performance obtained by simply linear-
izing about the deterministic optimal trajectory. The most 
important conclusion of this research is the observation 
that the performance of the overall estimation and control 
system is apparently much more sensitive to the choice of a 
better nominal trajectory than to the selection of a more 
accurate state estimator. 
In Chapter II, the new approach to trajectory 
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optimization is introduced for the open-loop stochastic 
system. In the open-loop case, it is assumed that only 
an open-loop control schedule is required. The trajectory 
optimization approach is used to determine the approximately 
optimal open-loop control for the nonlinear stochastic sys-
tem. In Chapter III, the application of trajectory opti-
mization to the closed-loop system with no measurement 
noise is described. In the closed-loop case, a nominal 
trajectory, nominal control, and perturbation feedback 
controller are optimized simultaneously for the given quad-
ratic performance index. The method of trajectory optimiza-
tion is applied to the combined estimation and control prob-
lem in Chapter IV. For the closed-loop system with obser-
vation noise, a linear perturbation estimator is chosen 
along with the nominal trajectory, nominal control, and per-
turbation controller. In Chapter V, a nonlinear filter is 
used in the feedback loop to show what improvement may be 
realized in the overall performance. Finally, in Chapter VI 
conclusions are summarized, and recommendations for further 
work are made. 
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CHAPTER II 
THE OPEN-LOOP PROBLEM 
Introduction 
This chapter introduces the new approach to trajec-
tory optimization by describing the results obtained for the 
open-loop problem. In the open-loop problem, it is assumed 
that a closed-loop system is not required and that only an 
open-loop control schedule is desired. The value of the tra-
jectory optimization approach is illustrated by a nonlinear 
numerical example. 
Mathematical Development 
The objective in the open-loop problem is to mini-
mize the performance index (1.5) subject to the state con-
straint (1.1) and other constraints that are formulated in 
the course of the development of trajectory optimization. 
The immediate goal is to transform the stochastic optimiza-
tion problem to a deterministic problem in the calculus of 
variations. 
In the trajectory optimization approach, it is assum-
ed that the plant state may be represented by 
x = x: + 6x (2.1) 
where x is the deterministic nominal trajectory to be found, 
19 
and 6x represents the stochastic deviation from the nomi-
nal trajectory caused by the plant noise w. Substituting 
(1.1) into (1.5) yields 
J = E |[x(tf) + 6x(tf)]
TS[x(tf) + 6x(tf)] 
+ /t
f |(x + fix^Q^x + 6x) + |uTRxu dt 
(2.2) 
Taking the expected value operation inside the integral and 
noting that x and u are assumed deterministic, one has 
J = |xT(tf)Sx(tf) + x
T(tf)SE[6x(tf)] 
+ i trace SE[6x(t„)6xT(tJ] 
(2.3) 
+ /t
f (JX^QJX + x ^ E U x ) + | trace Q1E(6x6x
T) + ^u^ujdt 
The substitutions 
M = E(6x) 
P = E(6x6xT) 
may be introduced into (2»3) to give 
J = |xT(tf)Sx(tf) + x
T(tf)SM(tf) + \ trace SP(tf) (2.^) 
+ f±
f (fx^x + xTQxM + \ trace Q^P + ^ R ^ J d t 
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where the trace of a matrix is simply the sum of its diag-
onal elements. The only variables in this performance index 
are x, M, and P. When differential equations for these vari-
ables have been obtained, the problem will reduce to a de-
terministic one in the calculus of variations. 
The state equation for the plant may be expanded 
about the nominal x in a Taylor series as 
( a T I ix) + w ^2*5^ 
' | x=x 
+ higher-order terms in 6x 
If 6x is sufficiently small, the higher-order terms may be 
neglected so that (2.5) maty be approximated by the two 
equations 
x = f(x,u,t) (2.6) 
6x = F6x + w (2.7) 
where 
F = dx 
x=x 
The 6x equation in (2.7) is linear, so that P approximately 
satisfies the equation 
P = FP + PFT + Qw (2.9) 
w 
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Note that (2.9) is only approximate because (2.?) was 
obtained by approximation. Equation (2.9) describes the 
evolution of the mean square values, including the cross-
product terms, of all components of the vector 6x, which 
is a well-known result because of the linearity of the per-
turbation equation (2.7)• The matrix P is symmetric and, 
therefore determines (n + n)/2 constraints. 
The 6x differential equation may be expanded to 
second-order. For second-order terms, matrix notation is 
cumbersome and, therefore, the equation for 6x may be ex-
pressed in component form as 
n Bf 
6x. = E 
i=l *Xi 
2 
, n n ' 3 f : 
6x. + ± E E ^ 7 - ^ 
x =£
 2 k=l i=l BxiCIXk 
6x. 6x, + w 
x=x 
(2.10) 
It is assumed that the expected value of 6x. equals the 
j 
derivative of the expected value of 6x.. This assumption 
j 
is valid if f(x,u,t) has continuous partials through second-
order, and if the white noise term w is not state-dependent 
[32]. Taking the expected value of both sides of (2.10), 
gives the equation for the evolution of the mean of 6x as 
n df 
M. = E 
J i=l *xi 
Mi 
x=x 
+ i n »
2 * 3 
E E — ^ 






The open-loop nonlinear stochastic control problem 
has been reduced to the minimization of the deterministic 
performance index 
J = ~xT(t«)Sx(t«) + xT(t.p)SM(tJ + i trace SP(t~) (2.12) 
+ f.f (ixTQ,x + xTQ,M + i 1..T, /t
x (±x jX Sr ^ | trace C^P + ^jTR^dt 
subject to the constraints 
x = f(x,u,t) 
n n n 
M. 
J 
= £ F..M, + ± 2 E F,.,P.lr , j = l,..,n 
i=l ^
 i 2 k=l i=l Jik i 











F., jik ax. dx. 
l i 
x=x 
The problem posed by (2.12)-(2.15) may be solved by 
adjoining the constraints (2.13)-(2.15) to the performance 
index (2.12) through Lagrange multipliers and forming the 
Hamiltonian. By performing the appropriate operations to 
obtain the canonical equations,, a nonlinear two-point 
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boundary value problem is obtained. It is assumed that the 
initial conditions are 
x(tQ) = x f M(t ) = 0, and P(t ) = 0 (2.16) 
The equations (2.16) imply that initially the system is un-
perturbed. Using (2.16) with the final conditions on the 
adjoint variables determined through the calculus of vari-
ations problem, n + 5n boundary conditions are obtained for 
the (n2 + 5n>/2. differential equations (2.13)-(2.15) and the 
(n + 5n)/2 adjoint differential equations. These equations 
may be solved by various conventional methods presently 
available. Although the equations are approximate, it was 
shown that system performance was improved by using the new 
open-loop control schedule u obtained from the solution of 
(2.12)-(2.l6). 
Application to the General First-order System 
The theory developed in the previous section is now 
illustrated for the general first-order system. A first-
order plant is employed because notation in the formulation 
of the Hamiltonian is cumbersome for higher-order plants, 
and conclusions drawn from the treatment of the first-order 
system will also apply to the n-th order system. For the 
general first-order plant, the optimization problem reduces 
to the minimization of 
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J = |sx2(tf) + Sx(tf )M(tf) + 5SP'('tf) (2.17) 
+ rtf rk. x2 + ftx (^x* Q^xM + J Q T P + iRnu2)dt 
o 2TV ' 2^1' 
subject to 
x = f(x,u„t) 
M = = Fx M + tFxxP 










xx " ax2 
x=x 
All the terms in (2.17)-(2.20) are scalars. Adjoining the 
constraints to the performance index by Lagrange multipliers 
X, XM, and Xp, the Hamiltonian is formed as 
H = ̂ x 2 + Q1xM + |dt]LP + f^ u
2 + Xf(x,u,t) (2.21) 
+ VFxM + FxxP) + M 2 F x P + V 
The canonical equations are given by 
25 
P = -2H 
* 3Xp 
• = 3H 
K? ap 
Applying the canonical equations to (2o21), the following 
differential equations are obtained 
x = f(x,u,t) (2.22) 
" = P x M + K x P 
P = 2FXP + Qw 
-X = Qxx + QjM + ̂ |[Xf(x,u,t) + XM(FXM + |F X XP) + 2XpFxP] 
-km = Qj_x + XMFX 
-Xp = ̂  + |X MF X X + 2XpFx 
The equation for the optimality of u is 
R l u +-5^f(*,u,t) + XM(FXM +. |PXXP)
 + 2Xp?xP]
 = ° (2,23) 
The boundary conditions for the adjoint equations are 
and 
x = M 
SX 
9x 
{ _ dH 
~'AM dM 
M = o 
3u 
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X(t J = -|[^Sx2 + SxM + fep] 1 dx £ £ 
XM(tf> = dM^S5^2 + S*M + ISP^ 
Xp(tf) = ̂ |C|sx




The total set of boundary conditions become, after simpli' 
fication, 
x(tQ) = xQ \(tf) = Sx + SM(tf) (2.24) 
M(tQ) = 0 V V
 = s^(tf) 
P(tQ) = 0 Xp(tf) = |s 
Some comments on the equations in (2.22) and (2.23) 
are now appropriate. Although these equations are for the 
first-order system, the following comments also apply to 
the general nth-order system. 
1. When the system is nonlinear in either the 
control or state, all of the resulting equations 
in (2.22) and (2.,23) are coupled and determine an 
open-loop control different from the deterministic 
optimal control. Therefore, a better control than 
the deterministic optimal control always exists. 
2? 
2. Whenever the plant is linear, then it is 
obvious that M = 0., The x and X equations 
are then uncoupled from the other equations, 
and the problem reduces to the determination 
of the deterministic optimal control. There-
fore, the deterministic optimal control is 
always the best open-loop control for a linear 
system. 
A Numerical Example 
To determine what improvements could be realized by 
the method just introduced, a particular nonlinear first-
order example was worked. The problem may be stated as the 
minimization of 
J = E[/;!j#5(x2 + u2)dt] (2.25) 
subject to the nonlinear stochastic equation 
x = -.5x + .25x3 -.035x5 + u + w (2.26) 
The system nonlinearity is shown in Figure 2. An initial 
condition of x = 3»0 was chosen. So that comparisons could 
be made between the performance obtained by using the tra-
jectory optimized control and that obtained by using the 
deterministic optimal control, the deterministic optimal 
control problem obtained by setting w equal to zero in (2.26) 
28 
. 
- f (x) 
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Figure 2. The Nonlinearity for the Open-Loop Example 
1 
was also considered. The deterministic problem reduced 
to the minimization of 
J d = / o '
5 U 2 + u 2 ) d t (2 .2? ) 
s u b j e c t t o 
x B - . 5 x + .25x-3 - . 0 3 5 x 5 + u (2 .28) 
The two-point boundary value problem posed by the 
trajectory optimization method applied to (2.25) and (2.26) 
and the problem posed by (2.2?) and (2.28) were solved on 
the digital computer by using the gradient method [47]. 
In Figure 3, a plot is given of the deterministic 
optimal control along with the controls obtained by tra-
jectory optimization for various values of Q • Also, a 
w 
plot is given in Figure 4 of the nominal trajectories 
associated with these nominal controls. A marked difference 
in the optimal deterministic nominal and the nominals 
*In using the gradient method, one should be aware of 
the possibility of the existence of relative minima. In the 
numerical example, the plant is linear in the control so 
that Huu=2.0 for all t. This observation coupled with the 
fact that no conjugate points exist guarantees sufficient 
conditions for. a strong minimum_where the necessary condi-
tions for a minimum are met [39_l» However, for general non-
linear systems it is recommended that one use several in-
itial starting controls so that all relative minima are de-
tected and the absolute minimum is found. 
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Figure 3. Stochastic Controls for 
the Open-Loop Problem 
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Q = OoO 
2.O.. 
Q = 0.5 
Qw = 3.0 
Qw = 10.0 
1.0-. 
OeO 
0.0 0.5 1.0 1.5 
Figure 4. Stochastic Nominal Trajectories for 
the Open-Loop Problem 
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obtained by trajectory optimization is evident from the 
figures. 
A Monte Carlo simulation using 100 runs was performed 
to compare the performance obtained with trajectory opti-
mization to the performance obtained by using the determi-
nistic optimal open-loop control. It was observed that as 
the number of runs was increased to 125, J for both of the 
methods increased approximately 0.5 percent. Consequently, 
it was concluded that 100 runs was probably sufficient to 
obtain an accurate comparison of the two methods. 
In simulating the continuous white noise process w 
on the digital computer a random number generator was used 
which produced independent zero-mean samples from a given 
distribution. If Q , denotes the variance of these samples, 
and T is the computer step size, then one has [̂ 8] 
Qwd
(1 " t^i' } f o r |T"t| < T 
E[wd(t)wd(T)] = / T (2 .29) 
0 o therwise 
'L 
To guarantee that (2.29) will approach (1.2) as T approaches 
zero and the discrete process stpproaches a continuous pro-
cess, one must have 
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The probability density function of the discrete samples 
was chosen according to the nongaussian density function 
given by 
12 
(wd) = , 6 - W Q ; d ( w d ) ^ for -VQ^<wd<VQ~[ (2 .30) 
w ' 0 o therwise 
In Figure 5# a plot is given of the performance in-
dices obtained using the trajectory optimized control as 
well as the deterministic optimal control. In Figure 6, a 
plot is shown of the percent reduction in J versus Q . It 
w 
is evident that improvement was obtained by trajectory 
optimization for small to moderate values of Q^. At ex-
w 
tremely low values of Q , the method yielded no improvement, 
which could probably be attributed to approximations in 
the method. At these extremely low values of Q . it would 
w 
appear*that even with more accurate approximations, only 
small improvements over the deterministic optimal control 
could be realized. However, as shown in Figure 6, for a 
fairly wide range of Q , up to five percent reduction in 
J may be obtained by the method of trajectory optimization, 
Conclusions 
This chapter has introduced the method of trajectory 
optimization by considering the open-loop nonlinear stochastic 
Deterministic Optimal Control 
Trajectory Optimized Control 
0.0 2.0 4,0 6.0 8.0 10.0 
Figure 5« Performance Index Versus Q 
for the Open-Loop Problem 






Figure 6»- Percent Reduction in J Versus Qw 
for the Open-Loop Problem 
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system. The stochastic optimization problem was reduced to 
a deterministic calculus of variations problem. It was 
demonstrated that the performance index is very sensitive to 
the choice of nominal trajectory and that significant in-
crease in performance is realizable by employing the trajec-
tory optimization method. In implementing trajectory opti-
mization, a deterministic optimization problem of higher 
order than that of the system must be solved. Therefore, 
greater accuracy may be obtained at the expense of solving 
an optimization problem of higher dimension. 
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CHAPTER III 
THE CLOSED-LOOP PROBLEM WITH ZERO MEASUREMENT NOISE 
Introduction 
In this chapter, the extension of the method of 
trajectory optimization is described for the case where 
a closed-loop control is required. It is assumed in the 
closed-loop case that exact knowledge of the state is 
available for feedback purposes. Special emphasis is given 
to the manner in which the Riccati controller is modified 
by incorporating a Riccati equation into the optimization 
problem* A nonlinear numerical example is presented to 
illustrate trajectory optimization as applied to the closed-
loop problem. 
Mathematical Development 
In the closed-loop problem it is assumed again that 
the state may be written as in (2.1). In addition it is 
assumed that the total control may be written as 
u = u + 6u (3«l) 
where u is the deterministic control schedule to be optimized 
along with x, and 6u is a corrective perturbation feedback 
control term. Substituting (2*1) and (3«l) into the 
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performance index (lo5) yields 
J = |xT(tf)Sx(tf) + x
T(tf)SE[6x(tf)] (3.2) 
+ | trace SE[&x(tf)&x
T(tf)] 
+ /t
f (^X^x + x^ECdx) + j trace Q^C&x&x7] 
o 
+ ^R-jti + u^Et&u) 
+ \ trace R^Cdudu^Jdt 
A perturbation feedback control of the form 
6u = »Ku&x (3.3) 
is introduced. The term K. is an m by n time-varying 
matrix. 
A problem in the calculus of variations is form-
ulated with the constraint that for linear plants the per-
turbation controller will reduce to the regular Riccati 
controller. When the method is applied to nonlinear sys-
tems, the nominal trajectory will be optimized along with 
the elements of K . A symmetric matrix P is introduced by 
the relationship 






Substituting (3.3) and (3o4) into (3»2) as well as the 
expressions for E(6x) and E(6x6x ), as given by M and P, 
respectively, one has 
J = •|xT(tf)Sx(tf) + x
T(tf)SM(tf) + | trace SP(tf) (3-5) 
+ / t
f (|xTQ15c + x
TQxM + \ trace Q-jJP + fu^R-,^ 
o 
-uTGTP M + i trace GTP PP GR'^dt 
The equation (3»5) represents a deterministic performance 
index. The next step in the application of trajectory 
optimization is to find differential equations for X, M, P, 
and P • The first constraint is obtained by requiring, as 
in the open-loop problem, that the nominal trajectory X 
satisfy the plant equation with no noise, i.e. 
5c = f (x,u,t) (3»6) 
The perturbation equation for 6x is expanded to first order 
to yield 






Substituting for 6u in (3»7) one obtains 
6x = F6x -GR^LGTPu6x + w (3-8) 
Since (3»8) is linear, the matrix P satisfies the equation 
P = (F -GR'VpJP + P(F - G R ^ G ^ ) 7 + Qw (3#9) 
For the M equation, 6x is expanded to second-order. Taking 
expectations, one obtains 
m n 
wi 
,-l„T, E F..M. - £ £ G.-ERT-'-G1? ]. M 
i=l 31 x i=l r=l ^ X u i r r 
, n n n m n -, T 
+ 2 2 S F i i k P i k - S £ S T n [ R " V P ] . Pk 
* k=l i = l ° 1 K 1 K k=M i = l r = l 3 1 K X u i r * r 
1 m m n n r - 1 T -. r - 1 T -. 
+ \ Z Z E z G i i k [ - R l G P J i r [ R l G P u \ a
P r a 
2 k=l i = l r = l q==l J l K * u i r 1 u kq rq 
(3 .10) 
for j = 1,2 ,n 
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where 











Q = • 








The P matrix is constrained to satisfy the Riccati equation 
Pu = -P u F _P*p + P G R - V P -«1 (3.11) 
If the system (1.1) is linear, P and G are independent of 
x and u, and (3«11) reduces to the regular Riccati equation. 
However, for the given nonlinear system, (3*11) is influ-
enced by both the nominal control and nominal trajectory. 
The Riccati equation in (3-11) is used as a constraint in 
the optimization problem to optimize the feedback control 
matrix K along with the nominal control u and the nominal 
trajectory x. Therefore, the nonlinear stochastic control 
problem is reduced to a deterministic control problem in 
which (3.5) is minimized subject to the n + 3n constraints 
given by (3.6), (3»9)> (3-10), and (3.11)• Although the 
approach is approximate, the method does consider stochastic 
effects up to second-order in the shaping of the nominal 
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trajectory, nominal control, and the perturbation feedback 
controller. The structure of the system resulting from the 
use of this method is shown in Figure ?. 
Application to the General First-order System 
The closed-loop trajectory optimization procedure de-
scribed in the previous section is now applied to a general 
first-order system. The Hamiltonian is formed by adjoining 
the constraints to the performance index through Lagrange 
multipliers X, XM, Xp, and Xp „ The Hamiltonian becomes 
u 
G P P 
H = ̂ Q-,x2 + Q.Mx + 4Q.P + -|Rnu
2 -G. uPM + i U U 
2'r u u R. 
(3.12) 
+ Xf(x,u,t) + Xp[2(Px -
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p = 21 
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Figure 7. Structure of the Closed-Loop System 
The canonical equations are 
and 
5 = 32 jj = _SH p = . ^ H • = _ M 
ax <**M
 s x p u &xp 
? - 22 • * - 22 i = 2 f i J = -32 
~ 'ax " M ~ SM p s p p u
 d P
u 
2 2 . o 
du 
Applying the canonical equations to (3«12)» one obtains 
x = f(x,u,t) (3 
G2P M , , G G2P2P F G P P 
i = F M - - i p - + ±F P + i -UHLpL . xu u u 
X K-i <£ X X c. p £ K-. 
2 
P = 2<Fx * " i f )p + Q w 
2 2 
G P 
P = -2F P + u u -Q 
*U * r x * u Rx
 y l 
2 2 
• G P P 
-X = Q-.X + Q.M + - 4 C - G 5 P M + ~ • » — - + * f ( x , u , t ) 
1 l dx u u ^ K l 
G2P M ' G G2P2P F G P P 
+ W - "tf- + 1 J £ L J L - - ^ 8 ^ + *F-P) 
(F -G^P )P G P* 




-XM = Q l x - G u u P u + XM(Fx - - g - H ) 
2 2 2 
. . Q V G P 
->p = K + f-ff+ 2VFx--if> 
. G G 2 P 2 P G P 
+ \ f if? + i UU U U XU U U\ 
AM^2 rxx 2 D 2 " R, ' 
1 
G2P P 2XtDG
2P «G2M G G2P P F G P 
-X p = -GilM + - H g S - - ~ f ^ - + XM( - J - + - " ^ 2 a J L : 
P u u Rx Rx M Rx R 2 Rx 
2G2P 
+ Xp ( - 2 F y + -=Ji-Ji) 
P u X R l 
2 2 2 
G P G P P 
Rl5 " W + # * f <*.u.t) + 2Xp(Fx - - | -H)P + i -aJi_ 
2 2 2 
G P M G G P P F G P P 
+ w - "X-+ K x * + 1 -^H-a- - - J ™ * ^ 
2 2 
+ XP <"2Vu + " I ^ = ° 
In addition to the boundary conditions in (2.2*0, "the bound-
ary conditions for P and Xp are 
u 
P (tf) = S and Xp (t ) = 0 (3.1*0 
u 
Note that the boundary condition on P is identical to that 
XA 
obtained from the regular Riccati equation. The boundary 
he 
condition for Xp follows directly from the application of 
u 
calculus of variations theory to the optimization problem. 
When the plant is nonlinear, all the equations in (3*13) 
are coupled and determine a nominal trajectory, nominal 
control, and perturbation feedback matrix different from 
those obtained by simple linearization about the determinis-
tic optimal trajectory. However, for linear plants, one 
obtains the deterministic optimal trajectory and Riccati 
controller. An interesting feature in this trajectory opti-
mization method is that all calculations are performed off-
line. The nominal control, nominal trajectory, and feed-
back matrices are stored in the digital computer for on-
line operation. 
Another Approximate Perturbation Feedback Method 
A widely used approximate method for the nonlinear 
closed-loop problem is to linearize the system about the 
deterministic optimal trajectory [39] to yield 
6x = F6x + G6u + w (3*15) 
where F and G are evaluated at the deterministic optimal 
x and u. A perturbation feedback control as in (3«3) is 




f(|6xQ£6xT + |6uRJ6uT)dt (3.16) 
o 
^7 
is minimized. Sage [47] has noted that, in general, the 
choice of the weighting matrices S*, Qi, and Rj is somewhat 
arbitrary. Often the matrices are taken to be 
S« = S Q£ = Qx R{ = Rx (3.17) 
as in the original performance index. However, Breakwell, 
Speyer, and Bryson [49] have done some work on approxima-
tions for this problem in which they attempted to minimize 
the second variation of J.» They obtained an approximate 
criterion for choosing the weighting matrices S», Q̂ f, and 
RJ. If the control in the nonlinear plant is not state-
dependent, these weighting matrices are chosen as [4-9] 
.£•• 
S» = S Q» = 2-iL. 






where H' is the Hamiltonian obtained when the deterministic 
optimization problem is solved. The perturbation feedback 
matrix becomes 
K 
and P satisfies the Riccati equation 
u
 != - C R i ] ~ l G T p u (3.19) 
K = - P u F > ? T p u + P u




In the development of this second-variation method, 
stochastic disturbances are not considered and, therefore, 
the value of the method in handling stochastic systems is 
not known. In the next section, the second-variation method 
is compared in a particular exajnple to the method of tra-
jectory optimization as well as to the method in which the 
weighting matrices are selected according to (3»1?)« 
A Numerical Example 
In this section, a first-order numerical example is 
presented to show the improvement that can be obtained when 
the trajectory optimization method is utilized. The equa-
tions in (3»13) are applied to the nonlinear plant in (2.26) 
and the performance index in (2.25)• The second-variation 
method is also applied to the system with weighting matrices 
in (3«l8) and Riccati controller determined from (3«20). 
The deterministic optimal trajectory is employed in the 
second-variation method. The perturbation feedback control 
problem is also solved with the deterministic optimal tra-
jectory with weighting matrices given in (3«17) and Riccati 
controller determined from (3»20). 
'In Figure 8, a plot is given of the deterministic 
j-
optimal control as well as several stochastic nominal 
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controls determined by trajectory optimization. In Figure 
9> the nominal trajectories corresponding to these nominal 
controls are plotted. Again, a marked difference in the 
deterministic optimal nominal and the stochastic nominals 
is observed. The perturbation feedback gains corresponding 
to these nominal trajectories are given in Figure 10. The 
feedback gains corresponding to the deterministic optimal 
trajectory are indicated for the second-variation method 
as well as for the perturbation method with weighting 
matrices as in (3»17)» It is noted that the second-vari-
ation method produces negative feedback gains along a por-
tion of the trajectory. 
A Monte Carlo simulation was performed to compare 
the performance obtained with trajectory optimization to 
the performance obtained by the two methods previously indi-
cated which utilize the deterministic optimal trajectory. 
The density function of the discrete random number generator 
samples wd was again taken as in (2.30). In Figure 11, the 
performance indices are plotted versus Q for these three 
methods. At low values of plant noise, the deterministic 
optimal trajectory method utilizing Qi = Q, yielded slightly 
better performance than the trajectory optimization method. 
The performance of the system utilizing the second-variation 
method was considerably poorer than the performance obtained 
when either trajectory optimization or the method with Q! = 
Q, was employed. At moderate to large values of Q , the 
50 
Qw = 0.0 
1.0 
Figure 8. Stochastic Nominal Controls for 







Q • 3.0 
Q = 7.0 
Q = 13.0 
0.0 
Figure 9* Stochastic Nominal Trajectories for 








Qw - o.o (Q. - Q l) 
Qvr = 0.0 (Second-Variation) 
w 
Qw - 3.0 
Qw = 7.0 
« w - 13.0 
Figure 10. Stochastic Perturbation Feedback Gains 
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Figure 12. Percent Reduction in J Versus 
Q for the Closed-Loop Problem 
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trajectory optimization method was clearly superior to the 
other two methods. Up to 6.5 percent reduction in J was 
realized over the method in which Q-j = Q, was used as the 
weighting matrix. Furthermore, up to 14.0 percent was ob-
tained over the method which utilized the second-variation. 
A plot of percent reduction in J versus Q is shown in 
Figure 12. 
Conclusions 
It has been demonstrated in this chapter that tra-
jectory optimization could be extended to the closed-loop 
problem. The optimization problem was formulated to include 
a Riccati controller in the constraint equations. A signif-
icant improvement in performance was obtained using trajec-
tory optimization as compared to the performance obtained by 
linearizing about the deterministic optimal trajectory. -
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CHAPTER IV 
TRAJECTORY OPTIMIZATION FOR ESTIMATION 
AND CONTROL WITH LINEAR FILTERING 
Introduction 
This chapter describes the application of trajectory 
optimization to the nonlinear combined estimation and con-
trol problem. In the development of the method, a linear 
perturbation estimator is employed. Although the forms of 
the filter and controller are assumed, the parameters for 
the filter and controller are simultaneously chosen with the 
nominal trajectory and nominal control to minimize the per-
formance index. Since a general separation theorem does 
not exist for nonlinear systems, this simultaneous optimi-
zation of system parameters with the nominal trajectory 
appears to be a realistic approach. 
Mathematical Development 
The objective in the combined estimation and control 
problem is to minimize (I<>5) subject to the constraints 
given in (1«1)-(1«^)« In the development of the trajectory 
optimization solution for the problem> it is assumed that 
the state and control may be written as in (2.1) and (3«1)« 
A perturbation controller of the form 
57 
6u = -K 6x 
u 
(4.1) 
is assumed. In (4.1), 6x is the estimate of the deviation 
of the state from the nominal trajectory. The gain matrix 
K is chosen in such a way that for linear systems the con-
troller reduces to the regular Riccati controller and for 
nonlinear systems is influenced "by the choice of nominal 
trajectory. . It is assumed that K satisfies (3.4) and 
(3»11)« For the estimator, a linear filter is chosen as 
65c = F6x + G6u + K(6z -H 6$) (4.2) 
where 
H. ah i&x, x=x 
u=u 
and 6z = z -h(x) (4.3) 
Equation (4.2) is simply the Kalman filter with the time-
varying filter gain K which is chosen along with K in 
the trajectory optimization problem. When (2.1), (3»1)> 
and (4.1) are substituted into the performance index (1.5), 
one obtains the expression for J given on the next page. 
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J = ixT(.OSx(0 + xT(OSE[6x(tJ] (4.4) 
+ \ t r a c e SE[6x( t^ . )6x T ( t - . ) ] 
*'l\ ( f ^ i * + x ^ E ^ x ) + - t r a c e Q1E(6x6x
T) + | U T R T U 
o 2
U n l ' 
-uTR-,K E(6$) + ~ t r a c e R_K E(65c6$T)KT)dt 
-L U <£» . 1 . Ui. LA 
To formulate a calculus of variations problem, 
constraint equations are found for parameters appearing 
in the performance index. It is assumed that the filter is 
approximately unbiased so that 
M = E(6x) = E(6x) (4.5) 
This assumption is valid to within second-order effects 
which may be seen by expanding the perturbation equation 
(4.2) through second order terms and subtracting from a 
second-order expansion of (3«7)« An augmented matrix P„ 
is formed as 





At this point an important observation may be made 
regarding the differences in optimal linear filtering for 
linear versus nonlinear systems. For optimal linear fil-
tering in linear systems, the orthogonal projection lemma 
[31] requires that 
E[6i(6x-6x)T] = 0 (4.7) 
Equation (4.7) states that the estimsite and the error in 
the estimate are uncorrelated and implies that P_ and P 
are equal. However, because of the inherent nonlinear na-
ture of the problem in the shaping of the nominal trajectory, 
the equivalence of P and P is not assumed. It is shown 
later that P and P are equal only under specialized con-
ditions. These conditions will be discussed in detail after 
the constraint equations on P, P , and P have been derived. 
After substitution of (4.1) into (3«7) and (4.2), one 
obtains 
6x =-' F6x --GK 6x + w (4.8) 
u 
6ic = K H 6x + (F -GK -KH )6x (4.9) 
p p > IT p p ' \ ̂  • 7 / e e 
+ V 
Equations (4.8) and (4.9) are in the form 
6xT = A6xT + BnT (4.10) 
and 













__ e e F -GK^ " K e H J 0 K e | 
(4.12) 
Because (4.10) is linear, PT satisfies 
T PT = APT + P,^ + BQTB T (4.13) 




Substituting (4.11), (4.1.2), and (4.14) into (4.13), the 




FP + PFT -GKUP^ -PCK^G
T + Qw (4 .15) 
,T .Tr,T rTvT rTvT. FP,, + P^F1 -GK P - P J C G 1 + PH*K^ -P^H^C (4 .16) c c u e c u e e c e e 
T„T rTT,T 
FPe + PeF^ -GKuPe - P X
G i - K e H e P e " W e < ^ 1 7 ) 
T T T T 
+ K H P + P H K + K Q K e e c c e e e^v e 
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For the Kalman filter, the filter gain is 
K = H^Q"1 (4.18) 
P e v 
where 
P = E[(6X-6X)(6X-6X)T] (4.19) 
The filter gain KQ becomes after simplification 
Ke = (P "Pc "pc + V^y1 (/f*20) 
Note that P is the error covariatice of the estimate. Sub-
stituting (4.20) into (4.15), (4.16), and (4.17), the 
equations become 
P = FP + PFT - G R ^ G ^ P ^ -PcPuGR^V + Qw (4.21) 
Pc = FPc + PcF
T - G R ' V P ^ -PcPuGR^
1GT (4.22) 
+ (p " P c ) H e V H e ( P "Pc ~Pc + Pe> 
Pe
 = F P
e
 + P e p T "GRllGTpuPe - pe Pu G Rl l G T (̂ -23) 
+ (p - P C -p* + p e ) H ^ ;
1 H e ( p -?*> 
+ <Pc - p e ) H e V H e ( P -Pc -pc + Pe> 
A condition under which P_ and P are equal may be 
determined by examination of (4.21)-(4.23). If P„(t_) is 
c o 
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equal to P0(t ), then it is obvious that (4.22) and (4.23) 
V? O 
are equal for all t. This assumption is made in all the 
subsequent development and (4.21)-(4,23) reduce to 
P = FP •+ PFT -GR:,:LGTP P -PfiP G R r V +• Qw (4 .24) 
j. u e . e u JL w 
Pe = Fpe + PeP
T -GR^G^Pg -PePuGR[
1GT Ct.25) 
+ (P.-Pe^XtP -Pe) 
For linear systems, (4.24) and (4.25) reduce to the equa-
tions obtained for the linear combined estimation and con-
trol problem. However, if the plant is nonlinear, then 
P, P , and the filter gain matrix K are influenced by the 
choice of nominal trajectory. 
An equation for M is obtained by first expanding 
(3»7) by components, substituting for 6u and K , and then 
taking expectations. These operations yield 
• n m n , m ^ 
M. = E F..M. - E E G..[R1
1GiP ]. M (4.26) 
, m m n n I T IT 
+ \ E E E E G i i k [ R i G
TP ] . [ R J V P ] k Pe 
* k=l i = l r=l q=l J 1 K L u i r L u Kq erq 
- , n n n m n in* 
+ 2 Z Z P i i k P i k ~ E S Z T i i k ^ R l G P u ^ i r P e 
* k=l i = l J 1 K 1 K k=l i = l r=l J 1 K L u i r e k r 
for j = 1 , 2 , . . • • • ,n 
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Substituting (4.5) and (4*6) into the performance index, 
one obtains 
J = ̂ xT(tf)Sx(tf) + x
T(tf)SM(tf) + | trace SP(tf) (4.27) 
+ /t (^x
1Q1x + x
1Q1M + ~ trace C^P + fu I^u 
o 
-uTGTP M + i trace GTP P P R^Gldt u 2 u e u 1 
The nonlinear combined estimation and control problem 
has been reduced to the minimization of (4.27) subject to 
the (3n2 + 7n)/2 constraints given by (3^6), (4.26), (4.24), 
(4.25), and (3»11)» Boundary conditions for the problem 
become 
x(tQ) = xQ M(tQ) = 0 P(tQ) = 0 
Pe(tQ) = 0 and W "
 S 
The method used in obtaining this deterministic calculus 
of variations problem is approximate, but stochastic effects 
up to second-order have been included in obtaining the con-
straints. An important feature of the trajectory optimi-
zation method is that a separation principle has not been 
arbitrarily invoked. The structure of the resulting system 




















Nominal Control h(0 
x 
Nominal Trajectory 
Figure 13. The Estimation and Control System Structure 
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Application to the General First-order System 
The theory derived in the previous section is applied 
to the general first-order nonlinear system. Adjoining 
the constraints in (3.6), (4.26),- (4.2*0, (4.25). and (3.11) 
to the performance index in (4*2?) by Lagrange multipliers 
X, XM, Xp, Xp , and Xp , the Hamiltonian becomes 
e u 
2 2 
G^P„P H = f ^ x 2 + QxxM +• | Q l P + i R . u
2 -GuuMPu + \ - ^ (4.28) 
C V M G G P P 
j. 7 * / - - j--\ a. i /i? iw U U J. It? n x 1 U U U U e 
+ Xf(x,u,t) + XM(FxM » — g — + £FXXP + 2 " 12 
1 Rx 
-F P P 2G2P P 
x u u e) + Xp(2FxP - -f±S + Qw) 
R1





2FxPu + ̂ f -V 
The canonical equations become 
V al - axM
 axp e axP
 u d XP 
11 e u 
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Applying these canonical equations to (4.28), one obtains 
the following set of equations., 
x" = f(x,u,t) (4.29) 
i = F M . < V + I F r , 1 °uu
GuPuPe FxuPuPe 
m V V 1 Rx 2 xx^ 2 2 R 
2G2P, P 0 
P = 2F P - u - u e + Q 
. ^ r x r Rx
 ww 
2 2 
2G„P, P HT 0 
P = 2F P - — + — ( P -P ) 
r e ^ r x * e • R, Q Kt V 
1 V 
G 2 P 2 
V = "2FxPu + " I f -Ql 
2 2 
. G P P 
-X = Q.x + Q-.M + - l [ i -HEr— "G^uMP, + X f ( x , G , t ) 
1 1 dx ^ R-i u u 
G2P M -, , G G2P2P F P P 
+ wv - ne-+ *>«**1 -^^rF^ - -*£"> 
1 K̂  ± 
2 2 2 
2G^P P G P 
+ V 2 F x P - " i f " 1 ) + XPu
("2FxPu + -ff "V 
2G2P P _ H2 0 
+ XPe<
2FxPe " H l f - 5 + << P - P e ) 2 ^ 
2. 
-XM = Qlx -GuuPu + XM(FX - » 
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-*P = K + l X M F xx + 2 X P F x + X p j ^ ( 2 P ~ 2 V 
, G 2 P 2 - G G 2 P 2 F P G2P , 
? _ 1 U U . > / l UU U U XU Uv p > U U 
P e " 2 ~*T M 2 R2~ ~ " R 1 P R l 
2 2 
2G^P H* 
—1LJ4 + _ * ( ? p - ? P ) ) 
+ X« (2FV -
2 
G^P P 
-G2M G G2P P_ F P , 
. ; = . G uM + - u u ^ + •X1I(-B3L. + J « J L 1 . x u _ e } 




 + X p u ( " 2 P x + R l 
2 
2G P 
_SLJ1 ) . 
2 2 
G P P 
R.u + - ! t - G uMP "+ i - n r " + X f ( x , u , t ) i 5u u u c. n , 
•W^J-o-i^-^' 
2G2P P 2G2P PQ 
+ Xn(2F„P - - * J H ) .+ Xp (2FxPe - -JP-* 
1 e l 
PV f c ix J 
+ X P u ( - 2 F x P u + ^ 
2 2 
G P 
U U ) ] I = 0 
where 
w - ah 




The boundary conditions are the same as in (2.2*0 and (3»14) 
with the addition of 
Pe(tQ) = 0 Xp (tf) = 0 (4.30) 
e 
If the plant is linear, the equations (4.29) deter-
mine the deterministic optimal trajectory, along with the 
regular Riccati controller and Kalman filter. For nonlinear 
systems, the nominal trajectory, nominal control, perturba-
tion controller, and perturbation estimator are chosen 
simultaneously to minimize the performance index. 
A Numerical Example 
To determine the improvement in performance obtained 
for the combined estimation and control problem by trajec-
tory optimization, a nonlinear first-order example was 
studied. The plant and performance index chosen are given 
in (2.25) and (2.26). In addition, the measurement is 
z = x + v (4.31) 
where v is zero-mean white noise with power spectral dens-
ity of 0.1. Trajectory optimization as determined by (4.29) 
was applied to the plant as given above. The resulting two-
point boundary value problem was solved on the digital 
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computer by using the gradient method. In Figure 14, a plot 
is given of the nominal controls corresponding to various 
values of Q . Figure 15 shows the nominal trajectories 
that correspond to the nominal controls. The perturbation 
feedback gains for different values of Q are given in 
Figure 16. 
To make comparisons between the trajectory optimized 
system and the systems obtained by linearization about the 
deterministic optimal trajectory* a Monte Carlo simulation 
was performed using 100 runs. The system using the deter-
ministic optimal trajectory was implemented according to 
the second-variation method and also according to (3»17)» 
The density function of wd was again selected according to 
(2.30). The density function of vd the discrete samples 
used in simulating v was 
PWH(V*> = 'vd 




^v Qvd l T 
In Figure 17 > a plot is given of J versus Qw for 
the three different methods simulated« The performance 
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Figure 16. Stochastic Perturbation Feedback Gains for the 
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Estimation and Control Problem 
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superior to the system performance in which either the 
second-variation method with deterministic optimal nominal 
or the perturbation method with Q̂J = Q., and deterministic 
optimal nominal was employed. Figure 18 indicates the per-
cent reduction in performance index using trajectory opti-
mization for different values of Q . Up to 6.25 percent 
reduction was obtained when compared with the perturbation 
method with Q.J = Q, and up to 7«»60 percent reduction as 
compared with the second-variation method. 
Conclusions 
A new and significantly improved approximate solution 
for the nonlinear combined estimation and control problem 
has been presented. Linear filtering was employed in the 
development of the method© Superior performance was obtain-
ed using this trajectory optimization approach as compared 
to two other approximate methods. It is emphasized that 
at no point in the development was a separation principle 
arbitrarily invoked* 
CHAPTER V 
TRAJECTORY OPTIMIZATION FOR ESTIMATION 
AND CONTROL WITH NONLINEAR FILTERING 
Introduction 
This chapter describes the usefulness of trajectory 
optimization for the combined estimation and control prob-
lem in which a nonlinear filter is utilized in the control 
loop. The existing nonlinear extended Kalman filter is 
modified to allow control inputs. It is shown that the 
performance of the overall system with a nonlinear estimator 
may be improved by finding an improved nominal trajectory. 
A numerical example is presented to show the improvement 
in performance obtained by utilizing an improved nominal 
trajectory for the nonlinear filter. The application of 
trajectory optimization to another nonlinear filter using 
moment calculations is also presented. 
Extension of the Extended Kalman Filter 
It was noted in Chapter I that no exact nonlinear 
filters exist and, consequently, that approximate nonlinear 
filters are generally employed. It was also pointed out 
that for accuracy and simplicity the nonlinear extended 
Kalman filter is often recommended. Although more accurate 
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filters exist, the extended Kalman is chosen for use in the 
eontrol loop for this investigation because of its improved 
accuracy and relative simplicity* 
The extended Kalman filter for systems without con-
trol inputs is considered first. The message model is se-
lected as 
x == f^Xrt) + w (5-1) 
with the measurement model 
z = h(x) + v (5.2) 
where w and v have been defined in (1.2) and (1.^) and 
are assumed to be independent. The extended Kalman filter 
is obtained by expanding the message and measurement models 
in a Taylor series about the estimate £ which is assumed 
to be known. The series is truncated after the linear 
terms. The expanded message and measurement models are 
substituted into exact equations for the conditional mean 
estimate and conditional mean error variance equations ob-
tained from the Fokker-Planck equation [31*32]. The result-
ing approximate estimation equation is 
x = f^S.t) + CHQ^Cz -h(x)] (5.3) 
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where 
H - ax x=x 
and 
/ 
C = E[(x-x)(x-£)T] r (5.40 
The error variance defined by (5»*0 satisfies the sto-
chastic differential equation 
• A ;T . « «£rt-l6T, 
where 
C = FXC + CF£ + Qw -OHQ^-
LH1C (5-5) 
* - i-J* 
Fi ' tax | x=x 
It is pointed out that the variance C may not be precal-
culated because it depends upon the estimate &• Therefore, 
both (5*3) and (5*5) are used on-line for estimation of the 
state x. 
So that the extended Kalman filter may be used in a 
control situation, the basic filter is modified to permit 
the inclusion of a control u in the message model. The 
message model is assumed to be 
x =: f (x,u,t) + w (5«6) 
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with the measurement equation remaining as in (5*2). It 
is further assumed that 
i = 1,2, ,n (5.7) 
i = 1*2,• ••••,n 
k = 1*2, • •••• ,m 
The restriction in (5*7) means that none of the elements 
of the control may be state-dependent. This assumption 
simplifies the derivation of the variance equation for the 
estimation error. The estimator is constructed so that it 
contains the.control input to the system. The equation 
for the estimate becomes 
x = f(x,u,t) + CHQ^[z -h(x)j (5.8) 
where C is again the variance matrix of the estimation 
error e, where 
e = x -x (5.9) 
The equation which C must satisfy has to be deter-
mined. If (5*7) holds, then the message and estimation 




= 0 for 
x = fx(x,t) + g(u,t) + w (5.10) 
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x = f-^x.t) + g(u,t) + CHQ^Ez -h(£)] (5.11) 
Subtracting (5*11) from (5*10)» the error equation becomes 
e = f^x^t) -fx(x,t) + w -CHQ^Cz -h(x)] (5-12) 
r 
Note that the control u does not affect the error equation, 
and that (5*12) is precisely the equation obtained when 
(5»3) is subtracted from (5»1')» It is obvious that, for the 
restriction on the message model in (5*7)> the variance 
equation for the message model with control input (5*6) 
is the same as for the message model in (5*1) with no con-
trol input. The requirement in (5*7) is not too restrict-
ive because a large number of practical systems have con-
trols which are not state-dependent. 
The estimation equation in (5*8) is modified to 
allow perturbations from the nominal trajectory to be esti-
mated. It is assumed that the state and control may be 
written as in (2.1) and (3.1)« The estimate x of the state 
x may be written as 
x = x + 6* (5-13) 
The perturbation feedback controller in (3«3) is utilized 
and the total control u becomes 
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u = u »Ku6x (5*3>) 
Substituting (5.13) and (5.1*0 into (5.8), one obtains 
k = k + 6& = #(x+6*ru-K 6$,t) + CHQ^Cz -h(x+6£)] (5-15) 
Subtracting (3o6) from (5»15)> the perturbation estimator 
becomes 
6x = f(x+6x,u-Ku65c,t) -f(x,u,t) + CHQ^Cz -h(x+65c)] (5«l6) 
where the variance C of the estimation error satisfies (5»5)« 
Trajectory Optimization for the Extended Kalman Filter 
If the method of trajectory optimization were applied 
to the nonlinear system with (f>.l6) as the estimator, the 
nonlinear nature of the estimation equation would require, 
in general, the knowledge of differential equations for an 
infinite number of moments of 6$. This fact makes the 
strict application of trajectory optimization as given in 
the three previous chapters prohibitive. However, an exam-
ination of (5»l6) reveals that a Taylor series expansion of 
the equation about x and u produces the linear estimator of 
Chapter IV when nonlinear terms are neglected. Thus, it 
would seem plausible that the nominal trajectory obtained by 
trajectory optimization for the linear estimator might be an 
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improved nominal trajectory for the overall system using the 
extended Kalman filter. The following estimation and control 
algorithm is thus proposed for use with the extended Kalman 
filter: 
1. Using the optimized nominal trajectory and 
nominal control for the linear filter case of 
Chapter IV, calculate the Riccati perturbation 
feedback gains off-line using (3.4) and (3.11). 
2. Employ (5»l6) and (5^5) on-line to estimate 
perturbations about the nominal. 
3. Use (5»1^) to construct the total control for 
the system. 
A Numerical Example 
To determine what effects the introduction of non-
linear filtering into the control loop produced, the non-
linear example previously described in Chapters II, III, 
and IV was consideredo The pla.nt was described by (2.26), 
the performance index by (2.25)> and the measurement equa-
tion by (4.31)• The nominal controls, nominal trajectories, 
and perturbation feedback gains as given in Figures 14, 15* 
and 16, respectively, were used in the application of (5»l6) 
and (5*5) on-line. A Monte Carlo simulation with 100 runs 
was performed to calculate the performance indices associated 
with the system for several values of Q • The measurement 
noise was held constant with a power spectral density of 0.1. 
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In Figure 19, a plot is shown of J versus Q . The upper dot-
ted curve indicates the performance obtained when the deter-
ministic optimal trajectory was employed with the extended 
Kalman filter. It may be seen that introducing the nonlinear 
extended Kalman filter to estimate perturbations about the 
deterministic optimal trajectory produced some improvement 
in the system performance * The lower dotted curve is a plot 
of J obtained when the extended Kalman filter was used with 
the improved nominal trajectories of Chapter IV. Obviously, 
the increase in performance was much more significant with 
an improved nominal trajectory*. The lower curve is the per-
formance reported in Chapter IV for the linear filter with 
the nominal trajectory specifically optimized for the over-
all system. In this example the linear filter with the tra-
jectory optimized nominal performed better than the nonlin-
ear filter using an improved nominal trajectory. This oc-
curred because the nominal trajectory was not specifically 
optimized for the extended Kalman filter but was only an im-
proved nominal trajectory. 
Nonlinear Filtering Using Moment Calculations 
This section describes the application of trajectory 
optimization for other combined estimation and control prob-
lems which utilize nonlinear filters obtained from moment 
calculations. Clark [50] considered the nonlinear combined 
estimation and control problem for the example in the 
Linear Filter with Deterministic 
Optimal Trajectory (Q[ - C^) 
Extended Kalman Filter with 
eterministic Optimal yy 
Trajectory (Q£ = Q^) / 
<y 
'/ 
V Extended Kalman Filter 
*~~ with Improved Nominal 
Trajectory Optimization with 
Linear Filter 
w 
0.0 1.0 2.0 3.0 4.0 5.0 6.0 
Figure 19 • Performance Index Comparison for 
Linear and Nonlinear Filtering 
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previous section.c Clark utilized a very accurate filter that 
was based on the method of moments [29,30]. The filter es-
timated perturbations about a nominal trajectory. Two nom-
inal trajectories were compared with regard to the perfor-
mance of the overall system obtained when the trajectories 
were employed for estimation and control. The first trajec-
tory was the deterministic optimal trajectory and the second 
was the optimized trajectory obtained from the work described 
in Chapter IV of this dissertation. The performance index 
for the optimized trajectory WSLS 8„9 percent less than the 
performance index obtained for the case in which the deter-
ministic optimal trajectory was used. Apparently, the sys-
tem performance was significantly improved when the improved 
nominal trajectory described in Chapter IV was utilized. 
Conclusions 
The use of nonlinear filters for the combined esti-
mation and control problem has been considered in this chap-
ter. The conclusions drawn and the insight gained from the 
work described in this chapter may be summarized as followst 
1. Trajectory optimization for the linear filter 
provided superior performance compared to the 
performance obtained with the nonlinear extended 
Kalman filter utilizing the deterministic opti-
mal trajectory* 
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Applying the linear filter optimized nominal to 
the extended Kalman filter improved the overall 
system, performance, 
The linear filter with the optimized nominal per-
formed better than the nonlinear extended Kalman 
filter with the same optimized nominal. This was 
because the nominal was not specifically opti-
mized for the extended Kalman filter. 
Using a moment-derived nonlinear filter with the 
trajectory optimized for the Kalman filter im-
proved overall system performance even though the 
trajectory was not specifically optimized for the 
moment-derived filter. 
The performance of the nonlinear system was much 
more sensitive to the choice of nominal trajectory 




CONCLUSIONS AND RECOMMENDATIONS 
Results and Conclusions 
The major result of this thesis research has been the 
development of an improved approximate solution for the non-
linear combined estimation and control problem. The method 
of solution has been to approximately optimize the nominal 
trajectory for the nonlinear system. The only requirement 
on the nonlinear system is that the nonlinearity be expand-
able in a Taylor series and the noise enter linearly into the 
plant equations. In the development of trajectory optimiza-
tion, the open-loop system, the closed-loop system with zero 
measurement noise, and the closed-loop system with both 
plant and measurement noise have been treated. It was shown 
conclusively through specific nonlinear examples that a sig-
nificant improvement in system performance could be obtained 
by utilizing trajectory optimization. 
The basic idea in developing the trajectory optimi-
zation method was to transform the stochastic optimization 
problem to a deterministic optimization problem in the cal-
culus of variations. When trajectory optimization was ap-
plied to a nonlinear system, a set of nonlinear differential 
equations of higher order with two-point boundary conditions 
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had to be solved. In effect* increased accuracy was obtained 
at the expense of higher dimensionality. However, in view 
of current computer capabilities, systems up to fourth or 
fifth order could be handled bjr trajectory optimization. An 
important feature of trajectorsr optimization was that the 
nominal trajectory and nominal control may be calculated off-
line and stored in the digital computer for on-line opera-
tion. Therefore, the two-point boundary value problem did 
not have to be solved on-line. 
In the final stage of the research, the nonlinear com-
bined estimation and control problem was considered. Both 
linear and nonlinear filters were utilized. As mentioned 
above, trajectory optimization provided a significant in-
crease in the performance of the overall control system. A 
very important conclusion was that the system performance 
appeared to be much more sensitive to the choice of nominal 
trajectory than to the selection of a nonlinear filter of 
greater accuracy. 
Recommendations for Further Work 
There are several possible directions in which one 
might proceed to extend the ideas presented in this thesis. 
Although increased accuracy was realized by the method of 
trajectory optimization, further improvement might be ob-
tained by expanding the system perturbation equations to 
higher-order such that more moments of 6x would be included. 
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Expansion to higher-order would require more equations which 
would limit the practicality of using higher-order expansion. 
Rowland and Holmes [51] have used the idea of taking multiple 
variations in the plant state to obtain increased accuracy in 
numerical integration algorithms. It is possible that this 
variational approach might be applicable to the trajectory 
optimization problem. 
Another possible application of trajectory optimiza-
tion would be in the nonlinear filtering problem where no 
control is present for the message model. Often a nominal 
trajectory is utilized in nonlinear filtering. The nominal 
is usually taken as the trajectory resulting when the system 
state is allowed to evolve from its initial state in the ab-
sence of the system noise [32]. It would seem that trajec-
tory optimization might be applied to this problem to obtain 
an improved nominal trajectory about which perturbations 
could be estimated. The improvement would be in the form of 
reduced estimation error. 
This thesis has presented a new trajectory optimiza-
tion technique for solving the combined estimation and con-
trol problem. It has been demonstrated through numerical 
examples that significant improvement is obtained when the 
method of trajectory optimization is used rather than simply 
linearizing about the deterministic optimal trajectory. 
Possible extensions of the work performed in this thesis re-
search are indicated in this section. 
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