




















































































































（ ｉｆｉ＝jotherwise－gigi＋△仇(j）9(＝ with△9‘(j)＝２dij(画一ｚ`)(ｚｊ－巧） (3)
を用いて計算することにより，新たなｎ個のl-Hip近傍解の全ゲインがＯ(､)時間で再計算できる101基
本的に本論文での局所探索法では，上述した方法により，与えられた解（現在解）ｚから１－flip近傍解の
それぞれのゲイン仇を算出し，良好な近傍解勿'へ移動を行うことでその解を再び現在解(ｚ＝ｚ')と置く．
次のl-Hip近傍解を評価するために，式(3)によって以前の全ゲインから新しい全ゲインを再計算するプロ
セスを繰り返す．従って，一回のビット反転を施す度にゲインの再計算を行う必要がある．
3.4A-Hip近傍解の評価値計算
１０個のビットを一度に反転するような，一般化された，より大きなサイズの近傍を考える場合には，上
述の１－Hip近傍解の評価値の計算だけでは不十分である．ここではAD-Hip近傍のためのゲイン計算につい
て示す．
仮に，１－Hip近傍解の全ゲインが既に計算され，かつ幾つかの異なるん個のビットを反転する場合（配列
Hip[］にA個のビット番号があるとする），そのMip近傍解の評価値は次式により計算可能である．
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例えば，現在解Ｚにおけるα番目とβ番目のビットが一度に反転される場合（2-Hip近傍を仮定してい
る）のゲインＧは，胸９βと2.αβ(1-2ｍα)(1-2zβ)の和により計算可能である．
これ以降，このようなＭｉｐ近傍解の評価値計算を「一般化ゲイン計算」と呼ぶ．一般化ゲイン計算の
使用に際しては，１－Hip近傍解のゲインの再計算を使用するため，一回のビット反転が行われる毎にゲイン
の再計算を行う必要がある．
4.ＭＤＰに対する舟flip局所探索法
一般的に，大きなサイズの近傍を有する局所探索法は，小さなサイズの近傍構造を有するものよりも優
れた局所最適解を算出できる場合が多い．しかしながら，大きなサイズの近傍を採用する場合には一般的
に近傍解の数も多くなる．従って，大きなサイズの近傍を有する局所探索法の計算時間量は，小さなサイ
ズの近傍を有する局所探索法よりも大きい．
例えば，組合せ最適化問題の代表例である，巡回セールマン問題4）において，三つの枝を入れ替える
3-opt局所探索法は，二つの枝を入れ替える２－opt局所探索法よりも，最終的に得られる局所最適解の質
が優れていることがよく知られている．、を都市の数とすると，それらの計算量は一般的に２－opt局所探
索法の場合でＯ(､2)，３－opt局所探索法でＯ(､3）となる．更に，ＬｉｎとKernighanによって提案された局
所探索法（ＬＫ法またはlD-opt局所探索法と呼ばれる）９)は，より多くの枝の交換を巧妙に行なうことか
ら，２－optや３－opt局所探索法よりも更に良好な解を算出可能であるが，２－optや３－opt局所探索法の時間
量よりも一般的に大きくなる．また，グラフ分割問題においても，類似のアイデアを導入した局所探索法が
KernighanとＬｉｎにより提案されている6)．彼らによるこれら二つの局所探索法は可変深度探索(variable
depthsearch,VDS)とも呼ばれ，両最適化問題において最も強力な解改善法として名高い．
ここでは，ＬｉｎとKernighanのアイデアＶＤＳを利用したh-Hip局所探索法をＭＤＰに対して示す．
4.1AD-flip局所探索法の基本戦略
ＭＤＰに対するk-flip局所探索法の基本戦略は次のようになる．
局所探索を開始するための初期解として実行可能解ｚが与えられたとする．各繰り返しにおいて，２－Hip
近傍的な操作（これを２－Hipmoveと呼ぶ）を連続的に行うことで，除Hip近傍解となり得る異なる、個の
候補解ｚ'を生成する．その候補解の中から最良の評価値を有する解をルーflip近傍解として採用し，その近
傍解ｚ'を次の繰り返しのための初期解ｚにする．この一連の処理をＭｉｐ近傍解のゲイン値が０以下にな
るまで繰り返すものである．
連続的なｍ個のA-flip近傍候補解を生成するために，初期解ｚの各ビットは一回以上反転させないこと
を条件にする.従って，ｍ個の候補解Ｚ'は全て異なる解となり，個々のハミング距離。Ｈは初期解Ｚとの
関係から，。H(`Ｍ')＝A(ん＝{2,4,…,2ｍ-2,2ｍ})となる．
各繰り返しの処理において，Ａは２から２ｍの範囲で変動する近傍解を扱うので，可変的なサイズの近
傍を結果的に探索することになり，固定されたh-Hip近傍（ｈを例えば４や６などと固定する近傍）とは
異なる，特殊な近傍構造として解釈できる．
4.2A-flip局所探索アルゴリズム
上述の基本戦略をベースにした我々の舟flip局所探索アルゴリズムを図１に示す．
この図１においては，局所探索の初期解として実行可能解ｚと共に，ｚに対応する１－Hip近傍解のｎ個
のゲイン値を有するベクトル９を与える．ゲイン９は式(2)より算出可能である．加えて，局所探索の途
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中の全過程で，0-1表現の解勿は常にＳ，とｓｏによる表現と一致するものとする．
このﾙｰHip局所探索法では，主に内ループと外ループの二つのループにより構成される．内ループは，ｍ
個のlD-Hip近傍解の候補を生成する操作とその候補中にある最良解をA-Hip近傍解として選び出す処理で
ある．外ループは，内ループで得られたA-Hip近傍解を評価し，Ｍｉｐ局所探索法の終了条件の判定を主に
行う．
内ループにおいて，異なる、個の候補解を算出する際に使用する，二つの集合ＣｌとＣＯを準備する．
Ｃｌにはｚｉ＝１となる要素番号を保持し，ＣＯにはｚｉ＝Ｏとなる要素番号を保持する．これら集合の利用に
より，与えられた解勿の各ビットを一回以上反転させないことを保証することができる．従って，基本戦
略における内ループは，Ｃｌ＝Ｏの条件を満足するまで繰り返されることになる．しかしながら，多くの場
合，ｍ個全ての候補解を生成する必要はないと考えられる．なぜなら，候補解の生成途中で，最良解とし
て選ぶべき最良ゲイン値を持つlD-Hip近傍解には明らかになり得ないような候補解をも生成する可能性が
高いからである．そのような可能性が高くなるのは、個の候補解生成過程の中盤から終盤にかけてである
と予測される．従って，ステップ９にあるような判定処理を加え，さらに内ループの幾つかの繰り返し中
に暫定的な最良解伽８tの更新がなければ，内ループ処理を強制的に終了する（ステップ1o)．これにより，
ｍ個全ての候補解を生成せずとも，その雌stをＭｉｐ近傍解として選出できることが多くの場合可能にな
り，ｍ個全ての候補解を生成する（上述の）基本戦略よりも処理時間の点で大幅な効率化が期待できる．
次に，候補解を生成・評価するプロセス（ステップ4～ステップ８）について記述する．本局所探索法で
は2-Hipmoveを採用することで各候補解の生成を行う．この２－Hipmoveは２－Hip近傍に類似しているが，
与えられた初期解ｚの各ビットは一回以上反転することがないという点で２－flip近傍の定義からは異なる．
これをなすために，二つの集合Ｃ１とＣＯを用いている．ステップ４ではＣ１に含まれるビットを対象にし
て，最大のゲイン値を持つビットｊを見つける．ステップ５ではＣＯに含まれるビットを対象にして，式
(4)のＭｉｐ近傍までの一般ゲイン計算によりビットＡを見つける処理になっている．見つかった二つの
ビットｊとんはそれぞれＣ１とＣＯに含まれていたので，ビットｊとんのそれぞれを反転したとしても実
行可能解が常に生成可能である．ステップ６で，そのビットｊとんを暫定的に反転した解のゲインを算出
し，ステップ７で実際に反転を行うと共に，次の候補解探索のために，各ビットの反転処理後，式(3)を
用いてゲインの再計算を行う．さらに，ステップ８では反転に使用した二つのビット番号のそれぞれを対
応する集合Ｃ１とＣＯから削除する．
以上の処理を先ほど述べたステップ１０の条件を満たすまで繰り返すことで，内ループを終了する．そ
の後，内ループ中で見つかったA-Hip近傍解伽stをステップ１１およびステップ１２の条件式に従って評価
し，Ｍｉｐ局所探索の処理を繰り返すか否かを決定する．
本Ｍｉｐ局所探索法の内ループの各繰り返しにおける時間量は，候補解の探索においてＯ(|S,|＋|Sol)，
二つのビットのゲイン再計算においてＯ(2,)である．
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5.考察
ここでは，ＭＤＰに対するlD-flip局所探索法をメタ戦略のアルゴリズムに導入する際の探索性能に関する
可能性について考察する．
集中化（局所探索）の操作はメタ戦略に属する多くのアルゴリズムで採用され，組合せ最適化問題のよう
な困難な問題に対しては不可欠な操作である．従って，高性能な局所探索に関する研究が盛んに行われてい
る．その代表となる局所探索法は，ＬｉｎとKernighanによる，巡回セールスマン問題(traN,elingsalesman
problem,TSP)に対してのＬＫ法やグラフ分割問題(graphpartitioningproblem,GPP)に対してのＫＬ法
であり，いずれも可変深度探索(VDS)である．
ＬＫ法やＫＬ法は，集中化の操作としてメタ戦略アルゴリズム内部に導入されることがよくある．現在
のところＴＳＰに対して最も優れた解法の一つは，Applegateら'）によるChainedLin-Kernighan法と呼
ばれる反復局所探索法(iteratedlocalsearch,ILS)で，より精密化されたＬＫ法が導入されている．また，
ＧＰＰに対してもＫＬ法を導入したメタ戦略アルゴリズムは他の局所探索法を有したアルゴリズムよりも多
くの場合高品質な解を算出可能である．
ＴＳＰやＧＰＰ以外のNP-困難の最適化問題に対しても，ＶＤＳベースの局所探索法が提案されている．例
えば，一般化割当問題(generalizedassignmentproblem)に対して提案されたYagiuraら12)によるものや，
バイナリー２次計画問題(binaryquadraticprogrammingproblem)に対して提案されたKatayamaら5,10）
によるアルゴリズムである．いずれも各最適化問題に対して最強のアプローチの一つとされている．
ＭＤＰに対する本A-flip局所探索法はＶＤＳに基づき開発しており，巧妙な集中化の操作を可能にしてい
る．以上の観点から，こうした高性能な集中化の操作をメタ戦略のアルゴリズムに導入した場合にも有効
に働くことが期待される．さらに，従来から知られるような他の局所探索を有したメタ戦略アルゴリズム
よりも優れた探索性能を有する可能性が非常に高いと考察できる．
6.結論
本論文では，最大多様性問題(MDP)に対する可変深度探索(VDS)をベースにしたＭｉｐ局所探索法を
示した．ＬｉｎとKernighanによるＶＤＳのアイデアを持つ局所探索法は，巡回セールスマン問題やグラフ分
割問題を始め，一般化割当問題やバイナリー２次計画問題にも適用され，大きな成果を収めている．この
種の高性能な局所探索（集中化操作）のプロセスを有するメタ戦略に属するアルゴリズムは，多くの場合，
極めて高品質な解を算出可能としている．今後は，ＭＤＰに対する本A-flip局所探索法をメタ戦略に属する
アルゴリズムへ導入すると共に，他の強力なアルゴリズムとの比較を通して，その有効性を検証する必要
がある．
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