Observers completed perceptual categorization tasks that included separate base-rate/payoff manipulations, corresponding simultaneous base-rate/payoff manipulations, and conflicting simultaneous base-rate/payoff manipulations. Performance was (a) closer to optimal for 2:1 than 3:1 base-rate/payoff ratios, and when base-rates, as opposed to payoffs were manipulated, and (b) was more in line with the predictions from the flat-maxima hypothesis than the independence assumption of the optimal classifier in corresponding and conflicting simultaneous base-rate/payoff conditions. A hybrid model that instantiated simultaneously the flatmaxima and COBRA hypotheses was applied to the data. The hybrid model was superior to a model that incorporated the independence assumption suggesting that violations of the independence assumption are to be expected, and are well captured by the flat-maxima hypothesis without requiring any additional assumptions. The parameters indicated that observers' reward-maximizing decision criterion rapidly approaches the optimal value, and that more weight is placed on accuracy maximization in separate and corresponding simultaneous base-rate/payoff conditions than in conflicting simultaneous base-rate/payoff conditions.
"cancer" diagnosis could save a life. In this case, the low base-rate probability biases the doctor toward a "no cancer" diagnosis, but the high benefit of a correct "cancer" diagnosis biases the doctor toward "cancer" diagnoses. We refer to these as conflicting simultaneous base-rate/payoff conditions. Despite the prevalence of simultaneous base-rate/payoff differences in the environment, few empirical studies of decision criterion learning under simultaneous base-rate/payoff conditions have been undertaken, and even fewer psychologically motivated theories have been proposed. The overriding goal of this study is two-fold. First, we examine human decision criterion learning when base-rates and payoffs are manipulated separately and compare performance with cases in which base-rates and payoffs are manipulated simultaneously across a range of base-rate/payoff ratios for both corresponding and conflicting base-rate/payoff conditions. Second, we generate and test predictions from Maddox and Dodd's (2001) Hybrid model of decision criterion placement for the separate and simultaneous base-rate/payoff conditions under investigation, and compare these with the independence assumption of the optimal classifier (described in detail below). Although human decision criterion learning rarely matches that of the optimal classifier, the optimal classifier provides a useful benchmark against which to compare human performance.
The next (second) section outlines briefly the optimal classifier and our modeling framework based on decision bound theory. The third section introduces Maddox and Dodd's (2001) theory of decision criterion learning, and generates predictions from the model for several simultaneous base-rate/payoff conditions. The fourth section outlines the experiment and the methods, and the fifth section is devoted to the results and theoretical analyses. Finally, we conclude with some general comments.
The Optimal Classifier and Decision Bound Theory Optimal Classifier
The optimal classifier is a hypothetical device that maximizes long-run expected reward. Suppose a medical doctor must classify a patient into one of two disease categories, A or B, based on medical test X, whose outcomes for diseases A and B are normally distributed as depicted in Figure 1 . The optimal classifier has perfect knowledge of the form and parameters of each category distribution and records perfectly the test result, denoted x. This information is used to construct the optimal decision function, which is the likelihood ratio of the two category distributions, l o (x) = f(x|B) / f(x|A) (1) where f(x|i) denotes the likelihood of test result x given disease category i. The optimal classifier has perfect knowledge of the category base-rates and the payoffs associated with correct diagnoses. This information is used to construct the optimal decision criterion β ο = [P(A)/P(B)] x [(V aA )/(V bB )] (2) where P(A) and P(B) are the base-rate probabilities for categories A and B, and V aA and V bB denote the payoffs associated with correct diagnoses 3 . (In the experiment outlined below, the cost of an incorrect response was set to zero, and so the error terms V bA and V aB were excluded from Equation 2.) The optimal classifier (e.g., Green & Swets, 1966) uses l o (x) and β ο to construct the optimal decision rule:
If l o (x) > β ο , then respond "B", otherwise respond "A". (3) Three points are in order. First, when P(A)(V aA ) = P(B)(V bB ) then β ο = 1 and the optimal classifier assigns the stimulus to the category with the highest likelihood. Second, base-rate and payoff manipulations have the same effect on the optimal decision criterion. For example, if disease A is three times as common as disease B -a 3:1 base-rate condition -or the payoff for disease A is three times the payoff for disease B -a 3:1 payoff condition [i.e., if P(A) = 3P(B) or (V aA ) = 3(V bB )] -then β ο = 3.0 (see Figure 1 ). In this case, the optimal classifier will generate a disease A diagnosis unless the likelihood of disease B is at least three times larger than the likelihood of disease A. Third, when base-rates and payoffs are manipulated simultaneously, the optimal decision criterion can be derived from an independent combination of the separate base-rate and payoff decision criteria. This is seen more clearly if we use the alternative (but mathematically equivalent) formulation of Equation 2 where we apply the natural log to both sides, yielding lnβ o = ln[P(A)/P(B)] + ln[(V aA /V bB )] (4) Notice that lnβ o is determined completely by the sum of an independent base-rate and payoff term, and is referred to as 3 Before continuing, one important issue regarding the optimal decision criterion needs to be discussed. The optimal decision criterion is constructed from the "objective" or "true" payoff information. Much work suggests that people do not use the objective values, but rather base their decisions on subjective values that are directly related to the objective values (e.g., Kahneman & Tversky, 1979; Stevenson, Busemeyer, & Naylor, 1991; Tversky & Kahneman, 1974 , 1980 Yates, 1990) . Within the framework of decision theory, each of our V iJ terms should be converted into a subjective utility denoted u(V iJ ), where u describes the functional relationship between the subjective and objective values. In the case of points converted to money, it is reasonable to assume that increasing value is approximately linearly associated with increasing utility. the independence assumption of the optimal classifier.
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The optimal classifier decision rule (Equation 3) has been rejected as a model of human performance, but performance often approaches that of the optimal classifier as the observer gains experience with the task. Ashby and colleagues argued that the observer attempts to respond using a strategy similar to that of the optimal classifier, but fails because of at least two sources of sub-optimality in perceptual and cognitive processing (Ashby, 1992a; Ashby & Lee, 1991; Ashby & Townsend, 1986; see Wallsten & GonzalezVallejo, 1994 for a similar approach). These include perceptual and criterial noise. Perceptual noise refers to trial-bytrial variability in the perceptual information associated with each stimulus. With one perceptual dimension the observer's percept of Stimulus i, on any trial, is given by x pi = x i + e p , where x i is the observer's mean percept and e p is a random variable denoting perceptual noise (we assume that σ pi = σ p ). Criterial noise refers to trial-by-trial variability in the observer's memory for the decision criterion. With criterial noise the decision criterion used on any trial is given by β c = β + e c , where β is the observer's average decision criterion, and e c is a random variable denoting criterial noise (assumed to be univariate normally distributed). Decision bound theory assumes that the observer attempts to use the same strategy as the optimal classifier, but with less success due to the effects of perceptual and criterial noise. Hence, the simplest decision bound model is the optimal decision bound model. The optimal decision bound model is identical to the optimal classifier (Equation 3) except that perceptual and criterial noise are incorporated into the decision rule. Specifically, If l ο (x pi ) > β ο + e c then respond "B", otherwise respond "A".
(5) A Theory of Decision Criterion Learning and a Hybrid Model Framework Two robust findings emerged from a series of studies that examined decision-criterion learning under unequal base-rate or payoff conditions (e.g., Green & Swets, 1966; Healy & Kubovy, 1981; Kubovy & Healy, 1977; Lee & Janke, 1964 , 1965 Lee & Zentall, 1966) . First, observers tended to use a decision criterion that was more conservative than the optimal decision criterion. For example, if the base-rates or payoffs were such that β o = 3, then observers tended to use a β between 1 and 3. This was termed conservative cutoff placement, because the decision criterion was not shifted far enough toward the optimal value. Second, observers' decision criterion estimates were closer to the optimal value when base-rates as opposed to payoffs were manipulated, even when the optimal decision criterion was identical across base-rate and payoff conditions. Several explanations for these results have been offered in the literature (see Healy & Kubovy, 1981; Maddox & Bohil, 2000) , but none has been generally accepted. Maddox and Dodd (2001; Maddox, in press ) offered a theory of decision criterion learning and a model-based instantiation that predicts these two results. The theory proposes two mechanisms (described next) that determine decision criterion placement.
Flat-Maxima Hypothesis
The first mechanism is based on the flat-maxima hypothesis (Busemeyer & Myung, 1992; vonWinterfeld & Edwards, 1982) and was developed to account for the finding that observers tend to use a criterion that is more conservative than the optimal decision criterion when base-rates or payoffs are manipulated (i.e., conservative cutoff placement). As suggested by many researchers, suppose that the observer adjusts the decision criterion based (at least in part) on the change in the rate of reward, with larger changes in rate being associated with faster, more nearly optimal decision criterion learning (e.g., Busemeyer & Myung, 1992; Dusoir, 1980; Erev, Gopher, Itkin, & Greenshpan, 1995; Erev, 1998; Kubovy & Healy, 1977; Roth & Erev, 1995; Thomas, 1975; Thomas & Legge, 1970) . To formalize this hypothesis one can construct the objective reward function. The objective reward function plots objective expected reward on the y-axis and the decision criterion value on the x-axis (e.g., Busemeyer & Myung, 1992; Stevenson, Busemeyer, & Naylor, 1991; vonWinterfeldt & Edwards, 1982) . To generate an objective reward function one chooses a value for the decision criterion and computes the expected reward for that criterion value. This process is repeated over a range of criterion values. The expected reward is then plotted as a function of decision criterion value. Figure 2a plots expected reward as a function of the deviation between a hypothetical observer's decision criterion ln(β) and the optimal decision criterion ln(β o ) standardized by category d', where d' is defined as the standardized distance between the category means (d' = 2.2 in Figure 1 ). This is referred to as
Notice that for large deviations from the optimal decision criterion, the expected reward is small, and as the deviation from the optimal decision criterion decreases, the expected reward increases. Notice also that when the deviation from optimal is zero (i.e., when the decision criterion is the optimal decision criterion), expected reward is maximized. The derivative of the objective reward function at a specific k -k o value determines the change in the rate of expected reward for that k -k o value; the larger the change in the rate, the "steeper" the objective reward function at that point. Derivatives for three k -k o values are denoted by the three tangent lines denoted as a, b, and c in Figure 2a . Notice that the slope of each tangent line, which corresponds to the derivative of the objective reward function at that point, decreases as the deviation from the optimal decision criterion decreases (i.e., as we go from point a to b to c). In other words, the change in the rate of reward or steepness declines as the decision criterion approaches the optimal decision criterion. Figure 2b plots the relationship between the steepness of the objective reward function (i.e., the derivative at several k -k o values) and k -k o . The three derivatives denoted in Figure 2a are highlighted in Figure 2b . If the observer adjusts the decision criterion based on the change in the rate of reward (or steepness), then steeper objective reward functions should be associated with more-nearly-optimal decision-criterion values, because only a small range of decision-criterion values around the optimal value have nearly zero derivatives (or small steepness values). Flat objective reward functions, on the other hand, will lead to less-optimal decision criterion placement because a larger range of decision criterion values around the optimal value have derivatives near zero. Interestingly, nearly all previous work used tasks where the category d' = 1.0. The objective reward function is very shallow for d' = 1.0, which might partially explain the prevalence of conservative cutoff placement (see Figure 2a) .
Because the flat-maxima hypothesis is based on the objective reward function, it applies only to learning of the reward-maximizing decision criterion. As outlined shortly, the observed decision criterion is assumed to be a weighted average of the reward-and accuracy-maximizing decision criteria. Although the flat-maxima hypothesis offers an explanation for the prevalence of conservative cutoff placement, it does not offer an explanation for the robust finding that the observed decision criterion is closer to optimal in base-rate, as compared with payoff, conditions.
The second mechanism assumed to influence decision criterion placement is based on Maddox and Bohil's (1998) COmpetition Between Reward and Accuracy (COBRA) maximization hypothesis and was developed to account for the finding that observers show more-nearly-optimal decision criterion placement in unequal base-rate than in unequal payoff conditions. COBRA postulates that observers attempt to maximize expected reward (consistent with instructions and monetary compensation contingencies), but they also place importance on accuracy-maximization. Consider the univariate categorization problems depicted in Figure 3 . Panel a displays a 3:1 base-rate condition and panel b displays a 3:1 payoff condition. As suggested by Equation 2, expected reward is maximized in both cases by using the optimal reward-maximizing decision criterion, k ro = ln(β ro )/d' = ln(3)/d'. Thus, an observer who attempts to maximize expected reward should use the same decision criterion in both conditions. In the 3:1 base-rate condition, the decision criterion that maximizes reward also maximizes accuracy, so k ao = k ro . However, in the 3:1 payoff condition the accuracy-maximizing decision criterion is different from the reward maximizing decision criterion. Specifically, in the 3:1 payoff condition, k ao = ln(β ao )/d' = ln(1)/d'. (When base-rates are equal, it is always the case that the accuracymaximizing decision criterion β ao = 1.) Thus, when base-rates are manipulated accuracy and reward can be maximized simultaneously, since k ro = k ao , but when payoffs are manipulated both goals cannot be achieved simultaneously since k ro k ao . An observer who places importance (or weight) on both goals will use a decision criterion intermediate between the accuracy-and reward-maximizing decision criteria in the payoff condition, and thus will show more conservative cutoff placement in the payoff condition than in the base-rate condition. To instantiate this hypothesis we assume a simple weighting function, k = wk a + (1-w) k r where w (0 ≤ w ≤ 1) denotes the weight placed on expected accuracy maximization. This weighting function results in a single decision criterion that is intermediate between that for accuracy maximization and that for reward maximization 5 . For example, in Figure 3b , k 1 denotes a case in which w < .5, 5 Another possibility is that an intermediate decision criterion is not used, and instead the two decision criteria might compete on each trial for the opportunity to generate the categorization response (for related proposals see Ashby, Alfonso-Reese, Turken, & Waldron, 1998; Maddox & Estes, 1996) . More work is needed to determine which of these approaches is more valid. In both approaches the w parameter would have a similar interpretation. In this alternative approach the w parameter would denote the probability that the decision criterion used on a particular trial was the accuracy-maximizing criterion. In the current approach w denotes the weight placed on the accuracy-maximizing decision criterion in determining the criterion used on each trial. The current approach is taken because it is easy to instantiate and has met with reasonable success (Maddox & Dodd, 2001 ).
whereas k 2 denotes a case in which w > .5.
Flat-Maxima and Independence Predictions For Simultaneous Base-rate/Payoff Conditions
Recall from Equation 4 that lnβ o for the optimal classifier is determined completely by the sum of an independent base-rate and payoff term. This is referred to as the independence assumption of the optimal classifier.
Only a few studies have tested the independence assumption of the optimal classifier in human decision criterion learning Maddox & Bohil, 1998 Stevenson, et al, 1991) . In an early test, Stevenson, et al (1991) plotted ln(β) across base-rate conditions separately for each payoff condition using data collected by Healy and Kubovy (1981) . If independence is satisfied, then the line plots should be linear and parallel. In analysis of variance terms there would be no interaction. Stevenson, et al (1991) found generally linear, parallel line plots in support of the independence assumption. One weakness of this approach is that support for the independence assumption relies on the dangerous proposition of accepting the null hypothesis. In addition, when independence is violated, no specific alternative hypotheses that might explain potential violations of independence have been offered. In light of these facts, Maddox and Bohil (2001) developed a stronger test of the independence hypothesis through the application of a series of quantitative models--some that embodied the independence assumption of the optimal classifier and some that embodied the flat-maxima hypothesis--to decision criterion learning data from a 3:1 base-rate, a 3:1 payoff, and a 3:1 base-rate/3:1 payoff condition (each was run at 3 levels of d'). The flat-maxima hypothesis predicts that decision criterion placement in the 3:1 base-rate/3:1 payoff condition should differ systematically from that predicted from the independence assumption. The nature of this differential prediction is outlined next. In short, Maddox and Bohil (2001) found support for the models that embodied the flat-maxima hypothesis over the models that embodied the independence assumption.
Ten base-rate/payoff conditions were included in the current study. Four separate base-rate/payoff conditions were included: a 2:1 base-rate (2:1B), a 3:1 base-rate (3:1B), a 2:1 payoff (2:1P), and a 3:1 payoff (3:1P) condition. Four corresponding simultaneous base-rate/payoff conditions were included: a 2:1 base-rate/2:1 payoff (2:1B/2:1P), a 3:1 base-rate/3:1 payoff (3:1B/3:1P), a 2:1 base-rate/3:1 payoff (2:1B/3:1P), and a 3:1 base-rate/2:1 payoff (3:1B/2:1P). Finally, two conflicting simultaneous base-rate/payoff conditions were included: a 1:2 base-rate/3:1 payoff (1:2B/3:1P), and a 3:1 base-rate/1:2 payoff (3:1B/1:2P) condition. To derive the flat-maxima hypothesis and independence assumption predictions we took the following approach. First, we generated the objective reward function and steepness functions for all ten experimental conditions (based on the method used to generate Figures 2a and 2b) . Second, for a steepness value equal to zero, we derived the ln(β) predicted in the four separate base-rate/payoff conditions. Third, for the same steepness value (zero in this case) we derived the ln(β) predicted in the six simultaneous base-rate/payoff conditions. Because we used the same steepness to derive the separate and simultaneous base-rate/payoff conditions, these ln(β) values are those predicted from the flat-maxima hypothesis. Fourth, we derived the ln(β) values for the six simultaneous base-rate/payoff conditions from the independence assumption. Because a steepness value of zero is associated with the optimal decision criterion, under these conditions the flat-maxima hypothesis and the independence assumption make identical predictions. For example, in the 2:1B/2:1P condition, zero steepness is associated with the optimal decision criterion value ln(β o ) = ln(4) = 1.386. Similarly, in the 2:1B and 2:1P conditions, zero steepness is associated with the optimal decision criterion value ln(β o ) = ln(2) = .693. Assuming independence, the 2:1B/2:1P decision criterion value would be ln(2) + ln(2) = .693 + .693 = 1.386 which is identical to that predicted from the flatmaxima hypothesis.
The more interesting cases emerged when we repeated this process for a large range of positive steepness values. We selected only steepness values that resulted in ln(β) values between the optimal value (steepness = 0) and ln(β) = ln(1) = 0. The results are summarized in Figure 4 with the solid line denoting the relationship between the flat-maxima and independence predictions, and the broken line being included for comparative purposes, and denoting situations in which the two hypotheses make identical predictions. [Identical plots resulted for the 2:1B/3:1P and 3:1B/2:1P and for the 1:2B/3:1P and 3:1B/1:2P cases and so these were collapsed.] The x-axis of each panel displays criterion values derived from an independent combination of decision criteria from separate base-rate and payoff conditions. The y-axis denotes the simultaneous base-rate/payoff criterion values that share an objective reward function steepness with the separate base-rate and payoff criterion values (i.e., predicted from the flat maxima hypothesis). If the independence assumption and the flat-maxima hypothesis predict the same simultaneous base-rate/payoff criterion values, then the solid line should fall on top of the dashed line. Two main points emerge from an examination of Figure 4 . First, in the corresponding simultaneous base-rate/payoff conditions (panels a -c), the decision criterion predicted from the flatmaxima hypothesis is always larger than that predicted from the independence assumption of the optimal classifier, and thus is closer to the optimal decision criterion (except when steepness is zero, in which case both the flat-maxima and independence assumption make identical predictions). Second, the opposite pattern emerges in the conflicting simultaneous base-rate/payoff conditions (panel d). Specifically, the decision criterion predicted from the flat-maxima hypothesis is always smaller than that predicted from the independence assumption, and thus is farther from the optimal decision criterion (again except when steepness is zero).
We test these predictions in two ways. First, we compared the observed signal detection theory decision criterion estimates from each simultaneous base-rate/payoff condition with those predicted from the independence assumption. Second, we applied a series of quantitative models, based on Maddox and Dodd's (2001) Hybrid model, to the data from each individual observer that instantiated either the flat-maxima hypothesis or the independence assumption in the simultaneous base-rate/payoff conditions. To anticipate, the results provide strong support for the flatmaxima hypothesis over the independence assumption and suggest that the hybrid model provided a good account of the data from all conditions including the corresponding and conflicting simultaneous base-rate/payoff conditions, without the need to postulate any additional mechanisms. This hybrid model framework is outlined next.
Maddox and Dodd (2001) developed a hybrid model of decision criterion learning that incorporated both the flatmaxima and COBRA hypotheses. Specifically, the model assumes that the decision criterion used by the observer to maximize expected reward (k r ) is determined by the steepness of the objective reward function (see Figure 2) . A single steepness parameter is estimated from the data that determines a distinct decision criterion in every condition that has a unique objective reward function. The COBRA hypothesis is instantiated in the hybrid model by estimating the accuracy weight, w, from the data. To facilitate the development of each model consider the following equation that determines the decision criterion used by the observer on condition i trials (k i ) k i = wk ai + (1-w)k ri (6) Importantly, when base-rates are manipulated, the observer's estimate of the reward-maximizing decision criterion, derived from the flat-maxima hypothesis, is also the best estimate of the accuracy-maximizing decision criterion, resulting not in competition but simply in use of the reward-maximizing decision criterion. When payoffs are manipulated, on the other hand, the reward-and accuracy-maximizing decision criteria differ from one another. By pretraining each observer on the category structures in a baseline condition (described shortly in the Methods), we essentially pre-train the accuracy-maximizing decision criterion. This criterion is then entered into the weighting function along with the observer's estimate of the reward-maximizing decision criterion to determine the criterion used on each trial in the experimental conditions.
All of the models developed in this article are based on the decision bound model in Equation 5. Specifically, each model includes one "noise" parameter that represent the sum of perceptual and criterial noise (Ashby, 1992a; . Each model assumes that the observer has accurate knowledge of the category structures [i.e., l ο (x pi )]. To ensure that this was a reasonable assumption, each observer completed a number of baseline trials and was required to meet a stringent performance criterion (see Methods). Finally, each model allows for sub-optimal decision criterion placement where the decision criterion is determined from the flat-maxima hypothesis, COBRA hypothesis, or both following Equation 6. To determine whether the flat-maxima and COBRA hypotheses are important in accounting for each observer's data, we developed four models. Each model makes different assumptions about the k r and w values used. The nested structure of the models is presented in Figure 5 , with each arrow pointing to a more general model and models at the same level having the same number of free parameters. The number of free parameters (in addition to the noise parameter described above) is presented in parentheses. (The details of the model fitting procedure our outlined in the Results section.)
The Optimal model instantiates neither the flat-maxima nor the COBRA hypotheses by assuming that the decision criterion used by the observer to maximize expected reward is the optimal decision criterion (i.e., k r = k o ), and that there is no competition between reward and accuracy maximization (i.e., w = 0). The Flat-Maxima model instantiates the flat-maxima hypothesis, but not the COBRA hypothesis by assuming that the decision criterion used by the observer to maximize expected reward (k r ) is determined by the steepness of the ORF, and that there is no competition between reward and accuracy maximization (i.e., w = 0). A single steepness parameter is estimated from the data. This single steepness parameter determines the following six distinct k r values: (1) 2:1B and 2:1P, (2) 3:1B and 3:1P, (3) 2:1B/2:1P, (4) 3:1B/3:1P, (5) 2:1B/3:1P and 3:1B/2:1P, and (6) 1:2B/3:1P and 3:1B/1:2P. Because k r is determined from the steepness of the objective reward function, this model is constrained to predict that the k r value in the corresponding conditions will be closer to optimal than those predicted from the independence assumption of the optimal classifier, and the k r value in the conflicting conditions will be farther from optimal than those predicted from the independence assumption of the optimal classifier. Although not discussed up to this point, it is straightforward to show that the flat-maxima hypothesis also predicts more nearly optimal reward-maximizing decision criterion placement in 2:1 than in 3:1 base-rate or payoff conditions, and so one additional prediction is that the k r value in the 2:1B and 2:1P conditions will be closer to optimal than the k r value in the 3:1B and 3:1P conditions. The flat-maxima model contains the Optimal model as a special case. The COBRA model instantiates the COBRA hypothesis but not the flat-maxima hypothesis by assuming that k r = k o , while allowing for a competition between reward and accuracy maximization by estimating the Equation 6 w parameter from the data. This model contains the Optimal model as a special case. The Hybrid(w) model instantiates both the flat-maxima and the COBRA hypotheses by assuming that k r is determined by the steepness of the ORF, and that there is a competition between accuracy and reward maximization. This model contains the other three models as special cases. One more-general version of the Hybrid model was applied to the data. The Hybrid(w P ; w Corresponding ; w Conflicting ) model estimated three accuracy weights. One was applied to the two separate payoff conditions (i.e., 2:1P and 3:1P), a second was applied to the four corresponding simultaneous base-rate/payoff conditions (i.e., 2:1B/2:1P, 3:1B/3:1P, 2:1B/3:1P, and 3:1B/2:1P), and a third was applied only to the two conflicting simultaneous base-rate/payoff conditions (i.e., 1:2B/3:1P and 3:1B/1:2P). This model contains the previously described models as special cases.
A variant of the Hybrid(w) model that instantiated the independence assumption was also developed. The Hybrid(w), Independence model applied the hybrid model framework to determine the decision criteria in the separate base-rate and payoff conditions (i.e., 2:1B, 2:1P, 3:1B, and 3:1P), and then combined these independently to derive the decision criteria in the simultaneous base-rate/payoff conditions. Note that the Hybrid(w), Independence model has the same number of parameters as the Hybrid(w) model and so the fits can be compared directly. Note also that the Hybrid(w), Independence model contains the Optimal model, but no other model as a special case. [An "Independence" variant of the Hybrid(w P ; w Corresponding ; w Conflicting ) model cannot be developed because it contains accuracy weights associated specifically with the simultaneous base-rate/payoff conditions.] Another independence model was developed, but we reserve discussion of that model for the Results section Experiment This article reports the results of a categorization experiment that examined decision criterion learning in four separate (2:1B, 2:1P, 3:1B, and 3:1P), four corresponding simultaneous (2:1B/2:1P, 3:1B/3:1P, 2:1B/3:1P, and 3:1B/2:1P), and two conflicting simultaneous (1:2B/3:1P and 3:1B/1:2P) base-rate/payoff conditions. Including both corresponding and conflicting simultaneous base-rate/payoff conditions with 2:1 and 3:1 base-rate/payoff ratios leads to powerful tests of the flat-maxima hypothesis and the independence assumption predictions outlined in Figure 4 , and to a first ever test of the flat-maxima hypothesis prediction that decision criterion placement should be more nearly optimal in 2:1 than in 3:1 conditions. To examine decision criterion learning across separate and simultaneous base-rate/payoff conditions, and to test the flat-maxima and independence assumption predictions, we had each observer complete several blocks of trials in all ten base-rate/payoff conditions. First, we examined trends in decision criterion estimates from signal detection theory (and other performance measures), and followed these analyses with the application of a series of quantitative models applied to the data from all ten experimental conditions simultaneously, although separately for each observer and block of trials. Each model instantiated a different set of hypotheses about the effects of base-rate/payoff condition, and the validity of the flat maxima hypothesis and independence assumption on decision criterion placement. All analyses were performed at the individual-observer level, because of concerns with modeling aggregate data (e.g., Ashby, Maddox, & Lee, 1994; Estes, 1956; Maddox, 1999; Smith & Minda, 1998) . Method Observers. Sixteen observers were solicited from the University of Texas community. All observers claimed to have 20/20 vision or vision corrected to 20/20. Each observer completed 5 approximately 60-minute sessions. In each session the observer completed two base-rate/payoff conditions. The order of the ten conditions was determined from a Latin square. Observers were paid based on their performance in the task. Stimuli and Stimulus Generation. The stimulus was a filled white rectangular bar that varied in height from trial to trial (40 pixels wide) set flush upon a stationary base (60 pixels wide). There were two categories of bar heights, A and B, each defined by a specific univariate normal distribution (Ashby & Gott, 1988) . The separation between the Category A and B means was 45 pixels, with a standard deviation of 21 pixels for both Category A and B yielding a category d' = 2.2. Four sets of 60 stimuli were generated prior to the experiment. One set contained 30 A and 30 B stimuli and was used in all cases for which the base-rates were equal-that is, the baseline condition (to be described shortly), the 2:1P, and 3:1P conditions. The second contained 40 A and 20 B stimuli and was used in all cases with a 2:1 base-rate-that is, the 2:1B, 2:1B/2:1P, and 2:1B/3:1P conditions. The third contained 45 A and 15 B stimuli and was used in all cases with a 3:1 base-rate-that is, the 3:1B, 3:1B/3:1P, 3:1B/2:1P, and 3:1B/1:2P conditions. The fourth contained 20 A and 40 B stimuli and was used in the 1:2B/3:1P condition. Each stimulus set was generated by taking numerous random samples (of size 60) from the population, and by selecting the sample whose objective reward function was most similar (based on visual inspection) to that derived from the population. Two measures were taken to discourage information transfer across conditions. First, and most importantly, before being allowed to begin each of the ten experimental conditions, the observer completed a minimum of 60 "baseline" trials in which the base-rates were equal and the payoffs were equal. If the observer reached an accuracy-based performance criterion (no more than 2% below optimal), then two decision bound models were fit to the 60 trials of data (see Maddox & Bohil, 1998 for details). The optimal decision criterion model assumed that the observer used the optimal decision criterion (i.e., β = 1) in the presence of perceptual and criterial noise, whereas the free decision criterion model estimated the observer's decision criterion from the data. Because the optimal decision criterion model is a special case of the free decision criterion model, likelihood ratio tests were used to determine whether the extra flexibility of the free decision criterion model provided a significant improvement in fit. If the free decision criterion model did not provide a significant improvement in fit over the optimal decision criterion model then the observer was allowed to begin the experimental condition. If the free decision criterion model did provide a significant improvement in fit, then the observer completed 10 additional trials, and the same accuracy-based and model-based criteria were applied to the most recent 60 trials (i.e., trials 11-70). This procedure continued until the observer reached the appropriate criterion. Including these baseline trials, and this fairly conservative accuracy-based and model-based performance criterion, ensured that each observer had accurate knowledge of the category structures before exposure to the base-rate or payoff manipulation, and minimized the possibility of withinobserver carry-over effects from one experimental condition to the next. As an additional safeguard, different category labels were used (e.g., "burlosis" and "namitis" in one condition, and "coralgia" and "terragitis" in another condition) across the ten experimental conditions. Each experimental condition consisted of three 60-trial training blocks, followed by a 60-trial test block. During training, corrective feedback was provided on each trial (see details below). During test, no feedback was provided. The same 60 stimuli were presented (in random order) once in each training and test block. Table 1 displays the base-rates, payoffs, point totals, accuracy rates, β, and ln(β) values for the optimal classifier separately for each condition.
---------------------------------------------------------Insert Table 1 about here -----------------------------------------------------------
Procedure. Observers were told that perfect performance was impossible. However, an optimal level of performance was specified as a goal (in the form of desired point totals) in each condition. Observers were told that they were participating in several hypothetical medical diagnosis tasks, and that the length of the bar represented the results of a particular medical test. The test was designed to distinguish between two diseases, such as "burlosis" and "namitis", hereafter referred to as simply A and B. Observers were informed that they would receive the medical test result for a new patient on each trial, and that their goal was to maximize points in each condition. They were informed that these point totals would be converted into monetary values that they would receive at the end of the experiment. Observers were instructed to maximize points, and not worry about speed of responding. A typical trial proceeded as follows. A stimulus was presented on the screen, and remained until a response was made. The observer's task was to classify the presented stimulus as a member of Category A or Category B by pressing the appropriate button. During the training phase, the observer's response was followed by 750ms of feedback. Five lines of feedback were presented. The top (first) line indicated the correct disease label on that trial. The second line indicated the points earned on that trial. The third line indicated the value of a correct response (i.e., the potential points) for that trial (regardless of the observer's response). The fourth line indicated the total points earned to that point in the experiment, and the fifth (last) line indicated the maximum total points (i.e., potential total points) that could have been earned to that point in the experiment (regardless of the observer's performance). The feedback was followed by a 125ms inter-trial interval during which the screen was blank. In the test phase, the observer's response was followed by a 875ms inter-trial interval during which the screen was blank. Observers were given a break after each block of trials. At each break, the observer's accumulated point total was displayed.
Results and Theoretical Analysis Before we turn to the model-based analyses, a few words are in order regarding some basic trends in the signaldetection-theory decision criterion estimates (Green & Swets, 1966) , point totals, and accuracy rates.
Performance Trends
Because points, accuracy, and decision criterion estimates from signal detection theory are each measured on a different scale, we transformed each of these measures onto a common scale that allowed us to compare the observer's performance with that of the optimal classifier. Specifically, we computed the following three measures:
deviation from optimal decision criterion = k -k o = ln(β)/2.2 -ln(β o )/2.2 (7) deviation from optimal points = (observed points-optimal points)/(optimal points-0) (8) deviation from optimal accuracy = (observed accuracy-optimal accuracy)/(optimal accuracy-0) (9) Table 2 displays performance averaged across observers for the decision criterion, point, and accuracy deviation measures by base-rate/payoff condition, and training/test block 6 . The flat-maxima hypothesis predicts that performance should be closer to optimal in the 2:1 than in the 3:1 conditions. The COBRA hypothesis predicts that performance in the base-rate conditions should be closer to optimal than in the payoff conditions. As an initial test of these two hypotheses we conducted a 2 base-rate/payoff ratio (2:1 vs. 3:1) x 2 base-rate vs. payoff condition x 4 blocks ANOVA on the decision criterion, point, and accuracy deviation scores from the 4 separate base-rate/payoff conditions 7 . The only interaction that reached significance consistently was the base-rate vs. payoff condition x block interaction [F(3, 45) = 9.18, 3.55, and 3.98, p < .05, MSE = .028, .002, and .002, for the decision criterion, point and accuracy measures, respectively]. The general pattern was for performance to become more optimal across the three training blocks for the base-rate condition, and to become less optimal across the three training blocks for the payoff conditions. Importantly though, by the final block of training, the deviation from optimal decision criterion and points was smaller for the baserate than for the payoff conditions in support of the COBRA hypothesis. The deviation was smaller in the payoff condition for the accuracy measure which is predicted from COBRA since the observers in the payoff condition place importance on accuracy maximization, and do not sacrifice accuracy like the optimal classifier. For both base-rate and payoff conditions, performance worsened during the test block. The main effect of base-rate/payoff ratio was significant for the decision criterion measure [F(1, 15) = 12.35, p < .01, MSE = .071], was significant at the p = .07 level for the point measure [F(1, 15) = 3.77, p = .07, MSE = .005] and was non-significant for the accuracy measure. For both the decision criterion and point measures the deviation from optimal was smaller for the 2:1 than for the 3:1 conditions in support of the flat-maxima hypothesis. The main effect of base-rate vs. payoff condition was significant only for the accuracy measure [F(1, 15) = 13.28, p < .01, MSE = .006] and suggested that performance was closer to optimal in the payoff than in the base-rate conditions, in line with COBRA.
---------------------------------------------------------Insert Table 2 about here -----------------------------------------------------------
Simultaneous Base-rate/Payoff Conditions: A Comparison of the Flat-Maxima Hypothesis with the Independence Assumption of the Optimal Classifier. In the simultaneous base-rate/payoff conditions, the flat-maxima hypothesis predicts that decision criterion placement should be closer to optimal in the corresponding base-rate/payoff conditions, and farther from optimal in the conflicting base-rate/payoff conditions, than predicted from the independence assumption. To provide an initial test of this prediction we compared the observed decision criterion estimates in the corresponding and conflicting simultaneous base-rate/payoff conditions with those generated from an independent combination of the separate base-rate/payoff condition decision criterion estimates. Specifically, we subtracted the independence predictions from the observed values. We then calculated the number of observers in each condition whose data supported the flat-maxima hypothesis prediction, and conducted sign tests (assuming a null hypothesis probability of .50) on these data. In addition, we computed the average difference for each condition and conducted ttests (assuming a null hypothesis average of 0) on these data. These data are presented in Table 3 . Several comments are in order. First, there was strong support for the flat-maxima hypothesis prediction in the corresponding base-rate/payoff conditions with significant sign and t-test results for all four conditions collapsed across blocks, and in all but the first block of trials. Second, there was less support for the flat-maxima hypothesis prediction in the conflicting baserate/payoff conditions, although the flat-maxima hypothesis was supported during the second training and during the test block for the 1:2B/3:1P condition. Finally, support for the flat-maxima hypothesis predictions was lacking during the first training block, but increased as the observers gained experience with the task, and was quite large during the test block. These results provide good initial support for the flat-maxima hypothesis predictions in the simultaneous baserate/payoff conditions, and provide a foundation for the stronger model-based analyses that we turn to next.
- Table 3 about here
Each of the Figure 5 models was applied simultaneously to the data from all ten experimental conditions separately for each block and observer. Each block consisted of 60 experimental trials, and the observer was required to respond "A" or "B" for each stimulus. Thus each model was fit to a total of 600 independent response probabilities from each block (60 trials x 10 conditions). Maximum likelihood procedures (Ashby, 1992b; Wickens, 1982) were used to estimate the model parameters, and Likelihood Ratio (G 2 ) tests were used to determine whether a more general model provided a significant improvement in fit (with α = .05) over a more restricted, nested model 8 . Maximum likelihood fit values for models with the same number of parameters were compared directly. Because the models were applied separately to each block of trials, we could identify the model with the fewest free parameters that could not be improved upon (statistically) by a more general model, referred to as the most parsimonious model, for each observer in each block. However, our interest was in identifying the most parsimonious model separately for each observer. Since decision criterion shifts across trials are likely large early in learning, but are much smaller later in learning and during the test block, we decided to determine this model from the final training block and test block. Thus, the G 2 tests were based on the fit of each model summed over the last two blocks. (Using the cumulative fit across all four blocks did not change the overall pattern of results.) Even so, we do examine the parameter values separately for each block to better characterize decision criterion changes with experience. Identifying the Most Parsimonious Model. Based on Likelihood Ratio (G 2 ) tests of the maximum likelihood fit values for the four "non independence" Figure 5 models, the Hybrid(w P ; w Corresponding ; w Conflicting ) model provided the most parsimonious account of the data from 9 of the 16 observers, the Hybrid(w) model 3 of 16 observers, the Flat-Maxima model 2 of 16 observers, and the COBRA model 2 of 16 observers. The fact that the Hybrid models were superior for 12 of 16 observers suggests that both hypotheses -the flat-maxima and COBRA hypotheses -are necessary to provide an adequate account of human decision criterion learning when base-rates and payoffs are manipulated separately and simultaneously across a range of base-rate/payoff ratios 9 . In addition, it is important to note that the absolute fit of the Hybrid(w P ; w Corresponding ; w Conflicting ) model was quite good accounting for 88.3% -95.1% of the responses in the data from the 16 observers. Hybrid Model Steepness and Accuracy Weight Parameter Changes over Blocks. To determine how the observer's estimate of the reward-maximizing decision criterion changed across blocks, and to determine the magnitude of the weight placed on accuracy and how it changed across blocks, we examined the steepness and accuracy weight, w, parameters from the Hybrid(w P ; w Corresponding ; w Conflicting ) model. These values are displayed for the three training blocks and the test block averaged across observers in Figure 6 . Several results stand out. First, a one-way ANOVA on the steepness values suggested a significant effect of block [F(3, 45) = 10.06, p < .001, MSE = 4.336] that was characterized by a significant decline from training block 1 to 2 (p < .05), a non-significant decline from training block 2 to 3, and a significant increase from the final training block to the test block (p < .05). A focus on the training data suggests that the observer's reward-maximizing decision criterion approached the optimal value across the three training blocks. The increase from the final training to the test block was not completely unexpected, as we have found this pattern in other studies that included only three 60-trial training blocks (e.g., . When more training is available (e.g., six 60-trial training blocks as in Maddox & Dodd, 2001) we do not find this increase in the test block. Perhaps additional training leads to a more stable representation of the decision criterion that is less affected by the removal of trial-by-trial feedback during the test trials. Second, a one-way ANOVA on the accuracy weights, w, suggests no effect 8 These results should be interpreted with some caution since the maximum likelihood fit values assume independence in the data that is likely violated. 9 We also performed G 2 tests on the fits of the Figure 5 models applied to the data from the final training block alone, and G 2 tests on the fits of the Figure 5 models applied to the data from the test block alone. The distribution of most parsimonious models and the superiority of the Hybrid(w P ; w Corresponding ; w Conflicting ) model was similar to that obtained when the models were fit simultaneously to the data from the final training and test block. Specifically, for the final training block the Hybrid(w P ; w Corresponding ; w Conflicting ) model provided the most parsimonious account of the data from 7 of the 16 observers, the Hybrid(w) model 3 of 16 observers, the FlatMaxima model 2 of 16 observers, and the COBRA model 3 of 16 observers. For the test block the Hybrid(w P ; w Corresponding ; w Conflicting ) model provided the most parsimonious account of the data from 7 of the 16 observers, the Hybrid(w) model 4 of 16 observers, the Flat-Maxima model 2 of 16 observers, the COBRA model 1 of 16 observers, and the Optimal model 2 of 16 observers.
of training on the weight placed on accuracy. Instead, the weight placed on accuracy remained fairly constant, generally falling in the .30 -.60 range, which are similar to the values found in earlier studies conducted in our lab. Despite the lack of significance, it is worth mentioning that the weight placed accuracy (during the training blocks) was consistently largest in the separate payoff conditions, lowest in the conflicting simultaneous base-rate/payoff conditions, and was intermediate in the corresponding simultaneous base-rate/payoff conditions. Although speculative, it appears that observers are able to overcome the need to maximize accuracy when they "realize" (perhaps implicitly) that the payoffs are biasing them toward a different response than the base-rates.
Comparison of the Hybrid Model With the Hybrid, Independence Model. With no additional post hoc mechanisms, the Hybrid model captures performance in all the conditions, especially the corresponding and conflicting simultaneous base-rate/payoff conditions for which the flat-maxima hypothesis makes different predictions from that of the independence assumption of the optimal classifier. Even so, the most rigorous comparison of the flat-maxima prediction with the independence assumption requires a direct model comparison of the hybrid model with a model that assumes an independent combination of base-rate and payoff information in the simultaneous base-rate/payoff conditions. To achieve this goal, we directly compared the fit of the Hybrid(w) model with that of the Hybrid(w), Independence model (see Figure 5) since both have the same number of free parameters. The results were clear. For 9, 11, 12, and 14 of the 16 observers in training blocks 1 -3, and the test block, respectively, the Hybrid(w) model provided a better account of the data than the Hybrid(w), Independence model. Based on a sign test with a null hypothesis probability of .50, the results for blocks 1 and 2 were non-significant, and the results for block 3 and the test block were significant (p < .05).
One advantage of comparing the Hybrid(w) and Hybrid(w), Independence models is that the models are identical in all respects except whether they apply the flat-maxima hypothesis or independence assumption to the simultaneous base-rate/payoff conditions. In the separate base-rate/payoff conditions, both models assume that the flat-maxima and COBRA hypotheses are operating. Even so, one might argue that this approach biases the results in favor of the flatmaxima hypothesis since the flat-maxima hypothesis is used to generate the decision criteria for the separate baserate/payoff conditions. Another approach would be to develop a model that instantiates the independence assumption of the optimal classifier by freely estimating separate decision criterion values in the 2:1B, 2:1P, 3:1B, and 3:1P conditions and then combining these independently. While this approach lacks an underlying theory for determining the four separate base-rate/payoff condition decision criteria, it does give the independence assumption the best chance of accounting for the data. We applied this 5-parameter model (1 noise and 4 decision criteria) to the data and compared it with the 5-parameter Hybrid(w P ; w Corresponding ; w Conflicting ) model. The Hybrid(w P ; w Corresponding ; w Conflicting ) model provided a better account of the data for 3, 10, 10, and 7 of the 16 observers in training blocks 1 -3 and the test block, respectively. Interestingly, whereas the independence model was superior during the first block of training, as the observer's gained experience with the task the hybrid model framework emerged as the superior model. The current and previous model based comparisons suggest that the hybrid model that embodies the flat-maxima and COBRA hypotheses provides an excellent account of decision criterion learning across: (a) different base-rate/payoff ratios, (b) separate base-rate/payoff manipulations, (c) corresponding simultaneous base-rate/payoff manipulations, and (d) conflicting simultaneous baserate/payoff manipulations.
General Discussion This article reports the results of an experiment that examined the effects of 2:1 and 3:1 base-rate/payoff ratios, four separate base-rate/payoff manipulations, four corresponding simultaneous base-rate/payoff manipulations, and two conflicting simultaneous base-rate/payoff manipulations on decision criterion learning in perceptual categorization. Each observer completed several blocks of trials in each of these ten base-rate/payoff conditions. These conditions allowed a critical test of several predictions derived from the flat-maxima hypothesis, and allowed a direct comparison with predictions derived from the independence assumption of the optimal classifier. These predictions were compared within the framework of Maddox and Dodd's (2001; see also Maddox, in press) Hybrid model that instantiates both the flatmaxima hypothesis and the COBRA hypothesis.
The flat-maxima hypothesis suggests that the decision criterion used by the observer to maximize expected reward is determined by the steepness of the objective reward function (see Figure 2) , and makes the following three predictions. First, the decision criterion in the 2:1 condition should be closer to optimal than that from the 3:1 condition. Second, the decision criterion used in the corresponding simultaneous base-rate/payoff conditions should be closer to optimal than the decision criterion predicted from the independence assumption of the optimal classifier. Finally, the decision criterion used in the conflicting simultaneous base-rate/payoff conditions should be farther from optimal than the decision criterion predicted from the independence assumption of the optimal classifier. COBRA predicts that observers place some importance (or weight) on reward and accuracy maximization. When both goals can be achieved simultaneously, as in unequal base-rate conditions (see Figure 3a) , there is effectively no competition, and the decision criterion approaches that used by the optimal classifier. When both goals cannot be achieved simultaneously, as in unequal payoff conditions, the competition leads to the use of a decision criterion intermediate between the optimal decision criterion and the decision criterion that maximizes expected accuracy. Thus, COBRA predicts more nearly optimal decision criterion placement in base-rate as compared with payoff conditions. Maddox and Dodd's (2001) Hybrid model provided good accounts of the data, providing support for the hypothesis that the observer's reward-maximizing decision criterion is a function of the steepness of the objective reward function in all base-rate/payoff conditions, even those in which base-rates and payoffs are manipulated simultaneously, and those in which the base-rates and payoffs act in a corresponding or in a conflicting manner. This hypothesis argues against the validity of the independence assumption of the optimal classifier since the independence assumption consistently under-predicts decision criterion placement in corresponding simultaneous base-rate/payoff conditions, and over-predicts decision criterion placement in conflicting simultaneous base-rate/payoff conditions. Additional support for this claim was obtained through a direct model-based comparison of these two hypotheses. In particular, the hybrid models that assumed that the decision criterion used in the simultaneous base-rate/payoff condition was determined from the steepness of the objective reward function (i.e., the flat-maxima hypothesis) were compared with analogous hybrid models which assumed that the flat-maxima and COBRA hypotheses determined the decision criterion values in the separate base-rate and payoff conditions, but that these values were combined independently in determining the decision criterion in the simultaneous base-rate/payoff conditions. In other words, a flat-maxima explanation for decision criterion placement in the simultaneous base-rate/payoff conditions was compared directly with an independence explanation of decision criterion placement in these same conditions while holding all else equal. For 46 of the 64 comparisons (16 observers x 4 blocks) the model that instantiated the flat-maxima explanation provided a better account of the data than the model that instantiated the independence explanation. Based on a sign test with binomial probability = .5 this difference is highly significant (p < .001). The hybrid model was also compared with a model that instantiated the independence assumption, but for which the decision criteria in the four separate base-rate/payoff conditions were freely estimated. Although the decision criterion values in the four separate base-rate/payoff conditions are not theoretically motivated, this model does give the independence assumption the most freedom to account for the data. When compared with the hybrid model this independence model fared well. In 34 of 64 cases the independence model provided a superior account of the data, although this was due mainly to the superiority of the independence model during the first block of trials. Summary
In conclusion, the present study extends our understanding of decision criterion learning across a range of baserate/payoff ratios for separate and two qualitatively different types of simultaneous base-rate/payoff manipulations. Strong support for the flat-maxima and COBRA hypotheses were obtained. In addition, a flat-maxima interpretation of decision criterion learning in corresponding and conflicting simultaneous base-rate/payoff conditions provided a consistently better account of the data than an interpretation based on the independence assumption. The "mean" for the Total row is missing because it would require averaging data from conditions for which a positive difference is predicted with conditions for which a negative difference is predicted. sign test assuming a null hypothesis probability = .50 or t-test assuming a null hypothesis mean of 0 results: # .05 < p < .10; * p < .05; ** p < .01 Figure 1 . Hypothetical distributions for categories A and B. The β o = 1 decision criterion denotes the criterion that is optimal when the base-rates and payoffs are equal. This is also referred to as the equal likelihood decision criterion. The β o = 3 decision criterion denotes the criterion that is optimal when there is a 3:1 base-rate ratio, or a 3:1 payoff ratio. 
