Abstract
Introduction

27
Multi-agent concurrent systems recently emerged as a new paradigm for better understanding 28 distributed systems [11, 41] . In this kind of systems, different processes can have different 29 goals and the interactions between them may be adversarial or cooperative. Thus the latter can 30 be seen as games in the classical framework of game theory, with adversarial coalitions [32] .
31
Classical branching-time temporal logics, such as CTL * [10] , turn out to be of very limited the strategy of the agents not in A, the resulting outcome of the game, obtained by extending the main automaton and doubly exponential number of states for the satellite, and from the A track (resp., path) in a CGS G is a finite (resp., an infinite) sequence of states ρ ∈ St *
26
(resp., π ∈ St ω ) such that, for all i ∈ [0, |ρ| − 1[ (resp., i ∈ N), there exists a decision 27 d ∈ Dc such that (ρ) i+1 = τ ((ρ) i , d) (resp., (π) i+1 = τ ((π) i , d)). A track ρ is non-trivial if 28 |ρ| > 0, i.e., ρ = ε. Trk ⊆ St + (resp., Pth ⊆ St ω ) denotes the set of all non-trivial tracks
29
(resp., paths). Moreover, Trk(s) {ρ ∈ Trk : fst(ρ) = s} (resp., Pth(s) {π ∈ Pth :
30 fst(π) = s}) indicates the subsets of tracks (resp., paths) starting at a state s ∈ St.
31
A strategy for G w.r.t. a set of agents A ⊆ Ag is a partial function f A : Trk Ac A that 32 maps a non-empty trace ρ in its domain to a decision f A (ρ) of agents in A. Intuitively, a 33 strategy for agents in A is a combined plan that contains all choices of moves as a function of 34 the history of the current outcome. For a state s, we say that f A is s-total iff it is defined on 35 all non-trivial tracks starting in s that are reachable through f A itself, i.e., ρ · s ∈ dom(f A ),
36
with ρ ∈ dom(f A ), iff fst(ρ) = s and there is a counterdecision d of all the (resp., s-total) strategies of agents in A.
39
A path π in G starting at a state s is a play w.r.t. an s-total strategy f A (f A -play, for short) 40 iff, for all i ∈ N, there is a counterdecision d c A ∈ Ac Ag\A such that π i+1 = τ (π i , d), where
Observe that π is an f A -play iff π ≤i ∈ dom(f A ), for all i ∈ N. Intuitively,
42
a play is the outcome of the game determined by all the agents participating to it. By Play(f A ) s 0G = s 0 , and so on. Also, we use the same notational concept to make explicit to which CGS 11 the sets Dc, Trk, Pth, etc. are related to. Note that, we omit the subscripts if the structure can 12 be unambiguously individuated from the context. 
Syntax
18
The memoryful alternating-time temporal logic (mATL * , for short) inherits from ATL * the 19 existential A and the universal [[A]] strategy quantifiers, where A denotes a set of agents.
20
We recall that these two quantifiers can be read as "there exists a collective strategy for agents 21 in A" and "for all collective strategies for agents in A", respectively. The syntax of mATL * is 22 similar to that for ATL * : there are two types of formulas, state and path formulas. Strategy 23 quantifiers can prefix an assertion composed of an arbitrary Boolean combination and nesting 24 of the linear-time operators X "next", U "until", and R "release". The only syntactical 25 difference between the two logics is that mATL * formulas can refer to a special proposition 26 present, which enables us to refer to the present time. Readers familiar with mCTL * can see 
33 mATL * is the set of all state formulas generated by the above grammar, in which the occurrences 34 of the special proposition present is in the scope of a strategy quantifier.
35
We now introduce some auxiliary syntactical notation.
36
For a formula ϕ, we define the length lng(ϕ) of ϕ as for ATL * . Formally, (i) lng(p) 1, for
, for all Op ∈ {∧, ∨, U, R}, and (iv) lng(Qn ψ) 1 + lng(ψ), for all
40
We also use cl(ψ) to denote a variation of the classical Fischer- 
, for all Op ∈ {∧, ∨, U, R}, and (iv) cl (Qn ψ) cl(ψ), for
is the set of all basic formulas that are subformulas 6 of ϕ.
7
Finally, by rcl(ψ) we denote the reduced closure of ψ, i.e., the set of maximal basic 8 formulas contained in ψ. Formally, (i) rcl(ϕ) {ϕ}, for all basic formulas ϕ = Qn ψ,
when Op ψ is a path formula, for all
10
Op ∈ {¬, X}, and (iii) rcl(ψ 1 Op ψ 2 ) rcl(ψ 1 ) ∪ rcl(ψ 2 ) when ψ 1 Op ψ 2 is a path formula,
11
for all Op ∈ {∧, ∨, U, R}. It is immediate to see that rcl(ψ) ⊆ cl(ψ) and |cl(ψ)| = O(lng(ψ)). 
Semantics
13
As for ATL * , the semantics of mATL * is defined w.r. remaining part, which involves the memoryful feature, follows.
39
DEFINITION 3.2 (mATL * Semantics) Given a CGS G = AP, Ag, Ac, St, λ, τ, s 0 , two initial traces ρ, ρ p ∈ Trc(s 0 ), a path
Observe that the present track ρ p is used in the above definition only at Item 1 and that 6 formulas of the form A ψ and [[A]]ψ "reset the present", i.e., their satisfaction w.r.t ρ and ρ p 7 is independent of ρ p , and the present trace, for the path formula ψ, is set to ρ.
8
Let G be a CGS and ϕ be an mATL * formula. Then, G is a model for ϕ, in symbols G |= ϕ, directly follow from the semantics of the logic:
By induction on the syntactical structure of the sentences, it is easy to prove the following 
is not the empty track, but the track of length 1 made by the root of the 33 tree only. Moreover, consider the following orderings between tracks and paths of G U : (i)
35
(ii) ρ < π iff there exists a path π ∈ Pth G U such that π = ρ · π , for all ρ ∈ Trk G U (ε) and 36 π ∈ Pth G U (ε). Observe that < forms a partial order on tracks.
37
At this point, we prove the statement by showing that, for all state formulas ϕ and path
42
We now prove, by induction on the structure of formulas, the three cases of special proposi-43 tion present, atomic proposition p, and existential quantifier A ψ. The remaining cases are 44 immediate or easily derivable by the former ones.
• (ϕ = present) 1 By definition of semantics, we have that G U , ρ, ρ p |= present iff ρ = ρ p and G, unw trk (ρ), 2 unw trk (ρ p ) |= present iff unw trk (ρ) = unw trk (ρ p ). Now, by the hypothesis ρ < ρ p or 3 ρ = ρ p or ρ p < ρ on the tracks ρ and ρ p , we have that ρ = ρ p iff unw trk (ρ) = unw trk (ρ p ).
By definition of unw trk , we have that lst(unw trk (ρ)) = unw(lst(ρ)). Thus, by definition 7 of the unwinding function unw, it holds that λ G (lst(unw trk (ρ))) = λ G U (lst(ρ)). At this
Then, by definition of semantics, we have that there exists an exists an s -total strategy
we first define an auxiliary function h :
into corresponding tracks of G U . This function, can be inductively defined by means of 21 the following recursive properties:
26
At this point, we can define the strategy f A ∈ Str G (A, s ) as follows:
for all ρ ∈ dom(f A ) dom(h). Now, by a simple induction on the length of the play 28 π , we can prove that f A actually satisfies the required property. Hence, we obtain that if
Then, by definition of semantics, we have that there
ψ. Now, by the inductive hypothesis, it holds that
As an immediate corollary, we obtain that mATL * also enjoys the tree model property.
42
COROLLARY 3.4 (mATL * Tree Model Property) mATL * enjoys the tree model property.
PROOF. Consider a formula ϕ and suppose that it is satisfiable. Then, there is a CGS G such 1 that G |= ϕ. By Theorem 3.3, ϕ is satisfied at the root of the unwinding G U of G. Thus, since 2 G U is a CGT, we immediately have that ϕ is satisfied on a tree model. Let L 1 and L 2 be two logics whose semantics are defined on the same kind of structure. We holds that there are two models
14 Intuitively, each L 2 formula is not able to distinguish between two models that instead are
16
We define now the comparison of the two logics L 1 and L 2 in terms of succinctness, which PROOF. Let ϕ be an input formula for items 1-4.
7
• Items 1 and 2 follow by replacing each subformula A ψ in ϕ by A F (present ∧ ψ) 8 and A P ((Ỹ f) ∧ ψ), respectively, where P ψ is the corresponding past-time operator for F ψ andỸ ψ is the weak previous time operator, which is true if either ψ is true 10 in the previous time-step or such a time-step does not exist. Note that all the formula 11 substitutions start from the innermost subformula.
12
• Item 3 follows by replacing each subformula A ψ in ϕ by A ψ , where ψ is obtained 3.4 of [17] ). The only difference here is that, when we apply the Separation Theorem to 19 obtain a path formula as a disjunction of formulas of the form ps ∧ pr ∧ f t, where ps, pr, and f t are respectively pure-past, pure-present (i.e., Boolean combinations of atomic
21
propositions and basic formulas), and pure-future formulas, we need to substitute the 22 present proposition with f in ps and f t and with t in pr. As for the previous item, the 23 origin of the non-elementary blow-up resides in the Separation Theorem.
24
• Item 5 follows by using the formula ϕ A G ( "/" means that such a translation is impossible.
6
The numbers in brackets represent the item of 7 Theorem 4.1 in which the translation is shown. 8 We use no numbers when the translation is triv- (asymmetric) alternating automata in which it is not necessary to specify the direction (i.e., the 22 choice of the successors) of the tree on which a copy is sent. In fact, through two generalized 23 directions (existential and universal moves), it is possible to send a copy of the automaton,
24
starting from a node of the input tree, to one or all its successors. Hence, the automaton does 25 not distinguish between directions. As a generalization of symmetric alternating automata,
26
here we consider automata that can send copies to successor nodes, according to some entity 27 choice. These automata are a slight variation of automata over concurrent game structures 28 introduced in [36] .
29
We now give the formal definition of symmetric and asymmetric alternating tree automata.
30
DEFINITION 5.1 (Symmetric Alternating Tree Automata) A symmetric alternating tree automaton (SATA, for short) is a tuple A Σ, E, Q, δ, q 0 ,
31
F , where Σ, E, and Q are non-empty finite sets of input symbols, entities, and states, 32 respectively, q 0 ∈ Q is an initial state, F is an acceptance condition to be defined later, and
is an extended set of abstract directions, which maps each pair of states and input symbols which all the Boolean combinations that appear in δ are only conjunctions of moves.
7
In the following, we simply write ATA when we indifferently refer to its symmetric or 8 asymmetric version.
9
The semantics of ATAs is now given through the following related concepts of run. y ∈ R with r(y) = (q, x), there is a set of abstract moves S ⊆ ∆ × Q with S |= δ(q, v(x))
13
such that, for all (z, q ) ∈ S, it holds that:
14
• if z = (3, A) then there exists a choice d ∈ B A such that, for all counterchoices labeled N-tree R R, r such that (i) r(ε) = (q 0 , ε) and (ii) for all nodes y ∈ R with 23 r(y) = (q, x), there is a set of real moves S ⊆ ∆ × Q with S |= δ(q, v(x)) such that, for all 24 (d, q ) ∈ S, there is an index j ∈ [0, |S|[ for which it holds that y·j ∈ R and r(y·j) = (q , x·d).
25
In the following, we consider ATAs along with the parity F = (F 1 , . . . , 
30
Let R = R, r be a run of an ATA A on a tree T and R ⊆ R one of its branches. Then,
31
by inf(R ) {q ∈ Q : |{y ∈ R : r(y) = q}| = ω} we denote the set of states that occur 32 infinitely often as labeling of the nodes in the branch R . We say that a branch R of T satisfies 33 the parity acceptance condition F = (F 1 , . . . ,
35
At this point, we can define the concept of language accepted by an ATA.
36
DEFINITION 5.5 (ATA Acceptance) A SATA A = Σ, E, Q, δ, q 0 , F (resp., AATA A = Σ, ∆, Q, δ, q 0 , F ) accepts a Σ-labeled 37 B E -tree (resp., ∆-tree) T iff is there exists a run R of A on T such that all its infinite branches Now, we show how to reduce, for equivalence, a SATA to an AATA when it is known a 4 priori the structure of the trees of interest.
5
THEOREM 5.6 (SATA-AATA Reduction) Let A = Σ, E, Q, δ, q 0 , F be a SATA and B be a finite set. Then there is an AATA A = Σ,
6
B E , Q, δ , q 0 , F such that every Σ-labeled B E -tree is accepted by A iff it is accepted by A . 
Automata with satellite
12
As a generalization of ATA, here we also consider alternating tree automata with satellites
13
(ATAS, for short), in a similar way it has been done in [19] . The satellite is used to take a 14 bounded memory of the evaluated part of a path in a given structure and it is kept apart from 15 the main automaton as it allows to show a tight complexity for the satisfiability problems. We We now formally define this new fundamental concept of automaton.
19
DEFINITION 5.7 (Alternating Tree Automata with Satellite) A symmetric (resp., asymmetric) alternating tree automaton with satellite (SATAS (resp., 20 AATAS), for short) is a tuple A, S , where A Σ × P, E, Q, δ, q 0 , F (resp., A Σ × P,
21
∆, Q, δ, q 0 , F ) is an SATA (resp., AATA) and S Σ, P, ζ, p 0 is a deterministic safety 22 word automaton, a.k.a. satellite, where P is a non-empty finite set of states, p 0 ∈ P is an 23 initial states, and ζ : P × Σ → P is a deterministic transition function that maps a state and 24 an input symbol to a state. The sets Σ and E (resp., ∆) are, respectively, the alphabet and the 25 entity set (resp., direction sets) of the ATAS A, S .
26
At this point, we can define the language accepted by an ATAS.
27
DEFINITION 5.8 (ATAS Acceptance) A Σ-labeled B E -tree (resp., ∆-tree) T is accepted by a SATAS (resp., AATAS) A, S , where
is accepted by the product-automaton A Σ, E, Q × P, δ , (q 0 , p 0 ), F (resp., A Σ,
, where by 31 f [x ∈ X/y] we denote the formula in which all occurrences of x in f are replaced by y, and
32
F is the acceptance condition directly derived from F.
33
In words, δ ((q, p), σ) is obtained by substituting in δ(q, (σ, p)) each occurrence of a state q 34 with a tuple of the form (q , p ), where p = ζ(p, σ) is the new state of the satellite. By L( A,
35
S ) we denote the language accepted by the ATAS A, S .
36
In the following, we consider, in particular, ATAS along with the parity acceptance condition
37
(APTS, for short), where F (F 1 × P, . . . , F k × P).
Note that satellites are just a convenient way to describe an ATA in which the state space 1 can be partitioned into two components, one of which is deterministic, independent from the 2 other, and that has no influence on the acceptance. Indeed, it is just a matter of technicality 3 to see that automata with satellites inherit all the closure properties of alternating automata.
4
In particular, we prove how to translate an AAPTS into an equivalent NPT with only an 5 exponential blow-up in the number of states.
6
THEOREM 5.9 (AAPTS Nondeterminization) Let A, S be an AAPTS, where the main automaton A has n states and index k and the 7 satellite S has m states. Then there is an NPT N with 2 O((n·k)·log(n·k)+log(m)) states and In this section, we directly study the satisfiability and model-checking for the richer mpATL * ,
10
since we prove a tight 2EXPTIME upper bound for both the problems. 6.1 From path formulas to satellite
12
As mentioned before, an mATL * path formula is satisfied at a certain node of a path by taking 13 into account both the future and the past. Although the past is unlimited, it only requires a finite
14
representation. This is due to the fact that LTL with past operators (pLTL, for short) [ how to build the satellite that represents the memory on the past in order to solve satisfiability 18 and model-checking for mpATL * .
19
To this aim, we first introduce the following notation, where ϕ is an enf state formula: 
39
We now define the product-satellite that maintains, at the same time, a memory for all path 40 formulas ψ b contained in a basic subformula b ∈ cl(ϕ) of the mpATL * formula ϕ we want to 41 check.
42
DEFINITION 6.1 (Memory Satellite)
The memory satellite for a state formula ϕ is the satellite S ϕ AP ϕ , P ϕ , ζ ϕ , p 0ϕ , where
, for all p ∈ P ϕ , σ ⊆ AP ϕ , and b ∈ cl(ϕ). 
31
Putting the above reasoning all together, the following result holds.
32
THEOREM 6.2 (mpATL * Satisfiability) Given an mpATL * formula ϕ, we can build a Co-Büchi SATAS A ϕ , S ϕ , where A ϕ and S ϕ 33 have, respectively, 2 O(lng(ϕ)) and 2
states, such that L( A ϕ , S ϕ ) is exactly the set of 34 all the tree models of ϕ.
35
By using Theorems 6.2 and 5.10, we obtain that the check of the existence of a model for 36 a given mpATL * specification ϕ can be done in time 2
, resulting in a 2EXPTIME , resulting in an algorithm that is in PTIME w.r. Indeed, we recall that in the classic strong compliance, the former is not allowed.
10
A Mathematical Notation
11
In this short reference appendix, we report the classical mathematical notation and some 12 common definitions that are used along the whole work. n[ {k ∈ N : m < k < n} as its interval subsets, with m ∈ N and n ∈ N N ∪ {ω}, where ω is the numerable infinity, i.e., the least infinite ordinal. Given a set X of objects, we denote
17
by |X| ∈ N ∪ {∞} the cardinality of X, i.e., the number of its elements, where ∞ represents 18 a more than countable cardinality, and by 2 X {Y : Y ⊆ X} the powerset of X, i.e., the set 19 of all its subsets.
20
Relations By R ⊆ X × Y we denote a relation between the domain dom(R) X and 21 codomain cod(R) Y, whose range is indicated by rng(R) {y ∈ Y : ∃x ∈ X.(x, y) ∈ R}.
22
We use R 
31
Functions We use the symbol Y X ⊆ 2 X×Y to denote the set of total functions f from X to 32 Y, i.e., the relations f ⊆ X × Y such that for all x ∈ dom(f) there is exactly one element y ∈ cod(f) such that (x, y) ∈ f. Often, we write f : X → Y and f : X Y to indicate, 34 respectively, f ∈ Y X and f ∈ X ⊆X Y X . Regarding the latter, note that we consider f as
