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RESONANCE FREE REGIONS FOR NONTRAPPING MANIFOLDS
WITH CUSPS
KIRIL DATCHEV
Abstract. For nonpositively curved perturbations of parabolic cylinders we establish the
existence of a logarithmically large resonance free region. We use an escape function con-
struction in a compact part of the manifold and near infinity we use the method of complex
scaling. To the author’s knowledge this is the first proof of a large resonance free region for
manifolds with cusps.
1. Introduction
Resonance free regions near the essential spectrum have been extensively studied since the
foundational work of Lax-Phillips [LaPh] and Vainberg [Vai]. They have been applied to
resonant wave expansions and local wave decay, and this remains an active area [BoHa¨08,
GuNa09] with many open questions. Recent applications include resolvent estimates, local
smoothing estimates, and Strichartz estimates [Bur04, NoZw, BuGuHa]. The distribution of
resonances is also of geometric interest as it is closely related to the dynamical structure of
the set of trapped classical trajectories. Typically, more trapping results in more resonances
near the essential spectrum. In particular, the largest resonance free regions exist when there
is no trapping.
In this paper we study logarithmic resonance free regions for nontrapping manifolds with
two ends, a cusp and a funnel. General hypotheses are given in §2, but consider the following
Example. Let H2 be the hyperbolic upper half plane. Let (X, g) be a compactly supported
metric perturbation of the parabolic cylinder, 〈z 7→ z+1〉\H2 for which the curvature remains
nonpositive. As we will show in §3.2, this implies that (X, g) has no trapped geodesics.
Theorem. Let X be a manifold of dimension n, either as in the example above or as in §2.
Then there exist M0,M1 > 0 such that for all χ ∈ C∞0 (X), the cutoff resolvent χ(∆g− s(n−
1− s))−1χ continues meromorphically from Re s > (n− 1)/2 to the region
{s ∈ C : | Im s| > M0,Re s > −M1| Im s|}, (1.1)
with only finite rank poles, which are independent of χ. Moreover, for any M2 > 0 there
exists M3 > 0 such that the continuation is holomorphic in the region
{s ∈ C : | Im s| > M3,Re s > −M2 log | Im s|}. (1.2)
Here ∆g is the unique self-adjoint extension of the nonnegative Laplace-Beltrami operator
on C∞0 (X). We will see in §3.4 that the essential spectrum of ∆g is given by [(n−1)2/4,∞).
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Im s = M
Im s = M0
3
Re s = - M log Im s2
Re s = (n - 1)/2
Im s = 0
Re s = - M Im s1
Figure 1. Initially the resolvent (∆g − s(n − 1 − s))−1 is defined only on
{s : Re s > (n − 1)/2, s(n − 1 − s) 6∈ σpp}. Light gray shading indicates the
region to which χ(∆g − s(n − 1 − s))−1χ can be continued meromorphically,
and dark gray shading indicates the region to which it can be continued holo-
morphically. Black dots represent poles of the resolvent, that is to say finite
multiplicity eigenvalues, and crosses represent poles of the meromorphic con-
tinuation, that is to say finite multiplicity resonances.
Hence, on {s : Re s > (n− 1)/2, s(n− 1− s) 6∈ σpp} where σpp is the pure point spectrum of
∆g,
(∆g − s(n− 1− s))−1 : L2(X)→ L2(X).
However, ‖(∆g − s(n − 1 − s))−1‖L2(X)→L2(X) → ∞ as Re s → (n − 1)/2. Nonetheless, we
show that for any χ ∈ C∞0 (X) we can meromorphically continue the cutoff resolvent
χ(∆g − s(n− 1− s))−1χ : L2(X)→ L2(X), (1.3)
across the essential spectrum {s ∈ C : Re(s) = (n − 1)/2}, and that there is a logarithmic
high-energy resonance-free region (see Figure 1).
In particular, in the region where the continuation of the cutoff resolvent is holomorphic, the
spectrum of ∆g is absolutely continuous (see for example [ReSi, Theorem XIII.20]).
The poles of the meromorphic continuation in (1.3) are called resonances, and in the case of
asymptotically hyperbolic manifolds work of Mazzeo and Melrose [MaMe87] and Guillarmou
[Gui05] shows that the continuation extends to C\{n/2 − k, k ∈ N}, and [Gui05, Theorem
1.4] gives a necessary and sufficient condition for the continuation to extend to C.
Such logarithmic resonance free regions go back to work of Lax and Phillips [LaPh] and
Vainberg [Vai] on obstacle scattering in Euclidean space. When X is Euclidean outside of a
compact set, the result of the Theorem is proven for very general nontrapping perturbations
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of the Laplacian by Sjo¨strand and Zworski in [SjZw07, Theorem 1], which extends earlier
work of Martinez [Mar02] and Sjo¨strand [Sjo¨90].
In [CaVo02, Corollary 1.2], Cardoso and Vodev, extending work of Burq [Bur98], prove
resolvent estimates for very general infinite volume manifolds which imply an exponentially
small resonance free region of the form {s ∈ C : | Im s| ≥M2,Re s−(n−1)/2 ≥ −e−M1|s|}. To
the author’s knowledge the result in the present paper is the first proof of a large resonance
free region for manifolds with cusps.
In many situations we also have information about the distribution of resonances away from
the essential spectrum. For example, when (X, g) is the quotient of H2 by z 7→ z + 1,
Borthwick [Bor, §5.3] explicitly calculates the integral kernel of (∆g − s(1 − s))−1 in terms
of Bessel functions and shows that the meromorphic continuation in (1.3) is holomorphic in
C\{1/2}, and has only a simple pole at s = 1/2. In [GuZw97, Theorem 1.3], Guillope´ and
Zworski study more general Riemann surfaces and, under a condition on the 0-volume of the
surface, prove the existence of infinitely many resonances and give optimal lower and upper
bounds on their number in disks. We give an application of their result to our setting in
§3.3.
The above Theorem also provides a first step in support of the following
Conjecture (Fractal Weyl upper bound). Let Γ be a geometrically finite discrete group of
isometries of H2 such that X = Γ\H2 is a smooth surface of infinite area. Let R(X) denote
the set of resonances of X counted with multiplicity, let K ⊂ T ∗X be the set of maximally
extended geodesics which are precompact, and let m be the Hausdorff dimension of K. Then
for any C0 > 0 there is C1 > 0 such that
#{s ∈ R(X) : r ≤ Im s ≤ r + 1, Re s ≥ −C0} ≤ C1rm/2−1.
The terminology comes from the fact that this is a partial generalization to the case of
resonances of the Weyl asymptotic for eigenvalues of a compact manifold. If Γ\H2 has
funnels but no cusps, this is follows from work of Zworski [Zwo99] and Guillope´-Lin-Zworski
[GLZ04], and if it has cusps but no funnels, this follows from work of Selberg [Sel]. The
remaining case is the one where Γ\H2 has both cusps and funnels. The methods of the
present paper, combined with those of [SjZw07], provide a possible program toward this
conjecture. The crucial missing ingredient is the adaptation of the escape function in the
cusp (constructed in §8 below) to a trapping situation.
We will take a semiclassical approach to the Theorem, and accordingly introduce the operator
P
def
= h2
(
e−ϕ∆geϕ − (n− 1)
2
4
)
− 1, (1.4)
with ϕ ∈ C∞(X) satisfying (3.7) and (3.10) below. It is sufficient to proceed as follows.
We will prove that there exists a family of operators R(ζ) : L2comp(X) → L2loc(X) such that
R(ζ) = (P − ζ)−1 for Im ζ > 0, and there exists C > 0 and h0 > 0 such that for 0 < h ≤ h0,
R(ζ) : L2comp(X)→ L2loc(X) is meromorphic
with finite rank poles in {ζ ∈ C; |ζ| ≤ 1/C}. (1.5)
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Moreover, for any C > 0, there exists h0 > 0 such that for 0 < h ≤ h0,
R(ζ) : L2comp(X)→ L2loc(X) is holomorphic in {ζ ∈ C; |ζ| ≤ Ch log(1/h)}. (1.6)
Observe that (1.5) implies (1.1), and that (1.6) implies (1.2).
To prove (1.5) and (1.6), in §7 we will use the results of §5 and §6 to holomorphically deform
P into a family of nonselfadjoint operators PR, parametrized by R ∈ [1,∞), such that for
every χ ∈ C∞0 (X) there exists R such that χPR = χP . We will show that (1.5) and (1.6)
follow respectively from the claims that
For all R, the spectrum of PR in {ζ ∈ C; |ζ| ≤ 1/C} consists of a discrete set
of eigenvalues of finite multiplicity, and this spectrum is independent of R.
(1.7)
and
P5 has no spectrum in {ζ ∈ C; |ζ| ≤ Ch log(1/h)}. (1.8)
The choice of R = 5 here is for convenience: as a result of (1.7) we see that if PR has no
spectrum in {|ζ| ≤ Ch log(1/h)} for one value of R, the same is true for all R.
To obtain the PR we use the method of complex scaling of Aguilar and Combes [AgCo71] and
Simon [Sim72], following the geometric approach of Sjo¨strand and Zworski [SjZw91]. Our
assumptions on X allow us to separate variables near infinity, and the conjugation by eϕ
allows us to write P near infinity as a direct sum of one-dimensional Schro¨dinger operators
Qjm. We will define PR by deforming these Qjm holomorphically. For this procedure we
follow Zworski [Zwo99], who defines a complex scaling based on separation of variables in
the case where X is a convex co-compact quotient of H2. The main new difficulties in our
case are that our manifold has a cusp, and that it is only analytic outside of a compact
set. This requires holomorphic deformations which are substantially different from those of
[Zwo99].
To prove (1.8) we will microlocally deform the operator P5 in a compact region of the phase
space T ∗X to an operator P5,ε, and we will prove that
‖u‖L2ϕ(X) ≤
C
h log(1/h)
‖P5,εu‖L2ϕ(X), (1.9)
where ‖u‖L2ϕ(X)
def
= ‖eϕu‖L2(X). We deform by conjugating by an exponential weight con-
structed using a nontrapping escape function, that is to say a function which is uniformly
increasing along geodesic trajectories in T ∗X. This conjugation preserves the spectrum, and
will allow us to apply a positive commutator estimate to obtain (1.9).
An outline of the paper is as follows.
• In §2 we give our assumptions on X.
• In §3 we present basic consequences of our assumptions for ∆g and give examples of
manifolds satisfying these assumptions.
• In §4 we review the results for pseudodifferential operators needed in §7 and §9.
• In §5 we define the complex scaled operators in the cusp.
• In §6 we define the complex scaled operators in the funnel.
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• In §7 we define the full complex scaled operators and prove (1.7). We further prove
that (1.7) ⇒ (1.5) and (1.8) ⇒ (1.6).
• In §8 we define a nontrapping escape function using the assumptions from §2.
• In §9 we combine the complex scaling and the escape function to prove (1.9) and as
a consequence (1.8).
• In the Appendix we give computations of sectional curvature which are needed for
the examples in §3.2.
2. Assumptions on X.
Our assumptions are divided into two classes. The first class, given in §2.1, concerns only
the structure of the manifold near infinity, and under those assumptions we will prove the
meromorphic continuation. More precisely we will prove (1.7), and as a consequence (1.5)
and (1.1). In particular the construction of the PR will depend only on the assumptions in
§2.1. The second class of assumptions are global dynamical assumptions, and they will be
needed to prove (1.8), and as a consequence (1.6) and (1.2). We present them in §2.2, but
will use them only in §8 and §9.
2.1. General assumptions on X. These assumptions are needed throughout the paper.
X 0 CX XF
Figure 2. The manifold X and its decomposition into X0, XC , and XF .
Let X be a smooth Riemannian manifold with infinity given by a cusp and a funnel. More
precisely, we have
X = X0 ∪XC ∪XF ,
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whereX0 is a compact manifold with boundary such that ∂X0 = ∂XC∪∂XF , X0∩XC = ∂XC ,
X0 ∩XF = ∂XF , XC ∩XF = ∅. We assume that
XC ∼= [0,∞)r × SC , g|XC = dr2 +
e−2r
β2C(r)
σC , (2.1)
XF ∼= [0,∞)r × SF , g|XF = dr2 +
e2r
β2F (r)
σF , (2.2)
where (Sj, σj) are compact Riemannian manifolds of dimension n−1, and each βj : [0,∞)→
(0,∞) is an analytic function which extends to a holomorphic function on a conic neighbor-
hood of the positive real axis. We require further that
|βj(z)− 1| ≤ 1/3 (2.3)
in this conic neighborhood. Using Cauchy estimates, we find that
|β(k)j (z)| ≤ Ck|z|−k, (2.4)
uniformly in a slightly smaller conic region. Fix θ > 0 such that (2.4) holds on {z ∈
C : | arg z| < θ}. For convenience of exposition, take θ ∈ (0, pi/2) small enough that
tan θ ≤ 1/2. (2.5)
A larger θ would allow a better constant M1 in (1.1), but we do not pursue this here. Under
a stronger assumption on βF we would be able to apply the results of [MaMe87] and [Gui05]
to obtain a meromorphic continuation to C. We instead prove our meromorphic continuation
directly, which allows us to treat a slightly more general case and also makes the presentation
more self-contained.
In the case of the parabolic cylinder βF ≡ βC ≡ 1, and in the case of a hyperbolic funnel
βF (r) = e
r+R sech(r +R) for some R > 0. By taking X0 larger if necessary, we may assume
without loss of generality that
|β′′j (r)|+ |β′j(r)| ≤ βj(r)/2, j ∈ {C,F}, r ∈ [0,∞). (2.6)
We also introduce the shorthand notation
XCa
def
= XC ∩ {r ≥ a}, XFa def= XF ∩ {r ≥ a}.
We remark that we could also replace the funnel end by a Euclidean end, that is to say
replace XF by XE, where XE ∼= Rn\B(0, 1) is equipped either with the Euclidean metric or
with a metric which is asymptotically Euclidean in the sense of [SjZw07, (1.6)]. In this case
the construction is simpler and follows more closely [SjZw07]. The complex scaling based
on separation of variables discussed in §6 is replaced by the standard complex scaling as
described in [SjZw07, §3.5], and the escape function in the funnel, GF , from §8 is replaced
with the Euclidean escape function G from [SjZw07, §4.2].
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2.2. Global dynamical assumptions on X. These assumptions are needed only in §8
and §9, where we prove the holomorphic continuation.
Assume that X is nontrapping. This means that no maximally extended geodesic is precom-
pact. Assume also that if γ ⊂ X is a maximally extended geodesic, then γ ∩XC has at most
one connected component.
We will see in §3.2 that these assumptions are satisfied in the case of nonpositive curvature.
3. Preliminaries
This section is organized as follows.
• In §3.1 we give consequences of the assumptions in 2.1 for geodesic trajectories on
X.
• In §3.2 we show that a nonpositive curvature assumption implies the dynamical
assumptions in §2.2, giving us a class of manifolds to which our results are applicable.
• In §3.3 we give some examples of manifolds satisfying our assumptions which have
infinitely many resonances.
• In §3.4 we compute ∆g near infinity, and specify the conjugation used to define P in
(1.4). We then deduce the essential spectrum, and give the separation of variables
which we use in §7 to define the complex scaled operators PR.
3.1. Dynamics near infinity. Geodesics in the funnel escape to infinity either as t → ∞
or as t→ −∞. Indeed from (2.2) we see that p, the geodesic Hamiltonian, is given by
p = ρ2 + βF (r)
2e−2rα,
in the funnel XF , where ρ is dual to r, and α is the geodesic hamiltonian of SF . From this
we conclude that, along geodesic flowlines, we have
r˙(t) = Hpρ = 2ρ(t),
ρ˙(t) = −Hpr = 2
[
1− β˙F (r(t))
βF (r(t))
] (
p− ρ(t)2) ,
so long as the trajectory remains within XF . Dividing the second equation by p− ρ(t)2 and
integrating both sides we find that
ρ(t) =
√
p tanh
[
2
√
p
(
t+
∫ t
0
β˙F (r(s))
βF (r(s))
ds
)
+ tanh−1
(
ρ(0)√
p
)]
, (3.1)
Now fix r(0) ∈ (0,∞), observe that by (2.6) we have |β˙F (r)/βF (r)| ≤ 1/2 for r ≥ r(0), and
take ρ(0) ≥ 0. We claim that
lim
t→∞
r(t) =∞.
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If ρ(0) =
√
p then ρ˙(t) ≡ 0 and r(t) = r(0) + 2√pt so we have the claim. Otherwise observe
that we always have ρ˙ > 0 and r˙ ≥ 0, so by (3.1) we have limt→∞ ρ = √p. Consequently r˙
is uniformly bounded below and we again have the claim.
By contrast geodesics in the cusp can escape to infinity only if ρ ≡ 0, and otherwise must
enter X0 in finite time. Indeed, in this case we have
p = ρ2 + βC(r)
2e2rα,
where again ρ is dual to r, and this time α is the geodesic hamiltonian of SC . Now
r˙(t) = Hpρ = 2ρ(t),
ρ˙(t) = −Hpr = −2
[
1 +
β˙C(r(t))
βC(r(t))
] (
p− ρ(t)2) ,
and consequently
ρ(t) =
√
p tanh
[
−2√p
(
t+
∫ t
0
β˙C(r(s))
βC(r(s))
ds
)
+ tanh−1
(
ρ(0)√
p
)]
, (3.2)
while the trajectory remains in XC . Once again, if ρ(0) =
√
p we have r(t) = r(0)+2
√
pt and
hence limt→∞ r(t) = ∞. Otherwise observe that if the trajectory remained in XC always,
then (3.2) would be always valid. But according to (3.2) we would have ρ → −√p which
would force r(t)→ −∞, which is impossible.
3.2. A family of examples. In this section dg(p, q) denotes the distance between p and q
with respect to the Riemannian metric g, and Lg(c) denotes the length of a curve c with
respect to g.
Generalizing slightly the example at the beginning of the paper, let n ≥ 2, let (Hn, gh) be
the hyperbolic upper half space,
(Hn, gh) =
({x = (x1, . . . , xn) ∈ Rn, x1 > 0} , x−21 (dx21 + · · ·+ dx2n)) ,
and (X, gh) be the parabolic cylinder obtained by taking the quotient by {x 7→ x+c1, . . . , x 7→
x + cn−1}, where the cj are linearly independent vectors in Rn−1 = (0, x2, . . . , xn). Define
(X, g) by taking g as follows. Take real numbers 0 < xm < xM , and let XC = X∩{x1 ≥ xM}
and XF = X ∩{x1 ≤ xm}. The r coordinate in the case of XC is r = log x1− log xM , and in
the case of XF it is r = log x
m−log x1. The metrics σC and σF are taken such that dr2+e2rσC
and dr2 + e−2rσF agree with gh in XC and XF respectively. The functions βC and βF can
be taken to be any functions satisfying the hypotheses in the first paragraph of §2.1. Now
let g be any metric with all sectional curvatures nonpositive obeying (2.1) and (2.2). The
calculation in the Appendix shows that the curvature in XC and XF is nonpositive so long
as (2.6) holds.
The assumptions in §2.2 will follow from the following classical theorem, (see for example
[BrHa99, Theorem III.H.1.7]).
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Proposition 3.1 (Stability of quasi-geodesics). Let (Hn, gh) be hyperbolic n-space, let p, q ∈
Hn, and let γh : [t1, t2] → Hn be the geodesic from p to q. Suppose c : [t1, t2] → Hn satisfies
c(t1) = p, c(t2) = q, and
1
C1
|t− t′| ≤ dgh(c(t), c(t′)) ≤ C1|t− t′|, (3.3)
for all t, t′ ∈ [t1, t2]. Then
max
t∈[t1,t2]
dgh(γh(t), c(t)) ≤ C2, (3.4)
where C2 depends only on C1.
To apply this theorem, observe first that just as gh descends to a metric on X, so g lifts to
a metric on Hn. By abuse of notation we call the lifted metric g as well. Observe that by
construction we have a constant Cg such that
1
Cg
gh ≤ g ≤ Cggh. (3.5)
Indeed on a compact set this is true for any pair of metrics, and an explicit calculation shows
it to be true in XC and XF . We will show that if c is a unit speed g-geodesic in Hn, then
(3.3) holds with a constant C1 depending only on Cg. This is equivalent to proving that
1
C1
dg(p, q) ≤ dgh(p, q) ≤ C1dg(p, q), (3.6)
holds for all p, q ∈ Hn, with a constant C1 which depends only on Cg. For this last we
compute as follows: let γ be a unit speed g-geodesic from p to q. Then
dgh(p, q) ≤ Lgh(γ) =
∫ t2
t1
√
gh(γ˙, γ˙)dt ≤
√
Cg
∫ t2
t1
√
g(γ˙, γ˙)dt
=
√
CgLg(γ) =
√
Cgdg(p, q).
Notice that for the last equality we have used the nonpositive curvature assumption; more
specifically we used the fact that in this setting geodesics are always distance-minimizing.
This proves the second inequality of (3.6), and the first follows from the same calculation
once we observe that the hypothesis (3.5) is unchanged if we switch g and gh.
Now (3.4) implies the nontrapping assumption immediately because if γh is a gh-geodesic,
then for any x ∈ X we have
lim
t→∞
dgh(γh, x) = limt→∞
dg(γh, x) =∞,
and consequently the same must be true if γh is replaced by a g-geodesic γ.
We must check finally that if γ is a maximally extended g-geodesic in X, then γ ∩XC has at
most one connected component. We will actually check that for N sufficiently large, if γ is
instead a maximally extended g-geodesic in Hn, then γ∩{x1 ≥ N} has at most one connected
component. The conclusion will then follow provided we redefine our decomposition of X so
that XC = {x1 ≥ N}.
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We argue by way of contradiction. Recall from the dynamics computations in §3.1 that ρ
is nonincreasing in XC . As a result, if γ ∩ {x1 ≥ N} is to have two connected components,
then γ must pass through {x1 ≤ xM} in the intervening time, and there must exist times
t1 < t2 < t3 such that x1(γ(t1)) = x1(γ(t3)) = N , x1(γ(t2)) = x
M . Now the gh-geodesic
γh : [t1, t3] → Hn joining γ(t1) to γ(t3) has x1(γ(t)) ≥ N for all t ∈ [t1, t3]. It follows that
dgh(γh(t2), γ(t2)) ≥ logN − log xM , and if N is large enough this violates (3.4).
3.3. Examples with infinitely many resonances. In this section we specialize the ex-
amples of §3.2 to the case n = 2, βC ≡ 1, βF = er sech(r +R) for some R > 0.
Let R(s) denote the meromorphic continuation of χ(∆g − s(1− s))−1χ. In this case, R(s) is
meromorphic in C, and near each pole s0 we have
R(s) = χ
(
k∑
j=1
Aj
(s− s0)j + A0(s)
)
χ,
where the Aj for 1 ≤ j ≤ k are finite rank operators L2comp(X) → L2loc(X) and A0(s) is
holomorphic near s0. The multiplicity of a pole, m(s0) is given by
m(s)
def
= rank
(
k∑
j=1
Aj
)
.
We put
(X0F , gh) = ([0,∞)× (R/`Z), dr2 + cosh2 rdt2),
with ` chosen as a function c1, x
m and R so that
(XF , g) ∼= ([1,∞)× (R/`Z), dr2 + cosh2 rdt2).
We define the 0-volume of X by
0 - vol(X)
def
= volg(X0) + volg(XC)− volgh(X0F\XF ).
Now [GuZw97, Theorem 1.3] says that
Proposition 3.2 (Bounds on the number of resonances). If 0-vol(X) 6= 0, then there exists
a constant C such that
r2/C ≤
∑
|s|≤r
m(s) ≤ Cr2, r > C.
Hence provided we ensure that 0-vol(X) 6= 0 by adjusting the metric in X0, the meromorphic
continuation in (1.3) will have order r2 resonances in a disk of radius r, but none of them
will be in the logarithmic region (1.2).
RESONANCE FREE REGIONS FOR NONTRAPPING MANIFOLDS WITH CUSPS 11
3.4. The essential spectrum and separation of variables. In the funnel the nonnega-
tive Laplace-Beltrami operator, ∆g, is given by
∆g|XF =
1√|g|
n∑
k,l=1
Dk
(√
|g|gklDl
)
= grrD2r +
1√|g|
(
Dr
√
|g|
)
grrDr + (Drg
rr)Dr + (e
−rβF (r))2∆SF
= D2r + i(n− 1)
(
β′F (r)
βF (r)
− 1
)
Dr + (e
−rβF (r))2∆SF ,
where |g| = det g = (e−rβF (r))−2(n−1) detσj, Dk = −i∂k, and ∆SF is the Laplacian on SF .
Suppose ϕ ∈ C∞(X) obeys
ϕ|XF =
n− 1
2
(−r + log βF (r)) . (3.7)
Then conjugating by the unitary operator:
eϕ : L2([0,∞)× SF , drdVSF )→ L2
(
XF , e
−2ϕdrdVSF
)
(3.8)
u(r, y) 7→ eϕu(r, y),
where dVSF is the volume form on SF (note that e
−2ϕdrdVSF is the volume form on XF )
gives
e−ϕ(∆g|XF )eϕ = D2r + (e−rβF (r))2∆SF +
(n− 1)2
4
+ VF (r), (3.9)
with
VF (r)
def
= −(n− 1)
2
2
β′F (r)
βF (r)
− n− 1
2
β′′F (r)
βF (r)
+
n2 − 1
4
(β′F (r))
2
(βF (r))2
obeying |V (k)F (r)| ≤ Ck|r|−k−1.
Similarly in the cusp we must impose
ϕ|XC =
n− 1
2
(r + log βC(r)) . (3.10)
to obtain
eϕ : L2([0,∞)× SC , drdVSC )→ L2
(
XC , e
−2ϕdrdVSC
)
(3.11)
u(r, y) 7→ eϕu(r, y),
and
e−ϕ(∆g|XC )eϕ = D2r + (erβC(r))2∆SC +
(n− 1)2
4
+ VC(r), (3.12)
with
VC(r)
def
=
(n− 1)2
2
β′C(r)
βC(r)
− n− 1
2
β′′C(r)
βC(r)
+
n2 − 1
4
(β′C(r))
2
(βC(r))2
obeying |V (k)C (r)| ≤ Ck|r|−k−1.
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This shows that the essential spectrum of ∆g is [(n−1)2/4,∞): the compactness of X0 ⊂ X
prevents its geometric properties from affecting this part of the spectrum (see for example
[ReSi, Theorem XIII.14, Corollary 3]).
This gives rise to the following separation of variables. Let j ∈ {C,F}, and let (λj1, λj2, . . . )
be the sequence of eigenvalues of Sj, in increasing order and with multiplicity. Now if u is a
function supported in Xj we may write
u(r, y) =
∞∑
m=1
ujm(r)φjm(y),
where φjm is the eigenfunction corresponding to λjm. If u ∈ L2loc(Xj), we have ujm ∈
L2loc([0,∞)), and
ujm(r) =
∫
Sj
u(r, y)φjm(y)dSy, (3.13)
for almost every r. We may now write
Pu(r, y) =
( ∞∑
m=1
[
Qj(h
2λjm)ujm(r)
]
φjm(y)
)
,
with the Qj(α) a family of ordinary differential operators parametrized by α ∈ [0,∞),given
by
QF (α) = h
2D2r + e
−2rαβF (r) + h2VF (r)− 1, (3.14)
and
QC(α) = h
2D2r + e
2rαβC(r) + h
2VC(r)− 1. (3.15)
We will treat the Vj as lower order terms, and use only the fact that they are holomorphic
in {z ∈ C : | arg z| ≤ θ}, and satisfy
|V (k)j (z)| ≤ C|z|−k−1
uniformly there. We will not use the explicit formulas for them derived in §3.4, which is
important for applications to general relativity, more precisely to the Schwarzschild and
De Sitter-Schwarzschild models for static black holes: see for example [Sa´Zw97, BoHa¨08,
MeSa´Va].
Finally we discuss the domain of P . The domain of ∆g is given by
H2(X)
def
= {u ∈ L2(X) : ∆gu ∈ L2(X)}.
By definition P is an unbounded operator on L2ϕ(X)
def
= {eϕu : u ∈ L2(X)}, and its domain
is
H2ϕ(X)
def
= {u ∈ L2ϕ(X) : e−ϕ∆geϕu ∈ L2ϕ(X)} = {eϕu : u ∈ H2(X)}.
4. Pseudodifferential operators
We review here standard material from microlocal analysis, following the presentation of
[EvZw] (see also [DiSj99]).
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4.1. Pseudodifferential operators on Rn. We use the notation Sm,kδ (Rn) to denote the
symbol class of functions a = a(h, x, ξ), a ∈ C∞((0, 1)× T ∗Rn) which obey∣∣∣∂αx∂βξ a∣∣∣ ≤ Cα,βh−k−δ(|α|+|β|)(1 + |ξ|2)(m−|β|)/2, (4.1)
uniformly in T ∗Rn. The semiclassical principal symbol of a is the equivalence class of a in
Sm,kδ (Rn)/S
m−1,k−1
δ (Rn).
We quantize a ∈ Sm,kδ (Rn) to an operator Op(a) using the formula
(Op`(a)u)(x) =
1
(2pih)n
∫∫
ei(x−y)·ξ/ha (h, x, ξ)u(y)dydξ, (4.2)
and say that Op`(a) ∈ Ψm,kδ (Rn). Observe that supp Op`(a)u ⊂ supp a(h, ·, ξ). From [EvZw,
Theorem 4.22] we know that for a ∈ S0,0δ (Rn) with δ ≤ 1/2, the operator Op(a) is bounded
L2(Rn) → L2(Rn) uniformly in h. Using the composition property [EvZw, Theorem 8.2]
we see that if a ∈ Sm,kδ (Rn) with δ ≤ 1/2, then hk Op(a) is uniformly bounded Hsh(Rn) →
Hs−mh (Rn) for all s, where
‖u‖Hsh(Rn)
def
= ‖(1 + h2∆)s/2u‖L2(Rn).
Moreover if A ∈ Ψm,kδ (Rn) and B ∈ Ψm
′,k′
δ (Rn), then AB ∈ Ψm+m
′,k+k′
δ (Rn) and commutator
[A,B] ∈ Ψm+m′−1,k+k′−1δ (Rn). If a and b are respectively the semiclassical principal symbols
of A and B, then the semiclassical principal symbol of [A,B] is ih−1{a, b}, where {·, ·}
denotes the Poisson bracket.
For K ⊂ T ∗Rn such that either K or its complement is precompact in the ξ variable, we say
that a ∈ Sm,kδ (Rn) is elliptic on K if
|a| ≥ ch−k(1 + |ξ|2)m/2, (4.3)
uniformly for (x, ξ) ∈ K. We say that A ∈ Ψm,kδ (Rn) is elliptic on K if its principal symbol
a is.
We define the semiclassical wavefront set of a pseudodifferential operator A ∈ Ψm,kδ (Rn),
which we denote by WFhA, as follows. We say that a point (x0, ξ0) ∈ T ∗Rn is not in WFhA
if |∂αa| = O(h∞) near (x0, ξ0) for any multiindex α, where a is the full symbol of A (that is
to say, A = Op`(a)). What will be important for us is that
WFhA ∩WFhB = ∅ =⇒ ‖AB‖H−Nh (Rn)→HNh (Rn) = O(h
N), ∀N ∈ N, (4.4)
provided at least one of A and B is the quantization of a function in C∞0 (T
∗Rn). This again
follows from the composition formula [EvZw, Theorem 8.2].
The wavefront set allows us to define a notion of local invertibility in a region where an
operator is elliptic. If A ∈ Ψm,kδ (Rn) with δ < 1/2 is elliptic on K ⊂ T ∗Rn, we have the
following estimate
‖Bu‖Hsh(Rn) ≤ Chk‖ABu‖Hs+mh (Rn), (4.5)
14 KIRIL DATCHEV
for h ∈ (0, h0], provided WFhB ⊂ K◦ and either K or its complement is precompact in
the ξ variable. The constants C and h0 depend on finitely many derivatives of the principal
symbol of A.
We will also need the sharp G˚arding inequality [EvZw, Theorem 4.2]. This says that if
A ∈ Ψ0,00 (Rn) has principal symbol a obeying a ≥ 0 on K ⊂ T ∗Rn, then
〈ABu,Bu〉L2(Rn) ≥ −Ch‖Bu‖2L2(Rn), (4.6)
provided WFhB ⊂ K◦ and either K or its complement is precompact in the ξ variable.
4.2. Pseudodifferential operators on a manifold. The results in the previous section
can be directly extended to the case of a noncompact manifold X, provided we require
our estimates to be uniform only on compact subsets of X. For this reason the distinction
between L(X) and L2ϕ(X) will not be relevant for this section, as these two spaces are the
same on compact subsets of X.
Write Sm,kδ (X) for the symbol class of functions a ∈ C∞((0, 1) × T ∗X) satisfying (4.1) on
coordinate patches (note that this condition is invariant under change of coordinates). The
principal symbol corresponding to a is the equivalence class of a in Sm,kδ (X)/S
m−1,k−1
δ (X).
We quantize a ∈ Sm,kδ (X) to an operator a` ∈ Ψm,kδ (X) by using a partition of unity and the
formula (4.2) in coordinate patches. Our quantization depends on the choice of partition
of unity and on the choice of coordinates, but the class Ψm,kδ (X) does not. Observe that
supp a`u ⊂ supp a(h, ·, ξ). In this case we have boundedness of the operator only on compact
subsets of X, that is if A ∈ Ψm,kδ (X) and K0 ⊂ X is compact, then hkA is uniformly bounded
Hsh(K0)→ Hs−mh (K0), where
‖u‖Hsh(K0)
def
= ‖(1 + h2∆g)s/2u‖L2(K0).
Just as in the case X = Rn, if A ∈ Ψm,kδ (X) and B ∈ Ψm
′,k′
δ (X), then AB ∈ Ψm+m
′,k+k′
δ (X)
and commutator [A,B] ∈ Ψm+m′−1,k+k′−1δ (X). If a and b are respectively the semiclassical
principal symbols of A and B (the principal symbol remains invariantly defined for manifolds,
although the total symbol does not), then the semiclassical principal symbol of [A,B] is
ih−1{a, b}, where {·, ·} denotes the Poisson bracket arising from the natural symplectic form
on T ∗X.
We say that a ∈ Sm,kδ (X) is elliptic on a set K ⊂ T ∗X if it satisfies (4.3) in local coordinates
on K and if either K or its complement is precompact in the fibers. We say that A ∈ Ψm,kδ (X)
is elliptic on K if its principal symbol a is elliptic on K.
We define the semiclassical wavefront set of a pseudodifferential operatorA ∈ Ψm,kδ (X), which
we denote by WFhA, by using, in local coordinates, the criterion for a pseudodifferential
operator on Rn. That this notion is invariant under change of coordinates follows from, for
example [EvZw, (8.43)]. We again have
WFhA ∩WFhB = ∅ =⇒ ‖AB‖H−Nh (X)→HNh (X) = O(h
N), ∀N ∈ N, (4.7)
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provided at least one of A and B is the quantization of a function in C∞0 (T
∗X).
The wavefront set allows us to define a notion of local invertibility in a region where an
operator is elliptic. If A ∈ Ψm,kδ (X) is elliptic on a set K ⊂ T ∗X, we have the following
estimate
‖Bu‖Hsh(K0) ≤ Chk‖ABu‖Hs+mh (K0), (4.8)
provided K0 ⊂ X is compact, WFhB ⊂ K◦, and either K or its complement is precompact
in the fibers.
Finally we again have a sharp G˚arding inequality. This says that if A ∈ Ψ0,00 (X) has principal
symbol a obeying a ≥ 0 on K ⊂ T ∗X,
〈ABu,Bu〉L2(K0) ≥ −Ch‖Bu‖2L2(K0), (4.9)
provided K0 ⊂ X is compact, WFhB ⊂ K◦, and either K or its complement is precompact
in the fibers.
4.3. Exponentiation of operators. For G ∈ C∞0 (T ∗X) and ε ∈ [0, C0h log(1/h)], we will
be interested in operators of the form eεG
`/h. Recall that G` is compactly supported in space
and hence bounded L2(X)→ L2(X) (and also L2ϕ(X)→ L2ϕ(X)) uniformly in h. We write
eεG
`/h =
∞∑
j=0
(ε/h)j
j!
(G`)j,
with the sum converging in the L2 norm operator topology, although this convergence is
not uniform as h → 0. To show that eεG`/h is a pseudodifferential operator, we use Beals’s
characterization of pseudodifferential operators [EvZw, Theorem 8.13]. This says that a
bounded operator A on L2(X) is a pseudodifferential operator in class Ψ0,kδ (X) if and only
if we have
‖adL1 · · · adLN A‖L2(X)→L2(X) = O(hN−k−2δ), (4.10)
for all N = 0, 1, 2 . . . and any L1, . . . , LN compactly supported differential operators of order
1. Here adB A
def
= [A,B]. We use this to show that eεG
`/h ∈ Ψ0,kδ (X) for k = C0‖G‖ and for
any δ > 0. Indeed, for N = 0 we have (using ‖ · ‖ to denote the L2 operator norm),∥∥∥eεG`/h∥∥∥ ≤ ∞∑
j=0
(C0 log(1/h))
j
j!
‖G‖j = eC0 log(1/h)‖G‖ = h−C0‖G‖.
For N = 1 we have∥∥∥adL eεG`/h∥∥∥ ≤ ∞∑
j=1
(C0 log(1/h))
j
(j − 1)! ‖ adLG‖‖G‖
j−1
= C0 log(1/h)
‖ adLG‖
‖G‖ h
−C0‖G‖ ≤ Ch1−C0‖G‖−2δ.
Similarly, for N ≥ 2 we have∥∥∥adL1 · · · adLN eεG`/h∥∥∥ ≤ CN(log(1/h))Nh1−C0‖G‖ ≤ C˜Nh1−C0‖G‖−2δ.
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To understand eεG
`/h better we will use the following Taylor expansion:
eεG
`/h = Id +εh−1G` + εh−1G`
(∫ 1
0
eεsG
`/h(1− s)ds
)
εh−1G`. (4.11)
Observe that (4.11) and (4.7) imply that
WFh(e
εG`/h − Id) ⊂WFh(G`) (4.12)
Furthermore, if A ∈ Ψm,k(X), then e−εG`/hAeεG`/h = e−ε adG` /hA,. We again write a Taylor
series:
e−ε adG` /hA =
∞∑
j=0
εj
j!
(
adG`
h
)j
A,
with convergence in the L2 norm operator topology. Together with Beals’s characterization
(4.10), this shows that e−ε adG` /hA ∈ Ψm,k(X). Finally, using (4.11), we have
e−εG
`/hAeεG
`/h = A− ε[A,G`/h] + ε2R, (4.13)
where R ∈ Ψ−∞,k(X).
5. Complex scaling in the cusp
We deform the operator in the cusp using the method of complex scaling for one dimensional
Schro¨dinger operators.
5.1. Outline. We use the separation of variables derived in §3.4. We will deform the oper-
ators QC(α) by replacing them with QR,C(α), where
QR,C(α)
def
=
h2D2r
(1 + if ′C)2
+ e2(r+ifC)αβC(r + ifC) + hBC(r + ifC)− 1. (5.1)
The function fC(r), which depends also on R and α, will be discontinuous in R and α but
smooth in r, and ′ here and below denotes differentiation with respect to r. The function
fC will be constructed below in §5.2, but for now let us only specify that it will satisfy
| arg(r + ifC(r))| < θ for r > 0, and fC = 0 for r ≤ R. The operator BC is given by
BC(r + ifC)
def
=
f ′′C
(1 + if ′C)3
hDr + hVC(r + ifC).
This deformation is motivated by the complex change of variables r 7→ r + ifC . In other
words, we have
u′ 7→ u
′
1 + if ′C
, u′′ 7→ u
′′
(1 + if ′C)2
− if
′′
Cu
′
(1 + if ′C)3
. (5.2)
The first term of (5.2) gives us the first term of (5.1). The second term is smaller by a factor
of h, and becomes a part of B. This idea will be explained further in §7 when we use the
QR,C to define PR.
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The semiclassical principal symbol of QR,C is
qR,C(α)
def
=
ρ2
(1 + if ′C)2
+ e2(r+ifC)αβC(r + ifC)− 1
We will choose fC such that we have fC = 0 for r ≤ R, and such that for a fixed RC > 0,
δ > 0,
|Re qR,C | ≤ δ =⇒ Im qR,C ≤ −δ, (5.3)
for all r ≥ R +RC and α ≥ 0. Also we will have
|Re qR,C | ≤ δ =⇒ Im qR,C ≤ 0, (5.4)
for all r ≥ 0 and α ≥ 0. Crucially, RC and δ are independent of R. In fact, they will depend
only on θ. Next for every ε′ > 0 there is a δ′ > 0 such that
|qRC | ≤ δ′ =⇒ |fC(r)|+ |f ′C(r)|+ |f ′′C(r)| ≤ ε′ (5.5)
for all r ≥ 0 and α ≥ 0. Finally, for each α ≥ 0 we will have RαC > 0 such that
Im qR,C ≤ −2
3
αe2r, (5.6)
for all r ≥ RαC .
5.2. Construction of fC. We construct here the function fC used in the definition of the
deformed operators (5.1). The exponential term provides some ellipticity whenever α 6= 0,
but this ellipticity is not uniform for α small. Consequently we take fC ≡ 0 unless α is very
small.
5.2.1. The case α bounded below. Unless α is extremely small, the e2r term will provide the
ellipticity needed in (5.3) – (5.6). We accordingly put
fC(r)
def
= 0, when α >
tan θ
4
e−2(R+pi/ tan θ). (5.7)
Observe that in this case, we have Im qR,C ≡ 0. Moreover, using (2.3), we have
Re qR,C ≥ e2rαβC(r)− 1 ≥ 2
3
e2rα− 1 ≥ 1,
provided e2r ≥ 3α−1, and hence we have shown that
RC ≥ 1
2
log
12
tan θ
+
pi
tan θ
=⇒ (5.3) – (5.6) hold for α > tan θ
4
e−2(R+pi/ tan θ).
5.2.2. The case α small. For 0 ≤ α ≤ tan θ
4
e−2(R+pi/ tan θ), we define fC as follows.
We describe the construction in each of the three regions depicted in Figure 3. For ease of
exposition we define fC so that it is continuous and piecewise smooth. To obtain a smooth
fC one convolves with an approximate identity.
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I II III
α = 0
α > 0
r
f(r)
R R +1 RCα
3π/4 + πk θ
Figure 3. The contour fC for 0 < α ≤ tan θ4 e−2(R+pi/ tan θ). We use the stan-
dard complex scaling while e2rα is small enough to be negligible. When this is
no longer the case, we “level off” fC at a place such that sin(2fC) is negative,
so that Im qfC stays uniformly negative thanks to the sin(2fC) term.
Observe that
Re qR,C = (1− f ′2C )
ρ2
|1 + if ′C |4
+ e2rα(cos 2fC Re βC − sin 2fC Im βC)− 1,
Im qR,C = 2f
′
C
ρ2
|1 + if ′C |4
+ e2rα(cos 2fC Im βC + sin 2fC Re βC).
(1) In region I we construct fC such that (5.4) holds, and such that f
′
C(R+1, α) = tan θ.
Put
fC = C1e
C2/(R−r).
For |1 + if ′C |−4ρ2 ≤ 1/2, observe that, using (2.3), we have
Re qR,C ≤ 1
2
+
4
3
e2(R+1)α− 1 ≤ −1
4
.
Meanwhile for |1 + if ′C |−4ρ2 ≥ 1/2,
Im qR,C ≤ −f ′C + e2(R+1)α(cos(2fC) Im βC + sin(2fC) Re βC).
But observe that sin(2fC) ≤ 2fC , and | Im βC | ≤ C3fC uniformly on compact sets.
Hence we have
e2(R+1)α| cos(2fC) Im βC + sin(2fC) Re βC | ≤ C4fC ,
and for C2 large we have (5.4). Finally take C1 such that f
′
C(R + 1) = tan θ.
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(2) In region II we take f ′C = tan θ. The point R
α
C is chosen such that
tan θ
8
≤ e2RαCα ≤ 3 tan θ
8
, (5.8)
and such that fC(R
α
C) = 3pi/4 + pik for some k ∈ N0. To see that these two require-
ments are consistent, we must check that fC climbs by enough over the interval (5.8).
The amount by which fC climbs over the interval (5.8) is
tan θ
2
(
log
3(tan θ)/8− (tan θ)/8
α
)
=
tan θ
2
(
log
tan θ
4α
)
.
To make this greater than pi, we need α ≤ e−2pi/ tan θ tan θ/4, which we have. In the
case α = 0, we take RαC =∞, and there is no region III.
We further check that if |1 + if ′C |−4ρ2 ≤ 1/2, then, using (5.8) and (2.5), we have
Re qR,C ≤ 1
2
+ e2R
α
Cα|βC | − 1 ≤ tan θ
2
− 1
2
≤ −1
4
,
while if |1 + if ′C |−4ρ2 ≥ 1/2, then
Im qR,C ≤ − tan θ + e2RαCα|βC | ≤ −tan θ
2
.
(3) In region III we take fC ≡ fC(RαC). As a result we have sin(fC) ≡ −1. In this region
we have, again using (5.8) and (2.5),
Im qR,C ≤ −2
3
e2rα ≤ −2
3
e2R
α
Cα ≤ −tan θ
12
.
As a result of this construction we have
RC ≥ 1 =⇒ (5.3)–(5.6) hold for α ≤ tan θ
4
e−2(R+pi/ tan θ).
6. Complex scaling in the funnel
As we did in the cusp, we deform the operator P in the funnel using the method of complex
scaling. We follow [Zwo99, §4], extending and simplifying those methods.
6.1. Outline. We again use the separation of variables derived in §3.4. We will deform the
operators QF (α) by replacing them with QR,F (α), where
QR,F (α)
def
=
h2D2r
(1 + if ′F )2
+ e−2(r+ifF )αβF (r + ifF ) + hBF (r + ifF )− 1. (6.1)
Here once again fF will be specified below in §6.2, the symbol ′ denotes differentiation with
respect to r, and BF is a first order differential operator given by
BF (r + ifF )
def
=
f ′′F
(1 + if ′F )3
hDr + hVF (r + ifF ).
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The semiclassical principal symbol of QR,F is given by
qR,F (α)
def
=
ρ2
(1 + if ′F )2
+ e−2(r+ifF )αβF (r + ifF )− 1
We will choose fF such that we have fF = 0 for r ≤ R, and such that for a fixed RF > 0,
δ > 0
|Re qR,F | ≤ δ =⇒ Im qR,F ≤ −δ, (6.2)
for all r ≥ R +RF and α ≥ 0. Meanwhile we will also have
|Re qR,F | ≤ δ =⇒ Im qR,F ≤ 0 (6.3)
for all r ≥ 0 and α ≥ 0. Once again RF and δ depend only on θ. Finally for every ε′ > 0
there is a δ′ > 0 such that
|qRF | ≤ δ′ =⇒ |fF (r)|+ |f ′F (r)|+ |f ′′F (r)| ≥ ε′ (6.4)
for all r ≥ 0 and α ≥ 0.
6.2. Construction of fF . This construction is complicated by the fact that the exponential
term from (3.14) causes oscillations in Im qR,F as f varies. The exponential damping makes
these oscillations small as r →∞, but this damping is not uniform for α large.
Observe that
Re qR,F = (1− f ′2F )
ρ2
|1 + if ′F |4
+ e−2rα(cos 2fF Re βF + sin 2fF Im βF )− 1,
Im qR,F = 2f
′
F
ρ2
|1 + if ′F |4
+ e−2rα(cos 2fF Im βF − sin 2fF Re βF ).
6.2.1. The case α bounded above. For 0 ≤ α ≤ 6e2R, the exponential damping term is
uniform in αm and we use the standard complex scaling. More precisely, we use the same
scaling we used for the case α = 0 in §5.2.2 above, but with RC replaced by R0F taken such
that 6e2(R−R
0
F ) ≤ tan θ/2. From this, using (2.3) and (2.5), we obtain that for r ≥ RF0 , we
have
|e−2(r+ifF )αβF (r + ifF )| ≤ e−2RF0 · 6e2R · 4
3
≤ 2 tan θ
3
,
and hence, for |1 + if ′F |−4ρ2 ≤ 1/2, we have
Re qR,F ≤ 1
2
+
2 tan θ
3
− 1 ≤ −1
6
,
and for |1 + if ′F |−4ρ2 ≥ 1/2, we have, for r ≥ RF0 + 1
Im qR,F ≤ − tan θ + 2 tan θ
3
≤ −tan θ
3
,
because f ′F (r) = tan θ when r ≥ RF0 + 1.
RF ≥ R0F −R + 1 =⇒ (6.2)–(6.4) hold for 0 ≤ α ≤ 6e2R.
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r
f(r)
I II III
 R   Rα
π/8
log(α/5)/2 F
θ
Figure 4. The contour fF for α > 6e
2R. In region I we have e−2rα large
enough that it makes Re qR,F is uniformly positive. In region II we arrange fF
so that sin 2f is positive, so that Im qR,F is uniformly negative. In region III
we use the fact that e−2rα is small enough to be negligible, and we may revert
to the standard complex scaling.
6.2.2. The case α large. For α > 6e2R, we define fF as follows.
We describe the construction in each of the three regions depicted in Figure 4. Once again
for ease of exposition we define fF so that it is piecewise smooth, and to obtain a smooth
fF one convolves with an approximate identity.
(1) In region I we use fF = C1e
C2/(R−r) as we did in region I of §5.2.2. We adjust C1 and
C2 so that fF = 0 for r ≤ R, such that fF (r) = pi/8 when e−2rα = 5, and such that
Im qR,F ≥ 0 everywhere (for more details see the discussion of region I in §5.2.2)1. In
this case we have, using (2.3),
Re qR,F ≥ e−2rα(cos(2fF ) Re βF + sin(2fF ) Im βF )− 1 ≥ 1
3
√
2
e−2rα− 1 > 1
6
.
(2) In region II we take fF ≡ pi/8, and RαF is chosen such that e−2RαFα = tan θ/2. In this
region we have, using (2.3),
Im qR,F ≤ e−2rα(cos(2fF ) Im βF − sin(2fF ) Re βF ) ≤ −tan θ
2
· 1
3
√
2
.
(3) In region III we take fF (r, α) = (r−RαF ) tan θ + pi/8. Now if |1 + if ′F |−4ρ2 ≤ 1/2 we
have, using e−2rα = tan θ/2, (2.3) and (2.5),
Re qR,F ≤ e−2rα(cos(2fF ) Re βF + sin(2fF ) Im βF )− 1
2
≤ 2 tan θ
3
− 1
2
≤ −1
4
,
while if |1 + if ′F |−4ρ2 ≥ 1/2 we have
Im qR,F ≤ − tan θ + e−2rα(cos(2fF ) Im βF − sin(2fF ) Re βF ) ≤ − tan θ + 2 tan θ
3
.
1It may be that the point z = log(α/5)/2 + ipi/8 does not have | arg z| < θ when α = 6e2, so that βF is
not holomorphic there. This can be remedied by taking X0 larger in the decomposition in §2.1.
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This construction gives us (6.2)–(6.4) for α > 6e2R without any additional restriction on RF .
7. The complex scaled operator and a characterization of resonances.
This section follows in part [SjZw91, §3] and [Zwo99, §§4-5]. Using the notation of §3.4,
(5.1), and (6.1) we now define the complex scaled operator as follows:
(1) When suppu ⊂ X0, put PRu def= Pu.
(2) When suppu ⊂ XC , put
PRu
def
=
∞∑
m=1
[
QR,C(h
2λCm)uCm(r)
]
φCm(y).
(3) When suppu ⊂ XF , put
PRu
def
=
∞∑
m=1
[
QR,F (h
2λFm)uFm(r)
]
φFm(y).
By linearity this definition can be applied to all u ∈ C∞0 (X). We extend it to H2ϕ(X), the
domain of P , using the following
Lemma 7.1. The operator PR is bounded H
2
h,ϕ(X)→ L2ϕ(X).
We use the notation
‖u‖Hmh,ϕ(X)
def
= ‖(1 + P )m/2u‖L2ϕ(X)
def
= ‖eϕ(1 + P )m/2u‖L2(X). (7.1)
Proof. We clearly have
‖PRu‖L2ϕ(X) ≤ ‖u‖H2h,ϕ(X), when suppu ⊂ {Pf ≡ P}.
Meanwhile, for j ∈ {C,F},
‖Pu‖2L2ϕ(Xj) =
∞∑
m=1
‖Qj(h2λjm)ujm‖2L2([0,∞)),
‖PRu‖2L2ϕ(Xj) =
∞∑
m=1
‖QR,j(h2λjm)ujm‖2L2([0,∞)),
and hence it is enough to prove that
‖QR,j(h2λjm)ujm‖L2([0,∞)) ≤ C
(
‖Qj(h2λjm)ujm‖L2([0,∞)) + ‖ujm‖L2([0,∞))
+‖h2D2rujm‖L2([0,∞))
) (7.2)
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with a constant uniform in m. This is because
∞∑
m=1
‖Qj(h2λjm)ujm‖2L2([0,∞)) = ‖Pu‖2L2ϕ(Xj),
‖ujm‖2L2([0,∞)) + ‖h2D2rujm‖2L2([0,∞)) ≤ ‖Qj(h2λjm)ujm‖2H2h,ϕ(Xj).
Now to prove (7.2), observe that
‖QR,j(h2λjm)ujm‖L2 ≤ C
(‖h2D2rujm‖L2 + ‖e±2rh2λjmujm‖L2 + ‖hBjujm‖L2 + ‖ujm‖L2) ,
with ‘+’ in the case j = C and ‘−’ in the case j = F . Each of these terms is bounded by
C(‖ujm‖L2([0,∞)) + ‖h2D2rujm‖L2([0,∞))), with the exception of the second. For that one we
observe that
‖e±2rh2λjmujm‖L2 =
∥∥βj(r)−1(Qj(h2λjm)− (hDr)2 − h2Vj + 1)ujm∥∥L2
≤ C(‖Qj(h2λjm)ujm‖L2 + ‖ujm‖L2 + ‖h2D2rujm‖L2).

We now establish the existence of a domain of invertibility for the QjR.
Lemma 7.2. There exist h0 > 0 and c0 > 0 such that for all R ≥ 1, and h ∈ (0, h0] the
operator (PR − ζ)−1 is meromorphic with finite rank poles in
{ζ ∈ C : |ζ| < c0} ∪ {ζ ∈ C : |Re ζ| < c0, Im ζ > 0}.
To prove this, we first use the results of §5 and §6 to construct inverses near infinity of the
Qjf .
Lemma 7.3. Let W ∈ C∞(R) have suppW ⊂ (−∞, 1] and W (r) ≥ 1 for r ≤ 0. For
j ∈ {C,F}, put WR,j(r) def= W (r −R−Rj), with RC as in the end of §5.1 and RF as in the
end of §6.1. Define
QWR,j(α) = QR,j(α)− iWR,j
Then there exist h0 > 0 and c0 > 0 such that for all R ≥ 1, and h ∈ (0, h0], j ∈ {C,F},
m ∈ N and α ≥ 0, the operator (QWR,j(α)− ζ) is invertible on L2(R) with
‖(QWR,j(α)− ζ)−1‖L2(R)→L2(R) ≤ C(1 + Im ζ)−1 (7.3)
when ζ is in
{ζ ∈ C : |ζ| < c0} ∪ {ζ ∈ C : |Re ζ| < c0, Im ζ > 0}. (7.4)
Proof of Lemma 7.3. Let qWR,j denote the semiclassical principal symbol of Q
W
R,j. Then
qWR,j = qR,j − iW =
ρ2
(1 + if ′j)2
+ e±2(r+ifj)αβj(r + ifj)− 1− iWR,j(r),
with ‘+’ for j = C and ‘−’ for j = F .
In the case j = F there exists a constant Cδ depending on the δ in (6.2) and (6.3),
〈ρ〉2/Cδ ≤
|qWR,j − ζ|
1 + Im ζ
≤ Cδ〈ρ〉2,
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uniformly for r, ρ ∈ R, α ≥ 0, R ≥ 1, and ζ ∈ (7.4). Hence (1 + Im ζ)−1(qWR,j − ζ) ∈ S2(R)
is elliptic. By (4.5), there exists h0 > 0 depending on Cδ and on finitely many derivatives of
qWR,j such that (Q
W
R,j(α)− ζ)(1 + Im ζ)−1 is invertible with uniformly bounded inverse.
In the case j = C more care is needed because the exponentially growing potential function
prevents us from applying the results of §4.1. We instead take a more “bare hands” approach,
and construct separately a left and a right inverse satisfying (7.3). As a left approximate
inverse, take
Opr
(
1 + e2r
qWR,C − ζ
)
◦ 1
1 + e2r
,
where
Opr
(
1 + e2r
qWR,C − ζ
)
u(r)
def
=
1
2pih
∫∫
eiρ(r−r
′)/h 1 + e
2r′
qWR,C(ρ, r
′)− ζ u(r
′)dr′dρ.
Observe that the estimates (5.3) and (5.4) ensure that qWR,C − ζ is never zero. We wish to
write
Opr
(
1 + e2r
qWR,C − ζ
)
◦ 1
1 + e2r
◦ (QWR,j − ζ) = Id +OL2(R)→L2(R)(h), (7.5)
where the estimate on the error term is uniform in R ≥ 1 α ≥ 0 and ζ ∈ (7.4), and then
remove the remainder by Neumann series. Notice that (1 + e2r)−1 ◦ QWR,j ∈ Ψ2(R) and
Opr
(
(1 + e2r)/(qWR,C − ζ)
) ∈ Ψ0(R), and hence the following computation makes sense when
u is in Schwartz class (we use here uˆ(ρ)
def
=
∫
e−irρ/hu(r)dr):
Opr
(
1 + e2r
qWR,C − ζ
)
◦ 1
1 + e2r
◦ (QWR,j − ζ)u(r) =
=
1
(2pih)2
∫∫∫
eiρ(r−r
′)/heiρ
′r′/h q
W
R,C(ρ
′, r′)− ζ
qWR,C(ρ, r
′)− ζ uˆ(ρ
′)dρ′dr′dρ
= u(r) +
1
(2pih)2
∫∫∫
eiρ(r−r
′)/heiρ
′r′/h q
W
R,C(ρ
′, r′)− qWR,C(ρ, r′)
qWR,C(ρ, r
′)− ζ uˆ(ρ
′)dρ′dr′dρ.
To study the remainder, we observe that
qWR,C(ρ
′, r′)− qWR,C(ρ, r′) =
ρ′2
(1 + if ′C)2
− ρ
2
(1 + if ′C)2
= (ρ′ − ρ)(ρ′ + ρ)(1 + if ′C)−2,
and hence an integration by parts in r′ shows that
1
(2pih)2
∫∫∫
eiρ(r−r
′)/heiρ
′r′/h q
W
R,C(ρ
′, r′)− qWR,C(ρ, r′)
qWR,C(ρ, r
′)− ζ uˆ(ρ
′)dρ′dr′dρ
= ih
1
(2pih)2
∫∫∫
eiρ(r−r
′)/heiρ
′r′/h∂r′
[
(ρ′ + ρ)(1 + if ′C)
−2
qWR,C(ρ, r
′)− ζ
]
uˆ(ρ′)dρ′dr′dρ
= ih
[
Opr(g˜) ◦ (hDr) + (hDr) ◦Opr(g˜)
]
u,
where
g˜(ρ, r′) def= ∂r′
[
(1 + if ′C(r
′))−2(qWR,C(ρ, r
′)− ζ)−1
]
.
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Now thanks to the estimates (5.3), (5.4) and (5.6), we have (1 + Im ζ)ρg(ρ, r′) ∈ S−1(R),
uniformly in α ≥ 0, R ≥ 1 and ζ ∈ (7.4). This implies (7.5), and a Neumann series argument
then constructs a full left inverse which obeys (7.3).
To obtain a right inverse, we show in the same way that
(QWR,j − ζ) ◦
1
1 + e2r
◦Op`
(
1 + e2r
qWR,C − ζ
)
= Id +OL2(R)→L2(R)(h),
where
Op`
(
1 + e2r
qWR,C − ζ
)
u(r)
def
=
1
2pih
∫∫
eiρ(r−r
′)/h 1 + e
2r
qWR,C(ρ, r)− ζ
u(r′)dr′dρ.

Proof of Lemma 7.2. We first define a partition of unity and a family of smooth cutoffs
as follows. Let θ0 ∈ C∞0 (X) and θC , θF ∈ C∞(X) have supp θC ⊂ XC , supp θF ⊂ XF , and
θ0+θC+θF = 1. Let χ0 ∈ C∞0 (X) and χC , χF ∈ C∞(X) have suppχC ⊂ XC , suppχF ⊂ XF ,
suppχ0 ⊂ {P = PR}, and χ0θ0 = θ0, χCθC = θC , χF θF = θF .
Fix ζ0 with Im ζ0 > 0 and put G0(ζ0) = (P − ζ0)−1. For j ∈ {C,F} define the operator
Gj(ζ) on Xj according to the separation of variables by putting Gj(ζ)ujm
def
= (QWR,j(h
2λjm)−
ζ)−1ujm.
Put E(ζ)
def
= χ0G0(ζ0)θ0 + χFGF (ζ)θF + χCGC(ζ)θC . Then
(PR − ζ)E(ζ) = Id +K(ζ),
where
K(ζ)
def
= (PR − ζ) (χ0G0(ζ0)θ0 + χFGF (ζ)θF + χCGC(ζ)θC)− Id
= [PR, χ0]G0(ζ0)θ0 + χ0(ζ0 − ζ)G0(ζ0)θ0 +
∑
j∈{C,F}
[PR, χj]Gj(ζ)θj + χjKj(ζ)θj,
and, for j ∈ {C,F},
Kjujm
def
= i(QWR,j(α)− ζ)−1WR,jujm.
Each of the terms of K(ζ) is a bounded map from L2 → H1comp, and hence compact by
Rellich’s theorem. Now for each fixed ζ0, the operator K(ζ) is holomorphic in ζ and compact.
If we take ζ0 ∈(7.4) with Im ζ0 sufficiently large, then at ζ = ζ0 the operator Id +K(ζ) is
invertible because G0(ζ), GC(ζ) and GF (ζ) have small norm. Consequently by analytic
Fredholm theory the family of operators (Id +K(ζ))−1 is meromorphic in (7.4) with finite
rank poles.
To obtain a left inverse we use F (ζ)
def
= θ0G0(ζ0)χ0 + θFGF (ζ)χF + θCGC(ζ)χC and apply
the analytic Fredholm theory to F (ζ)(PR − ζ). 
The following lemma about cutoff resolvents provides the link between P and PR.
26 KIRIL DATCHEV
Lemma 7.4. If χ ∈ C∞0 (X) satisfies χP = χPR, then
χ(P − ζ)−1χ = χ(PR − ζ)−1χ (7.6)
for any ζ with Im ζ  1 sufficiently large which is not in the spectrum of P or of PR.
Proof. Let v ∈ L2comp(X) be supported in the set {PR ≡ P}. By assumption there exists a
unique u ∈ H2ϕ(X) such that
(P − ζ)u = v.
To prove the lemma we will use this u to construct uR ∈ H2h,ϕ(X) which solves
(PR − ζ)uR = v
and obeys χu = χuR. Indeed, on the support of χ we may just take uR = u. For j ∈ {C,F},
observe that by (3.13) in XjR we have
(Qj(h
2λjm)− ζ)ujm = 0,
for all m. The ordinary differential operator
Qj(h
2λjm) = h
2(D2r + e
±2rλjmβj(r) + Vj(r))− 1
extends holomorphically to
Q˜j(h
2λjm)
def
= h2(D2z + e
±2zλjmβj(z) + Vj(z))− 1,
for z satisfying | arg z| < θ. Moreover there exists u˜jm(z) holomorphic in {| arg z| < θ} with
u˜jm|{z∈[0,∞)} = ujm such that
(Q˜j(h
2λjm)− ζ)u˜jm = 0.
Let Γj(α) = {z ∈ C : z = r + ifj(r)}. Using (7.1) and (7.2), we see that it remains to show
that u˜jm|Γj(h2λjm) ∈ L2([0,∞)), after which we will be able to take uR,jm def= u˜jm|Γj(h2λjm).
For that we introduce a new contour, given by Γj,T (α)
def
= {z ∈ C : z = r + iχT (r)fj(r)},
where χT (r)
def
= χ0(r/T ) and χ0 ∈ C∞0 ((1/2, 3/2); [0, 1]) is identically 1 near 1. Now let
V˜ (r) = h2(e±2zλjmβj(z) + Vj(z))|z=r+iχT (r)fj(r) − 1− ζ.
We apply
2∑
k=0
‖(h˜Dr)ku‖L2(I2) ≤ C
(
‖((h˜Dr)2u+ V˜ (r))u‖L2(I1) + ‖u‖L2(I1\I2)
)
, h˜ ∈ (0, h˜0], (7.7)
with I2 ⊂ (0,∞) a bounded open interval containing suppχT (r), and I1 ⊂ (0,∞) a bounded
open interval containing I¯2, and with h˜ = h(1 + T
2)−1/2 and T  1. Letting T → ∞, we
have ∥∥u˜jm|Γj(h2λjm)∥∥L2([0,∞)) ≤ C (‖vjm‖L2([0,∞) + ‖ujm‖L2([0,∞))) .
The proof of (7.7) is very similar to that of Lemma 7.3 and we omit it. 
The next lemma removes the dependence on χ. To state it we put
piζ0,R : L
2
ϕ(X)→ L2ϕ(X), piζ0,R def=
∫
γ0
(PR − ζ)−1dζ,
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where γ0 is a circle around ζ0 taken small enough that it encloses no poles of (PR − ζ)−1
except for ζ0 (if ζ0 is not a pole, then piζ0,R is the zero operator).
Lemma 7.5. If χ ∈ C∞0 (X) has χ ≡ 1 on X0, then for all R > 1 and ζ0 ∈ {|ζ0| <
c0} ∪ {|Re ζ0| < c0, Im ζ0 > 0}, we have
piζ0,R(L
2
ϕ(X)) = piζ0,Rχ(L
2
ϕ(X)).
Proof. If ζ0 is not a pole of (PR − ζ)−1 there is nothing to prove. Otherwise, we must show
that
piζ0,R(L
2
ϕ(X)) ⊂ piζ0,Rχ(L2ϕ(X)),
or equivalently, that if u ∈ L2ϕ(X) is orthogonal to the image of piζ0,Rχ, then pi∗ζ0,Ru = 0.
Suppose now that v ∈ L2ϕ(X) has χv = v. Then
〈pi∗ζ0,Ru, v〉L2ϕ = 〈u, piζ0,Rv〉L2ϕ = 〈u, piζ0,Rχv〉L2ϕ = 0,
and consequently pi∗ζ0,Ru vanishes in the set where χ ≡ 1. But we have (P ∗R − ζ¯0)kpi∗ζ0,Ru = 0
for some k ∈ N, and we will use this to show that pi∗ζ0,Ru vanishes identically.
To do this observe that it remains to show that the restrictions (pi∗ζ0,Ru)|XC , (pi∗ζ0,Ru)|XF
vanish identically. Separating variables implies that for each j ∈ {C,F} and m ∈ N, the
functions
(pi∗ζ0,Ru|Xj)jm(r)
def
=
∫
Sj
pi∗ζ0,Ru|Xj(r, y)φjm(y)dSy
solve an ordinary differential equation in r, namely
Q∗R,j(h
2λjm)
k(pi∗ζ0,Ru|Xj)jm = 0,
and hence if any one of them vanishes in an open set it vanishes identically. 
Now because χ(PR − ζ)−1χ continues meromorphically to (7.4) for each R (with poles in-
dependent of χ), and because the equation (7.6) is holomorphic, χ(P − ζ)−1χ continues
meromorphically to the same region. Because the left hand side of (7.6) is independent of
R, the right hand side is as well, and we have (1.7), and consequently (1.5) as well.
8. Escape function constructions
In this section we construct the escape functions which will provide ellipticity where the
complex scaling does not. We construct three escape functions: G0 is supported in a neigh-
borhood of T ∗X0, GC is supported in T ∗XC and GF is supported in T ∗XF . The nontrapping
assumption of §2.2 allows us to use a construction based on that in [VaZw00, §4] to obtain
G0. However, the operator G
`
0 does not respect the separation of variables which we use to
define P5, and hence we must have {G0 6= 0} ⊂ {P5 = P}. The escape functions GF and GC
do respect the separation of variables, and bridge the gap between G0 and the region where
P5 6= P .
28 KIRIL DATCHEV
Lemma 8.1. Fix R = 5, and let fC and fF be as in §5 and §6. There exist δ0, δp, δf > 0
and functions G0, GC , GF ∈ C∞0 (T ∗X) with the following properties:
suppG0 ∩ T ∗XC ⊂ {r ≤ 3}, suppG0 ∩ T ∗XF ⊂ {r ≤ 3},
suppGC ⊂ T ∗XC , suppGF ⊂ T ∗XF .
Moreover, if G = G0 +GC +GF , then, in the notation of §3.1,
HpG ≥ δ0, on
[
T ∗X\ (T ∗XC5 ∪ T ∗XF5)
]
∩ {|p− 1| ≤ δp}, (8.1)
and for j ∈ {C,F},
HRe q5,j(α)Gj ≥ δ0, on
[
T ∗Xj3\T ∗Xj(5+Rj)
]
∩{|p−1| ≤ δp}∩
{ ∑
k∈{0,1,2}
|f (k)j (r)| ≤ δf
}
. (8.2)
Finally GC and GF are functions only of r, ρ and p.
Proof. We will construct G0, GC , and GF such that the estimates (8.1) and (8.2) hold only
on p−1(1) rather than on {|p − 1| ≤ δp}. Then (8.1) and (8.2) will follow on the larger set
for a slightly smaller δ0, provided δp is sufficiently small.
Let CF be a positive constant to be specified later, and let ψ ∈ C∞0 ((0,∞); [0, 1]) have ψ ≡ 1
near 1.
1) We put
GF
def
= CFρχF (r)ψ(p),
where χF ∈ C∞0 (R; [0,∞)) is supported in [1, RF + 6], and obeys χ′F ≥ 0 on [1, RF + 5],
χF (2) = 1, and χ
′
F = 1 on [2, RF + 5]. We then have
r
χ  (r)F
1 2 R  +5F
 
r
χ  (r)C
R  +5C
 
Figure 5. The escape functions GF and GC in the funnel and in the cusp
respectively. Gray shading indicates the region where HpGF < 0.
1
CFψ(p)
HpGF = −(∂rp)∂ρ(ρχF (r)) + (∂ρp)∂r(ρχF (r))
= 2
[
1− β
′
F (r)
βF (r)
]
(p− ρ2)χF (r) + 2ρ2χ′F (r)
≥ (p− ρ2)χF (r) + ρ2χ′F (r),
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by (2.6). From this it follows that
HpGF ≥ 0, on T ∗X\T ∗XF (RF+5)
and
HpGF ≥ CF , for 2 ≤ r ≤ RF + 5, p = 1.
Next
1
CFψ(p)
HRe q5,F (α)GF =− Re ∂r
(
ρ2
(1 + if ′F )2
+ e−2(r+ifF )βF (r + ifF )α
)
χF (r)
+ Re ∂ρ
(
ρ2
(1 + if ′F )2
+ e−2(r+ifF )βF (r + ifF )α
)
ρχ′F (r).
(8.3)
We observe first that
Re ∂ρ
(
ρ2
(1 + if ′F )2
+ e−2(r+ifF )βF (r + ifF )α
)
ρ = 2 Re
ρ2
(1 + if ′F )2
≥ ρ2, (8.4)
provided δf (and consequently f
′
F ) is sufficiently small.
Second, we have
∂r
(
ρ2
(1 + if ′F )2
+ e−2(r+ifF )βF (r + ifF )α
)
=
O(δf )ρ2 + (−2 +O(δf ))
(
e−2(r+ifF )βF (r + ifF )α
)
,
(8.5)
where O(δf ) indicates a function of r only (which can be written explicitly in terms of fF
and βF ) which is bounded by a constant times δf uniformly for r ∈ [3, RF + 5].
Substituting (8.4) and (8.5) into (8.3) we find that
1
CFψ(p)
HRe q5,F (α)GF ≥
ρ2χ′F (r) +O(δf )ρ2χF (r) + 2 Re
(
e−2(r+ifF )βF (r + ifF )α
)
χF (r),
for r ∈ [3, RF + 5]. Provided δf is sufficiently small this implies
1
CFψ(p)
HRe q5,F (α)GF ≥
1
2
ρ2χ′F (r) + e
−2rαχF (r)
=
1
2
ρ2χ′F (r) + (p− ρ2)χF (r),
for r ∈ [3, RF + 5]. From this we obtain
HRe q5,F (α)GF ≥
1
2
CF , for 3 ≤ r ≤ RF + 5, p = 1.
2) We put
G˜C
def
= −ρχC(r)ψ(p),
where χC ∈ C∞([0,∞); [0,∞)) obeys χC(0) = 1, χ′C ≡ −(2(RC + 5))−1 on [0, RC + 5], and
χC ≡ 0 for r sufficiently large.
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We then have
1
ψ(p)
HpG˜C = 2
[
1− β
′
C(r)
βC(r)
]
(p− ρ2)χC(r)− 2ρ2χ′C(r) ≥ (p− ρ2)χC(r)− ρ2χ′C(r),
by (2.6). From this it follows that
HpG˜C ≥ 0, everywhere
and
HpG˜C ≥ CC , for 0 ≤ r ≤ RC + 5, p = 1,
for some constant CC . A calculation just like that in 1) above gives
HRe q5,C(α)G˜C ≥
1
2
, for 3 ≤ r ≤ RC + 5, p = 1.
The problem with this function is that it is not smooth past RC , and to fix this we must
combine it with a function defined on X0.
supp G
supp Gsupp G ~
~
C
00
0
e  β (r)
ρ2
22r
C
r = 0 r = R  +5C
Figure 6. In this figure the gray lines represent level curves of α at p = 1,
the horizontal line corresponding to α = 0. The regions of support for G˜C ,
G00, and G˜0 are delineated by black lines. This figure assumes that the form
of the geodesic hamiltonian p = ρ2 + e2rβC(r)
2α extends to a neighborhood of
XC .
3) For ξ in the closure of
[
T ∗X\ (T ∗XC ∪ T ∗XF2)
]
∩ p−1(1), let
T−ξ
def
= sup(t ∈ (−∞, 0] : exp(tHp)ξ ∈ T ∗XC ∪ T ∗XF2),
T+ξ
def
= inf(t ∈ [0,∞) : exp(tHp)ξ ∈ T ∗XC ∪ T ∗XF2).
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By the nontrapping assumption in §2.2, we have T−ξ > −∞ and T+ξ < ∞. Moreover, the
assumptions in §2.2 imply that one of the following three possibilities holds:
exp(T−ξ Hp)ξ ∈ T ∗XF2 and exp(T+ξ Hp)ξ ∈ T ∗XF2, (8.6)
exp(T−ξ Hp)ξ ∈ T ∗XC and exp(T+ξ Hp)ξ ∈ T ∗XF2. (8.7)
exp(T−ξ Hp)ξ ∈ T ∗XF2 and exp(T+ξ Hp)ξ ∈ T ∗XC , (8.8)
That is to say, it is not the case that
exp(T−ξ Hp)ξ ∈ T ∗XC and exp(T+ξ Hp)ξ ∈ T ∗XC .
We now construct a escape functions supported near exp([T−ξ , T
+
ξ ]Hp)ξ according to which
of (8.6), (8.7) and (8.8) holds. In the case (8.6) we construct one escape function, which we
call Gξ0. In the cases (8.7) and (8.8) if the geodesic through ξ is transversal to ∂T
∗XC we
construct one escape function, which we call GξC . In the cases (8.7) and (8.8) if the geodesic
through ξ is not transversal to ∂T ∗XC the situation is still more delicate and we construct
two escape functions, Gξ0 and GξC .
Before proceeding to a precise description of the constructions, we give a rough outline (see
Figure 6): We will sum the Gξ0 (after passing to a finite subfamily) to obtain G00, an escape
function whose support overlaps that G˜C only off the set T
∗XC1. Here the construction and
the analysis of GF +G00 is very similar to that in [VaZw00, §4], and we base our arguments
on the corresponding part of that paper. Next we will sum the GξC to obtain G˜0, and
again follow a similar procedure that in [VaZw00, §4]. However, we take care that G˜0 + G˜C
be continuous, and this complicates the construction somewhat. We will finally regularize
G˜0 + G˜C to obtain a smooth escape function.
• In the case (8.6), let Σξ be a hypersurface through ξ which is transversal to Hp. Then
if Uξ is a sufficiently small neighborhood of ξ, the set
Vξ0
def
= {exp(tHp)
[
Uξ ∩ Σξ
]
: T−ξ − 1 < t < T+ξ + 1}
is disjoint from T ∗XC1, and it is diffeomorphic to (Σξ∩Uξ)×(T−ξ −1, T+ξ +1). We use
this diffeomorphism to define product coordinates on Vξ0. For ϕξ ∈ C∞0 (Σξ∩Uξ; [0, 1])
and χξ ∈ C∞0 ((−1, Tξ + 1)). Then put
Gξ0
def
= C00χξϕξψ(p), HpGξ0 = C00χ
′
ξϕξψ(p).
Note that Gξ ∈ C∞0 (Vξ0). We define χξ and ϕξ as follows. First take χξ such that
t ∈ suppχξ =⇒ exp(tHp)ξ /∈ T ∗XF3,
and
exp(tHp)ξ /∈ T ∗XF2 =⇒ χ′ξ(t) = 1.
Next take ϕξ to be identically 1 near ξ but with support small enough that suppGξ0∩
T ∗XF3 = suppGξ0 ∩ T ∗XC1 = ∅. We will necessarily have HpGξ0 < 0 in some parts
of T ∗XF2\T ∗XF3, but we will choose CF  C00 so that the GF term overcomes this.
Let V ′ξ0 ⊂ Vξ0 be an open set containing {exp(tHp)ξ : T−ξ ≤ t ≤ T+ξ } such that
ϕξ ≡ χ′ξ ≡ 1 on V ′ξ0. This set will be important when we pass to a subfamily of the
Gξ0.
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• In the case (8.7), we distinguish two subcases. Because our construction will depend
only on the geodesic through ξ and not on ξ itself, we may assume that ξ ∈ ∂T ∗XC ,
and hence that T−ξ = 0.
– If ∂T ∗XC is transversal to the geodesic through ξ, the construction is very similar
to the case (8.6) above. Namely, let Uξ be a neighborhood of ξ small enough
that the set
VξC
def
= {exp(tHp)
[
Uξ ∩ ∂T ∗XC
]
: −1 < t < T+ξ + 1}
is diffeomorphic to (∂T ∗XC ∩ Uξ)× (−1, T+ξ + 1). Using this diffeomorphism to
define product coordinates on VξC , put
GξC
def
= C0Cχξϕξψ(p), HpGξC = C0Cχ
′
ξϕξψ(p),
where ϕξ ∈ C∞0 (∂T ∗XC ∩ Uξ; [0, 1]) and χξ ∈ C∞0 ([0, T+ξ + 1)) are as follows.
Take χξ(0) = 1, and require that
t ∈ suppχξ =⇒ exp(tHp)ξ /∈ T ∗XF3,
and
exp(tHp)ξ /∈ T ∗XF2 =⇒ χ′ξ(t) = 1.
Next take ϕξ such that ϕξ = ρ near ξ and has support small enough that
suppGξC ∩ T ∗XF3 = ∅. We will necessarily have HpGξC < 0 in some parts of
T ∗XF2\T ∗XF3, but we will choose CF  C0C so that the GF term overcomes
this.
In this case, let V ′ξC ⊂ VξC be an open set containing {exp(tHp)ξ : 0 ≤ t ≤ T+ξ }
such that ϕξ ≡ 1 on V ′ξC , and such that V ′ξC ⊂ {χ′ξ = 1} ∪ T ∗XC .
– If ∂T ∗XC is not transversal to the geodesic through ξ, we proceed in two steps.
First we put
Gξ0
def
= C00χξϕξψ(p)
with χξ and ϕξ just as in the case (8.6) above, and also take V
′
ξ0 as in the case
(8.6). For GξC we cannot repeat the procedure of the transversal case, and so we
take any function in C∞0 (T
∗X\T ∗XC) with suppGξC ⊂ V ′ξ0 such that GξC+G˜C is
continuous in a neighborhood of ξ. This will produce a region where HpGξC < 0,
but if we take C00  1 this will be overcome by the Gξ0 term.
Let V ′ξC be neighborhood of ξ with V
′
ξC contained in the set where GξC + G˜C is
continuous.
• The case (8.8) is very similar to the case (8.7) and we only outline it briefly. In this
case we may assume that T+ξ = 0. In the transversal subcase we put
Vξ
def
= {exp(tHp)
[
Uξ ∩ ∂T ∗XC
]
: −1 + T−ξ < t < +1}
and
Gξ
def
= C0Cχξϕξψ(p), HpGξ = C0Cχ
′
ξϕξψ(p),
where ϕξ ∈ C∞0 (∂T ∗XC ∩ Uξ; [0, 1]) as before and χξ ∈ C∞0 ([−1 − T−ξ , 0]) as before
with but the difference that χξ(0) = −1. In the nontransversal subcase there is no
difference in the construction.
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• Let K00 be the closure of the intersection of
[
T ∗X\(T ∗XF2 ∪ T ∗XC)
]
∩ p−1(1) with
the set of ξ for which (8.6) holds. Take {ξ1, . . . , ξN} such that the V ′ξj0 cover the set
K00, and put
G00
def
=
N∑
j=1
Gξj0.
Next let K0C be the closure of the intersection of
[
T ∗X\(T ∗XF2 ∪ T ∗XC)
]
∩ p−1(1)
with the set of ξ for which (8.6) does not hold (and hence one of (8.7) and (8.8)
does). Take {ξ1, . . . , ξN} such that the V ′ξjC cover the set K0C , and put
G˜0
def
=
N∑
j=1
GξjC .
4)We now observe that G˜0 + G˜C is continuous by construction, and there is a constant c
such that
Hp(G00 + G˜0 + G˜C) ≥ c > 0 on
[
T ∗X\(T ∗XF2 ∪ T ∗XC(RC+5))
]
∩ {p = 1},
where G˜0 + G˜C is differentiable (namely everywhere off of the set ∂T
∗XC). Hence there
exists a regularization G˜ of G˜0 + G˜C , such that
Hp(G00 + G˜) ≥ c/2 > 0 on
[
T ∗X\(T ∗XF2 ∪ T ∗XC(RC+5))
]
∩ {p = 1}.
Let χ˜ ∈ C∞0 (T ∗X, [0, 1]) have χ˜ ≡ 1 on T ∗XC4 and χ˜ ≡ 0 on T ∗X\T ∗XC3. Now put
GC
def
= χ˜G˜, G0
def
= (1− χ˜)G˜+G00.
Provided CF is sufficiently large, we now have the lemma. 
9. Microlocal deformation of P5 and proof of (1.9)
In this section C denotes a finite constant which may change from line to line, and which
asserted to be uniform only in 0 < h 1, and in some cases also uniform in m ∈ N.
Fix ε ∈ [M1h,M2h log(1/h)], let G0, GC , GF ∈ C∞0 (T ∗X) be as in §8, and define
eG
def
= eεG
`
F /heεG
`
C/heεG
`
0/h, Pε
def
= e−1G PeG, P5,ε
def
= e−1G P5eG.
Recall that from the discussion in §4.3 we know that for j ∈ {0, C, F}, the eεG`j/h are
pseudodifferential operators, and that eεG
`
j/h− Id maps L2 functions to compactly supported
smooth functions with a loss of h−C˜ for C˜ > 0 which depends on M2.
The following lemma allows us to reduce (1.9) to three estimates, one on a compact part of
the manifold, one on the funnel, and one on the cusp. Recall the Sobolev space notation of
(7.1).
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Lemma 9.1. The estimate (1.9) is a consequence of the following three estimates for u ∈
C∞0 (X) :
‖u‖H2ϕ,h(X) ≤
C
h log(1/h)
‖P5,εu‖L2ϕ(X), suppu ∩XC4 = suppu ∩XF4 = ∅. (9.1)
‖u‖H2ϕ,h(X) ≤
C
h log(1/h)
‖P5,εu‖L2ϕ(X), suppu ⊂ XC3. (9.2)
‖u‖H2ϕ,h(X) ≤
C
h log(1/h)
‖P5,εu‖L2ϕ(X), suppu ⊂ XF3. (9.3)
To prove it, we will need the following fact about commutators. This would follow from the
discussion in §4.2 if P5 were a pseudodifferential operator.
Lemma 9.2. For χ ∈ C∞0 (X) such that χP ≡ χP5, we have
‖[P5,ε, χ]u‖L2ϕ(X) ≤ Ch‖u‖H1h,ϕ(X).
Proof of Lemma 9.2. We take χ˜ ∈ C∞0 (X) with χ˜χ ≡ χ and χ˜P ≡ χ˜P5, and write
χe−1G P5eG = χe
−1
G PeG − χe−1G (1− χ˜)PeG + χe−1G (1− χ˜)P5eG.
By (4.7) and Lemma 7.1, the last two terms are of size OL2ϕ(X)→L2ϕ(X)(h∞) (as well as smooth-
ing and compactly supported in space), and hence negligible. A similar calculation for
e−1G P5eGχ then shows that
[P5,ε, χ] = [Pε, χ] +OL2ϕ(X)→L2ϕ(X)(h∞),
from which the lemma follows. 
Proof of Lemma 9.1. We take χ0, χC , χF ∈ C∞(X; [0, 1]) such that
(1) χ0 + χC + χF ≡ 1,
(2) χ0 ≡ 1 on X\(XC3 ∪XF3),
(3) χ0 ≡ 0 on XC4 ∪XF4,
(4) suppχF ⊂ XF , suppχC ⊂ XC .
First,
‖u‖2H2ϕ,h(X) ≤ C
(
‖χ0u‖2H2ϕ,h(X) + ‖χCu‖
2
H2ϕ,h(X)
+ ‖χFu‖2H2ϕ,h(X)
)
(9.4)
≤ C
h2 log2(1/h)
(
‖P5,εχ0u‖2L2ϕ(X) + ‖P5,εχCu‖2L2ϕ(X) + ‖P5,εχFu‖2L2ϕ(X)
)
.
We now observe that, for j ∈ {0, C, F},
‖P5,εχju‖2L2ϕ(X) ≤ C
(
‖χjP5,εu‖2L2ϕ(X) + ‖P5,εχju‖L2ϕ(X)‖[P5,ε, χj]u‖L2ϕ(X) + ‖[P5,ε, χj]u‖2L2ϕ(X)
)
,
and hence
‖P5,εχju‖2L2ϕ(X) ≤ C
(
‖χjP5,εu‖2L2ϕ(X) + ‖[P5,ε, χj]u‖2L2ϕ(X)
)
.
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Now
‖[P5,ε, χj]u‖2L2ϕ(X) ≤ Ch2‖u‖2H2h,ϕ(X), (9.5)
gives (1.9), provided h is sufficiently small that the ‖u‖2
H2h,ϕ(X)
term of (9.5) can be absorbed
into the left hand side of (9.4). Note that (9.5) follows from Lemma 9.2. 
Next we use the following lemma to reduce (9.2) and (9.3) to a family of one-dimensional
estimates. We use the notational shorthands
Q5,jm
def
= Q5,j(h
2λjm) and Q5,jmε
def
= e−εOp`(Gj)/hQ5,j(h2λjm)eεOp`(Gj)/h.
Lemma 9.3. The estimates (9.2) and (9.3) follow from
‖uCm‖H2h([0,∞)) ≤
C
h log 1/h
‖Q5,CmεuCm‖L2h([0,∞)), uCm ∈ C∞0 ((3,∞)), (9.6)
and
‖uFm‖H2h([0,∞)) ≤
C
h log 1/h
‖Q5,FmεuFm‖L2h([0,∞)), uFm ∈ C∞0 ((3,∞)), (9.7)
respectively, provided the constant C is uniform in m.
Proof. Using the notation of §3.4 and (7.1), we have
‖u‖2H2ϕ,h(X) ≤ 2‖u‖
2
L2ϕ(X)
+ ‖Pu‖2L2ϕ(X) =
∞∑
m=1
2‖ujm‖2L2([0,∞)) + ‖Qj(h2λjm)ujm‖2L2([0,∞)).
But
‖Qj(h2λjm)ujm‖L2([0,∞)) ≤ C
(
‖Q5,jmujm‖L2([0,∞)) + ‖ujm‖H2h([0,∞))
)
,
and
‖Q5,jmujm‖L2 ≤ ‖Q5,jmεujm‖L2 + ‖(Q5,jm −Q5,jmε)ujm‖L2 .
We observe that because of (4.13), we have
‖(Q5,jm −Q5,jmε)ujm‖L2 ≤ ε‖ujm‖H1h .
Now ∞∑
m=1
‖Q5,jmεujm‖2L2([0,∞)) = ‖e−εG
`
j/hP5e
εG`j/hu‖2L2(X),
and
‖e−εG`j/hP5eεG`j/hu‖L2(X) = ‖e−1G P5eGu‖L2(X) +O(h∞)‖u‖L2(X), (9.8)
give the conclusion.
To prove (9.8), we take χ ∈ C∞(X) such that χ ≡ 1 on Xj(9/2) and χ ≡ 0 on X\Xj(7/2), and
then χ˜ with the same properties but such that χχ˜ ≡ χ, and write
e−εG
`
j/hP5e
εG`j/hu = e−εG
`
j/hχ˜P5e
εG`j/hχu+ e−εG
`
j/h(1− χ˜)P5eεG`j/hχu.
We have
e−εG
`
j/h(1− χ˜)P5eεG`j/hχu = e−εG`j/h(1− χ˜)PeεG`j/hχu = O(h∞)u
by (4.7), and we have
e−εG
`
j/hχ˜P5e
εG`j/hχu = e−1G χ˜P5eGχu+O(h∞)u
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by (4.7), (4.12), and Lemma 7.1. Finally we observe that
e−1G χ˜P5eGχu = e
−1
G P5eGu+O(h∞)u.

To obtain (1.9), and as a consequence (1.8) and the Theorem, it remains to prove (9.1), (9.6)
and (9.7). These proofs are based on the arguments in [SjZw07, §4.1] (and see that paper
for references to earlier works which use a similar method, including [Mar02]), where similar
estimates are derived under different assumptions near infinity.
Let ψ˜ ∈ C∞0 (R) have ψ˜ ≡ 1 near 1, and supp ψ˜ ⊂ {p : |p− 1| < δp, where δp is as in Lemma
8.1.
Proof of (9.1). Take u ∈ C∞0 (X), suppu ∩XC4 = suppu ∩XF4 = ∅. We have
P5,εu = Pεu,
and hence (9.1) reduces to
‖u‖H2ϕ,h(X) ≤
C
h log(1/h)
‖Pεu‖L2ϕ(X).
But we have
‖(Id−ψ˜(P ))u‖H2h,ϕ(X) ≤ C‖Pε(Id−ψ˜(P ))u‖L2ϕ(X),
by (4.8). Meanwhile
‖Pεψ˜(P )u‖L2ϕ(X)‖ψ˜(P )u‖L2ϕ(X) ≥
∣∣∣〈Pεψ˜(P )u, ψ˜(P )u〉L2ϕ(X)∣∣∣ ≥ ∣∣∣Im〈Pεψ˜(P )u, ψ˜(P )u〉L2ϕ(X)∣∣∣
=
∣∣∣∣ 12i 〈(Pε − P ∗ε )ψ˜(P )u, ψ˜(P )u〉L2ϕ(X)
∣∣∣∣ ≥ εC ‖ψ˜(P )u‖2L2ϕ(X),
where for the last step we have used (4.13) and (4.9), observing that the principal symbol of
(Pε − P ∗ε )/2i is given by −ε{p,G}, so that Lemma 8.1 gives us the necessary nonnegativity.

Proof of (9.6) and (9.7). Fix j ∈ {C,F} and m ∈ N, and take ujm ∈ C∞0 ([Rj − 3/2,∞)).
We have
‖(Id−ψ˜(P ))ujm‖H2h([0,∞)) ≤ C‖Q5,jmε(Id−ψ˜(P ))ujm‖L2([0,∞)),
by (4.5). Meanwhile
‖Q5,jmεψ˜(P )ujm‖L2‖ψ˜(P )ujm‖L2 ≥
∣∣∣〈Q5,jmεψ˜(P )ujm, ψ˜(P )ujm〉L2∣∣∣
≥
∣∣∣Im〈Q5,jmεψ˜(P )ujm, ψ˜(P )ujm〉L2∣∣∣ ≥ ε
C
‖ψ˜(P )ujm‖2L2 ,
where for the last step we have used (4.13) and (4.6). This time the principal symbol of
(Q5,jmε−Q∗5,jmε)/2i is given by Im qjf−εRe{qjf , G}. In this case the necessary nonnegativity
is given by Lemma 8.1 together with (5.3) and (5.4) in the case j = C, and by Lemma 8.1
together with (6.2) and (6.3) in the case j = F .
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
Appendix. The curvature in the cusp and funnel
Here we give a computation for the curvature of a metric of the form (2.1) or (2.2). This is
important for the examples in §3.2. For this section only, let (S, g˜) be a compact Riemannian
manifold, and let X = R× S be equipped with the metric
g = dr2 + f(r)2g˜,
where f is any smooth function satisfying f > 0 everywhere. Let p ∈ X, let P be a two-
dimensional subspace of TpX, and let K(P ) be the sectional curvature of P with respect to
g. We will show that if ∂r ∈ TpX, then
K(P ) = −f
′′(r)
f(r)
,
while if P ⊂ TpS, then
K(P ) =
K˜(P )
f(r)2
− f
′(r)2
f(r)2
,
where K˜(P ) is the sectional curvature of P with respect to g˜.
To perform these computations, we will work in coordinates (x0, . . . , xn) = (r, x1, . . . , xn),
and write
g = gαβdx
αdxβ = dr2 + gijdx
idxj = dr2 + f(r)2g˜ijdx
idxj,
using the Einstein summation convention. We use Greek letters for indices which include 0,
that is indices which include the direction r, and Latin letters for indices which do not. For
brevity we write ∂α = ∂xα and ∂j = ∂xj . We then have
∂αgrα = 0, ∂rgjk = 2f
−1f ′gjk, ∂igjk = f 2∂ig˜jk.
We write Γ for the Christoffel symbols of g, and Γ˜ for those of g˜. These are given by
Γrrα = Γ
α
rr = 0, Γ
r
jk = −f−1f ′gjk, Γijr = f−1f ′δij, Γijk = Γ˜ijk.
We define the Riemann curvature tensor by
Rαβγ
δ = ∂αΓ
δ
βγ + Γ
ε
βγΓ
δ
αε − ∂βΓδαγ − ΓεαγΓδβε.
Now if P ⊂ TpX is spanned by a pair of orthogonal unit vectors V α∂α and Wα∂α, then
K(P ) = RαβγδV
αW βW γV δ, and similarly for R˜ and K˜. In our case we have
Rijk
` = R˜`ijk + Γ
r
jkΓ
`
ir − ΓrikΓ`jr = R˜`ijk + (f−1)2(f ′)2(−δ`igjk + δ`jgik),
Rrjk
r = ∂rΓ
r
jk − ΓmrkΓrjm = −(f−1f ′gjk)′ + (f−1f ′)2gjk = −f−1f ′′gjk.
In the case where ∂r ∈ P we take V = ∂r and W = W j∂j any unit vector in TpX orthogonal
to V . Then we have
K(P ) = RrjkrW
jW k = −f−1f ′′gjkW jW k = −f−1f ′′.
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Meanwhile if ∂r ⊥ P we may write V = V j∂j and W = W j∂j. Then
K(P ) = Rijk`V
iW jW kV `
=
(
R˜mijk + (f
−1)2(f ′)2(−δmi gjk + δmj gik)
)
gm`V
iW jW kV `
=
(
f 2R˜ijk` + (f
−1)2(f ′)2(−g`igjk + g`jgik)
)
V iW jW kV `.
using the fact that fV and fW are orthogonal unit vectors for g˜, we see that
K(P ) = f−2K˜(P )− (f−1)2(f ′)2.
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