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つである連長圧縮，および Smooth wordの定義について述べる．第 3章では，本研究の
動機を明らかにするために，Kolakoski wordの性質に関する既知の結果と予想，および
先述した無限文字列の一つであるフィボナッチ文字列と Smooth wordの関係について述









w = w[1]w[2]...w[n] (w[i] ∈ Σ,1 ≤ i ≤ n)
と表される．文字列wの長さとは文字列に並べられた文字の個数であり，|w|と表す．ま
た，文字列wを反転した文字列をwRと書く．すなわち，
wR = w[n]w[n− 1]...w[2]w[1] (w[i] ∈ Σ,1 ≤ i ≤ n)
である．アルファベット Σから成る文字列集合を Σ∗と書き，特に n文字の文字列集合を
Σnと書く．空文字を εと表し，|ε | = 0である．また，無限長の文字列集合を Σωと書く．
文字列w ∈ Σ∗が与えられたとき，
∃x, y ∈ Σ∗, w = x f y
を満たす文字列 f をwの部分文字列という．x = εならば f はwの接頭辞であり，y = εな
らば f はwの接尾辞である．文字列wの全ての接頭辞の集合と，全ての接尾辞の集合をそ
れぞれPref(w)，Suff(w)と書く．特に，長さ nの接尾辞および接頭辞をそれぞれPrefn(w)，
Suffn(w)と表す．すなわち，Prefn(w) = Pref(w) ∩ Σn，Suffn(w) = Suff(w) ∩ Σnである．文
字列 wの全ての部分文字列の集合を Fact(w)と書く．特に長さ nの部分文字列の集合を
Factn(w)と表し，Factn(w) = Fact(w) ∩ Σnである．また，文字列w中に出現する部分文字
















2連続，2が 5連続，3が 1連続で並んでいるので，連長圧縮操作を加えると「(1, 3), (5,
2), (2, 5), (3, 1)」と表される．また，(a,b)というデータが与えられ，記号 aが b個連続す














と与えられているとき，関数 ∆ : Σ∗ → N∗を次のように定義する．
∆(w) = i1i2i3i4...
wが無限長文字列の場合，∆ : Σω → Nωである．
例 1 w = 1114414444444411のとき，∆(w) = 32182である．




∆−1α (u) = α
u[1]ᾱu[2]αu[3]ᾱu[4] ..., (α, ᾱ ∈ {a,b}, α , ᾱ)
例 2 u = ∆(w)とし，wのアルファベットを Σ = {2,3}とする．u = 2163でwの先頭文字
が 3ならば，





定義 1 アルファベット Σ = a,bにおける無限長 Smooth wordの集合Kωを次のように定
義する．
Kω = {w ∈ Σω | ∀k ∈ N,∆k(w) ∈ Σω}




となり，∆(K) = Kである．したがって，文字列 Kは何回連長圧縮しても Σ = {a,b}で閉
じているので Σ = {1,2}の Smooth wordである．
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例 4 Σ = {1,2}とし，次の式で定義されるフィボナッチ文字列 Fを考える．
F0 = 2, F1 = 1, Fn = Fn−1Fn−2 (n ≥ 2), F = lim
n→∞
Fn
このとき，F = 121121211211212112121...となるが，これを 2回連長圧縮した文字列は
∆2(F) = 213111313...となり，Σ = {1,2}で閉じていない．したがって，フィボナッチ文字
列 Fは Σ = {1,2}のSmooth wordではない．
注 1 例 4の場合，アルファベットをΣ = {1,2,3}に拡張すると，Σで閉じているため，フィ
ボナッチ文字列 Fは Σ = {1,2,3}の Smooth wordであるといえる（定理 2参照）．
また，Σ = {a,b}における有限長 Smoooth wordの集合K を次のように定義する．
K = {w ∈ Σ∗ | ∃k ∈ N,∆k(w) ∈ Σ,0 ≤ l < k,∆l(w) ∈ Σ∗}









となる．6回目の連長圧縮で 1文字のみになり，それ以前の連長圧縮では Σ = {1,3}で閉
じている．したがって，文字列wは有限長の Smooth wordである．
関数Φ : K → Σωを次のように定義する．
Φ(w)[ j + 1] = ∆ j(w)[1], ( j ≥ 0)
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すなわち，文字列wを連長圧縮をして生まれる文字列の先頭 1文字を順にとってできる




u[k] (n = 1)
∆−1u[k−n+1](wn−1) (1 < n ≤ k)
例 6 例 5の文字列の場合，それぞれの連長圧縮の段階の先頭1文字（太文字部分）をとっ
てΦ(w) = 1111313となる．逆に，u = Φ(w)の最後の文字から




























となり，∆(K) = Kとなる．すなわち，Kolakoski wordは連長圧縮前後で文字列が変わら
ないという性質を持っている．したがって，Kolakoski wordは Σ = {1,2}で閉じているた
め，Smooth wordである．
Kolakoski wordの構成法はN. Üçoluk[18]により明らかにされており，図 3.1の通りで
ある．
このような性質を持つKolakoski wordは Σ = {1,2}以外にも拡張することができる．こ
れを，Σ = {a,b}における Kolakoski wordとよび，K(a,b)と書く．
例 7 Σ = {2,3}の場合，K(2,3) = 2233222333223322333222...となる．
Kokakoski wordの未解決問題の一つに「1および 2の出現割合の極値 freq1(K), freq2(K)
の導出」があり，C. Kimberlingによって200$の懸賞金が懸けられている [1]．Dekking [11]
は，freq1(K) = freq2(K) = 1/2となることを予想したが，証明されるには至っておらず，
9
Algorithm 1.
input: Σ = {1,2}, MaxLength
1 x = x1 = 1, y = ε
2 i ← 1
3 loop
4 if i ≡ 1(mod2) then s = 1
5 elses = 2
6 y← ysxi
7 i ← i + 1
8 x← y
9 exit when |x| ≤ MaxLength
10 end loop
output: x[1]x[2]...x[MaxLength]
図 3.1: Kolakoski wordの生成































































ε (∆(w) = 11または∆(w) = 1またはw = ε)
∆(w) (∆(w) = 2x2)
x2 (∆(w) = 1x2)
2x (∆(w) = 2x1)
このとき，freqK(w)と freqK(D(w))との間には次の関係があることが示されている [10]．
定理 1 freq1(K) = freq2(K) = 1/2ならば，freqK(D(w)) = 3freqK(w)である．
3.2 Smooth wordの性質
Σ = {a,b} (a < b)から成る Smooth wordのうち，最も辞書順で若い文字列をm{a,b}とす
る．この文字列は，図 3.3で示されるアルゴリズムで簡単に生成できることから，様々な
解析がなされている．このうち，関数 isS mooth(w)は文字列wが Smooth wordかどうか
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Algorithm 2.
input: Σ = {a,b}, MaxLength
1 m{a,b} := a
2 loop
3 if isS mooth(m{a,b} · a) then m{a,b} := m{a,b} · a
4 elsem{a,b} := m{a,b} · b
5 exit whenm{a,b} ≤ MaxLength
6 end loop
output:m{a,b}[1]m{a,b}[2]...m{a,b}[MaxLength]
図 3.3: Σ = {a,b}から成るSmooth wordのうち最も辞書順で若い文字列の生成
を判別する関数である．この判別には，次に定義される関数Dr : Σ∗ → N∗ [16]を用いる．
Dr(w) =

ε (∆(w) = α, α < bまたはw = ε)
∆(w) (∆(w) = xb)
x (∆(w) = xα, α < b)
ただし，α ∈ Nである．この関数は，文字列 wを連長圧縮した文字列 ∆(w)の最後の文
字が bよりも小さい数字となった場合，∆(w)の最後の文字を省略するものである．∀k ≥


















例 8にあるように，フィボナッチ文字列の連長圧縮を観察すると ∆3(F) = ∆5(F),∆4(F) =
∆6(F)のように，3回目の連長圧縮以降は 1回の連長圧縮おきに同じ文字列が出現してい
ることが分かる．これは Berth́e [19]により次の定理として与えられている．
定理 3 Φ(F) = 112(13)ωである．
系 1 kを 3以上の正の整数とする．このとき，∆k(F) = ∆k+2(F)である．
また，Belek [16]によって，m{1,3}と ∆3(F)との関係を示す次の定理が証明されている．
定理 4 ∆3(F) = m{1,3}．





定理 6 文字列 uを，次のような隣接 2項の文字列の連結として定義する．





3.2.2 奇数から成る Smooth word
a,b (a < b)を共に正の奇数とし，Σ = {a,b}から成る Smooth wordを考える．この文字
列の解析はBrlekら [15]によって行われ，次の定理が与えられている．




定理 8 Φ(m{a,b}) = (ab)ω
すなわち，abのくりかえしで構成される有限文字列からm{a,b}の接頭辞を構成すること
ができる．このように，アルファベットが共に正の奇数の場合，Smooth wordm{a,b}は容
易に構成できる．特に a = 1とすると，m{1,b}は次のような漸化式として構成されること
が明らかになっている．
定理 9 bを奇数とする．文字列wを，次のような隣接3項の文字列の連結として定義する．
w1 = b,w2 = 1
b,w3 = (b1)
b−1








系 2 定理 9で構成される文字列wnは回文である．
このことから，m{1,b}における文字 1および bの出現割合 freq1(m{1,b}), freqb(m{1,b})を求め




















初項は f1 = 1, f2 = 0, f3 = (b + 1)/2,g1 = 0,g2 = b,g3 = (b− 1)/2である．これを解くと，





































2b− 1(a + b + 2√2b− 1)












2b− 1 + 2b− 1√
2b− 1(1+ b + 2√2b− 1)
,c′3 =




















2b− 1 + 1
となる．




2b− 1 + 1
, freqb(m{1,b}) =
1√



















補題 1 m{1,b}に現れる部分文字列の一つを vとする．このとき，freqv(m{1,b}) = freqvR(m{1,b})
である．
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例 9 m{1,b} に現れる 2文字の部分文字列は Fact2(m{1,b}) = {11,1b,b1} の 3種類である．

































freq1b(m{1,b}) = freqb1(m{1,b}) =
1√







freq1b(m{1,b}) = freqb1(m{1,b}) = freqb(m{1,b}),








b− 1 = freq11(m{1,b})
b− 2
b− 1,














2b− 1− (3b− 1)




る．b = 3の場合，定理 5よりm{1,3}には部分文字列 33,31313は出現しないが，これを一
般の奇数 bに拡張すると，次が成り立つ．
定理 11 文字列m{1,b}に，部分文字列 bb, (b1)
b+1
2 bは出現しない．
証明 定理 9で与えられる漸化式において，n = 1,2,3の場合は明らかである．n = 4の
場合も，w4 = (w2w1)
b−1
2 w2 = (1bb)
b−1
2 1bであることから明らかである．n ≥ 5の場合，wn
















2 b < wn．m{1,b} = limn→∞w2n
なので，bb, (b1)
b+1
2 b < m{1,b}となる．
系 3 q0 = (b1)
b+1
2 b，kを 1以上の整数とし，文字列 qn (n > 0)を次の式で定義する．
qn =

∆−11 (qn−1) (n = 2k− 1),
∆−1b (qn−1) (n = 2k).









ii) 文字列 q2k−1の接頭辞と接尾辞のそれぞれから 1を b− 2文字ずつ削除した文字列の場
合
文字列 q2k−1を 2k− 1回連長圧縮することで (b1)b+12 bとなり，i)の場合と同様にして q2k−1
がm{1,b}に出現しないのは明らか．ところが，q2k−1の接頭辞および接尾辞には 1bが存在
する．m{1,b}の定義から，部分文字列 11があるならば 11を含む文字列として 1bがある．
したがって，q2k−1の接頭辞と接尾辞のそれぞれから 1を b− 2文字ずつ削除した文字列は
m{1,b}に出現しない．
m{1,b}において，長さnの部分文字列 xから長さn+1の部分文字列 xαを導出することを考
える．ここで，x ∈ Σ∗, α ∈ Σとする．アルファベットサイズは2なので，xの後ろにつく文字
αがただ1通りならば freqxα(m{1,b}) = freqx(m{1,b})である．また，xの後ろにつく文字αが2
通りならば freqx1(m{1,b})+freqxb(m{1,b}) = freqx(m{1,b})である．このことから，m{1,b}の部分文
字列の出現割合を求めるという問題は，長さnの部分文字列から長さn+1の部分文字列を導
出するという問題に置き換えることができる．付け加える文字αを求めるアルゴリズムを
図 4.1に示す．図 4.1において入力文字列 x ∈ Factn(m{1,b})が1～8行目のいずれかに該当す
る場合，付け加える文字αは一通りに決まるため，freqxα(m{1,b}) = freqx(m{1,b})となる．1～
8のいずれにも該当しない場合，後ろにつく文字は1とbの両方である．これを特例として，
文字列 x1および xbの出現割合を求める代わりに，補題 1より反転文字列1xR，bxRの出現割
合を求める．また，freqx1(m{1,b})+ freqxb(m{1,b}) = freq1xR(m{1,b})+ freqbxR(m{1,b}) = freqx(m{1,b})
であることを利用して出現割合を求める．






input: x ∈ Factn(m{1,b})
1 if (b1)
b+1
2 ∈ Suff(x) then α = 1; return
2 else if1b ∈ Suff(x) then α = b; return
3 for i : 0→ b−32
4 if (b1)
b−1
2 −1 ∈ Suff(x) then α = b; return
5 else if1b−2−2i ∈ Suff(x) then α = 1; return
6 if 11 ∈ Suff(x) then α = 1; return
7 else ifb ∈ Suff(x) then α = 1; return
8 else特例
図 4.1: m{1,b}に出現する長さ n− 1の部分文字列の出現割合から長さ nの部分文字列の出
現割合を求めるアルゴリズム
である．
i)接尾辞が 515151の場合（図 4.1の 1行目に相当）
定理 11より，5151515< m{1,5}である．よって，後ろにつく文字は 1のみである．した
がって，freq11515151(m{1,5}) = freq11515151(m{1,5})．




iii) 接尾辞が 5151の場合（図 4.1の 4行目に相当）
後ろにつくのは 5のみ．したがって，freq111151515(m{1,5}) = freq11115151(m{1,5})．
iv)接尾辞が 1111の場合（図 4.1の 5行目に相当）
後ろに 5がつくと，連長圧縮時に 4が現れるためSmooth wordではなくなる．よって，後
ろにつく文字は 1のみである．したがって，freq11151111(m{1,5}) = freq11151111(m{1,5})，
freq15151111(m{1,5}) = freq15151111(m{1,5})．
v)接尾辞が 111の場合（図 4.1の 6行目に相当）
後ろに 5がつくと，連長圧縮時に 3が現れるため Smooth wordではなくなる．したがっ
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て，freq11115111(m{1,5}) = freq11115111(m{1,5})，freq51515111(m{1,5}) = freq51515111(m{1,5})．
vi)接尾辞が 11の場合（図 4.1の 7行目に相当）
後ろに 5がつくと，連長圧縮時に 2が現れるため Smooth wordではなくなる．したがっ
て，freq11111511(m{1,5}) = freq11111511(m{1,5})，freq15151511(m{1,5}) = freq15151511(m{1,5})．
vii) 接尾辞が 5の場合（図 4.1の 8行目に相当）
定理 11より，55 < m{1,5}である．よって，後ろにつく文字は 1のみである．したがって，
freq111115151(m{1,5}) = freq11111515(m{1,5})，freq151111151(m{1,5}) = freq15111115(m{1,5})，
freq111515151(m{1,5}) = freq11151515(m{1,5})．
以上の i)～vii) に当てはまらない文字列 51111151の後ろには 1と 5の両方がつく．こ
のとき，freq51111151(m{1,5}) + freq511111515(m{1,5}) = freq51111151(m{1,5})となる．補題 1より，
freq511111511(m{1,5}) = freq115111115(m{1,5})である．freq115111115(m{1,5})は上記 ii）で求められて
いる．よって，freq511111511(m{1,5}) = freq11511111(m{1,5})．








k番目の文字 s[k]が次の式で決まる無限長の文字列 sを考える（Σ = {a,b}とする）．
s[k] =






a (dρ + (k + 1)αe − dρ + kαe = 0),
b (その他)
ここで，0 ≤ ρ < 1であり，αは無理数である．このようにして構成される文字列 sを




数列 r = (r1, r2, r3, ...) (r i ∈ N)とする．Standard Sturmian wordstは次のようにして構成さ
れる．
st−1 = b, st0 = a, stk = st
rk
k−1stk−2(k ≥ 1), st = limk→∞ stk
r1 = r2 = r3 = ... = 1とすると，文字列 stはフィボナッチ文字列となる．したがって，
pF(n) = n + 1である．
ii) 順同型写像による方法
準同型写像 ψ : Σ∗ → Σ∗を次のように定義する．
ψa(a) = a, ψa(b) = ab, ψb(a) = ba, ψb(b) = b.
Directive word d = d[1]d[2]d[3]...d[n]...(d[i] ∈ Σ)とし，文字列 tを次の式で定義する．
tn = ψd[1]ψd[2]ψd[3] ...ψd[n−1](d[n]), t = lim
n→∞
tn
このときできる文字列 tnは，Directive worddからできる Standard Sturmian wordの接頭
辞となる．d = (ab)ωのとき，文字列 tはフィボナッチ文字列となる．
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4.2.2 Episturmian word
4.2.1 ii)で述べたような準同型写像を用いて構成する方法について述べる．Σ = {σ1, σ2, σ3, ...}
とし，準同型写像 ψ : Σ∗ → Σ∗を次のように定義する．
ψa(a) = a, ψa(x) = ax, x ∈ Σ, x , a
Directive wordd ∈ Σωとすると，Episturmian wordesは次の式で定義される．
esn = ψd[1]ψd[2]ψd[3] ...ψd[n−1](d[n]), es= lim
n→∞
esn
Episturmian wordの複雑度は pes(n) = (|Σ| − 1)n + 1となることが知られている．そのほか
のEpisturmian wordの性質に関しては [12,20]に詳しい．
4.2.3 自然数や素数を順に並べた文字列
自然数 1, 2, 3...を順に並べた文字列を Barbier infinite word Bとよび，
B = 1234567891011121314151617...
である．また，素数 2, 3, 5, 7, 11...を順に並べた文字列を Prime sequencePとよび，
P = 235711131719232931374143...
である．いずれの場合も，pB(n) = pP(n) = 10nである [4]．
4.2.4 Paperfolding word
Σ = {a,b, c,d}とし，準同型写像 ϕ : Σ∗ → Σ∗を次のように定義する．
ϕ(a) = ab, ϕ(b) = cb, ϕ(c) = ad, ϕ(d) = cd.




bの値＼長さ n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
3 2 3 5 6 7 8 9 10 11 12 13 14 15 16 17
5 2 3 5 7 10 12 13 14 15 16 18 20 22 24 26
7 2 3 5 7 10 13 16 18 19 20 21 22 24 26 28
9 2 3 5 7 10 13 16 19 22 24 25 24 27 28 30
11 2 3 5 7 10 13 16 19 22 25 28 27 31 32 33
13 2 3 5 7 10 13 16 19 22 25 28 31 34 36 37
15 2 3 5 7 10 13 16 19 22 25 28 34 34 37 40
17 2 3 5 7 10 13 16 19 22 25 28 34 34 37 40
19 2 3 5 7 10 13 16 19 22 25 28 34 34 37 40
21 2 3 5 7 10 13 16 19 22 25 28 34 34 37 40
表 4.1: m{1,b}の複雑度 pm{1,b}(n)
この文字列を観察すると，
Fact1(z) = {a,b, c,d}, pz(1) = 4,
Fact2(z) = {ab,ad,ba,bc, cb, cd,da,dc}, pz(2) = 8,
Fact3(z) = {abc,adc,bab,bad,bcb,bcd, cba, cda,dab,dad,dcb,dcd}, pz(3) = 12.
となり，pz(n) = 4nとなることが予想される．これは，Allouche [5]により証明されている．
4.2.5 Smooth word
m{1,b}の複雑度 pm{1,b}(n)を計測した．その結果のうち，3 ≤ b ≤ 21，1 ≤ n ≤ 15の場合の
複雑度を表 4.1に示す．pm{1,b}(n)の観察結果として次のことが挙げられる．
観察 1 b = 3の場合，n ≥ 3で pm{1,3}(n) = n + 2となっている．




定理 12 文字列m{1,3}に出現する長さ n(≥ 3)の部分文字列の種類は，ちょうど n + 2種類
である．
この定理の証明のために，次の補題を与える．
補題 2 A = 13, B = 11とする．このとき，m{1,3}の偶数長の部分文字列は {A, B}+または
{AR, BR}+で表現できる．
証明 文字列m{1,3}が定理 6のようにして構成されるものとする．初項 u0 = 11,u1 = 13な
ので，unの奇数番目から始まる偶数長の部分文字列は，
1x11x21x3...1xs (xt ∈ {1,3},1 ≤ s≤ 3)





n = 2k (k ≥ 2)とする．また，
u0 = 11,u1 = 13,un = un−1un−2
F0 = B, F1 = A, Fn = Fn−1Fn−2
とする．m{1,3} = limn→∞ un,フィボナッチ文字列 F = limn→∞ Fnである．Fはフィボナッ
チ文字列なので，長さ kの部分文字列の種類数は k + 1である．これらの文字列に対し






列の種類数は |S|+ |R| = 2(k + 1) = 2k + 2となる．n = 2kなので，pm{1,3}(n) = 2k + 2 = n+ 2
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である．逆に，補題 2より文字列集合 Sの各要素および文字列集合Rの各要素は，それ
ぞれ {A, B}+および {AR, BR}+で表される．Sの各要素とRの各要素はそれぞれ 1対 1対応
しているため，どちらか一方の集合を考えればよく，Sの各要素を 13 = A,11 = Bと置換
すると，文字列 Fの長さ kの部分文字列となる．|S| = k+ 1なので，pF(k) = k+ 1である．
ii) 部分文字列の長さが奇数の場合
n = 2k− 1 (k ≥ 2)とする．フィボナッチ文字列において，長さ k− 1の部分文字列の後ろ




ここで，pF(k) = k + 1なので，[ア]に当てはまる文字列は k− 1種類，[イ]に当てはまる
文字列は 1種類である．
[ア]の場合，作られた長さ kの部分文字列の接頭辞 k− 1字は異なる文字列である．し
たがって，A = 13, B = 11と置換してできた文字列は接頭辞 2k− 2文字がそれぞれ異なる
ため，接尾辞 1文字を削っても異なる文字列となる．その種類数は k− 1種類である．
[イ]の場合，作られた長さ kの部分文字列の接頭辞 k− 1字はそれぞれ同じ文字列であ
る．したがって，A = 13, B = 11と置換するすると，A, Bそれぞれの 1文字目が 1で等し
く，2文字目が異なっているため，接尾辞 1文字を削ると同じ文字列となる．したがって，
この場合の種類数は 1となる．
また，i)の場合と同様に文字列集合 Rを考える (|R| = k + 1)．集合 Rの各要素を AR =
31, BR = 11と置き換える．このとき，AR, BRそれぞれの 1文字目は異なっている．した
がって，接尾辞 1文字を削っても互いに異なる文字列である．よって，この場合の種類
数は k + 1である．以上のことから，pm{1,3}(n) = (k− 1) + 1 + (k + 1) = (2k− 1) + 2 = n + 2
である．
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