We describe the elements of the electronic structure and the chemical trends in cationsubstitutional Cr, Mn; -Fe, Co, Ni, Cu, and Zn impurities in GaP and Fe in InP. First, using the recently developed method of Fazzio, Caldas, and Zunger, we deconvolute the observed acceptor, donor, and intracenter d -+d excitation energies into a one-electron mean-field contribution and a many-electron multiplet correction. Then, using the self-consistent quasiband crystal-field Green sfunction method of Lindefelt and Zunger, we show that one-electron theory explains the magnitudes and the trends in the mean-field part of the observed transition energies (evaluated as differences in total energies)~Many-electron contributions are found to be sizable, and are responsible for the nonmonotonic trends of the observed acceptor energies with the impurity s atomic number and a reduction in the Mott-Hubbard Coulomb energies. We discuss in detail the impurity-induced energy levels (gap states as well as resonances), the photoionization and intracenter excitations, the attenuation of the Mott-Hubbard Coulomb repulsion energies with the attendant plurality of charge states, the self-regulating response of the electron density to excitations, and the nature of the transitionatom -host chemical bond with its relationship to the structure of bulk 3d phosphides.
I. INTRODUCTION
The utility of III-V -compound semiconductors in many device applications, ranging from high-speed logic circuits, ' optoelectric devices, ' (a) , 2(a), 3(a) , 4(a) , and 5(a) summarize the most reliably determined levels of GaP:TA, for TA= Cr, Mn, Fe, Co, and Ni (GaP:Zn gives rise to only a simple shallow acceptor, and CJaP:Cu shows mostly complexes). Detailed EPR and ENDOR studies ' suggest that with one possible exception (neutral and doubly negative3 Fe in GaP, for which no conclusive data exist as yet), all 3d elements considered take up a cation substitutional site in GaP, much like the situation in other III-V compounds ' ' (e.g., InP and GaAs) and the II-VI compounds (e.g. , ZnS and ZnSe) , but in contrast with the situation in Si, where under normal diffusion conditions the tetrahedral interstitial site is often favored.
Few of the elements of the structural and electronic properties of GaP:TA can be appreciated from a cursory look at the experimental data and from simple atomic considerations.
%'hen a transition atom takes up the trivalent Ga site, its formal oxidation state becomes that of Ga, i.e. , T + for a neutral center, T + for a singly negatively charged center, and T + for a positively charged center. Assume first that the crystalline environment was a weak perturbation on these oxidation states of the transition-atom impurity and examine the consequences of this assumption vis a vis -ex-periments. Figure 6 displays the calculated 3d-orbital energies of the free ions Ni through V in these three oxidation states. We
give both the spin-up (d+ ) and the spin-down (d ) energies; their separation (shaded area in Fig. 6 1st Donor 1st Accept. (a) Experimentally observed donor, acceptor, and intra-d excitations in CxaP:Cr, and the theoretical assignments of the multiplet states and dominant one-electron configurations. See Appendix, subsection 1, for details and references. T denotes tentative values. (b) One-electron mean-field analog for donor, acceptor, and intra-d excitations in GaP:Cr.
the conduction band when a second electron is captured (producing T +). Similarly, if a level will exist in GaP (i.e. , T + when neutral) it would not exist in ZnS ( T + when neutral). In fact, the experimental data summarized in Figs. 1(a) - 5(a) show that, for GaP, the impurities Mn and Co exist in the gap in two oxidation states, Fe and Ni exist in three oxidation states, and Cr has been observed to exist in four oxidation states. Furthermore, these impurities give rise to band-gap levels both when replacing trivalent host cations (e.g. , GaP) or divalent host cations ' (e.g. , ZnS). Indeed, for this to occur, the Coulomb repulsion energies of the free ions would have to be reduced in the solid by 1 -2 orders of magnitude, i.e. , U-0.2 -2 eV. This is surprising since EPR and ENDOR measurements Third, the absorption spectra of Gap:TA at sub-band-gap photon energies show sharp lines, ' resembling the familiar multiplet transitions in free atoms, except that the energy range of the spectra is compressed by about a factor of 10. Fourth, whereas the free-ion orbital ionization energies of Fig. 6 shows these systems to occur at their maximum spin [ Jin Figs. 1(a) -5(a)j, and hence, despite the fact that interelectronic repulsions are reduced substantially in the solid, the exchange splittings (2 -5 eV in ions, cf. From these simple observations one concludes that a theory is needed for explaining the chemical shift in binding energies (i.e. , reduction of their slope with Z), the Coulomb reduction (i.e, , the attenuation of repulsion energies by 1 -2 orders of magnitude), and the survival of the many electron multiplet -effects in the solid, with their attendant high-spin ground states. In this first selfconsistent study of transition-atom impurities in an extended compound semiconductor we set out to clarify these issues.
The strategy that we adopt in this work is as follows.
First, using the recently developed method of Fazzio, Cal- das, and Zunger, we will resolve the experimental excitation and ionization energies b,E into a mean-field (MF) one-electron part AEMF and a multiplet correction (MC) part AEMc. This is needed since the local-density approach underlying our work cannot handle conveniently the multiplet part, except for its spin contribution (when carried in a spin-polarized fashion (4) 2. Double (second) acceptors Double-acceptor ionizations correspond to a process where a second valence-band electron is transferred to the impurity levels, changing thereby the charge state from to 2 . This can be described as a second hole emission process:
The change in total free energy attendant upon this process can be denoted as E ( -/2 -), or [Eqs. (2) and (3)] and donor electron emission [Eqs. (7) and (8) (6), the deconvolution is formulated, respectively, as
Here, HM"( -/0), EMF(0/+), and EM"( -/2 -) are the differences in mean field total energies -pertinent to a single acceptor, single donor, and double acceptor, respec-. In a recent work, Fazzio, Caldas, and Zunger (FCZ) constructed an approximate method for deconvoluting the observed excitation and ionization energies of Eqs.
(1) - (11) The apparent Mott-Hubbard Coulomb repulsion energies of Eqs. (10) and (11) can be deconvoluted similarly, The content of this deconvolution is revealing. This is illustrated in Fig. 7 , which displays the MF portion (shaded area) and the MC part (clear area) of the singleacceptor energies [Fig. 7(a) and Eq. (14)], double-acceptor energies [Fig. 7(b) and Eq. (16)], and the lowest d~d* intracenter excitation energies [Fig. 7(c) Except for GaP:Ga, the occupation numbers used pertain to the single acceptors and are hence identical to those used in Fig. 8 .
l. e and t2 crystal-field resonances
There is a striking resemblance between the levels of GaP:TA and those of substitutional TA impurities in silicon [Fig. 9 in Ref. 59(a) ]. To understand the atomic origin of the impurity-induced levels, we place at the origin of Fig. 9 Fig. 9 (involving a -5-eV relaxation energy) was discussed elsewhere. ' ' The purpose of choosing GaP:Ga as the impurity at the origin of Fig. 9 and then proceeding to lighter impurities, going backwards in the Periodic Table, Mn, Fe, and Cr impurities in GaP. (a) l=2 (d-orbital) components; (b) l=4 (g-orbital) components.
ing from Co to Ni. These trends match the experimental observations [ Figs. 1(a) -5(a) ]. Figure 11 depicts the radial components of the t2 wave functions for a few impurities. Its l=2 ("d-orbital" ) component [Fig. 11(a) ] resembles atomic 3d orbitals; however, being antibonding, these wave functions show orthogonality nodes in the central cell [around r =2 a.u. in Fig.   11(a) ]. The d component is strong for GaP:Fe, and decays somewhat on both sides of Fe in the Periodic Table, as the level acquires more p character. The p-orbital components [ Fig. 11(b) ] have maxima that fall in the shaded area of Fig. 11(b) (Table   IV) Fe, Ni, and Cr impurities in GaP. (a) l=2 (d-orbital) components; (b) ), (cf. Fig. 4) , and reports excellent agreement with experiment. We find (as well as others ' " ) no impurityinduced hostlike e level at this energy range in any of our calculations (cf. Fig. 9 ). Indeed, these systems show a limited solubility, until one approaches near to the 50% -50% stoichiometry that permits periodic arrangements with higher coordination. There is a striking analogy, however, between the qualitative features of'the band structure of bulk phosphides and their dilute-impurity limit discussed here (Fig. 9) . The band structure of transition-metal phosphides'
' shows, at low energies, a phosphorous 3s band (analogous to the lower valence band between E"-9.8 eV and E, -12.4 eV in Fig. 9 We have seen that the coupling of various one-electron configurations through the (anisotropic) interelectronic interactions invalidates the analogy between one-electron energy-level diagrams and the multiplet-dominated excitation and ionization energies. Nevertheless, such approximate diagrams ' " have been constructed in the past and have been extremely useful in summarizing a large amount of data. Having identified through our multiplet theory the predominant one-electron configuration for each rnultiplet in the various ionized and excited states, and having calculated the chemical trends in the electronic structure of these one-electron levels, we are in a position to construct a schematic quasiparticle diagram for GaP:TA (Fig. 12) . The quasiparticle energies correspond, in principle, to the sum of the bare orbital energies (cf. Fig. 9 ) and the spin and space correlation self-energies (whose differences are depicted in Fig. 7 ). All quasiparticle levels in Fig. 12 are occupied in increasing order of energy, with no unoccupied states below an occupied state (as opposed to the mean-field energy diagram in Fig. 9 ).
Hence, excitations and ionizations are given as transitions from the highest occupied quasiparticle level to the lowest unoccupied quasiparticle level. Figure 12 We start at the lower left-hand corner with GaP:Ga with its deep t+" and e+" levels, having, at this limit, a vanishingly small crystal-field sglittin~a nd no exchangecorrelation (XC) splitting (t+ t, e+" ----e " ).
The t+" states remain fully occupied throughout the 3d series, and, hence, they are optically, electrically, and magnetically inactive. Since they represent bonding combinations, they contribute, however, to the chemical stability of the TA-host bond. Their electronic relaxation, attendant upon excitations and ionizations of the higherenergy levels, controls the magnitude of these transition energies. These levels were not recognized in the classic Ludwig-Woodbury model. ' The &+ states start at the GaP:Ga limit as fully occupied and unpolarized hostlike states near the VBM and acquire XC splitting as they are gradually depopulated, moving toward the GaP:V limit. The t+ electrons are optically, electrically, and magnetically active. Since their Mott-Hubbard Coulomb energies are smaller than those of the more localized nonbonding e+" states, spin-flip and electron-capture transitions require relatively little energy. This is a major contributing factor to the existence of numerous charge and excitation states involving these levels. For Zn, Cu, and Ni the first-acceptor transitions involve the upper (minority-spin), t states, whereas for Mn, and Cr, we predict the first-acceptor ionization to take place from the lower (majority-spin) states t+ This is the reason why first-acceptor energies increase in the series Zn -+Cu~Ni (0.07, 0.5, and 0.5 -0.62 eV, respectively), and then, following a jump at Fe and Co, they increase again in the series Mn~Cr (0.4 and 1.12 eV, respectively). For the impurities between Ni and Cr, the t+ states cannot be considered hostlike ' ' since they have a strong 3d component in the central cell.
The e~+ states start at GaP:Ga as fully occupied and unpolarized, highly localized levels near the t+ pair. Being far more localized than the t+ orbitals, they acquire larger XC splittings as they get progressively de- Cr [6] r~V (r) (20) and depicted in Fig. 14 we turn now to the discussion of the impurity-induced changes in the potentials and electron densities. Figure 13 depicts the pseudopotential perturbations b, V'"'(r), i.e. , the difference between the local Ga pseudopotential (with a valence charge Zo, --3) and the nonlocal impurity pseudopotentials (with valence charges ZI). When the difference is multiplied by r (Fig. 13) [Fig. 13(b) ]. At large r, the screening effective charge r hV'"(r) reaches the value 2hZ [indicated in Fig. 13 (b) in square brackets], cancelling the external point charge -2 hZ. %'e see that the distance over which this cancellation takes place (screening length) is rather short ( -4 -5 a.u.), highlighting the nondielectric response of the system to localized perturbations. This can be better appreciated from the effective inverse dielectric function " et I '(r) given by (111)and ( 1 1 1 (111) and (111) 16. (a) Spherical and (b) FIG. 19. We show for three impurity systems [{a)Si:Fe, (b) CxaP:Fe, and {c) InP:Fe] the rate QD(R) at which charge density is accumulated around the impurity site in the defect-(D) containing systems, the rate QH(R) at which charge density is accumulated around a host-cation site in the pure-host (H) system, and the net impurity-induced charge Q(R)=QD{R) -QH(R). The shaded areas denote regions where the impurity-induced charge exceeds its asymptotic limit hz (screening overshoot). Rq denotes the effective impurity radius defined from QD(Rs) =-ZI. Fig. 2(a Fig. 3(a) 
CxaP:Co
The experimental data for GaP:Co are summarized in Fig. 4(a Fig. 4(a) (1977) .
