The main result of this paper is to present a new method to approximate multidimensional function by using Radial Basis Neural Network with application of Radon Transform, and its inverse, to reduce the dimension of the space. This method consist of four stages: First, by using the Radon Transform, the multidimensional function can be reduced to several simpler one dimensional functions. Second, each of the one dimensional functions is approximated by using neural network technique into neural subnetworks. Third, these neural subnetworks are combined together to form the final approximation neural network. Four, using the inverse of Radon Transform to this final approximation neural network to get the approximation to the given function. Also, in this paper presenting a suitable adjusting to the parameters of the method to reduce the 2 L approximate error. Also, we apply the above method to an example and a comparison is made with those in [2] , and our numerical results are superior to those in [2] .
and they show that when A is symmetric and positive definite then h decays sufficiently quickly. Ciesielski and Sacha, [2] , focused on a development of a constructive formula for the upper bound of  L error approximation. Ellacott, [4] , proved that a semilinear feedforward network with one hidden layer can uniformly approximate any continuous function in C(K) where K is a compact set in s R and s is a positive integer. Niyogi and Girosi [6] , they derived a bound to generalization error for radial basis functions which apply to any approximation technique.
Orr, [7] , gave an introduction to radial basis function (RBF) neural networks with least squares bound.
Johann Radon, [8] , showed that if f is continuous and has a compact support, then the Radon Transform of f is uniquely determined by integrating along all lines in the domain ) K ( C X  . The main result of this paper is the construction of new method for approximating a multidimensional function by using radial basis neural network with one hidden layer with linear output. Also, we present an upper bound of the 2 L error approximation. The method consists of four stages: First: By the use of discrete Radon transform, [8] , the problem of multidimensional approximation is replaced by, several simpler, one dimensional problems. Second: For each of the one dimensional problems the approximation subnetworks is found. Third: The subnetworks are combined together to form the final approximation network. Fourth: Using inverse of Radon Transform to the final approximation network to get the approximation of the given problem.
Approximation of 1-D Functions:
This section consider the approximation of one dimensional function X f  (X is a normed linear space).
Definition
Let X be a normed linear space. A function R X : f  is said to be radial if there exists a function R R : h
+ is a set of all positive real numbers.
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A radial basis function is any translate of f ; that is, a function of the form
where  is any prescribed point of X, [5] . Such a function depends on the distance x   , . usually is taken to be Euclidean norm, and this function is symmetric with respect to a center point  . Some examples of radial basis functions in one dimensional space are shown in Fig.(1) .
Fig.(1) : Three examples of one dimensional radial basis functions
Radial basis functions are a special class of functions that has the following characteristic feature: Their response decrease (or increase) monotonically with distance from a central point. A common use of such functions is for interpolation (to approximate a given function). In this context, one usually has data prescribed at points , , , n 2 1     in X and attempts to interpolate these data by function of the form
Radial basis functions can be employed in the neural computation for approximating continuous functions.
Radial Basis Neural Network
An artificial neural network is a mathematical model of the human brain. Many different types of neural network models are studied, but this paper describes a radial basis neural network with input layer, one hidden layer and output layer. A radial basis neural network is a feedforward neural network with the radial basis function as an activation function. The idea of radial basis function (RBF) network derive from the theory of function approximation, and this network consists of a large number of computing units arranged schematically in three layers as shown in Fig.(2) . Each unit of the input layer can be connected to each unit of the hidden layer. This connection has associated with it a weight, which is a real number. The weight attached to the link from input unit j to unit i on the hidden layer is denoted by ij w , and is known as the radial basis function (RBF) center. In a typical operation, each unit on the input layer will contain a real number. Let the j th input unit contain the real number j x . Then unit i on the hidden layer will receive from unit j on the input layer the quantity The following theorem, from [7] , presents an adjusting to the parameters i a but this paper gives a different proof so as to be suitable for our problem.
Fig.(2) : Layers in a neural network

Theorem
Let the function R R :   be continuous on the compact set K in R. The approximation error of the function  by the network  given in (3) is defined as
The error E is minimum if and only if (7) where A is the variance matrix and H is the neural net matrix.
Proof:
It is well known from calculus that to find an extreme point of a function we need 1-differentiate the function with respect to the free variable(s). 2-equate the result(s) with zero, 3-solve the resulting equation(s). want to minimize the error (8) and the free variables are the weights   n 1 i i a  . Now, for the i th weight, differentiating the error function in (6) with respect to i a
and from (8) (10) in (9) and equating the result to zero leads to the equation
There are n such equations, each representing one constraint on the solution. Since there are exactly as many constraints as there are unknowns, the system of equations has a unique solution. In matrix form equation (11) 
Now, back to equation (8) Numerically to compute a just need to find the inverse of the matrix 
The Singular Value Decomposition
The ideas that lead to the spectral decomposition can be extended to provide a decomposition for a rectangular, rather than a square, matrix. It can be decompose a matrix that is not square nor symmetric by first considering a matrix A that is of dimension mn where m  n. This assumption is made for convenience only; all the results will also hold if m < n. As it turns out, the vectors in the expansion of A are the eigenvectors of the square matrices AA T and A T A. The former is a outer product and results in a matrix that is spanned by the row space of A. The latter is a inner product and results in a matrix that is spanned by the column space (i.e., the range) of A.
The singular values are the nonzero square roots of the eigenvalues from AA Here, simply compute the inverse of A. This can prove to be a challenging task, however, for there are many situations where the inverse of A does not exist. In these cases the approximating of the inverse via the SVD which can turn a singular problem into a nonsingular one.
Vector x in equation (28) 
Definition
The Dirac mass concentrated at the point  or the Dirac delta function concentrated at the point , which is denoted by ) In particular, for =0, the Dirac mass concentrated at the origin denoted by  is defined as 
where dx=dx 1 dx 2 … dx s .  is the Dirac delta function.
 is a unit vector in s R that defines the orientation of a hyperplane with equation
(p is the orientation of the hyperplane). Thus ) , p ( fˆξ must be known for all p and .
Remark
The discretisation is a major difficulty in applying Radon Transform in general. The simplest form of discrete Radon Transform is to select finite number on the angular variable of projection to produce the unit vector  j ( j = 1, 2, …, L where L, L is the number of projection), then take the summation on the discrete data x i ( i =1 
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It is necessary to invert the Radon Transform, that is, to solve for f in terms of fˆ.
Definition
The Radon Transform inversion formula has the form even is s if dp p Step 4: Combine these subnetworks ) (  , which is found in Step3, into final neural network N(x) by using (42). Step5: Compute the discrete inverse Radon Transform to the neural network N(x), which has been computed in Step4, and thus get the approximate to the given function.
5-Example, [2]:
Let us consider the following two Fig.(3) . A two dimensional problem is chosen so that to explain how the steps of the algorithm can be illustrated. The above algorithm has been, numerically, implemented with the use of MATLAB version (7.0), the radial basis function neural network use the Gaussian function in the hidden layer and pureline function in the output layer. The numerical procedure as follows: (11) show the compare error between the exact data of the example and the approximation data for both the new method and the method in [2] respectively. Computationally our method is more easy to be use with less flops than the method in [2] . 
