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Analysing causal structures using Tsallis entropies
V. Vilasini∗ and Roger Colbeck†
Department of Mathematics, University of York, Heslington, York YO10 5DD.
(Dated: 4th November, 2019)
Understanding cause-effect relationships is a crucial part of the scientific process. As Bell’s the-
orem shows, within a given causal structure, classical and quantum physics impose different con-
straints on the correlations that are realisable, a fundamental feature that has technological applica-
tions. However, in general it is difficult to distinguish the set of classical and quantum correlations
within a causal structure. Here we investigate a method to do this based on using entropy vectors
for Tsallis entropies. We derive constraints on the Tsallis entropies that are implied by (conditional)
independence between classical random variables and apply these to causal structures. We find that
the number of independent constraints needed to characterise the causal structure is prohibitively
high that the computations required for the standard entropy vector method cannot be employed
even for small causal structures. Instead, without solving the whole problem, we find new Tsallis en-
tropic constraints for the triangle causal structure by generalising known Shannon constraints. Our
results reveal new mathematical properties of classical and quantum Tsallis entropies and highlight
difficulties of using Tsallis entropies for analysing causal structures.
I. INTRODUCTION
Cause-eﬀect relationships between physical systems constrain the correlations that can arise between them. The
study of causality allows us to explain observed correlations between diﬀerent variables in terms of unobserved systems
that cause these variables to become correlated. This has found applications in diverse ﬁelds of research from medical
testing, socio-economic surveys to physics. The foundational interest in causal structures stems from the fact that
the theory that describes the unobserved systems aﬀects the set of possible correlations over the observed variables.
Bell inequalities [1] are constraints on the observed correlations in a classical causal structure (Figure 1a) and can
be violated in quantum and generalised probabilistic theories (GPTs). The possibility of such violations leads to
applications in device-independent cryptography [2–7].
In the bipartite Bell causal structure (Figure 1a), the set of all joint conditional distributions PXY ∣AB over the
observed nodes X,Y,A,B that can arise when Λ is classical is relatively well understood. For ﬁxed input and output
sizes, it forms a convex polytope and hence membership can be checked using a linear program (although the size of the
linear program scales exponentially with the number of inputs and the problem is NP-complete [8]). Related to this,
the complete set of Bell inequalities characterizing these polytopes are unknown for ∣X ∣, ∣Y ∣ > 3 or ∣A∣, ∣B∣ > 5 [9–11].
In causal structures with more unobserved common causes (such as the triangle causal structure of Figure 1b), the
set of compatible correlations is not well understood. The inﬂation technique [12] can in principle certify whether
or not a given distribution belongs to the classical marginal entropy cone1 of a causal structure [13]. However, the
method does not tell us how to construct a suitable inﬂation of the causal structure in order to achieve this or how
large this inﬂation needs to be. Thus, in general, using the inﬂation technique becomes intractable in practice. The
diﬃculty of solving the general problem in part stems from its non-convexity. One approach to overcoming this is
to analyse the problem in entropy space [14]. This has proven to be useful in a number of cases (see, e.g., [15, 16],
or [17] for a detailed review), since the problem is convex in entropy space and the entropic inequalities characterising
the relevant sets are independent of the number of measurement outcomes. However, it was shown in [18] that the
entropy vector method with Shannon entropies cannot detect the classical-quantum gap for line-like causal structures.2
Further, even though new Shannon entropic inequalities have been derived using this method, no quantum violation
of these have been found for a range of causal structures where non-classical correlations are known to exist [20, 21].
Due to these limitations of Shannon entropies, it is natural to ask whether other entropic quantities could do better.
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1 The set of possible entropy vectors over the observed nodes of the classical causal structure.
2 Note that this result holds for the entropic characterisation without post-selection. Using the post-selection technique (see e.g., [17] for
an explanation), one can derive quantum-violatable Shannon entropic inequalities even for line-like causal structures [19] however this
technique is not generalizable to causal structures that have no parentless observed nodes, such as in Figure 1b.
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FIG. 1: Some causal structures: Observed nodes are circled and the uncircled ones correspond to unobserved nodes. (a)
The bipartite Bell causal structure. The nodes A and B represent the random variables corresponding to Alice’s and Bob’s
choice of input while X and Y represent the random variables corresponding to their outputs. Λ here is the only potentially
unobserved node and is the common cause of X and Y . (b) The triangle causal structure. Here, the three observed nodes X,
Y and Z have unobserved, pairwise common causes A, B and C, but no joint common cause.
Here we consider Tsallis entropies in the entropy vector method for analysing causal structures. One motivation for
considering such entropies for the task is that they are a family with an additional (real) parameter. The set of entropies
for all possible values of this parameter conveys more information about the underlying probability distribution than
a single member of the family and hence the ability to vary a parameter may give advantages for analysing causal
structures. Tsallis entropies appear to be a good candidate since they satisfy monotonicity, submodularity and the
chain rule which are desirable properties for their use in the entropy vector method.3 Tsallis entropies have been
considered in the context of causal structures before [23] where they were shown to give an advantage over Shannon
entropy in detecting the non-classicality of certain states in the Bell scenario if one also post-selects on the values
of observed parentless nodes4. Here we consider a systematic treatment that can be applied to an arbitrary causal
structure in the absence of post-selection. (Note that use of postselection is not possible in causal structures with no
observed parentless nodes such as the Triangle of Figure 1b.)
In Section IV, we derive the constraints on the classical Tsallis entropies that are implied by a given causal structure
and in Appendix A, we generalise this result to quantum Tsallis entropies for certain cases. In Section IVB, we use
these constraints in the entropy vector method with Tsallis entropies but ﬁnd that the computational procedure
becomes too time consuming even for simple causal structures such as the bipartite Bell scenario. Despite this
limitation, we derive new Tsallis entropic inequalities for the triangle causal structure in Section V, using known
Shannon entropic inequalities of [21] and our Tsallis constraints of Section IV. In Section VI, we discuss the reasons
for the computational diﬃculty of this method, the drawbacks of using Tsallis entropies for analysing causal structure
and identify potential future directions.
II. SHANNON ENTROPY AND THE ENTROPY VECTOR METHOD
Given a random variable X distributed according to the discrete probability distribution5 pX , the Shannon entropy
of X is given by H(X) = −∑x pX(x) lnpX(x).
6 Given two random variables X and Y , distributed according to
PXY the conditional Shannon entropy is deﬁned by H(X ∣Y ) = −∑x,y pXY (xy) ln
pXY (xy)
pY (y)
and the Shannon mutual
information by I(X ∶ Y ) =H(X) −H(X ∣Y ). For three random variables X, Y and Z, we can also deﬁne the mutual
information between X and Y conditioned on Z, I(X ∶ Y ∣Z) =H(X ∣Z) −H(X ∣Y Z).
We will sometimes use the shorthands px = pX(x) = p(X = x) and px∣y ∶= pX ∣Y (X = x∣Y = y) etc. for probability
distributions.
We next provide a short overview of the entropy vector method that suﬃces for the purposes of this paper. For
a more detailed overview of the method, see [17]. Consider a joint distribution pX1,...,Xn over n random variables
3 Other examples of more general entropy measures such as the Re´nyi entropy [22] do not satisfy one or more of these properties, making
it more difficult to get entropic constraints on them using the entropy vector method.
4 Note that non-classicality cannot be detected entropically in the Bell causal structure (Figure 1a) without post-selection [18].
5 We will only be considering random variables defined on a finite set in this paper.
6 Note that it is common to take logarithms in base 2 and measure entropy in bits; here we use base e corresponding to measuring entropy
in nats.
3X1,X2, . . . ,Xn. With each such distribution, we associate a vector with 2
n −1 components, each of which correspond
to the entropy of an element of the powerset of {X1,X2, . . . ,Xn} (excluding the empty set). This deﬁnes the entropy
vector of pX1,...,Xn . Note that this vector encodes the conditional entropies and mutual informations via the relations
H(X ∣Y ) = H(XY ) −H(Y ), I(X ∶ Y ) = H(X) +H(Y ) −H(XY ) and I(X ∶ Y ∣Z) = H(XZ) +H(Y Z) −H(XY Z) −
H(Z). We use H ∶ pX1,...,Xn ↦ R
2n−1 to denote the map that takes a probability distribution over n variables to
its corresponding entropy vector and Γ∗n to denote the set of all vectors that are entropy vectors of a probability
distribution pX1,...,Xn , i.e., Γ
∗
n = {v ∈ R
2n−1 ∶ ∃pX1,...,Xn s.t. v = H(pX1,...,Xn)}. The closure of Γ
∗
n, denoted by Γ
∗
n is
known to be a convex set for any n [24].
A. The Shannon cone
Valid entropy vectors necessarily satisfy certain constraints. These include positivity of the entropies, monotonicity
(i.e., H(R) ≤H(RS)) and submodularity (also known as strong-subadditivity; H(RT )+H(ST ) ≥H(RST )+H(T )).
Monotonicity and submodularity are equivalent to the positivity of the conditional entropyH(S∣R) and the conditional
mutual information I(R ∶ S∣T ) respectively and hold for any three disjoint subsets R, S and T of {X1, . . . ,Xn}. This
set of linear constraints are together known as the Shannon constraints and the set of vectors u ∈ R2
n−1 obeying all the
Shannon constraints form the convex cone known as the Shannon cone, Γn. Other than positivity (which, following
standard practice, we include implicitly), there are a total of n + n(n − 1)2n−3 independent Shannon constraints for
n variables [14]. By deﬁnition, the Shannon cone is an outer approximation to Γ∗n i.e., Γ
∗
n ⊆ Γn.
7 Hence all entropy
vectors derived from a probability distribution pX1,...,Xn obey the Shannon constraints but not all vectors u ∈ R
2n−1
obeying the Shannon constraints are such that H(pX1,...,Xn) = u for some joint distribution pX1,...,Xn .
In the next subsection we discuss how causal structures give additional entropic constraints.
B. Entropy vectors and causal structure
A causal structure can be represented as a Directed Acyclic Graph (DAG) over several nodes, some of which are
labelled observed and some unobserved. Each observed node corresponds to a classical random variable8, while for
each unobserved node there is an associated system whose nature depends on the theory being considered. A causal
structure is called classical (denoted GC), quantum (denoted GQ) or GPT (denoted GGPT) depending on the nature
of the unobserved nodes. In the following, we brieﬂy review the framework of classical causal models [25].
A distribution pX1,...,Xn over n random variables {X1, . . . ,Xn} is said to be compatible with a classical causal
structure GC (with these variables as nodes) if it satisﬁes the causal Markov condition i.e., the joint distribution
decomposes as
pX1,...,Xn =
n
∏
i=1
p
Xi∣X
↓1
i
, (1)
where X↓1i denotes the set of all parent nodes of the node Xi in the DAG G
C. The Markov condition of Equation (1) is
equivalent to the conditional independence of Xi from its non-descendants for each Xi, denoted X
↑̸
i given its parents
X↓1i in G i.e., ∀i ∈ {1, . . . , n}, pXiX↑̸i ∣X
↓1
i
= p
Xi∣X
↓1
i
p
X↑̸
i
∣X
↓1
i
[25]. All other conditional independences between diﬀerent
subsets of nodes are implied by these n constraints and can be derived from these constraints and the probability
calculus based on the Bayes rule. The concept of d-separation developed by Geiger [26] and Verma and Pearl [27]
provides a method to read oﬀ implied conditional independence relations from the graph. In other words, for arbitrary
disjoint subsets X, Y and Z of the nodes, it can be used to determine whether X and Y are conditionally independent
given Z.
Definition 1 (Blocked paths). Let G be a DAG in which X and Y ≠ X are nodes and Z be a set of nodes not
containing X or Y . A path from X to Y is said to be blocked by Z if it contains either A → W → B with W ∈ Z,
A←W → B with W ∈ Z or A→ V ← B with V ∉ Z.
Definition 2 (d-separation). Let G be a DAG in whichX, Y and Z are disjoint sets of nodes. X and Y are d-separated
by Z in G if every path from a variable in X to a variable in Y is blocked by Z.
7 For n ≤ 3, the cones coincide, but for n ≥ 4 they do not [24].
8 This may be seen as classical inputs/outputs in an experiment.
4The importance of d-separation is that, given a causal structure G, X and Y are d-separated by Z in G if and only
if I(X ∶ Y ∣Z) = 0 for all distributions compatible with G [25].9 The complete set of d-separation conditions give all
the conditional independence relations implied by the DAG. In the case of Shannon entropy for a DAG with n nodes
these are all implied by the n constraints
I(Xi ∶X↑̸i ∣X↓1i ) = 0 ∀i ∈ {1, . . . , n}. (2)
In other words, a distribution over n variables satisﬁes Equation (1) if and only if it satisﬁes Equation (2).
Since we wish to contrast classical and quantum versions of causal structures we also deﬁne the latter. For the
purpose of this work, it is suﬃcient to do so for causal structures with at most two generations and in which the ﬁrst
generation can be either observed classical random variables or unobserved quantum nodes, while those of the second
generation are only observed classical variables (in Appendix A we also look at a case in which the second generation
can be quantum). Each edge emanating from an unobserved node has an associated Hilbert space labelled by the
parent and the child. For example an edge from an unobserved node X to an observed node Y has the associated
Hilbert space HXY . Each unobserved quantum node corresponds to a density operator in the tensor product of the
Hilbert space corresponding to all the edges emanating from that node. For each observed node, there is a POVM
that acts on the tensor product of the Hilbert spaces associated with the edges that meet at that node. The set of
distributions over observed nodes compatible with the quantum causal structure GQ are those that can be obtained
by performing the speciﬁed POVMs (possibly speciﬁed by classical input nodes in the ﬁrst generation) on the relevant
quantum states and using the Born rule. For instance, a distribution PABXY is compatible with the quantum analogue
of Figure 1a if there exists a quantum state ρ ∈HΛX ⊗HΛY and POVMs {Eax}x and {F by}y acting on HΛX and HΛY
respectively, such that PABXY (a, b, x, y) = PA(a)PB(b)Tr(ρ(Eax ⊗ F by )) for all values of the random variables.
Now, in the case of classical causal structures with unobserved nodes, the compatibility condition requires that
there exists a joint distribution pX1,...,Xn over the n variables satisfying the causal Markov condition and having the
correct marginals over the observed nodes. In quantum and more general theories, the existence of a joint state over
all the nodes is not guaranteed because there may be sets of systems that do not coexist. (For example, there is
no joint quantum state of a system and the outcome of a measurement on it.) Because classical information can be
copied, such joint distributions always exist in the classical case. The entropy vector method aims to exploit this
diﬀerence to certify the non-classicality of correlations.
The entropic constraints over all the nodes will in general imply constraints on the entropy vector over the observed
nodes. These can be obtained by Fourier-Motzkin elimination [28]. The procedure takes the entropy cone over all
nodes, that is constrained by the n + n(n − 1)2n−3 Shannon constraints and the n causal constraints (Equation (2))
and projects it into the entropy cone of the observed nodes (eliminating all combinations of entropies involving
unobserved nodes). Since non-classical causal structures do not satisfy the initial assumption of the existence of the
joint distribution/entropies, they may give rise to correlations that do not satisfy the marginal constraints on the
observed nodes obtained through this procedure. A violation of one of the inequalities certiﬁes the non-classicality of
that causal structure.
For line-like causal structures (of which the bipartite Bell causal structure of Figure 1a is an instance), the classical
and quantum Shannon entropy cones coincide and Shannon entropic inequalities cannot certify the non-classicality
of these causal structures even though they support non-classical correlations [18]. Further, in other scenarios such
as the triangle which is also known to support non-classical correlations [29], known Shannon entropic inequalities
such as those of [20, 21] have no known quantum violations. The main question of the current work is whether using
Tsallis entropies can provide tighter, quantum violatable entropic inequalities and hence avoid these limitations.
III. TSALLIS ENTROPIES
For a classical random variable X distributed according to the discrete probability distribution pX , the order q
Tsallis entropy of X for real parameter q is deﬁned as [30]
Sq(X) = {−∑{x∶px>0} pqx lnq px if q ≠ 1
H(X) if q = 1 (3)
9 Note that I(X ∶ Y ∣Z) = 0 is equivalent to PXY ∣Z = PX∣ZPY ∣Z .
5where we have used the short-hand lnq px =
p1−qx −1
1−q
. This q-logarithm function converges to the natural logarithm in
the limit q → 1 so that lim
q→1
Sq(X) = H(X) and the function is continuous in q. For brevity, we will henceforth write
∑x instead of ∑{x∶px>0}, keeping it implicit that probability zero events do not contribute to the sum.10
The conditional Tsallis entropy [31] is deﬁned by
Sq(X ∣Y ) ∶= {−∑x,y pqxy lnq px∣y if q ≠ 1
H(X ∣Y ) if q = 1 (4)
and converges to the Shannon conditional entropy H(X ∣Y ) in the limit q → 1. Note that there are other ways to
deﬁne the conditional Tsallis entropy [32] but they do not satisfy the chain rule (Equation (9)) and hence will not be
considered here.
The unconditional and conditional Tsallis mutual informations are deﬁned analogously to the Shannon case
Iq(X ∶ Y ) = Sq(X) − Sq(X ∣Y ),
Iq(X ∶ Y ∣Z) = Sq(X ∣Z) − Sq(X ∣Y Z). (5)
A. Properties of Tsallis entropies
Tsallis entropies satisfy a number of properties that are desirable for their use in the entropy vector method. For
any joint distribution over the random variables involved the following properties hold.
1. Pseudo-additivity [33]: For two independent random variables X and Y i.e., pXY = pXpY , and for all q, the
Tsallis entropies satisfy
Sq(XY ) = Sq(X) + Sq(Y ) + (1 − q)Sq(X)Sq(Y ). (6)
Note that in the Shannon case (q = 1), we recover additivity for independent random variables.
2. Upper bound [34]: For q ≥ 0 we have Sq(X) ≤ lnq dX . For q > 0 equality is achieved if and only if PX(x) = 1/dX
for all x (i.e., if the distribution on X is uniform).
3. Monotonicity [35]: For all q,
Sq(X) ≤ Sq(XY ). (7)
4. Strong subadditivity [31]: For q ≥ 1,
Sq(XY Z) + Sq(Z) ≤ Sq(XZ) + Sq(Y Z). (8)
5. Chain rule [31]: For all q,
Sq(X1,X2, . . . ,Xn∣Y ) = n∑
i=1
Sq(Xi∣Xi−1, . . . ,X1, Y ). (9)
The chain rules Sq(XY ) = Sq(X) + Sq(Y ∣X) and Sq(XY ∣Z) = Sq(X ∣Z) + Sq(Y ∣XZ) emerge as particular cases and
allow the Tsallis mutual informations of Equation (5) to be written as
Iq(X ∶ Y ) = Sq(X) − Sq(Y ∣X) = Sq(X) + Sq(Y ) − Sq(XY ),
Iq(X ∶ Y ∣Z) = Sq(X ∣Z) − Sq(X ∣Y Z) = Sq(XZ) + Sq(Y Z) − Sq(Z) − Sq(XY Z). (10)
Using the chain rule, the monotonicity and strong subadditivity relations (Equations (7) and (8)) are equivalent to
the non-negativity of the unconditional and conditional Tsallis mutual informations. For q < 1, strong subadditivity
does not hold in general [31], hence we often restrict to the case q ≥ 1 in what follows.
10 Note that this means the Tsallis entropy for q < 0 is not robust in the sense that small changes in the probability distribution can lead
to large changes in the Tsallis entropy.
6IV. CAUSAL CONSTRAINTS AND TSALLIS ENTROPY VECTORS
In Section IIIA, we discussed some of the general properties of Tsallis entropy that hold irrespective of the underlying
causal structure over the variables. The causal structure imposes the causal Markov constraints on the joint probability
distribution over the variables involved (Section II B) and we wish to translate these probabilistic constraints into
Tsallis entropic ones in order to use Tsallis entropies in the entropy vector method for analysing causal structures.
A ﬁrst observation is that Tsallis entropy vectors do not in general satisfy the causal constraints (Equation (2))
satisﬁed by their Shannon counterparts. For a concrete counterexample, consider the simple, three variable causal
structure where Z is a common cause of X and Y , and where there are no other causal relations. In terms of Shannon
entropies, the only causal constraint in this case is I(X ∶ Y ∣Z) = 0. Taking X,Y and Z to be binary variables with
possible values 0 and 1, the distribution pxyz = 1/4 ∀x ∈X,y ∈ Y if z = 0 and pxyz = 0 otherwise, satisﬁes pxy∣z = px∣zpy∣z
∀x ∈X,y ∈ Y and z ∈ Z but has a q = 2 Tsallis conditional mutual information of I2(X ∶ Y ∣Z) = 14 . Hence when using
Tsallis entropies (and conditional Tsallis entropy as deﬁned in Section III), the causal constraint cannot be simply
encoded by Iq(X ∶ Y ∣Z) = 0 for q > 1.
Given this observation, it is natural to ask whether there are constraints for Tsallis entropies implied by the causal
Markov condition (Equation (1)). We answer this question with the following Theorems.
Theorem 1. If a joint probability distribution pXY over random variables X and Y with alphabet sizes dX and dY
is separable (i.e., pXY = pXpY ), then for all q ∈ [0,∞), the Tsallis mutual information Iq(X ∶ Y ) is upper bounded by
Iq(X ∶ Y ) ≤ f(q, dX , dY ) ,
where the function f(q, dX , dY ) is given by
f(q, dX , dY ) = 1(q − 1) (1 −
1
d
q−1
X
)(1 − 1
d
q−1
Y
) = (q − 1) lnq dX lnq dY .
For q ∈ (0,∞) ∖ {1}, the bound is saturated if and only if pXY is the uniform distribution over X and Y .
Proof. The proof follows from the pseudo-additivity of Tsallis entropies (Property 1) and the upper bound (Prop-
erty 2). Using these, for all q ≥ 0 and for all separable distributions pXY = pXpY , we have
Iq(X ∶ Y ) = Sq(X) + Sq(Y ) − Sq(XY ) = (q − 1)Sq(X)Sq(Y ) ≤
(1 − 1
d
q−1
X
)(1 − 1
d
q−1
Y
)
q − 1
= f(q, dX , dY ) . (11)
Whenever q ∈ (0,∞) ∖ {1}, the bound is saturated if and only if pXY is uniform over X and Y since, for these values
of q, Sq(X) and Sq(Y ) both attain their maximum values if and only if this is the case.
Theorem 2. If a joint probability distribution pXY Z satisfies the conditional independence pXY ∣Z = pX ∣ZpY ∣Z , then
for all q ≥ 1 the Tsallis conditional mutual information Iq(X ∶ Y ∣Z) is upper bounded by
Iq(X ∶ Y ∣Z) ≤ f(q, dX , dY ) .
For q > 1, the bound is saturated only by distributions in which for some fixed value k the joint probabilities are given
by pxyz = { 1dXdY if z = k
0 otherwise
for all x, y and z11.
Proof. Writing out Iq(X ∶ Y ∣Z) in terms of probabilities we have
Iq(X ∶ Y ∣Z) = 1
q − 1
[ ∑
xyz
pq(xyz) +∑
z
pq(z) −∑
xz
pq(xz) −∑
yz
pq(yz)]
=
1
q − 1
∑
z
pq(z)[∑
xy
pq(xy∣z) + 1 −∑
x
pq(x∣z) −∑
y
pq(y∣z)]
=∑
z
pq(z)Iq(X ∶ Y )pXY ∣Z=z .
11 These distributions have deterministic Z and there is one such distribution for each value that Z can take.
7Using this and Theorem 1, we can bound Iq(X ∶ Y ∣Z) as
max
pXY Z=pZpX∣ZpY ∣Z
Iq(X ∶ Y ∣Z) = maxpXY Z=pZpX∣ZpY ∣Z ∑
z
pqzIq(X ∶ Y )pXY ∣Z=z
≤max
pZ
∑
z
pqz max
pX∣ZpY ∣Z
Iq(X ∶ Y )pXY ∣Z=z
=max
pZ
∑
z
pqzf(q, dX , dY ) = f(q, dX , dY ) .
The last step holds because for all q > 1, ∑z pqz is maximized by deterministic distributions over Z with a maximum
value of 1 i.e., only distributions pXY Z that are deterministic over Z saturate the upper bound of f(q, dX , dY ). This
completes the proof.
Two corollaries of Theorem 2 naturally follow.
Corollary 3. Let X, Y and Z be random variables with fixed alphabet sizes. Then for all q ≥ 1 we have
max
pXY Z
pXY ∣Z=pX∣ZpY ∣Z
Iq(X ∶ Y ∣Z) = maxpXY
pXY =pXpY
Iq(X ∶ Y ) .
Furthermore, for q > 1, the maximum on the left hand is achieved only by distributions in which for some fixed value
k the joint probabilities are given by pxyz = { 1dXdY if z = k
0 otherwise
, while the maximum on the right hand side occurs
if and only if PXY is the uniform distribution.
The signiﬁcance of these new relations for causal structures is then given by the following corollary.
Corollary 4. Let pX1...Xn be a distribution compatible with the classical causal structure GC and X, Y and Z be
disjoint subsets of {X1, . . . ,Xn} such that X and Y are d-separated given Z. Then for all q ≥ 1 we have
Iq(X ∶ Y ∣Z) ≤ f(q, dX , dY ) ,
where dX is the product of dXi for all Xi ∈X, and likewise for dY .
Remark 1. The results of this section can be generalised to the quantum case under certain assumptions i.e., as
constraints on quantum Tsallis entropies implied by certain quantum causal structures. See Appendix A for details.
Note that only constraints on the classical Tsallis entropy vectors derived in this section are required to detect the
classical-quantum gap. Hence, Appendix A is not pertinent to the main results of this paper but can be seen as
additional results regarding the properties of quantum Tsallis entropies.
A. Number of independent Tsallis entropic causal constraints
We saw previously that in the Shannon case (q = 1), the n conditions of the form I(Xi ∶ X↑̸i ∣X↓1i ) = 0 (i = 1, . . . , n)
imply all the independence relations that follow from the causal structure. In the Tsallis case however, the n conditions
of the form Iq(Xi ∶ X↑̸i ∣X↓1i ) ≤ f(q, dXi , dX↑̸
i
) do not do the same. In the bipartite Bell and triangle causal structures
we ﬁnd that there is no redundancy amongst the 53 and 126 distinct Tsallis entropic inequalities that are implied by
the d-separation relations in the corresponding DAGs in the case where the dimension (cardinality) of each individual
node is taken to be d. In more detail, we used linear programming to show that each implication of d-separation yields
a non-trivial entropic causal constraint for all q > 1 and d > 2 for the bipartite Bell and triangle causal structures.
By comparison, only a maximum of 5 and 6 independent Shannon entropic causal constraints are required for these
causal structures. As an illustration of the diﬀerence, in Shannon case, I(A ∶ BC) = 0 implies I(A ∶ B) = I(A ∶ C) = 0,
the analogous implication does not hold in the Tsallis case in general: although Iq(A ∶ BC) ≤ f(q, dA, dBC) implies
Iq(A ∶ B) ≤ f(q, dA, dBC), it is not the case that Iq(A ∶ BC) ≤ f(q, dA, dBC) implies Iq(A ∶ B) ≤ f(q, dA, dB).12
The number of distinct conditional independences (and hence the number of independent Tsallis constraints that
follow from d-separation) in a DAG depends on the speciﬁc graph, however for any DAG Gn with n nodes, the number
of such constraints can be upper bounded by that of the n-node DAG where all n nodes are independent i.e., the
n node DAG with no edges. The number of conditions in this DAG can be thought of as the number of ways of
partitioning n objects into 4 disjoint subsets13 such that the ﬁrst two are non-empty and where the ordering of the
12 For an explicit counterexample, consider pABC = {
3
10
,0.0, 2
10
,0.0, 1
10
, 1
10
, 2
10
, 1
10
} over binary A, B and C for which I2(A ∶ BC) = 9/25 <
3/8 = f(2,2,4) but I2(A ∶ B) = 13/50 > 1/4 = f(2,2,2).
13 The four subsets correspond to the three arguments of the conditional mutual information and a set of ‘leftovers’.
8ﬁrst two doesn’t matter. Therefore, there are at most 1
2
(4n − 2 × 3n + 2n) such conditions.
B. Using Tsallis entropies in the entropy vector method
We used the causal constraints of Corollary 4 in the entropy vector method with the aim of deriving new quantum-
violatable entropic inequalities for the triangle causal structure (Figure 1b). To do so, we started with the variables
A,B,C,X,Y,Z of the triangle causal structure, the Shannon constraints and causal constraints satisﬁed by the Tsallis
entropy vectors over these variables (Corollary 4) and used a Fourier-Motzkin (FM) elimination algorithm (Fmel on
porta
14) to eliminate the Tsallis entropy components involving the unobserved node variables A,B,C and obtain
the constraints on the observed nodes X,Y,Z.
The Tsallis entropy vector for the 6 nodes has 26 − 1 = 63 components. The required marginal scenario with the
observed nodes X,Y,Z has Tsallis entropy vectors with 23 − 1 = 7 components and in this case, the Fourier-Motzkin
algorithm has to run 56 iterations, each of which eliminates one variable.
Starting with the full set of 126 Tsallis entropic causal constraints for the triangle causal structure as well as the
246 independent Shannon constraints, the Fourier-Motzkin elimination algorithm did not ﬁnish within several days
on a standard desktop PC and the number of intermediate inequalities generated grew to about 90,000 after 11 steps.
Because of this we instead tried starting with a subset comprising 15 of the 126 Tsallis entropic causal constraints15
i.e., 261 constraints on 63 dimensional vectors. We considered the case of q = 2 and where the 6 random variables
are all binary. Again, in this case the algorithm did not ﬁnish after several days. We also tried starting with fewer
causal constraints (for example, the 6 constraints analogous to the Shannon case) as well as using a modiﬁed code,
optimised to deal with redundancies better but both of these attempts made no signiﬁcant diﬀerence to this outcome.
Such a rapid increase of the number of inequalities in each step is a known problem with Fourier-Motzkin Elimination
where an elimination step over n inequalities can result in up to n2/4 inequalities in the output and running d successive
elimination steps can yield a double exponential complexity of 4(n/4)2d [28]. This rate of increase can be kept under
control when the resulting set of inequalities has many redundancies. This happens in the Shannon case where the
causal constraints are simple equalities and the system of 246 Shannon constraints plus 6 Shannon entropic causal
constraints reduces to a system of just 91 independent inequalities before the FM elimination. In the Tsallis case,
no reduction of the system of inequalities is possible in general due to the nature of the causal constraints. The fact
that the Tsallis entropic causal constraints are inequality constraints rather than equalities also contributes to the
computational diﬃculty since each independent equality constraint in eﬀect reduces the dimension of the problem
by 1.
We also tried the same procedure on the bipartite Bell causal structure (Figure 1a), again for q = 2 and binary
variables. Here, starting with the full set of 53 causal constraints, again resulted in the program running for over
a week without nearing the end, and a similar result was obtained when starting only with 8–10 causal constraints.
While starting with fewer causal constraints such as the 5 conditional independence constraints (one for each node)
resulted in a terminating program, no non-trivial entropic inequalities were obtained (i.e., we only obtained constraints
corresponding to Shannon constraints or causal constraints over the observable variables).16
V. NEW TSALLIS ENTROPIC INEQUALITIES FOR THE TRIANGLE CAUSAL STRUCTURE
Despite the limitations encountered in applying the entropy vector method to Tsallis entropies (Section IVB), here
we ﬁnd new Tsallis entropic inequalities for the triangle causal structure for all q ≥ 1 by using known inequalities
for the Shannon entropy [21] and the causal constraints derived in Section IV. Using the entropy vector method for
14 Polyhedral Representation and Transformation Algorithm: http://porta.zib.de/.
15 These included the 6 that follow from “each node Ni is conditionally independent of its descendants given its parents” (denoted as
Ni ⊥ N
↑̸
i
∣N↓1
i
) and 9 more chosen arbitrarily from the total of 126 independent Tsallis constraints we found for the triangle. The 6
former constraints for the triangle (Figure 1b) are A ⊥ CXB, B ⊥ CY A, C ⊥ BZA, X ⊥ Y AZ ∣CB, Y ⊥ XBZ ∣AC and Z ⊥ Y CX ∣AB.
An example of 9 more constraints for which the procedure did not work are X ⊥ Y ∣CB, X ⊥ A∣CB, X ⊥ Z ∣CB, Y ⊥ X ∣AC, Y ⊥ B∣AC,
Y ⊥ Z ∣AC, Z ⊥ Y ∣AC, Z ⊥ C∣AB and Z ⊥ X ∣AB. We also tried some other choices and number of constraints but this did not lead to
any improvement.
16 For example, we were able to obtain I2(A ∶ BY ) ≤
7
16
and I2(B ∶ AX) ≤
7
16
, while, in the case of binary variables and q = 2, the
independences in the DAG together with Theorem 1 imply I2(A ∶ BY ) ≤
6
16
and I2(B ∶ AX) ≤
6
16
, which are the Tsallis entropic
equivalents of the 2 non-signalling constraints.
9Shannon entropies, the following three classes of entropic inequalities were obtained for the triangle causal structure
(Figure 1b) in [21]17. Including all permutations of X, Y and Z, these yield 7 inequalities.
−H(X) −H(Y ) −H(Z) +H(XY ) +H(XZ) ≥ 0, (12a)
− 5H(X) − 5H(Y ) − 5H(Z) + 4H(XY ) + 4H(XZ) + 4H(Y Z) − 2H(XY Z) ≥ 0, (12b)
− 3H(X) − 3H(Y ) − 3H(Z) + 2H(XY ) + 2H(XZ) + 3H(Y Z) −H(XY Z) ≥ 0. (12c)
By replacing the Shannon entropy H() with the Tsallis entropy Sq() on the left hand side of these inequalities and
minimizing the resultant expression over our outer approximation to the classical Tsallis entropy cone for the triangle
causal structure, one can obtain valid Tsallis entropic inequalities for this causal structure. More precisely, the outer
approximation to the classical Tsallis entropy cone for the triangle is characterised by the 6 + 6(6 − 1)26−3 = 246
independent Shannon constraints (monotonicity and strong subadditivity constraints) and the 126 causal constraints
(one for each conditional independence implied by the causal structure). To perform this minimization we used
LPAssumptions [36], a linear program solver in Mathematica that implements the simplex method allowing for
unspeciﬁed variables. In our case, we assumed that the dimensions of all the unobserved nodes (A,B and C) are equal
to du and those of all the observed nodes (X, Y and Z) is do, and so the unspeciﬁed variables are q ≥ 1, du ≥ 2 and
do ≥ 2. We obtained the following Tsallis entropic inequalities for the triangle.
− Sq(X) − Sq(Y ) − Sq(Z) + Sq(XY ) + Sq(XZ) ≥ B1(q, do, du), (13a)
−5Sq(X) − 5Sq(Y ) − 5Sq(Z) + 4Sq(XY ) + 4Sq(XZ) + 4Sq(Y Z) − 2Sq(XY Z)
≥ B2(q, do, du) ∶=max (B21(q, do, du),B22(q, do, du)), (13b)
− 3Sq(X) − 3Sq(Y ) − 3Sq(Z) + 2Sq(XY ) + 2Sq(XZ) + 3Sq(Y Z) − Sq(XY Z) ≥ B3(q, do, du), (13c)
where,
B1(q, do, du) = − 1
q − 1
⎛
⎝1 − d1−qo
⎞
⎠
⎛
⎝2 − d1−qo − d1−qu
⎞
⎠, (14a)
B21(q, do, du) = − 1
q − 1
⎛
⎝11 + d3−3qu + 6d2−2qo + 3d1−qo d1−qu − 6d1−qu − 15d1−qo
⎞
⎠,
B22(q, do, du) = − 1
q − 1
⎛
⎝10 + d1−qo d3−3qu + 5d2−2qo + 2d1−qo d1−qu − 5d1−qu − 13d1−qo
⎞
⎠,
(14b)
B3(q, do, du) = − 1
q − 1
⎛
⎝6 + d1−qo d2−2qu + 3d2−2qo + d1−qo d1−qu − 3d1−qu − 8d1−qo
⎞
⎠. (14c)
Note that limq→1B1 = limq→1B2 = limq→1B3 = 0 ∀du, do ≥ 2, recovering the original inequalities for Shannon entropies
(Equations (12a)–(12c)) as a special case.
In [37] it is shown how to upper bound the dimension of unobserved system needed to reproduce a set of correlations
using (classical) unobserved systems in terms of the dimensions of the observed systems. In the case of the triangle
causal structure with dX = dY = dZ = do and dA = dB = dC = du as considered here, the result of [37] implies that
17 Note that a tighter entropic characterization was found in [20] based on non-Shannon inequalities, and that the techniques introduced
here could also be applied to these.
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all classical correlations PXY Z can be reproduced by using hidden systems of dimension at most d
3
o − do. Since the
dimension of the unobserved systems is unknown, it makes sense to take the minimum of the derived bounds over all
du between 2 and d
3
o − do. By taking their derivative, one can verify that for q > 1 each of the functions B1, B21, B22
and B3 is monotonically decreasing in do and du, and hence that the minimum is obtained for du = d3o − do for any
given do ≥ 2. It follows that for all q > 1 and do ≥ 2 relations of the same form as Equations (13a)–(13c) hold, with
the quantities on the right hand sides replaced by
B∗1(q, do) = B1(q, do, d3o − do)
= − 1
q − 1
⎛
⎝2 + d2−2qo − 3d1−qo + do(−do + d3o)−q − d3o(−do + d3o)−q − d2−qo (−do + d3o)−q + d4−qo (−do + d3o)−q
⎞
⎠
(15a)
B∗21(q, do) = B21(q, do, d3o − do)
= − 1
q − 1
⎛
⎝11 + 6d2−2qo − 15d1−qo + (−do + d3o)3−3q − 6(−do + d3o)1−q + 3d1−qo (−do + d3o)1−q
⎞
⎠,
B∗22(q, do) = B22(q, do, d3o − do)
= − 1
q − 1
⎛
⎝10 + 5d2−2qo − 13d1−qo + d1−qo (−do + d3o)3−3q − 5(−do + d3o)1−q + 2d1−qo (−do + d3o)1−q
⎞
⎠,
(15b)
B∗3(q, do) = B3(q, do, d3o−do) = − 1
q − 1
⎛
⎝6+3d2−2qo −8d1−qo +d1−qo (−do+d3o)2−2q−3(−do+d3o)1−q+d1−qo (−do+d3o)1−q
⎞
⎠ . (15c)
A quantum violation of any of these bounds would imply that no unobserved classical systems of arbitrary dimension
could reproduce those quantum correlations.
Remark 2. Because they are monotonically decreasing, the bounds for du = d3o − do are not as tight as the du-
dependent bounds for general q > 1. Nevertheless, as q → 1, all the bounds B∗(q, do) tend to 0, reproducing the
known result of [15] for the Shannon case.
Remark 3. In some cases it may be interesting to show quantum violations of these inequalities for low values of du,
hence ruling out classical explanations with hidden systems of low dimensions, while possibly leaving open the case
of arbitrary classical explanations. This would be interesting if it could be established that using hidden quantum
systems allows for much lower dimensions than for hidden classical systems, for example.
A. Looking for quantum violations
It is known that the triangle causal structure (Figure 1b) admits non-classical correlations such as Fritz’s distri-
bution [29]. The idea behind this distribution is to embed the CHSH game in the triangle causal structure such
that non-locality for the triangle follows from the non-locality of the CHSH game. To do so, C is replaced by the
sharing of a maximally entangled pair of qubits, and A and B are taken to be uniformly random classical bits. The
observed variables X, Y and Z in Figure 1b are taken to be pairs of the form X ∶= (X˜,B), Y ∶= (Y˜ ,A), Z ∶= (A,B),
where X˜ and Y˜ are generated by measurements on the halves of the entangled pair with B and A used to choose the
settings such that the joint distribution PX˜Y˜ ∣BA maximally violates a CHSH inequality. By a similar post-processing
of other non-local distributions in the bipartite Bell causal structure (Figure 1a) such as the Mermin-Peres magic
square game [38, 39] and chained Bell inequalities [19], one can obtain other non-local distributions in the triangle that
cannot be reproduced using classical systems. We explore whether any of these violate any of our new inequalities.
Since the values of Bi(q, do, du) are monotonically decreasing in do and du, if a distribution realisable in a quantum
causal structure does not violate the bounds (13a)–(13c) for all q ≥ 1 and some ﬁxed values of do and du, then no
violations are possible for d′o > do, d
′
u > du. We therefore take the smallest possible values of do and du when showing
that a particular distribution cannot violate any of the bounds.
For Fritz’s distribution [29], C is a 2 qubit maximally entangled state, A, B are binary random variables while
X, Y and Z are random variables of dimension 4, i.e., the actual observed dimensions are (dX , dY , dZ) = (4,4,4)
in this case. Here we see that taking do = 4 and the smallest possible du which is du = 2, the left hand sides of
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di smallest
Scenario Ineq. (13a) (i = 1) Ineq. (13b) (i = 2) Ineq. (13c) (i = 3) observed dim. (dmino )
N = 2 2 2 2 4
N = 3 3 2 3 6
N = 4 4 2 4 8
N = 5 5 2 5 10
N = 6 6 2 6 12
N = 7 7 2 7 14
N = 8 8 2 8 16
N = 9 9 3 9 18
N = 10 10 3 10 20
Magic Sq. 4 2 4 9
TABLE I: Values of di for the chained Bell and magic square correlations embedded in the triangle causal
structure. The values of N correspond to the number of inputs per party in the chained Bell inequality, which always has
two outputs per party (the N = 2 case corresponds to Fritz’s distribution [29]). When embedded in the triangle, the number
of outcomes of the observed nodes are (dX , dY , dZ) = (2N,2N,N
2). The last column of the table gives the minimum of the
observed node dimensions (dX , dY , dZ) for each N , which is simply 2N . For the magic square, the dimensions (dX , dY , dZ) are
(12,12,9). In all cases, the minimum value of di such that the Inequalities (13a)–(13c) with bounds Bi(q, do = d
i, du = 2) are
not violated for any q ≥ 1 is less than the minimum observed dimension dmino , and hence no violations of (13a)–(13c) could be
found for the relevant case with do = d
min
o .
Equations (13a)–(13c) evaluated for Fritz’s distribution do not violate the corresponding bounds Bi(q, do = 4, du = 2)
for any q ≥ 1. This means that it is not possible to detect any quantum advantage of this distribution (even over the
case where the unobserved systems are classical bits) using this method, and automatically implies that it cannot
violate the bounds Bi(q, do = 4, du) for du ≥ 2.
We also considered the chained Bell and magic square correlations embedded in the triangle causal structure
analogously to the case discussed above. For each of these, we deﬁne di to be the smallest value of do for which the
bound Bi(q, do = di, du = 2) cannot be violated for any q > 1. The values of di are given in Table I for the diﬀerent
cases of the chained Bell correlations and the magic square. Since the values of di are always lower than the smallest
of the observed dimensions in the problem, and due to the monotonicity of the bounds it follows that none of these
quantum distributions violate any of our inequalities when the observed dimension is set to dmino .
We further checked for violations of Inequalities (13a)–(13c) by sampling random quantum states for the systems A,
B and C and random quantum measurements whose outcomes would correspond to the classical variables X, Y and
Z. The value of q was also sampled randomly between 1 and 100. We considered the cases where the shared systems
were pairs of qubits with 4 outcome measurements (dX = dY = dZ = 4) and qutrits with 9 outcome measurements
(dX = dY = dZ = 9) but were unable to ﬁnd violations of any of the inequalities even for the bounds with the
do = 4, du = 2 (2 qubit case) and do = 9, du = 2 (2 qutrit case), i.e., the bounds obtained when the unobserved systems
are classical bits.
Remark 4. In the derivation of Inequalities (13a)–(13c), we set the dimensions of the observed nodes X, Y and Z
to all be equal and those of the unobserved nodes A, B and C to also all be equal. One could in principle repeat
the same procedure taking diﬀerent dimensions for all 6 variables but we found the computational procedure too
demanding. However, Table I shows that even when we consider the bounds Bi(q, do, du) with do and du much
smaller than the actual dimensions, known non-local distributions in the triangle considered in Table I do not violate
the corresponding Inequalities (13a)–(13c) for any q ≥ 1. Since the bounds are monotonically decreasing in du and
do, even if we obtained the general bounds for arbitrary dimensions of X, Y , Z, A, B and C, they would be strictly
weaker than Bi(q, di, du = 2) ∀i ∈ {1,2,3}, q ≥ 1 and can certainly not be violated by these distributions.
VI. DISCUSSION
We have investigated the use of Tsallis entropies within the entropy vector method to causal structures, showing
how causal constraints imply bounds on the Tsallis entropies of the variables involved. Although Tsallis entropies for
q ≥ 1 possess many properties that aid their use in the entropy vector method, the nature of the causal constraints
makes the problem signiﬁcantly more computationally challenging than in the case of Shannon entropy. This meant
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that we were unable to complete the desired computations in the former case, even for some of the simplest causal
structures. Nevertheless, we were able to derive new classical causal constraints expressed in terms of Tsallis entropy
by analogy with known Shannon constraints, but were unable to ﬁnd cases where these were violated, even using
quantum distributions that are known not to be classically realisable. This mirrors an analogous result for Shannon
entropies [20].
Tsallis entropies are known to give improvements [23] in cases that involve post-selection. While post-selection
cannot be used for general causal structures (including the triangle), it would be interesting to understand whether
using Tsallis entropy helps in other cases for which post-selection is applicable.
One could also investigate whether other entropic quantities could be used in a similar way. The Re´nyi entropies
of order α do not satisfy strong subadditivity for α ≠ 0,1, while the Re´nyi as well as the min and max entropies fail
to obey the chain rules for conditional entropies. Thus, use of these in the entropy vector method, would require
an entropy vector with components for all possible conditional entropies as well as unconditional ones, considerably
increasing the dimensionality of the problem, which we would expect to make the computations harder.18
Further, one could consider using algorithms other than Fourier-Motzkin elimination to obtain non-trivial Tsallis
entropic constraints over observed nodes starting from the Tsallis cone over all the nodes (see e.g., [41]). These could
in principle yield solutions even in cases where FM elimination becomes intractable. However, we found that the
FM elimination procedure became intractable even when starting out with only a small subset of the Tsallis entropic
causal constraints for a simple causal structure such as the Bell one. This suggests that the diﬃculty is not only
with the number of constraints, but also with their nature (in particular, that they are not equalities and depend
non-trivially on the dimensions). Consequently, we bypassed FM elimination and used an alternative technique to
obtain new Tsallis entropic inequalities for the Triangle causal structure (Section V).
It is also worth noting that the following alternative deﬁnition of the Tsallis conditional entropy was proposed
in [32].
S˜q(X ∣Y = y) ∶= 1
1 − q (∑x p
q
x∣y
− 1) = 1
1 − q (
∑x pqxy
p
q
y
− 1) , (16)
S˜q(X ∣Y ) = 1
1 − q
∑y pqyS˜q(X ∣Y = y)
∑y pqy =
1
1 − q (
∑x,y pqxy
∑y pqy − 1) . (17)
Using this deﬁnition, Tsallis entropies would satisfy the same causal constraints as the Shannon entropy (Equation (2)).
However, the conditional entropies deﬁned this way do not satisfy the chain rules of Equation (9) but instead obey a
non-linear chain rule, Sq(XY ) = Sq(X)+Sq(Y ∣X)+(1−q)Sq(X)Sq(Y ∣X) [32]. This would again mean that conditional
entropies would need to be included in the entropy vector. Furthermore, since Fourier-Motzkin elimination only works
for linear constraints, an alternative algorithm would be required to use this chain rule in conjunction with the entropy
vector method.
That the inequalities for Tsallis entropy derived in this work depend on the dimensions of the systems involved
could be used to certify that particular observed correlations in a classical causal structure require a certain minimal
dimension of unobserved systems to be realisable. To show this would require showing that classically-realisable
correlations violate one of the inequalities for some du. Such bounds would then complement the upper bounds
of [37]. However, in some cases we know our bounds are not tight enough to do this. As a simple example, within
the triangle causal structure we tried taking X = (XB ,XC), Y = (YA, YC) and Z = (ZA, ZB) with XB = ZB , XC = YC
and YA = ZA where each are uniformly distributed with cardinality D, for D ∈ {3, . . . ,10}. In this case it is clear that
the correlations cannot be achieved with classical unobserved systems with du = 2. Taking the bound with du = 2 and
do = D2 no violations of (13a)–(13c) were found for q ∈ [1,20], for the range of D above. Hence, our bounds are too
loose to certify lower bounds on du in this case.
While our analysis highlights signiﬁcant drawbacks of using Tsallis entropies for analysing causal structures, it
does not rule out the possibility of Tsallis entropies being able to detect the classical-quantum gap19 in these causal
structures, or others. To overcome the diﬃculties we encountered we would either need increased computational
power, or the use of new, alternative techniques for analysing causal structures (with or without entropies).
18 In some cases, not having a chain rule may not be prohibitive [40].
19 Proving that Tsallis entropies are unable to do this would also be difficult. For instance, the proof of [18] that Shannon entropies
are unable to detect the gap in line-like causal structures involves first characterising the marginal polytope through Fourier-Motzkin
elimination, which itself proved to be computationally infeasible with Tsallis entropies even for the simplest line-like causal structure,
the bipartite Bell scenario.
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Appendix A: Quantum generalisations of Theorems 1 and 2
In the following, for a (ﬁnite dimensional) Hilbert space H, we use L(H) to represent the set of linear operators
on H, P(H) to represent the set of positive (semi-deﬁnite) operators on H, and S(H) to denote the set of density
operators on H (positive and trace 1).
Tsallis entropies as deﬁned for classical random variables in Section III are easily generalised to the quantum case
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by replacing the probability distribution by a density matrix [42]. For a quantum system described by the density
matrix ρ ∈ S(H) on the Hilbert space H and q > 0, the quantum Tsallis entropy is deﬁned by
Sq(ρ) =
⎧⎪⎪⎨⎪⎪⎩
−Trρq lnq ρ, q ≠ 1.
H(ρ), q = 1. (A1)
where H(ρ) = −Trρ lnρ is the von-Neumann entropy of ρ and lnq(x) = x1−q−11−q as in Section III.20
Given a density operator ρAB ∈ S(HA ⊗HB), the conditional quantum Tsallis entropy of A given B can then be
deﬁned by Sq(A∣B)ρ = Sq(AB) − Sq(B), the mutual information between A and B by Iq(A ∶ B)ρ = Sq(A) + Sq(B) −
Sq(AB), and for ρABC ∈ S(HA ⊗HB ⊗HC) the conditional Tsallis information between A and B given C is deﬁned
by Iq(A ∶ B∣C)ρ = Sq(A∣C)+Sq(B∣C)−Sq(AB∣C). In this section we use dS to represent the dimensions of the Hilbert
space HS .
The following properties of quantum Tsallis entropies will be useful for what follows.
1. Pseudo-additivity [30]: If ρAB = ρA ⊗ ρB , then
Sq(AB) = Sq(A) + Sq(B) + (1 − q)Sq(A)Sq(B) . (A2)
2. Upper bound [43]: For all q > 0, we have Sq(A) ≤ lnq dA and equality is achieved if and only if ρA = 1A/dA.
3. Subadditivity [43]: For any density matrix ρAB with marginals ρA and ρB , the following holds for all q ≥ 1,
Sq(AB) ≤ Sq(A) + Sq(B) . (A3)
Using these we can generalize Theorem 1 to the quantum case. This corresponds to the causal structure with two
independent quantum nodes and no edges in between them.
Theorem 5. For all separable bipartite density operators, i.e., ρAB = ρA⊗ρB with ρA ∈ S(HA) and ρB ∈ S(HB), the
quantum Tsallis mutual information Iq(A ∶ B)ρ is upper bounded as follows for all q > 0
Iq(A ∶ B)ρ ≤ f(q, dA, dB) ,
where the function f(q, dA, dB) is given by
f(q, dA, dB) = 1(q − 1) (1 −
1
d
q−1
A
)(1 − 1
d
q−1
B
) = (q − 1) lnq dA lnq dB .
The bound is saturated if and only if ρAB = 1AdA ⊗ 1BdB .
Proof. The proof goes through in the same way as the proof of Theorem 1 for the classical case (Properties 1 and 2
are analogous to those needed in the classical proof).
Next, we generalise Theorem 2 and Corollaries 3 and 4. This would correspond to the causal constraints on quantum
Tsallis entropies implied by the common cause causal structure with C being a complete common cause of A and B
(which share no causal relations among themselves). Here, one must be careful in precisely deﬁning the conditional
mutual information and interpreting it physically. For example, if the common case C were quantum and the nodes
A and B were classical outcomes of measurements on C, then A, B and C do not coexist and there is no joint state
ρABC in such a case. This is a signiﬁcant diﬀerence in quantum causal modelling compared to the classical case, and
there have been several proposals for how do deal with it [44–47]. In the following we consider two cases:
1. When C is classical, all 3 systems coexist and ρABC can be described by a classical-quantum state (See Theo-
rem 7).
2. When C is quantum, one approach is to view ρABC not as the joint state of the 3 systems but as being related
to the Choi-Jamiolkowski representations of the quantum channels from C to A and B (See Section A1) as done
in [46].
20 Analogously to the classical case we keep it implicit that if ρ has any 0 eigenvalues these do not contribute to the trace.
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The following Lemma proven in [48] is required for our generalization of Theorem 2 in the ﬁrst case.
Lemma 6 ([48], Lemma 1). Let HA and HZ be two Hilbert spaces and {∣z⟩}z be an orthonormal basis of HZ . Let
ρAZ be classical on HZ with respect to this basis i.e.,
ρAZ =∑
z
pzρ
(z)
A ⊗ ∣z⟩⟨z∣,
where ∑z pz = 1 and ρ(z)A ∈ S(HA) ∀z. Then for all q > 0,
Sq(AZ)ρ =∑
z
pqzSq(ρ(z)A ) + Sq(Z),
where Sq(Z) is the classical Tsallis entropy of the variable Z distributed according to PZ .
Note that the above Lemma immediately implies that
Sq(A∣Z)ρ =∑
z
pqzSq(ρ(z)A ) . (A4)
Theorem 7. Let ρABC = ∑c pcρ(c)AB ⊗ ∣c⟩⟨c∣, where ρ(c)AB = ρ(c)A ⊗ ρ(c)B ∀c, then, for all q ≥ 1,
Iq(A ∶ B∣C)ρABC ≤ f(q, dA, dB) .
For q > 1 the bound is saturated if and only if ρABC = 1AdA ⊗ 1BdB ⊗ ∣c⟩⟨c∣C .
Proof. Using (A4) we have,
Iq(A ∶ B∣C)ρABC = Sq(A∣C)ρ + Sq(B∣C)ρ − Sq(AB∣C)ρ
=∑
c
pqc[Sq(ρ(c)A ) + Sq(ρ(c)B ) − Sq(ρ(c)AB)]
=∑
c
pqcIq(A ∶ B)ρ(c)
AB
.
The rest of the proof is analogous to Theorem 2, where using the above, Theorem 5 and deﬁning the set R = {ρABC ∈HA ⊗HB ⊗HC ∶ ρABC = ∑c pcρ(c)A ⊗ ρ(c)B ⊗ ∣c⟩⟨c∣} we have,
max
R
Iq(A ∶ B∣C)ρ =max
R
∑
c
pqcIq(A ∶ B)ρ(c)
AB
≤ max
{pc}c
∑
c
pqc(c) max
{ρ
(c)
A
}c,{ρ
(c)
B
}c
Iq(A ∶ B)ρ(c)
AB
= f(q, dA, dB) ,
where the last step follows because for all q ≥ 1, ∑c pqc is maximized by deterministic distributions over C with a
maximum value of 121 and Iq(A ∶ B)ρ(c)
AB
for product states is maximised by the maximally mixed state over A and B
for all c (Theorem 5). Thus, for q > 1, the bound is saturated if and only if ρABC = 1AdA ⊗ 1BdB ⊗ ∣c⟩⟨c∣C for some value c
of C.
1. A generalisation: when systems do not coexist
There is a fundamental problem with naively generalising classical conditional independences such as pXY ∣Z =
pX ∣ZpY ∣Z to the quantum case by replacing joint distributions by density matrices: it is not clear what is meant by a
conditional quantum state e.g., ρA∣C since it is not clear what it means to condition on a quantum system, specially
when the (joint state of the) system under consideration and the one being conditioned upon don’t coexist. There are a
number of approaches for tackling this problem, from describing quantum states in space and time on an equal footing
[49] to quantum analogues of Bayesian inference [44] and causal modelling [45–47]. In the following, we will focus on
one such approach that is motivated by the framework of [46]. Central to this approach is the Choi-Jamio lkowski
isomorphism [50, 51] from which one can deﬁne conditional quantum states.
21 For q > 1 such deterministic distributions are the only way to obtain the bound.
17
E
Ei
Eii
Eiii = E
C
U′
UA UB
|ψ〉|φ〉
EBEA
A′ B′
A B
TrA′′ TrB′′
FIG. 2: A circuit decomposition of the channel E ∶ S(HC)→ S(HA ⊗HB) when C is a complete common cause of
A and B: If the map E from the system C to the systems A and B can be decomposed as shown here, then C is a complete
common cause of A and B ([46]). We build up our result step by step considering the channels given by Ei (unitary), Eii (unitary
followed by local isometries) and Eiii = E .
Definition 3 (Choi state). Let ∣γ⟩ = ∑i ∣i⟩R∣i⟩R∗ ∈HR⊗HR∗ , where HR∗ is the dual space to HR and {∣i⟩R}i, {∣i⟩R∗}i
are orthonormal bases of HR and HR∗ respectively. Given a channel ER∣S ∶ S(HR) → S(HS), the Choi state of the
channel is deﬁned by
ρS∣R = (ER∣S ⊗ I)(∣γ⟩⟨γ∣) =∑
ij
E(∣i⟩⟨j∣R) ⊗ ∣i⟩⟨j∣R∗ .
Thus, ρS∣R ∈ P(HS ⊗HR∗).
Now, if a quantum system C evolves through a unitary channel EI(⋅) = U ′(⋅)U ′† to two systems A′ and B′ where
U ′ ∶ HC → HA′ ⊗HB′ , it is reasonable to call the system C a quantum common cause of the systems A′ and B′.
Further, this would still be reasonable if one were to then perform local completely positive trace preserving (CPTP)
maps on the A′ and B′ systems. By the Stinespring dilation theorem, these local CPTP maps can be seen as local
isometries followed by partial traces, and the local isometries can be seen as the introduction of an ancilla in a
pure state followed by a joint unitary on the system and ancilla. This is illustrated in Figure 2 and is compatible
with the deﬁnition of quantum common causes presented in [46]. In other words, a system C can be said to be a
complete (quantum) common cause of systems A and B if the corresponding channel E ∶ S(HC) → S(HA ⊗HB) can
be decomposed as in Figure 2 for some choice of unitaries U ′, UA, UB and pure states ∣φ⟩EA , ∣ψ⟩EB . Note that a
more general set of channels ﬁt the deﬁnition of quantum common cause in Ref. [46] than we use here; whether the
theorems here extend to this case we leave as an open question.
In [46] it is shown that whenever a system C is a complete common cause of systems A and B then the Shannon
conditional mutual information evaluated on the state τABC∗ = 1dA ρAB∣C satisﬁes I(A ∶ B∣C∗)τ = 0 where ρAB∣C is
the Choi state of the channel from C to A and B. We generalise this result to Tsallis entropies for q ≥ 1 for certain
types of channels. We present the result in three cases, each with increasing levels of generality. These are explained
in Figure 2 and correspond to the cases where the map from the complete common cause C to its children A and B is
(i) unitary (Ei = U ′); (ii) unitary followed by local isometries (Eii); (iii) Unitary followed by local isometries followed
by partial traces on local systems (Eiii = E).
Lemma 8. Let Ei ∶ S(HC)→ S(HA′ ⊗HB′) be a unitary quantum channel i.e.,
Ei(⋅) = U ′(⋅)U ′†,
where U ′ ∶ HC → HA′ ⊗HB′ is an arbitrary unitary operator. If ρA′B′∣C is the corresponding Choi state, then the
Tsallis conditional mutual information evaluated on the state τA′B′C∗ = 1dC ρA′B′∣C ∈ S(HA′ ⊗HB′ ⊗HC∗) satisfies
Iq(A′ ∶ B′∣C∗)τ = f(q, dA′ , dB′) ∀q > 0.
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Proof. The conditional mutual information Iq(A′ ∶ B′∣C∗)τ can be written as
Iq(A′ ∶ B′∣C∗)τ = 1
q − 1(TrA′B′C∗ τ qA′B′C∗ +TrC∗ τ qC∗ −TrA′C∗ τ qA′C∗ −TrB′C∗ τ qB′C∗). (A5)
We will now evaluate every term in the above expression for the case where the channel that maps the C system to
the A′ and B′ systems is unitary. In this case, τA′B′C∗ is a pure state and can be written as τA′B′C∗ = ∣τ⟩⟨τ ∣A′B′C∗
where
∣τ⟩A′B′C∗ = 1√
dC
∑
i
U ′∣i⟩C ⊗ ∣i⟩C∗ . (A6)
This means that TrA′B′C∗ τ
q
A′B′C∗ = TrA′B′C∗ τA′B′C∗ ∀q > 0. Since τA′B′C∗ is a valid quantum state, it must be a
trace one operator and we have
TrA′B′C∗ τ
q
A′B′C∗ = 1 ∀q > 0 (A7)
Further, we have τC∗ = TrA′B′ τA′B′C∗ = 1C∗dC and hence
TrC∗ τ
q
C∗ =
1
d
q−1
C
= 1
d
q−1
A′ d
q−1
B′
. (A8)
The second step follows from the fact that U ′ ∶ HC →HA′ ⊗HB′ is unitary so dC = dA′dB′ .
Now, the marginals over A′ and B′ are τA′ = TrB′C∗ τA′B′C∗ = 1A′dA′ and τB′ = TrA′C∗ τA′B′C∗ =
1B′
dB′
. By the Schmidt
decomposition of τA′B′C∗ , the non-zero eigenvalues of τA′ are the same as those of τB′C∗ . Since the Tsallis entropy
depends only on the non-zero eigenvalues, Sq(A′) = Sq(B′C∗) and hence
TrB′C∗ τ
q
B′C∗ = dA′
⎛
⎝
1
d
q
A′
⎞
⎠ =
1
d
q−1
A′
. (A9)
By the same argument it follows that
TrA′C∗ τ
q
A′C∗ = dB′
⎛
⎝
1
d
q
B′
⎞
⎠ =
1
d
q−1
B′
. (A10)
Combining Equations (A5)-(A10), we have
Iq(A′ ∶ B′∣C∗)τ = 1
q − 1
⎛
⎝1 +
1
d
q−1
A′ d
q−1
B′
− 1
d
q−1
A′
− 1
d
q−1
B′
⎞
⎠ = f(q, dA′ , dB′) ∀q > 0 . (A11)
Lemma 9. Let Eii ∶ S(HC)→ S(HA˜ ⊗HB˜) be a quantum channel of the form
Eii(⋅) = (UA ⊗UB)[∣φ⟩⟨φ∣EA ⊗U ′(⋅)U ′† ⊗ ∣ψ⟩⟨ψ∣EB ](UA ⊗UB)†,
where U ′ ∶ HC → HA′ ⊗HB′ , UA ∶ HEA ⊗HA′ → HA˜ and UB ∶ HB′ ⊗HEB → HB˜ are arbitrary unitaries and ∣φ⟩EA
and ∣ψ⟩EB are arbitrary pure states. If ρA˜B˜∣C is the corresponding Choi state, then the Tsallis conditional mutual
information evaluated on the state τA˜B˜C∗ = 1dC ρA˜B˜∣C ∈ S(HA˜ ⊗HB˜ ⊗HC∗) satisfies
Iq(A˜ ∶ B˜∣C∗)τ = f(q, dA′ , dB′) ∀q > 0.
Proof. Note that the map Eii is the unitary map Ei(⋅) = U ′(⋅)U ′† followed by local isometries VA and VB on the A′ and
B′ systems respectively. Since the expression for the conditional mutual information Iq(A˜ ∶ B˜∣C∗)τ can be written
in terms of entropies which are functions of the eigenvalues of the relevant reduced density operators, and since the
eigenvalues are unchanged by local isometries, this conditional mutual information is invariant under local isometries.
The rest of the proof is identical to that of Lemma 8 resulting in
Iq(A˜ ∶ B˜∣C∗)τ = Iq(A′ ∶ B′∣C∗)τ = f(q, dA′ , dB′) ∀q > 0. (A12)
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For the last case where Eiii(⋅) = TrA′′B′′ [(UA⊗UB)[∣φ⟩⟨φ∣EA⊗U ′(⋅)U ′†⊗ ∣ψ⟩⟨ψ∣EB ](UA⊗UB)†], one could intuitively
argue that tracing out systems could not increase the mutual information and one would expect that
Iq(AA′′ ∶ BB′′∣C∗)τ ≥ Iq(A ∶ B∣C∗)τ . (A13)
Since Iq(AA′′ ∶ BB′′∣C∗)τ = Iq(A ∶ B∣C∗)τ + Iq(AA′′ ∶ B′′∣BC∗)τ + Iq(A′′ ∶ B∣AC∗)τ , Equation (A13) would follow
from strong subadditivity used twice i.e., Iq(AA′′ ∶ B′′∣BC∗)τ ≥ 0 and Iq(A′′ ∶ B∣AC∗)τ ≥ 0. However, it is known that
strong subadditivity does not hold in general for Tsallis entropies for q > 1 [52]. Ref. [52] also provides a suﬃciency
condition for strong subadditivity to hold for Tsallis entropies. In the following Lemma, we provide another, simple
suﬃciency condition that also helps bound the Tsallis mutual information Iq(AA′′ ∶ B∣C)τ (or Iq(A ∶ BB′′∣C)τ )
corresponding to the map Eiii where only one of A′′ or B′′ are traced out but not both.
Lemma 10 (Suﬃciency condition for strong subadditivity of Tsallis entropies). If ρABC is a pure quantum state,
then for all q ≥ 1 we have Iq(A ∶ B∣C)ρ ≥ 0.
Proof. We have
Iq(A ∶ B∣C) = Sq(AC) + Sq(BC) − Sq(ABC) − Sq(C).
Since ρABC is pure we have Sq(ABC) = 0 ∀q > 0 and (from the Schmidt decomposition argument mentioned earlier)
Sq(AC) = Sq(B), Sq(BC) = Sq(A), Sq(C) = Sq(AB). Thus,
Iq(A ∶ B∣C) = Sq(A) + Sq(B) − Sq(AB) = Iq(A ∶ B) ≥ 0,
which follows from subadditivity of quantum Tsallis entropies for q ≥ 1 [43]. In other words, for pure ρABC , strong
subadditivity of Tsallis entropies is equivalent to their subadditivity which holds whenever q ≥ 1.
Corollary 11. Let E1iii ∶ S(HC)→ S(HA˜ ⊗HB) be a quantum channel of the form
E1iii(⋅) = TrB′′ [(UA ⊗UB)[∣φ⟩⟨φ∣EA ⊗U ′(⋅)U ′† ⊗ ∣ψ⟩⟨ψ∣EB ](UA ⊗UB)†],
where U ′ ∶HC →HA′ ⊗HB′ , UA ∶HEA ⊗HA′ →HA˜ ≅ HA⊗HA′′ and UB ∶HB′ ⊗HEB →HB˜ ≅ HB ⊗HB′′ are arbitrary
unitaries and ∣φ⟩EA and ∣ψ⟩EB are arbitrary pure states. If ρA˜B∣C is the corresponding Choi state, then the Tsallis
conditional mutual information evaluated on the state τA˜BC∗ = 1dC ρA˜B∣C ∈ S(HA˜ ⊗HB ⊗HC∗) satisfies
Iq(A˜ ∶ B∣C∗) ∶= Iq(AA′′ ∶ B∣C∗)τ ≤ f(q, dA′ , dB′) ∀q ≥ 1.
Proof. Since Iq(AA′′ ∶ BB′′∣C∗)τ = Iq(AA′′ ∶ B∣C∗)τ + Iq(AA′′ ∶ B′′∣BC∗)τ , the purity of τA˜B˜C∗ = τAA′′BB′′C∗ and
Lemma 10 imply that
Iq(AA′′ ∶ BB′′∣C∗)τ ≥ Iq(AA′′ ∶ B∣C∗)τ ,∀q ≥ 1,
or (equivalently) in more concise notation,
Iq(A˜ ∶ B˜∣C∗)τ ≥ Iq(A˜ ∶ B∣C∗)τ ∀q ≥ 1.
Finally, using Lemma 9 we obtain the required result.
Now, for Equation (A13) to hold, we do not necessarily need strong subadditivity. Even if Iq(A′′ ∶ B∣AC)τ ≥ 0 does
not hold, Equation (A13) would still hold if Iq(AA′′ ∶ B′′∣BC)τ + Iq(A′′ ∶ B∣AC)τ ≥ 0. This motivates the following
conjecture.
Conjecture 1. Let Eiii ∶ S(HC)→ S(HA ⊗HB) be a quantum channel of the form
Eiii(⋅) = TrA′′B′′ [(UA ⊗UB)[∣φ⟩⟨φ∣EA ⊗U ′(⋅)U ′† ⊗ ∣ψ⟩⟨ψ∣EB ](UA ⊗UB)†],
where U ′ ∶ HC →HA′ ⊗HB′ , UA ∶ HEA ⊗HA′ →HA ⊗HA′′ and UB ∶ HB′ ⊗HEB →HB ⊗HB′′ are arbitrary unitaries
and ∣φ⟩EA and ∣ψ⟩EB are arbitrary pure states. If ρAB∣C is the corresponding Choi state, then the Tsallis conditional
mutual information evaluated on the state τABC∗ = 1dC ρAB∣C ∈ S(HA ⊗HB ⊗HC∗) satisfies
Iq(A ∶ B∣C∗)τ ≤ f(q, dA′ , dB′) ∀q ≥ 1.
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Notice that in Corollary 11 and Conjecture 1, the bounds are functions of dA′ and dB′ and not of the dimensions
of the systems A and B (those in the quantity on the left hand side). In the case that dA ≥ dA′ and dB ≥ dB′ , the fact
that f(q, dA, dB) is a strictly increasing function of dA and dB ∀q ≥ 0 allows us to write Iq(A˜ ∶ B∣C∗)τ ≤ f(q, dA˜, dB)
and Iq(A ∶ B∣C∗)τ ≤ f(q, dA, dB) under the conditions of Corollary 11 and Conjecture 1 respectively. However, if
dA ≤ dA′ and/or dB ≤ dB′ , the bounds f(q, dA˜, dB) and f(q, dA, dB) are tighter than the bound f(q, dA′ , dB′) and so
not implied. However, based on the several examples that we have checked, we further conjecture the following.
Conjecture 2. Under the same conditions as Conjecture 1
Iq(A ∶ B∣C∗)τ ≤ f(q, dA, dB) ∀q ≥ 1.
Further, it is shown in [46] that if C is a complete common cause of A and B then the corresponding Choi state,
ρAB∣C decomposes as ρAB∣C = (ρA∣C⊗1B)(1A⊗ρB∣C) or ρAB∣C = ρA∣CρB∣C in analogy with the classical case where if a
classical random variable Z is a common cause of the random variables X and Y , then the joint distribution over these
variables factorises as pXY ∣Z = pX ∣ZpY ∣Z . Then we have that τABC∗ = 1dC ρAB∣C =
1
dC
ρA∣CρB∣C . By further analogy
with the classical results of Section IV, one may also consider instead a state of the form σˆABCC∗ = σC⊗ 1dC ρA∣CρB∣C =
σC ⊗ τABC∗ , where σC ∈ S(HC).22 Note that σˆABCC∗ is a valid density operator on HA ⊗HB ⊗HC ⊗HC∗ .
Lemma 12. The state σˆABCC∗ = σC ⊗ τABC∗ defined above satisfies
Iq(A ∶ B∣CC∗)σˆ ≤ f(q, dA, dB) ,
whenever Iq(A ∶ B∣C∗)τ ≤ f(q, dA, dB) holds for the state τABC∗ = 1dA ρAB∣C , where ρAB∣C represents the quantum
channel from C to A and B and σC is the input quantum state to this channel.
Proof. Since σˆ is a product state between the C and ABC∗ subsystems, by the pseudo-additivity of quantum Tsallis
entropies and the chain rule we have
Iq(A ∶ B∣CC∗)σˆ = Sq(ACC∗) + Sq(BCC∗) − Sq(ABCC∗) − Sq(CC∗)
= Sq(AC∗) + Sq(BC∗) − Sq(ABC∗) − Sq(C∗)
− (q − 1)Sq(C) (Sq(AC∗) + Sq(BC∗) − Sq(ABC∗) − Sq(C∗))
= (1 − (1 − q)Sq(C))I(A ∶ B∣C∗)
= Tr(σqC)I(A ∶ B∣C∗) .
Now let pc be the distribution whose entries are the eigenvalues of σC . We have Tr(σqC) = ∑c pqc . Thus if q > 1,∑c pqc ≤ 1 with equality if and only if pc = 1 for some value of c. It follows that
Iq(A ∶ B∣CC∗)σˆ ≤ Iq(A ∶ B∣C∗)τ .
Therefore, if Iq(A ∶ B∣C∗)τ ≤ f(q, dA, dB), we also have Iq(A ∶ B∣CC∗)σˆ ≤ f(q, dA, dB).
22 This is the analogue of the statement pABC = pCpA∣CpB∣C for probability distributions.
