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Abstract
We consider affine systems defined on polytopes and study the cases where the systems are not in-block controllable with
respect to the given polytopes. That are the cases in which we cannot fully control the affine systems within the interior of
a given polytope, representing the intersection of given safety constraints. Instead, we introduce in this paper the notion of
relaxed in-block controllability (RIBC), which can be useful for the cases where one can distinguish between soft and hard
safety constraints. In particular, we study whether all the states in the interior of a given polytope, formed by the intersection
of soft safety constraints, are mutually accessible through the interior of a given bigger polytope, formed by the intersection of
hard safety constraints, by applying uniformly bounded control inputs. By exploring the geometry of the problem, we provide
necessary conditions for RIBC. We then show when these conditions are also sufficient. Several illustrative examples are also
given to clarify the main results.
1 Introduction
The control specifications of modern industrial systems
are becoming successively more and more complex;
in addition to the traditional requirements of achiev-
ing stabilization, tracking and possibly some form of
optimized behavior, contemporary specifications may
include safety constraints, human interference, tempo-
ral logic statements, and start-up procedures, among
others. In the 1990’s, hybrid systems were introduced,
in part, in order to provide a formalized system theo-
retic framework to handle such complex specifications
(Goebel et al. , 2009; Bemporad, Morari , 1999; Bem-
porad et al. , 2000). The reason for this is that hybrid
systems combine both continuous dynamics and dis-
crete events, and so they provide a suitable framework
for the development of formal verification and synthesis
methods for achieving complex specifications.
Recently, special interest has been given to an important
class of hybrid systems, namely piecewise affine (PWA)
hybrid systems (Bemporad et al. , 2000; Habets et al.
, 2006; Rodrigues, Boyd , 2005; Yordanov et al. , 2010;
Helwa, Caines , 2014c; Helwa, Broucke , 2015), since
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this class of systems has desirable control theoretic prop-
erties which hold when simple verifiable conditions are
satisfied, can approximate nonlinear systems with ar-
bitrary accuracy (Yordanov et al. , 2010), and can be
easily identified from experimental data (Juloski et al. ,
2005). Interesting applications of PWA control systems
can be found in (Alexis et al. , 2011; Borrelli et al. , 2006;
Geyer et al. , 2005; Alizadeh et al. , 2014). A PWA hy-
brid system is typically expressed by a discrete automa-
ton (Hopcroft, Ullman , 1979) such that inside each dis-
crete mode of the automaton, the system is described by
affine dynamics defined on a full-dimensional polytope.
If the state trajectory of the continuous affine dynamics
reaches a prescribed exit facet of the polytope, the PWA
hybrid system is transferred to a new discrete mode, in
which it evolves according to new affine dynamics in a
successive polytope, and so on. Hence, the study of PWA
hybrid systems at the continuous level reduces to the
study of affine dynamics on full-dimensional polytopes
(Habets et al. , 2006).
In (Helwa, Caines , 2014a, 2016), we introduce the study
of the in-block controllability (IBC) of affine systems on
polytopes. In particular, for a given affine system and
a given full-dimensional polytope X, we study whether
all the states in the interior of X are mutually accessi-
ble through its interior by applying uniformly bounded
control inputs. The motivation behind the IBC notion is
that it formalizes controllability under safety state con-
straints. Moreover, we show in (Helwa, Caines , 2014c,
2015a) that if one constructs a special partition/cover of
the state space of PWA hybrid systems/nonlinear sys-
tems, in which each region satisfies the IBC property,
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then one can systematically study controllability prop-
erties and build hierarchical control structures of these
complex systems. These hierarchical structures are typ-
ically used for synthesizing correct-by-design controllers
enforcing formal logic specifications (Hubbard, Caines ,
2002; Zamani et al. , 2012). One advantage of the IBC
hierarchical structures is that they take into account
the fact that different states in a partition/cover region
typically need different inputs to be steered to neigh-
borhood regions, possibly over different time horizons.
Thus, the IBC hierarchical methods do not require the
partition/cover regions to be of very small size, they
end up with reasonable number of regions in the parti-
tions/covers, and hence, they may have good potential to
be extended to high-dimensional systems. Furthermore,
the IBC notion is also useful in the context of optimal
control problems (Caines, Shaikh , 2008; Schoellig et al.
, 2007). In particular, if it is required to find an optimal
trajectory connecting two states in the interior of a poly-
tope representing the system’s state constraints, then it
may be useful to first study IBC to verify that there ex-
ists a feasible solution trajectory connecting each pair of
states. Then, one may apply the Pontryagin’s Minimum
Principle to find the optimal path.
However we have found many examples in which the
given affine system is not IBC through the interior of the
given polytope X, but the mutual accessibility property
is achieved if we relax the problem little bit and allow
trajectories starting in the interior of X to visit a neigh-
borhood ofX in the transient. This is acceptable in many
practical scenarios in which one can distinguish between
two types of constraints: soft constraints and hard con-
straints. The soft constraints may form the region of the
nominal operating states of the system, while the hard
constraints may represent the strict safety constraints
which cannot be violated even in the transient period.
Hence, it is reasonable to study mutual accessibility of
the states in the interior of a polytope X, formed by the
soft constraints, through the interior of a bigger poly-
tope X ′ (X ⊂ X ′), formed by the hard constraints. This
motivates us to introduce and study the relaxed in-block
controllability (RIBC) notion in this paper. The study
of RIBC is also the first step in extending the hierarchi-
cal structures/controllability results in (Helwa, Caines ,
2014c, 2015a) based on the new, relaxed notion.
The study of controllability is fundamental to mod-
ern control systems; as is well-known, for linear sys-
tems, algebraic conditions were provided in the 1960’s
(Kalman , 1960). Restricting our attention here to con-
trollability of linear systems subject to constraints, we
next cite (Brammer , 1972) and (Sontag , 1984), in
which controllability under input constraints was stud-
ied. In (Heemels, Camlibel , 2007), controllability of
continuous-time linear systems with input and/or state
constraints was studied under the assumption that the
transfer matrix of the system is right-invertible. Under
the same assumption, (Heemels, Camlibel , 2008) stud-
ied null controllability of discrete-time linear systems
with input and/or state constraints. The IBC notion
formalizes the study of controllability under state con-
straints. The notion was first introduced in (Caines,
Wei , 1995) for finite state machines, and was then ex-
tended in (Caines, Wei , 1998) for continuous nonlinear
systems on closed sets and in (Hubbard, Caines , 2002)
for automata. In these papers, the IBC notion is used to
build hierarchical structures of the systems, but these
papers do not study conditions for the IBC property
to hold. It is worth mentioning that the IBC concept
and its associated between block controllability (BBC)
notion in (Caines, Wei , 1995, 1998; Hubbard, Caines
, 2002) are entirely different from the bisimulation no-
tion (Zamani et al. , 2012; Girard, Pappas, 2007), also
used for constructing system abstractions. In addition
to having different axioms, the methods of utilizing
these notions to construct the abstractions are differ-
ent. For instance, while the bisimulation-based methods
typically use overapproximation of reachable sets to
calculate the abstraction, this is not needed for the IBC
hierarchical abstractions. In (Helwa, Caines , 2014a,
2016), we provide three easily checkable necessary and
sufficient conditions for IBC to hold for affine systems
on polytopes. We then use the results of (Helwa, Caines
, 2014a, 2016) to study controllability and build hier-
archical structures of piecewise affine hybrid systems
(Helwa, Caines , 2014c), and to systematically achieve
approximate mutual accessibility properties of nonlin-
ear systems under safety constraints (Helwa, Caines ,
2015a). In (Helwa, Caines , 2015b; Helwa, Schoellig ,
2016), we provide computationally efficient algorithms
for building polytopic regions satisfying the IBC prop-
erty, while In (Helwa , 2015), we extend the IBC con-
ditions to controlled switched linear systems having
both continuous inputs and on/off control switches. We
here extend the results concerning the IBC properties
developed in (Helwa, Caines , 2014a, 2016) to the case
where there are soft and hard safety constraints as dis-
cussed above. While the IBC notion was used before in
(Caines, Wei , 1995, 1998; Hubbard, Caines , 2002), the
RIBC notion is novel.
After defining RIBC, we explore the geometry of the
problem and provide for all the possible geometric cases
necessary conditions for RIBC. Then, we show where
these conditions are also sufficient. Several illustrative
examples are given to clarify the main results. For this
study, we exploit some geometric tools used in the study
of the controlled invariance problem (Blanchini , 1999;
Blanchini, Miani , 2008) and the reach control prob-
lems (Habets, van Schuppen , 2004; Habets et al. , 2006;
Broucke , 2010; Helwa , 2013; Helwa, Broucke , 2012,
2013, 2014, 2015; Helwa et al. , 2016). In spite of using
similar geometric tools in studying RIBC, our problem
is different. Unlike the controlled invariance problem, we
do not force all trajectories starting in X to remain in X
itself, and we have the additional requirement of achiev-
ing mutual accessibility. Also, unlike the reach control
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problem, in RIBC, we do not try to force the trajectories
of the affine system to exit the polytope in finite time
through a prescribed facet.
The paper is organized as follows. Section 2 provides
some relevant, mathematical preliminaries. In Section 3,
we briefly review IBC. In Section 4, we define RIBC and
explore necessary and sufficient conditions for it. Section
5 provides examples of the main results. A brief version
of this paper appeared in (Helwa, Caines , 2014b). Here
we include more results and discussions. For instance,
we provide here two other cases where the found neces-
sary conditions are also sufficient. We also provide here
computational aspects, complete proofs, and a section
on examples with simulation results.
Notation. Let K ⊂ Rn be a set. The closure denotes K,
the interior is denotedK◦, and the boundary is ∂K. The
notation dim(K) denotes the affine dimension of K. For
vectors x, y ∈ Rn, the notation x.y denotes the inner
product of the two vectors. The notation ‖x‖ denotes
the Euclidean norm of x. For two subspaces S1, S2, S1 +
S2 := {s1 + s2 : s1 ∈ S1, s2 ∈ S2}. The notation
co (K) denotes the convex hull of K, while the notation
co {v1, v2, . . .} denotes the convex hull of a set of points
vi ∈ Rn. Finally, Bδ(x) denotes the open ball of radius
δ centered at x.
2 Background
We provide the relevant geometric background. A set
K ⊂ Rn is said to be affine if for every x, y ∈ K and
every α ∈ R, we have αx + (1 − α)y ∈ K. Moreover, if
0 ∈ K, then K is a subspace of Rn. A hyperplane is an
(n−1)-dimensional affine set inRn, and it dividesRn into
two open half-spaces. An affine hull of a set K, aff (K),
is the smallest affine set containing K. We mean by a di-
mension of a setK its affine dimension, the dimension of
aff (K) (Rockafellar , 1970). A finite collection of vectors
{x1, · · · , xk} is called affinely independent if the unique
solution to
∑k
i=1 αixi = 0 and
∑k
i=1 αi = 0 is αi = 0 for
all i = 1, · · · , k. If {x1, · · · , xk} is affinely independent,
then these vectors do not lie in a common hyperplane.
An n-dimensional simplex is the convex hull of (n + 1)
affinely independent points in Rn, and it generalizes the
triangle notion in 2D to arbitrary dimensions.
An n-dimensional polytope is the convex hull of a finite
set of points inRn, with dimension n (Brondsted , 1983).
In particular, let {v1, · · · , vp} be a set of points in Rn,
where p > n, and suppose that {v1, · · · , vp} contains
(at least) n + 1 affinely independent points. We denote
the n-dimensional polytope generated by {v1, · · · , vp}
by X := co {v1, · · · , vp}. Note that an n-dimensional
simplex is a special case of X with p = n+ 1. A face of
X is any intersection of X with a closed half-space such
that none of the interior points of X lie on the boundary
of the half-space. According to this definition, the poly-
tope X and the empty set are considered as trivial faces,
and we call all other faces proper faces. A facet ofX is an
(n−1)-dimensional face of X. We denote the facets of X
by F1, · · · , Fr, and we use hi to denote the unit normal
vector to Fi pointing outside X. An n-dimensional poly-
tope X is simplicial if all its facets are simplices. It is
clear that any two-dimensional convex polytope is sim-
plicial. For higher dimensions, convex compact sets can
be approximated by simplicial polytopes with arbitrary
accuracy (Moreno, Schneider , 2007; Barvinok , 2013).
We conclude this section by reviewing the definition of
the Bouligand tangent cone of a closed set (Clarke et
al. , 1998). Let S ⊂ Rn be a closed set. We define the
distance function dS(x) := inf {‖x− y‖ : y ∈ S}. The
Bouligand tangent cone (or simply tangent cone) to S
at x ∈ S, denoted TS(x), is defined by
TS(x) :=
{
v ∈ Rn : lim inf
t→0+
dS(x+ tv)
t
= 0
}
.
If S is convex, so is TS(x) (Blanchini, Miani , 2008).
3 In-Block Controllability
In this section we briefly review the in-block controllabil-
ity (IBC) (Helwa, Caines , 2014a), and then we provide
a motivating example for defining the relaxed in-block
controllability (RIBC) in the next section. Consider the
affine control system:
x˙ = Ax+Bu+ a , x ∈ Rn, (1)
whereA ∈ Rn×n, a ∈ Rn,B ∈ Rn×m, and rank(B) = m.
In this paper, we assume that the control input u :
[0,∞) → Rm is measurable and bounded on any com-
pact time interval to ensure the existence and uniqueness
of the solutions of (1) (Filippov , 1988). LetB := Im (B),
the image ofB, and let φ(x0, t, u) be the trajectory of (1),
under a control input u, with initial condition x0 ∈ X,
and evaluated at time instant t. We review the IBC def-
inition (after (Caines, Wei , 1998)).
Definition 3.1 (In-Block Controllability (IBC))
Consider the affine control system (1) on an n-
dimensional polytope X. We say that (1) is in-block
controllable (IBC) w.r.t. X if there exists M > 0 such
that for all x, y ∈ X◦, there exist T ≥ 0 and a control
input u defined on [0, T ] such that (i) ‖u(t)‖ ≤ M and
φ(x, t, u) ∈ X◦ for all t ∈ [0, T ], and (ii) φ(x, T, u) = y.
In (Helwa, Caines , 2014a), it is shown that studying
IBC of an affine system on a given polytope is equivalent
to studying IBC of a linear system
x˙ = Ax+Bu (2)
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on a new polytope X satisfying 0 ∈ X◦ (without loss
of generality (w.l.o.g.) we use the same notation X for
the new polytope). We review the main result of (Helwa,
Caines , 2014a). To that end, let J := {1, · · · , r} and
J(x) := {j ∈ J : x ∈ Fj}. That is, J is the set of in-
dices of the facets of X, while J(x) is the set of in-
dices of the facets of X in which x is a point. We de-
fine the closed, tangent cone to the polytope X at x as
C(x) := {y ∈ Rn : hj · y ≤ 0, j ∈ J(x)}, where hj is
the unit normal vector to Fj pointing outside X.
Theorem 3.1 ((Helwa, Caines , 2014a)) Consider
the system (2) defined on an n-dimensional simplicial
polytope X satisfying 0 ∈ X◦. The system (2) is IBC
w.r.t. X if and only if
(i) (A,B) is controllable.
(ii) The so-called invariance conditions of X are solvable
(That is, for each vertex v ∈ ∂X, there exists u ∈ Rm
such that Av +Bu ∈ C(v)).
(iii) The so-called backward invariance conditions of X are
solvable (That is, for each vertex v ∈ ∂X, there exists
u ∈ Rm such that −Av −Bu ∈ C(v)).
In (Helwa, Caines , 2014a), it is also shown that con-
ditions (i)-(iii) of Theorem 3.1 are necessary for non-
simplicial polytopes. Notice that checking solvability of
the invariance conditions (or the backward invariance
conditions) can be simply carried out by solving a linear
programming (LP) problem at each vertex of X. Using
a straightforward convexity argument, it can be shown
that solvability of the invariance conditions (or the back-
ward invariance conditions) at the vertices implies that
they are solvable at all the boundary points of X (Ha-
bets, van Schuppen , 2004).
Nevertheless, the IBC notion is a restrictive one. In par-
ticular, we have found in many examples that achieving
the conditions (ii), (iii) of Theorem 3.1 simultaneously
is quite difficult. This motivates us to propose a relax-
ation of IBC in this paper. In particular, suppose that
condition (ii) or (iii) of Theorem 3.1 is not achieved. The
question arises of whether it is still possible to achieve
mutual accessibility of points in X◦ through a bigger
polytope. To that end, let λ > 1, and define λX :=
{x ∈ Rn : x = λy, y ∈ X}, a λ-scaled version of X. We
start with the following technical result that shows if
condition (i) of Theorem 3.1 is achieved, then as ex-
pected there is always a bigger polytope through which
the points of X◦ are mutually accessible.
Lemma 3.2 Consider the system (2) and an n-
dimensional convex compact set X satisfying 0 ∈ X◦. If
(A,B) is controllable, then there exist M > 0 and λ > 1
such that for all x, y ∈ X◦, there exist T ≥ 0 and a con-
trol input u defined on [0, T ] such that ‖u(t)‖ ≤ M and
φ(x, t, u) ∈ (λX)◦ for all t ∈ [0, T ], and φ(x, T, u) = y.
x1
x2
Fig. 1. X for Example 3.1
PROOF. See the appendix.
The following example shows that not every λ > 1 works,
and so a careful study is needed to investigate when a
given λ has the desired properties.
Example 3.1 Consider the system
x˙ =
[
0 1
0 0
]
x+
[
1
1
]
u (3)
and a polytope X := co {v1, · · · , v4} shown in Figure
1 where v1 = (−1,−1), v2 = (1,−1), v3 = (1, 1), and
v4 = (−1, 1). First, we check whether (3) is IBC w.r.t.
X. It is easy to verify that (A,B) is controllable. Next,
we check solvability of the invariance conditions and the
backward invariance conditions of X. At v2, we have
−Av2−Bu2 = (1−u2,−u2). Solvability of the backward
invariance conditions of X at v2 requires the existence
of u2 ∈ R such that −Av2 − Bu2 ∈ C(v2). This yields
h1 · (−Av2−Bu2) ≤ 0 and h2 · (−Av2−Bu2) ≤ 0, where
h1 = (0,−1) and h2 = (1, 0) as shown in Figure 1. That
is, u2 ≤ 0 and 1 − u2 ≤ 0 respectively. Therefore, there
does not exist u2 ∈ R that satisfies the backward invari-
ance conditions of X at v2. From Theorem 3.1, the sys-
tem (3) is not IBC w.r.t. X.
Next, we investigate whether in this example λ, defined
in Lemma 3.2, can be selected arbitrarily close to 1. Let
β := (−1, 1). We make several observations. First, we
have β ∈ Ker (BT ), the perpendicular subspace to B, i.e.
β ·B = 0. Then, we have β · (−Ax−Bu) = x2, which is
negative for any x ∈ R2 having x2 < 0 whatever u is se-
lected. Let x¯ := (0.9,−0.9). It can be easily verified that
x¯ ∈ X◦ and β · x¯ = −1.8. Since (A,B) is controllable,
we know from Lemma 3.2 there exists λ > 1 such that all
the points in X◦ are mutually accessible through (λX)◦
by applying uniformly bounded control inputs. In partic-
ular, there exists a state trajectory connecting the origin
to x¯ in finite time through (λX)◦. Equivalently, there is a
state trajectory of the backward dynamics x˙ = −Ax−Bu
that connects x¯ to the origin in finite time through (λX)◦.
Since β ·0 > β ·x¯ and β ·(−Ax−Bu) < 0 when x2 is nega-
tive, it follows that the state trajectory of the backward dy-
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namics starting at x¯ must cross the x1-axis before reach-
ing 0. Let the point y denote the intersection of the state
trajectory with the x1-axis. Since the β-component of the
state trajectory of the backward dynamics is decreasing
as long as x2 is still negative, then β · y < β · x¯ = −1.8.
Since y has a zero x2-component, then the x1-component
of y must be greater than 1.8. Recall that y ∈ (λX)◦, and
so clearly λ > 1.8. We conclude λ cannot be selected ar-
bitrarily close to 1 in this example. /
Inspired by the above example, we define in the next
section the relaxed in-block controllability (RIBC). In
particular, to tackle this problem, we assume that we
have in hand a given polytope X ′ satisfying X ⊂ X ′
and study whether all the states in X◦ are mutually
accessible through X ′◦ using uniformly bounded inputs.
4 Relaxed In-Block Controllability
Inspired by our discussion in the previous section, we
define the relaxed in-block controllability (RIBC) as fol-
lows.
Definition 4.1 (Relaxed In-Block Controllability)
Consider the affine control system (1) and n-dimensional
polytopes X, X ′ such that X ⊂ X ′. We say that (1) is
relaxed in-block controllable (RIBC) w.r.t. X through
X ′ if there exists M > 0 such that for all x, y ∈ X◦,
there exist T ≥ 0 and a control input u defined on [0, T ]
such that (i) ‖u(t)‖ ≤ M and φ(x, t, u) ∈ X ′◦ for all
t ∈ [0, T ], and (ii) φ(x, T, u) = y.
Following (Helwa, Caines , 2014a), we use a geometric
approach in studying RIBC in this paper. In particular,
we define the set of possible equilibria of (1) as follows
(Broucke , 2010):
O := { x ∈ Rn : Ax+ a ∈ B } . (4)
The vector field of the system (1) can vanish at any
x ∈ O for a proper selection of u ∈ Rm. In fact, O is
the set of all possible equilibrium points of (1), i.e. if
x0 is an equilibrium of (1) under feedback control, then
x0 ∈ O. It can be shown thatO is closed and affine. Also,
if O 6= ∅, then O has dimension m ≤ κ ≤ n (Helwa,
Broucke , 2013). Similarly to the case of IBC (Helwa,
Caines , 2014a), the location of the set O with respect
to X, X ′ affects RIBC. Thus, in order to simplify our
study of RIBC, we classify our study of RIBC into three
geometric cases based on the location of O with respect
to X, X ′, namely (i) Case (A): X ′◦ ∩ O = ∅, (ii) Case
(B): X◦ ∩ O 6= ∅, and (iii) Case (C): X◦ ∩ O = ∅ but
X ′◦ ∩ O 6= ∅ as shown in Figure 2.
4.1 X ′◦ ∩ O = ∅
This geometric situation is shown in Figure 2(a). For this
case, the following result shows that the affine system
X
X'
(a)
X
X'
(b)
X
X'
(c)
Fig. 2. Three geometric cases of the location ofO w.r.t.X, X ′
(1) is not RIBC w.r.t. X through X ′.
Theorem 4.1 Consider the affine control system (1)
and n-dimensional polytopes X, X ′ such that X ⊂ X ′.
If X ′◦ ∩ O = ∅, then the system (1) is not RIBC w.r.t.
X through X ′.
PROOF. The proof is similar to the proof of Theorem
3.1 of (Helwa, Caines , 2014a). We provide a brief sketch
of it in the appendix for completeness of this draft version
of the paper.
An illustrative example that clarifies the proof of Theo-
rem 4.1 is provided in Section 5 (See Example 5.2).
4.2 X◦ ∩ O 6= ∅
This geometric situation is shown in Figure 2(b). For
this case, select x¯ ∈ X◦ ∩ O, and let u¯ ∈ Rm be such
that Ax¯ + Bu¯ + a = 0. This is always possible since
x¯ ∈ O. Define x˜ = x− x¯ and u˜ = u− u¯. The dynamics
in the new coordinates are ˙˜x = Ax˜ + Bu˜. Therefore,
for this geometric case, we can assume w.l.o.g. that we
study conditions for RIBC of the linear system (2) w.r.t.
a polytopeX through a polytopeX ′ such that 0 ∈ X◦ ⊂
X ′◦.
Theorem 4.2 Consider the system (2) and n-dimensional
polytopes X, X ′ such that 0 ∈ X◦ ⊂ X ′◦. If (2) is RIBC
w.r.t. X through X ′, then (A,B) is controllable.
PROOF. The proof is the same as the proof of Theo-
rem 4.1 of (Helwa, Caines , 2014a). A sketch of the proof
is provided in the appendix for completeness of this draft
version.
Next, we present a second necessary condition for RIBC
in this case. To that end, for a convex compact set X,
we say that the invariance conditions of X are solvable
(w.r.t. the system (2)) if for each x ∈ ∂X, there exists u ∈
Rm such that Ax+Bu ∈ TX(x), the Bouligand tangent
cone to X at x (Notice that if X is an n-dimensional
polytope, then TX(x) = C(x), which is defined in the
previous section).
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Theorem 4.3 Consider the system (2) andn-dimensional
polytopes X, X ′ such that 0 ∈ X◦ ⊂ X ′◦. If (2) is RIBC
w.r.t. X through X ′, then there exists an n-dimensional
compact convex set X1 such that X ⊆ X1 ⊆ X ′ and the
invariance conditions of X1 are solvable.
PROOF. By assumption, for each x0 ∈ X◦, there ex-
ists a state trajectory φ(x0, t, u) that connects x0 to
0 ∈ X◦ in finite time Tx0 through X ′◦. Therefore, we
have X◦ ⊆ {φ(x0, t, u) : t ∈ [0, Tx0 ], x0 ∈ X◦} ⊆ X ′◦.
Since X ′◦ is convex, then we have
X◦ ⊆ C := co {φ(x0, t, u) : t ∈ [0, Tx0 ], x0 ∈ X◦} ⊆ X ′◦.
Now we show for each x ∈ C, there exist T ≥ 0 and a
control input u defined on [0, T ] such that ‖u(t)‖ ≤ M
(where M is as defined in Definition 4.1), φ(x, t, u) ∈ C
for all t ∈ [0, T ], and φ(x, T, u) = 0. This is obvi-
ous for points in {φ(x0, t, u) : t ∈ [0, Tx0 ], x0 ∈ X◦}.
For xi ∈ {φ(x0, t, u) : t ∈ [0, Tx0 ], x0 ∈ X◦}, let
Txi and uxi denote the time of reaching the origin
and the uniformly bounded control input achieving
that, respectively. Then, consider an arbitrary point
x′ ∈ C, x′ /∈ {φ(x0, t, u) : t ∈ [0, Tx0 ], x0 ∈ X◦}. By
the definition of the convex hull, there exist points
x1, · · · , xl ∈ {φ(x0, t, u) : t ∈ [0, Tx0 ], x0 ∈ X◦} such
that x′ =
∑l
i=1 αixi, where αi ≥ 0 and
∑l
i=1 αi = 1.
By Caratheodory’s Theorem (Theorem 17.1 of (Rock-
afellar , 1970)), we know that w.l.o.g. l < ∞. Let
T := max {Tx1 , · · · , Txl}. For each xi, define the con-
trol sequence uxi(t) as follows: uxi(t) = uxi(t) for all
t ∈ [0, Txi), and uxi(t) = 0 for all t ∈ [Txi , T ]. The con-
trol sequence uxi(t) drives the system from xi to 0 in
finite time Txi through C, then keeps the system at 0
till time T > 0. Now starting at x′, apply the control se-
quence u′(t) =
∑l
i=1 αiuxi(t), for all t ∈ [0, T ]. Since (2)
is linear, it can be shown by a standard argument that
the control inputs u′ drive the system from x′ to 0 in fi-
nite time Tx′ ≤ T through C. Also, since ‖uxi(t)‖ ≤M
for all t ∈ [0, T ], we have ‖u′(t)‖ ≤M for all t ∈ [0, T ].
Next, let X1 := C. Clearly, X1 is convex and closed.
Then, since C ⊆ X ′◦, X1 ⊆ X ′, so X1 is bounded, hence
compact. Also, since X ⊆ X1, X1 is an n-dimensional
set. It remains to show that the invariance conditions of
X1 are solvable. Aided with the property proved in the
previous paragraph, this can be shown from the proof of
Theorem 4.3 and Remark 4.2 of (Helwa, Caines , 2014a).
Remark 4.1 If a polytope is given, then checking its in-
variance conditions is reduced to solving LP problems
at the vertices of the given polytope. However, finding a
polytope such that its invariance conditions are solvable
requires, in general, solving bilinear matrix inequalities
(BMIs) (Blanchini , 1999), the solving of which is NP-
hard (Toker, Ozbay , 1995). Since the construction of
the polytopes satisfying the invariance conditions is car-
ried out offline, available software packages for solving
BMIs such as PENBMI (Henrion et al. , 2005) can be
utilized. There is also a wide literature on constructing
polytopic invariant sets (Blanchini , 1999). Instead, note
that for (2), O = {x ∈ Rn : Ax ∈ B} is a subspace. If
O + B = Rn, then one can systematically construct an
invariant polytope X1 containing the given polytope X,
without the need for solving BMIs. Assume w.l.o.g. that
the the invariance conditions of X are not solvable at the
vertices v1, · · · , vL. For a vertex vi of X, i ∈ {1, · · · , L},
express it as vi = oi+bi, where oi ∈ O and bi ∈ B, which
is always possible since O + B = Rn. Let o¯i := αoi, for
some α > 1. Since O is affine, o¯i ∈ O. Define X1 :=
co {v1, · · · , vp, o¯1, · · · , o¯L}, where {v1, · · · , vp} are the
vertices of X. By construction, X ⊂ X1, and it can be
shown that oi ∈ X◦1 . Now we show the invariance condi-
tions of X1 are solvable. At the vertices vL+1, · · · , vp, se-
lect control inputs satisfying the invariance conditions of
X, and at o¯i ∈ O, select u¯i such thatAo¯i+Bu¯i = 0, which
achieves the invariance conditions at o¯i. Finally, at vi,
i ∈ {1, · · · , L}, since vi − bi = oi, −bi points toward oi,
and so points inside the interior of the tangent cone toX1
at vi. Thus, at vi, i ∈ {1, · · · , L}, one can always select
the control input in the direction of −bi ∈ B sufficiently
large to push the vector field at vi close enough to −bi,
so that it lies in the interior of the tangent cone to X1 at
vi. Instead of the invariant polytopes, one may search for
ellipsoidal invariant sets, which are popular candidates
since they can be found from the Lyapunov equation or
the Ricatti equation (Blanchini , 1999). For instance, one
can solve the linear matrix inequalities (LMIs): Q > 0
and QAT + AQ + Y TBT + BY < 0. Then, the Lya-
punov function is V := xTPx, where P = Q−1 > 0, and
the corresponding stabilizing feedback is u = Kx, where
K := Y P (Blanchini , 1999). An invariant ellipsoidal
set containing X is X1 := {x ∈ Rn : xTPx ≤ c}, where
c ≥ maxi∈{1,··· ,p} vTi Pvi. Examples are provided in Sec-
tion 5.
We present a third necessary condition for RIBC in
this case. For a convex compact set X, we say that
the backward invariance conditions of X are solvable
if for each x ∈ ∂X, there exists u ∈ Rm such that
−Ax−Bu ∈ TX(x).
Theorem 4.4 Consider the system (2) and n-dimensional
polytopes X, X ′ such that 0 ∈ X◦ ⊂ X ′◦. If (2) is RIBC
w.r.t. X through X ′, then there exists an n-dimensional
compact convex set X2 such that X ⊆ X2 ⊆ X ′ and the
backward invariance conditions of X2 are solvable.
PROOF. By assumption, for each x ∈ X◦, there exists
a state trajectory of (2) that connects 0 ∈ X◦ to x in
finite time through X ′◦. Equivalently, for each x ∈ X◦,
there exists a state trajectory of the backward system
x˙ = −Ax−Bu that connects x to 0 in finite time through
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X ′◦. The rest of the proof is the same as the proof of
Theorem 4.3 (for the trajectory of the backward system).
Now we present the main result for this geometric case.
Theorem 4.5 Consider the system (2) andn-dimensional
polytopes X, X ′ such that 0 ∈ X◦ ⊂ X ′◦. If (2) is RIBC
w.r.t. X through X ′, then the following conditions hold:
(i) (A,B) is controllable.
(ii) There exists an n-dimensional compact convex set X1
such that X ⊆ X1 ⊆ X ′ and the invariance conditions
of X1 are solvable.
(iii) There exists an n-dimensional compact convex set X2
such that X ⊆ X2 ⊆ X ′ and the backward invariance
conditions of X2 are solvable.
Moreover, if X1, X2 are simplicial polytopes, then the
conditions (i)-(iii) are also sufficient for RIBC.
PROOF. The fact that conditions (i)-(iii) are neces-
sary follows directly from Theorems 4.2, 4.3, and 4.4 re-
spectively. Now we prove the sufficiency of (i)-(iii). Since
X1 is a simplicial polytope satisfying 0 ∈ X◦1 by assump-
tion, the conditions (i), (ii) imply by Theorem 5.9 of
(Helwa, Caines , 2014a) that there exists M1 > 0 such
that for each x0 ∈ X◦1 , there exist T ≥ 0 and a con-
trol input u defined on [0, T ] such that ‖u(t)‖ ≤M1 and
φ(x0, t, u) ∈ X◦1 for all t ∈ [0, T ], and φ(x0, T, u) = 0.
In particular, all the points in X◦ ⊆ X◦1 can reach 0
in finite time through X◦1 ⊆ X ′◦ by applying uniformly
bounded control inputs. Then, since X2 is a simplicial
polytope satisfying 0 ∈ X◦2 by assumption, the condi-
tions (i), (iii) imply by Theorem 5.10 of (Helwa, Caines
, 2014a) that there exists M2 > 0 such that for each
xf ∈ X◦2 , there exist T ≥ 0 and a control input u defined
on [0, T ] such that ‖u(t)‖ ≤ M2 and φ(0, t, u) ∈ X◦2 for
all t ∈ [0, T ], and φ(0, T, u) = xf . In particular, all the
points in X◦ ⊆ X◦2 are accessible from 0 in finite time
through X◦2 ⊆ X ′◦ by applying uniformly bounded con-
trol inputs.
Remark 4.2 Notice that the sets X1, X2 in conditions
(ii), (iii) of Theorem 4.5 are not necessarily the same
set, and this relaxes conditions (ii), (iii) of Theorem 3.1
which require solvability of the invariance and the back-
ward invariance conditions for the same set X.
Remark 4.3 Conditions (i)-(iii) of Theorem 4.5 are
also sufficient under other conditions rather than the con-
dition that X1 and X2 are simplicial polytopes. One of
these conditions is that X1 and X2 are polytopes, and the
strict invariance conditions (strict backward invariance
conditions) are solvable forX1 (X2), respectively. That is
to say for each x ∈ ∂X1 (x ∈ ∂X2), there exists u ∈ Rm
such that Ax+Bu ∈ C◦1 (x) (−Ax−Bu ∈ C◦2 (x)), where
X'
X
X
1
Fig. 3. Illustrative figure for the triangulation of X1 in Re-
mark 4.3
C◦1 (x) (C
◦
2 (x)) is the interior of the tangent cone to the
polytope X1 (X2) at x, respectively. The idea of the proof
in this case is as follows. First, since the strict invariance
conditions of X1 are solvable, one can select a control in-
put at each vertex of X1 satisfying the strict invariance
conditions. At x = 0, set u = 0. Then, triangulate the
point set consisting of the vertices of X1 and the origin
into n-dimensional simplices such that 0 is a vertex in
each simplex (always possible since 0 ∈ X◦1 ). See Figure
3. Using the control inputs selected at the vertices of the
simplices of the triangulation, one can construct on each
simplex a unique affine feedback such that the overall con-
trol law is a continuous piecewise affine (PWA) feedback
satisfying the strict invariance conditions of X1 (Habets,
van Schuppen , 2004). It is straightforward to show this
feedback stabilizes the origin. Starting from any x ∈ X◦1 ,
one can apply the obtained feedback to steer the system
from x to a point close to 0 in finite time through X◦1 .
Then, from this point, one can use the feedback in The-
orem 5.8 of (Helwa, Caines , 2014a) to reach 0 in finite
time through X◦1 . A similar proof can be provided for the
backward dynamics to show that from the origin, the sys-
tem can be steered to any y ∈ X◦2 in finite time through
X◦2 . Another condition under which the conditions (i)-
(iii) of Theorem 4.5 are sufficient for RIBC is that X1
and X2 are positive invariant ellipsoidal sets associated
with Lyapunov functions for the system (2) and the back-
ward dynamics, respectively. An example is given in Sec-
tion 5 (Example 5.3). For the proof in this case, one can
use the stabilizing feedback associated with the Lyapunov
function instead of the continuous PWA feedback in the
first part of this remark.
Example 4.1 Consider again the system and the poly-
tope in Example 3.1. We have shown that system (3) is
not IBC w.r.t. X in this example. Now it is required to
check whether (3) is RIBC w.r.t. X through X ′ := 2.5X.
First, in this example, O = {x ∈ R2 : x2 = 0}, the x1-
axis. Clearly, X◦ ∩ O 6= ∅ (Case B). We already veri-
fied in Example 3.1 that (A,B) is controllable. Next, we
check solvability of the invariance conditions of X. By
solving an LP program at each vertex of X, we find that
u1 = 1, u2 = 0, u3 = −1, and u4 = 0 achieve the in-
variance conditions of X at the vertices. As discussed
before, this implies the invariance conditions of X are
solvable (Habets, van Schuppen , 2004). Therefore, con-
dition (ii) of Theorem 4.5 is achieved with X1 = X.
Then, as shown in Example 3.1, the backward invari-
ance conditions of X are not solvable. Hence, we search
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for a simplicial polytope X2 such that X ⊂ X2 ⊆ X ′
and the backward invariance conditions of X2 are solv-
able. Here B + O = R2. Following Remark 4.1, we find
that o¯2 = (2.25, 0) and o¯4 = (−2.25, 0). Then, we define
X2 := co {v1, · · · , v4, o¯2, o¯4}. By solving an LP at each
vertex of X2, one can verify that u1 = 0, u2 = −4, u3 =
0, u4 = 4, uo¯2 = 0, and uo¯4 = 0 satisfy the backward in-
variance conditions of X2. Thus, condition (iii) of The-
orem 4.5 is achieved with X2 = co {v1, · · · , v4, o¯2, o¯4}.
We conclude from Theorem 4.5 that (3) is RIBC w.r.t.
X through X ′ = 2.5X. /
4.3 X◦ ∩ O = ∅ but X ′◦ ∩ O 6= ∅
This geometric situation is shown in Figure 2(c). Since
X◦ ∩ O = ∅, this geometric case is considerably more
difficult. For instance, here it is not possible to simplify
the problem to studying a linear system on a polytope
X satisfying 0 ∈ X◦, and so some simple proofs of the
previous case do not work. Instead, using more involved
proofs, we identify conditions for RIBC in this case. We
start by showing that controllability of (A,B) is a nec-
essary condition for RIBC.
Theorem 4.6 Consider the affine control system (1)
and n-dimensional polytopes X, X ′ such that X ⊂ X ′,
X◦ ∩ O = ∅, and X ′◦ ∩ O 6= ∅. If (1) is RIBC w.r.t. X
through X ′, then (A,B) is controllable.
PROOF. Let x¯ ∈ X ′◦ ∩ O, and let u¯ be such that
Ax¯ + Bu¯ + a = 0. Define x˜ = x − x¯ and u˜ = u − u¯.
Then, it is easy to verify that the dynamics in the new
coordinates are ˙˜x = Ax˜ + Bu˜. Let Xn, X
′
n represent
the polytopes X, X ′ expressed in the new coordinates,
respectively. It is clear that 0 /∈ X◦n and 0 ∈ X ′◦n . Now
suppose by the way of contradiction that (A,B) is not
controllable. Let P := [i1 · · · in], where {i1, · · · , ik}
form a basis for the controllability subspace Im (Qc) (Qc
is the controllability matrix), and {i1, · · · , in} form a
basis for Rn. Then, let z := P−1x˜. The dynamics in the
new coordinates are:[
z˙1
z˙2
]
=
[
A11 A12
0 A22
][
z1
z2
]
+
[
B1
0
]
u , (5)
where z1 ∈ Rk, z2 ∈ Rn−k, A11 ∈ Rk×k, A12 ∈
Rk×(n−k), A22 ∈ R(n−k)×(n−k), and B1 ∈ Rk. Let
Z, Z ′ denote the polytopes Xn, X ′n expressed in the
new coordinates. Clearly, 0 /∈ Z◦ and 0 ∈ Z ′◦. By as-
sumption, any two states z¯1, z¯2 ∈ Z◦ are mutually
accessible through Z ′◦. We study all the possible cases
of the eigenvalues of A22, and for each case, we reach a
contradiction.
(i) The subsystem z˙2 = A22z2 is unstable: Let z¯1, z¯2 ∈
Z◦ be arbitrary. By assumption, there exist bounded
control inputs that connect z¯1 to z¯2 in finite time
through Z ′◦. Also, there exist bounded control in-
puts that connect z¯2 to z¯1 in finite time through Z
′◦.
Therefore, starting at z¯1 ∈ Z◦, the state trajectory
φ(z¯1, t, u), t ≥ 0, can be bounded by a proper selection
of u. This can only happen if z¯1 has zero components
in the directions of the eigenvectors associated with
the unstable eigenvalues of A22. But since z¯1 ∈ Z◦ is
arbitrary, then it must be that all points in Z◦ have
zero components in the directions of the eigenvectors
associated with the unstable eigenvalues ofA22, which
clearly contradicts the fact that dim(Z) = n.
(ii) The matrix A22 has an eigenvalue λ with a nega-
tive real part: Similar to the previous case, it can be
shown that starting from any z¯1 ∈ Z◦, the state tra-
jectory of the backward dynamics can be bounded by
a proper selection of u. But, this is impossible since
the backward dynamics have an uncontrollable eigen-
value with a positive real part (an eigenvalue of the
matrix −A22), and so similar to the previous case, we
reach a contradiction.
(iii) The matrix A22 has an eigenvalue λ = 0: By convert-
ing the dynamics z˙2 = A22z2 to the Jordan form, it
can be shown there exists β ∈ Rn such that β · z˙ = 0
for any z ∈ Rn and any u ∈ Rm. Therefore, starting
at any z¯1 ∈ Z◦, the state trajectory φ(z¯1, t, u) has a
fixed β-component whatever control input is selected.
Then, since Z is an n-dimensional polytope, there ex-
ists z¯2 ∈ Z◦ such that β · z¯1 6= β · z¯2. This implies
z¯2 ∈ Z◦ is not accessible from z¯1 ∈ Z◦ whatever con-
trol input is selected, a contradiction.
(iv) All the eigenvalues of A22 are complex with zero real
part: For the repeated eigenvalues, we assume that
the associated eigenvectors are linearly independent.
For otherwise, the subsystem z˙2 = A22z2 is unstable
(Case (i) of the proof). Then, by a standard argument,
there exist two perpendicular directions β1, β2 such
that (β1 · z(t))2 + (β2 · z(t))2 =constant, for all t ≥ 0,
where z(t) denotes the state trajectory of (5) under
some control input u starting at a point z ∈ Rn. Let
z¯1 ∈ Z◦ be such that β1 · z¯1 6= 0. This is always
possible since Z is an n-dimensional polytope. Also,
since z¯1 ∈ Z◦, there exists δ > 0 such that Bδ(z¯1) ⊂
Z◦. Now, define z¯2 = z¯1 + ( δc )β1, where c > 0 is
selected sufficiently large such that z¯2 ∈ Bδ(z¯1) ⊂ Z◦,
and the β1-components of z¯1 and z¯2 have the same
sign. Then, since β1, β2 are perpendicular, β2 · z¯2 =
β2 · z¯1. Thus, the value of (β1 ·z)2 +(β2 ·z)2 evaluated
at z¯1 is different from its value at z¯2. Hence, starting
at z¯1 ∈ Z◦, the state trajectory cannot reach z¯2 ∈ Z◦,
a contradiction.
Since in all the above cases we reach a contradiction, we
conclude that (A,B) is controllable.
Next, we present a second necessary condition for RIBC
in this case. Recall that for system (1) on a compact
convex set X, we say the invariance conditions of X are
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solvable if for each x ∈ ∂X, there exists u ∈ Rm such
that Ax + Bu + a ∈ TX(x), and we say the backward
invariance conditions of X are solvable if for each x ∈
∂X, there exists u ∈ Rm such that −Ax − Bu − a ∈
TX(x) .
Theorem 4.7 Consider the affine control system (1)
and n-dimensional polytopes X, X ′ such that X ⊂ X ′,
X◦ ∩ O = ∅, and X ′◦ ∩ O 6= ∅. If (1) is RIBC w.r.t.
X through X ′, then there exists an n-dimensional com-
pact convex set X1 such that (i) X ⊂ X1 ⊆ X ′, (ii)
X◦1 ∩ O 6= ∅, (iii) the invariance conditions of X1 are
solvable, and (iv) the backward invariance conditions of
X1 are solvable.
PROOF. By assumption, there existsM > 0 such that
for every x, y ∈ X◦, there exist Txy > 0 and a control
input u defined on [0, Txy] such that ‖u(t)‖ ≤ M and
φ(x, t, u) ∈ X ′◦ for all t ∈ [0, Txy], and φ(x, Txy, u) = y.
Therefore, we have
X◦ ⊆ S := {φ(x, t, u) : t ∈ [0, Txy], x, y ∈ X◦} ⊆ X ′◦.
Since X ′◦ is convex, then we have
X◦ ⊆ co (S) ⊆ X ′◦.
Let C := co (S). First, we claim that C◦ ∩ O 6= ∅. For
if not, then it can be shown using an argument similar
to the proof of Theorem 4.1 that states of X◦ are not
mutually accessible through C, a contradiction. Second,
let x¯ ∈ C◦∩O, and let u¯ ∈ Rm be such thatAx¯+Bu¯+a =
0. This is always possible since x¯ ∈ O. Define x˜ = x− x¯
and u˜ = u − u¯. The dynamics in the new coordinates
are ˙˜x = Ax˜+ Bu˜. Let Xn, X
′
n, Sn, and Cn denote the
representations of the sets X, X ′, S, and C in the new
coordinates, respectively. Clearly, 0 ∈ C◦n and 0 /∈ X◦n.
Also, we have X◦n ⊂ Cn ⊆ X ′◦n .
Next, we show there exists M ′ > 0 such that for each
x0 ∈ Cn, there exists a control input u such that
‖u(t)‖ ≤ M ′ and φ(x0, t, u) ∈ Cn for all t ≥ 0. For
x0 ∈ Sn, the state trajectory can remain in Cn for all
t ≥ 0 by applying the uniformly bounded control inputs
that connect x0 to a point in X
◦
n, say y, through Sn,
and then from y apply the uniformly bounded control
inputs that connect y to x0 through Sn, and repeat this
procedure for all future time. Instead, if x0 ∈ Cn but
x0 /∈ Sn, then using an argument similar to the one
used in the proof of Theorem 4.3, there exists a control
input u such that ‖u(t)‖ ≤M (where M is as defined in
Definition 4.1) and φ(x0, t, u) ∈ Cn for all t ≥ 0. Using a
similar argument, it can be also shown that there exists
M ′′ > 0 such that for each x0 ∈ Cn, there exists a con-
trol input u such that ‖u(t)‖ ≤M ′′ and the state trajec-
tory of the backward dynamics ˙˜x = −Ax˜−Bu˜, denoted
φ′(x0, t, u), satisfies φ′(x0, t, u) ∈ Cn for all t ≥ 0.
Now let X1 := Cn. Clearly, X1 is convex and closed.
Also, since Cn ⊆ X ′◦n , then X1 ⊆ X ′n, and so X1 is
bounded, hence compact. Moreover, Xn ⊂ X1, and so
X1 is an n-dimensional set. Furthermore, 0 ∈ C◦n ⊂ X◦1 ,
and so X◦1 ∩ O 6= ∅. Next, we need to show that the in-
variance conditions of X1 are solvable. Aided with the
property proved in the previous paragraph, this follows
from the proof of Theorem 4.3 and Remark 4.2 of (Helwa,
Caines , 2014a). Similarly, the invariance conditions of
X1 w.r.t. the backward dynamics (the backward invari-
ance conditions) can be proved. We conclude X1 is an
n-dimensional compact convex set satisfying the condi-
tions (i)-(iv) of the theorem.
Now we present the main result for this geometric case.
Theorem 4.8 Consider the affine control system (1)
and n-dimensional polytopes X, X ′ such that X ⊂ X ′,
X◦ ∩ O = ∅, and X ′◦ ∩ O 6= ∅. If (1) is RIBC w.r.t. X
through X ′, then the following conditions hold:
(i) (A,B) is controllable.
(ii) There exists an n-dimensional convex compact set X1
such thatX ⊂ X1 ⊆ X ′, and the invariance conditions
of X1 are solvable.
(iii) There exists an n-dimensional convex compact set X2
such that X ⊂ X2 ⊆ X ′, and the backward invariance
conditions of X2 are solvable.
(iv) The sets X1 and X2 in conditions (ii), (iii) satisfy
X◦1 ∩X◦2 ∩ O 6= ∅.
Moreover, if X1, X2 are simplicial polytopes, then the
conditions (i)-(iv) are also sufficient for RIBC.
PROOF. The necessity of (i) follows from Theorem
4.6. Then, the necessity of (ii)-(iv) follows from Theorem
4.7 (Notice that in Theorem 4.7,X2 = X1 andX
◦
1 ∩O 6=∅). Then, assume the conditions (i)-(iv) are achieved,
and X1, X2 are simplicial polytopes. We need to show
(1) is RIBC w.r.t. X through X ′. Let x¯ ∈ X◦1 ∩X◦2 ∩O,
and let u¯ ∈ Rm be such that Ax¯ + Bu¯ + a = 0. This is
possible since x¯ ∈ O. Define x˜ = x−x¯ and u˜ = u−u¯. The
dynamics in the new coordinates are ˙˜x = Ax˜+Bu˜. Let
Xn, X
′
n, X1n, and X2n represent the sets X, X
′, X1,
and X2 expressed in the new coordinates, respectively.
Clearly, 0 ∈ X◦1n ∩ X◦2n, Xn ⊂ X1n ⊆ X ′n, and Xn ⊂
X2n ⊆ X ′n. The rest of the proof is the same as the proof
of the sufficiency part of Theorem 4.5.
Similarly to Remark 4.3, it can be verified that condi-
tions (i)-(iv) of Theorem 4.8 are also sufficient under the
conditions mentioned in Remark 4.3.
Remark 4.4 Notice that the conditions of Theorem 4.5
(for Case B: X◦ ∩ O 6= ∅) and Theorem 4.8 (for Case
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x1
x2
X
X'
Fig. 4. The polytopes X and X ′ in Example 4.2
C: X◦ ∩ O = ∅ but X ′◦ ∩ O 6= ∅) are almost the same.
The difference is that in Theorem 4.8 we need to verify
that X1, X2 satisfy X
◦
1 ∩X◦2 ∩O 6= ∅, while in Theorem
4.5 this condition is automatically achieved since X◦ ⊂
(X◦1 ∩X◦2 ) and for the geometric case B, X◦ ∩ O 6= ∅.
Example 4.2 Consider the system
x˙ =
[
0 1
0 0
]
x+
[
0
1
]
u , (6)
and polytopesX := co {v1, · · · , v4},X ′ := co {v5, · · · , v8}
shown in Figure 4, where v1 = (0, 0), v2 = (1, 0), v3 =
(1, 1), v4 = (0, 1), v5 = (−2,−1), v6 = (2,−1), v7 =
(2, 1) and v8 = (−2, 1). It is required to study whether (6)
is RIBC w.r.t.X throughX ′. First, we calculate the set of
possible equilibria O. We have O = {x ∈ R2 : x2 = 0},
the x1 axis. Thus, in this example X
◦ ∩ O = ∅ but
X ′◦ ∩ O 6= ∅ (Case C). Next, it can be easily verified
that (A,B) is controllable. Now let v9 := (0,−1), v10 :=
(1,−1), v11 := (1.25, 0), and v12 := (−0.25, 0). Then, let
X ′′ := co {v3, v4, v9, v10, v11, v12}. Clearly,X ′′◦∩O 6= ∅.
By solving an LP program at each vertex of X ′′, we find
that the control inputs u3 = −4, u4 = 0, u9 = 4, u10 =
0, u11 = 0, and u12 = 0 satisfy the invariance conditions
of X ′′ at the vertices. Thus, the invariance conditions of
X ′′ are solvable (Habets, van Schuppen , 2004). Simi-
larly, it can be shown the backward invariance conditions
of X ′′ are solvable. Therefore, the conditions (i)-(iv) of
Theorem 4.8 are achieved (with X1 = X2 = X
′′). We
conclude from Theorem 4.8 that (6) is RIBC w.r.t. X
through X ′ in this example. /
5 Examples
In this section, we provide three examples to show the
motivations behind the relaxed IBC notion, and to clar-
ify the main results of the paper.
Example 5.1 Consider a cart moving on a bounded ta-
ble. Let x denote the position of the cart, u denote the
input force, m denote the mass of the cart, and b denote
the coefficient of friction. The state space model of the
x1
x2
Y X
Fig. 5. The polytopes X and Y in Example 5.1
system is:[
x˙1
x˙2
]
=
[
0 1
0 − bm
][
x1
x2
]
+
[
0
1
m
]
u. (7)
Suppose that in this example, we have strict safety con-
straints: −1 ≤ x1 ≤ 1, −1 ≤ x2 ≤ 1 that should not
be violated even in the transient period. These safety
constraints define the polytope X shown in Figure 5,
where v1 = (−1,−1), v2 = (1,−1), v3 = (1, 1), and
v4 = (−1, 1). In the presence of these strict safety con-
straints, Kalman’s controllability cannot be used to study
mutual accessibility of states. Instead, we first study IBC
of the system w.r.t. X. Although (A,B) is controllable,
at the vertex v3, we have Av3 +Bu3 = (1,− bm + u3m ), and
h1 · (Av3 + Bu3) = 1 > 0, where h1 = (1, 0), whatever
u3 is selected. Thus, the invariance conditions of X are
not solvable at v3, and from Theorem 3.1, the system is
not IBC w.r.t. X.
Next, we relax our control objective as follows. Suppose
that the nominal operation of the system requires the soft
constraints −0.8 ≤ x1 ≤ 0.8 and −0.8 ≤ x2 ≤ 0.8,
resulting in the polytope Y = co {v′1, · · · , v′4} shown in
Figure 5, where v′1 = (−0.8,−0.8), v′2 = (0.8,−0.8),
v′3 = (0.8, 0.8), and v
′
4 = (−0.8, 0.8). Starting from any
initial position and speed in Y ◦, can we reach any final po-
sition and speed in Y ◦, without violating the strict safety
constraints (through X◦)? To that end, we study relaxed
IBC of the system w.r.t. Y through X. In this example,
we have B = sp {(0, 1)} and O = {x ∈ R2 : x2 = 0}.
Hence, 0 ∈ Y ◦∩O 6= ∅ (Case B). Since (A,B) is control-
lable, it remains to identify the sets X1, X2 in Theorem
4.5 to show relaxed IBC. Notice that O = sp {(1, 0)},
and so O + B = R2. By following the procedure in the
first part of Remark 4.1, we construct the invariant poly-
ope X ′ = co {v′1, · · · , v′4, v5, v6}, where v5 = (0.9, 0) and
v6 = (−0.9, 0). One can also verify that the backward
invariance conditions of X ′ are solvable. So, we have
X1 = X2 = X
′, and from Theorem 4.5, the system is
relaxed IBC w.r.t. Y through X. /
Example 5.2 We consider the mechanical system
shown in Figure 6, in which we balance the center of
mass above a pivot point. Examples of balance systems
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Fig. 6. Illustrative figure for the balance system
may include persons balancing sticks on their hands,
humans standing upright, personal transporters, and
rockets, among others (Astrom, Murray , 2008). Let x1
and x3 denote the position and velocity of the cart, re-
spectively, while x2 and x4 denote the angle and angular
rate of the structure above the cart, respectively. Assum-
ing that x2 and x4 are close to zero, a linearized model
of the system is (Astrom, Murray , 2008)
x˙1
x˙2
x˙3
x˙4
 =

0 0 1 0
0 0 0 1
0 m
2l2g
µ
−cJt
µ
−γJtlm
µ
0 Mtmglµ
−clm
µ
−γMt
µ


x1
x2
x3
x4
+

0
0
Jt
µ
lm
µ
u,
(8)
whereM is the mass of the cart, J andm are the moment
of inertia and the mass of the system to be balanced,
respectively, l is the distance between the cart and the
center of mass of the balanced body, g is the gravitational
acceleration constant (9.8m/s2), and c, γ are coefficients
of viscous friction. Also, Jt = J+ml
2 is the total inertia,
Mt = M + m is the total mass, and µ := MtJt −m2l2.
Now suppose that it is required to study whether we can
mutually connect the states of the system having positive
angle x2, without changing the sign of the angle x2. In
particular, it is required to study mutual accessibility of
the states in
X :=
{
x ∈ R4 : −1 ≤ x1 ≤ 1, 0.2 ≤ x2 ≤ 0.3,
−0.1 ≤ x3 ≤ 0.1,−0.1 ≤ x4 ≤ 0.1
}
through
X ′ :=
{
x ∈ R4 : −1 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 0.3,
−0.1 ≤ x3 ≤ 0.1,−0.1 ≤ x4 ≤ 0.1
}
.
To that end, we study relaxed IBC of the system
w.r.t. X through X ′. First, we calculate the set of
possible equilibria O. In this example, it can be ver-
ified that O = {x ∈ R4 : x2 = 0, x3 = 0, x4 = 0},
the x1-axis, and that X
′◦ ∩ O = ∅ (Case A). From
Theorem 4.1, the system is not relaxed IBC w.r.t.
X through X ′. To clarify more the obtained conclu-
sion, let β := (0,−γ(MtJt−Jtl2m2)µ2 , lmµ ,−Jtµ ). It can
u
L1 R
L2
C
x1
x3
x2
+
-
Fig. 7. The linear circuit in Example 5.3
be verified that β ∈ ker(BT ), i.e. β · B = 0, and
β · (Ax) = ( l3m3gµ2 − JtMtmglµ2 )x2. Since it is always
the case that MtJt > l
2m2, then β · (Ax) ≤ 0, for all
x2 ≥ 0. Thus, starting at a point x, the β-component
of the state trajectory is non-increasing as long as x2 is
non-negative, whatever u is selected. In particular, let
x = (0, 0.25, 0, 0.05) ∈ X◦ and y = (0, 0.25, 0, 0) ∈ X◦.
We have β · x < β · y, and so starting from x ∈ X◦,
we cannot reach y ∈ X◦ through X ′◦. This clarifies the
proof of Theorem 4.1. /
Example 5.3 Consider the linear circuit, shown in Fig-
ure 7, where L1 = L2 = 1H, C = 1F , and R = 1Ω. The
state space model of the system is
x˙1
x˙2
x˙3
 =

−1 −1 0
1 0 −1
0 1 0


x1
x2
x3
+

1
0
0
u. (9)
Let X :=
{
x ∈ R3 : −0.25 ≤ xi ≤ 0.25, i = 1, · · · , 3
}
,
and X ′ :=
{
x ∈ R3 : −1 ≤ xi ≤ 1, i = 1, · · · , 3
}
. It is
required to study mutual accessibility of the states of X◦
through X ′◦. First, we calculate the set of possible equi-
libria O = {x ∈ R3 : x1 − x3 = 0, x2 = 0}. We have
0 ∈ X◦ ∩ O 6= ∅ (Case B). Second, it is easy to verify
that (A,B) is controllable. Third, we identify a convex,
compact set X1 such that X ⊆ X1 ⊆ X ′, and the invari-
ance conditions of X1 are solvable. Following Remark
4.1, we solve a set of LMIs to get a stabilizing feedback
and a corresponding Lyapunov function. We find that
K1 = [−0.8587 − 0.7274 0.1267], and the Lyapunov
function is V1 = x
TP1x, where
P1 =

0.8587 0.7274 −0.1267
0.7274 2.3374 0.492
−0.1267 0.492 2.1186
 .
Let X1 :=
{
x ∈ R3 : xTP1x ≤ 0.5
}
. It can be verified
that the compact, convex set X1 satisfies X ⊂ X1 ⊂ X ′,
and u = K1x satisfies the invariance conditions of X1.
Next, we identify a convex, compact set X2 such that
X ⊆ X2 ⊆ X ′, and the backward invariance conditions
of X2 are solvable. Following Remark 4.1, we solve a set
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Fig. 8. The state trajectories connecting x0 to xf in Example
5.3 (a) under the traditional control law (10), (b) under the
proposed control strategy
of LMIs to get a stabilizing feedback for the backward dy-
namics and a corresponding Lyapunov function. We find
K2 = [2.8587 −0.727 −0.1267], and the Lyapunov func-
tion for the backward dynamics is V2 = x
TP2x, where
P2 =

2.8587 −0.7274 −0.1267
−0.7274 4.3374 −0.492
−0.1267 −0.492 4.1186
 .
LetX2 :=
{
x ∈ R3 : xTP2x ≤ 1
}
. It can be verified that
the compact, convex set X2 satisfies X ⊂ X2 ⊂ X ′, and
u = K2x satisfies the backward invariance conditions
of X2. Collecting all of the above together, we conclude
from Theorem 4.5 that the system is relaxed IBC w.r.t.
X through X ′.
For instance, suppose that it is required to connect x0 =
(0.2, 0.2, 0.2) ∈ X◦ to xf = (−0.1, 0.1,−0.1) ∈ X◦ in
finite time through X ′◦. Figure 8(a) shows the trajec-
tory obtained by applying the traditional control law (10),
where tf = 1 sec. One can see that the trajectory reaches
the point (2.015,−0.5005,−0.0531), outside X ′, which
means it violates the strict safety constraints in this ex-
ample. Instead, by following our proposed method in Re-
mark 4.3, we first apply the control law u = K1x to steer
the system to a point near the origin through X◦1 ⊂ X ′◦
(the blue trajectory), then use the control law (10) to con-
nect the points close to the origin through X ′◦ (the green
trajectory), and finally apply u = K2x to steer the system
to xf through X
◦
2 ⊂ X ′◦ (the red trajectory). See Figure
8(b). /
6 Conclusion
In this paper, we have extended the results of (Helwa,
Caines , 2014a, 2016) by studying the case where the
given affine system is not in-block controllable with re-
spect to the given polytope. In particular, we have in-
troduced the notion of relaxed in-block controllability
(RIBC) which studies mutual accessibility of the states
in the interior of a given polytope through the interior of
a given bigger polytope by applying uniformly bounded
control inputs. By exploring all the possible geometric
cases, we have provided necessary conditions for RIBC
in all these cases. Moreover, we have shown when these
conditions are also sufficient. Several examples have been
provided to clarify the main results of the paper.
Appendix
This appendix contains proofs included in this draft ver-
sion for completeness.
Proof of Lemma 3.2:
Let x, y ∈ X◦ be arbitrary. Since (A,B) is control-
lable, it is well known that for any tf > 0, Wc(0, tf ) :=∫ tf
0
e−AτBBT e−A
T τdτ is invertible, and the control in-
put
u(t) = BT e−A
T tW−1c (0, tf )[−x+ e−Atf y], t ∈ [0, tf ]
(10)
steers the system from x to y in finite time tf . Since X is
compact, maxz∈X‖z‖ exists, and so we can always iden-
tify a uniform upper boundM > 0 such that ‖u(t)‖ ≤M
for all t ∈ [0, tf ]. By a straightforward argument, it can
be shown that under (10), there exists a uniform λ > 1
such that φ(x, t, u) ∈ (λX)◦ for all t ∈ [0, tf ].
Proof of Theorem 4.1:
Since X ′◦ ∩ O = ∅, then by Lemma 4.1 of (Helwa,
Broucke , 2013), there exists β ∈ Ker (BT ), the perpen-
dicular subspace to B, such that β · (Ax+Bu+ a) < 0,
for all x ∈ X ′◦ and all u ∈ Rm. This implies for any
x ∈ X◦ and under any control input, β ·φ(x, t, u) is non-
increasing as long as φ(x, t, u) ∈ X ′◦. Then since X is
an n-dimensional polytope, we can identify two points
x, y ∈ X◦ such that β · x < β · y. Clearly, starting from
x, the system cannot reach y through X ′◦.
Sketch of the proof of Theorem 4.2:
The idea of the proof is that since 0 ∈ X◦, then for any
x, y ∈ Rn, there exists c > 0 sufficiently large such that
x
c ,
y
c ∈ X◦. Since yc is accessible from xc by assumption
and (2) is linear, then y is accessible from x.
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