Given a fixed family of polynomials h 1 , . . . , h r ∈ R[x 1 , . . . , x n ], we study the problem of representing polynomials in the form
Introduction
Let finitely many real polynomials h 1 , . . . , h r in n variables be given, and consider the cone M of all polynomials f which have a representation f = s 0 + s 1 h 1 + · · · + s r h r ,
where the s i are sums of squares of polynomials. M is called the quadratic module generated by h 1 , . . . , h r . There are two computational issues associated with M, which we may call the recognition problem and the realization problem. The recognition problem is to decide whether a given polynomial f lies in M, i.e. has a representation (1). The realization problem is to find such a representation explicitly, provided it is known to exist, together with explicit sums of squares decompositions of the s i . For example, assume r = 0, so that M is the cone of sums of squares. Then the recognition problem is to decide whether a polynomial is a sum of squares, and the realization problem is to find explicitly such a decomposition. Both problems can be considered to be effectively solvable, thanks to the "Gram matrix method" described in [PW] . The key property that makes this method work is the fact that in any sum of squares decomposition f = f 2 1 + · · · + f 2 m of polynomials one obviously has deg(f i ) 1 2 deg(f ). Therefore, the problem is a priori bounded. As pointed out in [PW] , it can be translated into a linear matrix inequality (LMI), and as such, it can be solved numerically (see below).
A few moments of contemplation show that the same is true in the general case, provided that one has a function : N → N with the property that every f ∈ M admits a representation (1) in which deg(s i ) (deg(f ) ) (i = 0, . . . , r) . Then the recognition problem and the realization problem associated with M translate, for any fixed polynomial f, into an LMI whose size is a priori bounded in terms of (deg(f )). Since LMIs can be solved very efficiently in polynomial time, using interior point methods, thanks to the work of Nesterov and Nemirovski [NN] , this case is as nice as one could wish, for the problems considered. (Of course one would like to know more, in particular about the possible nature of the function . For example, can , if it exists, always be taken to be a polynomial?)
On the other hand, if no bound exists as above, this means for the recognition and the realization problems of M that there cannot be any rule for when to stop the algorithm, at least none in terms of deg(f ) alone. Clearly this is a very unpleasant situation, from a computational point of view.
From this discussion it becomes clear that the existence or non-existence of such a bound is a key issue for the complexity of the two initial problems. The quadratic module M is called stable if it admits such a function (for one, or equivalently, any finite system of generators). This notion was introduced in [PS] .
Originally, the goal of this work was to study stability of M in the case where the subset K = {h 1 0, . . . , h r 0} of R n is compact and M is a preordering, i.e. is multiplicatively closed (see 1.1). In this case, M is known to contain every f which is strictly positive on K [Sm1] , so the recognition problem is solved positively for these f. We proved that M can never be stable when dim(K) 2. It turned out that a variation of the proof can be applied to an even much larger class of cases. To describe it, we need to recall the moment problem.
Moment problems are a classical topic of analysis. Given a closed subset K of R n , the Kmoment problem is the question of deciding when a given linear form L: R[x 1 , . . . , x n ] → R is a K-moment functional, that is, when there exists a positive Borel measure on K
holds for every polynomial f. The problem dates back to the 19th century and was originally considered on the real line (case n = 1). The solutions by Stieltjes (1894 for K = [0, ∞[) and Hamburger (1921 for K = R) are famous. See [PS] and the literature cited there for a more detailed historical review.
Recent years have seen a very fruitful flow of ideas around the moment problem, between analysis (mainly operator theory) and real algebraic geometry. This development started in 1991 with Schmüdgen's general solution of the K-moment problem for all compact sets K [Sm1] . Since then, very substantial progress was made in the understanding of the general K-moment problem. One knows many important classes of sets K where the Kmoment problem is solvable (together with such solutions), and on the other hand one knows wide classes of sets K for which the K-moment problem cannot be (finitely) solved. For more details see [JP, KM, KMS, PS, Pu, PV, Sch2, Sm1, Sm2] , and also [PD] and Section 5 of [Sch3] .
Let (h 1 , . . . , h r ) be a finite sequence of polynomials in R[x 1 , . . . , x n ], let M be the quadratic module generated by them, and consider the basic closed set
. . , h r ) solves the K-moment problem if the K-moment functionals are precisely those functionals which are non-negative on M. In this case, (h 1 , . . . , h r ) is also said to have the strong moment property (SMP). A weaker property is the moment property (MP); it requires that every functional which is non-negative on M is the moment functional of some measure on R n (whose support is not specified). The main result of this paper states that if (h 1 , . . . , h r ) has the (MP), and if dim(K) 2, then M cannot be stable. (For dim(K) 1, it is easy to see that M may be stable.) It is stated and proved in the last section. See 5.5 and 5.6 for explicit classes of cases to which the theorem applies.
The frame in which we work will be somewhat more general than in this outline. It is not possible to work in polynomial rings alone, rather one needs to argue in their epimorphic images as well, that is, in finitely generated R-algebras; and sometimes the geometry of the underlying algebraic variety is needed. Since the notion of stability is directly related to extensions of the real closed ground field, it is also necessary to work over general real closed fields, rather than only over R.
The paper is organized as follows. After a preliminaries and notation section and an elementary but crucial lemma, the notion of stability will be discussed at some length in Section 3. A key result is Theorem 3.17. In Section 4, we study the moment problem from a systematic point of view, in particular with respect to its restriction to subvarieties. The main theorem and its proof are presented in Section 5.
Notation and preliminaries
All rings are commutative and have a unit. For background on real algebra and geometry we refer to [BCR,KS,PD] .
1.1.
Let A be a ring. A quadratic module in A is a subset M of A with 1 ∈ M which is closed under addition and satisfies
2 (which will always be the case in this paper), supp(M) is an ideal of A. If supp(M) is a radical ideal then M is said to be reduced.
A preordering in A is a quadratic module T which is closed under multiplication: T T ⊂ T . The smallest quadratic module in A (which happens to be a preordering) is A 2 , the set of all sums of squares in A.
The quadratic module generated by h 1 , . . . , h r ∈ A in A consists of all elements
with s i ∈ A 2 . The preordering generated by h 1 , . . . , h r in A is the quadratic module generated by the products h
r , e ∈ {0, 1} r . A quadratic module (resp., preordering) is said to be finitely generated if it can be generated by finitely many elements. Note that if M is a finitely generated quadratic module and I is a finitely generated ideal, then the quadratic module M + I is again finitely generated, provided that 1 2 ∈ A.
1.2. We will mostly work over general real closed fields R, and in finitely generated Ralgebras A, rather than only in polynomial rings. We make the same language conventions as in [PS, . Specifically, with A comes the affine algebraic R-variety V = Spec A (the word variety is used in a broad sense, implying neither reduced nor irreducible) and its set V (R) of R-points. The ring A is equal to R[V ], the ring of regular (= polynomial) functions on V. If we want, we can choose a system a 1 , . . . , a n of algebra generators for A. If p 1 , . . . , p m generate the kernel of the R-algebra epimorphism R[x 1 , . . . , x n ] A, x i → a i , then we can think of V as the algebraic subvariety of n-space defined by the equations p 1 = · · · = p m = 0, and of V (R) as the corresponding real algebraic subset of R n . But it is clearly preferable to have a way of speaking which is independent of such choices.
1.3.
We will need the extension of semi-algebraic sets and maps from a real closed ground field R to larger real closed fields S. This is explained in [BCR, 5.1] . As for notation, if K is a semi-algebraic subset of R n then K(S) will denote the extension of K from R to S. It is the subset of S n which is described by the same inequalities as K in R n .
More generally, if A is a finitely generated R-algebra and V = Spec A, we apply the same notation to semi-algebraic subsets K of V (R). Thus K(S) is a semi-algebraic subset of V (S).
1.4.
Let A be a finitely generated R-algebra, let V = Spec A. The following notation will be used throughout:
If M is a finitely generated quadratic module in A (generated by h 1 , . . . , h r , say), then
is the psd (= positive semi-definite) cone of K; it is a preordering of A. Preorderings of the form P(K) are called saturated. (Since we have no need for it, we will not discuss the general notions of saturation and saturatedness; the interested reader can consult [Sch3, 1.3.10] .) In particular, we write
for the cone of all psd elements of A. If M is a finitely generated quadratic module, the preordering
If I is an ideal of A then Z(I ) is the zero set of I in V (R).
An elementary lemma
Lemma 2.1. Let A be a ring containing (Here re √ I denotes the real radical of I, see [BCR,KS] or [PD] .)
Proof. We first show inductively: For any a ∈ A and n 1 there is an identity
where s n is a sum of n squares in A. For n = 1, this is the equality 1
4 . From (2) we get
which proves (2) in general. Now let a ∈ re √ I . By the weak real Nullstellensatz ( [BCR, 4.1.7] , [PD, 4.2.6]) there is m 1 with −a 2m ∈ I + A 2 . Enlarging m we can assume that 2m = 2 n is a power of 2, i.e. we have −a 2 n ∈ I + A 2 ; and enlarging n we can even assume that n itself is a power of 2. Now apply identity (2) to na instead of a, to see that n(1 − a) lies in I + A 2 . Hence the same is true for 1 − a. Remark 2.2. Explicitly, the identities (2) found above are
Stability
For the entire section let R be an arbitrary real closed field, and let A be a finitely generated R-algebra. We do not want to restrict to polynomial rings, since geometric properties of A (resp., its associated affine variety Spec A) often have a key influence on the properties investigated here, when the quadratic module under consideration has support ideal (0). Also, the very nature of the concept of stability makes it necessary to consider arbitrary real closed ground fields.
We start by recalling the concept of stability, which was introduced in [PS] .
3.1.
A subset P of A is called locally semi-algebraic if it intersects every finite-dimensional (R-) linear subspace U of A in a semi-algebraic subset of U. (Note that there is no ambiguity about the notion of semi-algebraic subsets of U.) Let an extension R ⊂ S of real closed fields be given, and write A S := A ⊗ R S. If P is a locally semi-algebraic subset of A, let P (S) denote the base extension of P to A S . More explicitly, P (S) is the subset Q of A S for which Q ∩ U S ⊂ U S is the base extension of P ∩ U ⊂ U from R to S (in the sense of 1.3), for every finite-dimensional subspace U of A (where U S := U ⊗ R S).
3.2.
Let M be a finitely generated quadratic module in A, and let 1 = h 1 , h 2 , . . . , h r be a finite system of generators for M. Given a finite-dimensional linear subspace W of A, let W 2 denote the set of sums of squares of elements of W. There exists an integer p W 1 such that every element of W 2 is a sum of p W squares of elements of W [PS, Proposition 2.5]. We write
r) .
(Note that the notation (W ; h 1 , . . . , h r ) had a different meaning in [PS] .) The quadratic module M is the union of its subsets (W ; h 1 , . . . , h r ), where W ranges over the finitedimensional subspaces of A. Observe that this is in fact a countable union, since the R-vector space A has countable dimension. By the finiteness of the numbers p W , the subsets (W ; h 1 , . . . , h r ) of M are all locally semi-algebraic (and contained in finite-dimensional subspaces of A). However, the set M itself may fail to be locally semi-algebraic. We shall see in a moment that this is closely related to the notion of stability. Definition 3.3. The quadratic module M is said to be stable if, given any finite-dimensional linear subspace U of A, there exists a finite-dimensional linear subspace W of A such that
It was shown in [PS] 
. Such a function may be called a stability bound for M (with respect to the fixed system h 1 , . . . , h r of generators). See [Pl] , where stability bounds have been introduced and have been determined explicitly in a few cases.
(3) A very explicit example of a preordering which fails to be stable was given and analyzed by Stengle [St, Theorem 4] : The preordering
contains 1 + − x 2 for every > 0. But the degrees in any representation of this polynomial grow infinitely as → 0. Indeed, Stengle showed that there exists a constant C > 0 such that in any identity
3.5. We will need alternative characterizations of stability. Given a real closed field extension S ⊃ R, write M S for the quadratic module generated by M in A S = A ⊗ R S. Clearly, if M is stable then M is locally semi-algebraic (as a subset of A). It is less immediate that also M S is stable (and hence locally semi-algebraic) in A S , for every real closed S ⊃ R.
The following result shows that this last property characterizes the stability of M. It was mentioned in [PS, 2.13] without proof: Proposition 3.6. Let A be a finitely generated R-algebra and M a finitely generated quadratic module in A. The following conditions are equivalent:
(ii) for every real closed field extension S ⊃ R, M S is a locally semi-algebraic subset of A S ; (iii) M is a locally semi-algebraic subset of A, and for every real closed field extension
Proof. Let M be generated by 1 = h 1 , h 2 , . . . , h r . Choose an increasing sequence W 1 ⊂ W 2 ⊂ · · · of finite-dimensional linear subspaces of A with A = n 1 W n , and write M n := (W n ; h 1 , . . . , h r ) (n 1). The sets M n are locally semi-algebraic, and
holds for every real closed field S ⊃ R.
Choose S such that S is ℵ 1 -saturated, for example a non-principal ultrapower of R. Since M S ∩ U S is a semi-algebraic subset of U S by hypothesis (ii), the countable covering (3) has a finite subcovering (see [PD, 2.2.11] ). In particular, Proof. Let V = Spec A, and write
is saturated, using 3.6(iii). Conversely, if M S is saturated then it is locally semi-algebraic; this for all S ⊃ R implies that M is stable, using 3.6(ii). 
where we write
We will now introduce the natural linear topology on A, with the purpose of showing that a stable quadratic module has rather specific topological properties. Definition 3.10. Let V be a vector space over the real closed field R. The natural linear topology on V is the topology in which a subset X of V is closed if and only if, for every finite-dimensional linear subspace U of V, the set X ∩ U is closed in U (with respect to the order topology). a n x n : a n ∈ R, a n = 0 for almost all n, |a n | < n for all n , where = ( n ) n 1 is a sequence of positive numbers in R. This shows that V is "locally convex". The reader may prove this as an exercise (we will not use it).
The natural linear topology is subtle, in that it is usually hard to determine the closure of a given set.
(2) Whenever A is a finitely generated R-algebra, we shall equip A with its natural linear topology. In the case R = R, the use of this topology is standard in the study of the moment problem (see [PS] and the next section).
(3) If M is a quadratic module (resp. a preordering) in A, then the closure M is again a quadratic module (resp. a preordering), [PS, Lemma 2.3] . However, M may be improper even when M is proper, if M is not finitely generated. For example, the ordering
of K is closed, since it is the intersection of the preimages
For any finitely generated quadratic module M, the saturation of M is closed, being equal to P(K) where K = S(M).
From the elementary lemma at the beginning, we get the following useful fact: 
This immediately implies:
Lemma 3.13. Let M be a quadratic module in A.
Corollary 3.14. Let T be a finitely generated preordering in A. Then supp(T ) = supp(T ).
Proof. Let K = S(T ).
The saturated preordering Sat(T ) = P(K) is closed, hence T ⊂ Sat(T ). On the other hand, supp(Sat(T )) = supp(T ) (abstract real Nullstellensatz [KS, III.9; Sch3, 1.3.12] ), which shows supp(T ) ⊂ supp(T ). The reverse inclusion was proved in Lemma 3.13(a).
Remark 3.15. The last corollary usually fails for finitely generated quadratic modules. Indeed, an example of such a module M in R[x, y] was given in [Sch4, 3.2] for which supp(M) = (x, y) but supp(M) = (0). The point in the previous proof which doesn't work in the module case is the abstract real Nullstellensatz. The following is the main result of this section. Recall that a key difficulty in analyzing moment problems is the determination of the closures of finitely generated quadratic modules. This problem is solved here for those modules which are stable. Equally important is the fact that this closure itself is again stable:
Theorem 3.17. Let A be a finitely generated R-Algebra and M a finitely generated quadratic module in A. Assume that M is stable. 
Clearly, this will imply that (M) is stable in B, and in turn, that M + supp(M) is stable in A (Lemma 3.9). The proof is a refinement of the proof of [PS, 2.6(b) ]. Put 
which is defined by
(Here we have written w ij = w ij + (W ∩ J i ) with w ij ∈ W .) The map is well defined, and its image is ( (W )). Consider a tuple w for which (w) = 0 in B, which means i,j w 2 ij h i ∈ I . Since all summands lie in M, it follows from Lemma 3.16(a) that w 2 ij h i ∈ I , and therefore w ij ∈ W ∩ J i , for all i, j. So we see that w = 0 in the left vector space. The map is therefore a homogeneous quadratic map which is 'anisotropic'. According to [PS, Lemma 2.7] , this implies that is a proper map, and in particular a closed map, into a finite-dimensional subspace of B. (We have to use the notions of proper and closed maps in the semi-algebraic sense; similarly [PS, Lemma 2.7] has to be read in the semi-algebraic sense over R.) In particular, im() = ( (W )) is a closed subset of B. This implies
Now let x ∈ M and u ∈ U with (x) = (u). So y := x − u lies in I. By Corollary 3.12 we have − y ∈ M for every 0 < ∈ R. Therefore u + = x + ( − y) ∈ M for every > 0, and hence u ∈ M ∩ U . (Here we have used 1 ∈ U .) From (5) 
we conclude (x) = (u) ∈ ( (W )). This is assertion (4).
Writing M 1 := M + supp(M), we have proved that M 1 is stable. We have also shown that (M 1 ) is closed in B, and therefore M 1 is closed in A. This implies M ⊂ M 1 . On the other hand, supp(M) ⊂ M by Lemma 3.13(a), and hence M 1 ⊂ M. Together we see M 1 = M, and the theorem is proved.
In particular, we see that Lemma 3.13 can be sharpened if the quadratic module in question is assumed to be stable:
Corollary 3.18. Let M be a finitely generated quadratic module in A which is stable. Then M is closed if and only if M is reduced.
Remark 3.19. The main result of this paper provides a large class of quadratic modules which are not stable (and whose associated sets K have dimensions 2). We would like to emphasize that this negative result must not be regarded as typical for the higher-dimensional case. Indeed, there are also large classes of quadratic modules which are known to be stable, again with associated sets K of any dimensions. This is part of the main result of [PS] (Theorem 2.14): Whenever K is a Zariski dense subset of a normal (that is, sufficiently regular) affine R-Variety V, and K is also "Zariski dense in V at infinity" (with respect to a suitable projective completion of V), the quadratic module is stable. (For a precise statement see loc. cit.; the proof was given there for preorderings, but it works for quadratic modules as well.)
A weaker version of Theorem 3.17(a) was already proved in [PS] (Corollary 2.11).
Moment property and strong moment property
The purpose of this section is to recall the moment problem in a generalized setting, and to prove a few general basic facts, notably Proposition 4.8.
4.1.
We briefly recall the set-up of the moment problem; see [PS] and references cited there for more details. Given a closed subset K of R n , the K-moment problem asks for a characterization of all (multi-) sequences (m ) ∈Z n + of real numbers which can be realized as the moment sequence of some positive Borel measure on K. In other words, the question is to characterize the K-moment functionals, i.e. the linear forms L: R[x 1 , . . . , x n ] → R for which there exists a positive Borel measure on K which satisfies
(To be correct, this is only the existence part of the classical moment problem. The uniqueness part, which asks in how far the measure is determined by its moment sequence, will not concern us here.)
One says that a finitely generated quadratic module
M in R[x 1 , .
. . , x n ] solves the K-moment problem if the K-moment functionals are precisely those linear functionals L which satisfy L| M 0. (Note that this implies S(M) = K.)
This property has a neat characterization in terms of the natural linear topology on R[x 1 , . . . , x n ] (3.10), which is the finest locally convex topology: From the Hahn-Banach separation theorem and from Haviland's theorem, it follows that M solves the K-moment problem if and only if the closure of M is P(K), the saturated preordering associated to K. Note that P(K) is also the saturation of M. See [PS] for more details.
We shall adopt Schmüdgen's terminology [Sm2] , by which a finitely generated quadratic module M has the strong moment property (SMP) if M solves the S(M)-moment problem. By what has just been said, this is equivalent to M being dense in its saturation.
The moment property (MP) [Sm2] is weaker. It requires that every linear functional L with L| M 0 is the moment functional of some measure on R n (not necessarily supported on K). Again by Hahn-Banach and Haviland's theorem, it is equivalent that the closure of M contains P(R n ), the cone of all psd polynomials. The reformulations of (SMP) and (MP) make sense in arbitrary finitely generated algebras and over arbitrary real closed fields. We can therefore extend the definitions as follows: Definition 4.3. Let A be a finitely generated algebra over the real closed field R, and let M be a finitely generated quadratic module in A. (2) Kuhlmann-Marshall [KM] have introduced certain useful conditions which are stronger than (SMP) (denoted ( †) and ( ‡)). These conditions extend naturally to the more general set-up of finitely generated R-algebras, similarly as (SMP) and (MP).
(3) There is one important difference between the case R = R and the case of arbitrary real closed fields. If R = R, the Hahn-Banach theorem implies that the closure of M is the intersection of all the closed half-spaces in A which contain M. If R is arbitrary, I see no reason why this should be true in general.
(4) Over R = R, we have the same relation between (SMP) resp. (MP) and Borel measures on K = S(M) resp. on V (R) (where V = Spec A), as it was recalled above for the case A = R[x 1 , . . . , x n ]. For R = R, on the other hand, there is no relation between the (strong) moment property and measures in whatever sense. Still, we may study (SMP) and (MP) from an algebraic-geometric point of view.
In what follows, let always R be a real closed field and A a finitely generated R-algebra. From the results of the previous section we can already establish a first relation between stability and strong moment property:
Corollary 4.5. Let M be a finitely generated quadratic module in A which has the strong moment property (SMP). (a) If M is stable then Sat(M) = M + supp(M), and this preordering is finitely generated. (b) If the psd cone P(K) of K := S(M) is not finitely generated (as a preordering), then
M is not stable. (1) For example, if M is a finitely generated quadratic module which has the (SMP), and if K = S(M) has (semi-algebraic) dimension 3, then M can never be stable. Indeed, P(K) is not finitely generated, according to [Sch1, Proposition 6.1] . This argument was already sketched briefly in [PS, 2.18] , in the case where M = T is a reduced preordering. It applies more generally when M is only assumed to have (MP), since
Proof. Sat(M)
However, this way of reasoning cannot be extended to the general case of dimension two. Indeed, there exist prominent cases (for R ⊂ R) where K is semi-algebraically compact of dimension 2 and P(K) is finitely generated, by the results of [Sch5] .
Still, we shall extend the statement to the case dim(K) = 2 in the next section. This, however, needs a new idea.
(2) There are also interesting one-dimensional cases to which the corollary applies. For example, let C be an affine curve over R and let T be a preordering in R[C] such that the set K := S(T ) is virtually compact (in the sense of [Sch2, 6.2] ). Then T has property (SMP) (loc. cit., Theorem 6.3). On the other hand, if C has a real ordinary double point which is neither an interior point nor an isolated point of K, then P(K) is not finitely generated (loc. cit., Corollary 5.26), and hence T is not stable. Similarly, one constructs examples with cusps instead of double points (using Corollary 5.28 of loc. cit.).
We shall now prove that (SMP) and (MP) are preserved under restriction to closed subvarieties. Although the result (Proposition 4.8 below) is not strictly needed for the proof of the main theorem in Section 5, it is included here since it is often useful. As far as I know, it has not been observed before.
First we consider the case where the closed subvariety contains the support variety of the quadratic module. Here one can go back and forth:
Lemma 4.7. Let M be a finitely generated quadratic module in A, and let I be an ideal of A contained in supp(M). Then
The same is true when (SMP) is replaced by (MP).
Proof. For (SMP), the assertion is immediate from the observation that Sat(M/I ) = Sat(M)/I . Recall that P A denotes the cone of psd elements of A. As for (MP), one has
(in general equality can fail), and the left preordering is dense in the right one. (From this observation, the assertion for (MP) is immediate.) Indeed, given f ∈ A with f + I ∈ P A/I , i.e. f 0 on Z(I ), and given any > 0, there exists g ∈ I with f + + g > 0 on V (R) (V := Spec A), by [Sch1, Lemma 5.3] , and hence f + ∈ P A + I .
Proposition 4.8. Let M be a finitely generated quadratic module in A, and let I be an ideal of A. If M has property (SMP) (in A), then (M + I )/I has property (SMP) as well (in A/I ).

The same is true when (SMP) is replaced by (MP).
By the previous lemma, we can also express the proposition in the following way: If M has property (SMP) (resp. (MP)), then the same is true for M + I .
Speaking geometrically, the proposition says that restriction of quadratic modules to closed subvarieties preserves properties (SMP) and (MP).
Proof of Proposition 4.8. For (MP) this is trivial by Lemma 4.7. So assume that M satisfies (SMP), and consider M + I .
Let f ∈ A with f 0 on K ∩Z(I ). For every 0 < ∈ R there exists some g ∈ I such that f + + g > 0 on K [Sch4, Corollary 2.5]. In particular, f + + g ∈ Sat(M) = M, and hence f + ∈ M + I ⊂ M + I . This being true for every > 0, we conclude f ∈ M + I .
2nd proof : This is an analytical proof which works for R = R. Again let K = S(M), and assume that the assertion is false. 
Proof. Write J := supp(M). For (SMP), "⇒" is a particular case of Proposition 4.8, and "⇐" follows from 3.13(a): We have J ⊂ M, and hence M + J = M, from which the assertion follows since Sat(M + J ) = Sat(M). For (MP), the arguments are the same (even simpler).
Moment property and stability
The goal of this section is to prove that the moment property (MP) and the property of being stable are incompatible if the dimension is bigger than one. We start with an example which settles a special case in a very elementary and explicit way. It was suggested by Alex Prestel and subsequently simplified by Christian Berg. I am indebted to both for contributing this example and for kindly giving me permission to include it here.
Example 5.1. Let h 1 , . . . , h r ∈ R[x 1 , . . . , x n ] be polynomials, n 2, and consider the quadratic module M generated by h 1 , . . . , h r . If M is stable and if the associated basic closed set K = S(M) ⊂ R n has non-empty interior, then M cannot contain all polynomials that are strictly positive on R n . Write x = (x 1 , . . . , x n ), and let f = f (x) ∈ R[x] be a polynomial with f > 0 on R n which is not a sum of squares of polynomials. For example, one may take
(see [BCJ] ). Since K has non-empty interior we may, after a translation, assume h i (0) 
For each u ∈ R n there exists c 0 ∈ R such that the values g (c) ij u c are bounded for all c > c 0 and all i, j (this uses h i (0) > 0 for all i). By the Bolzano-Weierstraß theorem, since the degrees of the g (c) ij are uniformly bounded, we hence find a sequence c → ∞ of positive real numbers such that for each pair of indices i, j, the sequence of polynomials g (c ) ij x c , → ∞, converges coefficient-wise to a polynomial g ij (x) (c.f. [BCR2, p. 191 ] for a similar argument). Taking Eq. (7) for c := c and passing to the limit → ∞, we deduce
This contradicts our assumption that f is not a sum of squares.
5.2.
The proof of our general main result will necessarily be more complicated, since in general we do not want to assume that K is Zariski dense in R n . Therefore, R n will have to be replaced by the Zariski closure of K.
To prepare for the construction used in the proof, let us re-visit an example from [Sch1, 4.11] . It is the construction of a smooth affine curve C over a non-archimedean real closed field R for which C(R) is semi-algebraically compact, such that there exists a non-negative regular function on C which is not a sum of squares in R [C] . The reasoning for that example can be simplified. Let us briefly sketch the simplified argument:
Let R be a non-archimedean field, let O be the convex hull of Z in R and let m be the maximal ideal of O. The residue field R 1 = O/m is a real closed subfield of R. Let 0 = ∈ m. The plane affine curve C over R considered in [Sch1, 4.11] has (after a simple linear change of coordinates) the equation
), the coordinate ring of C, and let
, and so we think of Spec A as a deformation of the smooth curve C over R to the cuspidal curve y 2 = x 3 over R 1 .
The polynomial x is non-negative on C(R) but, as will be shown (again), it is not a sum of squares in R [C] . Since x is not a sum of squares in A, it is clear that x is not a sum of squares in A. Assume that x is a sum of squares in
There exists a scalar c ∈ m such that g i := cf i ∈ A for each i, and g i / ∈ mA for at least one index i. By reducing the equality c 2 x = i g 2 i modulo m we get 0 = i g 2 i in A. Since g i = 0 for at least one index i, this is a contradiction, and we conclude that x is not a sum of squares in R [C] . The next result is the key for this section. Its proof uses a construction similar to the one from the previous example: So we can assume that V is an irreducible and reduced affine R 0 -variety of dimension two, and that M is a finitely generated quadratic module in R 0 [V ] for which the semi-algebraic Indeed, assuming f + q ∈ M C,R , there is an identity Proof. Assume that M is stable. By Theorem 3.17, the quadratic module M 1 = M + supp(M) is the closure of M, and is stable as well. Since M has property (MP), M 1 contains P(R n ), the cone of all psd polynomials in R[x 1 , . . . , x n ]. Let S be a real closed overfield of R such that the extension R ⊂ S is non-archimedean. Since M 1 is stable, its extension to S[x 1 , . . . , x n ] contains the cone P(S n ) of all psd polynomials over S (Proposition 3.6). This contradicts Proposition 5.3.
A prominent case to which the theorem applies is the following:
Corollary 5.5. Let T be a finitely generated preordering in R[x 1 , . . . , x n ] for which the subset K = S(T ) of R n is compact of dimension at least two. Then T is not stable.
Indeed, T has the strong moment property [Sm1] .
Remark 5.6. (1) Other important classes of preorderings over R with the (strong) moment property are obtained through the cylinder theorem of Kuhlmann-Marshall [KM, Theorem 5.1], or through Schmüdgen's vastly more general result in [Sm2] . An important class of quadratic modules over R with (SMP) is formed by the archimedean quadratic modules; see [PD] .
(2) Any finitely generated preordering T in R[x 1 , . . . , x n ] for which K = S(T ) is contained in K 0 × R for some compact set K 0 ⊂ R n−1 satisfies (MP), according to [Sm2, Corollary 10] .
(3) Property (MP) is strictly weaker than property (SMP). An example showing this is the preordering T in R[x, y] generated by 1 − x 2 and y 3 − x 2 . It does not satisfy (SMP), since its restriction to the line x = 0 does not (c.f. Proposition 4.8). On the other hand, T satisfies (MP) by Schmüdgen's criterion [Sm2] . According to Theorem 5.4, T is not stable.
(4) Note that the proof of Theorem 5.4 uses only f / ∈ M R , rather than the full conclusion f / ∈ M R , from 5.3.
(5) For dim(K) 3, we have already indicated a simpler proof of Theorem 5.4 (Example 4.6.1). It used the fact that a finitely generated preordering of dimension 3 can never contain all psd elements of A.
(6) We refer to the comments made in the introduction for what the failure of stability means for the recognition problem and the realization problem associated with the quadratic module.
Remark 5.7. Corollary 5.5 does not extend to quadratic modules. This is illustrated by the example at the end of 6.4 in [PD] : The quadratic module M in R[x, y] generated by x − 1, y − 1 and 4 − xy is stable, see the reasoning at the bottom of p. 155 in [PD] . On the other hand, the associated set K = S(M) is compact of dimension two. (Interestingly, M figures in [PD] as an example of a quadratic module with compact K but without the strong moment property.) Remark 5.8. Proposition 5.3 and Theorem 5.4 do usually not hold for dim(K) = 1, not even when K is (semi-algebraically) compact. An easy example illustrating this is where n = 1 and T is the preordering generated by 1 − x 2 in R[x] (hence K = [−1, 1]). A more interesting example, which is not as easy to prove, is when R = R and C is a smooth plane affine curve over R of genus one for which C(R) is compact; here we take T to be the cone of sums of squares on C. (That is, n = 2, and T = R[x, y] 2 + I C where I C is the ideal of C; so K = C(R).) It can be proved that, for every real closed extension R of R, the extended preordering T R is saturated. (This is asserted without proof in [PS, 2.18] ; the details have been worked out in [Pl] .) Therefore, T R is stable and has property (SMP), for every R ⊃ R. Remark 5.10. In the light of the last corollary, it seems questionable whether there exists any finitely generated quadratic module over a non-archimedean real closed field R which has property (MP) and whose associated closed set K has dimension 2. At least we can assert that no such quadratic module can be extended from a subfield of R over which R is non-archimedean.
On the other hand, there certainly exist quadratic modules over any R which have (SMP) and for which dim(K) = 1, for example M = R[x] 2 in A = R [x] , or the compact examples mentioned in Remark 5.8.
Remark 5.11. (A weaker version of the previous question.) At least for the existence of a strictly positive polynomial f / ∈ M R , one would like to drop the condition in Proposition 5.3 that the quadratic module M R is extended from a "small" subfield of R. In other words, one would like to prove:
Let R be any non-archimedean real closed field, and let M be a finitely generated quadratic module in R[x 1 , . . . , x n ] for which K = S(M) has dimension 2. Then there exists a polynomial f which is strictly positive on R n but does not lie in M. I do not know how to prove this. If one tries to mimic the proof of 5.3 above, the problem lies in deforming the R-variety V, or at least a suitable curve on V, to a variety with certain properties over an archimedean field. It does not seem obvious how to find such a deformation.
