The Production of Cold Gas Within Galaxy Outflows by Scannapieco, Evan
Draft version November 12, 2018
Preprint typeset using LATEX style emulateapj v. 5/2/11
THE PRODUCTION OF COLD GAS WITHIN GALAXY OUTFLOWS
Evan Scannapieco
School of Earth and Space Exploration, Arizona State University,
P.O. Box 871404, Tempe, AZ, 85287-1404
Draft version November 12, 2018
ABSTRACT
I present a suite of three-dimensional simulations of the evolution of initially-hot material ejected
by starburst-driven galaxy outflows. The simulations are conducted in a comoving frame that moves
with the material, tracking atomic/ionic cooling, Compton cooling, and dust cooling and destruction.
Compton cooling is most efficient of these processes, while the main role of atomic/ionic cooling is
to enhance density inhomogeneities. Dust, on the other hand, has little effect on the outflow evolu-
tion, and is rapidly destroyed in all the simulations except the case with the smallest mass flux. I
use the results to construct a simple steady-state model of the observed UV/optical emission from
each outflow. The velocity profiles in this case are dominated by geometric effects, and the over-
all luminosities are extremely strong functions of the properties of the host system, as observed in
ultra-luminous infrared galaxies (ULIRGs). Furthermore the luminosities and maximum velocities in
several models are consistent with emission-line observations of ULIRGs, although the velocities are
significantly greater than observed in absorption-line studies. It may be that absorption line observa-
tions of galaxy outflows probe entrained cold material at small radii, while emission-line observations
probe cold material condensing from the initially hot medium at larger distances.
Subject headings: galaxies: starburst – galaxies: evolution – galaxies: structure
1. INTRODUCTION
Many of the observed features of galaxies are thought
to be caused by outflows. The material they transport
helps to determine the number density and baryonic con-
tent of dwarf galaxies (e.g. Cole et al. 2000; Scannapieco
et al. 2001, 2002; Benson et al. 2003); the metals they
remove helps to determine the relationship between the
interstellar medium metallicity and galaxy stellar mass,
(e.g. Tremonti et al. 2004; Kewley & Ellison 2008; Man-
nucci et al. 2010); and the enriched material they disperse
helps to determine the metallicity history of the inter-
galactic medium (e.g. Ferrara et al. 2005; Martin et al.
2010; Peeples et al. 2014; Turner et al. 2015). Yet de-
spite their importance, the dynamical and microphysical
processes that control galaxy outflows remain extremely
poorly understood.
From a theoretical perspective, the most important
outstanding issue is that the highly efficient cooling
within the interstellar medium (ISM) makes it impos-
sible to model supernovae by simply adding thermal en-
ergy to the medium, unless both the Sedov and shell
formation stages are sufficiently well resolved (Kim &
Ostriker 2015). At the same time, currently-available
computational resources do not allow for direct model-
ing of supernovae within a galaxy-scale simulation (e.g.
de Avillez & Breitschwerdt 2004; Cen & Chisari 2011;
Barai et al. 2013; Creasey et al. 2015; Walch et al. 2015).
The connection to observations is also complicated by
the possibility that radiation pressure on dust (Thomp-
son et al. 2005; Murray et al. 2011; Hopkins et al. 2011),
non-thermal pressure from cosmic rays (Socrates et al.
2008; Uhlig et al. 2012; Booth et al. 2013; Salem & Bryan
2014), and energy input from gravitationally driven mo-
tions (Sur et al. 2016) may also contribute to driving
winds.
From an observational perspective, the most impor-
tant issue is that the multiphase nature of galaxy out-
flows causes us to only have a partial view of the ma-
terial they eject. In fact the outflowing material spans
an enormous range of temperatures: from 107 − 108K
plasma observed in X-rays (e.g. Martin 1999; Strickland
& Heckman 2007, 2009), to ≈ 104K ions observed at op-
tical and near UV wavelengths (e.g. Pettini et al. 2001;
Tremonti et al. 2007; Martin et al. 2012; Soto et al. 2012),
to 10−103 K molecular gas observed at radio wavelengths
(e.g. Walter et al. 2002; Sturm et al. 2011; Bolatto et al.
2013). Furthermore, the easiest phase to interpret, the
X-ray emitting gas, is detectable only in the nearby Uni-
verse. The colder phases, on the other hand, can be easily
observed out to high redshifts, and their kinematics have
been carefully studied in many cases (e.g. Schwartz &
Martin 2004; Rupke et al. 2005; Erb et al. 2012; Weiner
et al. 2009; Kornei et al. 2013; Arrigoni Battaia et al.
2015). On the other hand, not only is the connection
between the motion of this material and the X-ray emit-
ting gas highly uncertain, but its overall origin remains
unknown.
Supernovae are not evenly distributed in time and
space, and so complete thermalization of the outflow-
ing medium may not be achieved, in particular when the
star formation rate is small and supernova events not
so frequent. Incomplete thermalization would cause the
outflow to be born as a collection of hot gas surround-
ing cold clouds that would then be driven out of the host
galaxy by ram pressure acceleration from hotter material
(e.g. Veilleux et al. 2005). However, this model runs into
serious difficulties in explaining the observations, both
because: (i) shocks and conduction from the exterior
medium tend to compress the cloud perpendicular to the
direction of the flow, greatly reducing the momentum
flux it receives; and (ii) instabilities and evaporation lead
to rapid cloud disruption (Klein et al. 1994; Mac Low &
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2Zahnle 1994; Orlando et al. 2006, 2008; Scannapieco &
Bru¨ggen 2015; Bru¨ggen & Scannapieco 2016). Together
these imply that the lifetimes of the clumps are likely
to be much shorter that the time required to accelerate
them to the observed speeds.
A second possibility is that thermalization of the out-
flowing medium is efficient and the cold clouds are in-
stead formed later, directly from the cooling of high
temperature (107 − 108K) material, already moving at
high radial velocities. This was first proposed by Wang
(1995a,b), who calculated steady-state one-dimensional
profiles of outflowing winds including cooling, parame-
terized as a power law. A more detailed one-dimensional
model was then developed by Efstathiou (2000), which
incorporated the infall of cooling gas from a halo, and
the outflow of hot gas from the interstellar medium.
Silich et al. (2003, 2004), Tenorio-Tagle et al. (2007), and
Wu¨nsch et al. (2011) presented steady-state one and two-
dimensional hydrodynamic calculations of galaxy out-
flows including radiative cooling, accounting for chem-
ical evolution, and comparing their results with obser-
vations of several nearby galaxies. Martin et al. (2015)
studied simple models of cooling winds in the context
of the Lyα line profiles of ultra-luminous infrared galax-
ies (ULIRGs). Most recently, Thompson et al. (2016)
derived one-dimensional models of wind evolution over a
large parameter space, including a radiative cooling func-
tion that captured the key role of metal-line cooling at
temperatures below 107 K (see also Zhang et al. 2015).
They also provided scalings for the radius at which gas
cools efficiently as a function density, column density,
emission measure, radiative efficiency, and cool gas ve-
locity, highlighting the dependence of the results on the
mass entrained by the wind and the host galaxy star for-
mation rate surface density.
Here I present three-dimensional simulations of the
evolution of cooling gas in galaxy outflows that include
several physical processes beyond those considered in
previous studies. To maximize the resolution of the cal-
culations, I adopt a comoving frame that moves radially
outward with the outflowing material, capturing both the
global cooling of the flow, and the formation of clumps
within it. The cooling routines make use of the code ca-
pabilities developed in Ferrara & Scannapieco (2016) to
study quasar-driven outflows, including: (i) radiative line
cooling that fully accounts for the impact of the ionizing
background and the additional heating due to phoioniza-
tion, (ii) cooling due to the Compton scattering between
free elections and photons from the host galaxy, which
can exceed metal-line cooling by over an order of mag-
nitude at small radii, and (iii) cooling from dust grains,
calculated by self-consistently tracking the destruction of
dust by sputtering by the hot outflow material.
The structure of this paper is as follows. In §2, I de-
scribe the simulation methods, focusing on the approach
used to work in a comoving frame, the modeling of atomic
and ionic cooling and Compton cooling, and the model-
ing of dust cooling and destruction. In §3, I present
the simulation results, describing first the impact of the
various physical processes on a fiducial case, and then
contrasting this evolution with outflows with varying en-
ergy input rates, mass loading factors, and star formation
rates. In this section, I also examine the size distribution
of the cold clumps produced in the simulations, and in
§4, I use these results to assess the observability of the
cold gas in each of the cases studied. Conclusions are
given in §5.
2. METHODS
To study the formation of cold clouds in starburst-
driven outflows, I carried out a set of simulations using
FLASH (version 4.2), a multidimensional hydrodynamic
code (Fryxell et al. 2000). The simulations used an un-
split hydrodynamic solver with a predictor-corrector type
formulation (Lee 2013), and they made use of the shock-
detect flag which lowered the prefactor in the Courant-
Friedrichs-Lewy timestep condition from 0.4 to 0.25 in
the presence of strong shocks. The simulations included
atomic / ionic cooling and heating process, Compton
cooling, and dust cooling and destruction using the meth-
ods described in detail in Ferrara & Scannapieco (2016),
modified to handle the current problem as described be-
low. Unlike the simulations in Ferrara & Scannapieco
(2016) however, I also modified the FLASH code follow
a cubic periodic volume in a comoving frame that allows
the medium to expand, conserving mass, as it moves out-
ward from the galaxy. Here I describe each of the physi-
cal processes included in the calculations, beginning with
this new approach.
2.1. Comoving Frame
We are interested in gas condensing within a ther-
malized hot wind expanding rapidly from a starbursting
galaxy. For most galaxies, this hot medium moves many
scale heights per Myr, while a typical starburst episode
lasts for many Myrs (e.g. Greggio et al. 1998; Fo¨rster
Schreiber et al. 2003). Thus, the distribution is expected
to be well-approximated by an equilibrium configuration,
and this seems to be born out observationally in most ob-
jects in which reliable X-ray analyses can be made (e.g.
Heckman et al. 1990, 1995; Ott et al. 2005; Strickland &
Heckman 2007; Yukita et al. 2012). In this case, assum-
ing a conical expansion with a fixed opening angle, the
equations of mass, momentum, and energy conservation
are:
1
r2
d
dr
(ρvr2) = q˙m, (1)
ρv
dv
dr
= −dP
dr
− q˙mv, (2)
1
r2
d
dr
[
ρvr2
(
v2
2
+
γ
γ − 1
P
ρ
)]
= q˙e, (3)
where ρ, v, P, and γ are the density, radial velocity, pres-
sure, and the ratio of specific heats of the outflow and
the mass and energy input rates are
q˙m =
{
q˙m,0 if r ≤ r?
0 if r > r?,
q˙e =
{
q˙m,0c
2
s,0/(γ − 1) if r ≤ r?
−Λn2 if r > r?, (4)
respectively, where r? is the driving radius of the flow,
cs,0 is the sound speed of the hot medium at r = 0, Λ
is the radiative cooling function, and n = ρ/µmp is the
total number density of the medium, with µ the average
3Figure 1. Left: Radiative cooling rates (blue lines) vs. photoheating rate (red lines) for optically thin material, normalized by the mean
baryonic density squared. Right: Radiative cooling rates and heating ratios including Compton heating/cooling as given by eq. (11). In all
panels, the solid lines are for material with a mean density of ρ/µmp = 1 cm−3, while the dashed, dotted, dot-dashed, and triple-dot-dashed
lines correspond to material with ρ/µmp = 0.01, 0.1, 10, and 100 cm−3, respectively, for a medium at a distance of 300 parsecs from a
starburst with a SFR of 10 M yr−1
particle mass in units of the proton mass, mp. For ref-
erence, in the case of M82, r? ≈ 300 pc (McKeith et al.
1995; Strickland & Heckman 2009). Note that here I
have ignored radiative cooling within the driving radius,
including this in the definition of cs,0.
The solution to these equations is given by the Cheva-
lier & Clegg (1985) model, which can be used to gain a
good understanding of the hot wind conditions as a func-
tion of radius. For a γ = 5/3 gas, the sound speed when
r < r? is approximately constant at
cs,hot(r) ≈ cs,hot,0 = 0.82
(
E˙
M˙hot
)1/2
, (5)
where E˙ is the total energy input from supernovae per
unit time,  is the fraction of this energy that is deposited
into the hot medium, M˙hot is the total mass ejected from
the galaxy per unit time.
We can solve eqs. (1)-(3) outside the driving radius by
simplifying the mass and momentum equations, using the
fact that ρvr2 is a constant at these radii. Defining the
kinetic and internal energy per unit mass as Ek = v
2/2,
and I = (γ − 1)c2s, this gives
dEk
dt
=
[
1
γ − 1 −
I
2Ek
]−1 [
2vI
r
− Q˙
]
, (6)
dI
dt
= Q˙− dEk
dt
, (7)
where Q˙ ≡ −Λn2b/ρ is the rate of radiative energy loss
per unit mass, nb is the number density of baryons (pro-
tons + neutrons) and Λ is the cooling - heating rate as
discussed in more detail below. These equations can be
used to track v and r as a function of time from the edge
of the driving region for any choice of Q˙. The mean den-
sity of the medium as a function of time is then given
by
ρ = ρ?(v/v?)
−2(r/r?)−1, (8)
where v? and ρ? are the velocity and density of the
medium at the driving radius. This approach allows the
code to work in a comoving volume that travels outward
with the medium, conserving mass. I have modified the
cosmology routines in the FLASH code to allow for such
a calculation, integrating eqs. (6) and (7) forward us-
ing a fourth-order Runge-Kutta method, and computing
the expansion factor a(t) = [ρ(t)/ρ0]
−1/3
. Note that un-
like usual cosmological calculations in which a(t) = 1 at
the end of the calculation, a(t) = 1 at the onset of the
calculation when r = r?, and is greater than 1 at all
subsequent times.
2.2. Atomic, Ionic, and Compton Cooling and Heating
In order to track atomic/ionic cooling processes in the
presence of significant photoionization from the central
starburst, I followed the approach in Ferrara & Scanna-
pieco (2016) and made use of the cooling/heating func-
tions developed in Gnedin & Hollon (2012) (see also
Sazonov et al. 2005). This requires a calculation of
Pj ≡ c
∫
σj(ν)nνdν, (9)
where nν is the radiation field expressed as a number
density of photons at a frequency ν and σj is the dissoci-
ation/photoionization cross section for j ∈ {H2, HI, HeI,
CIV}. For the starburst spectrum, I took a case in which
the galaxy has been forming solar metallicity stars at a
constant rate as modeled by Schaerer (2003). Defining
Pj ≡ P˜j SFR
M yr−1
(
r
300 pc
)−2
, (10)
where SFR is the star formation rate. Making use of the
analytic fits provided in Verner et al. (1996), this gives
P˜j of 1.03× 10−7 s−1, 5.28× 10−8 s−1, 2.05× 10−8 s−1
and 0 for Lyman-Werner dissociation, and HI, HeI, and
CVI ionization, respectively.
4In the left panel of Figure 1, I show the cooling and
heating rate normalized by the mean baryonic number
density, n2B , computed for a range of number densities
from 0.01 to 100 cm−3 for a medium at a distance of 300
parsecs from a starburst with M˙hot = 10M yr−1. At
the very highest densities, recombination times are short
and the cooling rate above 104 K is similar to the case
without a background, although heating by photoion-
ization is important below 104K. At 1 cm−3, heating is
boosted only slightly, but the lowest temperature peak
of the cooling function is significantly lessened, due pri-
marily to hydrogen remaining much more ionized than
would be the case in the absence of a background. Fi-
nally, at the lowest densities, the mass fractions of neu-
tral hydrogen, neutral helium, and other species with
low-ionization potentials are extremely small, leading to
a large decrease in the cooling rate at temperatures be-
low ≈ 3× 105K. Together these effects shift the point at
which cooling and heating are balanced from ≈ 104K for
gas with ρ/µmp
>∼ 10 cm−3 to ≈ 3× 104K for gas with
ρ/µmp
<∼ 0.1 cm−3.
In addition to atomic/ionic cooling as tabulated in
these models, the presence of radiation from the star-
burst also leads to additional gas cooling and heating
through Compton scattering with free elections. To es-
timate this contribution, I modified the overall cool-
ing/heating rate of the gas by a factor of
HC =
σTF
mec2
(〈hν〉 − 4kBT )ne = ΓC∆ ne, (11)
where F = L/(4pir2), 〈hν〉 = L−1 ∫ hνLνdν = 9.14 eV
such that TC ≡ 〈hν〉/4kB = 2.65×104K, L = 5.55×1043
erg s−1 SFR/ (M yr−1) is the luminosity per unit star
formation rate (SFR). Including this effect shifts the
cooling and heating curves from their Gnedin & Hol-
lon (2012) values to those shown in the right panels
of Figure 1, for a case with star formation rate of 10
M yr−1 and a distance of 300 pc. Because the energy
losses from Compton scattering are proportional to ne
rather than density squared, they have the largest im-
pact at the lowest densities, and because these losses
are proportional to T − TC , these have the largest ef-
fect when this gas is the hottest. Thus Compton cooling
is larger than atomic/ionic cooling for all temperatures
above T ≈ 106K at densities lower than ρ/µmp <∼ 10
cm−3 (M˙hot/10Myr−1)(r/300pc)−2.
2.3. Dust Cooling and Destruction
As in Ferrara & Scannapieco (2016), the simulations
include the impact of dust, which is able to provide cool-
ing through two mechanisms. In the first mechanism,
ion-grain and electron-grain collisions transfer thermal
energy to the dust, which is subsequently radiated away
in the infrared. The cooling rate due to this mecha-
nism can be written as Cradd = ngHcoll (Draine 1981)
and Dwek & Werner (1981) where ng = D0n(µmp/mg,0)
is the number density of dust particles in the gas, with
mg,0 the initial grain mass, calculated by approximating
the grains as sphere of radius a and constant density δg,
mg = 4pia
3δg/3. (12)
The heating rate deposited by particles into the grain (in
ergs) can be parametrized as
Hcoll =

5.38× 10−10nea2T 3/2 x∗ > 4.5
1.47× 10−3nea2.41T 0.88 x∗ > 1.5
6.48× 106nea3 x∗ ≤ 1.5,
(13)
where x∗ = 1.26× 1011a2/3/T (Montier & Giard 2004).
The second mechanism acts when a strong UV field is
present, leading to positively-charged grains. In this case
the thermal energy of electrons ejected from the grain
surface is less than the energy of electrons recombining,
leading to a net cooling rate that depends on the flux in
the UV (“Habing”) band 6-13.6 eV, G0 = F/FH , where
the source flux is normalized to the Habing flux = 1.6×
10−3 erg s−1 cm−2 (Habing 1968), such that
G0 = 1650
M˙
M yr−1
(
R
300 pc
)−2
. (14)
Then, the cooling rate due to recombinations on dust
for a solar metallicity gas with a Milky Way dust-to-gas
ratio is
Crecd ≈ 4.65× 10−30
erg
s cm3
( D
D
)
T 0.94
(
G0
√
T
n
)δ
nne,
(15)
with δ = 0.74/T 0.068.
Dust is included as a separate fluid, following its evolu-
tion using a passive tracer field that travels with the flow
(Ferrara & Scannapieco 2016). In each cell, D = D0 ini-
tially and dust is modeled as a single-grain population,
whose pre-shock radius is 〈a〉 = 0.1µm. As the grains
encounter the hot medium, they suffer a gradual erosion
due to thermal sputtering, described by a simple fit to
the Dwek et al. (1996) results (see also Draine & Salpeter
1979):
da
dt
= −AnT−1/46 e−BT
−1/2
6 , (16)
where n and T6 are the density and temperature (in units
of 106K), and (A,B) = (1.2 × 10−5µm yr−1, 3.85). Fi-
nally, the rate of decrease of dust mass of a single grain
is given by
dmg
dt
= 4pia2δg
da
dt
, (17)
where the grain density δg = 3 g cm
−3.
3. RESULTS
Having implemented these code modifications, I car-
ried out a set of simulations that span a large range of
star formation rates (SFR), mass outflow rates (M˙hot),
and energy input rates E˙, as summarized in Table 1. All
cases adoped a driving region with a radius of r? = 300
pc, a value consistent with the nearby starburst M82
(McKeith et al. 1995; Strickland & Heckman 2009) and
also used in Zhang et al. (2015). The initial position
of the simulation region was taken to be at r? and the
simulations tracked material within a 5123 cell comoving
box, 150 parsecs on a side, such that the comoving res-
olution was 0.29 parsec. All simulations assumed that
1051 ergs of energy were released per 100 solar masses of
5Table 1
Simulation Parameters
Name SFR M˙hot  v? vfinal T? n? Atomic Compton Dust
M yr−1 M yr−1 km s−1 km s−1 106 K cm−3 Cooling Cooling Cooling
M82 10 1 10 10 1.0 500 1000 18 4.7 N N N
M82 10 1A 10 10 1.0 500 970 18 4.7 Y N N
M82 10 1AC 10 10 1.0 500 920 18 4.7 Y Y N
M82 10 1ACD 10 10 1.0 500 900 18 4.7 Y Y Y
M82 5 1ACD 10 5 1.0 710 1320 36 1.7 Y Y Y
M82 2 1ACD 10 2 1.0 1120 2120 90 0.42 Y Y Y
M82 1 1ACD 10 1 1.0 1580 3020 180 0.15 Y N Y
M82 5 0.5ACD 10 5 0.5 500 910 18 2.4 Y Y Y
M82 2 0.5ACD 10 2 0.5 790 1480 45 0.6 Y Y Y
ULIRG 50 1.0ACD 100 50 1 710 1220 36 17 Y Y Y
ULIRG 20 1.0ACD 100 20 1 1120 1950 90 4.2 Y Y Y
ULIRG 50 0.5ACD 100 50 0.5 500 860 18 24 Y Y Y
ULIRG 20 0.5ACD 100 20 0.5 790 1360 45 6.0 Y Y Y
stars formed, and that a fraction  of the energy went
into the wind. As described in §2.1, these values then
determined the initial radial velocity and temperature of
the material, v? and T?, and the subsequent evolution of
the flow determines the final value vfinal, which is 2 v?
in the absence of cooling. Each of these values are also
shown in Table 1. All simulations also assumed a total
opening angle of outflowing material of Ω = pi steradi-
ans as observed in large statistical samples of low-redshift
starbursts (Martin et al. 2012), and this angle in turn de-
termined the initial density of the material, as also given
in the table.
As they are approximating an initially thermalized
medium, the simulations were run with a uniform ini-
tial temperature, but a fluctuating initial density field
given by a white noise spectrum down to the scale of 1.2
comoving parsecs (4 cells), and the amplitude of the fluc-
tuations dropping by 50% at 0.58 parsecs and by 25% at
0.29 parsecs. The fluctuations were normalized to have
an rms of n?/8 on 4 parsec scales, such that
n(x) = n? +
3n?
8
[
r4 + 0.5r2 + 0.25r1
1 + 0.5/81/2 + 0.25/8
]
, (18)
where are r1, r2, and r4 are random numbers selected
from a uniform distribution between -1 and 1, which vary
on scales of 1, 2, and 4 cells respectively.
The simulations were of two types, a set with a SFR
of 10 M yr−1, similar to that of the nearby starburst
M82 (Fo¨rster Schreiber et al. 2003) and second set with
a SFR of 100 M yr−1 similar to what is observed in
ULIRGs (Daddi et al. 2005; Piqueras Lo´pez et al. 2012).
For each type of simulation, I varied the mass and energy
input into the wind, and in the M82 case I also varied
the physical assumptions, helping to disentangle the role
that the various physical processes described in §2 have
on the evolution of the outflow.
3.1. Global Evolution and the Impact of Dust and
Cooling Processes
In the first simulation, denoted as M82 10 1, I took
M˙hot = 10 M yr−1 and  = 1.0 (such that E˙ = 1050
ergs / yr), I neglected all radiative cooling processes, and
assumed that the gas contained no dust. Although the
outflow is a steady-state structure in this model, we can
nevertheless plot the properties of the material as a func-
tion of time since passing though the driving radius. The
top panels of Figure 2 show the evolution of the radial
distance from the galaxy, radial velocity, sound speed,
and average temperature in this case. Because Q˙ = 0,
an exact solution to eqs. (1) - (3) can be obtained as
described in Chevalier & Clegg (1985). In the region
outside of the driving radius, this is
r
r?
=M1/(γ−1)
(
γ − 1 + 2M−2
γ + 1
)[ γ+14(γ−1) ]
=M3/2
(
1 + 3M−2
4
)
, (19)
where the Mach number, M ≡ v/cs, and the second
equality holds when γ = 5/3. The lower left panel of
Figure 2 shows the fractional difference between this ex-
pression and the Mach number in the simulations. Here
we see that the numerical and analytical results agree
closely, differing by less than 0.2% as the gas moves from
as distance of 300 pc to 30 kpc from the host.
The central panel of the lower row of Figure 2 shows
the fraction of the gas in the simulation with tempera-
tures between 104 K and 3× 104 K, a rough measure of
the gas that will be visible though measurements of low-
ionization state ions. As cooling within the simulation
is uniform and caused by adiabatic expansion, this leads
to 100% of the simulation moving into the cold state at
a time set by the initial conditions and eq. (19).
Finally, the right panel of Figure 2 shows the evolu-
tion of the average density in the simulation, the rms
fluctuations about the mean density, (
〈
n2
〉 − 〈n〉2)1/2,
and the rms cold gas density,
〈
n2cold
〉1/2
. While the over-
all average density is determined directly by v and r as
n ∝ (vr2)−1, the rms density fluctuations give a measure
of the inhomogeneity of the medium as a function of time,
which must be solved for numerically. The evolution of
the rms fluctuations shows some early rearrangements,
followed by a graduate decline in (
〈
n2
〉 〈n〉−2 − 1)1/2 as
pressure differences smooth inhomogeneities as described
in more detail below. The decrease in (
〈
n2
〉 〈n〉−2−1)1/2
6Figure 2. Evolution of the outflowing medium in the M82 10 1 case with M˙hot = 10 M yr−1. and v? = 500 km s−1. Top Left: Distance
between the center of the galaxy and the outflowing material. Top Center: Velocity (blue solid curve) versus sound-speed (red dashed
curve). Top Right: Average temperature. Bottom Left: Fractional difference between the Mach number of the medium as calculated by
FLASH and the analytic solution given in eq. (19). Bottom Center: Fraction of cold, 104 − 3 × 104 K, gas in the simulation. Bottom
Right: Average number density in the simulation (blue solid curve), rms average density fluctuations (
〈
n2
〉− 〈n〉2)1/2 (red dashed curve),
rms cold gas density
〈
n2cold
〉1/2
(cyan dot-dashed curve) used as an estimate of emission from cold gas as described in §3.4.
continues for roughly ≈ 106 years, until the simulation
enters the phase of high Mach number expansion, after
which inhomogeneities stay largely constant.
This freeze-out of structure at late times can be un-
derstood from the fact that pressure differences can only
smooth out structures whose sound speed is greater than
their rate of expansion. The overall expansion factor is
a(t) = [n(t)/n?]
−1/3 = [vr2/(v?r2?)]
1/3, such that at large
radii, a(t) ≈ (2r/r?)2/3. This means, at large radii, the
condition that the expansion rate of a clump of physical
size xclump be less than the sound speed of the medium
gives
vclump = xclump
da
dt
≈ xclump 2
3
v
r
a < cs, (20)
which in comoving coordinates, xclump,com ≡ xclump a−1
gives
xclump,com
<∼
3r
2Ma2
≈ r?
[
1
M
3
27/3
r
1/3
?
r1/3
]
≈ r
2
?
4r
, (21)
where in the final expression I have also assumed that
cooling is minimal such that eq. (19) holds approximately
and a ≈ 0.6M. Thus the drop in the sound speed locks in
density fluctuation into the medium when r/r? becomes
large, an issue we will return to in §3.3.
Finally, as the density fluctuations never become large
in this simulation, the rms cold gas density
〈
n2cold
〉1/2
is very close to the average density during the period in
which the cold fraction is one. In this adiabatic simu-
lation, this occurs when the mean density has dropped
significantly, meaning that emission from low-ionization
state ions is likely to be negligible in this model, as dis-
cussed in more detail in §3.4.
Figure 3 examines the impact of additional cooling pro-
cesses on the evolution of an M82 type outflow with M˙hot
= 10 M yr−1 and E˙ = 1050 ergs / yr. The figure shows
results for three different cases: case M82 10 1A in-
cluding atomic/ionic cooling assuming solar metallicity,
case M82 10 1AC, including atomic/ionic and Compton
cooling, and case M82 10 1ACD, including atomic/ionic
cooling, Compton cooling, and dust cooling and destruc-
tion assuming an initial Milky Way dust-to-gas ratio. For
comparison, in these plots I also compute the rate of cool-
ing due to adiabatic expansion:(
dI
dt
)
adiabatic
= I(γ − 1)dlnn
dt
. (22)
In the M82 10 1A, case atomic/ionic cooling overtakes
the adiabatic cooling rate at ≈ 106 years, when the tem-
perature has dropped to ≈ 106K and emission processes
are very efficient. At this point, the sound speed and
temperature drop rapidly, causing a decrease in pressure
that leads to a radial acceleration that is larger than in
the adiabatic case. On the other hand, this same pres-
sure decrease means that at very large radii the radial
velocity is always less than in the adiabatic case, leading
to a final velocity of 970 km s−1 as opposed to 1000 km
s−1.
A more dramatic effect of atomic/ionic cooling is its
impact on the evolution of density fluctuations. Be-
cause cooling occurs first in the densest regions, the
pressure within them drops significantly with respect
to their surroundings, leading to a rapid increase in
(
〈
n2
〉 〈n〉−2 − 1)1/2. Thus radiative cooling not only
causes the gas to reach 104 − 3 × 104K temperatures
at higher densities, but also amplifies densities inhomo-
geneities, increasing the observability of the medium.
Moving to the M82 10 1AC case that includes Comp-
ton cooling, we uncover even larger changes with respect
to the adiabatic case. In fact, for the first 300,000 years
of evolution, cooling by this process is over an order of
magnitude more efficient than atomic/ionic cooling, and
almost as efficient as adiabatic cooling itself. This causes
the temperature to be significantly lower at very early
times and leads to a short phase in which v exceeds the
adiabatic value, but it ultimately causes the final velocity
to be 920 km s−1 as compared to 1000 km s−1. Because
Compton cooling depends on the scattering of electrons
with photons, the energy loss per unit mass is indepen-
7Figure 3. Evolution of global quantities in M˙hot = 10 M yr−1, v? = 500 km s−1 simulations including atomic/ionic cooling (case
M82 10 1A, top two rows), atomic/ionic cooling and Compton cooling (case M82 10 1A, central two rows), and atomic/ionic cooling,
Compton cooling, and dust cooling and destruction (case M82 10 1ACD, bottom two rows). In each set of rows the top left panel shows
the evolution of the radius of the outflowing material, the top center panel shows the radial velocity (thick blue solid curve) and sound-
speed (thick red dashed curve) versus their values in the adiabatic case (thin black curves), and the top right panel shows the average
temperature (thick blue solid curve) versus its value in the adiabatic case (thin black curve). The bottom left panel in each set of rows
shows the atomic/ionic (thick blue solid curve), Compton (green dot-dashed urve), and dust (red dashed curve) cooling rates, as compared
to the adiabatic cooling rate (thin black curve), given by eq. (22). Finally, the bottom central panel in each set of rows shows the cold gas
fraction (cyan dot-dashed curve) and the fraction of the initial dust (red dashed), and the bottom right panel shows the average number
density (blue solid curve), rms average density fluctuations (red dashed curve), and rms average cold gas density (cyan dot-dashed curve).
dent of density, and unlike atomic/ionic cooling, it does
not lead to the growth of inhomogeneities. On the other
hand, it allows the gas to cool into the 104 − 3× 104K
range at smaller radii and at higher densities.
Finally, the lower two rows of Figure 3 show the re-
sults from the M82 10 1ACD simulation that includes
dust cooling and destruction. While dust cooling is ex-
tremely efficient at the high densities that occur when
r ≈ r? in this model, these high densities also lead to
rapid dust sputtering from collisions between dust parti-
cles and the 107K medium. Thus, at least for this choice
of parameters, dust makes a difference only at the very
earliest times, having an overall impact that is similar to
slightly reducing , the fraction of the available supernova
energy added into the hot medium.
3.2. Effect of Varying Outflow Properties
Next we turn our attention to the relationship between
the initial wind properties and the subsequent evolution
of the outflowing gas. In Figure 4, as in the previous sec-
tion, we consider three M82-like cases in which r? = 300
parsec, the SFR = 10 M yr−1, and E˙ = 1050 ergs / yr,
but now we take M˙hot = 5 M yr−1 (case M82 5 1AC
with v? = 710 km s
−1), M˙hot = 2 M yr−1 (case
M82 2 1AC with v? = 1120 km s
−1) and M˙hot = 1 M
yr−1 (case M82 1 1AC with v? = 1580 km s−1). Note
that the last of these cases corresponds to pure supernova
ejecta with no energy losses and no additional entrained
8Figure 4. Evolution of global quantities in M82-type simulations including dust cooling and destruction in addition to atomic/ionic
cooling and Compton cooling. The same three physical parameters are shown as in Fig. 4: M˙hot = 5 M yr−1, and v? = 710 km s−1,
(case M82 5 1ACD top two rows), M˙hot = 2 M yr−1, and v? = 1120 km s−1, (case M82 2 1ACD central two rows), and M˙hot = 1 M
yr−1, and v? = 1580 km s−1, (case M82 1 1ACD bottom two rows). In each set of rows the panels and curves are as in Fig. 3.
material. All models include atomic/ionic cooling, and
cooling by Compton scattering and dust emission. De-
creasing the mass outflow rate while leaving the energy
input rate unchanged has several important effects. First
it leads to higher temperatures and pressures, which in
turn boost the radial velocity of the flow. This means
that the density of the medium decreases due both to
lower mass fluxes, and also due to the material is moving
outward more rapidly. As atomic/ionic cooling and dust
cooling per unit mass are proportional to n, this means
that lower M˙hot cases not only start with more internal
energy per particle, but this energy is more difficult to
radiate away.
On the other hand, as the Compton cooling rate per
particle is proportional to the gas temperature and inde-
pendent of the gas density this process increases in im-
portance in lower M˙hot cases. Thus in the M82 5 1ACD
case, Compton cooling dominates over atomic/ionic cool-
ing for roughly the first 106 years of evolution, as opposed
to ≈ 3×105 years in the M82 10 1ACD case. While dust
cooling is rapid, it is limited to very early times, much
as was found in the M82 10 1ACD case. All together,
these processes are less important than adiabatic expan-
9Figure 5. Evolution of global quantities in ULIRG-type simulations including atomic/ionic cooling, Compton cooling, and dust cooling
an destruction. The model parameters are: M˙hot = 50 M yr−1, and v? = 710 km s−1, (case ULIRG 5 1ACD, top two rows), M˙hot = 20
M yr−1, and v? = 1120 km s−1, (case ULIRG 2 1ACD, bottom two rows). In each set of rows the panels and curves are as in Figs. 3
and 4.
sion. Thus cooling has only a moderate impact in this
simulation, decreasing the final velocity of the flow by
≈ 100 km/s, and slightly increasing the inhomogeneity
of the medium.
Radiative cooling is even less important in the M˙hot
= 2 M yr−1 case shown in the central panels of Figure
4. In this case atomic/ionic cooling is always at least
an order of magnitude smaller than adiabatic cooling,
causing it to have little impact on the evolution of the
medium or the evolution of the density structure. Fur-
thermore, while Compton cooling is significantly higher
in the initially hot medium, it still falls far short of the
adiabatic cooling rate. While dust cooling is also much
smaller than adiabatic cooling, dust sputtering proceeds
slowly, due to the lower densities, which leads to appre-
ciable dust densities up to ≈ 105 years after the material
has moved out of the driving region. This is late enough
that the material has undergone significant acceleration,
and is well into the supersonic regime. In this case, no
stage of rapid cooling is seen whatsoever, and the differ-
ence between the final velocity (2120 km/s) and the final
velocity in the adiabatic case (2240 km/s) is less than
5%.
In the M82 1 1ACD case with M˙hot = 1 M yr−1,
Compton, atomic/ionic, and dust cooling are to too week
to lead to observable effects, and the reduction in the fi-
nal velocity is again only a few percent. Interestingly
however, gas densities in this model have dropped to
the point that sputtering is no longer able to destroy
the dust before it leaves the galaxy. This means that
this case is able to deposit dust into the surrounding cir-
cumgalactic medium directly through the hot medium,
without requiring the any cold clouds to be entrained
by the hot gas. This is the hottest and most rapidly-
moving of all the simulated cases, but it is also the only
one in which dust is not completely destroyed within
the hot wind. This suggests that, perhaps counterin-
tuatively, starbursting galaxies whose winds entrain the
least amount of material may nevertheless be the most
efficient at depositing the dust observed at distances of
20 kpc to several Mpc outside of galaxies (Me´nard et al.
2010; Me´nard & Fukugita 2012).
Table 1 also include describes models including energy
losses within the driving region, in which the fraction of
supernovae energy deposited in the outflowing medium
was taken to be 50%,  = 0.5. In the M82 5 0.5ACD
case with M˙hot = 5 M yr−1, this reduces the initial
velocity to v? = 500 km s
−1, from 710 km s−1 and in the
M82 2 0.5ACD case with M˙hot = 2 M yr−1, it reduces
the initial velocity to v? = 790 km s
−1, from 1120 km
s−1. It also reduces the initial temperature of the winds
by a factor of 2 with respect to their  = 1 values. Such
slower, colder winds, are naturally much more susceptible
to cooling. In the M˙hot = 5 M yr−1 case, this leads to
an ≈ 9% reduction in the final velocity and the rapid
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production of heterogeneous, cold gas within ≈ 1 kpc of
the galaxy. In the 2 M case, cooling processes are more
modest, such that the final velocity is reduced by ≈ 6%,
and no phase of rapid structure growth occurs. In both
cases, the densities are high enough that dust is rapidly
destroyed by sputtering.
Figure 5 shows the results of simulations of a more ex-
treme case of a ULIRG type galaxy with a SFR of M˙
= 100 M yr−1 and  = 1 such that the energy input
is 1053 ergs yr−1. Such galaxies have similar sizes as
M82 (e.g. Soifer et al. 2000), and so for ease of compar-
ison I take r? = 300 pc. I also consider mass outflow
rates of 50 M yr−1 and 20 M yr−1 such that M
yr−1/SFR is 0.5 and 0.2 as in the M82 cases above. Thus
the initial conditions in the ULIRG 50 1ACD case are
the same as in the M82 5 1ACD case except the number
density of the gas and the photon flux from the galaxy
are both shifted upward by a factor of 10. This in turn
increases the importance of atomic/ionic, Compton, and
dust cooling, boosting them well above adiabatic cooling.
The result is widespread cooling and growth of inhomo-
geneities within 105 years, at a distance just outside the
driving radius. Thus, unlike the M82 5 1ACD case, the
ULIRG 50 1ACD case is so radiatively efficient that it is
104K throughout the full evolution outside the driving
region. In the 20 M yr−1 case, cooling processes are
slightly reduced, but again the gas cooling occurs very
near to the galaxy. Here 104K temperatures are reached
within 3× 105 years and r ≈ 600 pc.
Table 1 also describes ULIRG models with outflow
rates of 50 M yr−1 and 20 M yr−1 in which the ef-
ficiency of energy input is 50% ( = 0.5). The higher
densities and lower temperatures in these models boost
the cooling efficiencies even further such that the final
velocities are much lower than their (2v?) adiabatic val-
ues and 104K temperatures are reached within 105 years,
corresponding to radii that are barely beyond the driv-
ing radius. Furthermore, although the star-formation in
ULIRGs is dust-enshrouded, the high densities and tem-
peratures in the outflow mean that dust is destroyed al-
most immediately as it leaves the galaxies. This suggests
that the most likely state of outflowing material from the
dustiest, most rapidly star-forming galaxies in the Uni-
verse is cold and dust-free.
3.3. Growth of Structure
Figure 6 shows the density distribution on slices taken
from the M82 type simulations with various cooling pro-
cesses included, at representative times of ≈ 3 × 104,
≈ 3 × 105, and ≈ 3 × 106 years. Each panel is labeled
with its corresponding values of the outflow radius and
the mean temperature. Between 3 × 104 and 3 × 105
years, cooling is dominated by adiabatic expansion and
by Compton cooling (in the simulations in which it is
included). Because both these processes lead to uniform
cooling per unit mass, they do not cause pressure dif-
ferences, and thus the overall changes in the structures
between these two times is minor.
When the medium cools below ≈ 106K however, the
efficiency of atomic/ionic cooling increases dramatically.
Unlike expansion and Compton cooling, this process is
density-dependent, leading to the most rapid cooling per
unit mass in the overdense regions. As these regions cool,
the higher pressure gas around them compresses them
further, leading to a sharp increase in the magnitudes
of density fluctuations, as evidenced in the increase in
the rms density fluctuations seen in Figure 3. Thus by
3 × 106 years, the density fluctuations have increased
from their values at 3 × 105 years by roughly a factor
of 10. This rapid growth of fluctuations is soon halted,
however, as the exterior medium has a chance to cool and
pressure contrasts become much more modest. At this
time the average temperature in the medium is . 104K,
which corresponds to a sound speed of ≈ 10 km/s. As
the medium is moving ≈ 1000 km/s, its expansion is
rapid with respect to these motions. From eq. (21) this
means that all fluctuations with comoving sizes above ≈
0.6r?M
−1(r/r?)−1/3 ≈ 2 pc(r/r?)−1/3 are subsequently
frozen into the medium.
Figure 7 shows the density distribution on slices taken
from M82 type simulations with mass outflow rates
smaller than the fiducial value of 10 M. Note that in
this figure, the density fluctuations are shown on the
same scale in all panels. As in the 10 M case, above
there are only minor changes in the density distribution
in the period between 3 × 104 and 3 × 105 years, when
adiabatic and Compton cooling are dominant. At later
times, however, the evolution of the medium is strongly
dependent on the mass outflow rate. The M82 5 1ACD
case with M˙hot = 5 M yr−1 shows a significant increase
in the magnitude of density fluctuations at 3×106 years,
which is caused by density-dependent atomic/ionic cool-
ing. However, because the mean density in the simula-
tion is less than in the M˙hot = 10 M yr−1 case, the
overall impact of this cooling is also less, increasing den-
sity fluctuations by a factor of ≈ 3, rather than a factor
of 10 as seen above.
In the 2 M yr−1 case, the impact of cooling from ra-
diative processes in decreased even further, such that by
the time the simulation moves into the . 106 tempera-
ture regime, the outflow has expanded to the point that
density fluctuations are already largely frozen into the
medium. Thus there is no particular increase in the rms
fluctuations at 3 × 106 years seen in this model in Fig-
ure 7, which is also consistent with the overall evolution
of (
〈
n2
〉 − 〈n〉2)1/2, as shown in Figure 4. Similarly, in
the 1 M yr−1 case, cooling from atomic/ionic processes
is even less important, and there is no phase in which
density contrasts are increased.
To quantify these effects further, I computed the den-
sity power spectra from the simulations as
P (k) ≡ 〈n˜(k)n˜∗(k)〉 , (23)
where n(k) ≡ ∫ d3xn(x) exp(−ik · x) and the wave
number k is equal to 2pi divided by the wavelength of
the perturbation. In this case, the total density fluctua-
tions in units of the mean density are〈
n2
〉
〈n〉2 − 1 =
4pi
〈n〉2
∫ (
k
2pi
)3
P (k)d lnk. (24)
Figure 8 shows the evolution of the structure in the sim-
ulations normalized as 4pi(k/2pi)3P (k) 〈n〉−2 , meaning
that the maximum values of these curves will be roughly
equal to the variance of the density fluctuations in units
of the mean density.
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Figure 6. Normalized density distribution, n/ 〈n〉 , on slices taken from M82 type simulations with SFR = M˙hot = 10 M yr−1 and
 = 1. Top row: Results from case M82 10 1A, which includes only atomic/ionic cooling. The times are 3.0× 104, 2.9× 105, and 2.9× 106
years. Center row: results from case M82 10 1AC, which also includes Compton cooling. Here the times are 2.7×104 years (left), 3.0×105
years (center), and 3.2×106 years (right). Bottom row: Results from case M82 10 1ACD, which also includes dust cooling and destruction.
The times are 2.8 × 104, 3.0 × 105, and 3.0 × 106 years. Each panel is labeled with its corresponding value of the outflow radius and the
mean temperature, and the axes are labeled in physical (not comoving) coordinates. Note that the times differ slightly between the cases
because the time steps taken by the different simulations do not correspond exactly.
In the adiabatic M82 10 1 case, which appears in the
upper left panel of this figure, there are no processes in
place to enhance density inhomogeneities, leading to a
steady decline in the power spectrum over time. This is
most dramatic in the interval from t = 0 to t ≈ 3 × 104
in which pressure differences in the initial conditions act
to rapidly smooth structure. While this smoothing oc-
curs on all scales, it is most significant at the shortest
distances, corresponding to 2pi/k . 2 comoving parsecs
on this plot. Note also that the simplified initial con-
ditions as given by eq. (18) cause some aliasing in the
3× 104 power spectrum, leading to a saw-tooth pattern
that would not be expected in a less-idealized configura-
tion. The pressure smoothing continues at later times,
strongly suppressing structures below ≈ 3 comoving par-
secs by 3 × 105 years, but having a much more subtle
impact at later times, as the medium expands to the
point that the remaining homogeneities become frozen
into the medium.
In the M82 10 1A case in which atomic and ionic cool-
ing are included, the early evolution is almost identical
to that seen in the M82 10 1 case. Between 3×105 years
and 3×106 years, however, as the outflow cools adiabati-
cally to below ≈ 106K, density-dependent radiative cool-
ing becomes dominant. This leads to the rapid growth
of structure, boosting the power spectrum at all scales,
and increasing the overall rms value of the fluctuations
by a factor ≈ 10, as also seen in Figure 6.
The inclusion of Compton and dust cooling, as shown
in cases M82 10 1AC and M82 10 1ACD has only a mi-
nor impact of the overall evolution of the power spectra,
but the impact of changing the mass outflow rate is much
more significant. Thus the curves from the M82 5 1AC
and M82 2 1ACD cases illustrate quantitatively how de-
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Figure 7. Normalized density distribution, n/ 〈n〉 , on slices taken from M82-type simulations including atomic/ionic, Compton, and dust
cooling, and with mass outflow rates reduced from the fiducial value of 10 M yr−1. Top row: Results from case M82 5 1ACD, with a
mass outflow rate of 5 M yr−1. The times are 3.2×104, 2.9×105, and 3.0×106 years. Center row: Results from case M82 2 1ACD, with
a mass outflow rate of 2 M yr−1. The times are 3.0× 104, 3.0× 105, and 2.9× 106 years. Bottom row: Results from case M82 1 1ACD,
with a mass outflow rate of 1 M yr−1. The times are 3.1×104, 3.0×105, and 3.0×106 years. Each panel is labeled with its corresponding
value of the outflow radius and the mean temperature, and the axes are labeled in physical (not comoving) coordinates.
creasing M˙hot from 10 M yr−1 to 5 M yr−1 leads
to a muted period of structure growth through density-
dependent cooling, while decreasing it to 2 M yr−1
leads to an overall evolution that is extremely similar
to the adiabatic M82 10 1A case.
Similarly, when the fraction of the supernova energy
that is deposited into the hot medium is reduced to
 = 0.5, not only is the radial velocity of the outflow re-
duced, but the density of the medium goes up, increasing
the efficiency of radiative cooling. In the M82 5 0.5ACD
case with 5 M yr−1 and  = 0.5, this causes the phase of
structure growth from density-dependent cooling to be-
come much more significant, leading to an overall history
similar to the M82 10 1ACD case. On the other hand,
when the mass outflow rate is 2 M yr−1, reducing  from
1 to 0.5 does not increase the importance of radiative
cooling to the point that it leads to significant structure
growth. Instead, the large difference in structure growth
between these two similar models means that the observ-
ability of the material cooling from outflows is likely to
be a strong function of the host galaxy properties, hint-
ing at the wide range of Lyman-α luminosities seen in
rapidly star formation galaxies (Martin et al. 2015).
The last four panels of Figure 8 show the evolution
of the density power spectra in the ULRIG cases. Un-
like the M82 runs, structure grows most rapidly in the
ULIRG simulations between 3×104 and 3×105 years, be-
cause the high-mass fluxes in these models lead to rapid
density-dependent cooling much earlier in the outflow
evolution. On the other hand, in the ULIRG simulations,
13
Figure 8. Density power spectra as a function of time in the simulations. Each panel is labeled by the simulation from which it was taken,
moving from the fiducial M82 case with various physical processes included, to M82 cases with lower mass outflow rates and  values, to
ULIRG cases with a variety of mass outflow rates and  values. In each panel, results are shown at t = 0 (dotted black curves), t ≈ 3× 104
years (red dashed curves) t ≈ 3× 105 years (green dot-dashed curves), and t ≈ 3× 106 years (blue solid curves).
this early cooling also causes the underdense regions to
quickly drop to the ≈ 2 × 104K point at which cooling
and photo-heating are balanced (see Figure 1). Since this
now happens are small radii, these fluctuations are not
yet frozen into the medium. Thus pressure difference be-
gin to act to reverse the growth of structure, leading to
density distributions at 3× 106 years that are somewhat
more homogeneous than in the M82 cases.
4. OBSERVABILITY
In Figure 9, I show the radial distribution of
〈
n2cold
〉1/2
,
the rms number density of material between 104K and
3× 104K, a measure of the emission expected in low ion-
ization state metal lines. Note that although each sim-
ulation tracks a single comoving region 150 parsec on
a side as it moves outward, this is a piece of an over-
all steady-state outflow that will continue for as long
as the mass and energy input are sustained. Thus at
any given time, the entire radial distribution depicted
in these figures would be expected to contribute to ob-
served emission. Moreover, as the models only include
photoheating from the source galaxy and not the addi-
tional contribution from the metagalactic background or
the flux from nearby galaxies, at large distances the den-
sity of gas with observable low-ionization state ions may
be somewhat greater than shown here. This means the
value in Figure 9 should be thought of as a conservative
lower limit on the rms number density of observable cold
material, especially at large distances.
The upper left panel of this figure shows the results
from the fiducial M82 simulations with mass outflow
rates of 10M yr−1, and various cooling processes in-
cluded. Here we see that it is Compton cooling that
has the largest impact on the radius at which gas cools
efficiently. This is due both to the suppression of
atomic/ionic cooling and the enhancement of Compton
cooling at short distances from the starburst. On the
other hand, the presence of dust has only a small impact
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Figure 9. Rms cold gas density,
〈
n2cold
〉1/2
, which provides an estimate of the emission from cold gas as a function of radius. Top Left:
Radial profiles from fiducial M82 simulations with varying cooling physics: adiabatic (dot-dashed magenta curve), atomic/ionic cooling
(triple-dotted dashed green curve), atomic/ionic + Compton cooling (dashed blue curve), atomic/ionic, Compton, and dust cooling (solid
red curve). Top Right: Results from M82 simulations with a mass outflow rate of 5 M yr−1, and with  = 1 (solid red curve), and  = 0.5
(dashed blue curve). Center Left: Results from M82 simulations with a mass outflow rate of 2 M yr−1, and with  = 1 (solid red curve),
and  = 0.5 (dashed blue curve). Center Right: Results from M82 simulations with a mass outflow rate of 1 M yr−1, and with  = 1
(solid red curve), and  = 0.5 (dashed blue curve). Bottom Left: Results from ULIRG simulations with a mass outflow rate of 50 M
yr−1, and with  = 1 (solid red curve), and and  = 0.5 (dashed blue curve). Bottom Right: Results from ULIRG simulations with a mass
outflow rate of 20 M yr−1, and with  = 1 (solid red curve), and  = 0.5 (dashed blue curve).
on the cold gas properties, because it is quickly destroyed
at the high densities found in this case.
Moving to M82 models with the same energy flux
( = 1) but lower mass fluxes, the impact of atomic/ionic
cooling and Compton cooling is dramatically reduced.
This is due to the fact that the outflows are launched at
higher temperatures and at higher velocities, such that
these processes have more internal energy per particle to
remove and less time to do so. Thus these cases only cool
below 3× 104K at distances beyond ≈ 2 kpc and at rms
densities below ≈ 10−2cm−3, meaning that their emis-
sion is likely to be very difficult to observe. When the
energy flux is reduced by a factor of two ( = 0.5), cooling
processes are substantial in the M˙hot = 5M yr−1 case,
but minimal in the M˙hot = 2M yr−1 and M˙hot = 1M
yr−1 cases, illustrating the strong sensitivity of the wind
to initial conditions.
In the ULIRG case in which the star formation rate,
mass outflow rate, and energy input rate are all boosted
by a factor of ten, rapid cooling is a generic feature
of all models. Thus in the M˙hot = 50M yr−1 cases〈
n2cold
〉1/2
approaches ≈ 10 cm−3 at distances just out-
side the driving radius, while in the M˙hot = 20M yr−1
cases,
〈
n2cold
〉1/2
approaches ≈ 1 cm−3 at distances of
≈ 500−800 parsecs. Note also that in the M˙hot = 50M
yr−1,  = 0.5 case the outflow shows a double peaked
profile, due to the clumping of structure that occurs as
T drops rapidly through the unstable regime.
As a more direct measure of observability I also com-
puted the approximate luminosity per line-of-sight sight
velocity for a simple model in which observations are
taken straight along the axis of the outflow, which en-
compasses pi steradians, pi/2 on each side of the galaxy.
In this case, the luminosity in line i per line-of-sight ve-
locity is given by
dLi
dvz
= Λi2pi
∫ ∞
300pc
drr2
〈
n2cold(r)
〉
∫ 1
3/4
d cos θδ
[
vz
cos θ − v(r)
]
,
= Λi2pivz
∫ 4/3vz
vz
dv
v2
r2(v)
dr
dv
(v)
〈
n2cold(v)
〉
, (25)
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Figure 10. Λ−1−22,i
dLi
dvz
, the luminosity normalized by Λ−22,i ≡ Λi/(10−22 ergs s−1cm3) as computed from a simple model of emission in
which a biconical outflow covering Ω = pi steradians is being observed directly along its axis (eq. 25). Models and lines are as in Figure 9.
where Λi, which has units of erg s
−1 cm3 is the average
power per unit volume emitted in a line of interest by
a medium with an average cold gas density squared of〈
n2cold
〉
. Here a positive vz is defined as a velocity to-
wards the observer, corresponding to a blueshift of the
emission line, and typical values of Λi, are on the order of
10−23 to 10−22 ergs s1 cm3 (Boehringer & Hensler 1989;
Sutherland & Dopita 1993; Wiersma et al. 2009; Gnedin
& Hollon 2012).
In Figure 10, I plot Λ−1−22,i
dLi
dvz
from each of the
simulations, the luminosity normalized by Λ−22,i ≡
Λi/(10
−22 ergs s−1cm3). As in Figure 9, the normalized
luminosities shown here represent lower limits because
none of these models includes a metagalatic background.
The upper left panel of this figure shows the results from
the fiducial M82 simulations with mass outflow rates of
10M yr−1 and various cooling processes included. Here
we see that while the inclusion of additional cooling pro-
cesses has a large impact on the radial distance at which
gas cools, it has a much smaller impact on the luminos-
ity as a function of velocity. This is due to the fact that
although the additional processes cause the gas to cool
at higher densities, they also cause the volume of the
outflow in the 104 to 3× 104K range to decrease signifi-
cantly. Note also that the range of line-of-sight velocities
over which outflowing gas is observed has very little to
do with its radial distance, and the profiles are instead
dominated by geometric effects.
In M82 models with  = 1 and lower mass fluxes, the
relative inefficiency of atomic/ionic cooling and Comp-
ton cooling cause the cold gas to only be found at low
densities and radial velocities approaching the maximum
possible value of 2v?. These effects cause the overall nor-
malized luminosity to decrease and the line-of-sight ve-
locity to increase rapidly as a function of M. Thus
the 5M yr−1 case is roughly 3 times fainter than the
10M yr−1 case, with a velocity offset that is 1.5 time
as large, while the 2M yr−1 and 1M yr−1 cases are
100 and 1000 times fainter than the fiducial case, respec-
tively, with velocity offsets that are 2 and 3 times as
large. Furthermore, while decreasing the energy input
( = 0.5) boosts the luminosities and decreases the dis-
tances somewhat, the very strong trend with mass flux
means that the low M outflows are likely to remain un-
detectable. Note that the strong dependence of the total
luminosity of the outflow to the properties of the host
is consistent with the large dynamic range of Lyα lu-
minosities observed in outflowing galaxies (Martin et al.
2015).
It also means that moving to higher mass fluxes, as
in the ULIRG cases, yields overall luminosities that are
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much higher than in the M82 cases. Furthermore, the
strong cooling in these models, driven both by the higher
densities as well as the higher background fluxes, means
that the cold material is found at velocities well below
2v?, the maximum velocity without cooling included.
Thus the ≈ 1000 km/s maximum velocities found in
the ( = 0.5) cases are consistent with maximum Lyα
and [OIII] λ5007 blueshifts observed in ULIRGs (Mar-
tin et al. 2015) although the velocities are slightly higher
than typically found, while the luminosities are slightly
lower, suggesting that models with  < 0.5 may provide
even better matches to the observations.
On the other hand, the velocities in the models are sig-
nificantly greater than observed in absorption line mea-
surements of Na I (e.g. Martin 2005, 2006; Rupke et al.
2005) and OH (e.g. Veilleux et al. 2013). One possibility
is that the molecular and NaI absorption arise from cold
clouds that are accelerated and shredded at small dis-
tances by the hot wind. This entrainment and heating
of this material would then lead to additional radiative
losses within the driving regime, such that smaller  val-
ues would be favored, leading to strong Lyα and [OIII]
emission as the hot wind itself cooled as it expanded into
the circumgalactic medium. Further modeling and com-
parisons with ULIRG observations are needed to prop-
erly assess this scenario.
5. CONCLUSIONS
Starburst-driven galaxy outflows play a key role in the
history of structure formation and are well observed at
a variety of redshifts. However, our ability to interpret
these observations is strongly hampered by the fact that
the ≈ 104K material that is easiest to observe is also the
most difficult to model theoretically. While it is often
assumed that this material arises from cold clouds ac-
celerated by the hot wind, detailed models of cold-cloud
hot-wind interactions show that instabilities and evap-
oration are likely to shred clouds well before they are
significantly accelerated. A second possibility is that the
cold material is formed directly from the cooling of hot
wind material, cooling it into the observable range after
it is already moving at high radial velocities.
To test this scenario, I have carried out a suite of fully-
three dimensional simulations of initially-hot material
ejected by starburst-driven galaxy outflows. The sim-
ulations are conducted in a comoving frame that moves
with the material, and, building on the cooling routines
presented in Ferrara & Scannapieco (2016), they sim-
ulations include atomic/ionic cooling that accounts for
the ionizing background, as well as Compton cooling,
and cooling from dust grains. I find that atomic/ionic
cooling is significantly reduced due to photoionization,
particularly at small radii around galaxies with higher
star formation rates. Instead, it is Compton scattering
with photons from the host galaxy that has the largest
impact, matching or exceeding temperature losses due
to all other mechanisms including adiabatic expansion.
Compton cooling becomes particularly important when
the SFR is large, such that the galaxy is luminous, and
when the mass flux is large, such that the outflowing
material spends a long time near the galaxy.
The most important role of atomic/ionic cooling, on
the other hand, is enhancing inhomogeneities in the
medium. While it is subdominant at high temperatures,
these processes overtake the adiabatic and Compton
cooling rates once the overall temperature has dropped
to below ≈ 106K. Because collisional cooling occurs most
rapidly in the densest regions, the pressure within them
drops significantly with respect to their surroundings,
leading to further increases in density. This rapidly am-
plifies densities inhomogeneities by roughly an order of
magnitude until the medium as a whole reaches ≈ 104K
and the sharp decrease in sound speed freezes out further
growth of structure.
On the other hand, while dust is an extremely effi-
cient coolant, it has little effect on outflow evolution, as
it is rapidly destroyed in the extreme conditions found
in most galaxy outflows. In fact the only case that dust
is preserved throughout the full outflow evolution is the
fastest moving, lowest density case I considered. This
suggests that small starbursts with modest mass out-
flow rates, rather than large dusty starbursts, may be
the most efficient at polluting the circumgalactic medium
with dust.
The simulation results can be used to construct a sim-
ple steady-state model of the observed UV/optical emis-
sion from each outflow, adopting a simple approximation
that the outflow is observed along its central axis. In
this case, the radial distance at which the outflow cools
has only a minor impact on the observations, as models
that cool more quickly have higher cold gas densities but
also much smaller cold-gas volumes. In fact, the spread
in the of line-of-sight velocities of the cold material has
very little to do with its radial distance, and the profiles
are instead dominated by geometric effects.
On the other hand, the total luminosities and max-
imum velocities are strong functions of the properties
of the host, which is consistent with the large dynamic
range of Lyα and [OIII] luminosities observed in outflow-
ing ULIRGs. In fact, the luminosities and maximum ve-
locities found in the models with significant energy losses
( = 0.5) are consistent with such observations, although
the velocities are greater than observed in NaI and OH
absorption line studies. It may be that absorption lines
probe entrained cold material, while emission lines probe
clumps of cold material condensing out the hot wind, a
possibility that deserves further theoretical study.
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