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Agenda
1. Context: needs, users, and IoT requirements.
2. Design approach: key steps.
2.1. Towards a reference architecture: existing alternatives, our proposal.
2.2. Software alternatives: open-source projects.
2.3. Hardware components: design decisions, number of units, requirements vs. specs. 
2.4. Putting it all together: dimensioning the IoT pilot, costing, uncertainties.




1. Acquire near real-time sensor data from selected crops and
environmental variables.
2. Transmit sensor data to the processing infrastructure (e.g:
gateway, data center, or cloud infrastructure) through the IoT
network.
3. Fuse and analyze data from multiple sources (e.g: field sensors,
drones, satellite imagery, and external web services) to improve
crop understanding.
4. Feed analytics into decision support and control systems to act
upon the crops.






IoT Pilot: General Requirements [1/3]
• There are 2 terrains to monitor of 50 m by 13 m each.
• The crops of interest include: rice, maize, cassava, and bean.
• Crop height ranges from 1 m to 5 m.
• The maximum range for the wireless link is about 4 km.
• A two-way communication is needed but doing monitoring is more important in the short-
term than doing control.
• Real-time communication is not a priority.
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• Wireless availability can be: 1) None, 2) Medium, 3) Full.
• Selected communication technologies shouldn’t interfere with existing drone RF data links.
• The wireless system must be able to scale up as more nodes are added.
• The IoT solution should be able to connect sensor measurements with imagery at different
scales.
• Internet connectivity is not essential for the first pilot, as all the processing will happen on-
premise.
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IoT Pilot: General Requirements [2/3]
IoT Pilot: Specific Requirements [3/3]
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Table 1. Basic variables for environmental characterization during the entire crop cycle.
Source: high-throughput phenotyping team at CIAT – Palmira, Colombia.
Design Approach




2. Identify common elements, trends, transferable components and missing blocks for agriculture,
particularly for CIAT researchers.
3. Propose a reference IoT architecture for agriculture that can be integrated into the pan-CGIAR
information architecture.
4. Explore key open-source software projects and hardware technologies that can support the IoT
architecture.
5. Dimension the desired IoT pilot.
7
Alternatives
IoT Architectures From Technology Leaders
8
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Figure 3. End‐to‐end IoT solution from things to network to cloud.
Source: The Intel IoT Platform. Architecture White Paper Internet of Things (IoT).
https://www.intel.la/content/www/xl/es/internet‐of‐things/white‐papers/iot‐platform‐reference‐architecture‐paper.html    
Figure 2. Layer Architecture for secure 
end-to-end solutions.







Figure 4. Complete Azure IoT architecture.
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Figure 7. Software components in AWS IoT architecture.
Figure 5. AWS IoT 
service suite.
Sources: 
- AWS IoT services for industrial, consumer, 
and commercial solutions.
https://aws.amazon.com/iot/
- How AWS IoT Works. 
https://docs.aws.amazon.com/iot/latest/deve
loperguide/aws-iot-how-it-works.html
Figure 6. Interactions between AWS IoT components.
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Figure 8. Google IoT reference architecture.












IoT Architectures From the Open-Source Community
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Figure 10. Software stacks for IoT, Eclipse IoT Working Group.
Source: The Three Software Stacks Required for IoT Architectures: IoT software requirements and how to implement them using open source 




Figure 11. Mainflux architecture for IoT: infrastructure stack.









Source: Jesús Martín Talavera, Luis Eduardo Tobón, Jairo Alejandro Gómez, María Alejandra Culman, Juan Manuel Aranda, Diana Teresa Parra, Luis Alfredo 
Quiroz, Adolfo Hoyos, and Luis Ernesto Garreta. Review of IoT applications in agro‐industrial and environmental fields. Computers and Electronics in 
Agriculture, 142, Part A:283‐297, 2017.
Figure 12. IoT Reference
architecture for agriculture
proposed by Talavera et al.
(2017).
Center of Excellence 
and Adoption on 
Internet of Things
(Colombia).
Analysis of IoT Platform Architectures
19Source: Jasmin Guth, Uwe Breitenbücher, Michael Falkenthal, Paul Fremantle, Oliver Kopp, Frank Leymann, and Lukas Reinfurt. A Detailed Analysis of IoT Platform 
Architectures: Concepts, Similarities, and Differences, pages 81‐101. Springer, 2018.
Figure 13. IoT reference architecture
proposed by Guth et al. (2018).
Table 1. Mapping of other IoT architectures to the one proposed
by Guth et al. (2018).
Farm beats
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Source: Deepak Vasisht, Zerina Kapetanovic, JongHoWon, Xinxin Jin, Ranveer Chandra, Sudipta Sinha, and Ashish Kapoor. Farmbeats: An iot platform for 
data‐driven agriculture. In Networked Systems Design and Implementation (NSDI). USENIX, March 2017.
Figure 14. IoT platform for data-driven agriculture by Vasisht et al. (2017).
Our Proposal
21
REFERENCE ARCHITECTURE FOR IOT 
NETWORK APPLICATIONS IN AGRICULTURE
22Figure 15. 

























The development of IoT-driven applications in
agriculture can be tackled by stages.
1. Getting the data for monitoring.
2. Using collected data for modeling and prediction.
3. Modifying the environment using models and
desired outcomes through feedback control.
4. Simplifying higher-level tasks such as the logistics











Decisions [1/8] - Communication Technology
31
Figure 25. Provided bandwidth vs range capability for different communication technologies. Adapted from: 
A comprehensive look at Low Power, Wide Area Networks for 'Internet of Things' Engineers and Decision Makers. 
Linklabs. http://cdn2.hubspot.net/hubfs/427771/LPWAN-Brochure-Interactive.pdf
Decisions [2/8] - End nodes with radios
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Pycom FiPy: Sigfox, LoRa, 
WiFi, BLE and cellular LTE–
CAT M1/ NB1.  74.95 USD.
Pycom LoPy: LoRa, Sigfox, 
WiFi, Bluetooth. 47.95 USD.
Pycom SiPy: Sigfox, Wi-Fi, 
and Bluetooth. 37.95 USD.
Pycom GPy: WiFi, BLE and 
cellular LTE–CAT M1/NB1. 
61.95 USD.
Pycom WiPy 3.0: 1km WiFi
range and Bluetooth.  
21.95 USD.












Pro Mini Lora V02: 
LoRa. 9.39 USD.
Decisions [3/8] - Gateways
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RAK7249-3x-14x (915 MHZ). Enterprise 
Grade DIY outdoor Gateway. 599 USD.
Gateway: 16 channels for LoRA, for outdoors, it supports Ethernet (100base-T NOT 
gigabit ethernet) WiFI, and LTE CAT 4, BLE (Optional). Includes antennas. It doesn't
include battery (it has to be purchased separately).  The Gateway comes with an
integrated LoRa Networks server. This makes the Gateway a standalone solution for the
whole LoRaWAN chain in one device. However, you can opt to disable this feature and 
use a LoRa Network Server hosted separately.
UG87 Industrial LoRaWAN Gateway. 
1099 USD (with 4G backhaul and GPS).
'- LoRaWAN protocol: V1.0 Class A/Class C and V1.0.2 Class A/Class C. Free Embedded Network 
Server. Supports a maximum of 2000 end-devices. 8 to 16 channels available.
- Ethernet: 1 x 10/100/1000 Mbps.
- Cellular (Optional): 2 × SIM Slot, Support for Global GSM/3G/4G LTE Frequency Bands
- Wi-Fi (Optional): IEEE 802.11b/g/n/ac
- Operating Temperature: -40°C to +70°C. Reduced cellular performance above 60°C.







Figure 26. Four basic network
topologies for the IoT pilot.
Decisions [5/8] - Sensors
35
Variable of interest Sensor reference Manufacturer
Air Temperature *





gust and direction, 
precipitation, 
lightning strike counter and distance
ATMOS 41 METER
Photosynthetic Active Radiation (PAR) SQ-110-SS: Sun Calibration Quantum Sensor
Apogee
instruments
Red / Far-Red ratio SKR 110 Red/Far-Red Sensor Skye
NO2
DGS-NO2 968-043: Digital Gas Sensor 
Module for NO2
Spec sensors
CH4 MQ4 Methane and Natural Gas Sensor controleverything
CO2,humidity, and temperature sensor Sensirion SCD30 Sensor Module Sensirion
Soil moisture TEROS 10 METER
Soil water potential TEROS 21 METER
Soil Temperature ST-100: Thermistor Temperature Sensor
apogee 
instruments
NPK Teralytic soil probe Teralytic
Table 2: Short summary with recommended sensors for IoT pilot.
* Total solar radiation sensor: Global Water’s WE300 Solar Radiation Sensor.
** Air temperature sensor sensor: OAT-M-7 Outdoor Air Temperature Sensor by Temcocontrols.
*** Outputs: Some sensors have digital outputs based on protocols such as SDI-12, Universal Asynchronous Receiver-Transmitter (UART), or I2C. 
The Teralytic soil probe for measuring NPK transmits the data wirelessly over LoRA. 



































Figure 27. Differences in the number of required
sensors to monitor various terrains with the same
area using square cells under two sampling
strategies.
Left) Terrains are divided into square cells and
each cell is sampled in its corners, and therefore,
the number of sensors depends on the terrain size
and shape. Notice that the compactness of the
terrain contributes to reducing the number of
required sensors, however, this number is always
larger than in the right strategy.
Right) Terrains are divided into the same square
cells as before but in this case, each cell is
sampled in its center, and therefore, the number
of sensors depends only on the terrain size. Notice
that the number of required sensors is always
smaller than in the strategy on the left.
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Cell side = S.
Spatial sampling = S.
2 cells. 
2 sensors.
Cell side = S.
Spatial sampling = sqrt(2) x S = 1.4141 x S.
Figure 28. A synthetic example of a diagonal terrain that is discretized with a square cell
of sides equal to S.
Left: the spatial sampling is respected when we sample the cells’ corners.
Right: the effective spatial sampling is larger than the desired sampling by a factor of √2,
when we sample the cells’ centers.
Decisions [8/8] -
Spatial Sampling Assuming Rectangular Terrains
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Dimensioning the IoT Pilot [1/2] -
Sensors
39
Table 3: Required number
of sensors when sampling
the corners of each cell for
different spatial resolutions
for below-ground sensors.
Table 4: Required number
of sensors when sampling




2 terrains to monitor
of 50 m by 13 m each.
Dimensioning the IoT Pilot [2/2] -
End-Node Devices
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Table 5: Required number of end-nodes
when sampling the corners of each cell for
different spatial resolutions for below-
ground sensors.
Table 6: Required number of end-nodes when
sampling the center of each cell for different
spatial resolutions for below-ground sensors.
Note: A single LoRA Gateway can cover




Notes: dark gray 
cells require input 
data from CIAT or 
third-party 
contractor that will 
develop, install, 
and maintain the 
IoT solution.
Estimated cost due 
to taxes and 
shipping fees to 
Colombia ~30 % .
Table 7: Costing with high-end components and 
sampling the corners of cells.
Table 8: Costing with low-end components and 
sampling the centers of the cells.
Most expensive alternatives
Items
Cost of sensors sampling corners of cells
Spatial sampling 
period equal to  3 
meters
Spatial sampling 









to  6 meters
Sensors. $560,052 $345,073 $221,298 $182,211
End nodes with radios. $17,002 $10,478 $6,722 $5,536
Gateways. 1099 1099 1099 1099
Taxes and shipping fees. $173,445.99 $106,995.17 $68,735.61 $56,653.64
Subtotal (USD) $751,599 $463,646 $297,854 $245,499
Estimation of  other hardware costs: 
mechanical enclosures, solar panels, 
batteries, cables, poles for antennas, etc.
Price and currency fluctuation.
Hardware development costs: design of 
signal conditioning circuits, printed circuit 
board (PCB) design, PCB manufacturing, 
assembling, testing, etc.
Software development costs (firmware 
development, integration of IoT 
middleware, applications, end user 
interfaces, etc.) 
Installation costs.
Maintenance (battery and sensor 
replacement or re-calibration, etc).
Other costs (e.g: network fees if Sigfox or 
Cellular comms are used instead of LoRA)
Total cost (USD) $751,599 $463,646 $297,854 $245,499
Least expensive alternatives
Items
Cost of sensors sampling centers of cells
Spatial sampling 
period equal to  3 
meters
Spatial sampling 









to  6 meters
Sensors. $423,248 $240,841 $136,609 $110,551
End nodes with radios. $1,667 $949 $538 $436
Gateways. $599 $599 $599 $599
Taxes and shipping fees. $127,653.94 $72,716.73 $41,324.04 $33,475.86
Subtotal (USD) $553,167 $315,106 $179,071 $145,062
Estimation of  other hardware costs: 
mechanical enclosures, solar panels, 
batteries, cables, poles for antennas, etc.
Price and currency fluctuation.
Hardware development costs: design of 
signal conditioning circuits, printed circuit 
board (PCB) design, PCB manufacturing, 
assembling, testing, etc.
Software development costs (firmware 
development, integration of IoT 
middleware, applications, end user 
interfaces, etc.) 
Installation costs.
Maintenance (battery and sensor 
replacement or re-calibration, etc).
Other costs (e.g: network fees if Sigfox or 
Cellular comms are used instead of LoRA)
Total cost (USD) $553,167 $315,106 $179,071 $145,062
Thoughts for Framing the IoT Reference 
Architecture Within a Pan-CGIAR Information 
Architecture
How to link imagery to IoT through common semantic approaches?
Imagery and IoT sensor data can be fused once they reach a common data store as long as they
are georeferenced, time-stamped, and share some compatible representation in the ontology
layer. Imagery and IoT sensor data can be consumed by a "service layer" or by an "application
layer" in the IoT architecture.
How to ensure scalable store, compute, and tools for building analytic pipelines?.
By using appropriate hardware and software. The server-side infrastructure should physically
support scalability (multiple CPUs, enough RAM and storage, fast network, etc.), either through
a capable on-premise datacenter, a public cloud, or a hybrid cloud. Also, services and
applications should be conceived and packaged so that they can be scaled up or down upon
demand, for instance using Docker containers + Kubernetes.
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How to share services (storage, compute, permissions) and data?
Within the IoT architecture service and data sharing can be handled with the right endpoints
and authorizations. Connection with private services and repositories is simple as long as they
have REST APIs.
How to protect sensitive data?
The short answer is to secure every component and signal within the IoT solution. Notice that
there are two closely related challenges for Ag research: cybersecurity and anonymization.
Sensitive data can be captured by someone (with bad intentions) at any point between the
sensor and the data center, or the sensitive data can be leaked (without intention) through
public models, dashboards, or reports.
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Discussion [1/4]
1. Most of the existing IoT architectures from technology leaders were conceived to be easily
adapted for different business enterprises as long as they are familiar with cloud
computing and pay-as-you-go philosophy. Technology leaders focus on ingesting data from
an internet-connected gateway and routing it through online proprietary services.
However, getting sensor/actuator data up to the gateway is rarely discussed (except for
very simple cases). The key problem is that this process is fundamental, not straight
forward in practice, and even less in agriculture.
2. Open-source IoT architectures and corresponding software projects provide a guide and
required components for assembling a working IoT solution. The only problem is that the
entry bar can be high for non-technical people.
3. Explored IoT architectures from research groups were driven by literature reviews, case
studies, and thought comparisons. When combined, they provide a high-level overview of
the key challenges involved in developing IoT solutions.
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4. After the review, we developed a reference architecture for agriculture that has well-
defined concepts, follows the proven practices from technology leaders, can be
implemented with the software components from open-source groups, and can be
deployed anywhere (on-premise datacenters, public clouds, or hybrid clouds).
5. The proposed IoT reference architecture:
• has the user as a top priority,
• is flexible and can be adapted depending on the project complexity,
• has dedicated components to ensure secure and scalable deployments,
• use ontologies and expose resources and services through APIs, making it suitable to
be integrated into a larger pan-CGIAR information architecture.
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Discussion [2/4]
6. The spatial sampling strategy, the spatial sampling period, and the vertical number of soil
samples have a strong impact on the number of sensors, end-nodes, and the overall cost of any
IoT solution for Ag.
7. If possible, a better match between the requirements and the specs from commercial products
can reduce the complexity of the IoT solution and lower the cost. For example, evaluate if the
depth sampling can be adjusted from {10 cm, 30 cm, 40 cm, and 60 cm} to {6'' (15.24 cm), 18''
(45.72 cm), and 36'' (91.44 cm)} given the commercial options.
8. The existing drones and their onboard equipment at CIAT use wireless links at 900 MHz, 2.4 GHz
(for Xbee), and 5.8 GHz (for video feed). After reviewing the technical specs of IoT
communication technologies, there are some troublesome frequencies at 915 MHz for LoRA (in
Colombia), 920 MHz for Sigfox (in Colombia), 2.4 GHz for BLE and WiFi, and 5.8 GHz for some
WiFi connections. For this reason, we suggest testing the drones and their equipment on the
ground both near the gateways and around the perimeter of the two experimental fields to
assess the interference and prevent accidents.
9. Beyond this presentation, there is additional information available on a set of written reports. If
you are interested please ask Dr. Brian King from CIAT about it.
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Discussion [3/4]
Ideas for future work:
• Development of user guides for configuring and linking different open-source IoT platforms,
libraries, and services for non-technical users.
• Development of small pilots for testing the different communication technologies and network
topologies in situ aiming to provide further recommendations to the Ag community.
• Determining the maximum spatial-sampling period for each trait.
• Development of an IoT sensing probe for Ag that can simplify field deployments. It could combine
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