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Abstract—This project is about the design of PID controllers and the im-
provement of outputs in multivariable processes. The optimisation of PID con-
troller for the Shell oil process is presented in this paper, using Genetic Algo-
rithms (GAs). GAs are used to automatically tune PID controllers according to 
given specifications. They use an objective function, which is specially formu-
lated and measures the performance of controller in terms of time-domain 
bounds on the responses of closed-loop process. A specific objective function is 
suggested that allows the designer for a single-input, single-output (SISO) pro-
cess to explicitly specify the process performance specifications associated with 
the given problem in terms of time-domain bounds, then experimentally evalu-
ate the closed-loop responses. This is investigated using a simple two-term par-
ametric PID controller tuning problem. The results are then analysed and com-
pared with those obtained using a number of popular conventional controller 
tuning methods. The intention is to demonstrate that the proposed objective 
function is inherently capable of accurately quantifying complex performance 
specifications in the time domain. This is something that cannot normally be 
employed in conventional controller design or tuning methods. Finally, the rec-
ommended objective function will be used to examine the control problems of 
Multi-Input-Multi-Output (MIMO) processes, and the results will be presented 
in order to determine the efficiency of the suggested control system. 
Keywords—PID control; Multivariable control systems; Parameter optimisa-
tion; Genetic Algorithms. 
1 Introduction:  
The popularity of control and modelling problems is because they are fundamental-
ly related with function optimisation. Optimisation has been employed for the tuning 
of Proportional, Integral and Derivative controllers (PID). Lopez, et al. [1] used a 
number of performance indexes based on integrals of functions of the form f [t, e(t)], 
such as the Integrated Squared Error (ISE) criterion. They used these to develop 
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graphs that relate the optimal P, PI, and PID controller settings with the three parame-
ters of a first-order dead time process model. A time-domain PID controller tuning 
method that is based on integral performance criteria was also developed by Dan-Isa 
& Atherton [2]. More recently, a decentralised PID controller tuning method for mul-
tivariable processes was proposed. This is based on the minimisation of an objective 
function which is derived from standard µ-synthesis (structured singular value) theory 
[3]. 
This approach results in PID controllers that achieve improved performance ro-
bustness and reliability when faced with process uncertainty and variations in control-
ler output. 
It is clear that, as a robust means for optimisation, the genetic algorithm approach 
fits well within the scope of optimisation-based process modelling and control, where 
noisy, highly non-linear, multimodal, and discontinuous functions of many dimen-
sions need to be considered and optimised. An overview of the relevance of Genetic 
algorithms to problems in control engineering can be found in [4]. Genetic algorithms 
have already been employed in many areas for the solution of modelling and control 
problems with a high degree of success. A number of successful applications of Ge-
netic algorithms to control systems are presented later in this paper. 
2 Design methodology: 
Most projected solutions to the Shell standard control problem currently published 
utilise the state-of-the-art quadratic dynamic matrix control (QDMC) algorithm de-
veloped by Shell [5]. 
In 1986, the Shell Company published the first Shell Process Control Workshop, 
which discussed the Shell standard control problem. Its aim was to allow the evalua-
tion of new technologies and control theories by providing a standard and realistic test 
bed [6]. This process consists of a multivariable equation that is a “2-input” and “2-
output” of heavy oil molecules. They are subjected to strong reactions, severe re-
strictions and the large dead times. The infinite number of states they reached whilst, 
which happened in controlling the unit was the main problem [7]. The key elements 
of Shell standard control problem are shown in figure 1. 
Shell Heavy Oil 
Fractionator
------------------------
Process, G(s)
u1
u2
y1
y2
 
Fig. 1. the Shell standard control problem. 
2.1 The output regulation problem: 
In the following problem two discrete-time PID controllers both with integral anti-
windup loops and derivative term filtering were used to provide the integral actions in 
78 http://www.i-jes.org
Paper—Genetic Algorithm Optimisation of PID Controllers for a Multivariable Process  
order to reach the requirements of regulation to outputs y1 and y2. The manipulated 
variables u1 and u2 were chosen for closing the two loops of PID controller but u3 
has additional requirements of minimisation, so will not be used in the loops [7]. The 
inputs u1 and u2 are used to control the outputs y1 and y2, occur logically from pro-
cess operation considerations [6]. The 2 ! 2 matrix of transfer function, which illus-
trates the Shell oil process, is shown below: 
!! ! !
!!! ! !!" !
!!" ! !!! !
!
!!!"!!!"#
!"#!!
!!!!!!!"#
!"#!!
!!!"!!!"#
!"#!!
!!!"!!!"#
!"#!!
!!!!!!           (2) 
!! ! !!! ! !!!! ! !!" ! !!!                                            (3) 
!! ! !!" ! !!! ! !!! ! !!!                                                         (4) 
From equations (3) and (4) the whole structure of the Shell oil process can be illus-
trated, as seen below.  
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Fig. 2. the Shell oil process 
By studying the equation !!!!! above it is clear that the best pairing of manipulat-
ed and controlled variables is to control output y1 with input u1 and output y2 with 
input u2. Moreover, the gains in the main diagonal of !!!!! are adequately big 
enough to ensure that the exchanges between the two loops will be smallest. 
2.2 PID Controller: 
More than 90% of all control loops involve PID controllers [8], due to their sim-
plicity and effectiveness in use they are used in many industrial applications [9].  
They are thought to be the most popular controllers used in process control today. The 
design of PID controllers still poses a challenge to researchers and engineers because 
every method proposed for tuning these controllers since the 1940s has had its associ-
ated limitations and disadvantages. 
The PID controller has the following transfer function: 
! ! ! !!!! !
!
!!!
! !!!!                  (5) 
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The objective of PID control design is to define the Parameter of the PID controller 
!!!!!! !!! !to meet a given set point of close loop system performance require-
ments.  
A number of successful PI and PID tuning methods for multivariable processes 
have been proposed [10], [11] and [12]. All these methods utilise the relay feedback 
technique developed by [13]. These methods are effective, but are limited in their 
application because not all classes of multivariable processes can exhibit sustained 
and near-sinusoidal oscillations under multi-loop relay feedback.  In the method pre-
sented by [14] the relay switching levels have to be modified manually to bring the 
process to the correct mode of oscillations. As the process size increases, this task 
becomes increasing difficult.  
3 Objective Functions: 
The objective function is as an indicator of how well individuals perform in do-
main of the problem. In the minimization problem case, the smallest value of the 
associated objective function will be the reference for the fittest individuals. This raw 
measure of fitness is usually only used as the stage of intermediate to determine the 
relative performance of individuals in Genetic Algorithms. 
Some most popular objective functions are listed down:   
!!"# ! ! ! ! !"
!
!
!!!!!!!!!!!!!!"#$ ! ! ! ! ! !"
!
!
!                                    
!!"#$ ! ! !!
!!!!!"
!
!
           !!"# !
!
!
!! ! !!!!!!                                                           
3.1 Evaluation of Performance Criterion: 
The experiment will be undertaken to investigate which of the four objective func-
tions gives the best results when used in combination with the Genetic Algorithms. 
Each of these objective functions will be created for each individual performance 
criterion. 
The Genetic Algorithms will be used for each objective function. The Genetic Al-
gorithms will be adjusted with a population value of fifty and a generation value of 
fifty. The GAs are applied to tuning the PID for the first part of the Shell process 
G11as shown in equation 2. Moreover, two examples of objective function perfor-
mance will be presented. 
The IAE and ITAE objective functions were created using the Genetic Algorithms. 
The result of this optimisation process is shown below.! 
 
(6) 
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Fig. 3. the GAs process with ITAE objective function. 
From this optimisation of PID control, the best or minimum of the objective func-
tion (ITAE) is equal (196.22). Moreover, the PID controller parameters, which gave 
this value of the objective function, are equal: 
!! ! !!!"#"!! !! ! !!!!""!! !!!!!! ! !!!"!"!! 
Table 1 explains the steady state characteristics such as rise time and overshoot of 
the outputs of the first part of Shell oil process for each case of the objective func-
tions. Moreover, the results of the PID control tuning using the Zeigler-Nichols meth-
od for the first part of Shell oil process will be compared with other results. 
Table 1.  the comparisons of the steady state responses.   
Title  IAE ITAE ITSE MSE Z-N  
Rise Time (s) 50 56 49 46 57.92 
% Overshoot 6.8 % 2.5 % 11.79% 15.9 % 8 % 
Settling Time (s) 171.9 135.9 171.9 201.9 280 
 
Under the conditions of this experiment, it can be seen that the IAE and ITAE ob-
jective functions perform almost identically. They have shorter settling times and 
overshoot. However, they have a longer rise time than the other controllers. 
Each of the PID controllers which are tuned by the Genetic Algorithm outperforms 
to the PID controller tuned by Ziegler-Nichols Method in terms of rise time and set-
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tling time but only the IAE and ITAE objective functions overtake it in terms of over-
shoot.  
The ITAE objective function was chosen as the main performance criterion for the 
remainder of this project. Because it has a shorter settling time and overshoot than any 
other method in the whole group. 
4 Optimisation of Individual PID Controllers:  
This section shows a method of an automatic tuning for parameters of PID control-
ler. In addition, this method can optimise PID control for any process, Shell oil pro-
cess for example. The method is briefly that applying the Genetic Algorithms with the 
chosen objective function, which is mentioned in previous section, to single part of 
Shell oil process. As mentioned in section 2.1 the Shell oil process has two singles 
process G11(s) and G22(s), and also each process gets PID controller. So, in this chap-
ter the optimal process of PID control for Shell oil process will apply to the two sin-
gles process G11(s) and G22(s). After optimising process, the given parameters of the 
both PID controllers will be tested to the multivariable process of the Shell oil pro-
cess. Finally, the test results will be used in next section for comparing with another 
method’s results. 
4.1 Optimise the Performance of PID control for G11(s): 
The transfers function of first part of Shell oil process G11(s) has been used in pre-
vious section with ITAE objective function. Moreover, the minimum value of the 
objective function was equal 196.22. The PID controller parameters were equal; 
!! ! !!!"#"!!!!!!! ! !!!!""!! !!!!!! ! !!!"#!! 
Therefore, by these results, the PID control optimisation for the first part of Shell 
oil process is achieved. 
4.2 Optimise the Performance of PID control for G22(s): 
By using equation 1 in section 2, the second single of the Shell oil process (G22(s)) 
is defined as; 
!!!!!! !
!!!"!!!"#
!"#!!
                         (7) 
After running the Genetic Algorithms via !!!!!!, we have got the results below: 
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Fig. 4. the optimisation of PID control for G22(s). 
The best ITAE objective function for this optimisation process is equal (62.1068) and 
this value is achieved by using the following parameters of the PID controller. 
  !! ! !!!"#!!! 
!! ! !!!!"!! !!! ! !!!" 
From figure 4 it can be seen that the output graphs show no overshoot and short 
settling time which are the system targets. In addition, the optimisation of the second 
part of the Shell oil process is completed. The next step is using the given PID param-
eters for the two processes G11(s) and G22(s) to apply them into multivariable process 
of the Shell oil process as will be shown in next section.   
5 Controller Performance on Multivariable process: 
In section 2; the design of shell oil process was presented with their 2!2 transfer 
function matrix as shown in equation 2.1, which will be used for multivariable pro-
cess of Shell oil. In the two previous sections the suitable parameters of the two PID 
controllers were achieved. In this section the multivariable Shell oil process will be 
tested with two PID controllers. 
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To simulate this Multi Input Multi Output Shell oil Process, we should use the 
Matlab/Simulink. The Simulink model of this process is shown in following figure. 
 
Fig. 5. the Simulink model of Shell Oil process. 
To test the performance of the PID controller for this closed loop multi-process, we 
should follow the steps below. 
1. Apply the parameters of the PID controllers, which have been found in the previ-
ous sections. 
2. For multi-process we need first apply the set-point (r1(t)) into the first input (u1(t)), 
to realise the performance of the first output (y1(t)). However, there is no set-point 
applied to second input (u2(t)). By running the multi-process for 300 seconds, the 
outputs graphs will be shown as figure 6. 
3. To test the performance of the second output (y2(t)), the set-point (r2(t)) should be 
applied into the second input (u2(t)), but the set-point (r1(t)) should be zero. After 
the Multi process is generated for the same time in step 2, we can have the follow-
ing figure 7. 
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Fig. 6. The Multi process outputs when r1=1 & r2=0.  
 
Fig. 7. the Multi process outputs when r1=0 & r2=1 
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6 Optimisation of Multi PID Controllers for Multivariable 
Process: 
This section explains and describes a new technique for the automatic tuning of 
PID controllers for multivariable process, based on the Genetic Algorithms. The main 
advantage of this technique is that it allows the engineers to explicit specify the speci-
fications of the required performance for a given problem of multivariable control, 
whereas the time-domain limits on the closed loop responses. This can be realised by 
designing a function optimisation problem from the control problem, using the objec-
tive function JITAE which was described in section 4. Next, the Genetic Algorithms 
will be employed to minimum the objective function JITAE, in order to optimise PID 
control for multivariable process. In addition, the projected method can be valid to a 
wide range of multivariable processes. Simulation results will be presented and com-
pared with the simulation results from the previous chapter.   
In this section, a multi-loop PID controller will be optimised for Multivariable pro-
cess of the Shell oil. After transferring the control problem into function optimisation 
problem using the objective function JITAE and three parameters of PID controller 
loops in the closed loop of multivariable system.  
The projected PID tuning method is working by decreasing the objective function 
JITAE which is the function for the parameters of the PID controller related with PID 
tuning problem. 
To optimise the multi loop of PID controller by this tuning method, the following 
steps should be undertaken: 
1. The selected objective function (ITAE) should be employed to this multivariable 
process. 
2. Genetic Algorithms should be checked to be used for G(s) multivariable process 
and the ITAE objective function. 
3. For solving the problems with typical set-point tracking and loop coupling perfor-
mance specifications, we can suggest a number of closed loop test which will be in 
our case two closed loop tests, especially in cases where the process of the control-
ler is non-liner and also different operating point should be evaluated in candidate 
controllers. 
The following figure describes the closed loop test 1 and 2.  
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Fig. 8. closed loop test 1&2. 
6.1 Simulation Results of Optimisation Method 1: 
 The simulation process will take two methods and each method will have two 
closed loop test. The first method is running GAs with ITAE objective function where 
the error will be calculated from y1 in case of the first closed loop test, but in case of 
the second closed loop test the error will be calculated from y2. Furthermore, the se-
cond method of this simulation process the ITAE objective function will be calculated 
from both errors e1 and e2 for both cases of the closed loop test. 
In this method we will have two closed loop test as mentioned in previous, to start 
with the first closed loop test we should follow the steps below. 
1.  Apply the set-point into the box of the set-point r1 with no set-point in r2. 
2.  To active PID controller of the second loop, we will apply the given parameters of 
the second part of the Shell oil process G22(s) from section 5. 
 After running Genetic Algorithms with suitable populations and generations. The 
results are shown in figure below. 
Figure 9 shows the optimisation process for the first loop of PID controller, and also it 
gave the minimum objective function which equals 1470.42. This value of objective 
function can be achieved with Parameters of the first PID controller equals.  
!! ! !!!"#$!!!" ! !!!!"#!! 
!! ! ! !!!"#$!! 
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Fig. 9. first loop optimisation. 
Figure 10, shows the optimisation process for the second loop of PID controller is 
realized, and also it gave the best value of objective function which equals 855.99. 
This value of objective function can be achieved with Parameters of the second PID 
controller equals.  
!! ! !!!"#"!! !! ! !!!"#$! ! ! ! !! !"#$ 
  
Fig. 10. the second loop optimisation precess.  
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To test the PID controller for two closed-loop control, the achieved PID control-
lers’ parameters in closed loop tests 1and 2 should be applied. Then, the results are 
shown below in two ways. 
Firstly, the outputs y1 and y2 are shown in conditions of set-points (r1=1 & r2=0), as 
displayed in figure 11. 
 
Fig. 11. the outputs of the 1st method of the optimisation process when (r1=1 & r2=0).  
Secondly, the outputs y1 and y2 will be shown in conditions of set-points (r1=0 & 
r2=1), as displayed figure 12. 
 
Fig. 12. the outputs of the 1st method of the optimisation process when (r1=0 & r2=1). 
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6.2 Simulation Results of Optimisation Method 2: 
The action steps of this method are the same in the previous section. However, 
there will be some changes in the ITAE objective function. In previous section, the 
equation of ITAE used one value of the error which was calculated from one output 
for each closed-loop test but in this section the ITAE equation will use two values of 
error, the error values from y1 and y2 as shown below. 
The general equation of ITAE objective function is shown in equation 7.  
To calculate the error (! ! ) we need to use the following equation. 
! ! ! !!!! ! !!!!                     (12) 
Where y(t) is output  and r(t) is set-point. 
Form equations (7) and (12) we can have. 
!!"#$ ! ! !!! ! ! !!!!!! !!!!"
!
!
              (13) 
Where:  
!!!!! ! !!!!! ! !!!!!!!!!!!!! !!!!!!!!!!! ! !!!!! ! !!!!!              (14) 
In this section, we should note that, the set-points of the first closed-loop test 
should be !! ! ! !! !!! ! ! ! , but the opposite should be applied to another 
closed-loop test. 
Firstly, to optimise PID control for the first PID controller, as mentioned in section 
a, the first closed-loop test should be achieved. However, we should note that the 
parameters of second PID controller which have been achieved for process G22(s) in 
section 5 should be applied, as in previous section. 
Secondly, the equation 13 of ITAE objective function should be designed in 
Matlab’s M-file.  
Thirdly, the M-file of the proposed objective function should be applied to Genetic 
Algorithms toolbox.  
Then, Genetic Algorithms will be run to optimise PID control for the first loop of 
PID controller, and the outcomes are shown in following figure. 
In figure 13, the optimisation process for first loop of PID controller is realized, 
and also it gave the best value of objective function which equals 3350.55, as men-
tioned above this value of objective function is sum of two errors (e1 & e2). In addi-
tion, it can be achieved with parameters of the first PID controller equals.  !
!! ! !!!"#"!! !! ! !!!"!#!! !!!! ! ! !!!"#$! 
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Fig. 13. optimisation of PID control for multivariable process (2nd method-test 1) 
By this result, the first closed-loop test is completed. Next, the second closed-loop 
text should be run after some changes are required in the Genetic Algorithms M-file. 
To let the optimisation process work with the second PID controller loop. Further-
more, the set-points should be changed as shown in figure 6.  
After the operation of the Genetic algorithms is finished, we can have the following 
results. 
Figure 14 shows the optimisation process for second loop of PID controller, and also 
it gave the minimum objective function which equals 1676.88. This value of objective 
function can be achieved with Parameters of the second PID controller equals. 
!! ! !!!"#!!! !! ! !!!"#"!! !!!! ! ! !!!"#$ 
 
Fig. 14. Optimisation of PID control for multivariable process (2nd  method-test 2). 
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By this result, the first and second closed-loop tests are completed. Moreover, to test 
the PID controller for two closed-loop control, the achieved PID controllers  parame-
ters form second optimisation method in closed loop test 1and 2 should be applied. 
The results can be shown in two ways. 
Firstly, the outputs y1 and y2 can be shown in conditions of set-points (r1=1 & r2=0), 
as displayed in figure 15. 
 
Fig. 15. the outputs of the 2nd method of the optimisation process when r1=1 & r2=0. 
Secondly, the outputs y1 and y2 can be shown in conditions of set-points (r1=0 & 
r2=1), as displayed in figure 16. 
 
Fig. 16. the outputs of the 2nd method of the optimisation process when r1=0 & r2=1. 
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6.3 Comparisons of Performance for the PID Controller Optimisation: 
In this section, the performance of PID control will be compared and discussed. 
Firstly, the results from table 5.1, which are for the characteristics of the multivariable 
process outputs after optimising PID control using individually PID controller tuning, 
will be compared with the results from table 6.1, that shows the characteristic of mul-
tivariable process outputs after optimisation process for PID control using multi 
closed-loop PID controller tuning, to see which of these optimisation methods are 
better and more successful. 
From graphs in figures 6, 7 as individually tuning and figures 11 and 12 as multi-
loop tuning, we can have the following table:  
Table 2.  the comparisons between individually and multi-loop PID controller tuning.  
 
From above table, it is clear to see that the rise time is decreasing in case of opti-
mising of multi-loop PID control than individual tuning of PID controller. However, 
there is some differences between overshoots, for example, in the set-points r1=1 & 
r2=0, the overshoots in case of multi-loop PID controller tuning are smaller than indi-
vidual tuning but in another case of set-points the opposite is correct. The Optimisa-
tion of multi-loop PID control gives shorter settling time for the outputs of multivari-
able process than individually PID controller tuning. Moreover, the values of ITAE 
objective function for multi-loop PID control optimising are smaller than ITAE values 
from individual optimisation of PID control. Finally, the optimisation process can 
give better results for PID control when it is applied to multi-loop PID controller, than 
using individual optimising for PID control. 
Title Multi-process (r1=1 & r2=0) 
individually PID controller 
tuning 
Multi-process (r1=1 & r2=0) 
multi-loop PID controller tun-
ing 
y1 y2 y1 y2 
Rise time (s) 62 36 48 30 
Overshoot % Non 85% 0.4% 79.9% 
Settling time 274 292 136 156 
ITAE 4703.9 1470.42 
Title Multi-process (r1=0 & r2=1) 
individually PID controller tun-
ing 
Multi-process (r1=0 & r2=1) 
multi-loop PID controller tun-
ing 
y1 y2 y1 y2 
Rise time (s) 46 34 37 24 
Overshoot % 30% 1.5% 38% 24% 
Settling time 298 231 161 99 
ITAE 2326.1 855.99 
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Secondly, after the comparisons between individual optimisation of PID control 
and multi-loop PID controller optimising is achieved, the two methods of optimisa-
tion process for multi-loop PID controller will be compared and dissected. The fol-
lowing table shows some differences for these two methods.   
Table 3.  the comparisons between the optimisation methods of multi-loop PID controller. 
Title Multi-process (r1=1 & r2=0) 
The 1st optimisation method 
Multi-process (r1=1 & r2=0) 
The 2nd  optimisation method 
y1 y2 y1 y2 
Rise time (s) 48 30 46 29 
Overshoot % 0.4 % 79.9% 0.6 % 84.9% 
Settling time 136 156 134 156 
ITAE 1470.42 43268 1142.7 1918.1 
Title Multi-process (r1=0 & r2=1) 
The 1st optimisation method 
Multi-process (r1=0 & r2=1) 
The 2nd optimisation method 
y1 y2 y1 y2 
Rise time (s) 37 24 37 24 
Overshoot % 38% 24% 39.6% 28% 
Settling time 161 99 151 96 
ITAE 44453 855.99 755.36 785.2 
 
As we have seen in above comparisons table, there is an improvement in character-
istics of the outputs for the second optimisation method rather than the first optimisa-
tion method. moreover, the ITAE values are the smallest in case of the second optimi-
sation method.  Because in first method of optimisation is just minimising the ITAE 
objective function form one kind of error which is calculated from one output (y1 or 
y2), rather than the second optimisation method which used to minimise ITAE for two 
errors e1 and e2 which was calculated from y1 and y2. 
7 Conclusions: 
This project examined the possibility of the use of Genetic Algorithms for the op-
timal solution of control problems in framework of the function optimisation, which 
focuses on control of multivariable process. Some indexes of performance and con-
troller tuning methods were analysed and developed. Moreover, the Genetic Algo-
rithms were extended for enabling them to identify multiple solutions of optimal 
equivalent for a given problem. 
The performance of PID control as shown in section 3 was shown that the design 
of the PID controller’s parameter using Genetic Algorithms has better results in the 
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characteristics of outputs, such as rise and settling time, than using the classical meth-
ods. However, the classical methods, such as Zieger-Nichols tuning method, are good 
for giving the start point of determination for the parameters of PID controller. In 
addition, section 3 displayed that the analysis of objective functions using the compar-
ison of their performance criterion for optimising the PID control optimising. This 
comparison was decided that the Integral of Time multiplied by Absolute Error 
(ITAE) performance criterion based objective function produced the most effective 
PID controllers when was compared with performance criterion of other objective 
functions, such as ISE, ITSE and MSE.  
In section 4, the method for automatic tuning of PID controller for Single-Input, 
Single-Output (SISO) was presented, and also the suggestion parameters of the PID 
controllers are applied to Multi-Input, Multi-Output (MIMO) for Shell oil process. 
Moreover, it not easy to optimise the PID control for multivariable process, but in 
sections 4.2 and 4.3 the Genetic Algorithms have successfully employed to optimise 
the multi closed-loop of PID control. The comparison table 2 shows that the optimisa-
tion of PID control for multivariable process produces better performance than the 
PID control optimisation for single process.    
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