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Canonical localizers relating the number field trace to the residue field trace arise 
in the Witt group of degree k maps and in the study of the knot concordance group. 
These are required to do computations in the Witt setting when nonmaximal orders 
in an algebraic number field are studied. This paper gives criteria under which these 
canonical localizers can be computed. It also gives an example of an element of 
order 4 in the knot concordance group C,(Z), where S = Z(e) is a nonmaximal 
order in the algebraic number field Q(e). g 1985 Academic press, IX 
1. THE SETTING AND PROBLEM 
Consider a triple (M, B,f) satisfying: 
(1) M is a finitely generated torsion free Z-module. 
(2) B: M x M+ Z is a symmetric Z-valued inner product defined 
on M. 
(3) f: M+ M is a map of degree k, meaning B(fx&) = kB(x,y) for 
all x, y in M. 
After placing the Witt equivalence relation on these triples [7] we obtain the 
Witt group W(k, Z). 
When k = +l this is precisely the Witt group arising in Kreck’s work [2] 
on determining the bordism group of orientation preserving diffeomorphisms 
of closed smooth oriented n-dimensional manifolds. The generalization to 
degree k maps has algebraic implications in the exact octagon derived in [7]. 
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If we replace condition (3) by 
(3’) f:M-+M satisfies B(fi,y)=B(x, (1 -f)y) 
there results the knot concordance group discussed by Stoltzfus [6]. 
Next place the additional requirement 
(4) f satisfies the manic integral irreducible polynomial p(t) 
on the map f of the degree k mapping structure (M, B,f). The action off 
induces a z[t]/(p(t))-module structure on M. To simplify our notation we 
write S = Z[t]/(p(t)). Observe that S is only an order in the algebraic 
number field Q [ t ]/(p(t)) = E, and may not be the maximal order D = O(E), 
which is the Dedekind ring of integers in E. The resulting Witt group of 
triples satisfying conditions (l)-(4) forms a subgroup of W(k, Z) and is 
denoted by W(k, Z;p) or W(k, Z; S). Similarly there is the knot concor- 
dance group C,(Z) = C,(Z). 
The fact that f is a map of degree k will yield an involution denoted by - 
on E. This - involution is given by c-+ kt-’ and t-’ + k-It. For the knot 
concordance group the involution is t + 1 - t. Let F denote the fixed field of 
-. The Dedekind rings of integers in E and F are denoted by O(E) and O(F), 
respectively. We will also write O(E) = D. 
If 9 is a prime ideal in O(E), then P = 9 n O(F) is the corresponding 
prime ideal in O(F). If Z is a fractional O(E)-ideal, then ord,Z is the 
exponent to which 9 is raised in the factorization of I. 
The computation of the relative Witt groups W(Z; S) of integral forms 
with compatible S-module structure has been made in [6] and [7] using the 
Knebusch localization sequence and the identification of W(Z; D) with 
H(d -‘(D/Z)) via the trace form, where D is the maximal order and 
A-‘(D/Z) is the inverse different. A crucial component of this computation 
is that of the boundary 
H(E) ace,, H(E/A - ‘(D/Z)) - W’l~) 
I 
tr 
I 
tr 
I 
T I  
W(k, Q; D) = Wfk, Q/Z; D) - W(k, Q/Z; D/S>, 
where tr is induced by the number field trace and Tr is induced by the finite 
field trace. 
At every prime 9 in D there exists a canonically defined element ps 
in E/A-‘(D/Z) with the following properties. This element ps has order 
one less than the inverse different A -‘(D/Z), i.e., ord,@J = 
ord,(A -‘(D/Z)) - 1. The map of O(E) + E/A- ’ (D/Z) given by x -+ xp, 
induces an embedding of the residue field O(E)/Y+ E/A-‘(D/Z). The map 
of Z + Q/Z given by n + n( l/p) induces an embedding of Z/pZ = F, + Q/Z. 
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The element ps is canonical in the sense that the following diagram 
commutes: 
W)/~ - E/A - ‘(D/Z) 
I 
Tf 
I 
tr 
r;, - Q/Z 
DIAGRAM I 
The horizontal maps were just described. Tr again denotes the map induced 
by the finite field trace; tr denotes the map induced by the number field 
trace. This construction extends results of [l] and [7] and will be given in 
Section 2 along with several examples of the computation of canonical 
localizers. 
In the case when the order S is nonmaximal the computation of the 
boundary involves both: 
(1) the trace map Tr: H(D/9) + H(S/9 n S), 
(2) 7-(&q = 1.9”: 9 is a - invariant maximal ideal in D satisfying 
9C-lS=M}. 
The trace map Tr on finite fields is computed in [6, p. 341 and extends 
results of Milnor [4]. T(X) is more complicated and is related to the 
conductor of S in the maximal order D. If A is prime to C, its cardinality 
#T(J) is one, but the cardinality can be greater than one otherwise. In 
Section 3 we construct an example of an element of order four in C,(Z), 
contradicting Corollary 5.4 of [6]. This phenomena may occur, however, 
only when S is nonmaximal and #T(A) is greater than 1 for some A, a 
possibility which was overlooked in [6]. Another unpublished counterex- 
ample in Q(fi, fi) with minimal polynomial p(x) = x2(1 -x)’ -1 
148x(1 -x) + 373 has been found by N. W. Stoltzfus. An explicit Seifert 
form may be constructed by Levine’s method for realization of Alexander 
polynomials. 
2. CANONICAL LOCALIZERS 
We begin this section by reviewing precisely where the canonical 
localizers ps come from. The reader is referred to [ 1 ] or [ 71 for a more 
complete exposition. We then show how in certain instances to compute 
them. To begin with work over a local complete field. There is no loss of 
generality in doing this as we shall see in Theorem 2.8. 
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Consider the extension E/K of the complete field K containing eQ the p- 
adic rationals. For any prime ideal 9 c O(E) lying over P c O(K) we have 
the diagram 
O(E) s O(E)/3 = E, 
I 
f 
I 
Tr~~,r, 
O(K) -% O(K)/P = Kp . 
The maps ug and up are projections onto the finite residue fields. Since O(E) 
is a finitely generated projective O(K)-module (free since O(K) is a principal 
ideal domain), we can find an O(K)-module homomorphismf: O(E) + O(K) 
satisfying 
v,, 0 f = TrEHK, 0 vg. (1) 
Further we identify A -‘(E/K) = A ~ i with Hom,,,,(O(E), O(K)) by p + 
tr,,,(,-). It follows that we can find ruE/K =,u E A-’ such that f(x) = 
tr,,&x) for all x E O(E). Thus we have 
vP@rEIKOIxN = TrESIKp(vA4) for all x E O(E). (2) 
Conner has developed the basic properties of pEIK which we record in 
LEMMA 2.1. (1) ,u is unique module PA-’ cd-‘, 
(2) ,u @PA-‘, 
(3) ,u9 c PA-‘, 
(4) ordi,u = ord,P + ord,A-’ - 1. 
Proof. See [7,p. 1871. I 
Of course ord, P = e the ramification index of E/K. 
Next let n E O(K) be a local uniformizer. Set PEIK = p = jf/rc, so 
ord,p = ord, A - ’ - 1; p is called a localizer for E/A - ‘. We then obtain an 
embedding of the residue field O(E)/9 = E, given by 
E,+ E/A-’ given by x -+ (xp) E E/A - ’ for all x E O(E). 
Note that @) E E/A - ’ and hence the embedding depends only on n and not 
on p by Lemma 2.1(l). 
We embed the residue field O(K)/P = K, --) K/(0(K) by x + (x/n). The 
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definitions are made precisely so that we obtain the commutative diagram 
relating the number field trace trEIK to the residue field trace Tr, Y,iK,: 
O(E)/9 = E, - E/A-’ x - (Wl~> 
TI E.9iO 
I I 
trE/R 
O(K)/P = K, - ww x + x/n. 
DIAGRAM 2 
If we choose K = & the p-adics, and let rr =p, then it follows that 
Diagram 2 can be viewed as the “completion” of Diagram 1. Thus we see 
where the canonical localizers ps determining the isomorphism 
WE/A-‘(E/Q)) ‘v O,,&V,) come from. We must use these canonical 
localizers to have commutative diagrams for computing [7, p. 1481. To 
compute the local boundary a,: I-I(E) + IV@,) at nondyadic ramified 
primes, Section 3, Theorem 3.1, we shall need to know whether ps=p/p is a 
local norm. 
Again, for now we are assuming E is complete. Let us make some general 
remarks about p and hence about ps=p/n which can be used later on. By 
Lemma 2.1 there is a unique coset (u~,~) E A-‘/PA-‘, where 
A-’ = A-‘(E/K) is the inverse different, and we have the following facts 
about ,u: 
LEMMA 2.2. If ,u represents (pEIK), then so does ,uV, where V E O(E)* is 
any unit with vs(V) = 1. 
ProoJ Since v,(V)= 1, V= 1 +z for some .zEY. Thus ,a--pV= 
,u(-z)E PA-’ by Lemma2.1(3). Hence (p)= @V). 1 
LEMMA 2.3. If both ,u and p, represent the coset (uEIK) in A&/PA&, 
then there exists a unit V E O(E)* with v,,,(V) = 1 and ,a, = ,aV. 
Prooj By 2.1, ord,p=ord,,u,, so the quotient ,ui/,u = V a unit in 
O(E)*. Now p -pl =,u -pV=p(l - V) E PA-‘, but ,u &PA-‘. Thus 
ordAl- V)> 1, and 1- VEX. Thus us(V)= 1. fl 
LEMMA 2.4. If E/K is unramified then 1 represents pcl,,,. 
Proof. Clear from the defining equation (2) for ,uEIK. m 
LEMMA 2.5. For KC F c E, choose representatives y,/, E A;& and 
pl,,, E Aih. Then the product PEIF * /JF/K E ALA represents EIEIK. 
Proof See [7, p. 1961. 1 
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We now show how to compute pu,,, in several examples. Let E/K be a 
finite extension, with e the ramification index and f = deg EJK, the residue 
field degree. 
THEOREM 2.6. If ord,A,k = 1 (mod e) then l/e represents (uEIK), 
Proof: We begin by splitting E/K into K c F c E, with F/K unramified 
of degree f and E/F totally ramified of degree e. Let 71 E O(K) be a local 
uniformizer for O(K) and O(F). Let p represent p,,, . Then by Lemma 2. I, 
ord,,u = e + ord,A& - 1. (3) 
We assumed ord,A& - 1 = 0 (mod e). Hence we may write p = x”‘U for 
some integer m, and some unit U E O(E)*. Note that 71 E O(F). We let 
9 E O(E) lie over p E O(F) which lies over P E O(K). 
Since E/F is totally ramified, the residue fields E, and E, are equal, 
E,=F,. Thus we can find VE O(F)* with u&r)= uP(V)=v9(V). Since 
ug( VU-‘) = 1 we may apply Lemma 2.2 and replace ,U by ,uVU- ’ = 7rmV. 
Thus we obtain a representative of bElp), still denoted by p, which lies in the 
subfield F. Recall F/K is unramified so by Lemma 2.4 1 represents ,u~-,~. 
Then 1 . ,u = p also represents gEIK) by Lemma 2.5. 
Consider e,u. For x E O(F) c O(E), tr,,&x) = tr,,,(epx), so that 
Up@kIIW) = TrE,9,/Kp(h44) 
= TrrplKp(u p(x)> 
Hence e,u also represents CUFIK). Thus by Lemma 2.3 there is a unit 
WE o(F)* with epW= 1 and vP(W)=v&W)= 1. Thus ,uW= l/e. But 
again by Lemma 2.2, ,uW also represents gEIK). a 
The hypothesis of Theorem 2.6 is always satisfied for tamely ramified 
extensions because in that case ord,A-’ = 1 - e. It is also satisfied for some 
wildly ramified extensions. 
EXAMPLE 1. Let E = Q(A), where A is a primitive p’th root of unity. 
Then p is the only ramified prime, and p is totally ramified with ramification 
index e = (p - I)p’-‘. 
Let f(t) be the irreducible polynomal for 1. Then f( 1 - t) = g(t) is the 
irreducible polynomial for (1 - A) = 0 which is a local uniformizer for 
dE(9), the local completion at the prime 9. Note that g(0) =f(l) =p the 
chosen local uniformizer for OP. Computing the derivative g’(e), we find that 
ord,A-’ = 1 - er = 1 (mod e) (see 18, p. 2661). Thus, when r > 1, although 
the ramification is wild we may still apply Theorem 2.6 to find a localizer. 
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EXAMPLE 2. Let E = Q(0), where 9 satisfies the irreducible polynomial 
f(t) = tP -p. The prime p is again totally and wildly ramified. Locally, the 
different is generated by f’(f3) =p&-’ = 82p-‘. Again it follows that 
ord9Ad-’ = 1 - 2p = 1 (mode) since e =p. 
EXAMPLE 3. Let E = Q(e), where 8 satisfies the irreducible polynomial 
f(t) = tzP +pt +p. The prime p is totally and wildly ramified since the 
polynomial is Eisenstein at p. Since E is totally ramified, when we complete, 
we find that the different is generated by f’(0) =p(2d2p-’ + 1). This has 
order e = 2p at 9 lying over p. Hence Theorem 2.6 does not apply. TO 
compute the localizer p we need the following. 
Consider E/F totally ramified of degree e. Assume F is complete at the 
nondyadic prime p, so that the extension is given by an Eisenstein 
polynomial f(t) of degree e over O(F). Let f(0) = 71 be the chosen local 
uniformizer for O(F). The adjoined root 8 is a local uniformizer for O(E) 
and primitively generates O(E) as an O(F)-module. 
We can explicitly construct P,,~ in this case as follows. We begin with 
{ 1, e,..., 8’- ’ } which is a basis for E/F. The dual base with respect to tr,,, is 
given as follows. Letf(t) = (t - 0)(b,, + b, t + ... + b,- I tee’). Then the dual 
base is {bj/“(0), j = 0 . . . (e - l)}. Specifically b, = -x/0 so that -rr/@‘(e) 
is dual to 1. The defining equation (2) for p reduces to u&trE,,&x)) = u9(x) 
since E,= F, in the totally ramified case. It follows that we may choose 
p = -n/lsJ’(e) to represent (u,,,) since u,,(tY)j = 0 E E, 1 <j < e - 1, while 
v,(l) = ~~(1) = 1. This construction applies in Example 3. 
We should also observe that the converse of Theorem 2.6 is true. 
THEOREM 2.7. Suppose pcl,,, = l/e. Then ord,A-’ = 1 (mod e). 
Proof: Apply Lemma 2.1(4) to write ord,A-’ = ord,p - ord,P + 1. 
Since p E K, it follows that ord,p = 0 (mod e), and ord,P = e = 0 (mod e) 
also. The result follows. 1 
Again, in the above we have assumed that we could complete at the prime 
9 and then work locally. We now justify this in Theorem 2.8. We work over 
the global field E and show that we may choose an element E(9) to be a 
globally chosen element p E E. 
Let E/Q be a finite extension of the rationals. Let O(E) c E be the 
Dedekind ring of integers. If 9 c O(E) is a prime ideal, then 9 lies over a 
rational prime p E Z. In fact, given p E Z we form PO(E) = 9:’ a.. 97. 
Again T(p) = (9 c O(E): 9’nZ = (p)}. Then 9 E T(p) if and only if 
ord,p > 1. 
Given 9, p as above, we have the quotient homomorphisms 
ug: O(E) + O(E)/9 = E, and v, : Z + Z/pZ = Fp onto the finite residue 
fields exactly as before, except now E is not complete. 
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Let A&, = A-’ be the inverse different of E/Q. As before we can find 
p E A-’ such that v,(tr,,&x)) = Tr Ey,Fp(u;j(~)) for all x E O(E). Again 
ord,p = ord,p + ord,A-i - 1 and Lemma 2.1 applies. In particular 
p.9 c A-‘(p). Thus, if -7, # .i” we obtain 
ordp,p + ord ?,.P > ord ,., A-’ + ord,?,p. (4) 
However, ord,, 9 = 0 since 9i # 9, so we obtain 
ord9,p > ordg, A-’ + ord9,p. (5) 
The term p is only unique modulo PA-’ c A- ‘. 
We will use the notation e to distinguish the completion and choose ,G as 
before. 
THEOREM 2.8. We can choose the local ,i(S) to be a globally chosen ,u. 
pro@ For x E 4 tr,,,(x) = tr,-,,,pJx) + C3,+9tr~t9,,l~&)9 where 
the sum runs over all 9, dividing p and 9, # 9. 
Recall ordg, A-’ = ordg,d-i(z,)) by [3, p. 611. Set e, = ord9,p. Then 
locally we have pkl(YI) = .PT1A-1(91) and p E 9;‘2-‘(9,) by Eq. (5). 
Hence for x E O(E) we have tr~,,,,,dU,,@x) E pz(p). Thus 
%(t%,Qw) = ~ph,,,&p,CUXN (6) 
for all x E O(E). Since O(E) is dense in oE(.9), (6) holds for all x E dE(9). 
Since the residue fields o”,(S)/3 = E,= O(E)/9 it follows that we could 
take ,C=p, i.e., ,U can be chosen to represent (ji’i E 6-‘(9)/p?‘(9). 1 
Therefore in computing a(D, 9): H(E) + H(E,) (or WJ for .a ramified), 
the completion of E may be made at 9 before computing. This is because 
the residue field E, may be embedded using the same canonical localizers in 
either case. Hence there is no loss of generality in studying the local 
complete case as we have done. 
3. THE SET T(J) AND NONMAXIMAL ORDERS 
To show how 7’(J) affects the boundary, we first need to recall the 
boundary computation for a(D, 9). Here is how it works. If 9 = 2 is inert, 
we obtain an identification H(E/Ai&(Y)) = H(E,) N Z* which is 
completely independent of the choice of localizer. If 9 = 3 is ramified we 
obtain an identification H(E/A;&(.F)) N H(E,) N W(F,). If 9 = .F is 
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dyadic ramified identify W(F,) ‘v Z/22 by rank mod 2. If 9 =y is 
nondyadic ramified, identify the image of a(D, 3’) as a ring as 
W(F,) N Z* x Z, (d,,e,)+ (d,,e,)=((-l,a)‘,‘e*d,d,,el +e,) 
(4, e,> . (4, e,) = (d?@, ele,). 
Here E = F(fi) and (-, o)~ is the Hilbert symbol read at p. Of course the 
reader should view this as d, is the discriminant and e, is the rank mod 2. 
THEOREM 3.1. Under the above identifications, a(D, 3) is read using 
canonical localizers as follows: 
(1) Zf 9 = 3 over inert then 
W, ~“)V’, h) = C-1) (rk(v,h))(OrdgA-'(ElQ))(diS(V, h), a),~ Z*, 
(2) If 9 = 2 over dyadic ramified of type Z (meaning ordgA,,, = 1 
(mod 2), see [ 1,~. 71) then 
a(D, 9)( V, h) = rank( V, h) E Z/22. 
(3) Zf 9 = 2 over dyadic ramified of type ZZ (meaning ord,A,,, = 0 
(mod 2)) then a(D, 9)(V, h) = 0. 
(4) Zf 9 = L? over nondyadic ramiJied and ifps is a local norm, then 
a(D, 9)( V, h) = ((dis( I’, h), a),, rk( K h)). 
(5) Zf .9 = .-? over nondyadic ramified and lfps is not a local norm 
a(D, Y)(V, h) = ((-l)r“cY,h’(dis(V, h), o)p, rk(V, h)). 
Proof. See [l] or. [7]. 1 
Note that in case (5) when ps is not a local norm, there is a correction 
term which may be obtained by multiplying by a rank 1 Witt class which 
corresponds under our identification of W(F,) as Z* x Z, to the element 
(-1, 1). We observe that on the fundamental ideal of even rank Witt classes 
a(D, 9’) can be read independently of the choice of localizer. 
Our discussion of the norm class of ps, namely (ps, u)~, is important in 
the distinction between cases (4) and (5). 
EXAMPLE 4. Consider E = Q(fi, fl) and let F = Q(G) be the 
fixed field of the Galois automorphism r: \/zi + - $!i fi + G. 
Let 8 = (1 + fl + 2 \/zT fl)/2. Under the involution 7 we find that 
0+7(0)=f?+#= 1 and 0(t0)=@~=100-21 fi. We may thus view E 
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as E =F(B), where 0 satisfies the manic irreducible f(t) = t2 - t + 
(100 - 21 &5) over F = Q(G). 
Remark. It is an interesting exercise to verify directly that 8 is in the 
same square class as fl in Q(G). 
The involution r on E = P(6) arises from 8+ 8= 1 - 8. Thus the 
Hermitian group H(E) will correspond to elements of the knot concordance 
group C,(Q) under trE,q. 
Note that the primes 3 and 7 both split in Q(G), and they both ramify 
in Q(a). It follows that we can write 30(E) = STY: and similarly 
70(E) = P;“S;‘. The prime 2 ramifies in Q(G) but is inert in Q(G). 
Note that ord,d-‘(E/Q) = 0 (mod 2) for ,!? lying over 2. The prime 5 
ramifies in Q(G) but splits in Q(fl). There are no signatures since 
Q(G) is totally imaginary. 
The irreducible polynomial for B over Q is g(t) = t4 - 2t3 + 201t’ - 200t + 
12205. Over Z/32, g(t) factors as g(t) = (t + 1)4, and over Z/72, g(t) 
factors as g(t) = (t + 3)4. Hence, by the description of prime ideals in the 
principal order S = Z(O) given by Lagrange (see [6] or [7]) we find that 
there is only one prime ideal Ai in the nonmaximal order S lying over 3 and 
similarly there is only one prime ideal A* lying over 7. 
The boundary for the nonmaximal order S is computed by 
w -4 = @JET(dl Tr(D, ?)/(S/ A 0 a(D, .Y) (see [7, p. 1471). Of course 
D/9 = S/M = Z/32 (or Z/72) at 4, AZ, respectively, since at these 
ramified primes the inertial degree is equal to 1. Note that T(A1) = (Y, , ~Y1l 
and r(A2) = {Y;, Si} at the primes 3 and 7, respectively. 
We have E = F(a) where 0 = 21 is clearly a local nonsquare in the 
local completions F(p,) =&p,) = Q(3) the 3-adics and P(p;) = P(p;) = Q(7) 
the 7-adics. By Realization of Hilbert symbols, [5, p. 2031 we can find a E F 
satisfying 
(a, $, = + 1, where 9, n O(F) = pl, 
(a,a),=-1, where Yz n O(f) = pz, 
(a, 0)&q = + 1, where Y;fTO(F)=pj, 
(wJ),;=--1, where .P; fY O(F) = pi, 
@,a),=+1 at all other primes p c O(F). 
Finally consider the one-dimensional Hermitian form (a) E H(E). We 
claim: a(S, A)(a) = 0 for all M c S. Clearly the local boundary vanishes at 
all primes except 2, 3, 5, and 7 by the choice of Hilbert symbols above 
together with the boundary computation Theorem 3.1. The prime 2 is inert in 
E/F, but ord,d -’ = 0 (mod 2) for 9 lying over 2 forces a(D, 9) = 0. The 
prime lying over 5 in O(F) splits in O(E) so that again boundary vanishes. 
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Consider the prime 3. The map Tr: D/9 + S/A is the identity as we have 
already observed. The canonical localizer p can be chosen to equal (;)(j) by 
Theorem 2.7 since the ramification is tame. This is a local norm at both p1 
and pZ since (6,21), = +l. Hence by the boundary formula (4) we find 
a(D, S,)(u) = (1, 1) and a(D, Y*)(a) = (-1, 1). Thus a(s,MI)(a) = (1, 1) + 
(-1, 1) = (1,O) = 0. Similarly at 7 we find that p = (f)(j) is a local norm at 
both p; and pi and the same computation as above yields a(S, A,)(u) = 0. 
Thus a(s,J)(u) = 0 for all M, and by the boundary exact sequence there 
exists (b) E C,(Z) which maps to (a). This produces the element of order 4 
in C,(Z) since (a) clearly has order 4 in H(E). 
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