Making the difference interpolation method for splines more stable  by Volk, Wolfgang
Journal of Computational and Applied Mathematics 33 (1990) 53-59 
North-Holland 
53 
Making the difference interpolation method 
for splines more stable 
Wolfgang VOLK 
Nymphenburger Straj3e 11, D-loo0 Berlin 62, FRC 
Received 9 November 1989 
Revised 20 February 1990 
Abstract: For the evaluation of a polynomial spline function on a set of equidistant points the difference interpolation 
method is an appropriate tool to carry out this task efficiently. The aim of this paper is to introduce a modification of 
the algorithm to make it more stable. The exciting connections with combinatorics may also be of some value for other 
applications. 
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1. Introduction 
The difference interpolation method (DIM) was first introduced for the evaluation of 
univariate polynomials at many equidistant points on the real line [S]. The DIM is a typical 
raster evaluation method, which means that it uses the fact that each point has constant distance 
to its neighbours. On the other hand, for example, Homer’s method yields the function values for 
each argument separately. The development of raster evaluation methods is justified by their 
advantages of performance, such as high speed and atthe same time good accuracy. The field of 
application is any task which needs function values at many equidistant points. This, for 
example, often occurs in CAD and graphics if a function needs to be drawn c%n a graphical 
device. 
The DIM is based essentially on the concept of forward differences. Let f: W + R be a real 
function, t a real number and h > 0. Then the forward differences (of order k) are defined by 
A!lf 0) :=f 0) (11) . 
for k = 0 and 
A:f(t):=A$,-lf(t+h)-A;-*f(t) 0 2) . 
for any strictly positive integer k. The main idea of DIM is to derive the values ( tih f ( t))f_o from 
( aAh f (t)):_,, for I > 1, and where X is an arbitrarily chosen integer greater than or equal to 2. It 
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iscIearthatthefunctionvaIuesf(t+j+)(j=O,..., I) can then be computed from (A& t))fgO 
by application of the identity 
A:f(t+h)=A:f(t)+Aylf(t), (13) . 
which is a simple reformulation of (1.2). 
Let s be a sphne of order m associated to a grid without multiple knots (cf. [3]). The 
evaI_tionof s at thepoints t,+imh (i=O,..., v) by DIM works as follows (for details cf. [6]). 
For the sake of simphcity only one stage of the method is described. 
Choose Xr 1 and compute s(t,+ idh) (i=O,..., m - 2) by means of a classical aIgorithm. 
The choice of the method wiII depend on the representation of the spline function (B-sphne 
expansion, piecewise polynomiaI representation etc.). Since the (m - 1)th derivative of a sphne of 
order m is piecewise constant, the forward differences of order m - 1 may easily be computed by 
Ai¶lf(t) = hem-1 
/ 
(m-l)h* Dm-1-v + ‘) . N,_,( 6) &, 
0 
(14 . 
for h* > 0 (cf. [3, p.541 and [6, Equation (3.1)1). N,_i denotes the normalized B-sphne of order 
m-l associated to the uniform grid (jlj=O,...,m - 1) (cf. [3, p.134 ff.]). Hence, by 
application of identity (1.2), formula (1.4) with h* = Ah, and identity (1.3), the matrix ( AthS( t, 
+ i l Xh))F’zo can completely be established. 
An alternative and in many cases more suitable approach is to evaluate s at the points 
to+i-Ah (i=O,..., 2m - 4), from where the matrix mentioned above can completely be derived 
by repeated appIication of identity (1.2). The step described next needs to be done for any 
.- I- O 9*--9 m - 2, but for the moment let t := to + i l Ah be fixed. The values (Ats(t))r:i may be 
computed by solving the Iinear system of equations 
m-2-k hk-m+l 
0 9 . 
(k=O,...,m- 2), where the values AT-’ s( t + i l h) are established by formula (1.4) with h * = h. 
The quantities yjt) and 6itrn-‘) are defined in the foIlowing section. 
To complete sketching DIM, it should be mentioned that the intermediate function values of 
the sphne s( to +j - h) may be derived by identity (1.3) (cf. [5] for details). 
The aim of this paper is to develop an efficient and stable method for computing the 
. . 
quantittes y,j”’ and 0it m-1) for fixed X and m. Since these coefficients need only be computed 
once, there d no demkd for a very fast algorithm. However it seems that no faster method is 
available. 
Although the treatment of the relations between forward differences appear in connection 
with the problem mentioned above, the results of the following section may also be of general 
interest. Numerical results are given in the last section to demonstrate the quality of DIM. 
differences 
Forward diffaences for a real function f are defined by equations (1.1) and (1.2), which state 
a rather simple recursion. It is of some interest to relate forward differences of different order. 
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The following theorem is a slight generalization of [l, p.13, Theorem B] and [3, Equation 2.1041 if
one takes into account that A$J is also a real function for any integer k > 0. 
Theorem 2.1. Let i and k be nonnegative integers. Then 
A$,+‘f(t)= i (-l)“o[~]=A~f(t+j.h) 
j=O 
(2 1) . 
The dual formula is given by the following theorem. 
Theorem 2.2 (see [SJ). Let i and k be nonnegative integers. Then 
A$,f(t+i-h)= 
To relate forward differences of different step sizes it is necessary to introduce the concept of 
polynomial coefficients (cf. [l, p.771, [2] and [4, Appendix 11). While the expansion of (1 + x)~ in 
terms of the monomials xi leads to the binomial coefficients, the expression (1 + x 
+ l l l +x(‘-‘))~ leads to the polynomial coefficients. Hence the binomial coefficients may be 
considered as a special case although their global relevance is much greater. 
To avoid confusion the polynomial coefficients are denoted by/$) while binomial coefficients 
are written in the usual way (cf. (2.1)). For fixed positive integer X the polynomial coefficients 
are inductively defined by 
&$“) = so i 
{ 
= 1, for i = 0, 9 * = 0, else, 
and 
j=O 
Although many of the identities for binomial coefficients may be generalized, only this definition 
is important for the following considerations. 
The next theorem relates forward differences with respect to different step sizes. 
Theorem 2.3 (Volk [5]). Let A be a positive and k a nonnegative integer. Then 
(A-1)k 
Ai,,f(t)= c /3i:)-Aif(t+i-h) , 
i=O 
For X, k and j let the quantity yk(.xi) be defined by 
(2 2) . 
( 3) a a. 
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due to the identities (2.1) and (2.2) 
(A- I)& 
&f(f) = c y,$;;-Avjf(t) 
j-0 
m-2-k (X-l)& 
= 
c yi>?. Ai+jf(t) + c $+)). A;-I+_+-(m--+k)f (t) 
j=o j=m-l-k 
m-2-k 
= 
c yifj?. ATif 
j=o 
The definition 
X&-m+1 
+ c 
j=O 
#++$,_,_, i (-l)j-i* [;] -A;-‘f(t+i-Ii). 
i=O 
X&-m+1 
p. 
k.i 
m-l) := c ( -l)‘-i l ypi)+m_l_k - j [I (2 4. j=i i 
then follows immediately by comparison with identity (1.5). 
The computation of the quantities yi,t) and 8i>m-1) can be performed with integers only. But 
for large values of h the values ~23) increase very rapidly, such that the actual computation 
usuaIIy needs to be done with real numbers. This leads to incorrect values of Ol>m-l) since 
formuIa (2.4) is unstable in this sense. The following theorem presents an alternative formula, 
which is more appropriate. 
24. Let X and n be positive and i and k be nonnegative integers. 
(i) For k ( n 
($yJ’ = I-i+n-k-l 
* n-k-l 1 +(A) k,l+n-k’ 
(0 
X&-n 
= 
cs 
I=i 
l::~-&~(-l)j-i.[f=:_kk] j=i l [;I= 
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holds. Obviously this is true for b = 0. By induction and application of [;I = z:,‘_,[,: r] (cf. 11, 
Equation 5g]) 
b+i+l b+l+i+u-1 
is valid for u > 1. To expand the proof also to the case Q = 1 the first and the fourth expression 
of the chain must be equal. 
~~~~-l~‘~i~[rfi].[jl=l+~~~(-l~‘~i~[j~~]~[r~i] 
- - 
b+l 
=l+ c 
r=l 
[r;i]$o(-l)l. [;I =l= [“;‘I 
- 
since ~j=O( - 1) j 0 [ 5 ] = 0. 
(ii) Clear, from equation (1.5) and [5, Theorem 21. q 
Now not only for yi;) but also for Oi>m-l) a stable evaluation method is available. The 
remainder of this section is concerned with sho&ing that these quantities can be computed very 
fast without any multiplication. 
Theorem 2.5. Let (ai):= be a finite sequence in a vector space. Then for 0 < i < n and any in- 
teger r 
n 
ix 
n 
n . . . 
c &Zio = 
a 
j-i-h .Q 
r 1 *. J (2 5) . i,=i i,_,=i, i,=i, j=i 
Proof. For r = 0 it is true because [jii] = 1 for j >, i. Furthermore 
n 
kc 
n 
. . . 
c aio 
i,=i ir_,=ir i,=i, 
n n 
= 
4 
j-i,+r-1 .cI 1 .= J 4 n j j-l+r-1 _Q r-l r-l I i i,=i j=i, j=i/=i 
n j-i 
= 
EEL 
l+r- 1 
j=if=() 
r-l 
].aj= ij-ES1[rfll.aj= i[j-:+r]..j 
j=i l=r-1 j=i 
due to [l, Equation 5g]. q 
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Table 1 
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0 1 2 3 4 5 6 7 8 9 10 11 12 
k=l 35 20 10 tl I 
15 10 6 3 1 
,5 4 3 2 1 
1 1 1 1 1 
k-2 125 1 76 54 35 20 10 
25 24 22 19 15 10 6 
4 1 
3 1 
-l 2 3 4 5 4 3 2 1 
k=3 125 124 121 115 105 90 72 53 35 20 10 
1 3 6 10 15 z 
1 
19 18 15 
4 
10 6 3 1 
Identity (2.3) and Theorem 2.4(i) state a representation of y$) and 6$$‘“-*I, which is of the 
same form as the right-hand side of equation (2.5). This means that these coefficients may also 
be computed as multiple sums, since 
W = 
yk.i 
andfork<m-1 
g(X.m- 1) 
k,i-m+k+f = 
j-i+m-k-2 1 - fly; m-k-2 ‘* 
To demonstrate the situation the schemes for X = 5, m = 5 and k = 1,. . . ,3 are given in Table 1. 
The relevant values for the application of equation (1.5) are underlined. The bottom line of the 
scheme for one value of k shows the values &,. , (‘I while the most upper line contains the values 
8i:m-*) Moreover, the other entries which are underlined and arranged on the diagonal state the 
-(A) values &. - 
Certainly it is of some value that alI quantities yi:) and O~~*m-l) are obtained within one 
scheme. Any value in the scheme is the sum of the immediate entries below and to the right. This 
guarantees a very stable computation, since all values are positive and no intermediate value is 
larger than the final one. 
3. Numerical results 
Although this paper is mainly focused on a stable algorithm for computing the coefficients 
yi_t’ and 6$:“- ‘I, numerical results are presented as well, to demonstrate the accuracy of the 
difference interpolation method (DIM), if it is applied to spline functions. 
Example. Letthesplinesofordermbeassociatedtothegrid(i~i=O,...,lOO+m) andhave 
the coefficients + 10, -10, + 10, - 10,. . . with respect to the normalized B-spline basis. The 
alternating behavior of the coefficients yields an oscillating function. Table 2 shows the absolute 
values of the maximum error for different values for m, A, and h, where t, = 0 and v = 1000 are 
fixed. It does not present a complete discussion since more than the parameters mentioned above 
affect to the error. 
Table 2 
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m h h Single precision Double precision Maximum 
Classical DIM Classical DIM value of s 
4 4 0.01 0.2910-4 
4 8 0.01 0.29* 1O-4 
4 4 0.1 o.4610-3 
4 8 0.1 0.46. 1o-3 
6 6 0.1 o.1910-3 
8 8 0.1 o.7710-4 
8 16 0.1 o.7710-4 
10 10 0.1 0.31 l 1o-4 
10 20 0.1 0.31 lo-4 
0.2710-4 
o.2810-4 
o.4110-3 
o.43*10-3 
o.1710-3 
0.8610-4 
0.2% 1o-2 
o.3310-3 
0.94*10-i 
o.2510-‘4 
0.25 l lo-r4 
o.3510-‘3 
o.3510-‘3 
0.15~10-” 
0.59*10- l4 
o.5910-‘4 
0.2410-‘4 
0.24.10-l” 
0.240 lo- l4 5.45 
o.31-10-14 5.45 
0.33*10-” 5.45 
o.3310-13 5.45 
0.1610-13 3.98 
o.1310-13 3.17 
0.45 l lo- l2 3.17 
0.7610-13 2.67 
o.13*10-‘” 2.67 
The classical method used is given in [3, p. 1941. The “exact” values of the spline have been 
obtained by application of this classical method with extended precision, which means a 112.bit 
representation for mantissas of real numbers. Single precision means an internal accuracy of 
approximately 7, double precision means one of approximately 16 decimal digits. 
It can be seen that the error is almost slightly descending for increasing m = X, while for 
increasing X the error increases more rapidly for fixed m the larger the value of m is. It must be 
mentioned that DIM is applied with one stage, which means that first the values s( t, + i l Xh) 
are computed by the classical method and then the intermediate values as described in Section 1. 
The application of DIM with more than one stage (cf. [5]) seems not to be very useful in the case 
of splines. The reason is that the amount of arithmetic operations increases, since the number of 
operations depends essentially on the ratio of step size and the density of the grid. The larger the 
step size h * is in equation (1.4) the more complex is the evaluation of AT, *f( t). Due to that, 
roundoff errors increase too. 
The question of performance is not discussed in detail, because the final effect depends not 
only on the complexity of the method but also on the computer. For the actual example DIM 
works faster than the classical method. The factor varies from - 1 up to - 3. 
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