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Abstract
The reproduction of realistic soundscapes in consumer electronic applications has
been a driving force behind the development of spatial audio signal processing tech-
niques. In order to accurately reproduce or decompose a particular spatial sound
field, being able to exploit or estimate the effects of the acoustic environment be-
comes essential. This requires both an understanding of the source of the complexity
in the acoustic channel (the acoustic path between a source and a receiver) and the
ability to characterize its spatial attributes. In this thesis, we explore how to exploit or
overcome the effects of the acoustic channel for sound source localization and sound
field reproduction.
The behaviour of a typical acoustic channel can be visualized as a transformation
of its free field behaviour, due to scattering and reflections off the measurement
apparatus and the surfaces in a room. These spatial effects can be modelled us-
ing the solutions to the acoustic wave equation, yet the physical nature of these
scatterers typically results in complex behaviour with frequency. The first half of
this thesis explores how to exploit this diversity in the frequency-domain for sound
source localization, a concept that has not been considered previously. We first ex-
tract down-converted subband signals from the broadband audio signal, and collate
these signals, such that the spatial diversity is retained. A signal model is then devel-
oped to exploit the channel’s spatial information using a signal subspace approach.
We show that this concept can be applied to multi-sensor arrays on complex-shaped
rigid bodies as well as the special case of binaural localization. In both cases, an
improvement in the closely spaced source resolution is demonstrated over tradi-
tional techniques, through simulations and experiments using a KEMAR manikin.
The binaural analysis further indicates that the human localization performance in
certain spatial regions is limited by the lack of spatial diversity, as suggested in per-
ceptual experiments in the literature. Finally, the possibility of exploiting known
inter-subband correlated sources (e.g., speech) for localization in under-determined
systems is demonstrated.
The second half of this thesis considers reverberation control, where reverberation
is modelled as a superposition of sound fields created by a number of spatially dis-
tributed sources. We consider the mode/wave-domain description of the sound field,
ix
xand propose modelling the reverberant modes as linear transformations of the de-
sired sound field modes. This is a novel concept, as we consider each mode transfor-
mation to be independent of other modes. This model is then extended to sound field
control, and used to derive the compensation signals required at the loudspeakers
to equalize the reverberation. We show that estimating the reverberant channel and
controlling the sound field now becomes a single adaptive filtering problem in the
mode-domain, where the modes can be adapted independently. The performance of
the proposed method is compared with existing adaptive and non-adaptive sound
field control techniques through simulations. Finally, it is shown that an order of
magnitude reduction in the computational complexity can be achieved, while main-
taining comparable performance to existing adaptive control techniques.
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Chapter 1
Introduction
1.1 Motivation and Background
Array signal processing is a broad area in the field of signal processing that en-
compasses a range of topics from source detection and separation to sound field
reproduction and measurement. In the context of audio signals, the main driver of
research has been the interest in spatial audio systems. Spatial audio applications
themselves can be categorized into two classes; systems that detect and decompose
a sound field, and systems that reproduce a virtual sound field. Examples of these
two application classes are illustrated in Figure 1.1. Sound field recording, source
separation and source localization are applications that decompose a sound field us-
ing a number of spatially separated measurements, while sound field reproduction
applications attempt to recreate a desired sound field using a number of spatially
separated sources. Although each of these applications appear to be dissimilar at
first glance, the fundamental challenges in each application arise from a similar ori-
gin, namely the behaviour and effect of the acoustic channel between a source and a
receiver at any two points in space. This thesis concerns acoustic signal processing
algorithms that can be used to exploit or overcome the effects of the acoustic channel
in spatial audio applications.
1.1.1 Sound Source Localization
The first half of this thesis concerns the localization of sound sources, where scat-
terers distort the incoming sound waves. In the natural environment, the auditory
systems of animals exploit similar distortions to aid in source localization; a process
that inspired and forms the basis for this work. The binaural1 hearing apparatus of
humans and animals is arguably the most important spatial audio system in exis-
1Binaural capture of a sound field describes the recording of sound waves using two spatially sepa-
rated sensors. The term is generally used in the context of the human auditory system, where the ears
act as the two sensors, or in artificial systems that replicate a similar function.
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(a) (b)
Figure 1.1: Array signal processing in (a) sound source localization / separation and
(b) sound field reproduction applications.
tence, whose functions are shared between two organs; the ear and the brain. In this
context, the role of the ear is to receive, decode and recode the sound field [40], which
is then transmitted to the auditory centres in the brain. The brain itself performs a
number of tasks; the localization of the sound sources, sound source separation and
high-level language processing. Typically, these abilities are acquired skills of the
brain, with minimal interaction with other sensory inputs. Unlike the source sepa-
ration abilities, the source localization ability is heavily influenced by the physical
structure of the ear, specifically the outer ear or pinna [3, 12, 67, 69, 77, 79, 93].
Psychoacoustic studies have found that altering the physical structures of the pinna
affects a person’s ability to accurately localize a source temporarily [45], and suggests
that the brain is trained to be aware of the pinna’s effect on the received sound field.
Naturally, this raises the question of what happens to a sound wave before it reaches
the ear drum.
The transformation of an acoustic wave as it propagates from a source to the ear
can be described in two parts; a transformation due to free-space propagation and
another due to the presence of the body, head and pinna [41, 65, 77]. This second
transformation encompasses a number of effects at different frequencies, primar-
ily caused by different parts of the body. For example, the presence of the head
creates a head shadow region, where the sources on the contralateral side of a par-
ticular ear receives less source energy at mid to high frequencies. The pinna on the
other hand affects higher frequencies, and creates large peaks and troughs in the
frequency-domain of the received signal due to reflections off the pinna structures.
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The collective effects of these transformations are described in the frequency-domain
by the Head-Related Transfer Function2 (HRTF) [77]. Since the behaviour of the scat-
tering and reflections are location-dependent, the HRTF acts as a signature of the
source location that is imprinted on the received signal at the ear drum. Thus, any
change to the physical structure of the body will alter this signature, where changes
to the pinna for example will result in a different distribution of peaks and troughs
for the same source location. The brain’s sensitivity to changes in the HRTF suggests
that subtle variations in the frequency-domain of the acoustic transfer function3 are
exploited for source localization.
The use of an array of receivers for source localization is a common practice in
radar, sonar and communication applications. However, the key difference to the
problem in audio signal processing is the assumption of free-space propagation of
narrowband signals between the sources and receivers. As a result, the localization
algorithms developed for these scenarios are also optimized to suit these conditions.
Hence, the localization methods such as MUSIC (Multiple SIgnal Classification) [88],
Wideband MUSIC [101], GCC (Generalized Cross Correlation) [54] and SRP (Steered
Response Power) [30] are all essentially phase angle based estimators of the source
locations. The application of these techniques to a problem such as binaural lo-
calization is therefore compromised by their inability to fully appreciate the subtle
frequency-domain variations of the channel transfer functions between locations. On
the other hand, higher resolution, i.e., the ability to identify closely spaced sources,
is typically achieved by increasing the number of receivers. The spatially separated
receivers introduce additional diversity into the localization algorithm, and this in-
formation is then processed to achieve a gain in resolution. In this context, the rich-
ness introduced by the HRTF (the complex behaviour of the HRTF with frequency)
can also be considered as additional location information, or a form of diversity in
the frequency-domain. However, this information being part of the channel transfer
function implies that the existing localization techniques are ill equipped to exploit
this form of diversity, as demonstrated in the following chapters of this thesis.
From the discussion above, we identify a limitation of the existing localization
methods (the inability to exploit location information encoded in frequency), and an
opportunity to improve the accuracy and resolution of the source location estima-
tor, by exploiting the diversity present in the acoustic transfer function due to the
scattering objects encountered by the incoming sound waves.
2The interested reader is referred to [113] for additional background on the HRTF, including the
aspects of measurement, modelling and spatial dimensionality.
3The acoustic transfer function is the frequency-domain transformation of the acoustic channel im-
pulse response between a source and a receiver.
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1.1.2 Sound Field Reproduction
The second half of this thesis concerns the recreation of a virtual sound field, where
the ultimate goal is to be able to recreate a desired sound field, such that a lis-
tener perceives the existence of a virtual source at a desired location in space. The
simplest and most well-known mechanism is stereo sound reproduction, where the
positioning of the source is achieved by panning the amplitude or introducing a de-
lay between the left and right channels [61, 78]. Although this basic approach has
been used in audio production for decades, the accurate reproduction of the source
location or its direction of arrival is limited to a small spatial region, known as a
"sweet spot". A number of other limitations also exist; such as the inability to re-
produce a sound impinging from behind the listener, and the acoustic effects due to
the dispersion behaviour of the loudspeakers. Multi-channel surround sound sys-
tems were developed to solve some of these problems by exciting the sound field at
a number of locations distributed in space. However, the sweet spot and many of
the other problems still exist. Therefore, increasing the size of the region of interest
while reproducing the correct perceptual effects, remains a challenge.
In this context, two approaches to sound field reproduction within a region of
interest arose; higher order ambisonics [28, 39] or spherical harmonics [42, 76, 82,
104, 109] based approaches and the wave field synthesis (WFS) [10, 11] approach.
The conceptual basis of these methods are similar, and they each consider the sound
field in a spatial domain, either as solutions to the acoustic wave equation (spherical
harmonics) or as a collection of propagating wave fronts based on the Huygens’
principle (wave field synthesis). Hence, any desired sound field can be described
in the spatial domain, which when reproduced, retains the perceptual and physical
attributes of the actual sound field. The number of active basis functions of the
desired sound field is directly related to the size of the region of interest and the
maximum operating frequency [13, 51]. The desired sound field can therefore be
reproduced by a discrete set of loudspeakers. However, these approaches require
two critical pieces of information; the loudspeakers’ positions and the knowledge of
the acoustic channel.
Sound field reproduction techniques traditionally operated with the assumptions
of complete knowledge of the loudspeaker positions and free field propagation be-
tween the loudspeakers and the region of interest. This is hardly ever the case in a
practical application, due to the walls, ceilings and other objects in the reproduction
environment (typically known as the listening room) and the resultant multipath or
reverberant effects. Naturally, compensating for these effects requires knowledge of
the room and its acoustic channel, and is known as the listening room equalization
§1.1 Motivation and Background 5
problem. We can consider a number of approaches to estimating the acoustic channel
of a reverberant room. Modelling the room configuration and its scattering behaviour
is one of the simpler mechanisms [36, 55, 57, 59], but it is limited by the simplifica-
tions and assumptions in the modelling process. Another approach is to measure the
acoustic channel at a number of spatial locations. However, the direct application of
these measurements for sound field reproduction is not robust in general [81], due
to the large and rapid fluctuations of the acoustic channel between spatial locations
[71, 92]. This leads to the third approach, where the sound field is measured and
actively controlled in the spatial domain.
The active control approach to sound field reproduction consists of a multiple
input output system, where an array of loudspeakers reproduce the desired sound
field and an array of microphones measure the recreated sound field. Although the
use of multiple loudspeakers proved advantageous when recreating a sound field in
a region, the correlation between these loudspeaker signals complicates the process
of estimating the unknown acoustic channels [9, 18, 37, 44]. This was first observed
in multi-channel acoustic echo cancellation applications, and lead to the develop-
ment of the wave-domain processing concepts used in WFS [19, 20, 89]. The wave-
domain (the equivalent of the mode-domain in spherical harmonics) representation
sufficiently decorrelates the loudspeaker signals, such that the effects of the acoustic
channels can be described as a transformation of orthogonal waves in the wave-
domain. Consequently, this lead to the development of active listening room equal-
ization techniques based on estimates of the reverberant channels [90, 91, 94, 96],
where feed forward control mechanisms such as filtered-x LMS and filtered-x RLS
are employed to reproduce a desired sound field. However, implementing this type
of listening room equalizer becomes more complex, due to the increasing computa-
tional complexity with the number of reproduction channels [15]. Other concerns
also emerge, such as the convergence behaviour of the filtered-x class algorithms and
their sensitivity to errors in the acoustic channel estimates.
From the discussion above, we note that a large number of reproduction channels
are inherent in the sound field reproduction problem, which gives rise to increased
computational complexity in applications that require the room effects be equalized.
A spatial domain approach that integrates the sound field measurement with indi-
vidual control of the sound field modes could therefore reduce this complexity, by
decoupling and splitting up the larger control problem. Thus, an opportunity exists
for a parallel implementation of a sound field controller for simpler, more practical
sound field reproduction systems.
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Figure 1.2: Overview of the general research areas in spatial audio and array signal
processing, and their relationship to the thesis structure.
1.2 Problem Statement
This thesis considers two application areas in spatial audio; analysis and synthesis
of a spatial sound field, where the acoustic channel represents the common element
that relates the two areas. The main problem solved in this thesis can be stated as
“The design of acoustic signal processing algorithms that exploit or overcome the
effects of the acoustic channel to improve the localization capability, resolvability
of closely spaced sources or enhance the fidelity in spatial audio applications.”
1.3 Thesis Structure and Contributions
Figure 1.2 illustrates the different parts of the thesis, and how they relate to the main
problems in array signal processing in spatial audio systems. As described previ-
ously, this thesis consists of two main parts; sound source localization and sound
field reproduction, which are related to the core problem of the thesis through the
acoustic channel behaviour. These parts in turn act as potential pathways to the
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more complex sound source separation problem4 (also known as the cocktail party
problem), where the spatial information gained through these intermediate steps
can be exploited through smarter beamforming and signal subspace approaches for
source separation. The background for this thesis is derived from work in a number
of diverse areas. For example, high-resolution signal subspace methods have been
investigated extensively, and successfully used for direction of arrival estimation in
wireless communication systems. Similarly the head-related transfer function and
its effect on source localization capabilities have been investigated for many decades,
and the localization cues were found to play a crucial role that determines binaural
localization performance. In sound field reproduction, spatial transformations were
shown to be an attractive method of decoupling correlated reproduction channels
for active sound field control. This thesis discusses the limitations of applying these
concepts to spatial audio problems, in the presence of acoustic channel effects, and
proposes novel methods of incorporating or estimating the effects of the acoustic
channel to improved performance.
The main questions addressed in the different chapters are:
• How to extract the diversity in the frequency-domain, created by the scattering
and reflection of acoustic waves off a complex-shaped rigid body? Specifically,
how do we extract this information at high frequencies?
• Why is this type of diversity lost to existing signal subspace approaches for
direction of arrival estimation? Can the dimensionality of the signal correlation
matrices be increased to retain this information?
• What is the significance of the different localization cues in the HRTF? Are
some of these more or less significant in different localization scenarios? What
role does the source location play in binaural source localization?
• Is it crucial to calibrate the HRTF measurements to a listening room? Do free
field propagation assumptions provide adequate localization performance in
mildly reverberant environments?
• How do direction of arrival estimators perform when resolving closely spaced
sources? What is the effect of complex channel behaviour in the frequency-
domain?
4The concepts presented in this thesis could be used to design more inspired solutions for sound
source separation. This is however a complex problem in its own right and is considered outside the
scope of this thesis.
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• Can we describe the effects of a reverberant listening room in terms of its re-
sponse to a recreated sound field? If that is the case, can it be used to control
and reproduce a desired sound field?
• How robust is equalizing a region in space to perturbations of the known rela-
tive locations of the loudspeakers and microphones?
The specific contributions in each chapter of the thesis, shown in Figure 1.2, are
outlined below.
Chapter 2 - Background: Spatial Characterization of Sound Fields
Chapter 2 provides a brief outline of the background theory related to sound field
modelling and the spatial information contained within. This thesis primarily deals
with the effects of the acoustic channel; hence, the introduction of the acoustic wave
equation provides an excellent foundation for further discussions. This chapter intro-
duces the background concepts of the acoustic wave equation, the general solutions
to the wave equation, and the characterization of scattering and reverberation as a
transformation of the sound field coefficients in the solutions to the wave equation.
Chapter 3 - Broadband Direction of Arrival Estimation using Sensor Arrays on
Complex-Shaped Rigid Bodies
This chapter introduces a broadband direction of arrival estimator for source local-
ization, using a sensor array mounted on a complex-shaped rigid body. It considers
the scattering and reflection of sound waves off a rigid body to be a form of di-
versity present in the frequency-domain of the acoustic channel impulse response,
which can be used for high-resolution direction of arrival estimation. It draws upon
the concepts of signal subspace decomposition and the combination of information
across frequencies, to coherently extract the directional information encoded in the
signals. In order to exploit this diversity information, the concept of increasing the
dimensionality of the received signal correlation matrix is introduced. It is shown
that multiple localization scenarios may exist, based on the requirements for the ex-
istence of a noise subspace. Simulation comparisons of the algorithm with existing
techniques using a sensor array on a hypothetical rigid body are used to show that
clearer separation of closely spaced sources is possible.
Chapter 4 - Binaural Sound Source Localization using the Frequency Diversity of
the Head-Related Transfer Function
Chapter 4 investigates the localization performance of a source location estimator
that exploits the diversity in the frequency-domain of the HRTF for binaural sound
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source localization. Including the interaural intensity differences and the spectral
cues in the HRTFs becomes critical for successful source localization in a vertical
plane, where the interaural time delays are similar at each potential source location.
The basic theory in Chapter 3 is developed to incorporate these features for binau-
ral localization. The localization performance is evaluated and compared for sin-
gle and multiple source localization scenarios in the horizontal and vertical planes
through simulations and experiments. The ability to successfully localize a single
sound source and resolve any ambiguities is demonstrated. It is shown that rever-
beration acutely affected the localization performance in the vertical plane, whereas
the impact on the horizontal plane was minimal. The spatial region inhabited by a
sound source was shown to be the primary factor that affects the localization per-
formance in multiple source localization scenarios, and corresponds well with the
known localization regions in humans.
Chapter 5 - Direction of Arrival Estimator Performance: Closely Spaced Source
Resolution
This chapter investigates the closely spaced source resolution performance of direc-
tion of arrival estimators in complex acoustic channels. The degree of difference
between the acoustic channels of adjacent source locations plays an important role
that determines the ability to resolve two closely spaced sources, and the additional
diversity information introduced by a complex-shaped rigid body could therefore en-
hance this capability. The signal model in Chapter 3 is used to derive the Cramér-Rao
Bound for a sensor array on a complex-shaped rigid body, and is used as a bench-
mark to compare the performance of the different direction of arrival estimators. It
is shown that the proposed estimator exploits the additional diversity information
made available, and that an improvement in the capacity to resolve closely spaced
sources can be achieved by applying the proposed estimator to signals received by a
sensor array on a complex-shaped rigid body.
Chapter 6 - Multi-Channel Room Equalization and Acoustic Echo Cancellation in
Spatial Sound Field Reproduction
Chapter 6 considers the problem of actively controlling the effects of the acoustic
channel in spatial sound field reproduction. It considers equalizing the effects of
reverberation within a region of interest, using a modal description of the desired
sound pressure field. The reverberant sound field is modelled by independent lin-
ear transformations of the desired sound field modes, and is used to compute the
loudspeaker compensation signals. It is shown that the process of estimating the
unknown reverberant channel transformation coefficients can be approximated as
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a classical adaptive filtering problem in this domain. A parallel implementation is
shown to be possible, which may further improve the performance of practical ap-
plications. Spatial sound field reproduction performance that is comparable to exist-
ing methods is demonstrated at reduced computational complexity. The robustness
of equalizing the room effects within a region to perturbations in the loudspeaker-
microphone positions is also investigated, and shown to depend on the relative per-
turbations of the individual elements.
Chapter 7 - Conclusions and Future Research
The conclusions drawn form this thesis are summarized in Chapter 7, together with
possible directions for future research. The application of the knowledge derived
through this thesis to another problem in array signal processing, sound source sep-
aration, is briefly discussed in this chapter.
Appendix A - Signal Subspace Decomposition for Direction of Arrival Estimation
The direction of arrival (DOA) estimation of far field narrowband sources using a
linear array of sensors in free-space is summarized in Appendix A. The existence
of orthogonal signal and noise spaces are demonstrated for uncorrelated single fre-
quency sources embedded in noise, and it is shown that the noise space can be cal-
culated from the eigenvalue decomposition of the received signal correlation matrix.
The process of exploiting the orthogonality of these subspaces for DOA estimation is
then described using the MUSIC DOA estimator.
Appendix B - Broadband Direction of Arrival Estimators
This appendix summarizes the broadband direction of arrival estimators, Wideband
MUSIC and Steered Response Power - Phase Transform, used to compare and eval-
uate the performance of the proposed broadband direction of arrival estimator in
Chapters 3 and 5. The basic operation of the two methods are described, and the
limitations of these methods in the context of small sensor arrays located on complex-
shaped rigid bodies are discussed.
Appendix C - Wave-Domain Adaptive Filtering
The description of a reverberant room in Chapter 6 is inspired by the wave-domain
representation of signals used in Wave Field Synthesis (WFS). This appendix intro-
duces the characterization of a sound field using a wave-domain representation, and
briefly outlines the process of recreating a desired sound field using a collection of
point sources. Wave-Domain Adaptive Filtering (WDAF) is introduced in the context
of multi-channel acoustic echo cancellation, and is used to describe the process of
estimating an unknown reverberant channel.
Chapter 2
Background: Spatial
Characterization of Sound Fields
Overview: This chapter outlines the background theory related to spatial acoustic modelling.
First, the derivation of the the fundamental equation that describes sound propagation in
space, the linearized acoustic wave equation, is presented. This forms the foundations for
the description of the effects of the acoustic channel, which can be modelled using the spatial
basis functions obtained from the solutions to the wave equation. Next, the general solutions
to the acoustic wave equation in the interior and exterior domains are introduced. Finally,
scattering and reverberation of a sound field is described mathematically, as a transformation
of the incident sound field using the general solutions to the wave equations.
2.1 Introduction
Acoustic waves are longitudinal waves, resulting from the displacement of air parti-
cles in the direction of sound propagation. Unlike transversal waves, the propagation
of a sound wave can be described in terms of the particle velocity, particle displace-
ment or sound pressure, all of which can be related to each other and the particle
density of the medium. For example consider the sound pressure distribution along
the axis of propagation in a 1-D medium, illustrated in Figure 2.1. The displacement
of the air molecules create regions of high and low particle density and a correspond-
ing change in pressure. It is this change in the ambient pressure that we perceive as
sound.
The mathematical description of sound propagation was first attempted by Isaac
Newton in the 1600s. This was developed into its current form by Euler and La-
grange, and includes significant later contributions from Green, Helmholtz, Rayleigh
and others. The relationships between the different factors that affect sound propa-
gation are described by a series of complex partial differential equations. However,
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Molecular
density
Pressure wave
Direction of propagation
Figure 2.1: Sound propagation in a one-dimensional medium.
they can be linearized and simplified to obtain a simple acoustic wave equation that
is applicable to many practical applications in acoustics.
2.2 The Acoustic Wave Equation
Consider a non-viscous Newtonian fluid with irrotational fluid flow and negligible
gravitational effects. The relationship between the pressure, velocity and particle
density can be described using the principles of conservation of momentum and
conservation of mass [26, 85, 86]. Thus,
Conservation of momentum:
ρ
(
∂v
∂t
+ v •∇v
)
= −∇p (2.1)
Conservation of mass:
∂ρ
∂t
+∇ • (ρv) = 0, (2.2)
where ρ is the absolute particle density, p is the absolute pressure and the vector
v is the absolute velocity of the medium. The vector differential operation for the
particular coordinate system is denoted by the operator∇, ∂/∂t represents the partial
derivative with respect to time and • represents the dot product of vectors.
Equations (2.1) and (2.2) describe the overall relationship between the absolute
values of pressure, velocity and particle density. However, a sound wave is per-
ceived by the pressure differential between the absolute and ambient pressure. Thus,
expressing (2.1) and (2.2) as a change in these quantities leads to a simplified descrip-
tion of sound wave propagation, known as the linear acoustic wave equation or the
“Helmholtz Equation”.
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2.2.1 Linearized Conservation of Momentum and Mass
Consider small perturbations to the ambient pressure, velocity and particle density
of a medium due to the propagation of an acoustic wave, denoted by the symbols p˜,
v˜ and ρ˜ respectively. Neglecting the higher order terms for small perturbations, the
absolute quantities in the medium can then be described as
p = p0 + p˜
v = v0 + v˜ (2.3)
ρ = ρ0 + ρ˜
and
∂p0
∂t
= 0
∂v0
∂t
= 0 (2.4)
∂ρ0
∂t
= 0,
where p0, v0 and ρ0 are the ambient pressure, velocity and particle density respec-
tively [85]. The linearized continuity of momentum and continuity of mass equations
can now be obtained as follows.
Conservation of momentum: In a homogeneous medium, the spatial derivative of
the ambient, i.e., time averaged, pressure and particle density vanishes. Thus,
∇p0 = ∇ρ0 = 0. (2.5)
Further, assuming the medium is at rest (i.e., the air mass is still),
v0 = 0. (2.6)
Applying (2.3) - (2.6) in (2.1), we obtain the linearized continuity of momentum
equation
ρ0
∂v˜
∂t
+∇ p˜ = 0. (2.7)
Conservation of mass: Assuming a homogeneous medium at rest, (2.3) - (2.6) can
be applied in (2.2) to obtain
∂ρ˜
∂t
+ ρ0∇ • (v˜) = 0. (2.8)
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We eliminate the dependence of (2.8) on ρ˜ by considering the medium to be an
ideal gas, which is compressed by sound waves in a reversible and adiabatic
fashion. Thus, the equation of state can be expressed as
dp
dρ
=
cp
cv
· p
ρ
= c2, (2.9)
where cp, cv and c are the specific heat at a constant pressure, specific heat at a
constant volume and the speed of the wave propagating through the medium,
respectively. For small perturbations of the pressure, velocity and particle den-
sity
dp
dρ
≈ p˜
ρ˜
p
ρ
≈ p0
ρ0
(2.10)
c2 ≈ c20 =
cp
cv
· p0
ρ0
,
where c0 is the nominal speed of sound in the medium. Hence,
p˜
ρ˜
= c20 =⇒
∂ρ˜
∂t
=
1
c20
· ∂ p˜
∂t
. (2.11)
Thus, the linearized conservation of mass equation becomes
∂ p˜
∂t
+ ρ0c20∇ • (v˜) = 0. (2.12)
The linear small perturbation model used in (2.7) and (2.12) are applicable for small
perturbations, i.e., p˜  ρ0c20 and |v˜|  c0 [86]. These conditions are satisfied for
sound propagation in air, and enables the derivation of the linear acoustic wave
equation in terms of sound pressure or particle velocity.
2.2.2 The Linear Acoustic Wave Equation
The acoustic wave equation can be expressed in terms of a single variable, pressure
or velocity, using the continuity of momentum and mass equations. Rewriting (2.7)
and (2.12) in terms of the change in ambient pressure p˜→ p and velocity v˜→ v,
ρ0
∂v
∂t
+∇p = 0 (2.13)
and
∂p
∂t
+ ρ0c20∇ • (v) = 0. (2.14)
§2.3 Solutions to the Acoustic Wave Equation 15
Calculating the partial time derivative of (2.13) and (2.14) we obtain
∂2v
∂t2
= − 1
ρ0
∇∂p
∂t
(2.15)
and
∂2 p
∂t2
= −ρ0c20∇ •
(
∂v
∂t
)
. (2.16)
Substituting (2.15) and (2.16) in (2.13) and (2.14), the linearized acoustic wave equa-
tion can be expressed as a single partial differential equation in terms of pressure or
velocity, given by
∇2 p− 1
c20
· ∂
2 p
∂t2
= 0 (2.17)
and
∇2v− 1
c20
· ∂
2v
∂t2
= 0, (2.18)
where ∇2 = ∇ •∇ is the Laplacian. Assuming that pressure and velocity vary in
a time-harmonic fashion, the single frequency acoustic wave equation becomes the
“Helmholtz Equation”
∇2 p(r, t) + k2 p(r, t) = 0 (2.19)
and
∇2v(r, t) + k2v(r, t) = 0. (2.20)
The time-harmonic oscillatory component of p and v is given by e−iωt for an angular
frequency ω, the wave number is k = ω/c0 = 2pi f /c0, and r is the position vector of
a location in space using an appropriate coordinate system.
2.3 Solutions to the Acoustic Wave Equation
The pressure and velocity of a homogeneous acoustic field are governed by the
Helmholtz equations (2.19) and (2.20). Thus, any spatial wave field can also be de-
scribed using the solutions to these equations, expressed in terms of the natural basis
functions in a particular coordinate system.
Figure 2.2 illustrates a source location in 3-D and 2-D using a spherical and polar
coordinate system. The 2-D scenario represents a special case of a 3-D sound field,
where the field in the vertical direction is assumed to be independent of height.
The Laplacian and the general solution corresponding to each case can therefore be
expressed as
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(a) (b)
Figure 2.2: The position of a source in (a) 3-D and (b) 2-D coordinate systems.
Spherical coordinates:
∇2 (·) = 1
r2
∂
∂r
(
r2
∂
∂r
(·)
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂
∂θ
(·)
)
+
1
r2 sin2 θ
(
∂2
∂φ2
(·)
)
(2.21)
p(r, t;ω) = R(r;ω)Θ(θ;ω)Φ(φ;ω)e−iωt (2.22)
Polar coordinates:
∇2 (·) = 1
r
∂
∂r
(
r
∂
∂r
(·)
)
+
1
r2
(
∂2
∂φ2
(·)
)
(2.23)
p(r, t;ω) = R(r;ω)Φ(φ;ω)e−iωt, (2.24)
where R(r;ω), Θ(θ;ω) and Φ(φ;ω) represent the solutions for the radial, elevation
and azimuth directions.
The functions that describe the wave field in each coordinate system are obtained
by solving the second order partial differential equation (2.19) using (2.22) or (2.24)
through the separation of variables. The appropriate Laplacian and pressure function
in (2.21) - (2.24) are substituted in the Helmholtz equation in (2.19) and divided by the
pressure function to obtain the differential equations for each independent variable
[106]. Thus, the functions describing the general solution in each dimension become:
Spherical coordinates:
d2Φ
dφ2
+ m2Φ = 0
Φ(φ) = Φ1eimφ +Φ2e−imφ (2.25)
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1
sin θ
d
dθ
(
sin θ
dΘ
dθ
)
+
[
n(n + 1)− m
2
sin2 θ
]
Θ = 0
Θ(θ) = Θ1Pmn (cos θ) (2.26)
1
r2
d
dr
(
r2
dR
dr
)
+
(
k2 − n(n + 1)
r2
)
R = 0
R(r) =
{
R1 jn(kr) + R2yn(kr)
R3h
(1)
n (kr) + R4h
(2)
n (kr)
(2.27)
Polar coordinates:
d2Φ
dφ2
+ n2Φ = 0
Φ(φ) = Φ1einφ +Φ2e−inφ (2.28)
d2R
dr2
+
1
r
dR
dr
(
k2 − n
2
r2
)
R = 0
R(r) =
{
R1 Jn(kr) + R2Nn(kr)
R3H
(1)
n (kr) + R4H
(2)
n (kr).
(2.29)
jn(·), yn(·) and hn(·) represent the three kinds of spherical Bessel functions, Jn(·),
Nn(·) and Hn(·) represent the three kinds of Bessel functions, and Pmn (·) represents
the Legendre function of the first kind. Φ1, Φ2, Θ1 and Ri (i = 1 . . . 4) are arbitrary
constants. m and n are integer constants owing to the periodicity of φ and to ensures
the solutions converge at cos θ ∈ {−1, 1} [106]. The general solutions are a complete
set of orthogonal functions in the relevant range of θ, φ, and form the basis functions
that can be used to describe a sound field1. The appropriate form of (2.27) and (2.29)
is determined by nature of the particular pressure field being considered as shown in
Section 2.4, where the former represents the standing wave solutions and the latter
represents the travelling wave solutions applicable to a fixed (far field) or changing
(near field) pressure field in space, respectively.
2.3.1 General Solution to the Helmholtz Equation
The general solution to the Helmholtz equation can now be expressed using (2.25) -
(2.29) as follows [106].
1The interested reader is referred to [106] for additional details.
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(a) (b)
Figure 2.3: (a) Interior and (b) exterior domains of a sound field.
Spherical coordinates:
p(r, t;ω) =

∞
∑
n=0
n
∑
m=−n
[
Amn(ω)jn(kr) + Bmn(ω)yn(kr)
]
Ymn (θ, φ)e−iωt
∞
∑
n=0
n
∑
m=−n
[
Cmn(ω)h
(1)
n (kr) + Dmn(ω)h
(2)
n (kr)
]
Ymn (θ, φ)e−iωt,
(2.30)
where Ymn (θ, φ) are spherical harmonics, the orthogonal basis functions on the
sphere, given by
Ymn (θ, φ) ≡
√
(2n + 1)
4pi
(n−m)!
(n + m)!
Pmn (cos θ)e
imφ.
Polar coordinates:
p(r, t;ω) =

∞
∑
n=−∞
[
An(ω)Jn(kr) + Bn(ω)Nn(kr)
]
einφe−iωt
∞
∑
n=−∞
[
Cn(ω)H
(1)
n (kr) + Dn(ω)H
(2)
n (kr)
]
einφe−iωt.
(2.31)
The general solutions to the Helmholtz equation in (2.30) and (2.31) can now be
used to characterize the sound field in any source-free spatial region. We consider
two regions known as the interior and exterior domain, illustrated in Figure 2.32.
2The interior and exterior domain is bounded by a boundary B, which for illustration purposes is
denoted by a circular dotted line. In reality, B maybe a spherical, cylindrical or arbitrarily shaped shell
enclosing the region of interest and is defined as applicable in the text.
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2.3.1.1 Interior Domain Solution
The interior sound field can be defined as a source-free spatial region within the
boundary B in Figure 2.3(a). The acoustic medium is homogeneous in this region,
hence, the solutions to the Helmholtz equation can be used to characterize the sound
field.
The general solution applicable in this scenario is determined by the behaviour of
the basis functions within this region. For example, |Nn(·)| → ∞ and |yn(·)| → ∞ for
kr → 0, and are therefore ill suited to describe a finite sound field. Thus, the general
solution for the interior domain becomes
Spherical coordinates:
p(r, t;ω) =
∞
∑
n=0
n
∑
m=−n
βmn(ω)jn(kr)Ymn (θ, φ)e
−iωt (2.32)
Polar coordinates:
p(r, t;ω) =
∞
∑
n=−∞
βn(ω)Jn(kr)einφe−iωt. (2.33)
βmn(ω) and βn(ω) are commonly known as the sound field coefficients; a series of
weights for the orthogonal basis functions that can be used to describe any sound
field within B. The basis functions themselves, jn(kr)Ymn (θ, φ) and Jn(kr)einφ, are also
known as sound field modes. Thus, the description of the sound field using the
sound field coefficients is also known as modal decomposition.
The decomposed modes are obtained form the spatial Fourier transform of (2.32)
and (2.33) using the measured sound pressure at the boundary B of the region of
interest. Thus, for the spherical and cylindrical shell boundary conditions,
βmn(ω) =
1
jn(kR)
∫
S2
p(R, θ, φ;ω)Ymn (θ, φ)
∗ sin θdθdφ (2.34)
and
βn(ω) =
1
Jn(kR)
∫ 2pi
0
p(R, φ;ω)e−inφ dφ, (2.35)
where jn(kR), Jn(kR) 6= 0. It should however be noted that the zero crossings of the
Bessel functions can affect the accuracy of the estimated sound field coefficients for
some kR. The use of multiple spherical shells and rigid microphone arrays are some
of the more robust techniques used to overcome this problem and estimate the sound
field coefficients [2, 13, 34].
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2.3.1.2 Exterior Domain Solution
The exterior domain of a sound field is defined as a source-free spatial region outside
the boundary B in Figure 2.3(b). We assume that the sound field in this region is
excited by a radiating source or sources within B. As with the interior domain, the
solutions to the Helmholtz equation can be applied. However, a finite sound field at
the origin of the region of interest is no longer a necessity. Hence, we consider the
second set of solutions based on the Hankel functions, i.e., the Bessel functions of
the third kind. By convention, the Hankel functions of the second kind, h(2)n (·) and
H(2)n (·), represent inward radiating waves. Thus, Dmn(ω), Dn(ω) = 0 for outward
radiating waves in the exterior domain.
The general solution for the exterior domain can therefore be expressed as
Spherical coordinates:
p(r, t;ω) =
∞
∑
n=0
n
∑
m=−n
βmn(ω)h
(1)
n (kr)Ymn (θ, φ)e
−iωt (2.36)
Polar coordinates:
p(r, t;ω) =
∞
∑
n=−∞
βn(ω)H
(1)
n (kr)einφe−iωt. (2.37)
The decomposed modes are obtained from the spatial Fourier transform of (2.36) and
(2.37) using the measured sound pressure at the boundary B of the region of interest.
Thus, for the spherical and cylindrical shell boundary conditions,
βmn(ω) =
1
h(1)n (kR)
∫
S2
p(R, θ, φ;ω)Ymn (θ, φ)
∗ sin θdθdφ (2.38)
and
βn(ω) =
1
H(1)n (kR)
∫ 2pi
0
p(R, φ;ω)e−inφ dφ. (2.39)
2.3.2 Helmholtz Integral Equation and Green’s Functions
Consider an alternate approach to solving the acoustic wave equation based on the
pressure and its normal derivatives at the boundary B. In this scenario, we apply
Green’s second identity to the homogeneous acoustic wave equation in (2.19) to ob-
tain the following relation [106], known as the Helmholtz Integral Equation (HIE).
p(r′;ω) =
∫∫
S
[
G(r|r′;ω)∂p(r;ω)
∂n
− p(r;ω) ∂
∂n
G(r|r′;ω)
]
dS, (2.40)
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where S is the surface created by B, n is the normal derivative of p at the boundary,
r represents the vector direction of each pressure measurement on S and G(r|r′;ω) is
the free-space Green’s function. Equation (2.40) is applicable to any point r′, within
and outside B for the interior and exterior domains respectively.
Mathematically, the Green’s function represents an impulse response to an inho-
mogeneous differential equation. Hence, if we consider the scenario where a spatially
constrained source exists at some location, i.e., a point source in space, the Green’s
function represents the transfer function of the acoustic channel between the source
and any other location in space. The Green’s function itself is obtained from the
inhomogeneous wave equation given by
∇2 p(r;ω) + k2 p(r;ω) = −δ(r− d), (2.41)
where d is the is the location of the point source and r is the evaluation point. The
solution to (2.41) consists of two parts; a homogeneous solution and a particular so-
lution, where the particular solution is also known as the free-space Green’s function.
Naturally, the Green’s function is dependent on the dimensions of the sound field,
and can be expressed as
Spherical coordinates:
G(r|d;ω) = 1
4pi
e−ik|r−d|
|r− d| (2.42)
Polar coordinates:
G(r|d;ω) = i
4
H(2)0 (k |r− d|) , (2.43)
where k = ω/c is the wave number.
2.4 Acoustic Channel Effects on a Measured Sound Field
In the course of this thesis, we consider two types of acoustic channel effects that
alter the received sound field; scattering and reverberation. This section describes
the background concepts of modelling these channel effects using the solutions to
the acoustic wave equation.
2.4.1 Scattering in a Sound Field
Consider a sound field created by an incoming plane wave, which is scattered by
several complex-shaped scatterers in space, illustrated in Figure 2.4(a). Applying the
travelling wave solutions to the acoustic wave equation for the source-free spatial
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(a) (b)
Figure 2.4: Scattering of a sound field (a) complex scattering (b) rigid sphere scatterer.
region bounded by B1 and B2 (assumed to be spherical shells for simplicity), the
sound field pressure at a point r can be expressed as
p(r;ω) =
∞
∑
n=0
n
∑
m=−n
[
Cmn(ω)h
(1)
n (kr) + Dmn(ω)h
(2)
n (kr)
]
Ymn (θ, φ) (2.44)
For the purpose of this discussion we derived (2.44) from (2.30) in a 3-D spherical
coordinate system. However, a similar representation for a 2-D sound field can be
obtained from (2.31) in polar coordinates. The sound field coefficients in (2.44) can
now be computed by solving the two linear equations
Cmn(ω)h
(1)
n (kR1) + Dmn(ω)h
(2)
n (kR1) =
∫
S2
p(R1, θ, φ;ω)Ymn (θ, φ)
∗ sin θdθdφ (2.45)
and
Cmn(ω)h
(1)
n (kR2) + Dmn(ω)h
(2)
n (kR2) =
∫
S2
p(R2, θ, φ;ω)Ymn (θ, φ)
∗ sin θdθdφ, (2.46)
where the sound pressure p(·) is measured along the boundaries B1 and B2.
A simpler scenario of the same problem is illustrated in Figure 2.4(b), where a
single rigid sphere scatters an incoming plane wave. The sound field pressure is
measured at a boundary B located at the surface of the sphere, where the measured
sound field is a combination of the incoming plane wave and the scattered wave,
given by
p(ra;ω) = pi(ra;ω) + ps(ra;ω). (2.47)
ra is the position vector on the surface B, and pi(·), ps(·) are the incoming and scat-
tered pressure waves. For a plane wave incident from (θi, φi), the incoming pressure
§2.4 Acoustic Channel Effects on a Measured Sound Field 23
wave can be expressed using the general solution to the wave equation in the interior
domain using a spherical coordinate system [106]. Thus,
pi(ra;ω) = e−iki·ra = 4pi
∞
∑
n=0
(−i)n jn(kra)
n
∑
m=−n
Ymn (θ, φ)Y
m
n (θi, φi)
∗. (2.48)
The scattered wave can be expressed similarly [106] as
ps(ra;ω) =
∞
∑
n=0
Cmn(ω)h
(1)
n (kra)
n
∑
m=−n
Ymn (θ, φ), (2.49)
where Cmn(·) is an unknown arbitrary constant that describes the outward radiating
wave field.
Although the formulation in (2.49) above was derived in the context of a rigid
sphere scatterer shown in Figure 2.4(b), it is equally applicable to any arbitrarily
shaped rigid body and boundary B. Thus, Cmn(·) can be computed by considering
the normal velocity at the surface B. For a rigid body, the normal velocity must be
zero; hence,
∂
∂n
(
pi(ra;ω) + ps(ra;ω)
)∣∣∣
ra∈B
= 0, (2.50)
where n represents the normal vector to the surface of the body at ra. The general
radiating sound field coefficient could therefore be expressed from (2.48) - (2.50) as
Cmn(ω) = −4pi(−i)nYmn (θi, φi)∗
∫
B
∂
∂n
(
jn(kra)Ymn (θa, φa)
)
∂
∂n
(
h(1)n (kra)Ymn (θa, φa)
) dB. (2.51)
The simplest case of (2.51) applies to a rigid sphere, which yields
Cmn(ω) = −4pi(−i)nYmn (θi, φi)∗
j′n(kra)
h′(1)n (kra)
, (2.52)
and a total sound field pressure given by
p(ra;ω) = 4pi
∞
∑
n=0
(−i)n
[
jn(kra)− j
′
n(kra)
h′(1)n (kra)
h(1)n (kra)
]
n
∑
m=−n
Ymn (θ, φ)Y
m
n (θi, φi)
∗.
(2.53)
Naturally, the solution to (2.51) that corresponds to a complex-shaped body is
significantly more complex than the rigid sphere solution in (2.52). Hence, the sig-
nals measured by the sensors distributed on this rigid body will exhibit complex
variations with frequency, which can be considered as a form of spatial diversity
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Figure 2.5: Geometric representation of a first-order (image depth of 1) reverberant
2-D sound field created by a point source using the image source model.
in the frequency-domain of the acoustic channel. Chapter 3 explores the process of
exploiting this form of diversity for high-resolution broadband direction of arrival
estimation. Similarly, in binaural localization, the auditory system can be viewed as
a rigid body with two sensors, where the frequency-domain diversity information
plays a more dominant role. Chapter 4 investigates this scenario, and its impact on
the localization performance.
2.4.2 Reverberation in a Sound Field
In the process of modelling reverberation, in general, we can consider two types;
diffuse field reverberation and geometric reverberation models. The former assumes
that reverberation can be modelled as a collection of far field sources or plane waves,
and implies that the room in question is large with respect to the frequency of the
source. However, this is not appropriate for smaller rooms, as the sound field be-
comes more directionally oriented when the source is closer to one of the walls.
Hence, the walls, floor and ceiling can be considered as reflecting surfaces and used
to obtain a geometric representation of reverberation in a fully or partially enclosed
listening room.
§2.4 Acoustic Channel Effects on a Measured Sound Field 25
The image-source model [6] is a well-known geometric model, where the re-
verberant sound field is modelled as the resultant of a collection of virtual image
sources located at the reflection points with respect to the walls (the reflection points
are calculated in a similar fashion to image locations in optical mirrors). Figure
2.5 illustrates a simple first-order reflection approximation (image depth of 1) of re-
verberation of a point source in a two dimensional room. Hence, if we consider a
source-free spatial region enclosed by the boundary B, the effect of reverberation on
the measured sound field can be described using the solutions to the acoustic wave
equation as follows.
Consider a point source located at d ≡ (d, φd). The incident sound field at r can
now be expressed as
pd(r;ω) =
i
4
H(2)0 (k |r− d|) S0, (2.54)
in a two dimensional sound field. pd(·) represents the direct path or desired source
pressure at r, S0 represents the time-varying amplitude of the source, while the re-
maining quantities describe the 2-D Green’s function. Although the following dis-
cussion is limited to the 2-D scenario for simplicity, reverberation in a 3-D sound field
follows naturally from (2.54) and can be expressed similarly. Applying the addition
theorem for cylindrical harmonics [106], (2.54) can be expanded further, such that
pd(r;ω) =
i
4
S0
∞
∑
n=−∞
H(2)n (kd)e−inφd Jn(kr)einφ. (2.55)
Equation (2.55) represents the interior sound field created by a 2-D point source, and
can therefore be expressed using the familiar solutions to the acoustic wave equations
as
pd(r;ω) =
∞
∑
n=−∞
βdn(ω)Jn(kr)e
inφ, (2.56)
where
βdn(ω) =
i
4
S0H
(2)
n (kd)e−inφd
are the sound field coefficients of the desired or direct path sound field.
Now consider the reverberant sound field pr(r;ω), created by the superposition
of I image sources with the position vectors di ≡ (di, φi) for i = 1 . . . I.
pr(r;ω) =
I
∑
i=1
Si H
(2)
0 (k |r− di|) =
I
∑
i=1
Si
∞
∑
n=−∞
H(2)n (kdi)e
−jnφdi Jn(kr)ejnφ, (2.57)
where j =
√−1, and Si is the time-varying amplitude of the ith image source, a
scaled version of S0 determined by the reflection coefficient of the walls and the
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image depth. Rearranging the order of summations, we obtain the reverberant sound
field coefficients
βrn(ω) =
I
∑
i=1
Si H
(2)
n (kdi)e
−jnφdi . (2.58)
The measured sound field in the reverberant room is given by the sum of both
direct path and reverberant sound fields and can be expressed as
p(r;ω) = pd(r;ω) + pr(r;ω) =
∞
∑
n=−∞
βn(ω)Jn(kr)einφ, (2.59)
where
βn(ω) = β
d
n(ω)
[
1+
βrn(ω)
βdn(ω)
]
= βdn(ω) [1+ H
r
n(ω)]
for βdn(ω) 6= 0. Thus, the reverberation effects become a linear transformation of the
desired sound field. Chapter 6 explores the process of estimating this transformation
in order to actively control the reverberant effects of a listening room in sound field
reproduction applications.
2.5 Summary
This chapter summarizes the background concepts of modelling sound propagation,
scattering and reflections using orthogonal basis functions in a spatial domain. First,
we linearize the acoustic wave equation by exploiting the fact that perceived sound
is a variation in the ambient sound pressure. The relationship between the sound
pressure, velocity and particle density was then used to describe sound propagation
in a homogeneous medium in terms of a single quantity, pressure or velocity, known
as the Helmholtz equation. Next, the general solutions to the source-free interior
and exterior spatial sound fields were presented as a linear weighting of the orthog-
onal spatial basis functions. Finally the scattering and reverberation of a sound field
was described using the general solutions to the acoustic wave equation. We showed
that scattering caused by a complex-shaped rigid body creates additional diversity
in the frequency-domain, which can be exploited for source localization applications.
Finally, the geometric reverberation in a listening room was shown to be a transfor-
mation of the direct path sound field, which could potentially be actively controlled
for sound field reproduction within a region.
Chapter 3
Broadband Direction of Arrival
Estimation using Sensor Arrays on
Complex-Shaped Rigid Bodies
Overview: This chapter introduces a broadband direction of arrival estimator for source
localization, using a sensor array mounted on a complex-shaped rigid body. The proposed
method considers the scattering and reflections off the rigid body to be a form of spatial
diversity that can be exploited for high-resolution direction of arrival estimation. We describe
the process of extracting this information by separating and focussing the broadband signal
into multiple subband signals in frequency. A signal subspace approach is then applied to
collate the diversity information in the frequency subbands and estimate the source directions
of arrival. In contrast to the existing localization techniques, the superior performance of the
proposed method is demonstrated through simulation examples of a uniform circular array and
an array on a hypothetical rigid body. The results indicate that clearer separation of closely
spaced sources is possible, albeit at a minimum cost of a linear increase in computational
complexity.
3.1 Introduction
Direction of arrival (DOA) estimation of multiple sources using sensor arrays has
been an active problem in signal processing for decades. The geometry of the sensor
array plays a major role in determining the source separation capability in sonar,
radar, robotics and communications applications, where accurate localization is im-
portant. Traditionally, the various linear, circular and spherical sensor arrays used
for DOA estimation assume free field propagation conditions between the source and
sensors. However, this may not be true in certain applications, due to the scattering
and reflection of sound waves by the rigid body used as a sensor mount. These effects
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are generally exacerbated as the shape and structure of the mounting object becomes
more complex, but they could be considered as a form of spatial diversity contained
in the frequency-domain of the channel transfer function. This chapter introduces a
DOA estimation method based on signal subspace techniques that exploits the addi-
tional diversity afforded by a sensor array mounted on a complex-shaped rigid body,
such as an aircraft, submarine or robotic platform.
Broadband DOA estimation techniques can be broadly categorized into those
based on cross-correlation analysis, high-resolution signal subspace techniques or a
combination of the two. Cross-correlation-based techniques are typically described
using simple array geometries in free field, yet are equally applicable to a sensor
array mounted on a rigid body. The time difference of arrival (TDOA) at the sensors
is inherently a function of source direction. Therefore, the TDOA at the peaks of the
cross-correlation function can be used to identify the source directions of arrival. The
Steered Response Power (SRP) [30] method is a popular multi-sensor implementa-
tion of the Generalized Cross Correlation (GCC) method [54], that exploits the corre-
lation between signals for DOA estimation. Although more successful multi-sensor
variants of these algorithms have been developed [31], they are still fundamentally
TDOA estimators, that map time delay to a source location. Hence, any diversity
present in the frequency-domain of the channel transfer function remains unseen
and unutilized by these DOA estimators.
Signal subspace techniques such as MUltiple Signal Classificiation (MUSIC) [88]
and Estimation of Signal Parameters via Rotational Invariance Techniques (ESPRIT)
[87] are inherently narrowband methods of DOA estimation. The Coherent Signal
Subspace (CSS) [101] was proposed in order to transform the broadband DOA esti-
mation problem into a narrowband problem. This was achieved by transforming (fo-
cussing) each subband of the broadband signal into a known narrowband frequency.
The concept of the CSS has since been developed into a number of broadband DOA
estimation techniques based on beamforming [58, 102, 103], modal decomposition
[1, 99] and unitary focussing matrices [46, 47, 101]. Although uniform linear arrays
(ULAs) are typically required for the DOA estimation algorithms based on ESPRIT,
narrowband transformations that map arbitrary array geometries to ULAs [8, 27, 110]
have been demonstrated. Hence, the broadband DOA estimators based on MUSIC
and ESPRIT can theoretically be adapted to any array geometry, including a sen-
sor array mounted on a complex-shaped rigid body. However, the complicated be-
haviour of the channel transfer functions in the frequency-domain make them far
more susceptible to imperfections in the frequency focussing process, which can re-
sult in a reduction of the DOA estimation accuracy as described in Appendix B. As an
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example, consider Wideband MUSIC [101], a MUSIC broadband DOA estimator that
implements the CSS concept. The broadband signals are segmented into multiple
frequencies, multiplied by a frequency focussing transformation, and the resulting
focussed correlation matrices are then aggregated. For a sensor array mounted on a
rigid scatterer, the channel transfer function behaves in a complicated fashion in the
frequency-domain, and results in imperfections in the numerical calculation of the
focussing transformations. Hence, the signal spaces of the focussed correlation ma-
trices may not fully aligned with each other. Aggregating these matrices results in the
gradual increase of the rank of the coherent signal subspace as additional frequency
segments are included. This misalignment eventually leads to the disappearance
of the noise subspace, which degrades the performance of the DOA estimator and
introduces additional complexity to the noise subspace identification process.
In this context, the human auditory system represents an excellent example of a
two sensor array mounted on a complex-shaped rigid body. The head and torso act
as scattering objects, while the structures within the pinna produce reflections that
act as multipath signals [40]. This results in direction specific changes to the phase
and amplitude of a signal, collectively known as the Head-Related Transfer Function
(HRTF). Perceptual studies in the past have found that the localization cues embed-
ded in the HRTFs provide the necessary spatial diversity information for localization
in 3-D [7, 12, 45, 70, 83, 93]. Further, these results suggest that frequency-domain
diversity is a critical piece of information used to reduce the resource requirements
of the 3-D DOA estimation problem, while improving resolution between adjacent
source locations. However, works in the area are focussed on empirical modelling
used for the special case of binaural sound source localization [48, 84, 108, 111].
In this chapter, we use the inspiration derived from biological localization mecha-
nisms to propose a broadband DOA estimation technique for sensor arrays mounted
on complex-shaped rigid bodies. In Section 3.2, we present the background theory
on the subband representation of broadband signals, and show that each subband
carries both directional and source information. This includes a frequency dependent
carrier term, which must be removed if multiple subband signals are to be combined.
Section 3.3 introduces the signal model, subband signal extraction and focussing pro-
cesses, and describes how the subband signals can be combined to retain the spatial
diversity information in frequency. Next, the channel transformation matrix is de-
fined, and used to derive the requirements for the existence of a noise subspace.
Section 3.4 describes the broadband DOA estimators for several DOA estimation sce-
narios; an ideal scenario where sources are uncorrelated between subbands, the real-
world equivalent of the ideal scenario and the DOA estimation of known sources.
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Figure 3.1: Source-sensor channel impulse responses of a sensor array mounted on a
complex-shaped rigid body.
The performance of our algorithm is compared with a correlation-based DOA esti-
mation technique, SRP-PHAT, and a signal subspace technique, Wideband MUSIC.
Section 3.5 briefly describes these algorithms, the performance measure for compar-
ing the different algorithms and the simulation setup. Simulation results are dis-
cussed in Section 3.7, and is followed by an analysis of the computational complexity
in Section 3.8.
3.2 System Model and Signal Representation
Consider M sensors located on a complex-shaped rigid body at distinct spatial posi-
tions as illustrated in Figure 3.1. Let hm(Θq, t) be the acoustic impulse response from
the qth (q = 1, . . . , Q) source in the direction Θq ≡ (θq, φq) to the mth (m = 1, . . . , M)
sensor. The sources are located in the far field (rq the distance to the source satis-
fies the conditions 2pi f rq/c  1 and rq  r, for an operating frequency f , speed of
sound c and an array radius r [106]), where they exhibit plane wave behaviour in the
local region of the sensor array. The received signal at the mth sensor is given by
ym(t) =
Q
∑
q=1
hm(Θq, t) ∗ sq(t) + n˜m(t), (3.1)
where sq(t) is the qth source signal, n˜m(t) is the diffuse ambient noise1 at the mth
sensor and ‘∗’ denotes the convolution operation. A Fourier series representation
1In most practical systems, measured noise consists of noise originating at distinct spatial locations
and ambient noise that lacks any directional attributes. Hence, the Q identifiable sources in the sound
field may consist of both legitimate targets and noise sources. n˜m(t) represents the effects of the diffuse
noise field that forms the ambient noise floor of the system.
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Figure 3.2: Convolution of a source signal s(τ) and the source-sensor channel im-
pulse response h(τ).
can now be used to model the received signal in (3.1) as a collection of subband
signals.
3.2.1 Subband Expansion of Audio Signals
Consider the operation of audio compression [17, 75] and speech coding techniques
[80], where a broadband signal is passed through a band-pass filter bank, down-
sampled, quantized and coded. An underlying assumption is that the source infor-
mation can be represented by a small number of samples. This concept can be used
to characterize the broadband source as a collection of subbands signals, as follows.
First, suppose there exists a broadband signal s(τ) as shown in Figure 3.2. A
symmetric Fourier series representation can be used to decompose s(τ) into a collec-
tion of equally spaced, non-overlapping subband signals, within the interval t− T ≤
τ ≤ t, where T is a window length determined by the length of the channel impulse
response and the desired frequency resolution [74]. Thus,
s(τ | t− T ≤ τ ≤ t) = 1√
T
∞
∑
k=−∞
S(k, t)ejkω0τ, (3.2)
where kω0 represents the mid-band frequency of the k
th subband and ω0 = 2pi/T is
the frequency spacing between subbands.
S(k, t) =
1√
T
∫ t
t−T
s(τ)e−jkω0τ dτ
are the Fourier series coefficients that describe the time-varying behaviour of s(τ) in
the kth subband, and are analogous to the rectangular windowed short-time Fourier
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transform coefficients of s(τ). Hence, the kth subband signal s(kω0 , t) is given by
s(kω0 , t) ,
1√
T
S(k, t)ejkω0 t. (3.3)
This implies that the information contained in the kth subband signal is completely
described by a time-varying Fourier coefficient S(k, t), and the corresponding carrier
term ejkω0 t.
3.2.2 Direction Encoding of Source Signals
The channel impulse response hm(Θq, t) can generally be approximated by a time-
limited function. Hence, hm(Θq, t) can be described using the Fourier series repre-
sentation
hm(Θq, t) =
1√
T
∞
∑
k′=−∞
Hmq(k′)ejk
′ω0 t 0 ≤ t ≤ T, (3.4)
where
Hmq(k′) =
1√
T
∫ T
0
hm(Θq, τ)e−jk
′ω0τ dτ
are time-invariant Fourier coefficients that characterize an ideal time-invariant acous-
tic propagation channel between the (m, q)th source-sensor pair. This representation
can now be used to simplify (3.1).
By substituting (3.2) and (3.4) into (3.1), the convolution of the (m, q)th source-
sensor pair is given by
hm(Θq, t) ∗ sq(t) = 1T
∫ t
t−T
(
∞
∑
k=−∞
Sq(k, t)ejkω0τ
)(
∞
∑
k′=−∞
Hmq(−k′)ejk′ω0 tejk′ω0τ
)
dτ.
(3.5)
Applying the following identity,
∫ t
t−T
ejk
′ω0τejkω0τ dτ =
T if k = −k′0 otherwise,
then leads to
hm(Θq, t) ∗ sq(t) =
∞
∑
k=−∞
Hmq(k)Sq(k, t)e−jkω0 t. (3.6)
Thus, the received signal at the mth sensor can be expressed as the summation of
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Figure 3.3: The system model above consists of signal preprocessing and DOA es-
timation stages. Conceptually, the preprocessor separates each sensor signal into K
subbands by passing it through a series of band-pass filters, before down-conversion
and down-sampling. The localization algorithm estimates the source directions of
arrival using the MK subband signals.
subband signals,
ym(t) =
Q
∑
q=1
∞
∑
k=−∞
Hmq(k)Sq(k, t)e−jkω0 t + n˜m(t). (3.7)
Each subband signal now consists of two components; a narrowband source-
direction information term Hmq(k)Sq(k, t) and a carrier term e−jkω0 t. Eliminating this
carrier term will lead to a set of focussed subband signals that can be used for DOA
estimation.
3.3 Signal Subspace Decomposition
In the previous section we observed that the subband signals of a direction-encoded
broadband source consist of a source-direction information term and a carrier term.
The following section describes the process of decomposing the M broadband sensor
signals into MK subbands, as shown in the system model in Figure 3.3. We then
describe a framework for combining the focussed subband signals for signal subspace
decomposition.
3.3.1 Subband Signal Extraction and Focussing
In (3.7), we see that each subband signal is an amplitude modulation of the subband
carrier frequency. This carrier term lacks any directional information, and is the
source of spatial aliasing [68] in the DOA estimates at high frequencies. Demodulat-
ing each subband signal can help eliminate this problem, as different subband signals
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are simultaneously focussed into a set of low frequency signals of similar bandwidth.
In practice, the functionality of the filter bank in Figure 3.3 can be implemented as a
series of mixing and low-pass filtering operations of (3.7), as shown below.
When mixed with the complex exponential ejk0ω0 t, (3.7) can be expressed as
ym(t)ejk0ω0 t =
∞
∑
k=−∞
{ Q
∑
q=1
Hmq(k)Sq(k, t)
}
e−j(k−k0 )ω0 t + n˜m(t)ejk0ω0 t. (3.8)
Passing this through an ideal low-pass filter with a filter cutoff bandwidth of ωc ≤
ω0 /2, (3.8) becomes
yˆm(k0 , t) , LPF
{
ym(t)ejk0ω0 t
}
=
Q
∑
q=1
Hmq(k0)Sq(k0 , t) + nm(k0 , t), (3.9)
where LPF {·} denotes the low-pass filter operation and nm(k0 , t) is the noise result-
ing after the mixing and low-pass filtering of n˜m(t). Hence, the broadband signal
can be separated into K subbands, where Hmq(k)Sq(k, t) are of equal bandwidth for
all k = 1 . . . K. The signals in (3.9) now form a set of frequency-focussed subband
signals (similar bandwidths but differ in amplitude and phase) that can be collated
for signal subspace decomposition and DOA estimation.
3.3.2 Matrix Equation for Received Signals
Suppose the received broadband signal of the mth sensor is decomposed into K sub-
band signals, where the subband components Hmq(k)Sq(k, t) exist for all k = 1 . . . K.
Let
yˆm(k, t) =
Q
∑
q=1
y˜mq(k, t) + nm(k, t) (3.10)
with
y˜mq(k, t) , Hmq(k)Sq(k, t). (3.11)
Equation (3.11) can now be extended to a matrix form
y˜q = Dqsq, (3.12)
where
y˜q =
[
y˜1q(1, t) y˜2q(1, t) · · · y˜Mq(K, t)
]T
(1×MK)
,
sq =
[
Sq(1, t) Sq(2, t) · · · Sq(K, t)
]T
(1×K)
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and
Dq =

H1q(1) 0 · · · 0
H2q(1) 0 · · · 0
...
...
. . .
...
HMq(1) 0 · · · 0
0 H1q(2) · · · 0
0 H2q(2) · · · 0
...
...
. . .
...
0 HMq(2) · · · 0
...
...
. . .
...
0 0 · · · H1q(K)
0 0 · · · H2q(K)
...
...
. . .
...
0 0 · · · HMq(K)

(MK×K)
is the channel transformation matrix.
By employing a vector notation, the signals received at an array of M sensors can
be compactly denoted as,
ŷ =
Q
∑
q=1
y˜q + n =
Q
∑
q=1
Dqsq + n (3.13)
where
ŷ =
[
yˆ1(1, t) yˆ2(1, t) · · · yˆM(K, t)
]T
(1×MK)
and
n =
[
n1(1, t) n2(1, t) · · · nM(K, t)
]T
(1×MK)
.
The direction information of the channel transfer functions in the direction Θq is now
represented by the channel transformation matrix Dq, while its columns represent the
directional vectors of each subband signal Sq(k, t) for k = 1 . . . K.
3.3.3 Eigenstructure of the Received Signal Correlation Matrix
Signal subspace techniques such as MUSIC exploit the presence of orthogonal signal
and noise subspaces for DOA estimation. The upper bound on the number of simul-
taneously active sources that can be identified is determined by the existence of the
noise subspace, and is related to the number of sources, sensors and the noise power
of the system. This condition can be evaluated by the eigenvalue decomposition of
the received signal correlation matrix R , E{ŷ ŷH}, where E {·} is the expectation
operator.
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Equation (3.13) can be reformulated as
ŷ = Ds + n, (3.14)
where
D =
[
D1 D2 · · · DQ
]
(MK×KQ)
and
s =
[
s
T
1 s
T
2 · · · s
T
Q
]T
(1×KQ)
.
Thus,
R = DE{ssH}DH + E{nnH} = DRsDH + σ2nI(MK×MK) , (3.15)
where Rs = E{ssH} is the source correlation matrix. We assume that noise is spa-
tially white, where σ2n represents the noise power and I is the identity matrix. For a
full rank source correlation matrix Rs (i.e., Sq(k, t) are uncorrelated for all k and q),
the eigenvalue decomposition of R becomes
R =
[
D̂S D̂N
] [ Λs 0
0 σ2nI
] [
D̂H
S
D̂H
N
]
, (3.16)
where Λs is a KQ× KQ diagonal matrix that contains the noise-perturbed eigenval-
ues of DRsDH and σ2nI forms a K(M−Q)×K(M−Q) diagonal matrix that contains
the noise power. D̂S and D̂N are matrices whose columns represent the signal and
noise eigenvectors respectively. Assuming that the signal eigenvalues (correspond-
ing to the subband signal powers
∣∣Sq(k, t)∣∣2) are greater than the noise power σ2n , the
subspaces spanned by D̂S and D̂N can be identified and used for DOA estimation.
In general, the existence of a noise subspace depends on the existence of σ2nI in
(3.16), and is related to the dimensions of R and Λs. Since the dimension of Λs is the
same as the rank of Rs, the noise subspace only exists when
rank (R) > rank (Rs) . (3.17)
The rank of Rs is greatest when Sq(k, t) are uncorrelated, hence the worst case con-
dition for the existence of the noise subspace is given by MK > KQ. This is anal-
ogous to the M > Q condition in subspace techniques such as MUSIC, but (3.17)
is relaxed when Rs is rank deficient (i.e., subband signals of the same source are
correlated). This leads to a more general condition for the existence of a noise sub-
space, MK > rank (Rs). Further, it raises the possibility of source localization in
under-determined systems (M < Q), if the correlation between subbands can be
characterized.
§3.4 Direction of Arrival Estimation Scenarios 37
3.4 Direction of Arrival Estimation Scenarios
In the previous section we described the signal and noise subspaces created by the
focussed subband signals. The noise subspace exists in systems that satisfy (3.17),
and this condition hints at several possible DOA estimation scenarios. These scenar-
ios correspond to the differences that arise from different types of sources, and their
effect on the existence and the rank of the signal subspace. This section describes the
direction of arrival estimation process for the following scenarios;
1. Unknown subband uncorrelated sources: Each source is uncorrelated across
the different subbands of itself and other sources. Knowledge of the source is
unavailable.
2. Unknown subband correlated sources: Sources may be correlated between sub-
bands of the same source, but are uncorrelated between sources (speech signals
are good examples of subband correlated sources). The correlation between
subbands is unknown.
3. Known subband correlated sources: Similar to the previous scenario; sources
may exhibit correlation between subbands, and some knowledge of this corre-
lation is available.
3.4.1 DOA Estimation: Unknown, Subband Uncorrelated Sources
Subband signals that are uncorrelated between each other is the worst-case scenario
for the existence of a noise subspace. Given that (3.17) is satisfied, the noise subspace
exists, and the channel transformation matrix Dq (for all q = 1 . . . Q) spans a subspace
of the column space of D̂s. This implies that
span
(
D̂s
)
= span
([
D1 D2 · · · DQ
])
,
and
span
(
Dq
) ⊥ span (D̂N) . (3.18)
Since Dq is a matrix, a columnwise test of orthogonality leads to the general
MUSIC broadband DOA estimate
P̂(θq, φq) =
{
K
∑
k=1
∣∣dq(k)HPN dq(k)∣∣∣∣dq(k)Hdq(k)∣∣
}−1
, (3.19)
where
dq(k) =
[
· · · 0 H1q(k) H2q(k) · · · HMq(k) 0 · · ·
]T
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is the kth column of Dq and PN = D̂N D̂
H
N
represents the measured noise space. The
summation in (3.19) tends to zero in the directions where sources exist, hence the
peaks of P̂ indicate the source directions of arrival. We have assumed that the direc-
tion information in each subband is equally important, but if necessary, a normalized
weighting factor can be introduced for the selective weighting of different subbands.
The improvements in the accuracy of the DOA estimates is due to the increased
dimensionality of the received signal correlation matrix, which retains the diversity
contained in the frequency-domain as demonstrated in Section 3.7.1. This contrasts
with traditional techniques, where the focussing process and the fixed dimension
of the received signal correlation matrix results in the loss of diversity information
encoded in frequency.
3.4.2 DOA Estimation: Unknown, Subband Correlated Sources
In the previous subsection we described a DOA estimator for uncorrelated subband
signals; i.e., Sq(k, t) are uncorrelated for all k and q. For real-world sources, the dif-
ferent subband signals may be correlated due to the properties of the broadband
source. Human speech sources are excellent examples of such sources, where a word
or phrase is a result of a signal that is modulated and resonates at multiple frequen-
cies [80]. Since the correlation between subband signals affects the signal subspace
in (3.16), the DOA estimator in (3.19) is no longer applicable. However, a subset of
the received signal correlation matrix R can still be used for DOA estimation.
An over-determined system (M > Q) naturally satisfies (3.17), and the received
signal correlation matrix of each subband will contain its own noise subspace. This
property can be used for DOA estimation as follows. Expressing (3.15) as
R =

R1 × · · · ×
× R2 · · · ×
...
...
. . .
...
× × · · · RK
 , (3.20)
it can be seen that the received signal correlation matrix has a block diagonal struc-
ture, where the kth subband forms a subband received signal correlation matrix Rk
and × denotes terms of no relevance. Thus,
Rk = D(k)E{sksHk }D(k)H + E{nknHk } = D(k)Rs(k)D(k)H + σ2n(k)I(M×M) , (3.21)
where Rs(k) is the subband signal correlation matrix E{sksHk }, σ2n(k) is the noise
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power in the kth subband,
D(k) ,
[
dˆ1(k) · · · dˆQ(k)
]
(M×Q)
=

H11(k) H12(k) · · · H1Q(k)
H21(k) H22(k) · · · H2Q(k)
...
...
. . .
...
HM1(k) HM2(k) · · · HMQ(k)
 ,
sk =
[
S1(k, t) S2(k, t) · · · SQ(k, t)
]T
(1×Q)
,
and
nk =
[
n1(k, t) n2(k, t) · · · nM(k, t)
]T
(1×M)
.
The eigenvalue decomposition of Rk is given by
Rk =
[
D̂S(k) D̂N(k)
] [ Λs(k) 0
0 σ2n(k)I
] [
D̂S(k)
H
D̂N(k)
H
]
, (3.22)
where Λs(k) is a Q× Q diagonal matrix that contains the noise-perturbed eigenval-
ues of D(k)Rs(k)D(k)H, and D̂S(k), D̂N(k) are matrices whose columns represent the
eigenvectors of the signal and noise subspaces respectively.
Since D(k) spans the signal subspace of D̂S(k), this implies that
span
(
D̂N(k)
)
⊥ span
([
dˆ1(k) dˆ2(k) · · · dˆQ(k)
])
.
The DOA estimates of different subbands can now be combined to form the MUSIC
broadband DOA estimate
P̂(θq, φq) =
{
K
∑
k=1
∣∣dˆq(k)HPN(k)dˆq(k)∣∣∣∣dˆq(k)Hdˆq(k)∣∣
}−1
, (3.23)
where PN(k) = D̂N(k)D̂N(k)
H represents the measured noise subspace of the kth
subband.
3.4.3 DOA Estimation: Known, Subband Correlated Sources
In the previous DOA estimation scenario we assumed that the correlation between
subband signals was unknown. However, this resulted in much of the diversity in R
being discarded. Consider the following practical DOA estimation scenario; locating
a known individual in a sound field of multiple speakers, with the knowledge of
a known spoken phrase. In the case of speech sources, the different subbands are
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correlated across frequency [80] during short time intervals, and remain uncorrelated
between sources. The process of incorporating any knowledge of this correlation into
the DOA estimator is described next.
From (3.15), recall that
R =
Q
∑
q=1
DqE{sqsHq }DHq + E{nnH}. (3.24)
This can be simplified further using the eigenvalue decomposition of the source cor-
relation matrix E{sqsHq }. Let
E{sqsHq } = UqΛqUHq , (3.25)
where Λq is a diagonal matrix that contains the eigenvalues of the qth source correla-
tion matrix and the columns of Uq contain the corresponding eigenvectors. Uq now
describes the relationship between the subband signals. Thus, the knowledge of the
source (e.g., for a known individual and phrase) implies that Uq is known. Equation
(3.24) can now be expressed as
R =
Q
∑
q=1
[
DqUq
]
Λq
[
DqUq
]H
+ E{nnH}, (3.26)
where DqUq contains the direction of arrival information of the qth sound source and
source specific information that is at least partially known prior to DOA estimation.
Given the existence of a noise space spanned by some D̂N , this implies that
span
(
DqUq
) ⊥ span (D̂N) . (3.27)
Comparing the above with (3.18), the DOA estimator is clearly influenced by the
correlation between the subband signals of each source. Thus, any knowledge of the
source will be beneficial for identifying the direction of arrival of a specific sound
source. For sources that are uncorrelated,
span
(
Uq
) ⊥ span (Uq′) =⇒ span (DqUq) ⊥ span (DqUq′) , (3.28)
where q 6= q′ and DHq Dq = I. Hence, the direction of arrival of a known source q′ can
be uniquely identified using the MUSIC broadband DOA estimate
P̂(θq, φq, q′) =
{
L
∑
l=1
∣∣d˜q(l)HPN d˜q(l)∣∣∣∣d˜q(l)Hd˜q(l)∣∣
}−1
, (3.29)
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where d˜q(l) is the lth column of DqUq′ and L is the number of most significant
eigenvalues of E{sq′sHq′ }.
The correlation between subband signals results in a rank reduction of E{sqsHq },
which suggests that (3.17) could be satisfied by some under-determined systems.
This implies that the knowledge of the correlation between subband signals may be
a crucial piece of information necessary for DOA estimation in under-determined
systems.
3.5 Localization Performance Measures
3.5.1 Wideband DOA Estimators
In order to evaluate the performance of the proposed DOA estimation method, we
compare its performance with two existing techniques; a wideband high-resolution
method based on narrowband MUSIC [88] and a multi-sensor variant of general-
ized cross correlation [54] method. For completeness, the basic principles of these
techniques are summarized below and discussed in detail in Appendix B.
3.5.1.1 Wideband MUSIC
A broadband extension of the narrowband MUSIC [101] DOA estimator, Wideband
MUSIC combines narrowband spatial covariance matrices to form a coherent signal
subspace of the broadband source.
At any frequency kω0 , the narrowband covariance matrix can be expressed as
Px(k) = A(k,Θ)Ps(k)A(k,Θ)H + σ2nPn(k), (3.30)
where A(k,Θ) is the array manifold matrix, and Px, Ps and Pn represent the co-
variance matrices of the measured signals, source and noise respectively. First, a
transformation T(k) [46], where
T(k)A(k,Θ) = A(k0 ,Θ),
is used to transform and focus each A(k,Θ) into a single focussed frequency k0ω0 .
The resulting covariance matrices are then combined to form the broadband spatial
covariance matrix
P˜x =
K
∑
k=1
T(k)Px(k)T(k)H = A(k0 ,Θ)P˜sA(k0 ,Θ)
H + P˜n, (3.31)
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where P˜x, P˜s and P˜n represent the focussed broadband measured signal, source and
noise covariance matrices respectively.
The focussed narrowband signals now span the same signal subspace, known as
the coherent signal subspace of the broadband sources. The formulation of (3.31) is
similar to the signal model used in narrowband MUSIC, hence the same concept and
algorithm can be applied to estimate the directions of arrival of broadband sources.
3.5.1.2 Steered Response Power - Phase Transform
A time difference of arrival estimator, the SRP-PHAT algorithm [30] is a combination
of steered beamforming and the generalized cross correlation methods.
In this algorithm, the PHAT weighted cross correlation function of the (i, j)th
sensor pair is given by the inverse Fourier transform
Rij(τ) =
1
2pi
∫ ∞
−∞
Yi(ω)Y∗j (ω)∣∣Yi(ω)Y∗j (ω)∣∣ ejωτ dω, (3.32)
where the existence of a source is identified by a peak in Rij(τ). Since each Θq
corresponds to a specific TDOA τij(Θq) at the (i, j)th sensor pair, the power responses
obtained from the individual cross correlation functions can be combined to form the
SRP-PHAT estimate
S(Θq) =
M
∑
i=1
M
∑
j=1
Rij(τij(Θq)). (3.33)
The SRP-PHAT spectrum is evaluated for all Θ, which effectively combines the
received signals strength of each sensor pair in a given direction. Hence, the peaks
in the SRP-PHAT spectrum can now be used to estimate the directions of arrival of
the broadband sources.
3.5.2 Normalized Localization Confidence
In this chapter, we will compare the performance of the proposed technique with
Wideband MUSIC and SRP-PHAT. Since the DOA estimation spectra of the different
techniques are not directly comparable, a new comparative performance measure,
the ‘Normalized Localization Confidence’ has been defined. This can be expressed
as
NLC(Θq) = 10 log10
P̂(Θq)−min{P̂(Θ)}
max{P̂(Θ)} −min{P̂(Θ)} , (3.34)
where P̂(Θ) represents the DOA spectrum of each technique. Since the spectral
peaks represent the locations with a higher probability of a source being present,
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Figure 3.4: Array geometry of (a) an eight sensor uniform circular array and (b) an
eight sensor array on a complex-shaped rigid body.
this measure (excluding the logarithm operation) effectively scales the original DOA
spectrum, with a probability of 1 and 0 assigned to the maximum and minimum
probable source locations respectively. Thus, the scaling process normalizes the DOA
spectra of the different techniques, and enables a more meaningful comparison of the
localization performance.
3.6 Channel Transfer Functions of Sensor Arrays
In order to compare the localization performance of the DOA estimators described
in the previous sections, we apply each technique to a uniform circular array and
a sensor array mounted on a complex-shaped rigid body. This section describes
the array configuration and the process of computing the channel transfer function
coefficients of the two sensor arrays.
3.6.1 Uniform Circular Array
Consider a plane wave propagating from the qth source in the direction (θq, φq), im-
pinging on the sth sensor at (θs, φs) of a Uniform Circular Array. At a frequency kω0 ,
the channel transfer function of a wave field incident on the sensor array at a radial
distance r can be expressed as described in Section 2.4.1 [106] as
Hsq(k) = ei
~kq·~rs = 4pi
∞
∑
n=0
in jn
(
kω0
c
r
)[ n
∑
m=−n
Ymn (θs, φs)Y
m
n (θq, φq)
∗
]
, (3.35)
where ~kq is the wave number vector in the direction of the source,~rs is the direction
vector to the sensor, c is the speed of sound in the medium, jn(·) is the spherical
Bessel function, Ymn (·) represents the spherical harmonic function and (·)∗ denotes
the complex conjugate operation.
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For sources and sensors located on the same horizontal plane, (3.35) can be sim-
plified further as
Hsq(k) =
∞
∑
m=−∞
Am
(
kω0
c
r
)
ejmφs e−jmφq , (3.36)
where
Am(k) =
∞
∑
n=|m|
jn
(
kω0
c
r
)
in(2n + 1)
(n− |m|)!
(n + |m|)!
[
P|m|n (0)
]2
and P|m|n (·) represents the associated Legendre function. The eight sensor uniform
circular array illustrated in Figure 3.4(a) is used in our evaluations with a radius of
9 cm, where the channel transfer function coefficients of Dq in (3.12) are computed
using the result in (3.36).
3.6.2 Sensor Array on a Complex-Shaped Rigid Body
Consider a sensor array mounted on a hypothetical complex-shaped rigid body, sim-
ilar to the illustration in Figure 3.4(b). We consider the scattering off the rigid body
to be a source of spatial diversity, and use this array to investigate the effect of spatial
diversity in the frequency-domain on the performance of DOA estimators.
This hypothetical rigid body is constructed using the HRTF information (known
to contain diversity information in the frequency-domain) of four subjects in the
CIPIC HRTF database [5]. The right and left ears of CIPIC subjects are treated as sen-
sors located at (pi/2,pi/2) and (pi/2, 3pi/2) respectively. The sensors are distributed
in the horizontal plane by introducing a rotation φrot around the vertical axis of each
subjects. For example, by letting φrot =
[
−pi/2 −pi/4 0 pi/4
]
, where each ele-
ment of φrot corresponds to the rotation applied to a specific subject, a group of eight
sensors will be distributed 45◦ apart from each other on the horizontal plane. The
resulting hypothetical body can be visualized as eight pinnae uniformly distributed
on the horizontal plane of an approximately spherical object.
Using the HRTF measurements of the CIPIC subjects sampled at 5◦ intervals2, the
kth column of the channel transformation matrix Dq can be written as
dq(k) =
[
· · · 0 H1q(k) H2q(k) · · · H8q(k) 0 · · ·
]T
, (3.37)
where Hsq(k) represents the HRTF in the direction Θq, and s = 1, . . . , 8 indicate the
2A continuous model of the channel transfer function can be obtained through the efficient sampling
of the channel impulse response at a set of discrete locations. The sampling requirements for modelling
the HRTF of a KEMAR manikin has been investigated by Zhang et al. [116], where it was found that
sampling at 5◦ was sufficient to recreate the HRTF up to 10 kHz.
§3.7 Simulation Results 45
different sensors on the rigid body. The channel transfer functions now behave in
the complicated fashion associated with this hypothetical complex-shaped scatterer,
and the resulting channel transformation matrix can be used for DOA estimation as
described in Section 3.4.
3.7 Simulation Results
In this section we compare the DOA estimation performance of the proposed MUSIC
technique, Wideband MUSIC and SRP-PHAT. The three DOA estimation scenarios
in Section 3.4 involve two types of sources; subband uncorrelated (ideal) sources and
subband correlated (real-world) sources. These conditions are reproduced using the
following signals.
• Ideal sources: Simulated by a collection of Gaussian pulses, modulated by a
sinusoidal carrier with a random phase. The Gaussian pulses are time-shifted
to remain uncorrelated between subbands and sources.
• Real-world sources: Real-world sources such as human speech exhibit some
correlation between frequencies due to the natural processes that create these
sources. Recordings of pure speech sources and of speech sources including
musical content are used to simulate the subband correlated sources.
The localization algorithm performance for the DOA estimation scenarios de-
scribed in Section 3.4 are evaluated assuming free field propagation conditions be-
tween the sources and the sensor arrays in Section 3.6, for an average signal to noise
ratio (SNR) of 10 dB. The noise is white Gaussian and the SNR is defined as the ratio
of the received source power to the noise power at the sensor, which is averaged
across the frequency bandwidth used for DOA estimation. The proposed technique
is implemented using a subband bandwidth of 50 Hz3, where the subband central
frequencies are at multiples of 50 Hz in the [0.3, 4] kHz or [0.3, 8] kHz frequency
range, as applicable. The reproduced sound sources are two seconds in length and
are sampled at 44.1 kHz. The channel transfer function coefficient Hmq(k) is calcu-
lated at each frequency bin using an 882 point Discrete Fourier Transform (DFT) of
the relevant impulse response data. A similar approach is used to implement Wide-
band MUSIC, where the narrowband covariance matrices are calculated from an 882
point moving window DFT, corresponding to 50 Hz subband bandwidths of the fil-
tered broadband signal. A focussing frequency of 2.5 kHz is used in order to avoid
3The subband bandwidth is determined through the analysis of the HRTF data, such that the peaks
and troughs of the acoustic channel transfer functions can be accurately characterized.
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spatial aliasing [68] and maximize the spatial resolution with respect to the aperture
of the sensor arrays considered. The results presented in this section use the mean
‘Normalized Localization Confidence’ obtained from 50 trial runs, where different
sound and noise sources are considered.
3.7.1 DOA Estimation: Unknown, Subband Uncorrelated Sources
Consider the DOA estimation of five subband uncorrelated sources (ideal sources),
located on the horizontal plane in the azimuth directions of 20◦, 30◦, 121◦, 150◦
and 332◦. Figure 3.5 illustrates the DOA estimation performance of each technique,
evaluated at every 5◦ in the azimuth plane using an audio bandwidth of 4 kHz.
Figures 3.5(a), (c) and (e) illustrate the localization performance using the uniform
circular array. The proposed MUSIC and Wideband MUSIC techniques produce
DOA estimation spectra of similar profile, where the proposed technique displays a
higher estimation accuracy. In this scenario, the closely spaced sources at 20◦ and 30◦
are not separated by Wideband MUSIC, whereas the proposed MUSIC technique is
on the verge of identifying the two sources. The performance of the TDOA technique
SRP-PHAT is comparatively less conclusive, where the four primary source regions
are identified at a lower source location accuracy. The closely spaced sources are
unresolvable as they are within the resolution limit of the circular array.
The DOA estimation performance using the sensor array on the complex-shaped
rigid body is shown in Figures 3.5(b), (d) and (f). The proposed MUSIC technique
clearly identifies the five source locations, with an approximately 6 dB improvement
in closely spaced source resolution (at the 20◦ and 30◦ locations) compared to the
circular array in Figure 3.5(a). The floor of the DOA spectrum has risen, but a 7 dB
minimum difference between the source and adjacent locations is achieved. The DOA
estimation performance of Wideband MUSIC and SRP-PHAT are severely degraded,
to the point where a reliable estimate of the source location is not possible. This
can be attributed to the imperfect focussing matrices used by Wideband MUSIC as
described in Appendix B, while the failure of SRP-PHAT is related to the complicated
TDOA behaviour of the sensor array on the complex-shaped rigid body.
The DOA estimation performance of the proposed method for varying SNR is
illustrated in Figure 3.6 for 5 dB and -5 dB SNR at the sensor array on the complex-
shaped rigid body. Simulation results suggest that a minimum SNR of -5 dB to 0 dB
is required to accurately resolve source locations, which loosely corresponds to the
SNR requirements of Wideband MUSIC. Figure 3.7 illustrates the DOA estimation
performance of the proposed technique with increasing audio bandwidth. In Figure
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Proposed MUSIC
(a) Proposed MUSIC: Circular array.
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Proposed MUSIC
(b) Proposed MUSIC: Array on complex object.
0 50 100 150 200 250 300 350−20
−18
−16
−14
−12
−10
−8
−6
−4
−2
0
Azimuth location (degrees)
N
or
m
al
iz
ed
 lo
ca
liz
at
io
n 
co
nf
id
en
ce
 (d
B)
 
 
Wideband MUSIC
(c) Wideband MUSIC: Circular array.
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Wideband MUSIC
(d) Wideband MUSIC: Array on complex object.
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SRP−PHAT
(e) SRP-PHAT: Circular array.
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SRP−PHAT
(f) SRP-PHAT: Array on complex object.
Figure 3.5: DOA estimates of the Proposed MUSIC, Wideband MUSIC and SRP-
PHAT techniques for subband uncorrelated sources at 10 dB SNR and 4 kHz audio
bandwidth. Subfigures (a), (c), (e) are the DOA estimates of the uniform circular
array and (b), (d), (f) are those of the sensor array on the complex-shaped rigid body.
The five sources are located on the azimuth plane at 20◦, 30◦, 121◦, 150◦ and 332◦,
indicated by the dashed vertical lines.
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Proposed MUSIC: 5 dB SNR
Proposed MUSIC: −5 dB SNR
Figure 3.6: Performance of the Proposed MUSIC estimator with SNR for uncorrelated
sources using the sensor array on the complex-shaped rigid body at 4 kHz audio
bandwidth. The five sources are located in the azimuth plane at 20◦, 30◦, 121◦, 150◦
and 332◦, indicated by the dashed vertical lines.
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Proposed MUSIC − 4kHz
Proposed MUSIC − 8kHz
(a) Proposed MUSIC: Circular array.
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Proposed MUSIC − 4kHz
Proposed MUSIC − 8kHz
(b) Proposed MUSIC: Array on complex object.
Figure 3.7: DOA estimates of the Proposed MUSIC technique for subband uncorre-
lated sources at 10 dB SNR for 4 kHz (dotted line) and 8 kHz (dot-dash line) audio
bandwidths. Subfigures (a) and (b) are the DOA estimates of the uniform circular
array and the sensor array on the complex-shaped rigid body respectively. The five
sources are located in the azimuth plane at 20◦, 30◦, 121◦, 150◦ and 332◦, indicated
by the dashed vertical lines.
3.7(a) we observe that the doubling of the audio bandwidth from 4 kHz to 8 kHz
improves the closely spaced source resolution by up to 3 dB. However, the resolution
improvements for the sensor array on the complex-shaped rigid body in Figure 3.7(b)
are marginal. This suggests that the number of subbands (K) used by the DOA
estimator is a key factor that determines the resolution of the proposed technique.
This phenomenon can be explained as follows. Consider the circular array, where
diversity is encoded in the TDOA between subband signals. Intuitively, increas-
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ing the number of subbands is loosely analogous to averaging the TDOA estimates
over multiple subbands. Thus, the source location accuracy is expected to improve
with increasing K. This basic relationship is applicable to the sensor array on the
complex-shaped rigid body, but it is just one factor that affects the DOA estimation
accuracy. From (3.19), it is seen that the proposed DOA estimator employs a sum of
the orthogonality tests of each subband. This implies that increasing K will improve
resolution by exploiting the spatial diversity of the additional subbands, although the
marginal contribution by each additional subband decreases due to the decreasing
SNR with frequency. Hence, the improvement in source resolution reaches a limit,
beyond which increasing K becomes ineffective (increasing K does not increase the
number of independent observations). This limit corresponds to a bandwidth of ap-
proximately 4 kHz for the hypothetical body used in our simulations. Overall, the
optimum number of subbands K and the subband bandwidth ω0 can be described as
experimentally determined design parameters related to the particular rigid body.
3.7.2 DOA Estimation: Unknown, Subband Correlated Sources
Consider the DOA estimation of five unknown subband correlated sources (real-
world sources that are independent of each other), located on the horizontal plane
in the azimuth directions of 20◦, 30◦, 121◦, 150◦ and 332◦. Figure 3.8 illustrates the
DOA estimation performance of each technique, evaluated at 5◦ intervals using an
audio bandwidth of 4 kHz.
Typically, the extracted subband signals of a real-world speech source are corre-
lated, due to the physiological processes that create speech. At low frequencies, each
subband is essentially a scaled version of the modulating signal (the spoken word
or phrase) of the speaker. Since the relationship between the different subbands is
unknown, the additional diversity information in R must be discarded to produce
the proposed MUSIC DOA estimate in (3.23). Figures 3.8(a), (c) and (e) illustrate
the DOA estimation performance of the three techniques using the uniform circular
array. As expected, the estimation accuracy of Wideband MUSIC and SRP-PHAT are
similar to the previous scenario, and the closely spaced sources cannot be resolved.
The performance of the proposed MUSIC technique is superior, and is just beginning
to resolve the closely spaced sources at 20◦ and 30◦.
The DOA estimation performance using the sensor array on the complex-shaped
rigid body is illustrated in Figures 3.8(b), (d) and (f). As in the previous scenario,
Wideband MUSIC and SRP-PHAT are unable to produce a clear estimate of the
source directions of arrival, whereas the proposed MUSIC technique accurately iden-
tifies the source directions for SNRs above 0 dB. A 6 dB minimum separation between
50
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Proposed MUSIC
(a) Proposed MUSIC: Circular array.
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Proposed MUSIC
(b) Proposed MUSIC: Array on complex object.
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Wideband MUSIC
(c) Wideband MUSIC: Circular array.
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Wideband MUSIC
(d) Wideband MUSIC: Array on complex object.
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SRP−PHAT
(e) SRP-PHAT: Circular array.
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(f) SRP-PHAT: Array on complex object.
Figure 3.8: DOA estimates of the Proposed MUSIC, Wideband MUSIC and SRP-
PHAT techniques for subband correlated sources at 10 dB SNR and 4 kHz audio
bandwidth. Subfigures (a), (c), (e) are the DOA estimates of the uniform circular
array and (b), (d), (f) are those of the sensor array on the complex-shaped rigid body.
The five sources are located in the azimuth plane at 20◦, 30◦, 121◦, 150◦ and 332◦,
indicated by the dashed vertical lines.
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(a) Proposed MUSIC: Circular array.
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(b) Proposed MUSIC: Array on complex object.
Figure 3.9: DOA estimates of two known sources (imperfect source knowledge) in a
sound field of three sources, using the Proposed MUSIC technique at 10 dB SNR and
4 kHz audio bandwidth. The simulated sources are correlated between subbands,
but uncorrelated between each other. Subfigures (a) and (b) are the DOA estimates
of the uniform circular array and the sensor array on the complex-shaped rigid body
respectively. The sources are located in the azimuth plane at 120◦, 150◦ and 330◦,
indicated by dashed vertical lines.
the source and adjacent locations is achieved at a SNR of 10 dB; a 1 dB reduction in
comparison with the previous estimation scenario.
These results imply that real-world sources can be localized without any source
knowledge, and that the lack of inter-subband information in (3.15) has a negligi-
ble impact. Hence, the proposed technique effectively utilizes the frequency-domain
diversity of the complicated channel transfer functions, while reducing the compu-
tational complexity for the real-world DOA estimation scenario.
3.7.3 DOA Estimation: Known, Subband Correlated Sources
Consider the scenario where a particular speaker is to be located in a multi-source
sound field using a spoken word or phrase; the classic cocktail party scenario. If the
knowledge of the speaker and the speech is available, the relationship between the
subband signals can be established. Thus, it is possible to obtain a DOA estimate of
a particular source as described in Section 3.4.3. Figures 3.9 and 3.10 illustrate the
DOA estimation performance of the proposed MUSIC technique, where the sources
are located on the horizontal plane in the directions 120◦, 150◦ and 330◦.
Figure 3.9 shows the DOA estimates of ideal sources (partially correlated across
subbands), where the two plots are the DOA estimates of the sources at 120◦ and
330◦, respectively. We have assumed that our knowledge of the source is incomplete,
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(a) Proposed MUSIC: Circular array.
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(b) Proposed MUSIC: Array on complex object.
Figure 3.10: DOA estimates of two known sources (imperfect source knowledge) in a
sound field of three sources, using the Proposed MUSIC technique at 10 dB SNR and
4 kHz audio bandwidth. Three real-world speech and speech + music sources are
simulated. Subfigures (a) and (b) are the DOA estimates of the uniform circular array
and the sensor array on the complex-shaped rigid body respectively. The sources are
located in the azimuth plane at 120◦, 150◦ and 330◦, indicated by the dashed vertical
lines.
hence L in (3.29) is selected to include the eigenvalues greater than 50% of the max-
imum eigenvalue of each source. Figure 3.9 suggests that the specified source can
be localized with similar performance as the multi-source DOA estimation scenarios
discussed previously. As expected, the localization performance using the sensor ar-
ray on the complex-shaped rigid body is superior to the uniform circular array, and
a sharper separation of adjacent locations is observed.
Figure 3.10 illustrates the DOA estimation performance of real-world sources,
i.e., the speech and speech + music signals described previously. As in the previous
case, L is selected to include the eigenvalues greater than 50% of the maximum
eigenvalue, while the source correlation matrices are calculated in 25 ms intervals;
the time period is selected to ensure that the statistics of the speech signal remains
stationary [29, 64, 80]. In practice, the speaker’s words and tone of voice can be
used to derive the relationship between the subband signals. The DOA spectrum
is averaged across multiple time intervals (syllables) to obtain the DOA estimates
as shown in Figure 3.10. Both sensor arrays identify the actual source locations,
although the performance gained by using the sensor array on the complex-shaped
rigid body is reduced in Figure 3.10(b). Comparing Figures 3.9 and 3.10, it can be
seen that the imperfect knowledge of the source statistics affects the DOA estimation
performance. However, any knowledge gained can now be applied to other subspace
reduction techniques [16] for iterative DOA estimation in under-determined systems.
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Table 3.1: Computational complexity of the DOA estimation process using the pro-
posed technique and Wideband MUSIC.
Proposed method Wideband MUSIC
Subband decomposition /
Discrete Fourier Transform K · O (L) O (N log N)
Correlation matrix
computation KT · O
(
M2
)
to T · O (M2K2) KT · O (M2)
Eigenvalue decomposition K · O (M3) to O (M3K3) O (M3)
DOA estimation K · O (M2) to O (M2K2) O (M2)
3.8 Computational Complexity
The computational complexity of the DOA estimators proposed in Section 3.4 varies
in each scenario. DOA estimation of unknown, uncorrelated sources in Section 3.4.1
and DOA estimation of unknown, correlated sources in Section 3.4.2 represent the
most and least computationally complex scenarios respectively. Table 3.1 compares
the computational complexity of these two scenarios in the big-O notation using the
number of multiplication operations as an estimate of the complexity. Each algo-
rithm can be separated into four main stages; subband extraction, correlation matrix
calculation, eigenvalue decomposition and direction of arrival estimation. The sym-
bols used in the big-O notation, M, K, N, L and T represent the number of sensors,
number of subbands, DFT window length, number of filter taps and the number of
samples used in the calculations respectively.
It can be observed that the proposed technique is generally more complex than
Wideband MUSIC, and that the increased complexity can be attributed to the lat-
ter two stages. In the most complex case (i.e., unknown, uncorrelated sources), the
increased complexity is primarily due to the eigenvalue decomposition, where the
required computations increase as the cube of K. The complexity of the correla-
tion calculation and DOA estimation stages increase as the square of K. Thus, the
most complex scenario represents a cubic increase in complexity. However, for the
least complex case (i.e., unknown, correlated sources), the computational complexity
increases linearly with K. Since the latter scenario corresponds to the DOA estima-
tion of unknown real-world sources, for many practical applications, the resolution
gained by using a sensor array on a rigid body will represent a linear increase in
complexity with the number of subbands. Although the increased resolution is ob-
tained at a cost of increasing computational complexity, a reduction in the complexity
with respect to Wideband MUSIC could be achieved with an optimized selection of
subbands, based on prior knowledge of the source or channel sensing mechanisms.
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3.9 Summary and Contributions
In this chapter, we have developed a broadband direction of arrival estimation tech-
nique for a sensor array mounted on a complex-shaped rigid body. The key to the
success of this method is the algorithm’s ability to exploit the diversity information
in the frequency-domain of the measured channel transfer function, produced by the
scattering and reflection of sound waves off the rigid body. Subband signals extracted
from the broadband received signals are used to derive a DOA estimator using a sig-
nal subspace approach. The proposed method achieves higher resolution and clearer
separation of closely space sound sources, in comparison to existing DOA estimators.
Specific contributions made in this chapter are:
i The concept of using frequency-domain diversity for DOA estimation was intro-
duced. In this context, the diversity information was derived from the scattering
and reflections caused by the rigid body that acts as the mounting object of a
sensor array.
ii A subband signal decomposition and focussing method was provided for ex-
tracting the spatial diversity information in the broadband received signals. This
method arose from the interpretation of a broadband source as a collection of
modulated narrowband sources.
iii A method was developed to combine the subband source information across
frequency, such that the diversity in the frequency-domain was retained. This
was achieved by creating a higher dimensional received signal correlation ma-
trix, where the focussed subband signals act as a set of co-located independent
sources. We showed that this formulation leads to a number of DOA estimation
scenarios, where a DOA estimator based on signal subspace concepts could be
applied.
iv The performance of the proposed DOA estimator was evaluated in each scenario
and compared with existing DOA estimators. It was shown that higher resolution
and clearer separation of closely spaced sources can be achieved by exploiting
the frequency-domain diversity, albeit at a minimum cost of a linear increase in
computational complexity.
Finally, the Cramér-Rao Bound (CRB) is an important benchmark for the compar-
ison of direction of arrival estimators. The derivation of the CRB for a sensor array on
a complex-shaped rigid body and an analysis of its closely spaced source resolution
capabilities are discussed in Chapter 5.
Chapter 4
Binaural Sound Source Localization
using the Frequency Diversity of
the Head-Related Transfer Function
Overview: This chapter investigates the localization performance of a binaural source loca-
tion estimator applied to the human auditory system. Localizing a source in 3-D using just
two sensors typically results in location ambiguities and false detections, and resolving this
ambiguity requires the use of the additional diversity information contained in the frequency-
domain of the head-related transfer function. In this chapter, the theoretical development of
the source location estimator in Chapter 3 has been applied to the binaural source localiza-
tion problem. The localization performance is experimentally evaluated for single and multiple
source scenarios in the horizontal and vertical planes, corresponding to regions in space where
the localization ability of humans differ. The localization performance of the proposed estima-
tor is compared with existing localization techniques, and its ability to successfully localize a
sound source and resolve the ambiguities in the vertical plane is demonstrated. The perfor-
mance impact of the actual source location and the calibration of the HRTF measurements to
the room conditions are also evaluated and discussed.
4.1 Introduction
Accurately locating the source of a sound is a matter of life or death in the natural
environment. Although binaural localization is a simple task for the neural networks
in the brain, artificially replicating these abilities has been a challenge in signal pro-
cessing. Many solutions to the multi-channel source localization problem have been
proposed, but high spatial resolution requires sensor arrays with a large number of
elements. In contrast, the auditory systems of humans and animals provide similar
levels of performance using just two sensors. A localization technique that exploits
the knowledge and diversity of the Head-Related Transfer Function (HRTF) could
therefore provide high-precision source location estimates using a binaural system.
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In the context of a human listener, a sound wave propagating from a source to the
ear is transformed as it encounters the body and pinna of the individual. The scat-
tering and reflections caused by the head, torso and pinna are both frequency- and
direction-dependent, and can be characterized using the head-related transfer func-
tion [41, 65]. A human being exploits three localization cues described by the HRTF
for sound source localization [67, 77]; interaural time difference (ITD) caused by the
propagation delay between the ears, interaural intensity difference (IID) caused by
the head shadowing effect and spectral cues caused by reflections in the pinna. Per-
ceptual experiments have shown that any change to the physical structure of the
ear can affect the source localization performance of humans [45], and reaffirms the
importance of the HRTF for binaural source localization [3, 12, 70, 83]. Given that
the HRTF at each potential source location is known, the objective of a localization
algorithm is to perform the inverse mapping of the perceived localization cues to a
source location.
A number of techniques based on correlation analysis [54], beamforming [103]
and signal subspace concepts [47, 101] have been developed for the broadband source
localization problem in free-space, and the Time Difference Of Arrival (TDOA), or
ITD in the binaural scenario, remains the most popular localization cue that is ex-
ploited. This is mainly due to the TDOA being a natural estimator of the source loca-
tion for two spatially separated sensors in the free field. However, the presence of the
head complicates the localization process in the binaural scenario. For example, the
approximately spherical shape of the human head results in regions of similar ITD,
known as a “cone of confusion” [93], where the different source locations are iden-
tified by the IID and spectral cues. Although the change in ITD including the head
and torso can be modelled using a spherical head model [4], the emphasis on ITD as
the primary localization cue could lead to front-to-back confusions and poor perfor-
mance distinguishing between locations on a sagittal (vertical) plane. This has been
demonstrated in binaural localization experiments using artificial systems [22, 60],
as well as in perceptual experiments on human subjects [21, 69, 105]. Thus, IID and
spectral cues must act as the primary localization cues that enable the accurate deter-
mination of the source location at higher frequencies. Experimental results indicate
that this is indeed the case, and that an accurate estimate of the elevation angle is
possible when the ITD or IID cues are combined with the spectral cues generated
by the pinna [3, 12, 63, 69, 70, 79, 83]. Hence, it is well established that any binau-
ral source localization mechanism must exploit all three localization cues within the
HRTF for accurate localization of a source, in both azimuth and elevation.
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A number of algorithms that incorporate IID and spectral cues have been pro-
posed for sound source localization using the HRTF information. Typically, these
methods extract the relevant acoustic features in the frequency-domain of the re-
ceived signal, and identify the source locations through a pattern matching [72, 111],
statistical [73] or parametric modelling approach [84, 115]. Correlation-based ap-
proaches [62, 100] represent a popular subset of these methods, where the correla-
tion coefficient is used as a similarity metric to identify the distinct source locations.
However, each method is not without its own drawbacks, such as the training re-
quired by the system or the high ambiguity differentiating between the actual source
location and the adjacent locations. In Chapter 3, the possibility of exploiting the di-
versity in the frequency-domain of the channel transfer function for high-resolution
broadband direction of arrival estimation was explored. In this chapter, we explore
the application of these concepts to the binaural sound source localization problem
using a Knowles Electronic Manikin for Acoustic Research (KEMAR).
The remainder of this chapter is structured as follows. For completeness, a sum-
mary of the direction of arrival estimator developed in Chapter 3, and its application
to the binaural system is described in Section 4.2. In Section 4.3, the performance
metrics used to evaluate the different localization techniques are described, and their
relevance to binaural localization is discussed. The performance of the proposed
localization method is first evaluated using simulations. Sections 4.4 describes the
simulation setup, the stimuli and the simulation scenarios, and is followed by a dis-
cussion of the localization performance in Section 4.5. The experiment setup, process
of measuring the Head-Related Impulse Response (HRIR) of the KEMAR manikin,
the stimuli used in the experiment and the different experiment scenarios are de-
scribed in Section 4.6. Finally, the localization performance of each experiment sce-
nario is evaluated in Section 4.7. The performance impact of using non-calibrated
HRTF measurements and the different source locations are also discussed in Section
4.7.
4.2 Source Location Estimation using the Head-Related
Transfer Function
The location of a far field sound source in 3-dimensional space can be described in
terms of two angles; a lateral angle α determined by ITD analysis and an elevation
angle β determined through the analysis of spectral cues [69, 70]. Thus, the location
of the qth (q = 1 . . . Q) source shown in Figure 4.1 is given by Θq ≡ (αq, βq). This
creates two localization regions; the horizontal plane at α ∈ [−90◦, 90◦], β = 0◦, and
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Θq ≡ (αq, βq)
βq
αq
Figure 4.1: A source located on a “cone of confusion” in a sagittal coordinate system.
sagittal planes at β ∈ [0◦, 360◦) for fixed values of α. These regions are dominated by
ITD and spectral cues respectively, and therefore the effect of the different localization
cues on the localization performance can be evaluated independently of each other.
4.2.1 Subband Extraction of Binaural Broadband Signals
A signal resulting from the convolution of a broadband signal and a channel im-
pulse response can be characterized using a collection of narrow subband signals. In
Section 3.2, it was shown that these subband signals can be described as the sum of
a weighted time-varying Fourier series. For a binaural system using the HRTF, the
subband expansion of a broadband signal can be expressed as follows.
The received signals at the two ears due to the qth source sq(t) is given by
yLq (t) = h
L(Θq, t) ∗ sq(t) (4.1)
and
yRq (t) = h
R(Θq, t) ∗ sq(t), (4.2)
where hL(Θq, t) and hR(Θq, t) represent the head-related impulse responses (equiv-
alent to the channel impulse response in Chapter 3) between the source and the left
and right ears in the direction Θq. They can be expanded further using a Fourier
series approximation developed in (3.6), and the received signal at the left ear can be
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Figure 4.2: Filter bank model of the binaural sound source localization system.
expressed as
yLq (t) =
∞
∑
k=−∞
HLq (k)Sq(k, t)e
−jkω0t, (4.3)
where
Sq(k, t) =
1√
T
∫ t
t−T
sq(τ)e−jkω0τ dτ
and
HLq (k) =
1√
T
∫ T
0
hL(Θq, τ)e−jkω0τ dτ.
T is the length of the time-limited head-related impulse response hL(Θq, t), ω0 =
2pi/T is the frequency resolution and kω0 is the mid-band frequency of the kth sub-
band signal. HLq (k) and Sq(k, t) represent the short-time Fourier transform coeffi-
cients of hL(Θq, t) and sq(t) respectively, and HLq (k) corresponds to the HRTF of the
left ear in the direction Θq at the frequency kω0.
The k0th subband signal in (4.3) can be expressed as
yLq (k0, t) = H
L
q (k0)Sq(k0, t)e
−jk0ω0t, (4.4)
where HLq (k0)Sq(k0, t) contains the location and source information at the frequency
k0ω0. Since the carrier term e−jk0ω0t is devoid of any location information, it can be
removed to obtain a set of focussed subband signals that contain purely location and
source information for each subband k0 = 1 . . . K. Conceptually, this is a process
of band-pass filtering and down-conversion, illustrated in Figure 4.2, and can be
implemented as a series of mixing and low-pass filtering operations. The subband
extraction and focussing process is similar to that described in Section 3.3.1, and the
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k0th extracted subband signal of (4.4) is given by
y˜Lq (k0, t) , LPF
{
yLq (t)e
jk0ω0t
}
= LPF
{
∞
∑
k=−∞
HLq (k)Sq(k, t)e
−j(k−k0)ω0t
}
= HLq (k0)Sq(k0, t), (4.5)
where LPF{·} represents an ideal low-pass filter operation using a filter cut off band-
width ωc ≤ ω0/2. The k0th subband signal of the right ear can be extracted in a
similar fashion and is given by
y˜Rq (k0, t) , HRq (k0)Sq(k0, t). (4.6)
4.2.2 Signal Subspace Decomposition
Consider a binaural source localization scenario with Q active sound sources. The
measured signal at the two ears are given by
yL(t) =
Q
∑
q=1
yLq (t) + n˜
L(t) (4.7)
and
yR(t) =
Q
∑
q=1
yRq (t) + n˜
R(t), (4.8)
where n˜L(t) and n˜R(t) are the diffuse ambient noise measurements at the left and
right ears. From (4.5) and (4.7), the extracted subband signal of the left ear at the
frequency kω0 can be expressed as
yˆL(k, t) =
Q
∑
q=1
HLq (k)Sq(k, t) + n
L(k, t), (4.9)
where nL(k, t) represents the mixed and low-pass filtered component of the noise
signal nL(t) at the frequency kω0. A similar process can be adopted to extract the
subband signals from the right ear, and by separating each binaural signal into K
(k = 1 . . . K) subbands as seen in Figure 4.2, a set of 2K subband signals can be
extracted.
The set of extracted subband signals in (4.9) can be expressed using the vector
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notation
ŷ =
Q
∑
q=1
Dqsq + n, (4.10)
where
ŷ =
[
yˆL(1, t) yˆR(1, t) · · · yˆR(K, t)
]T
1×2K
Dq =

HLq (1) 0 · · · 0
HRq (1) 0 · · · 0
0 HLq (2) · · · 0
0 HRq (2) · · · 0
...
...
. . .
...
0 0 · · · HLq (K)
0 0 · · · HRq (K)

(2K×K)
,
sq =
[
Sq(1, t) Sq(2, t) · · · Sq(K, t)
]T
1×K
,
and
n =
[
nL(1, t) nR(1, t) · · · nR(K, t)
]T
1×2K
.
Equation (4.10) is the familiar system equation used by signal subspace methods
for direction of arrival estimation [88, 101] and in Chapter 3, whose signal and noise
subspaces can be identified as follows. Reformulating the summation in (4.10),
ŷ = Ds + n, (4.11)
where
D =
[
D1 D2 · · · DQ
]
2K×KQ
and
s =
[
sT1 s
T
2 · · · sTQ
]T
1×KQ
.
For uncorrelated source and noise signals, this implies that the correlation matrix of
the received signals can be expressed as
R , E{ŷŷH} = DE{ssH}DH + E{nnH} = DRsDH + σ2nI(2K×2K) , (4.12)
where E{·} denotes the expectation operator, Rs = E{ssH} is the source correlation
matrix and σ2nI is a diagonal correlation matrix of the noise power. Eigenvalue de-
composition of (4.12) can now be used to identify the signal and noise subspaces of
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the received signal correlation matrix R. Thus,
R =
[
D̂S D̂N
] [ ΛS 0
0 σ2nI
] [
D̂H
S
D̂H
N
]
, (4.13)
where ΛS is a diagonal matrix containing the eigenvalues of E{ssH} and D̂S , D̂N
contain the eigenvectors of the signal and noise subspaces respectively. The two
subspaces created by the signal and noise eigenvectors are orthogonal to each other;
hence,
span
(
Dq
) ⊥ span (D̂N) . (4.14)
This orthogonal property can now be exploited to estimate the source location using
the HRTF information contained in Dq.
4.2.3 Source Location Estimation
The process of subbanding a broadband signal and collecting the information from
multiple subbands to be used by a signal subspace localization technique was de-
scribed in the previous subsection. In Section 3.4, it was shown that the existence of
this noise subspace is conditional, which leads to multiple localization scenarios. In
the case of a binaural system, this implies that two localization scenarios may exist;
single source localization and localizing multiple known sources. The source location
estimates of each case can be determined as follows.
4.2.3.1 Single Source Localization
Consider the scenario of localizing a single sound source (Q = 1), whose subband
signals are independent of each other (i.e., the source correlation matrix Rs is full
rank). This defines the limiting case for the existence of the noise subspace, where
rank(R)− rank(ΛS) ≥ K. (4.15)
Although this represents the worst case scenario for the existence of D̂N , the source
localization spectrum can still be estimated as described in Section 3.4.1, and is given
by
P̂(αq, βq) =
{
K
∑
k=1
∣∣dq(k)HPN dq(k)∣∣∣∣dq(k)Hdq(k)∣∣
}−1
, (4.16)
where dq(k) is the kth column of Dq and PN = D̂N D̂
H
N
is the measured noise space.
Hence, the improved localization capability is achieved through the collection of the
frequency diversity of the HRTF in the K (k = 1 . . . K) subband signals.
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4.2.3.2 Multiple Source Localization
Consider a localization scenario that involves multiple sound sources. The process
of estimating the source locations of sources localized in either time or frequency
represents a variation on the single source localization problem described previously.
Therefore, this scenario considers the localization of sound sources that are localized
in neither time nor frequency.
Equation (4.15) leads to the realization that a noise space will not exist if two or
more sound sources are independent across subbands and each other. Therefore, in
order to localize multiple sources, it is critical that the sources exhibit some corre-
lation between subband signals, while remaining uncorrelated between each other.
Speech sources are good examples of such sources, and any available knowledge of
this correlation can be exploited to determine the source locations.
The relationship between the subbands of the qth source can be expressed using
the source correlation matrix
Rq , E
{
sqsHq
}
≈ UqΛqUHq , (4.17)
where the diagonal elements of Λq represent the most significant eigenvalues of Rq
and Uq is a matrix of the corresponding eigenvectors. For a source whose subbands
are correlated with each other,
rank(Λq) < K. (4.18)
Thus, D in (4.12) can be reformulated to include the source eigenvectors Uq as
D˜ =
[
D1U1 D2U2 · · · DQUQ
]
2K×LQ
, (4.19)
where L is the nominal rank of each Λq for q = 1 . . . Q. This implies that multiple
source localization using a binaural system requires some knowledge of the source.
Thus, the localization spectrum of the q′th known source can be estimated as de-
scribed in Section 3.4.3, and is given by
P̂(αq, βq, q′) =
{
L
∑
l=1
∣∣d˜q(l)HPN d˜q(l)∣∣∣∣d˜q(l)Hd˜q(l)∣∣
}−1
, (4.20)
where d˜q(l) is the lth column of DqUq′ . However, (4.20) assumes that
span
(
Uq
) ⊥ span (Uq′) , (4.21)
hence any correlation between sources could result in localization ambiguities.
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Figure 4.3: Localization spectra of a source at azimuth 339◦ in the horizontal plane.
4.3 Localization Performance Metrics
We compare the localization performance of the proposed binaural source location
estimator with three existing source localization techniques; Wideband MUSIC [101]
based on signal subspace estimation, GCC-PHAT [54] based on cross-correlation
analysis of the received signals, and Matched Filtering [52] using the measured HRIR
data. The “Normalized Localization Confidence” defined in Section 3.5.2 is used to
compare the localization spectra of the different algorithms.
The overall performance of each source localization technique is obtained by av-
eraging the source localization spectra obtained over a number of trials, and three
performance metrics are used to evaluate the performance of each technique. Each
metric can be visualized using the example localization spectra illustrated in Figure
4.3, obtained for a single source located on the horizontal plane at azimuth 339◦.
For instance, the secondary peak of GCC-PHAT at 200◦ indicates a false detection;
specifically a front-to-back localization error that corresponds to a position on the
cone of confusion on the left side of the head. The width of each peak above a nor-
malized localization confidence threshold (fixed at 0.85 in this experiment) indicates
the uncertainty of the source location estimate, where a wider peak suggests a source
maybe located at one of many locations. Finally, the localization accuracy of a partic-
ular technique is described by the difference between the estimated source location
and the actual source location indicated by the solid vertical line.
The individual performance metrics can be defined as follows;
• Localization accuracy: Percentage of the total estimation scenarios where |Θˆq−
Θq| ≤ 5◦, and Θˆq is the estimated source location. The spatial estimation error
of 5◦ corresponds to the resolution of the HRIR measurements in Section 4.6.2.
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• False detections: Number of false source locations detected, averaged across
a number of experiment scenarios. This includes several types of possible
localization errors such as azimuth errors, elevation errors, and front-to-back
ambiguities that are sometimes also known as quadrant errors.
• Location uncertainty: Average uncertainty of an estimated source location in
degrees. The localization spectrum may indicate multiple potential source lo-
cations for each region that exceeds the specified normalized localization confi-
dence threshold. A wider region suggests that the location of the peak is more
uncertain; hence the width of the region can be considered a measure of the
spatial uncertainty of the source location estimate. Thus, the localization un-
certainty also acts as an indirect measure of the confidence of the localization
estimates.
4.4 Simulation Setup and Configuration
4.4.1 Stimuli
The characteristics of sound sources encountered in everyday source localization sce-
narios vary significantly depending upon the phenomenon generating the sound.
Since the frequency bandwidth is a parameter of the source location estimator, the
localization performance will naturally be impacted by the characteristics of the in-
dividual sound sources. Hence, the stimuli are selected to satisfy two main criteria
and are described below.
• Ideal sources: Simulated by modulated Gaussian pulses that are time-shifted to
maintain the independence of the signal envelopes. This ensures that the sub-
band signals remain uncorrelated between each other. Thus, the ideal sources
satisfy the assumptions made with respect to the nature of a source in the the-
oretical development of the proposed method in Section 4.2.3.
• Real-world sources: Represented by a collection of ten speech and musical
speech signals of 2 s and 3 s duration sampled at 44.1 kHz and stored as 16
bit WAV files. The energy of each sound source is distributed within the 300
- 8000 Hz audio bandwidth, and exhibits some correlation between frequency
subbands. This behaviour is essential for successful multiple source localization
using a binaural system, and the real-world sources correspond well to the
sound sources expected in a practical environment.
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4.4.2 Experiment Scenarios
We consider two main simulation scenarios; single and multiple source localization.
For the single source scenario, the localization performance is investigated in the
horizontal plane and a vertical plane, using the measured HRIR data from the CIPIC
HRTF database [5]. Each subject’s HRTF data is unique and characterizes the indi-
vidual’s localization ability. Hence, in order to evaluate the localization ability of a
single individual, the analysis of the data from these simulations is limited to “sub-
ject_003” of the CIPIC database. The measured signals at the ears are simulated at
a sampling rate of 44.1 kHz, where the sound sources are located at the front, back
and sides (or above as applicable) in the horizontal and vertical planes. The Signal to
Noise Ratio (SNR) is defined as the source power to noise power ratio of the average
diffuse sound fields at the two ears, where the noise is simulated by a spatially and
temporally white Gaussian noise source.
The received signals are preprocessed as described in Section 4.2.1 with a 50 Hz
band-pass filter located at 100 Hz intervals above 300 Hz. The resulting subband sig-
nals are then used to evaluate the localization performance of the proposed method
for audio bandwidths of 1400 Hz and 8000 Hz. The lower audio bandwidth loosely
corresponds to the region where ITD and head and torso effects act as the dominant
localization cues [41], while the upper bandwidth includes high frequency spectral
cues caused by the reflections off the pinna [12]. The audio bandwidth of Wideband
MUSIC and GCC-PHAT are limited to 1400 Hz, the region dominated by ITD infor-
mation, since the estimators themselves are essentially phase based estimators of the
source location. Thus, the importance of exploiting the different types of localization
cues can be evaluated separately in the horizontal and vertical planes.
4.5 Simulation Results
4.5.1 Single Source Localization Performance
The source localization performance of the proposed method is evaluated in the hor-
izontal plane and -20◦ vertical plane of “subject_003” in the CIPIC HRTF database.
We consider three source locations in the horizontal plane (i.e., α ∈ (−90◦, 90◦),
β = {0◦, 180◦}); at the azimuths 10◦, 100◦ and 200◦ corresponding to the front, side
and back regions of the individual. Similarly, three source locations are considered
in the vertical plane (i.e., α = −20◦, β ∈ [−45◦, 230◦]); at the elevations 0◦, 78◦ and
157◦ corresponding to the front, above and back regions. The localization spectra of
the proposed method is illustrated in Figures 4.4 and 4.5, where a source is detected
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(b) Localization spectra: Real-world sources
Figure 4.4: Localization spectra of a source located at azimuth 100◦ in the horizontal
plane at 15 dB SNR. Subfigures (a) and (b) are the localization spectra for ideal and
real-world sources respectively. The source location is indicated by the solid vertical
line.
Table 4.1: Average number of false detections using the proposed binaural estimator
with respect to the source location and SNR in the horizontal and vertical planes.
False Detections
SNR Location: Front Location: Side/Above Location: Back
Horizontal Vertical Horizontal Vertical Horizontal Vertical
20 dB 0.2 0.0 0.0 0.0 0.2 0.0
15 dB 0.2 0.0 0.0 0.0 0.2 0.0
10 dB 0.4 0.0 0.0 0.0 0.4 0.2
5 dB 0.8 0.4 0.0 0.8 0.6 0.8
at a normalized localization confidence threshold of 0.85. Figures 4.4 and 4.5 also
indicate the localization spectra of Wideband MUSIC and GCC-PHAT for compar-
ison purposes. The overall single source localization performance of the proposed
method for real-world sources is summarized in Tables 4.1 and 4.2.
4.5.1.1 Horizontal Plane Localization
Figure 4.4 illustrates the localization spectra of a source located on the right hand side
of the CIPIC subject in the horizontal plane. This region typically results in a high
localization uncertainty due to the slow rate of change of the ITD, and is reflected in
the Wideband MUSIC and GCC-PHAT estimates. However, the localization results
using the ideal sound sources indicate the proposed method is capable of producing
clearer source location estimates. The improved resolution can be attributed to the
preservation of the diversity in the frequency-domain by increasing the dimension-
ality of the received signal correlation matrix R, unlike Wideband MUSIC, where
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the size of the correlation matrix does not change with the audio bandwidth. This
becomes clearer when the results of the proposed method at an audio bandwidth of
8000 Hz is considered in Figure 4.4(a). The localization uncertainty increases in the
case of real-world sources in Figure 4.4(b), which is expected due to the natural decay
of speech energy at higher frequencies and the reduced rank of the source correlation
matrix Rq. Increasing audio bandwidth has a negligible impact on the performance
using real-world sources, which is also explained by the reduced source power at
high frequencies.
The results in Tables 4.1 and 4.2 suggest that the localization performance of the
different regions are considerably different. In the horizontal plane, we find a source
at the front is more likely to be detected as a source at the back; an observation
that corresponds well with the front-to-back localization errors experienced in many
binaural localization systems [70]. Similarly, a greater localization uncertainty is
observed on the side, which can be attributed to the head shadowing effect and the
reduced SNR at the contralateral ear. Overall, the localization performance appears
to be consistent with human localization abilities [23, 67]; approximately a 5◦–15◦
localization error in the horizontal plane.
4.5.1.2 Vertical Plane Localization
Figure 4.5 illustrates the localization spectra for a source located in a vertical plane,
i.e., a vertical slice of a cone of confusion. The ITD of the different source locations
are similar, thus, ITD or phase based source location estimators are unable to clearly
distinguish the actual source location. This is very clear in the GCC-PHAT and
Wideband MUSIC localization spectra, where large uncertainties and inaccuracies
are observed for both ideal and real-world sources. In the case of the ideal sources
in Figure 4.5(a), the proposed method is able to clearly identify the source location,
as well as improve the performance with the increasing audio bandwidth. However,
the real-world performance in Figure 4.5(b) is significantly degraded, and results in
larger localization uncertainty, more so at the higher audio bandwidth. Although
some performance degradation is expected when compared with the ideal source
scenario, the degraded performance at the higher audio bandwidth is primarily due
to the low SNR of the source at higher frequencies.
The results in Tables 4.1 and 4.2 suggest that different localization regions exist
in the vertical plane. Unlike the horizontal plane scenarios, false detections are less
likely in the vertical plane, due to the negligible difference in the ITD at the different
source locations. However, the localization uncertainty is greater in comparison with
the horizontal plane, where the region above the head exhibits the largest localization
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(b) Localization spectra: Real-world sources
Figure 4.5: Localization spectra of a source located at elevation 78◦ in the vertical
plane at 15 dB SNR. Subfigures (a) and (b) are the localization spectra for ideal and
real-world sources respectively. The source location is indicated by the solid vertical
line.
Table 4.2: Localization uncertainty using the proposed binaural estimator with re-
spect to the source location and SNR in the horizontal and vertical planes.
Localization Uncertainty
SNR Location: Front Location: Side/Above Location: Back
Horizontal Vertical Horizontal Vertical Horizontal Vertical
20 dB 7.2◦ 9.2◦ 30.2◦ 20.8◦ 8.0◦ 16.8◦
15 dB 7.3◦ 10.2◦ 31.6◦ 24.2◦ 8.3◦ 17.6◦
10 dB 9.0◦ 12.4◦ 35.6◦ 35.2◦ 10.4◦ 19.7◦
5 dB 13.2◦ 10.8◦ 49.2◦ 31.1◦ 15.0◦ 22.4◦
uncertainty. In conjunction with the horizontal plane localization results, the overall
results suggest that source locations closer to the interaural axis produce poor local-
ization performance. This is consistent with the expected behaviour due to the head
shadowing effect, and suggests that the proposed technique effectively combines the
three localization cues.
4.5.2 Multiple Source Localization Performance
The multiple source localization performance of the proposed method is evaluated
in the horizontal plane and -20◦ vertical plane of “subject_003” in the CIPIC HRTF
database. We consider a sound field where three real-world sources are active in the
horizontal plane azimuths 10◦, 100◦ and 200◦, and in the vertical plane elevations
0◦, 78◦ and 157◦. The localization performance of the proposed method is evaluated
for the sources at the azimuths 10◦ and 100◦, as well as the elevations 0◦ and 78◦.
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(b) Localization spectra: Vertical plane
Figure 4.6: Localization spectra of multiple real-world sources at 15 dB SNR and
8000 Hz audio bandwidth. Two sources are detected in a sound field of three active
sources in (a) the horizontal plane at azimuths 10◦, 100◦, 200◦ and (b) the vertical
plane at elevations 0◦, 78◦, 157◦.
Wideband MUSIC cannot be applied to Q > 1 localization scenarios in a binaural
system, since the noise subspace would no longer exist when Q > 1; thus, the com-
parisons are limited to GCC-PHAT. A source is detected at a normalized localization
confidence threshold of 0.85, and the audio bandwidth is 8000 Hz.
The localization spectra for the horizontal and vertical planes are illustrated in
Figure 4.6. The location estimates of the horizontal plane sources in Figure 4.6(a)
suggest that the proposed estimation technique is capable of locating known sources
from binaural measurements of a sound field containing multiple sources, by exploit-
ing the knowledge of the HRTF. The localization spectra of the source at azimuth 100◦
and elevation 78◦ remain comparable to the single source case in Figures 4.4(b) and
4.5(b), and imply that the localization performance is location-dependent. In com-
parison, GCC-PHAT is no longer able to accurately identify the source locations in
either the horizontal or vertical planes. The degradation of the localization perfor-
mance of GCC-PHAT can be attributed to the creation of a dominant source in the
sound field. The HRTF applies a direction-dependent gain or attenuation to the re-
ceived signals, thus invariably creating a SNR difference between the sources. In
general, the results suggest that location is the dominant factor that affects source lo-
calization performance in multiple source scenarios, and will be investigated further
in Section 4.7.
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Figure 4.7: KEMAR manikin with a speaker positioned at 220◦ in the laboratory.
4.6 Experimental Setup and Configuration
4.6.1 Equipment and Room Configuration
The experimental evaluation of the localization performance is conducted in a 3.2 m
× 3.2 m × 2 m semi-anechoic audio laboratory at the Australian National University.
The walls, floor and ceiling of the chamber are lined with acoustic absorbing foam
to minimize the effects of reverberation. A G.R.A.S. KEMAR manikin Type 45BA
head and torso simulator is located at the centre of the room, and used to measure
the binaural signals of an average human subject. The KEMAR manikin is fitted
with the G.R.A.S KB0061 and KB0065 left and right pinna, and Type 40AG polarized
pressure microphones are used to measure the received signals at the entrance to the
ear canal. A G.R.A.S. Type: 26AC preamplifier is used to high-pass filter the left and
right ear signals before analog-to-digital conversion using a National Instruments
USB-6221 data acquisition card at a sampling rate of 44.1 kHz.
The stimuli are delivered through a ART Tubefire 8 preamplifier coupled to a
Yamaha AX-490 amplifier, which drives a set of Tannoy System 600 loudspeakers.
The speakers are located at fixed positions 1.5 m away from the KEMAR manikin
and a change in source location is simulated by rotating the manikin. The rotation
is achieved by mounting the KEMAR on a LinTech 300 series turntable connected to
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a QuickSilver Controls Inc. SilverDust D2 IGB servo motor controller, which allows
the accurate positioning of the source in azimuth. Positioning of the source in a
vertical plane is carried out using a speaker mounted on a fixed-radius elevation
adjustable hoop of 1 m radius. Thus, the equipment setup allows the simulation of
sound sources in both the horizontal plane of the KEMAR manikin as well as in any
vertical plane of interest described in the experiment scenarios in Section 4.6.4.
4.6.2 Head-Related Transfer Function Measurement
The HRTFs of the KEMAR manikin is computed indirectly, by first measuring its
Head-Related Impulse Response (HRIR) in the specified directions. In this experi-
ment, a 4.4 ms duration chirp signal with frequencies between 300 Hz and 10 kHz
is output by the loudspeaker, and used as the stimulus for HRIR measurement. The
duration of the stimulus was selected such that the overlap of the direct path signal
and any early reflections (due to the scatterers within the measurement room) at the
receiver microphone is minimal, if any. Ten chirp pulses are transmitted with 100 ms
of silence between chirps. The reverberation time of the room is approximately 80
ms; hence this silence period ensures that the late reverberation signals of a previ-
ous pulse does not overlap with the adjacent direct pulse. The measured signals are
processed by aligning the first peaks of the ten chirp signals, and averaged to obtain
the received signal for a chirp input. Finally, the received signal is low-pass filtered
and equalized to obtain the measured HRIR of the KEMAR manikin in the specified
direction [112]. The HRIRs are measured at every 5◦ in the horizontal and vertical
planes of interest.
The measured HRIRs in the horizontal and vertical planes can now be used to
calculate the HRTF in any direction using a Discrete Fourier Transform (DFT), which
can then be used in place of the Fourier transform coefficients in (4.3). It should be
noted that this measured HRTF is a calibrated HRTF for this particular reverberant
measurement room, and is susceptible to change with different room conditions.
However, the structure of the stimulus signal can be used to identify the direct path
and the reverberant path contributions to the measured HRIR as shown in Figure
4.8. Thus, localization with two types of HRTFs can be considered; the calibrated
HRTFs which include the reverberation effects, and the direct path HRTFs derived
from the direct path component of the measured HRIRs. The truncation length of
the direct path HRIRs is determined through the analysis of the measured HRIRs
and identifying the onset of the first reflections. In this experiment, the reverberation
effects results in an average direct-to-reverberant-path power ratio of approximately
11 dB.
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Figure 4.8: Direct and reverberant path components of the measured HRIR for the
right ear of the KEMAR manikin in the horizontal plane at azimuth 85◦.
4.6.3 Stimuli
The characteristics of sound sources encountered in everyday source localization sce-
narios vary significantly depending upon the phenomenon generating the sound,
i.e., the type of source. For example, the majority of the energy in human speech
occupies a frequency bandwidth of 100 - 4000 Hz, and exhibits a high correlation
between subbands. In contrast, motor vehicle or aircraft sounds occupy a much
lower bandwidth, and may not be correlated across frequency subbands. Yet an-
other source may be highly narrowband or uniformly distributed in frequency. Since
the frequency bandwidth is a parameter of the proposed source location estimator,
the localization performance will naturally be impacted by the characteristics of the
individual sound sources. Thus, from a practical standpoint, the performance of
the source localization technique is best approximated by the average localization
performance for a range of sound sources.
The stimuli in this experiment are selected to satisfy a number of criteria; the fre-
quency bandwidth of the source, inter-subband correlation and energy distribution
in frequency. These include real-world sound sources such as speech, music, motor
vehicle and aircraft noises, as well as a simulated white Gaussian noise source. The
mechanical noise sources correspond to a frequency bandwidth of approximately
1500 Hz, while the speech and music sources include the frequencies up to 4500 Hz
and above. The characteristics of an ideal source used to evaluate the localization al-
gorithm in Section 4.4 is satisfied by the white noise source, and the different types of
sound sources exhibit different degrees of inter-subband correlation. Thus, a range
of stimuli are represented by a collection of ten sound sources between 2 s and 3
s duration 16 bit WAV files sampled at 44.1 kHz. The reproduction of each sound
source is separated by a 2 s silence period, and all ten stimuli are reproduced in a
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single trial run at each source location.
4.6.4 Experiment Scenarios
We consider two main experimental scenarios; single and multiple source localiza-
tion. For the single source scenario, the localization performance is investigated in
the horizontal plane and a vertical plane, where the dominant localization cues are
ITD and spectral cues respectively. The received signals at the ears of the KEMAR
manikin are recorded at a sampling rate of 44.1 kHz, and the sound sources are lo-
cated at approximately 30◦ intervals on both planes. Evaluating the multiple source
localization capability is restricted to two simultaneously active sound sources in the
horizontal plane, where the sources are located at the combinations of the front, back
and sides of the KEMAR manikin.
The received signals are preprocessed as described in Section 4.2.1 with a 50 Hz
band-pass filter located at 100 Hz intervals above 300 Hz. The resulting subband
signals are then used to evaluate the localization performance with increasing fre-
quency (i.e., increasing spectral cues). The audio bandwidths of 1500 Hz and 4500
Hz are selected to evaluate the impact of the audio bandwidth on the localization
performance. The 1500 Hz bandwidth broadly corresponds to the audio bandwidth
of the low frequency noise sources (motor vehicle and aircraft noise), while the 4500
Hz bandwidth corresponds to the bandwidth of the speech and music stimuli. The
upper bandwidth figure is selected based on the results in Section 3.7.1, where it
was found that the improvement in localization accuracy is marginal for audio band-
widths greater than 4000 Hz. The selected audio bandwidths also correspond to
different localization cues; a low frequency region dominated by ITD and a high
frequency region dominated by the IID and spectral cues. Thus, the performance of
the source location estimator in these conditions could also be used to evaluate the
relative importance of the different localization cues.
In addition to the effects of varying audio bandwidths described above, the effect
of an imperfectly modelled HRTF is also considered. In this context, the measured
HRTFs in Section 4.6.2 represent a calibrated HRTF dataset for the measurement
room, while the direct path HRTFs represent a free field response to a sound source.
The direct path HRTFs are independent of the acoustic environment, essentially a
HRTF measurement in an anechoic chamber, and can be considered as a generic
HRTF dataset to be used for source localization in any environment. Hence, the two
sets of HRTFs can be used to evaluate the impact of the knowledge of the HRTFs on
the source localization performance.
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Figure 4.9: Source location estimates for a single source located at various positions
in the horizontal plane. Results are averages of the experiments using different sound
sources at 20 dB SNR and the calibrated measured HRTFs. The markers indicate the
detected source locations and the vertical lines correspond to the location uncertainty.
4.7 Experimental Results
4.7.1 Single Source Localization Performance
Localization of a single active sound source represents the most common and widely
evaluated localization scenario encountered by humans. Further, it represents the
most basic estimation scenario for the two sensor system considered in this study,
where the localization algorithms can be applied with no prior knowledge or re-
strictions on the time-frequency distribution of each source. In this experiment,
the source localization performance is evaluated in the horizontal and 15◦ vertical
planes, where the sources are located approximately 30◦ apart from each other. This
corresponds to an azimuth angle between 0◦ and 360◦ for the horizontal plane (i.e.,
α ∈ [−90◦, 90◦], β = {0◦, 180◦}), and an elevation angle between -30◦ and 210◦ for
the vertical plane (i.e., α = 15◦, β ∈ [−30◦, 210◦]) respectively. The localization per-
formance of the proposed method is compared with Wideband MUSIC, GCC-PHAT
and the Matched Filtering algorithms, where a source is detected at a normalized
localization confidence threshold of 0.85. For the sake of clarity, the single source
localization performance of a selected set of source locations is illustrated in Figures
4.9 and 4.10 using the calibrated measured HRTFs in Section 4.6.2, while the overall
performance under different conditions are summarized in Tables 4.3 to 4.6.
4.7.1.1 Horizontal Plane Localization
Figures 4.9(a) and 4.9(b) illustrate the localization performance for a single source in
the horizontal plane, using the calibrated measured HRTFs and audio bandwidths
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Table 4.3: Single source localization performance using the calibrated measured
HRTFs in the horizontal plane.
Calibrated HRTFs
Performance criteria Matched
Filter
GCC-
PHAT Proposed
Wideband
MUSIC
Accuracy ≤ ±5◦: 1500 Hz 37.50 % 54.17 % 79.17 % 91.67 %
Accuracy ≤ ±5◦: 4500 Hz 62.50 % 66.67 % 95.83 % 58.33 %
Uncertainty: 1500 Hz 11.31◦ 21.96◦ 28.13◦ 6.37◦
Uncertainty: 4500 Hz 12.42◦ 8.42◦ 11.90◦ 8.53◦
False detections: 1500 Hz 1.54 1.62 0.50 0.29
False detections: 4500 Hz 1.33 1.33 0.29 0.83
of 1500 Hz and 4500 Hz respectively. In general, from the results in Table 4.3, an im-
provement in the localization accuracy of the proposed method is observed with the
increasing audio bandwidth, while the localization uncertainty and false detections
are reduced. A similar response is seen in the comparative methods, but they still
suffer from a greater number of false detections. This improvement in performance
with increasing bandwidth can be explained by considering the type of diversity
present and the localization cues exploited by each algorithm. For example, in Fig-
ure 4.9(a) the experiment scenarios 3 and 6 indicate a false detection of a source at
both the front and back positions on a cone of confusion. At the lower audio band-
width ITD is dominant, thus the analysis of purely ITD information will identify a
source at both locations. Yet as the audio bandwidth is increased, the IID and spec-
tral cues provide the additional information that resolves this ambiguity. However,
the source location estimators that do not exploit this information will still identify
two source locations at the higher audio bandwidth, as indicated by the GCC-PHAT
localization results for the same experiment scenarios in Figure 4.9(b).
The impact of the actual source location can be observed in experiments 2 and 4 in
Figure 4.9(a), representing a source at the side and back of the KEMAR respectively.
The higher localization uncertainty can be explained by considering the behaviour
of the ITD, which is greatly reduced (a drop off approximately similar to the peak
of a sine curve) as it approaches the sides of the KEMAR manikin. The impact is
similar on each algorithm, and a reduction in the localization uncertainty is observed
with increasing audio bandwidth in Figure 4.9(b). Once again this improvement can
be attributed to the additional diversity information obtained through the IID and
spectral localization cues.
The localization performance metrics for the same scenarios using the calibrated
and direct path measured HRTFs are summarized in Tables 4.3 and 4.4 respectively.
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Table 4.4: Single source localization performance using the direct path measured
HRTFs in the horizontal plane.
Direct path HRTFs
Performance criteria Matched
Filter Proposed
Wideband
MUSIC
Accuracy ≤ ±5◦: 1500 Hz 0.00 % 37.50 % 54.17 %
Accuracy ≤ ±5◦: 4500 Hz 0.00 % 87.50 % 54.17 %
Uncertainty: 1500 Hz 5.06◦ 25.36◦ 5.84◦
Uncertainty: 4500 Hz 3.97◦ 11.29◦ 6.48◦
False detections: 1500 Hz 6.17 1.58 1.00
False detections: 4500 Hz 3.00 0.83 1.17
It is seen that the exclusion of the reverberation effects in the HRTFs can have a sig-
nificant effect on the performance of each algorithm, with up to a 10% performance
penalty on the subspace source localization techniques at the higher audio band-
width. However, the overall impact on the performance of the proposed method is
minimal, which achieves an average source localization accuracy greater than 85% on
the horizontal plane at an audio bandwidth of 4500 Hz. In the case of the Matched
Filter the drop in accuracy is expected due to the mismatch of the direct path and
calibrated HRTFs. The impact on Wideband MUSIC is somewhat less intuitive, but
can be attributed to the misalignment of the coherent signal subspaces at each fre-
quency of the actual and direct path HRTFs. Thus, the estimator essentially operates
on ITD information, which reduces the accuracy of the localization estimates. Over-
all, the results suggest that the proposed technique using a 4.5 kHz bandwidth can
be used with the direct path HRTFs to achieve good source localization performance
in a mildly reverberant measurement room.
4.7.1.2 Vertical Plane Localization
Localization on a vertical plane typically presents a challenge for two sensor local-
ization techniques. This is primarily due to the distribution of the source locations,
where each potential source location is on the same cone of confusion, and there-
fore has the same ITD. Hence, estimating the source location by analysing the ITD
information will result in sources being detected at every possible position, and an
accurate estimation would require the exploitation of the IID and spectral cues.
Figures 4.10(a) and 4.10(b) illustrate the localization performance for a single
source located in the 15◦ vertical plane, using the calibrated measured HRTFs and
audio bandwidths of 1500 Hz and 4500 Hz respectively. As expected, GCC-PHAT
and Matched Filtering identify large regions of potential source locations (due to
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Figure 4.10: Source location estimates for a single source located at various positions
in the 15◦ vertical plane. Results are averages of the experiments using different
sound sources at 20 dB SNR and the calibrated measured HRTFs. The markers
indicate the detected source locations and the vertical lines correspond to the location
uncertainty.
Table 4.5: Single source localization performance using the calibrated measured
HRTFs in the 15◦ vertical plane.
Calibrated HRTFs
Performance criteria Matched
Filter
GCC-
PHAT Proposed
Wideband
MUSIC
Accuracy ≤ ±5◦: 1500 Hz 75.00 % 12.50 % 81.25 % 31.25 %
Accuracy ≤ ±5◦: 4500 Hz 87.50 % 68.75 % 100.00 % 25.00 %
Uncertainty: 1500 Hz 4.92◦ 20.14◦ 7.86◦ 3.79◦
Uncertainty: 4500 Hz 6.16◦ 17.39◦ 8.93◦ 4.57◦
False detections: 1500 Hz 6.19 4.38 0.88 1.62
False detections: 4500 Hz 5.00 5.50 0.62 1.06
their reliance on ITD information for DOA estimation), while Wideband MUSIC suf-
fers from numerous false detections (due to the reduced dimensionality of the signal
correlation matrices). In contrast, the proposed technique is capable of accurately lo-
calizing the sound sources. This can be attributed to the exploitation of the diversity
in the frequency-domain, which is minimal in the case of Wideband MUSIC, due to
the dimensionality reduction of the focussing and summation processes. Naturally,
increasing the audio bandwidth introduces more IID and spectral localization cues,
which in turn improves the localization accuracy and reduces the localization uncer-
tainty. The actual source location does not appear to have a significant impact on the
localization performance in any given vertical plane, but a reduction in performance
is expected for vertical planes on either side of the manikin (closer to a particular
ear) due to the shrinking region of interest.
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Table 4.6: Single source localization performance using the direct path measured
HRTFs in the 15◦ vertical plane.
Direct path HRTFs
Performance criteria Matched
Filter Proposed
Wideband
MUSIC
Accuracy ≤ ±5◦: 1500 Hz 0.00 % 12.50 % 31.25 %
Accuracy ≤ ±5◦: 4500 Hz 12.50 % 50.00 % 56.25 %
Uncertainty: 1500 Hz 5.70◦ 11.16◦ 6.06◦
Uncertainty: 4500 Hz 6.49◦ 9.70◦ 6.08◦
False detections: 1500 Hz 7.19 5.25 2.75
False detections: 4500 Hz 8.56 2.88 1.75
The overall performance of the localization algorithms using the calibrated and
direct path measured HRTFs for the 15◦ vertical plane are summarized in Tables 4.5
and 4.6 respectively. In general, a significant reduction in the localization perfor-
mance is observed using the direct path HRTFs. Although the higher audio band-
width improves the performance, the localization uncertainty and false detections
have increased with respect to the horizontal plane scenario considered previously.
These results can be explained by considering the localization cues being exploited,
and the effect of reverberation on these localization cues. For example, IID and
spectral cues dominate the localization process in the vertical plane, and present
themselves as fluctuations in head-related transfer function in the frequency-domain.
However, reverberation (which can be considered as the cumulative effects of multi-
ple image sources) will significantly alter the profile of the HRTF in the frequency-
domain, and drastically distort the perceived IID and spectral cues. Since the per-
ceived localization cues may be better correlated to another source location, false
detections and localization uncertainty are expected to rise. Overall, the results sug-
gest that the direct path HRTFs could provide better localization performance with
the proposed technique using a 4.5 kHz bandwidth, albeit at a reduced localization
accuracy and greater uncertainty.
4.7.2 Multiple Source Localization Performance
Localizing multiple simultaneously active sound sources is a challenge in binaural
localization due to the availability of just two measured signals. Although the prob-
lem can be transformed into a single source localization problem if time-frequency
constraints can be applied, knowledge of the source must be used to establish the
locations of simultaneously active sources, as described in Section 4.2.3. Thus, some
knowledge of the inter-subband correlation of the sources is essential.
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(b) Direct path measured HRTFs
Figure 4.11: Source location estimates for two simultaneously active sources located
at various positions in the horizontal plane. Results are averages of different sound
sources at 20 dB SNR using the calibrated and direct path measured HRTFs at 4500
Hz audio bandwidth. The markers indicate the detected source locations and the
vertical lines correspond to the location uncertainty.
In this experiment scenario, two sound sources are arbitrarily positioned in the
front, side and back regions of the KEMAR manikin in the horizontal plane, which
correspond to the three localization regions known to exist in humans [14]. The
primary motivation is to investigate the localization performance of the proposed
method when the sources are located in combinations of these regions. The assumed
knowledge of the inter-subband correlation is imperfect, and includes the eigenvec-
tors corresponding to the eigenvalues greater than 10% of the dominant eigenvalue.
The source location estimates are calculated as described in (4.17)-(4.20), and are il-
lustrated in Figure 4.11, where a source is detected at the normalized localization
confidence threshold of 0.85 at an audio bandwidth of 4500 Hz. Figures 4.11(a) and
4.11(b) illustrate the localization performance of the proposed method using the cal-
ibrated and direct path measured HRTFs respectively. For clarity, a selected set of
source locations are presented, and are grouped into side-on source locations and
front/back source locations that correspond to the experiment scenarios 1-4 and 5-8
respectively. The overall localization performance is summarized in Table 4.7.
Unlike the single source localization scenarios in the previous subsection, it can
be observed that the higher audio bandwidth has not improved the localization un-
certainty of the sources located at the sides of the KEMAR manikin in experiment
scenarios 1-4 in Figure 4.11(a). Similarly, false detections are observed on the cone
of confusion in the front and back locations in experiment scenarios 5-8 in Figure
4.11(a). Both effects are well-known [14] and can be explained in terms of the miss-
ing diversity information. For example, for a source located on the side, the signal
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Table 4.7: Multiple source localization performance of the proposed technique using
the calibrated and direct path measured HRTFs in the horizontal plane.
Performance criteria
Calibrated
HRTFs
Direct path
HRTFs
Accuracy ≤ ±5◦: Sides 41.66 % 75.00 %
Accuracy ≤ ±5◦: Front/Back 100.00 % 100.00 %
Uncertainty: Sides 50.81◦ 55.53◦
Uncertainty: Front/Back 7.22◦ 7.83◦
False detections: Sides 0.33 0.42
False detections: Front/Back 1.58 1.42
to noise ratio at the contralateral ear is greatly reduced due to the head shadowing
effect. This, together with the inherently low signal power of the high frequency
subbands, reduces the fidelity of the perceived spectral localization cues. In addi-
tion, the model of the inter-subband correlation (i.e., the knowledge of the source) is
imperfect at high frequencies and the presence of multiple sources distorts the spec-
tral cues unlike the single source localization scenarios, due to the low SNR of the
high frequency subband signals. This loss of spectral localization cues results in an
inability to separate closely spaced source locations, and is reflected in the high lo-
calization uncertainty of source at the sides and the larger number of false detections
for sources at the front and back in Figure 4.11(a). These false detections can however
be minimized by a further stage of informed processing using the detected source
locations, e.g., localization using a subset of high SNR frequency subbands, selec-
tive evaluation on the specific cone of confusion using a location specific frequency
subband combination and traditional power maximizing beamforming approaches.
The localization performance using the direct path measured HRTFs is illustrated
in Figure 4.11(b). In general, comparing the localization performance in Table 4.7, a
small rise in the localization uncertainty is observed over using the calibrated mea-
sured HRTFs. The likelihood of false detections on the cone of confusion is also
increased. Both can be attributed to the distortion of the perceived high frequency
spectral localization cues described above. However, the degradation in the perfor-
mance due to the use of the direct path HRTFs is not as significant as in the single
source localization scenarios in Tables 4.3 to 4.6. This suggests that the role of the
HRTF is secondary, and that the source location and the knowledge of the source
become more important for multiple source localization. Overall, the results suggest
that the performance advantages of using the calibrated measured HRTFs are neg-
ligible for multiple source localization, and that the direct path HRTFs may achieve
reasonable localization performance in different mildly reverberant environments.
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4.8 Summary and Contributions
In this chapter, we have evaluated the performance of a source location estimator that
exploits the diversity in the frequency-domain of the HRTF for binaural sound source
localization. Incorporating the IID and spectral cues in the HRTF becomes critical for
successful source localization in a vertical plane. The basic theory in Chapter 3 was
developed to incorporate these features for binaural localization. The performance
was evaluated using simulation and experiment configurations motivated by what is
known of the human localization abilities in different regions in space. The ability
of the proposed estimator to resolve the localization ambiguities in the vertical plane
was demonstrated.
Specific contributions made in this chapter are:
i The concept of increasing the dimensionality of the received signal correlation
matrix to retain the diversity information in the HRTF was introduced. This
enabled the application of a signal subspace approach to localize sound sources
using the HRTF as a direction-dependent steering vector.
ii Simulations and experimental evaluations were used to demonstrate that the pro-
posed estimator was capable of accurately localizing a single sound source in the
horizontal and vertical planes, where the localization performance approached
the localization abilities of humans.
iii The reverberation effects were shown to play a crucial role in determining the
localization performance in a vertical plane, whereas the impact on the horizontal
plane performance was minimal. This confirms the importance of high frequency
diversity in the HRTF for binaural source localization, and is reaffirmed through
the improved localization performance demonstrated at larger audio bandwidths.
iv The actual location of a real-world sound source was shown to be the primary
factor that effects the localization performance in multiple source localization
scenarios. This corresponds well with the known localization regions and local-
ization performance in humans, and suggests that the modelling of the source
maybe a bottleneck limiting the localization performance.
Chapter 5
Direction of Arrival Estimator
Performance: Closely Spaced
Source Resolution
Overview: This chapter investigates the closely spaced source resolution performance of the
direction of arrival estimator developed in Chapter 3. The difficulty resolving closely spaced
sources can be broadly attributed to the level of similarity between the acoustic channels
of adjacent source locations. Hence, the additional diversity information introduced by a
complex-shaped rigid body, for example, could enhance the ability to resolve closely spaced
sources. In this chapter, we derive the Cramér-Rao Bound for a sensor array on a complex-
shaped rigid body, and compare its closely spaced source resolution capabilities with that of
a uniform circular array. The performance of the proposed direction of arrival estimator is
evaluated and compared with existing estimators through simulations. An improvement in
the ability to resolve closely spaced sources is demonstrated using the combination of the
proposed estimator and the array on the complex-shaped rigid body.
5.1 Introduction
The structure of a sensor array and the behaviour of the acoustic channel between
the source and the sensors plays a crucial role in determining the direction of ar-
rival (DOA) estimation accuracy in many wideband DOA estimation scenarios (e.g.,
acoustic, communication and sonar applications). Given that the spatial attributes of
the combination of the sensor and channel responses can be characterized, an esti-
mator that exploits the additional diversity afforded by a complex-shaped rigid body
could therefore provide higher resolution DOA estimates as seen in Chapter 3. In
this context, the Cramér-Rao Bound (CRB), the lower bound on the variance of an
unbiased estimator, both defines a theoretical bound for the estimator efficiency, and
provides a benchmark for comparing the performance of the different sensor arrays
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and algorithms [24, 25, 66, 98, 107]. This chapter focusses on evaluating the closely
spaced source resolution performance of the DOA estimator introduced in Chapter
3, applied to a sensor array on a complex-shaped rigid body (CSRB) and a uniform
circular array (UCA).
The remainder of this Chapter is structured as follows. First, for completeness,
we summarize the signal model applied to a sensor array mounted on a complex-
shaped rigid body (described in Chapter 3) in Section 5.2. Next, the derivation of the
CRB applicable to this signal model is developed in Section 5.3, and the process of
collating the CRBs of individual subbands is described. Finally, the closely spaced
source resolution performance of the different DOA estimators, when applied to the
array on the CSRB and the UCA, are evaluated through simulations in Section 5.4.
5.2 Signal Model
Consider the received signal at the mth (m = 1 . . . M) sensor of an M element sensor
array, due to Q impinging wideband sources, given by
ym(t) =
Q
∑
q=1
hm(Θq, t) ∗ sq(t) + n˜m(t). (5.1)
hm(Θq, t) represents the channel impulse response from the qth (q = 1 . . . Q) source
sq(t) in the direction Θq, while n˜m(t) represents the noise measured at the sensor. We
then define an operation T {·} that splits and down-samples ym(t) into K subbands,
as described in Chapter 3, such that the kth (k = 1 . . . K) subband signal becomes
yˆm(k, t) , T {ym(t)} =
Q
∑
q=1
y˜mq(k, t) + nm(k, t), (5.2)
where
y˜mq(k, t) , T
{
hm(Θq, t) ∗ sq(t)
}
= Hmq(k)Sq(k, t)
and nm(k, t) , T {n˜m(t)}. Hmq(k) and Sq(k, t) now represent the channel transfer
function and the time-varying source spectrum of the kth subband, respectively.
The MK subband signals can therefore be stacked into a single column vector
given by
ŷ =
Q
∑
q=1
y˜q + n = D(Θ) s + n, (5.3)
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where
ŷ =
[
yˆ1(1, t) yˆ2(1, t) · · · yˆM(K, t)
]T
(1×MK)
,
y˜q =
[
y˜1q(1, t) y˜2q(1, t) · · · y˜Mq(K, t)
]T
(1×MK)
and
n =
[
n1(1, t) n2(1, t) · · · nM(K, t)
]T
(1×MK)
.
Therefore,
D(Θ) =
[
D1 D2 · · · DQ
]
becomes the steering matrix that describes the effects of the acoustic channel, while
s =
[
s1 s2 · · · sQ
]T
describes the source behaviour. Note that the spatial diversity information corre-
sponding to the qth source is characterized by the steering matrix Dq, in the direction
Θq, while the source information in the K subbands are characterized by the source
vector sq. Thus, the steering matrix and source vector can be decomposed further,
and expressed as
Dq =
[
d1(Θq) d2(Θq) · · · dK(Θq)
]
(MK×K)
(5.4)
and
sq =
[
Sq(1, t) Sq(2, t) · · · Sq(K, t)
]T
(1×K)
, (5.5)
where
dk(Θq) =
[
· · · 0 H1q(k) · · · HMq(k) 0 · · ·
]T
.
The formulation of the measurement signals for the broadband DOA estimation
problem in (5.3) - (5.5) differs from the traditional approaches in [24, 25, 46, 66],
where once focussed, the measurements can be averaged across frequency due to
the linear relationship of the phase response with respect to frequency, for a sensor
array in the free field. However, this is not an efficient strategy to exploit the spatial
diversity created by acoustic scattering and reflections, as seen in Chapter 3, since
the focussing process results in an averaging of information across the frequency
subbands. In contrast, the formulation in (5.3) both focusses the subbands at different
frequencies into a common frequency, and collates the diversity information obtained
from the sensors at each subband.
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5.3 Cramér-Rao Bound
In this section, we derive the CRB for the signal model in (5.3), where the unknown
parameters to be estimated are Ω = [Θ1,Θ2, . . . ,ΘQ, Re{sT}, Im{sT}, σ2]T. We con-
sider a deterministic model for the source signal and a uniform sensor noise distri-
bution, where the likelihood function of (5.3) can be expressed as
p (ŷ|Ω) = 1
piMK/2σMK
e−
µ(t)Hµ(t)
σ2 (5.6)
for a noise power σ2 and µ(t) = ŷ(t)−D(Θ) s(t). Disregarding the constant terms,
the log-likelihood function therefore becomes [50, 68, 97]
L (ŷ|Ω) = −MK
2
ln σ2 − 1
σ2
µ(t)Hµ(t). (5.7)
The deterministic CRB of the Θ components in Ω can then be obtained from (5.7),
by computing the inverse of the Fisher Information Matrix (FIM) corresponding to
Θ1, . . . ,ΘQ. The CRB is therefore given by [97]
CRB(Θ) =
σ2
2T
{
Re
[(
D˜HP⊥DD˜
)
 P̂Ts
]}−1
, (5.8)
where  is the Schur-Hadamard matrix product, T is the number of observations
and
D˜ ,
[[
dD(Θ)
dΘ
]
Θ=Θ1
, . . . ,
[
dD(Θ)
dΘ
]
Θ=ΘQ
]
.
P⊥D = I−D
(
DHD
)−1
DH (5.9)
represents the orthogonal subspace to the signal space spanned by the steering matrix
D(Θ), while
P̂s =
1
T
T
∑
t=1
s(t)s(t)H (5.10)
is the estimated source correlation matrix that describes the correlation between the
subbands of all Q sources. Since the source information s(t) may not always be
available, P̂s can be approximated using the subband measurements ŷ as
P̂s ≈ D†
[
R̂y − σ2I
]
D†H, (5.11)
where R̂y = E
{
ŷŷH
}
is the measured correlation matrix of the decomposed subband
signals and D† is the Moore-Penrose pseudoinverse of D. The CRB is computed at
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the actual source locations using known D, and is used as a lower bound to compare
the variance of the estimated source locations using the proposed method.
The diagonal elements of (5.8) now produce an optimistic CRB for the location
estimates, corresponding to a specified source correlation matrix P̂s and noise power
σ2. However, note that Dq being a matrix gives rise to K CRBs corresponding to a
single Θq. Each CRB corresponds to an estimate Θq from each subband, and can
be considered as independent estimates of Θq obtained across the different subband
frequencies. If we assume that the angular estimates across the K subbands are
independent and identically distributed, the overall CRB can be expressed as
CRB(Θq) =
kq+K
∑
k=kq+1
[
CRB(Θ)
]
kk, (5.12)
where kq = K(q− 1) and
[
CRB(Θ)
]
kk are the diagonal elements of the matrix in (5.8).
5.3.1 Modelling the Steering Matrix of a Sensor Array
In order to calculate the CRB in (5.8), we must first calculate the derivative of the
steering matrix Dq with respect to Θ. However, unlike the linear or uniform cir-
cular arrays in the free field, the steering matrix is unique to each sensor array on
a complex-shaped rigid body. An efficient continuous model of the sensor transfer
function therefore becomes a necessity.
We model the steering matrix of a sensor array on a complex-shaped rigid body
using the approach used in [114] to create a continuous model of the HRTF. For
sources and sensors located on the same plane, we model the transfer function of the
mth sensor Hmq(k) with respect to the spatial location using a Fourier series expan-
sion, such that
Hmq(k) =
N
∑
n=−N
Anm(k)ejnΘq . (5.13)
N is a truncation limit defined for a specified error bound [114], which corresponds
to the size of the array and its maximum operating frequency. The Fourier weights
are therefore given by
Anm(k) =
∫ 2pi
0
Hm(Θ, k)e−jnΘ dΘ, (5.14)
where Hm(Θ, k) is the measured sensor transfer function of the mth sensor, for a
source impinging from the direction Θ. For N˜ discrete equiangular spaced measure-
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ments of Hm(Θ, k), (5.14) can be approximated as
Anm(k) ≈ 1N˜
N˜−1
∑
i=0
Hm(i∆Θ, k)e−jn(i∆Θ), (5.15)
where N˜ ≥ 2N + 1 and ∆Θ = 2pi/N˜ is the angular resolution of the measurements.
Thus, the derivative of (5.13) with respect to Θ becomes
dHm(Θ, k)
dΘ
∣∣∣∣
Θ=Θq
=
N
∑
n=−N
jnAnm(k)ejnΘq , (5.16)
and the derivative of the steering matrix D˜ can be obtained from (5.4) and (5.16).
5.4 Simulation Results
5.4.1 Simulation Parameters
In this section, we investigate the CRB, Root Mean Squared Error (RMSE) and Mean
Direction of Arrival (M-DOA) of the estimators, when resolving closely spaced sources
using a uniform circular and a sensor array on a complex-shaped rigid body. We con-
sider eight synchronized sensors uniformly distributed in a circular region of 9 cm
radius, i.e., the hypothetical array configuration described in Section 3.6.2, in the [0.1,
8] kHz audio bandwidth.
The performance of the DOA estimators are evaluated using Monte Carlo ex-
periments corresponding to 100 trials of 5 uncorrelated wideband speech sources
(described in Section 3.7) at a specified signal to noise ratio (SNR). R̂y and P̂s are
computed from 4096 measurements corresponding to a frame interval of 500 ms.
The simulated noise is spatially and temporally uncorrelated white Gaussian noise,
where the SNR is defined as the average received signal to noise power ratio of a
sensor at the centre of the array. The performance of the DOA estimator for un-
known, subband correlated sources (described in Section 3.4.2) is evaluated using a
subband bandwidth of 50 Hz and 100 Hz intervals, and is compared with the Wide-
band MUSIC [46] and SRP-PHAT (Steered Power Response – Phase Transform) [30]
DOA estimators (described in Appendix B) at SNRs between -5 dB – 25 dB, using the
simulation parameters specified in Section 3.7.
5.4.2 Spatial Diversity Information and the Reduction of the CRB
Figure 5.1 illustrates the CRB of the two types of arrays for a single source DOA
estimation scenario using the proposed signal model at 10 dB SNR. Since the CRB is
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Figure 5.1: CRB for the sensor array on the CSRB and the UCA in the direction of
arrival of a single source at 10 dB SNR. The uncorrelated source scenarios consider
a uniform distribution of signal energy across frequency (diagonal P̂s = I), and the
correlated scenarios consider an average source correlation matrix (non-diagonal P̂s).
determined by the structure of the source correlation matrix P̂s, two possibilities are
considered. The uncorrelated source scenario considers the ideal source described
in Section 3.7, where P̂s becomes an identity matrix due to the uniform distribution
of the source energy across frequency and the uncorrelated subband signals. The
correlated source scenario corresponds to the real-world sources in Section 3.7 (also
used in the simulations in Sections 5.4.3 and 5.4.4), where P̂s is non-diagonal due
to the correlation exhibited between subbands and the non-uniform distribution of
energy across frequency.
As expected, the UCA produces a constant CRB in its field of view, whereas the
CRB varies with the DOA for the sensor array on the CSRB. However, the CRB of
the sensor array on the CSRB is almost an order of magnitude lower than that of
the UCA, and is constant across the field of view, in general. This suggests that the
complex-shaped rigid body is introducing additional spatial diversity information
into the DOA estimation problem, which if exploited, could lead to higher resolution
and the ability to resolve closely spaced sources. The effects of correlation between
subband signals of a source is also illustrated in Figure 5.1. Naturally, the CRB is
affected by the level of correlation between subbands, but this relationship is typi-
cally unknown during the initial DOA estimation process. Hence, we use an average
source correlation matrix in place of P̂s, which is computed as the average of the
source correlation matrices of the individual sources. Applying this average source
correlation matrix in (5.8) results in a reduction of the CRB for both sensor arrays
as indicated by the correlated CRBs in Figure 5.1. This result can be explained in-
tuitively, by considering the nature of the real-world sources. At a fixed SNR the
majority of the signal energy of these sources is skewed toward the lower frequen-
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cies, and from (5.8) a reduction of the estimator variances at these frequencies can be
observed. The overall CRB in (5.12) is affected in a similar fashion, and results in a
lower correlated CRB than the uncorrelated CRB.
In the subsequent simulations, we use the correlated CRB of the two sensor arrays
as a benchmark for comparing the performance of the proposed direction of arrival
estimator, and note that the CRB only applies to the proposed method which utilizes
this signal model. We should also stress that the CRB achieved in this manner is
not strictly the lowest bound on the estimator performance, as an average source
correlation matrix is used in place of the true source correlation matrix. Hence,
the DOA estimator performance may exceed the lower bound given by the CRB,
and therefore should only be viewed as an indicator of the average lower bound
achievable in a given estimation scenario.
5.4.3 DOA Estimator Performance: Single Source
In the previous subsection, we have observed that a sensor array on a complex-
shaped rigid body could theoretically achieve a lower estimation error variance, due
to the additional spatial diversity information introduced by the complex-shaped
rigid body. Hence, achieving more accurate DOA estimates using fewer sensors may
be a motivation for the use of this type of sensor array. In this subsection, we investi-
gate the single source DOA estimation performance of the DOA estimator proposed
in Section 3.4.2 for unknown, subband correlated sources. Figure 5.2 illustrates the
performance of this proposed estimator as well as that of Wideband MUSIC and
SRP-PHAT, for a single source DOA estimation scenario over 100 Monte Carlo ex-
periments using real-world sources, where the source is located at azimuth 20◦ in the
horizontal plane.
In the case of the UCA, we find that the RMSE of the proposed DOA estimator
approaches its CRB at higher SNRs in Figure 5.2(a). As expected the RMSE of SRP-
PHAT is greater, while the RMSE of the Wideband MUSIC approach is much lower.
The superior performance of the Wideband MUSIC approach can be attributed to its
averaging of the received signal correlation matrices across frequencies, effectively
averaging the noise effects over the different frequency subbands1 However, in the
case of the array on the CSRB in Figure 5.2(b), the proposed method outperforms
both other techniques, and achieves a lower RMSE than when applied to the UCA.
This suggests that the proposed DOA estimator has effectively exploited the addi-
1It should be noted that the CRB derived in Section 5.3 is applicable only to the proposed method
that uses the signal model in Section 5.2. The CRB illustrated in Figures 5.2–5.4 therefore do not indicate
a lower bound on the performance of the Wideband MUSIC or SRP-PHAT techniques.
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(d) CSRB M-DOA: Real-world sources
Figure 5.2: DOA estimation performance of a single source with respect to SNR using
the UCA and the sensor array on the CSRB, for a real-world correlated source located
at azimuth 20◦ in the horizontal plane. Subfigures (a) and (b) indicate the estimation
error (RMSE) of the DOA estimates, while (c) and (d) indicate the mean direction of
arrival (M-DOA).
tional diversity afforded by the complex-shaped rigid body, and that a sensor array
on a complex-shaped rigid body could be used for high-resolution DOA estimation.
Similar results are indicated for the M-DOA in Figures 5.2(c) and (d), where the
proposed estimator accurately identifies the true source direction of arrival. This
suggests that the bias of the estimated source locations are negligible down to rela-
tively low SNRs, and implies that the estimator proposed in Chapter 3 is therefore
unbiased. Once again, Wideband MUSIC performs well using the UCA, but the er-
ror introduced due to the inaccuracies in the frequency focussing process becomes
apparent when applied to the array on the CSRB, as shown in the M-DOA in Figure
5.2(d).
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(d) CSRB M-DOA: Real-world sources
Figure 5.3: DOA estimation performance of two closely spaced sources with respect
to SNR using the UCA and the sensor array on the CSRB. Two real-world correlated
sources are located at azimuths 20◦ and 30◦ in the horizontal plane, and the results
indicate the DOA estimation performance for the source at 20◦. Subfigures (a) and
(b) indicate the estimation error (RMSE) of the DOA estimates, while (c) and (d)
indicate the mean direction of arrival (M-DOA).
5.4.4 DOA Estimator Performance: Two Closely Spaced Sources
In this subsection, we consider the DOA estimation performance of two closely
spaced real-world sources located at azimuths 20◦ and 30◦ in the horizontal plane.
The DOA estimation performance is evaluated at different SNRs over 100 Monte
Carlo experiments, and is compared with the source resolution performance of Wide-
band MUSIC and SRP-PHAT. Figures 5.3 and 5.4 illustrate the DOA estimation per-
formance for the sources located in the azimuth directions 20◦ and 30◦, respectively.
With respect to the UCA in Figures 5.3(a) and 5.4(a), we find that the proposed
DOA estimator outperforms both Wideband MUSIC and SRP-PHAT and approaches
its CRB for SNRs greater than 10 dB. An increase in the M-DOA is also observed at
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(d) CSRB M-DOA: Real-world sources
Figure 5.4: DOA estimation performance of two closely spaced sources with respect
to SNR using the UCA and the sensor array on the CSRB. Two real-world correlated
sources are located at azimuths 20◦ and 30◦ in the horizontal plane, and the results
indicate the DOA estimation performance for the source at 30◦. Subfigures (a) and
(b) indicate the estimation error (RMSE) of the DOA estimates, while (c) and (d)
indicate the mean direction of arrival (M-DOA).
lower SNR in Figures 5.3(c) and 5.4(c), but an unbiased estimate becomes possible at
SNRs above 10 dB. Together, the results suggest that the proposed DOA estimator
could provide better resolution of closely spaced sources at moderate to high SNRs
using an UCA, and implies that its formulation is better suited for DOA estimation
in multi-source scenarios.
In the case of the sensor array on the CSRB in Figures 5.3(b) and 5.4(b), the
proposed DOA estimator outperforms both other methods at the evaluated SNRs.
However, similar to the single source DOA estimation scenario in Figure 5.2(b), the
estimator does not achieve the CRB. This can be attributed to the structure of the
DOA estimator in Section 3.4.2, where we discard a majority of the spatial diversity
information, in order to reduce the computational complexity and ignore the effects
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of the correlation between the subband signals. As expected, the RMSE performance
of the proposed estimator applied to the CSRB also outperforms itself when applied
to the UCA in Figures 5.3(a) and 5.4(a). The M-DOA in Figures 5.3(d) and 5.4(d)
are however more notable, as the results indicate that the proposed estimator does
not suffer from an estimation bias up to a much lower SNR of -5 dB. Although this
implies that the estimators considered in the context of a sensor array on a complex-
shaped rigid body in Chapters 3 and 4 may be unbiased, further study of the effect
of the array geometry on the estimation bias is necessary to determine the general
behaviour of the proposed estimator.
The overall results of the RMSE and M-DOA for the UCA and the CSRB in Figures
5.3 and 5.4 illustrate the low RMSE and accurate M-DOA achieved by the proposed
method and the CSRB combination. In addition, the proposed estimator outperforms
the other DOA estimators applied on the CSRB, as well as any method applied on
the UCA. This suggest that the combination of the proposed DOA estimator and the
sensor array on the complex-shaped rigid body can provide higher resolution DOA
estimates and therefore a more accurate localization capability for closely spaced
sources.
5.5 Summary and Contributions
In this chapter, we evaluated the closely spaced source resolution performance of dif-
ferent DOA estimators. The ability to resolve closely spaced sources can be improved
by introducing additional spatial diversity information to the DOA estimation prob-
lem, for example, by introducing a sensor array on a complex-shaped rigid body.
We demonstrated that the DOA estimator proposed in Chapter 3 outperformed the
existing estimators through simulations using both a uniform circular array and a
sensor array on a complex-shaped rigid body.
Specific contributions made in this chapter are:
i Calculation of the CRB applicable to a DOA estimator that exploits the spatial
diversity information in the frequency-domain of the acoustic channel impulse
response. This enabled the comparison with a uniform circular array, and to
demonstrate a complex-shaped rigid body can theoretically reduce the DOA es-
timation error variance.
ii Monte Carlo simulations were used to show that the proposed DOA estima-
tor outperforms existing DOA estimators and are capable of resolving closely
spaced sources at moderate to high SNRs. This result implies that the proposed
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estimation approach is better designed to exploit the available spatial diversity
information in multi-source scenarios.
iii The combination of the proposed estimator and the sensor array on the complex-
shaped rigid body was shown to be the best suited to resolve closely spaced
sources down to very low SNRs. This suggests that a physical object could be
used to reduce the size and the number of elements of a sensor array used for
DOA estimation, while retaining the high-resolution source localization capabil-
ities of a much larger array.
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Chapter 6
Multi-Channel Room Equalization
and Acoustic Echo Cancellation in
Spatial Sound Field Reproduction
Overview: This chapter introduces a method of equalizing the effects of reverberation within
a region of interest, using a modal description of the sound pressure in sound field reproduc-
tion applications. We propose that the reverberant sound field can be modelled by independent
linear transformations of the desired sound field modes, and show how the compensation sig-
nals derived from this model can be used to actively control the sound field. The process of
estimating this unknown reverberant channel transformation coefficients is then described
as a parallel adaptive filtering problem. The sound field reproduction and acoustic echo
cancellation performance is compared with existing sound field control techniques through
simulations, and its sensitivity to perturbations in the loudspeaker-microphone positions is
investigated. Overall, the results indicate that the proposed method is capable of success-
fully reproducing a desired sound field with similar performance to existing methods, while
simplifying the implementation and reducing the computational complexity.
6.1 Introduction
Reproduction of a desired sound field within a region of interest is the ultimate ob-
jective of all sound field reproduction systems. However, environmental noise and
reverberation caused by the listening room will always result in a less than ideal re-
production of the desired sound field. The effects of reverberation may vary due to
the structure of the listening room and the materials used in their construction, yet
it may have a significant impact on a variety of applications ranging from telecon-
ferencing and gaming to virtual reality simulations. Hence, it is up to the system
designer to introduce some compensation to counteract the effects of reverberation.
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However, the compensation process is not straightforward, due to the lack of knowl-
edge of the reverberant channel, its time-varying nature, and the large number of
loudspeakers required by many sound field reproduction systems, which compli-
cates the application of classical active control techniques for reverberation control.
This chapter introduces an adaptive listening room equalization method that uses a
modal description of the reverberant sound field to simplify the room equalization
problem within a region of interest.
Reproducing a desired sound field within a region of interest has been an active
field of research for many years. Sound field reproduction techniques can be broadly
classified into two types; those based on Ambisonics [28, 39] or spatial harmonics
[42, 49, 76, 82, 104, 109] and others based on Wave Field Synthesis (WFS) [10, 11].
The basic operating principle of each method is to reproduce the desired sound field
by driving a number loudspeakers placed at discrete locations outside a region of
interest. Typically, the number of loudspeakers required is proportional to the size
of the region of interest, and the maximum operating frequency; hence, a reasonably
large reproduction region will require a large number of loudspeakers. Although
existing sound field reproduction techniques achieve good reproduction performance
under free field conditions, reverberation often results in a drastic degradation of
performance.
The techniques employed to reduce the effects of reverberation on the repro-
duced sound field can be broadly grouped into three categories [32, 35, 56]; pas-
sive techniques that use acoustic insulation materials to reduce reflections, equaliza-
tion schemes based on models of the reverberant room [36, 55, 57, 59] and adaptive
equalization methods. Although passive means can produce a modest reduction in
reverberation, it is often outweighed by the associated costs and impracticality in
many real-world application scenarios, e.g., soundproofing a room in an office or
home environment. In contrast, performing equalization at the loudspeakers has
been shown to be theoretically capable of good performance [13] within a region of
interest. However, equalization requires an accurate description of the reverberant
room, and imperfections in the modelling process may lead to a reduction of the
equalization performance. This is shown to be true regardless of the room configura-
tion, where simple equalization techniques are only effective within approximately a
tenth of an acoustic wavelength about a measurement location [81] in a diffuse sound
field. Non-static room conditions and the rapid variations in the reverberant channel
between frequencies and different spatial locations [71, 92] further complicate the
modelling processes. Collectively, these results imply that accurate positioning and
modelling of the reverberant channel between the loudspeakers and microphones are
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critical factors that affect the performance of a room equalizer.
In this context, adaptive equalization methods are well suited for the general
problem of equalizing a spatial region, but require a large number of loudspeakers
[13, 51] for a region of an appreciable size. Increasing the number of loudspeakers
results in significantly higher computational complexity [15, 38], and the high cor-
relation between these reproduction channels can lead to the ill-conditioning of ma-
trices used for adaptive channel estimation [9, 18, 37, 44, 53]. Thus, the convergence
behaviour of conventional time- and frequency-domain adaptive filters is adversely
affected by the large number of loudspeakers used for sound field reproduction.
Eigenspace Adaptive Filtering (EAF) [95, 96] was proposed to overcome these limi-
tations by decoupling the loudspeaker signals from Multiple Input Multiple Output
(MIMO) system that represents the reverberant room. Ideally, EAF requires data
dependent transformations, but it was shown that a wave-domain transformation
[96] could be used as a practical alternative to these transformations. First proposed
for multi-channel acoustic echo cancellation, the concept of Wave-Domain Adaptive
Filtering (WDAF) [19, 20, 89] has since been used for adaptive listening room equal-
ization in WFS systems [90, 91, 94, 96]. WDAF used for room equalization in [90, 91]
provides some insights into the underlying structure of the reverberant sound field,
and the relationship between individual modes in the wave-domain. In this chapter,
we use this inspiration to propose a model of the reverberant sound field and de-
velop an adaptive equalization method for spatial sound field reproduction within a
region of interest.
The remainder of this chapter is structured as follows. In Section 6.2, the general
structure of a spatial sound field reproduction system is described, together with
the signal model and the modal representation of the desired and measured sound
fields within a region. Section 6.3 presents the proposed model of the reverberant
sound field, and the loudspeaker driving signals required to equalize the listening
room. The application of these concepts for acoustic echo cancellation is described
in Section 6.4. This is followed by a description of how to decouple the estimation
of individual reverberant channel transformation coefficients in Section 6.5. Next,
the robustness of listening room equalization to perturbations in the loudspeaker-
microphone positions is investigated in Section 6.6. Sections 6.7 and 6.8 describe the
performance measures used to evaluate the equalization algorithms, the simulation
setup, and compares the performance of the proposed method with existing adaptive
and non-adaptive listening room equalization techniques. Finally, an analysis of the
computational complexity of the different algorithms is presented in Section 6.9.
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Figure 6.1: Loudspeaker and microphone array configuration of the proposed equal-
ization system.
6.2 Structure of the Sound Field Reproduction System
Consider the problem of recreating a desired sound field within a region of interestR
of a reverberant room (the shaded region illustrated in Figure 6.1), while simultane-
ously recording a signal of interest within that region. This scenario presents two dis-
tinct challenges; room equalization using a multi-channel sound field reproduction
system and acoustic echo cancellation at the recording apparatus. In this chapter, we
consider a feedback control system that consists of three concentric circular1 arrays
of loudspeakers and microphones as a general solution to these problems. Figure 6.1
illustrates the array configuration while the block diagram in Figure 6.2 indicates the
signal flow within such a system. The outer arrays consist of P loudspeakers at the
outer edge, and an inner array of Q equalizer microphones. Together these arrays
reproduce the desired sound field within R. The innermost array of Q˜ microphones
used as the transmission array to the far end, and is used to record the sound sources
in R. A similar array configuration can be used in a teleconferencing or virtual re-
ality gaming application, where the virtual source positioning is performed by the
loudspeaker and equalizer arrays, while the transmitted signals are processed using
the inner transmission array. In this section, we use the signals at the loudspeakers
and microphones to describe the propagation of signals in a reverberant room using
a modal characterization of the spatial sound field in R.
6.2.1 The Signal and Channel Model
Consider the scenario where xp(t) (p = 1 . . . P) are P loudspeaker driving signals,
that have been preconditioned to recreate a particular sound field in R. The time-
1We consider a circular array geometry in order to simplify the modal decomposition and char-
acterization of the sound field. The concepts are transferable to more complex array structures, but
additional processing may be required to represent the sound field in the spatial domain.
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Figure 6.2: Signal flow block diagram of the proposed equalization system.
domain signals xp(t) can be described as a collection of time-varying signals of differ-
ent frequencies using a Short Time Fourier Transform (STFT). The Fourier coefficients
of the pth loudspeaker signal at a frequency ω can then be expressed as
Xp(ω, t) =
∫ ∞
−∞
xp(t′)w(t′ − t)e−jωt′ dt′, (6.1)
where w(t′) represents an appropriate window function.
The interaction between the reverberant room and each loudspeaker-microphone
pair represents a convolution in the time-domain, which becomes a multiplication
operation in the frequency-domain representation in (6.1). Thus, the received signal
at the qth equalizer microphone (q = 1 . . . Q) at a frequency ω becomes
YEq (ω, t) =
P
∑
p=1
Hpq(ω)Xp(ω, t) +VEq (ω, t), (6.2)
where Hpq(·) represents the time-invariant transfer function2 of the reverberant chan-
nel between the (p, q)th loudspeaker-microphone pair and VEq (ω, t) is the ambient
noise at the qth equalizer microphone. The received signals at each equalizer micro-
2It is assumed that the room configuration will remain static during the convergence period of the
sound field reproduction system. Thus, fast convergence of the adaptive filters is essential for the
accurate reproduction of a desired sound field in a time-varying environment.
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phone can be expressed in the more convenient matrix form
YEq(ω, t) = Hpq(ω)Xp(ω, t) + V
E
q(ω, t), (6.3)
where
YEq(ω, t) =
[
YE1 (ω, t) Y
E
2 (ω, t) · · · YEQ(ω, t)
]T
,
Hpq(ω) =

H11(ω) H21(ω) · · · HP1(ω)
H12(ω) H22(ω) · · · HP2(ω)
...
...
. . .
...
H1Q(ω) H2Q(ω) · · · HPQ(ω)
 ,
Xp(ω, t) =
[
X1(ω, t) X2(ω, t) · · · XP(ω, t)
]T
,
and
VEq(ω, t) =
[
VE1 (ω, t) V
E
2 (ω, t) · · · VEQ(ω, t)
]T
.
6.2.2 Modal Representation of a Sound Field
Sound pressure at any point x within a source-free spatial region can be expressed
using the interior solution to the wave equation in Section 2.3.1 [106]. In the plane of
R, the sound pressure at a location x ≡ (x, φx), is given by the summation
Y(x;ω, t) =
∞
∑
n=−∞
βn(ω, t)Jn (kx) einφx , (6.4)
where Jn(·) is the Bessel function and the exponential term e(·) represents the angular
orthogonal basis function. k = ω/c is the wave number where the speed of sound
in the medium is c. Equation (6.4) implies that the sound field within a region of
radius x is characterized by a set of sound field coefficients βn(ω, t), and we use this
mode-domain characterization of the sound field to solve the equalization problem.
Consider the circular equalizer array of radius re, which encloses the region of
interest R. The desired and measured sound fields at any point within that region
can now be expressed in terms of the sound field coefficients recorded at the equal-
izer array [13, 106]. By applying an appropriate truncation length N to the number
of active basis functions for a specified truncation error bound [13, 51], the desired
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and measured sound fields at the equalizer array can be expressed as
Yd(xe;ω, t) =
N
∑
n=−N
βdn(ω, t)Jn (kre) e
inφx (6.5)
and
Y(xe;ω, t) =
N
∑
n=−N
βn(ω, t)Jn (kre) einφx , (6.6)
respectively. Thus, βdn(ω, t) and βn(ω, t) now represent the desired and measured
sound field coefficients at the equalizer array enclosing the region R. Hence, by
comparing (6.5) and (6.6) it can be seen that the desired sound field within R can be
reproduced by satisfying the condition
βn(ω, t) = βdn(ω, t). (6.7)
The measured sound field coefficients at the equalizer microphone array can be
obtained from the analysis equation3
βn(ω, t) =
1
2pi Jn (kre)
∫ 2pi
0
YE(xe;ω, t) e−inφx dφx, (6.8)
where YE(xe;ω, t) are the sound field measurements along the equalizer microphone
array. Since the Q microphones are evenly spaced in the azimuth of the equalizer ar-
ray, i.e., dφx = 2pi/Q, (6.8) can be approximated by a Discrete Fourier Transform
(DFT) of (6.3) [13]. Thus, the measured sound field coefficients βn(ω, t) can be ex-
pressed in the matrix form
βn(ω, t) = TCH Y
E
q(ω, t) = TCH Hpq(ω)Xp(ω, t) + TCH V
E
q(ω, t), (6.9)
where
βn(ω, t) =
[
β−N(ω, t) · · · βN(ω, t)
]T
.
TCH =
1
Q
J−1

ejNφ1 ejNφ2 · · · ejNφQ
...
...
. . .
...
e−j0φ1 e−j0φ2 · · · e−j0φQ
...
...
. . .
...
e−jNφ1 e−jNφ2 · · · e−jNφQ

3Note that the zero crossings of the Bessel functions can affect the accuracy of the estimated sound
field coefficients, and we should therefore select re and restrict the range of k such that Jn (kre) 6= 0.
The use of multiple microphone arrays and rigid microphone arrays described in [13, 34] are some of
the more robust techniques that can be used to overcome this problem.
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represents the transformation into the circular harmonic mode-domain and
J−1 = diag
[
J−N (kre) · · · JN (kre)
]−1
.
The desired sound field coefficients can be expressed similarly as
βdn(ω, t) = TCH H
d
pq(ω)Xp(ω, t), (6.10)
where
βdn(ω, t) =
[
βd−N(ω, t) · · · βdN(ω, t)
]T
,
and Hdpq(·) is simply the direct-path component of Hpq(·), the room transfer function
between the loudspeaker-microphone pairs in (6.3).
6.3 Listening Room Equalization
The previous section described the process of characterizing a sound field in R in
the mode-domain, using the sound field coefficients measured at the equalizer mi-
crophone array. In this section, the mode-domain description of the sound field is
used to model the reverberant channel, and derive the loudspeaker driving signals
required to equalize the reverberation effects of the listening room.
6.3.1 Reverberant Channel Model
Comparing (6.9) and (6.10), the measured sound field coefficients at the equalizer
microphone array can be described as a collection of modes given by
βn(ω, t) , βdn(ω, t) + βrn(ω, t) + βvn(ω, t). (6.11)
The right hand side of (6.11) represent the different contributors to the measured
sound field coefficients, where βdn(ω, t) and βrn(ω, t) are the desired and reverber-
ant sound field coefficients respectively. The effects of any other sources that are
independent of the loudspeaker signals, as well as any ambient noise effects, are
collectively described by the noise field coefficients
βvn(ω, t) , TCH VEq(ω, t). (6.12)
Now consider the description of the reverberant sound field. If a linear trans-
formation of the desired sound field is used to model the reverberant sound field,
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βrn(ω, t) can then be expressed as
βrn(ω, t) = H
r
n(ω)β
d
n(ω, t), (6.13)
where Hrn(ω) represents this transformation in the mode-domain. The structure of
Hrn(ω) can be simplified further by considering the following.
The individual sound field modes are coefficients of the orthogonal basis func-
tions in (6.4), and as described in Chapter 2 do not interact with each other [106]
in a 2-D sound field. Thus, the modes of the desired sound field can be intuitively
visualized as independent co-located sources, where the reverberation is caused by
the images of this collection of sources4. The measured sound field can then be
mathematically described as
Y(xe;ω, t) =
N
∑
n=−N
{
βdn(ω, t) +
S
∑
s=1
βsn(ω, t)
}
Jn (kre) einφx , (6.14)
where βsn(ω, t) represents the incident sound field of the sth (s = 1 . . . S) image source.
However, each image source is a transformation of the desired source;
βsn(ω, t) , Tsn βdn(ω, t), (6.15)
where Tsn represents the scaling and delaying effects of this transformation. The
cumulative effect of these image sources (i.e., the reverberant effects on each sound
field mode) on the nth mode can then be represented by the corresponding diagonal
element of Hrn(ω),
Hrn(ω) ,
S
∑
s=1
Tsn . (6.16)
Thus, the effects of reverberation on the reverberant sound field coefficients can be
described by the linear transformation in (6.13), where
Hrn(ω) = diag [H
r
−N(ω) . . . H
r
N(ω)]
is a diagonal transformation matrix that describes the effect of reverberation.
6.3.2 Loudspeaker Compensation Signals
Consider the operation of an active room equalizer shown in Figure 6.2, where re-
verberation is controlled using an active controller at the loudspeakers. The com-
4Each sound field mode can be visualized as a separate source that undergoes reverberation. Thus,
the reverberant component a particular mode becomes the sum of scaled and delayed versions of itself.
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pensation signals required to drive the loudspeakers can now be described using the
reverberation transformation matrix Hrn(ω) in (6.13). If we assume that an estimate
of Hrn(ω) is available, the reverberation compensation signals at the loudspeakers,
δXp(ω, t), can be derived as follows.
First, the channel effects of Hpq(ω) can be separated into two components; the
direct-path effects Hdpq(ω) and the reverberant path effects Hrpq(ω). Thus,
Hpq(ω) , Hdpq(ω) + Hrpq(ω),
and if a negligible noise field is assumed, i.e., βvn(ω, t) = 0, (6.9) becomes
βn(ω, t) = TCH
[
Hdpq(ω) + H
r
pq(ω)
]
Xp(ω, t) = βdn(ω, t) + β
r
n(ω, t). (6.17)
Substituting the results in (6.10) and (6.13) in (6.17) leads to
βn(ω, t) =
[
I + Hrn(ω)
]
TCH H
d
pq(ω)Xp(ω, t), (6.18)
where I represents the identity matrix. The reverberation compensation signals
δXp(ω, t) are then introduced into the loudspeaker driving signals in (6.18), such
that βn(ω, t) = βdn(ω, t). Thus,
βdn(ω, t) =
[
I + Hrn(ω)
]
TCH H
d
pq(ω)
[
Xp(ω, t) + δXp(ω, t)
]
, (6.19)
which when simplified further using (6.10) becomes
Hrn(ω)TCH H
d
pq(ω)δXp(ω, t) + H
r
n(ω)β
d
n(ω, t) + TCH H
d
pq(ω)δXp(ω, t) = 0. (6.20)
The individual terms in (6.20) correspond to the reverberation effects of the rever-
beration compensation signals, the reverberation effects of the original loudspeaker
driving signals and the direct-path component of the reverberation compensation
signals respectively. The first term in the left hand side of (6.20) is a second-order ef-
fect measured at the equalizer array. If we assume that these effects can be neglected
i.e., Hrn(ω)TCH H
d
pq(ω)δXp(ω, t) → 0 or is compensated for by an adaptive process,
(6.20) becomes
TCH H
d
pq(ω)δXp(ω, t) = −Hrn(ω)βdn(ω, t). (6.21)
The reverberation compensation signals at the loudspeaker are then given by
δXp(ω, t) = −
[
TCH H
d
pq(ω)
]†
Hrn(ω)β
d
n(ω, t), (6.22)
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where
[
TCH H
d
pq(ω)
]†
is the Moore-Penrose pseudoinverse of TCH H
d
pq(ω). Thus,
calculating the loudspeaker compensation signals becomes a matrix multiplication
problem related to the estimates of the reverberation transformation matrix Hrn(ω)
and the desired sound field coefficients βdn(ω, t).
6.4 Acoustic Echo Cancellation
Acoustic echo cancellation (AEC) within the region R is a subset of the listening
room equalization problem described in the previous section. In this context, we
can consider two scenarios for AEC. A two-array scenario shown in Figure 6.1 for
a transmitting circular array of Q˜ microphones with a radius rt (rt < re) located
concentric to the loudspeaker and equalizer microphone arrays, and a single array
scenario, where rt = re. In each case, the output of the echo canceller can be derived
as follows.
The measured signal received at the q˜th (q˜ = 1 . . . Q˜) microphone at xq˜ ≡ (rt, φq˜)
can be characterized using its sound field coefficients βTn(ω, t) as
Y(xq˜;ω, t) =
N˜
∑
n=−N˜
βTn(ω, t)Jn (krt) e
inφq˜ , (6.23)
where N˜ is the appropriate truncation length of basis functions [13, 51] for a specified
error bound corresponding to the array size and operating frequency. Once again,
(6.6) can be used to express the received signal component of the desired sound field
as
Yd(xq˜;ω, t) =
N˜
∑
n=−N˜
βdn(ω, t)Jn (krt) e
inφq˜ . (6.24)
Comparing (6.23) and (6.24) the output of the acoustic echo canceller for an equalized
sound field is simply
βechon (ω, t) = β
T
n (ω, t)− β˜dn(ω, t), (6.25)
where
βTn (ω, t) =
[
βT−N˜(ω, t) · · · βTN˜(ω, t)
]T
and
β˜dn(ω, t) =
[
βd−N˜(ω, t) · · · βdN˜(ω, t)
]T
.
Thus, for an AEC scenario that corresponds to a primarily sound field reproduc-
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tion application, the first scenario described above, (6.25) is naturally satisfied. How-
ever, in the second scenario, minimizing the squared error of (6.25) is the primary
goal, while sound field reproduction is secondary. Hence, the reverberant channel
must be estimated by minimizing the output of the echo canceller. In addition, this
scenario typically corresponds to the reproduction of an exterior sound field. Thus,
a reduction in the operating bandwidth used for sound field reproduction can be
expected due to the limited number of modes used to model reverberation.
6.5 Reverberant Channel Estimation
From (6.22), it is clear that equalizing a listening room requires the knowledge of the
diagonal reverberation transformation matrix Hrn(ω). If Ĥrn(ω) represents an esti-
mate of Hrn(ω), then the channel estimation problem can be described as a classical
adaptive filtering problem as shown below.
Including the effect of the loudspeaker compensation signals in (6.21), the mea-
sured sound field coefficients in (6.11) can be expressed as
βn(ω, t) = βdn(ω, t) + β
r
n(ω, t)− Ĥrn(ω)βdn(ω, t) + βvn(ω, t). (6.26)
Substituting (6.13) above, the error between the measured and desired sound field
coefficients is given by
βen(ω, t) =
[
Hrn(ω)− Ĥrn(ω)
]
βdn(ω, t) + β
v
n(ω, t), (6.27)
where
βen(ω, t) = βn(ω, t)− βdn(ω, t).
Equation (6.27) can be characterized as an adaptive filtering problem [43], where
minimizing the square error of (6.27) leads to an estimate of the reverberant channel
coefficients in Ĥrn(ω). An iterative solution is typically adopted, where the coeffi-
cients at the time step tm are given by the adaptation equation
Ĥrn(ω, tm)
H = Ĥrn(ω, tm−1)H +Φnβdn(ω, tm)βen(ω, tm)H. (6.28)
The adaptation gain Φn is determined by the adaptation technique applied, and can
be a constant as in the Least Mean Squares (LMS) algorithm, a variable quantity
E{βdn(ω, tm)βdn(ω, t)H}−1 as in the Recursive Least Squares (RLS) algorithm, or some
combination of these quantities. However, the large number of modes involved in
sound field reproduction systems can lead to stability issues and large convergence
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times in the adaptation process.
The computational complexity can be reduced further by exploiting the knowl-
edge of the underlying structure of Ĥrn(ω) to calculate Φn. The diagonal structure
of Ĥrn(ω) implies that the transformation coefficients Hrn(ω) are independent of each
other, which transforms the problem of calculating the individual matrix elements
into classical a single-tap adaptive filtering problem. Thus, the adaptation equation
for a diagonal element of Ĥrn(ω) is given by
Ĥrn(ω, tm)
H = Ĥrn(ω, tm−1)H + φn(tm−1)βdn(ω, tm)βen(ω, tm)H, (6.29)
where φn(·) is the adaptation gain of the nth mode. Although the evaluations in
this chapter will use different adaptation techniques to calculate the filter gains in
various applications scenarios, in general, any appropriate adaptive technique may
be applied.
6.6 Robustness of Room Equalization
In the previous sections it was shown that the reverberant effects of the listening room
could be adaptively equalized using measurements of the reproduced sound field.
However, this requires the knowledge of the relative positions of the loudspeaker and
microphone arrays used to recreate the sound field. Thus, any perturbations in the
positions of these elements could degrade the performance of the room equalizer. In
this context, two types of perturbations can be considered; perturbations in the radial
direction and perturbations in the angular directions.
As an example consider the reproduction of a source in 2-D, similar to the sce-
nario described in Section 2.4.2, where the desired sound field coefficients are given
by
βdn(ω, t) =
{
(−i)ne−inφy : Plane wave,
H(2)n (ky)e−inφy : Point source.
(6.30)
The virtual source is located at y ≡ (y, φy) with respect to the origin of the reproduc-
tion region and H(2)n (·) is the nth order Hankel function of the second kind [106].
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6.6.1 Effect of Radial Perturbations
Consider the case where the equalizer microphone array is located at a radial distance
re + δr from the origin of R. From (6.6), the measured sound field at xe is given by
Y(xe;ω, t) =
N
∑
n=−N
βn(ω, t)Jn (kre + kδr) einφx . (6.31)
However, since the room equalizer attempts to reproduce the desired sound field
given in (6.6), the sound field coefficients of the actual reproduced sound field be-
comes
βn(ω, t) = βdn(ω, t)
Jn(kre)
Jn(kre + kδr)
. (6.32)
Comparing (6.30) and (6.32), it can be observed that Jn(kre)/Jn(kre + kδr), the per-
turbation factor, is an unbounded function. Thus, the sound field reproduction error
will also be unbounded and vary with re, δr, n and k.
6.6.2 Effect of Angular Perturbations
Consider the scenario where the equalizer microphone circular array is rotated δφ
about the origin of R. The measured sound field at xe now becomes
Y(xe;ω, t) =
N
∑
n=−N
βn(ω, t)Jn(kre)ein(φx+δφ). (6.33)
Hence, the sound field coefficients of the equalized sound field are given by
βn(ω, t) = βdn(ω, t)e
−inδφ. (6.34)
In this scenario, the perturbation factor e−inδφ is bounded, and simply results in a
rotation of the desired sound field. This may be considered negligible in some appli-
cation scenarios, due to the minimal impact on the overall quality of the reproduced
sound field.
6.7 Equalization Performance Measures
The performance of the proposed listening room equalization method can be mea-
sured in terms of the equalization error at the two microphone arrays, the normalized
reproduction error within the region and echo return loss enhancement (ERLE) at the
transmission microphone array. The definitions of each performance measure can be
obtained from the sound field coefficients, and are summarized below.
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6.7.1 Equalization Error at the Equalizer Array
Narrowband:
E E
NB
(ω, t) = 10log10
∣∣∣βen(ω, t)Hβen(ω, t)∣∣∣ (6.35)
Wideband:
E E
WB
(t) = 10log10
∣∣∣∣∫ ω2
ω1
βen(ω, t)
Hβen(ω, t)dω
∣∣∣∣ (6.36)
where {ω1,ω2} denotes the range of equalized frequencies.
6.7.2 Equalization Error at the Transmitter Array
Narrowband:
E T
NB
(ω, t) = 10log10
∣∣∣βechon (ω, t)Hβechon (ω, t)∣∣∣ (6.37)
Wideband:
E T
WB
(t) = 10log10
∣∣∣∣∫ ω2
ω1
βechon (ω, t)
Hβechon (ω, t)dω
∣∣∣∣ (6.38)
where {ω1,ω2} denotes the range of equalized frequencies.
6.7.3 Normalized Region Reproduction Error
The sound field reproduction error in the region R can be defined using the cumu-
lative difference of (6.5) and (6.6) normalized across each location in R. Hence, the
normalized region reproduction error T is given by
Narrowband:
TNB(ω, t) = 10log10
N (ω, t)
D(ω, t) (6.39)
Wideband:
TWB(t) = 10log10
∫ ω2
ω1
N (ω, t)dω∫ ω2
ω1
D(ω, t)dω (6.40)
where
N (ω, t) =
∫
R
∣∣∣Y(x;ω, t)−Yd(x;ω, t)∣∣∣2 da(x),
D(ω, t) =
∫
R
∣∣∣Yd(x;ω, t)∣∣∣2 da(x)
and da(x) = x dx dφx is the differential area element of x.
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6.7.4 Echo Return Loss Enhancement
The effectiveness of the echo canceller can be characterized using the ratio between
the received signal energy and the output energy of the echo canceller at the trans-
mitter microphone array. Using the modal description of the sound field from (6.23)
- (6.25), the echo return loss enhancement (ERLE) can be expressed as
Narrowband:
ERLENB(ω, t) = 10log10
∣∣∣∣ βTn (ω, t)HβTn (ω, t)βechon (ω, t)Hβechon (ω, t)
∣∣∣∣ (6.41)
Wideband:
ERLEWB(t) = 10log10
∣∣∣∣∣
∫ ω2
ω1
βTn (ω, t)HβTn (ω, t)dω∫ ω2
ω1
βechon (ω, t)Hβechon (ω, t)dω
∣∣∣∣∣ (6.42)
where {ω1,ω2} denotes the range of equalized frequencies.
6.8 Simulation Results
6.8.1 Simulation Parameters
We investigate the performance of the proposed algorithm in a horizontal plane of a
6.4 m × 5 m reverberant room with wall absorption coefficients of 0.36 (correspond-
ing to a concrete, carpeted environment). The floor and ceiling are assumed to be non
reflective, and the reverberation due to the four walls are simulated using the image-
source method [6] for an image depth of 5 (i.e., 60 image sources). The general layout
of the loudspeaker, microphone arrays and the room configuration is illustrated in
Figure 6.3. A circular region of interest R is centred at the coordinates {3.8 m, 2.4 m},
within a 2 m radius circular array of loudspeakers (2-D point sources). The region R
is enclosed by an equalizer microphone array, while a transmitter microphone array
is located at the centre of R. The number of loudspeakers, microphones and the
radius of the circular arrays are selected to satisfy the requirements of the individual
application scenarios, as well as the mode truncation length N ≈ dekre/2e [51], at k
corresponding to the maximum operating frequency.
In order to evaluate the performance, the reproduction of two types of virtual two
dimensional sources are considered; a plane wave source with the desired sound field
coefficients
βdn(ω, t) = (−i)ne−i(nφy+ωt), (6.43)
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φy 
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Figure 6.3: A general configuration of the loudspeaker, microphone arrays and the
region of interest in the reverberant room.
and a monopole source with the desired sound field coefficients
βdn(ω, t) = H(2)n
(ωy
c
)
e−i(nφy+ωt). (6.44)
The source direction and position is given by the angular coordinates (y, φy), c =
343 m/s is the speed of sound in air and H(2)n (·) is the nth order Hankel function of
the second kind [106].
6.8.2 Listening Room Equalization
In this application scenario, we consider the problem of equalizing a listening room
using loudspeaker and microphone arrays of 2 m and 1 m radius respectively, as
illustrated in Figure 6.3. 60 loudspeakers and 55 microphones are simulated to suit a
maximum operating frequency of 1 kHz in two sound field reproduction scenarios.
A narrowband scenario reproducing a 1 kHz waveform is used to evaluate the equal-
ization performance at the design frequency, and a broadband case of reproducing
a 1 kHz bandwidth signal is used to simulate a real-world sound field reproduction
scenario. The source power is normalized to 0 dB at the centre of the array, and white
Gaussian noise is introduced in order to maintain a specified Signal to Noise Ratio
(SNR) with respect to this location.
The performance of the proposed technique is compared with the Multi-Point
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Figure 6.4: Reproduction of a 1 kHz monopole source at (1.7 m, pi/3) within a re-
gion of 1 m radius at 50 dB SNR. The dotted outer circle indicates the equalizer
microphone array and the smaller inner circle indicates the transmitter microphone
array.
approach to equalization [33] used in [13]; a non-adaptive equalization technique
which requires knowledge of the reverberant channel, and the Filtered-X Recursive
Least Squares (FxRLS) approach [15] used for WDAF in [96]; an adaptive algorithm
which requires an estimate of the reverberant channel. The Normalized Least Mean
Squares (N-LMS) [43] is used as the adaptation algorithm of the proposed technique,
where σ2 is the simulated noise power and
φn(tm) = 0.1×
[
σ+ βdn(ω, tm)β
d
n(ω, tm)
H
]−1
.
6.8.2.1 Narrowband Performance
Figures 6.4 and 6.5 illustrate the reproduction of a 1 kHz monopole source at (1.7
m,pi/3) from the centre of the region R, and a 1 kHz plane wave source in the direc-
tion pi/3. The Signal to Noise Ratio (SNR) at the centre of the equalizer microphone
array is 50 dB. The desired, reverberant and equalized sound fields are shown in sub-
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Figure 6.5: Reproduction of a 1 kHz plane wave source (incident from azimuth pi/3)
within a region of 1 m radius at 50 dB SNR. The dotted outer circle indicates the
equalizer microphone array and the smaller inner circle indicates the transmitter
microphone array.
figures (a), (b) and (c) respectively. The location of the equalizer microphone array
is denoted by the outer dotted circle while the inner circle represents the transmitter
microphone array. Good reproduction is observed within the equalized region R
with respect to the reverberant sound field in Figures 6.4(b) and 6.5(b).
The equalization error at the two microphone arrays is shown in Figure 6.6, av-
eraged over 10 trial runs after 500 adaptation steps. It is seen that the error at the
equalizer microphone array begins to converge to the noise floor created by the ex-
ternal uncorrelated noise in Figure 6.6(a). The equalization error at the transmitter
microphone array however, is limited to a minimum of approximately -40 dB in Fig-
ure 6.6(b). The normalized region reproduction error within the equalized region
R, seen in Figure 6.7, follows the equalization error curve at the equalizer micro-
phone array in Figure 6.6(a). A minimum SNR of approximately 20 dB is required
for the adaptive equalizer to converge, while a SNR between 40 - 50 dB is necessary
to maintain a normalized region reproduction error below 1%. Figure 6.8 illustrates
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(a) Equalization error at the equalization array
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(b) Equalization error at the transmitter array
Figure 6.6: Equalization error of 1 kHz plane wave (dotted line) and monopole
sources (solid line) at (a) the equalizer microphone array and (b) the transmitter
microphone array vs. signal to noise ratio at the centre of the region of interest.
Circular and triangular markers indicate the unequalized and equalized equalization
error after 500 adaptation steps, averaged over 10 trial runs.
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Figure 6.7: Normalized region reproduction error of equalized and unequalized 1
kHz plane wave (dotted line) and monopole (solid line) sources within the 1 m ra-
dius region of interest. Circular and triangular markers indicate unequalized and
equalized normalized region reproduction error, averaged over 10 trial runs.
the narrowband acoustic echo cancellation performance of the proposed algorithm.
The behaviour of the ERLE curves are expected to be similar to the equalization error
at the transmitter microphone array, and the expected flattening of ERLE is observed.
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Figure 6.8: Echo return loss enhancement (ERLE) of equalized and unequalized 1
kHz plane wave (dotted line) and monopole (solid line) sources at the transmit-
ter microphone array. Circular markers indicate unequalized ERLE and triangular
markers indicate equalized ERLE after 500 adaptation steps. ERLE curves have been
averaged over 10 trial runs.
ERLE values in the range of 40 dB are achieved at SNRs greater than 60 dB, while 20
dB or greater ERLE can be expected at SNRs above 35 dB.
These results indicate that the proposed algorithm provides good narrowband
sound field reproduction for the simulated reverberant room. The simulations sug-
gest that the normalized region reproduction error can be maintained below 10%
and ERLE at 15 dB for a moderate SNR of 30 dB. Similar or better performance is
expected at frequencies below 1 kHz.
6.8.2.2 Wideband Performance
Figures 6.9 and 6.10 illustrate the wideband performance of the proposed method
using 1 kHz bandwidth sources at different SNRs. The monopole and plane wave
sources are positioned at the same locations as in the previous narrowband scenario.
The performance is compared with the FxRLS and Multi-Point equalization methods,
both of which are assumed to have perfect knowledge of the reverberant channel.
The behaviour of the wideband normalized region reproduction error closely
follows the performance of the FxRLS method for both source types as see in Figure
6.9. The performance is comparable to the multi-point equalization method for the
plane wave source, although it diverges by up to 10 dB at certain SNRs in the case
of the monopole source. A similar ERLE behaviour is observed in Figure 6.10, where
the multi-point method appears to describe an upper limit for ERLE at moderate
SNR values.
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Figure 6.9: Normalized region reproduction error of 1 kHz bandwidth (a) plane
wave and (b) monopole sources within a 1 m radius region of interest. The proposed
technique (solid line) is compared with the multi-point (dotted line) and Filtered-x
RLS (dot dash line) equalization after 500 adaptation steps, averaged over 10 trials.
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Figure 6.10: Echo return loss enhancement (ERLE) of 1 kHz bandwidth (a) plane
wave and (b) monopole sources at the transmitter microphone array. The proposed
technique (solid line) is compared with the multi-point (dotted line) and Filtered-x
RLS (dot dash line) equalization after 500 adaptation steps, averaged over 10 trials.
Overall, the wideband performance is consistent with the narrowband behaviour,
achieving a wideband reproduction error less than 10% within R, and ERLE greater
than 10 - 15 dB at the transmitter microphone array for SNRs above 35 dB. The
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performance of the proposed method approaches that of the non-adaptive multi-
point technique and appears to be similar to the more complex adaptive algorithm
FxRLS. However, the performance of the proposed method may be adversely affected
at some frequencies due to the zeros in the Bessel function in (6.9). A dual equalizer
array arrangement has been proposed to overcome this problem in [13], and may
improve the sound field reproduction performance by avoiding the amplification of
errors at modes with low SNR.
6.8.3 Acoustic Echo Cancellation
In the previous subsection, acoustic echo cancellation performance of a sound field
reproduction application was considered, where it was shown that AEC was a by-
product of the sound field reproduction process. However, in Section 6.4 it was noted
that a second application scenario may exist, where a single microphone array may
be used with the primary goal of echo cancellation. Thus, the reverberant channel
estimation and adaptation processes in Section 6.5 can remain unchanged, while the
room equalizer works to maximize the ERLE of the system. This corresponds to a
single array AEC application with a secondary goal of sound field reproduction; e.g.,
a teleconferencing application.
In this application scenario, we consider the room configuration in Figure 6.3 us-
ing loudspeaker and microphone arrays of 2 m and 0.1 m radius respectively. 27
loudspeakers and 24 microphones are simulated to suit a maximum operating fre-
quency of 4 kHz at the microphone array, and a narrowband virtual plane wave
source incident from pi/3 is reproduced at every 100 Hz in the [100, 3000] Hz band-
width. A source power of 0 dB power is simulated at the centre of the reproduction
region at 50 dB SNR. This configuration yields an average direct-to-reverberant-path
power ratio of 1.1 dB across frequencies up to 4 kHz. AEC and sound field repro-
duction performance is compared with the fixed multi-point equalization method
[33] using perfect channel information, and the Filtered-X Recursive Least Squares
(FxRLS) [15, 96] adaptive algorithm using channel information at 99% accuracy. The
Recursive Least Squares (RLS) algorithm [43] is used as the adaptation algorithm of
the proposed technique at an adaptation rate of 14.7 kHz, where λ = 0.75 is the
forgetting factor, σ2 is the simulated noise power,
φn(tm) =
[
λσ2(tm−1) +
∣∣βdn(ω, tm)∣∣2]−1 ,
and
σ2(tm) = λσ2(tm−1) +
∣∣βdn(ω, tm)∣∣2.
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Figure 6.11: Unequalized and equalized sound fields of a plane wave source repro-
duced in the direction pi/3 at (a) 800 Hz, (b) 1600 Hz and (c) 2400 Hz at 50 dB SNR.
The dotted white inner circle indicates the 0.1 m radius microphone array and their
locations, while the outer dashed circle indicates the reproduction region of 0.25 m
radius.
Figure 6.11 illustrates the narrowband reproduced sound field for a virtual plane
wave source after 500 adaptation steps. The selected frequencies correspond to three
reproduction scenarios, where the number of reproduced modes is (a) greater, (b)
equal to and (c) less than the design frequency corresponding to the number of mi-
crophones and a radial distance of 0.25 m. It is seen that good equalization can be
achieved below the design frequency of the microphone array. Acoustic echo can-
cellation performance at the microphone array is presented in Figure 6.12, averaged
over 10 trial runs after 3000 adaptation steps. An ERLE between 15 and 30 dB is
achieved up to 2.5 kHz at a SNR of 50 dB, where the echo cancellation performance
is comparable with multi-point equalization and adaptive FxRLS.
The normalized region reproduction error within a 0.25 m radius region of in-
terest is shown in Figure 6.13. The performance is comparable to other equalization
methods and the results suggest that reproduction errors below 1% is achievable. The
sudden spikes in the reproduction error curves in Figure 6.13 can be attributed to the
low SNR of the measured sound field modes near the zero crossings of the Bessel
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Figure 6.12: Echo return loss enhancement (ERLE) of a reproduced plane wave source
in the direction pi/3, averaged over 10 trial runs at 50 dB SNR.
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Figure 6.13: Region reproduction error of a plane wave source in the direction pi/3
within a 0.25 m radius region of interest, averaged over 10 trial runs at 50 dB SNR.
function Jn(kre). Overall, these results suggest that the proposed method could be
applied to a single microphone array for simultaneous acoustic echo cancellation and
low frequency sound field reproduction.
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Figure 6.14: Reproduced sound field of a 700 Hz plane wave incident from φy = pi/3
for perturbed loudspeaker-microphone positions. The white dotted circle indicates
the region of interest and the equalizer microphone array.
6.8.4 Equalizer Robustness to Perturbations
In Section 6.6 it was shown that two types of perturbations of the loudspeaker and
microphone positions could affect the performance of room equalization techniques.
In this section, we simulate the effects of these perturbations on the reproduced
sound field using the room configuration in Figure 6.3. Two arrays of 24 loudspeak-
ers and 19 microphones of 2 m and 0.3 m radius are simulated for a maximum
operating frequency of 1 kHz at the microphone array, and used to recreate a virtual
plane wave source incident at pi/3. The robustness of the equalization process is
evaluated at the radial perturbations |δr| = {0.01 m, 0.02 m, 0.03 m, 0.04 m, 0.05 m}
and angular perturbations |δφ| = {2◦, 4◦, 6◦, 8◦, 10◦}, where the perturbations corre-
spond to similar degrees of mispositioning of the loudspeaker and microphone array
elements.
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Figure 6.15: Normalized region reproduction error of a plane wave incident from
φy = pi/3 for perturbed loudspeaker-microphone positions.
Figure 6.14 illustrates the unequalized and equalized recreated sound field of a
plane wave at 700 Hz. Figures 6.14(a) and (b) indicate that good reproduction per-
formance can be achieved within the region interest when the microphone locations
are not perturbed. However, the effects of radial perturbations become significant
with larger perturbations, due to the unbounded perturbation factor in (6.32). In the
case of angular perturbations, as expected from (6.34), a rotation of the reproduced
sound field is observed and becomes much clearer when Figures 6.14(b), (d) and (f)
are compared.
The normalized region reproduction error within the region of interest is illus-
trated in Figure 6.15. Once again it is observed that the unbounded radial pertur-
bation factor leads to significant errors. The peaks in the error function due to ra-
dial perturbations can be attributed to the zeros in the denominator Bessel function
Jn(kre) in (6.32). The normalized region reproduction error ranges between -40 dB
to 40 dB in the operating frequency range for the reproduction of the virtual plane
wave source. Normalized region reproduction error due to angular perturbations are
between -40 dB and -5 dB and is below the acceptable error threshold of -10 dB for
angular perturbations less than a tenth of a wave length.
These results lead to the following conclusions. First, the equalization of a large
area (i.e., regions where re greater than a tenth of a wave length) is possible using a
microphone array at the edge of the region of interest. Second, the allowable pertur-
bations in the relative positions of the loudspeakers and microphones is still limited
to approximately a tenth of a wavelength for a -10 dB normalized region reproduc-
tion error. Collectively this implies that the robustness results of equalization in a
diffuse sound field [81] are still applicable to the individual element positioning in
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Table 6.1: Computational complexity of adaptive algorithms.
FxRLS EAF Proposed
Equalizer
Adaptation O
(
P4N2c
)
Q · O (N2c ) -
Channel
Identification O
(
P2N2c
)
Q · O (N2c ) O (∑Nc/2f=0 N f ) ≈ Q · O (Nc)
Transformations - O (PQ) +O (Q2) -
spatial sound field reproduction systems.
6.9 Computational Complexity
Low computational complexity is a desirable property that is difficult to achieve in
massive multi-channel sound field reproduction systems. Since the computational
complexity of adaptive algorithms is directly related to the number of unknown
coefficients to be calculated in the adaptation process, it can be expressed as a func-
tion of the number of unknown parameters. Thus, the computational complexity
of the different adaptive algorithms can be summarized using the big-O notation as
shown in Table 6.1 above.5,6 The complexity of each algorithm has been categorized
under three main operations; operations required to compute the equalized loud-
speaker driving signals, operations required to identify the reverberant channel and
operations required to calculate relevant data dependent orthogonal transformations
respectively. Since the proposed algorithm does not consist of separate channel iden-
tification and equalization operations, the computational complexity is listed as part
of the channel identification operation.
The computational complexity of the proposed algorithm can be derived as fol-
lows. In order for the complexity of the different algorithms to be comparable, we
consider a similar number of time-domain filter taps for each method. Hence, let Nc
represent the number of filter coefficients used to model the reverberant channel, and
P, Q be the number of loudspeakers and microphones required to reproduce a sound
field at a the design frequency F0. The number of unknown channel coefficients in
the proposed algorithm at a frequency F (F < Fs) corresponds to the number of
5The computational complexity of the Filtered-X Recursive Least Squares (FxRLS) and Eigenspace
Adaptive Filtering (EAF) algorithms are obtained from the derivations in [15] and [96] respectively.
6The computation complexity of the EAF technique summarizes the results in [96] where fully-
coupled modes are considered. More recent work by Schneider and Kellermann have extended this
concept in [90, 91], and have shown that the computational complexity can be minimized by limiting
the number of coupled modes considered in WDAF to the diagonal and several adjacent modes.
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diagonal elements of Hrn(2piF), and is given by NF = de2piFre/ce+ 1 [13].
Consider a wideband channel equalizer implemented at each frequency bin f Fs/Nc
for f = 0 . . . Nc/2 and a sampling frequency Fs. The total number of unknown coef-
ficients of this equalizer is given by
Nc/2
∑
f=0
N f =
Nc/2
∑
f=0
⌈
ere
(
2pi f Fs
cNc
)⌉
+ 1. (6.45)
The required number of equalizer microphones can be derived similarly, and is given
by
Q =
⌈
ere
(
2piF0
c
)⌉
+ 1. (6.46)
If F0 = Fs/2, substituting (6.46) in (6.45), the computational complexity can be sim-
plified as
Nc/2
∑
f=0
N f ≈ 14
{
QNc + Q + Nc + 2
} ≈ Q · O (Nc) . (6.47)
Thus, the proposed algorithm represents a linear increase of computational com-
plexity with reverberation time (i.e., longer time-domain filters and larger Nc), and a
reduction in computational complexity with respect to the FxRLS and EAF methods.
6.10 Summary and Contributions
In this chapter, we have developed a multi-channel room equalization technique for
spatial sound field reproduction within a region of a reverberant room. A crucial el-
ement to the success of this method is the proposed model of the reverberant sound
field, which reduces the complexity of the reverberant channel estimation and sound
field control stages. The compensation signals derived from this model are used to
control the sound field via a set of parallel, independent single-tap adaptive filters.
The proposed method achieves similar sound field reproduction and echo cancella-
tion performance in comparison to existing adaptive and non-adaptive equalization
techniques, while reducing the computational complexity of a practical implementa-
tion.
Specific contributions made in this chapter are:
i The concept of describing the reverberant sound field modes as a linear transfor-
mation of the desired sound field modes was introduced. Each sound field mode
is considered an independent source, which is only affected by its own image
sources.
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ii An adaptive technique for controlling the sound field was derived from the esti-
mates of the reverberant sound field model. It was shown that the channel esti-
mation problem was greatly simplified by adopting the proposed model, where
the reverberant channel estimates could be obtained using classical single-tap
adaptive filters in the frequency-domain.
iii The sound field reproduction and acoustic echo cancellation performance of the
proposed technique was compared with existing methods, and similar perfor-
mance in different application scenarios was demonstrated. The effect of per-
turbations in the loudspeaker-microphone positions was also considered, and it
was found that the robustness results of equalization in a diffuse sound field are
applicable to the individual elements used for sound field reproduction.
iv The computational complexity of the proposed technique was derived and com-
pared with existing adaptive equalization methods. It was shown that a reduction
of channel identification complexity from O(N2) to O(N) could be achieved.
Finally, we should state that low SNR of individual sound field modes can ad-
versely affect the performance a single microphone array equalizer described in this
chapter. However, a number of techniques such as the use of multiple microphone
arrays and rigid microphone arrays have been proposed to overcome this particular
problem, and can be easily adopted to mitigate the effects on the proposed method.
Chapter 7
Conclusions and Future Research
This chapter states the general conclusions drawn from this thesis, as well as possible
future research arising from this work. The summary of contributions can be found
at the end of each chapter and are not repeated here.
7.1 Conclusions
This thesis concerns acoustic signal processing algorithms that exploit or mitigate the
effects of the acoustic channel in spatial audio applications. The work was motivated
by the growing interest in recreating virtual soundscapes, and considers two types
of applications; sound field analysis and synthesis. In both cases, the complexity in
the acoustic channel originates from a similar source; the scattering and reflection of
sound waves by the acoustic environment. In this thesis, we consider two open prob-
lems: (i) broadband sound source localization using spatial diversity information in
frequency in Chapters 3–5, and (ii) sound field reproduction in reverberant rooms in
Chapter 6.
In the first part of this thesis, in Chapter 3, the concept of exploiting the diversity
in the frequency-domain (due to scattering off the surface of a complex-shaped rigid
body) for source localization was introduced. It was shown that the spatial infor-
mation in frequency subbands can be collated and used to estimate the source loca-
tion using a signal subspace approach. The existence of a noise subspace resulted in
three distinct localization scenarios, two of which achieved better resolution of closely
spaced sources in comparison to the traditional broadband localization techniques.
The third scenario proved to be more interesting, and showed that any knowledge of
a subband correlated source could be used for localization in under-determined sys-
tems, albeit at the expense of resolution. Investigation of the localization performance
using the HRTF data from the KEMAR and CIPIC HRTF databases in Chapter 4 sug-
gests that these same concepts could be applied to the binaural localization problem.
Experimental results in Chapter 4 further showed that the localization performance
in humans is determined by the diversity provided by the HRTF, and was the pri-
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mary cause of the reduced localization accuracy in some spatial regions. Chapter 5
analyzed the minimum bound of the theoretical estimator performance that could
be achieved using a complex-shaped rigid body and a uniform circular array. It was
shown that the proposed estimator and a complex-shaped rigid body could achieve
more accurate, unbiased resolution of closely spaces sources in comparison to other
methods and the uniform circular array.
The second part of the thesis considered the reproduction of a desired sound
field within a region of a reverberant room, as an active control problem. Rever-
beration was modelled as a collection of sources in space, which could be described
as a linear transformation of the desired sound field in a mode-domain representa-
tion in Chapter 6. It was shown that this method allowed the sound field control
problem to be described as a simple adaptive channel estimator. The proposed tech-
nique demonstrated comparable sound field reproduction performance to existing
adaptive techniques, while significantly reducing the computational complexity. The
reduction in the complexity was achieved through the independence of the rever-
berant transformation in the mode-domain, which in addition, both simplified the
adaptation process and enabled a parallel implementation of the sound field con-
troller. Finally, the analysis of the effects of perturbations in Chapter 6 showed that
equalization of large regions was viable, given that the sound field measurements at
the edge of the region were constrained within a specified limit.
Overall, this thesis has shown that scattering and reflections caused by the acous-
tic environment can be exploited or mitigated in sound field decomposition and
reproduction. Enlarging the received signal correlation matrix proved to be effective
at exploiting the spatial diversity information in frequency, while the mode-domain
representation enabled more flexible control of the spatial sound field. The proposed
algorithms demonstrated improved performance over existing methods in both the
decomposition and reproduction of spatial sound fields. This suggests that the com-
plex behaviour of the acoustic channel should not be disparaged, and need not be
considered as a hindrance to acoustic signal processing algorithms.
7.2 Future Research
A number of problems that can exploit the basic concepts proposed in this thesis
give rise to an array of possible future research projects. A selected subset of these
problems directly related to spatial audio are discussed below.
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Design of Physical Structures for Beamforming
In Chapter 3, we have considered a source location estimator that exploits the diver-
sity offered by scattering and reflections caused by a rigid body. It was shown that
this method resulted in higher-resolution source location estimates using a smaller
number of sensors than would typically be required. Further, in Chapter 2, it was
suggested that this type of diversity could be modelled as a function of the normal
vector to the surface of this rigid body. This implies that some structure could be
synthesised to maximize the spatial diversity information obtained from a specified
direction or region. Thus, the inverse problem of specifying a physical shape of
an object that describes a desired diversity pattern will contribute to extending the
practical applications of the method proposed in Chapter 3.
Exploiting Frequency Diversity for Source Separation
We can consider two main approaches to the problem of source separation; spatial
beamforming and statistical analysis of speech signals. A limitation of the conven-
tional beamforming approaches to the problem is the requirement of physically large
sensor arrays and a large number of sensors. This requirement stems from the lim-
ited spatial diversity of traditional array systems. Thus, the concept of the exploiting
the frequency-domain diversity of the scatterer in Chapter 3 can be extended to high-
resolution beamforming, e.g., eigenspace spatial beamforming. The localization and
beamforming processes can therefore be used to enhance the source signal from the
desired spatial regions, enabling a more robust application of the statistical speech
separation methods.
Speaker Tracking in Under-Determined Systems
In Chapter 4, the binaural source localization problem was considered. It was found
that a sound source could still be localized in an under-determined system (i.e., more
than one active speaker in the binaural scenario), provided that the inter-subband
correlation was at least partially known. This criteria is easily satisfied by audio
signals such as speech, and is widely used to characterize individual speakers. Thus,
the proposed method could be integrated to track, separate and enhance a desired
source. A number of applications in automotive, virtual reality and robotic systems
can also be envisaged.
Sparse Equalization for Robust Reverberation Control
The viability of the reverberation control mechanism described in Chapter 6 relies on
the ability to accurately decompose the sound field coefficient in a region of interest,
which in turn relies on the sensor positioning and operating frequency. In addition,
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increasing the size of this region requires a larger number of measurement and re-
production channels. However, the complexity of the acoustic environment remains
the same, and therefore exploiting the sparsity of the acoustic environment becomes
an attractive option for reverberant sound field control. Thus, the investigation of
exploiting the sparsity of the reverberant image sources in space will contribute to
improving the robustness of the algorithm described in Chapter 6 and enable more
practical applications of sound field control in large spatial regions.
Appendix A
Signal Subspace Decomposition for
Direction of Arrival Estimation
In Chapters 3 and 4, we have considered the problem of source localization using an
array of sensors placed on some rigid body, where the concepts of signal subspace
decomposition could be applied to identify the source locations. In this context, the
direction of arrival estimation of narrowband far field sources using a linear array
represents the simplest source localization scenario that describes these concepts.
The following discussion describes the application of the signal subspace technique
known as MUSIC (MUltiple SIgnal Classification) [88], to the direction of arrival
estimation problem.
A.1 Narrowband Signal Model
Consider a linear array with M uniformly spaced sensors illustrated in Figure A.1.
In a sound field with Q narrowband sources in the far field, the measured signal at
the mth (m = 1, . . . , M) sensor can be expressed as
ym(ω, t) =
Q
∑
q=1
Am(ω, θq)sq(ω, t) + nm(ω, t), (A.1)
where Am(ω, θq) is the sensor response to the qth (q = 1, . . . , Q) source sq(ω, t) in the
direction θq and nm(ω, t) is the noise at the sensor. Omitting the frequency depen-
dence ω, the M sensor signals can be expressed in the matrix form
y(t) = A(Θ)s(t) + n(t), (A.2)
where
y(t) =
[
y1(t) y2(t) · · · yM(t)
]T
(1×M)
,
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Figure A.1: DOA estimation of far field sources impinging on a linear array.
s(t) =
[
s1(t) s2(t) · · · sQ(t)
]T
(1×Q)
,
and
n(t) =
[
n1(t) n2(t) · · · nM(t)
]T
(1×M)
.
A(Θ) is the array manifold matrix that describes the response of the sensors to the
impinging sources. For a linear array with a uniform sensor spacing d, the array
manifold can be expressed as
A(Θ) =
[
a(θ1) a(θ2) · · · a(θQ)
]
(M×Q)
=

e−ik(0)d cos θ1 e−ik(0)d cos θ2 · · · e−ik(0)d cos θQ
e−ik(1)d cos θ1 e−ik(1)d cos θ2 · · · e−ik(1)d cos θQ
...
...
. . .
...
e−ik(M−1)d cos θ1 e−ik(M−1)d cos θ2 · · · e−ik(M−1)d cos θQ

(M×Q)
, (A.3)
where a(θq) is the steering vector in the direction θq.
A.2 Signal Subspace Decomposition
The correlation matrix of the sensor signals y(t) can be expressed as
R , E
{
y(t)y(t)H
}
= A(Θ)E
{
s(t)s(t)H
}
A(Θ)H + E
{
n(t)n(t)H
}
(A.4)
for uncorrelated s(t) and n(t), where E {·} represents the expectation operator over
time. If we consider the individual sources to be uncorrelated and n(t) to be spatially
and temporally white Gaussian noise, (A.4) can be simplified further as
R = A(Θ)ΛA(Θ)H + σ2nI, (A.5)
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where Λ is a diagonal matrix containing the individual source powers E
{
sq(t)sq(t)H
}
and σ2nI is a diagonal noise correlation matrix with the noise power σ2n .
In an over-determined system, i.e., Q < M, we find that the
rank(Λ) < rank(R). (A.6)
Thus, R can be rewritten using the eigenvalue decomposition of A.5 as
R = UΛˆUH, (A.7)
where
Λˆ =

σ21 + σ
2
n 0 . . . 0 0 . . . 0
0 σ22 + σ
2
n . . . 0 0 . . . 0
...
...
. . .
...
...
. . .
...
0 0 . . . σ2Q + σ
2
n 0 . . . 0
0 0 . . . 0 σ2n . . . 0
...
...
. . .
...
...
. . .
...
0 0 . . . 0 0 . . . σ2n

. (A.8)
U and Λˆ represent the eigenvectors and eigenvalues of R respectively, where σ2q is
the eigenvalue corresponding to the power of the qth source.
A.3 Direction of Arrival Estimation
Observing the structure of (A.7) and (A.8), we find that each source corresponds to
a specific eigenvector. Thus, we can consider two subspaces that span the space of
R; the signal subspace created by the eigenvectors of the signal eigenvalues σ2q + σ2n
(for q = 1 . . . Q), and the noise subspace created by the eigenvectors of the noise
eigenvalues σ2n . The signal and noise subspaces are by definition orthogonal to each
other, and this property can be exploited for direction of arrival estimation.
Separating (A.7) into the signal and noise subspaces,
R = UsΛsUs H + σ2nUnUn
H, (A.9)
where the columns of Us, Un represent the signal and noise eigenvectors respectively.
Comparing (A.5) and (A.9), we find that
span
(
A(Θ)
)
= span
(
Us
)
. (A.10)
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Since the signal and noise subspaces are orthogonal to each other, this implies that
span
(
A(Θ)
)
⊥ span
(
Un
)
. (A.11)
The directions of arrival of the sources can now be estimated using an orthogo-
nality test of a(θ) for all θ ∈ [0,pi]. The dot product vanishes for orthogonal vectors;
hence, a DOA spectra can be defined as the reciprocal of the dot product with the
noise subspace, given by
P̂(θ) =
{∣∣a(θ)HUnUn Ha(θ)∣∣∣∣a(θ)Ha(θ)∣∣
}−1
, (A.12)
where P̂ is maximized for the source directions of arrival θ = [θ1, θ2, . . . , θQ].
The individual steps in the application of the MUSIC subspace technique for DOA
estimation can be summarized as follows.
1. Calculate the correlation matrix R of the received signals in (A.5).
2. Calculate the eigenvalue decomposition of R and identify Un; the M−Q eigen-
vectors corresponding to the noise subspace in (A.8).
3. Calculate and plot P̂, the DOA spectra in (A.12), for all possible values of θ.
4. Obtain the source directions of arrival, i.e., θ corresponding to the peaks of P̂.
Appendix B
Broadband Direction of Arrival
Estimators
In Appendix A, we summarized the MUSIC signal subspace approach for narrow-
band direction of arrival estimation. Although this approach is popular in commu-
nication applications, the frequency content of sound sources being spread across
a broad frequency spectrum necessitates some changes for broadband direction of
arrival estimation. The presence of scattering bodies further complicates this pro-
cess, and can result in degraded performance. The following discussion summarizes
the operation and limitations of two broadband localization techniques, Wideband
MUSIC [101] and SRP-PHAT [30], used as comparison techniques for the algorithms
proposed in Chapters 3–5.
B.1 Wideband MUSIC
Wideband MUSIC [101] was proposed as an extension to the narrowband MUSIC
direction of arrival estimation technique in [88]. It followed the previous incoherent
methods of combining direction of arrival spectra from a collection of narrowband
frequencies by weighted summation, and proposed the concept of a coherent sig-
nal subspace, where the information from different frequency subbands could be
transformed into a single reference frequency. The process can be described mathe-
matically as follows.
Consider the received signal at the mth (m = 1, . . . , M) sensor of an arbitrary
array, due to Q impinging broadband sources in the far field. This signal can be
expressed using the notation in (A.1) at some frequency ω ∈ {ω1, . . . ,ωK} as
ym(ω, t) =
Q
∑
q=1
Am(ω,Θq)sq(ω, t) + nm(ω, t), (B.1)
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where Am(ω,Θq) is the sensor response to the qth (q = 1, . . . , Q) source sq(ω, t) in the
direction Θq and nm(ω, t) is the noise at the sensor. In a matrix form, the M sensor
signals can be expressed as
y(ω, t) = A(ω,Θ)s(ω, t) + n(ω, t), (B.2)
where
y(ω, t) =
[
y1(ω, t) y2(ω, t) · · · yM(ω, t)
]T
(1×M)
,
s(ω, t) =
[
s1(ω, t) s2(ω, t) · · · sQ(ω, t)
]T
(1×Q)
,
and
n(ω, t) =
[
n1(ω, t) n2(ω, t) · · · nM(ω, t)
]T
(1×M)
.
A(ω,Θ) is the array manifold matrix that describes the response of the sensors to
the impinging sources, as well as their frequency dependent spatial attributes. The
corresponding narrowband covariance matrix can therefore be expressed as
Py(ω) = A(ω,Θ)Ps(ω)A(ω,Θ)H + σ2nPn(ω), (B.3)
where Px(ω) = E{x(ω, t)x(ω, t)H}, x ∈ {y, s, n} represent the covariance matrices of
the measured signals, source and noise at a frequency ω and noise power σ2n .
The coherent signal subspace is derived from the non-singular broadband source
correlation matrix
P˜s ,
∫ ωK
ω=ω1
Ps(ω)dω, (B.4)
and can be used to identify both independent sources and coherent time shifted
copies of a source (e.g., reverberant image sources). However, (B.3) must first be
preprocessed to eliminate the frequency dependency of the array manifold matrix
A(ω,Θ). This is achieved by introducing a transformation [46]
T(ω)A(ω,Θ) = A(ω0,Θ), (B.5)
where the preprocessing transformation matrix T(ω) is defined such that the array
manifold matrices of each ω ∈ {ω1, . . . ,ωK} are represented by a single reference
frequency ω0. Thus, the summation of (B.3) across frequency bins becomes
P˜y =
ωK
∑
ω=ω1
T(ω)Py(ω)T(ω)H = A(ω0,Θ)P˜sA(ω0,Θ)H + P˜n, (B.6)
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where P˜y, P˜s and P˜n represent the focussed broadband measured signal, source
and noise covariance matrices respectively. This is the familiar narrowband MUSIC
formulation in (A.5) of Appendix A, and the directions of arrival can therefore be
computed similarly.
Limitations in complex acoustic channels - Computing T(ω): The limitations en-
countered when applying Wideband MUSIC, in the context of the complex
acoustic channels considered in this thesis, arise from the improper focussing
of the array manifold matrices in (B.5), i.e., imperfections in the computation of
the preprocessing transformation matrix T(ω). A general solution for T(ω) is
proposed in [46] as
T(ω) = VUH,
where
UΣVH = A(ω,Θ)A(ω0,Θ)H,
and U, V are unitary matrices formed by the singular vectors of the non-zero
singular values in the singular value decomposition above.
Although this approach works well in the case of simpler array geometries
where the non-zero singular values are clearly demarcated, the lack of this
demarcation in the case of a sensor array on a complex-shaped rigid body
becomes a source of errors. Therefore, the transformation T(ω) no longer per-
fectly focusses each ω on to ω0; thus, the summation across frequencies begins
to introduce a subtle distortion to the coherent signal subspace with each ad-
ditional frequency considered. This gradually increases the rank of P˜s, and
eventually leads to incorrect direction of arrival estimates and ambiguities.
B.2 Steered Response Power - Phase Transform
The SRP-PHAT [30] direction of arrival estimation approach combines the concepts of
steered beamforming and generalized cross correlation [54] to estimate the directions
of arrival of broadband sources using multi-sensor arrays. The multiple sensors are
considered as individual pairs that exhibit different time differences in arrival for a
source located in a particular direction. An appropriate broadband delay and sum
beamformer, equivalent to generalized cross correlation, is then applied to each pair
of signals to extract the signal power in a particular direction. The output from
multiple sensor pairs are then aggregated to obtain the direction of arrival spectrum.
The process can be described mathematically as follows.
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Consider the received signals Yi(ω) and Yj(ω) at the (i, j)th (i, j = 1, . . . , M) sensor
pair of an arbitrary array, due to Q impinging far field broadband sources at some
frequency ω ∈ {ω1, . . . ,ωK}. The PHAT (PHAse Transform) weighted generalized
cross correlation function of this sensor pair is given by the inverse Fourier transform
Rij(τ) =
1
2pi
∫
ω
Yi(ω)Y∗j (ω)∣∣Yi(ω)Y∗j (ω)∣∣ ejωτ dω, (B.7)
and as shown in [30], is equivalent to the output of a simple delay and sum beam-
former. Naturally, given the existence of a source with a time difference of arrival of
τ = τij(Θq), a peak in Rij(τ) can be observed at a time difference τij(Θq).
Each Θq corresponds to a specific time difference of arrival τij(Θq) at the (i, j)th
sensor pair. Therefore the signal power estimates from the different sensor pairs can
be combined by the summation of the appropriate Rij(τij(Θq)) estimates. The signal
power estimate derived in this manner is known as the SRP-PHAT spectrum and can
be expressed as
S(Θq) =
M
∑
i=1
M
∑
j=1,j 6=i
Rij(τij(Θq)). (B.8)
The SRP-PHAT spectrum is evaluated for all Θ, and the peaks of the spectrum can
now be used to estimate the directions of arrival of the broadband sources.
Limitations due to small sensor separations - Constrained range of τij(Θq): In the
context of this thesis, the most significant limitation encountered by the SRP-
PHAT approach arises from the small sensor arrays considered. The small
separation between sensors (< 20 cm) with respect to the operating frequency
results in a large beamwidth; thus, the differences in the received signal power
between adjacent directions becomes minimal. This in turn reduces the resolu-
tion and minimizes the likelihood of resolving closely spaced sources.
Limitations due to the dependence on time difference of arrival: As seen in (B.7)
and (B.8), SRP-PHAT estimates the directions of arrival based on the time dif-
ference of arrival at each sensor pair. In extreme cases, this dependence could
lead to false detections or ambiguities due to source locations that exhibit sim-
ilar time differences of arrival (e.g., sources located on a cone of confusion
similar to the vertical plane localization scenarios investigated in Chapter 4).
However, it should be noted that the probability of this occurrence decreases
with increasingly complex channel behaviour, and is not applicable to the di-
rection of arrival estimation scenarios considered in this thesis.
Appendix C
Wave-Domain Adaptive Filtering
In Chapter 6, we have considered the problem of active sound field control in a
reverberant room, using a spherical harmonic description of the sound field within
a region of interest. Although sound field reproduction using Wave Field Synthesis
(WFS) [10, 11] is conceptually similar to the spherical harmonic based approach, the
spatial sound field is instead described using the Helmholtz Integral Equation (HIE)
in Section 2.3.2. In WFS, the sound field is assumed to arise from the superposition
of multiple monopole sources, which satisfy the HIE,
p(r′;ω) =
∫∫
S
[
G(r|r′;ω)∂p(r;ω)
∂n
− p(r;ω) ∂
∂n
G(r|r′;ω)
]
dS (C.1)
in (2.40). p(r′) represents the sound pressure within the region at r′, S is the surface
bounding the region of interest, n is the normal derivative at the surface, while r
represents the vector direction of each pressure measurement on S and G(r|r′;ω) is
the free-space Green’s function. Thus, a sound field can be controlled by reproduc-
ing the desired pressure and the normal derivative of the pressure (velocity) at the
surface that bounds an arbitrarily shaped region of interest.
C.1 The Wave-Domain Signal Representation
Consider two 2-D concentric circular arrays in free-space; a NL loudspeaker array
with radius rL and a NM microphone array with radius rM (rL > rM), which recreate
a desired sound field in the region enclosed by the microphone array using the WFS
concepts. The wave-domain representation of this sound field can be described using
two transformations of the loudspeaker output and the microphone input, typically
known as the transform T1 and T2 respectively [89].
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For a simple circular array geometry, the wave-domain transformations can be
derived from the modal decomposition of the measured sound field pressure at the
microphone array as follows.
Microphone input wave-domain transform T2: For a source-free spatial region within,
the sound pressure at the microphone array can be expressed using the interior
domain solution to the wave equation in (2.33). Thus,
p(r;ω) =
∞
∑
m=−∞
βm(ω)Jm(kr)eimφ, (C.2)
where r ≡ (rM, φ), φ ∈ [0, 2pi). The sound field, or wave-domain coefficients
are obtained from the spatial discrete Fourier transform of the measured sound
field pressure at the microphone array. Hence,
βm(ω) ≈ 1NM Jm(krM)
NM
∑
µ=1
p(rM, φµ;ω)e−imφµ , (C.3)
where p(rM, φµ;ω) is the sound pressure measured by the equiangular spaced
microphones of the microphone array and φµ = 2pi(µ− 1)/NM for m = −NM/2
+1, . . . , NM/2. The aliasing and approximation error of (C.3) is similar to that
described in the spherical harmonic decomposition, and NM is selected to sat-
isfy a specified error bound as described in [51].
Loudspeaker output wave-domain transform T1: The wave-domain representation
of the output of the loudspeakers measured at the microphone array consists
of two transformations; the free-space propagation and modal decomposition.
Unlike the spherical harmonic methods, wave field synthesis considers each
loudspeaker to act as a point source in 3-D space, which is assumed to be
in the far field with respect to the microphone array, i.e., rM  rL. Thus,
each loudspeaker output will present itself as a plane wave at the microphone
array, which is transformed by the Green’s function corresponding to the wave
propagation through 3-D space. Hence, the measured sound field pressure at
the microphone array can be expressed as
p˜(r;ω) ≈ e
−ikrL
rL
NL
∑
λ=1
pλ(ω)eikrM cos(φ−φλ), (C.4)
where k = ω/c is the wave number, pλ(ω) are the outputs of the equiangular
spaced loudspeaker array and φλ = 2pi(λ− 1)/NL [89].
For a source-free spatial region within the microphone array, substituting p˜(r;ω)
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in (C.4) for p(r;ω) in (C.3) and applying the Jacobi-Anger expansion, the sound
field coefficients can be obtained as
βl(ω) ≈ i
l
Jl(krM)
e−ikrL
rL
NL
∑
λ=1
pλ(ω)e−ilφλ , (C.5)
where l = −NL/2+ 1, . . . , NL/2. Thus, the reproduction of an arbitrary sound
field can be interpreted as the calculation of the appropriate pλ(ω), i.e., the
loudspeaker driving signals, for the desired sound field within the region of
interest bounded by the microphone array.
The reproduction of a desired sound field in a reverberant room can be considered
as an extension of this problem as described in [89]. For example, the sound pressure
at the microphone array can be expressed as
p(rM, φµ;ω) =
NL
∑
λ=1
pλ(ω)Hλµ(ω), (C.6)
where Hλµ(ω) is the Green’s function between the (λ,µ)th loudspeaker-microphone
pair in the room. The sound field coefficients then become
βm(ω) = eikrL
rL
Jm(krM)
NL
∑
l=−NL/2+1
i−lβl(ω)Hlm(ω), (C.7)
where Hlm(ω) is an equivalent representation of Hλµ(ω) in the wave-domain. Hlm(ω)
could also be interpreted as a transformation in the wave-domain, which if estimated,
can be used to reproduce an arbitrary sound field in the reverberant room. The in-
terested reader is referred to [89] for details.
C.2 Wave-Domain Adaptive Filtering
Wave-Domain Adaptive Filtering (WDAF) [19, 20, 89] was first proposed as a solution
to the multi-channel acoustic echo cancellation problem shown in Figure C.1, specifi-
cally the ill conditioning of matrices due to the high correlation between loudspeaker
channels. The wave-domain proved to be an attractive solution that decoupled the
reproduction channels (essentially exploiting the pseudo-independent nature of the
modes in the wave-domain), which allowed the application of the traditional chan-
nel estimation and adaptation techniques. The basic concept has been extended to
the sound field reproduction problem in reverberant rooms [90, 91, 94, 96], but the
concept is still best visualized in relation to multi-channel acoustic echo cancellation.
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Figure C.1: Effect of the listening room on the reproduced sound field.
The cost function of the multi-channel adaptive filtering process can be expressed
in the wave-domain as follows. First, we express the wave-domain coefficients mea-
sured at the microphone and loudspeaker arrays using the T1 and T2 wave-domain
transformations described in Section C.1. Thus, from (C.5), the free field loudspeaker
wave-domain coefficients become
βl(ω) = T1
{
pλ(ω)
}
, (C.8)
for l = −NL/2 + 1, . . . , NL/2, where pλ(ω) are the loudspeaker driving signals for
λ = 1, . . . , NL. Similarly, the wave-domain coefficients at the microphone array are
derived from (C.3) as
βm(ω) = T2
{
p(ω)
}
, (C.9)
for m = −NM/2 +1, . . . , NM/2, where p(ω) is the received signal vector of the NM
microphones. Thus, the adaptive filter cost function can be expressed from (C.7) -
(C.9) as
e(ω) = βm(ω)−Hlm(ω)βl(ω), (C.10)
where e(ω) is the error vector in the wave-domain and Hlm(ω) represents the wave-
domain transformation corresponding to the reverberant room in (C.7).
An adaptation algorithm such as the multi-channel RLS filter can now be applied
to estimate the unknown channel transformation given by,
Hˆlm(ω, t)H = Hˆlm(ω, t− 1)H + R−1ll (ω, t)βl(ω, t)e(ω, t)H, (C.11)
where R−1ll (ω, t) = E
{
βl(ω, t)βl(ω, t)
H}. This can be simplified further in order
to reduce the computational complexity and select the desired coupling of m and
l using a Generalized Frequency-Domain Adaptive Filter. The interested reader is
referred to [89] for details.
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