Abstract: A system identification method for time-delay systems via discrete-time model is proposed. It is assumed that the time-delay is a non-integer multiple of the sampling period. We describe the discretization of such time-delay systems and propose a new interpretation for system identification. Single-input, single-output systems are interpreted as twoinput, single-output systems: one represents system dynamics and the other is due to time-delay. Using this interpretation, we propose a system identification method, which estimates the parameters of each system separately. Finally we verify the effectiveness of the proposed method through numerical examples.
INTRODUCTION
In this paper, we consider system identification for single-input, single-output (SISO) time-delay systems. A variety of system identification methods for time-delay systems have been proposed, e.g., the linear filter method [1, 2] , the Padé approximation method [3] , the step test method [4, 5] , and the cross correlation method [6, 7] . These methods can be classified by the type of model: continuous-time model and discrete-time model.
In the system identification via discrete-time model, a time-delay that is a non-integer multiple of the sampling period is often approximated by a time-delay that is an integer multiple of the sampling period. If the sampling period is sufficiently small, such an approximation is reasonable. If the sampling period is not small, however, an unacceptable approximation error might occur. In this paper, we consider system identification of systems with a time-delay that is a non-integer multiple of the sampling period. Hereafter, we refer such time-delay as non-integer time-delay.
In the field of control systems design, there are researches that use the response between sampling interval, e.g., [8] . In [8] , discretization of continuous-time systems with a non-integer time-delay is described. However, the discretization is not for system identification. In this paper, we propose a new interpretation of the discretization for system identification. SISO systems are interpreted as two-input, single-output (TISO) systems: one represents system dynamics and the other is due to time-delay. Using this interpretation, we propose a system identification method, which estimates the parameters of each system separately. Finally, we verify the effectiveness of the proposed method through numerical examples.
DISCRETIZATION OF SYSTEMS WITH NON-INTEGER TIME-DELAY
In this section, the discretization of a continuous-time system with non-integer time-delay is described. † Toshiaki Higo is the presenter of this paper. 
where G c (p) is a rational function of the differential operator p = d/dt, u(t) is the input variable, y(t) is the output variable and τ is the constant time-delay. We assume y(t) to be observed at the sampling instants t k = kT, k = 1, 2, . . . , where T denotes the sampling period. In general, the time-delay τ and the sampling period T are related as
where m ∈ {0, 1, 2, · · · } and 0 ≤ δ < T . In particular, if δ = 0, the time-delay τ is a non-integer multiple of T . In this paper, for simplicity, we assumed that m = 0, i.e., 0 ≤ τ < T. Note that the expansion to the case of m = 0 is easy. It is assumed that a zero-order hold is utilized such that
where u k = u(kT ). Based on the above assumption, the delayed input variable is described by
which is shown in Fig. 1 .
The state-space model of Eq. (1) is defined as
where x(t) is the state vector, A c , b c , and c are the constant matrices of appropriate dimensions. The discretization of Eq. (4) is given by
where x k = x(kT ) and
The output variable y k = y(kT ) is given by
where
and q denotes the shift operator, i.e., q
A NEW INTERPRETATION OF DISCRETIZATION
In this section, we propose a new interpretation of the discretization described in the previous section for system identification.
In the discrete-time transfer function given by Eq. (10), the information that the system input is affected by time-delay does not appear explicitly. Also, the cor-
The matrices b 0 and b 1 are related as
By substituting Eq. (11) into Eq. (10),
is derived, where
G(q) in Eq. (14) is the discrete-time transfer function of G c (p) with the sampling period T . On the other hand, G τ (q) in Eq. (15) is the discrete-time transfer function which describes the influence of the time-delay. Then, the input and the output variable are related as
The SISO system Eq. (1) is transformed to a TISO system Eq. (16). Note that the denominator polynomial of G τ (q) is identical with that of G(q).
SYSTEM IDENTIFICATION WITH NON-INTEGER TIME-DELAY
In this section, we propose a system identification method using the new interpretation described in the previous section.
Problem Formulation
Consider the system described by Eq. (1). The sampled measurement of the output variable, corrupted by stochastic measurement noise, is given by
where w k is a zero-mean Gaussian white noise of finite variance σ 2 . The one-step-ahead prediction is given bŷ
whereĜ
and 
The Uniqueness of the Parameters
In the previous section, the SISO system is interpreted as a TISO system. If we identify the systems based on the new interpretation, the number of parameters to be estimated increases, and there arises the problem that the parameters can not be uniquely determined. In this subsection, we explain the uniqueness of the parameters.
Eq. (19) is transformed to the input-output difference equation given by
For n = 1, there is only one pair of parameters representing an input-output relationship. For n ≥ 2, however, it is clear that there are infinite set of parameters representing the input-output relationship. Therefore, the parameters of second or higher order systems can not be uniquely determined. Conversely, for the first-order system, the parameters can be uniquely determined.
System Identification Method for First-Order
Systems In this subsection, we propose a system identification method for first-order systems with non-integer timedelay.
We propose to estimate the parameter θ bŷ
and the one-step-ahead predictionŷ k (θ) is given by Eq. (19), where the order n = 1. We also propose a method to estimate the time-delay τ . For n = 1, matrices A, b and b 0 in Eqs. (14) and (15) are described by
where a 1 , b 1 and b τ,1 are the parameter to be estimated. Then, b τ,1 and b 1 are related as
Solving Eq. (25) for τ , the time-delay is calculated by
4.4. System Identification Method for nth-Order Systems In this subsection, we propose a system identification method for nth-order systems. For nth-order systems where n ≥ 2, it is impossible to uniquely determine the parameter that minimizes the cost function Eq. (23) because of the parameter redundancy. We propose to remove the redundancy by adding a penalty term to the cost function. The proposed estimateθ is described bŷ
and the γ (> 0) is a tuning parameter.
NUMERICAL EXAMPLES
The effectiveness of the proposed system identification methods is illustrated in numerical examples. For comparison, we use a system identification method that ignores the time-delay as a conventional method. This is justified under the assumption, 0 ≤ τ < T. 
First-Order System
In this numerical example, a continuous-time linear system G c (p) and the time-delay τ given by
respectively, was utilized. The corresponding discretetime transfer function of Eq. (29) with sampling period T = 0.2 is given by
The input signal u k and a measurement noise w k which were utilized for experiment are independent zero-mean white Gaussian noise with variance 1 and 0.1, respectively. The length of data sequences was N = 3000. We estimate the parameter θ by solving the optimization problem Eq. (22). To clarify the stochastic property of the estimated parameters, 100 trials with different random realization of noise w k were performed.
The results of the identification are shown in Fig. 2 . Note that there are 100 Bode plots of the identified models illustrated by red solid line in Fig. 2 . The identification results are summarized in Table 1 . From Fig. 2 and Table 1 , the conventional method gives biased estimates, while the proposed method is able to model the true system quite accurately. The average estimate of the time delay τ in 100 trials was 0.0999, which is close to the true value 0.1. The effectiveness of the proposed method for first-order systems is shown from these results.
Second-Order System
In this numerical example, a continuous-time linear system G c and the time-delay τ given by
where ω n = 5 and ζ = 0.707, respectively, was utilized. The corresponding discrete-time transfer function of Eq. (30) with sampling period T = 0.2 is given by The results of the identification are shown in Fig. 3 . The identification results are summarized in Table 2 . From Fig. 3 and Table 2 , the conventional method gives biased estimates, while the proposed method is able to model the true system accurately compared to the conventional method. The effectiveness of the proposed method for nth-order systems is also shown from these results.
CONCLUSIONS
In this paper, we proposed a new interpretation of discretization of systems with non-integer time-delay, and proposed a system identification method for such systems. The point of the proposed method is that SISO system is interpreted as TISO system: one represents system dynamics and the other is due to time-delay. The effectiveness of the proposed methods was illustrated in numerical examples.
