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In mathematical modeling, very often discrete-time (DT) models are taken from, or can be 
viewed as numerical discretizations of, certain continuous-time (CT) models. In this paper, a 
general criterion, the asymptotic consistency criterion, for these DT models to inherit the 
dynamical behavior of their CT counterparts is derived. Detailed instances of this criterion are 
established for several classes of neural networks. 0 1992 Academic Press. Inc. 
1. 1NT~oDucT10N 
In modeling biological neural networks, various approaches differing in matters 
of biological and technical details can be distinguished (see, for example, [AR90, 
Arb89, Gro88]). One interesting distinction is between models where network 
evolution is a continuous process and those where the network state is updated 
only at discrete-time (DT) instants. Very often discrete-time models are taken from, 
or can be viewed as numerical discretizations of, certain continuous-time (CT) 
models. It is hoped that interesting properties of the CT models transcend the 
numerical discretization and pass to the DT models. In this paper, we investigate, 
from the dynamical system point of view [GH83, Dev86], conditions under which 
these DT models inherit the dynamical behavior of their CT counterparts. 
To be concrete, we consider an autonomous neural network of semilinear type as 
a working example, although the approach we are taking applies more generally. 
One much-studied CT model of an n-neuron network [Cow68, Ama72, GC83, 
Hop84, Sej76] is given by a system of nonlinear differential equations 
dxi 
‘idtzeXi+gp, (1) 
For obvious reasons we refer to system (1) as semilinear. A related discrete-time 
version [BWSO, Gro88, Hop82, MW90] is specified by a system of nonlinear 
difference equations 
x,(t+ l)=g,, (i wax,ofJJ, t=o, l)...) (2) 
j= 1 
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where xi represents the internal state of neuron i, pi( > 0) is the neuron gain, 
W= [wii] is the real-valued matrix of synaptic connection weights, g,,(x,) is the 
activation function which often takes a sigmoidal form (whose exact definition is 
given later), and Jj is a constant external input to neuron i. As is well known, the 
CT model in Eq. (1) can be cast in the equivalent form of electric circuit equations 
described by 
c, h(t) ui(tl 
-= -y+ i M;‘g,,,(uj(t))+J,, 
‘dt , ,=I Ri Ri 
by the transformation u = Wx + J and assuming that the time constants ri = C,R, 
are equal for all i. 
The CT model has been widely used for many purposes, such as in modeling of 
associative memories, combinatorial optimization, and pattern recognition. But it 
suffers some computational limitations in practice. For example, its digital com- 
puter simulation is a very time-consuming process because of the numerical integra- 
tion of the differential equations, and its implementation with analog hardware can 
have stability problems [ WS87]. 
Although the DT model (2) may bear less resemblance to biological neurons 
than the CT model (l), it turns out to be a very acceptable differentiable 
approximation to McCulloch-Pitts Boolean networks in a continuum state space 
when the gains p, are high enough [SW901 that the activation function almost 
reaches the saturated limit and is close to a Heaviside function [Hir91]. Also, 
because discretization is essential in simulating CT models on digital computers, 
some DT models may be better adapted to the applications cited above. 
Certainly, it is desirable that a DT model, when derived as a numerical 
approximation to a CT model, preserve the CT model’s dynamical features, such as 
asymptotic attractor points, global, and local stabilities. Once this is established, 
the DT model can be fully used without loss of any functional similarity to the CT 
model and preserving any biological reality that the CT model has. In many 
applications like associative memory, pattern recognition, and combinatorial 
optimization problems, it is the asymptotic stability and the attraction domains of 
fixed. points (equilibrium states) that are of great interest. Hence, in this paper, we 
focus on the asymptotic stability of fixed points of corresponding CT and DT 
models. 
Numerically, any discretization method of solving ODES tends to generate 
spurious asymptotic points (fixed points, periodic points, quasi-periodic points, 
strange attractors, etc.) and the resulting difference equations may be less stable 
than the underlying ODES [IPS91]. This is also true for Eqs. (1) and (2) above. 
It is easy to see that the fixed points of (1) and (2) are identical. But when the 
asymptotic dynamics are taken into account, the two models may be different in 
many aspects. This is often the case. For example, when a network has symmetric 
connection weights, the Boolean DT model in [Hop821 has the same quasi- 
convergent property [Hir89] as the CT model in [Hop84], provided that 
asynchronous state updating is used (see also [Blu90]). In this case, all trajectories 
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of the network approach local minima of a Liapunov function, which turn out to 
be the fixed points of the network. However, the corresponding synchronous analog 
DT model may have oscillations of period 2 (spurious periodic points) and has 
been shown in [MW89a] to be quasi-convergent when the connection matrix and 
the gain values satisfy a simple constraint: 
W+ M-’ is positive definite, (3) 
where M= diag(pi) is the diagonal matrix formed by pi’s. (Note that the quasi-con- 
vergence means that every trajectory approaches the set of fixed points [Hir89].) 
Also, the work done by Atiya and Baldi in CAB891 on the CT model (1) and the 
work done by Blum and Wang in [BW90, Wanglb] on the DT model (2) for 
various connection architectures of the networks show some dramatic differences of 
the two models in their asymptotic dynamics. For instance, by the Poincart- 
Bendixson Theorem [HS74], the CT model (1) of a two-neuron network has a 
rather simple asymptotic dynamics: it either converges to a fixed point or 
approaches a limit cycle, but the DT model (2) of the same network, as a two- 
dimensional map, can display very complicated and even chaotic behavior 
[Wanglb]. 
Even in the quasi-convergent case for symmetric networks, it is not clear whether 
under the constraint (3) the DT model (2) is guaranteed to mimic the CT model 
(1) locally such that, for example, attractors in the CT model are inherited in the 
DT model. It is very likely that an attractor in the CT model (1) may be distorted 
in the DT model (2) into a saddle or even a repellor. 
In general, we would like a DT model to preclude the existence of spurious 
asymptotic points and to preserve the asymptotic behavior of a corresponding CT 
model. The theory of local asymptotic stability in dynamical systems provides con- 
ditions necessary (and sometimes sufficient) for achieving this goal. In this paper we 
develop a general criterion, called the asymptotic consistency criterion, which is a 
necessary and sufficient condition for a DT model resulting from the Euler method 
to have an asymptotic behavior consistent with the corresponding CT model locally 
at a fixed point, under the assumption [Hir89] that the fixed point is hyperbolic 
(see Section 2). Then we apply it to feed-forward, symmetric, asymmetric, and 
circulant neural networks of the semilinear type. For the feed-forward, symmetric, 
and anti-symmetric networks, we establish sufficient conditions (Theorems 3,4, 5) 
for the DT model to be asymptotically consistent with the CT model at all fixed 
points, which only involve the connection matrix and the gain values. These 
sufficient conditions sometimes are also necessary, for example, when there are no 
external inputs and the origin is a fixed point. Finally, we show (Theorem 6) that 
the DT model (2) sometimes violates the criterion and fails to mimic the asymptotic 
behavior of the CT model (1). 
Note that our results are based on local rather than global asymptotic stability 
analysis and therefore do not provide a rigorous guarantee of coincidence of the 
dynamics of both models in the global sense. But rather surprisingly, some of these 
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results, when compared with the constraint (3) for global quasi-convergent 
dynamics, are also sufficient for the global results, for example, in symmetric 
networks. On a more profound level, this shows a relationship between our 
approach, which is mainly based on local stability analysis, and the approach taken 
by Grossberg and Cohen [GC83], Hopheld [Hop84], Hirsch [Hir89], Marcus 
and Westervelt [MW89a], etc., which is based on Liapunov stability theory. 
(Many of the results presented here are part of the Ph.D. thesis of Wang 
[Wan9la].) 
2. A THEORY OF ASYMPTOTIC CONSISTENCY OF 
CT AND DT MODELS 
Let 4, be a flow [HS74] defined by an autonomous system of ODES, 
dx 
-& = F(x), XEiP. (4) 
Throughout we assume that F is a C’ function on R” to R” and the set of fixed 
points (equilibrium states) Fix(F) = {x E R” 1 F(x) = 0} of the flow is not empty. We 
call +I a CTflow. 
The simplest one-step discretization of (4) Euler’s method, with a constant time 
step h > 0, is defined by the difference equation, 
x(t + h) = x(t) + hF(x(t)). (5) 
This gives rise to a map f,,: R" + R", 
f,,(x) =x + hF(x) (6) 
and the iterated-map dynamics such that, for any k = 0, 1, 2, . . . . xl+kh = f i(x,), 
whereft is the kth iterate off,,. We call (f:) a DTflow corresponding to the CT 
flow 4,. 
It is obvious that, for any h > 0, the set of fixed points, 
of the iterated-map fh is identical to the set of fixed points Fix(F) of the flow 4,. 
Thus, from now on we shall not distinguish the fixed points of the CT flow and the 
DT flow. 
Let x* be a hyperbolic fixed point of (4) and (6). It follows from the Stable 
Manifold Theorems for ODES and maps [GH83] that the local asymptotic 
stability of x* under the CT flow and DT flow is determined respectively by the 
linear ODE 
dx 
clt=DF(x*).x 
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and the linear map 
x H DfJ(x*). x, (8) 
where DF(x*) and Dfh(x*) are the respective Jacobians of F andf, at x*. 
We call an eigenvalue ,4 of DF(x*) (or 2 of Df,Jx*)) attracting, repelling, or 
neutral, according to whether the real part of /1 satisfies Re(/i) < 0, Re(/i) >O, or 
Re(,4)=0 (or according to [Al < 1, IL) > 1, or 12) = l), respectively. Then the fixed 
point x* is hyperbolic under the CT flow 4, (or iterated mapfh) if every eigenvalue 
of DF(x*) (or Dfh(x*)) is not neutral. A fixed point x* is asymptotically stable 
(a.s.), asymptotically unstable (a.u.), or a saddle under the flow 4, (or mapfh) if the 
eigenvalues of DF(x*) (or Dfh(x*)) are respectively all attracting, all repelling, or 
some attracting and others repelling. If x* is a.s., it is called a (local) attractor. If 
x* is a.u., it is a (local) repeller. 
Clearly the relation between the two Jacobian matrices, DF(x*) and Dfh(x*) at 
x*, is 
Dfh(x*) = Z+ hDF(x*) (9) 
and the eigenvalues (1 of DF(x*) and A of Ofh(x*) can be paired up such that 
1=1+/z/i. (10) 
Further, they have the same eigenvectors: for any nonzero u, 
Dfj,(x*) . v = Lv if and only if DF(x*) . u = /iv. 
The subspaces spanned by the (generalized) eigenvectors of DF(x*) and D&(x*) 
are usually grouped into three classes: the stable, unstable, and center subspaces, 
spanned by the eigenvectors whose eigenvalues are attracting, repelling, and 
neutral, respectively. If the fixed point is hyperbolic, its center subspace is of zero 
dimension. The stable manifold theorem [GH83] for a CT flow and a DT flow at 
a hyperbolic fixed point states that there are local stable and unstable manifolds, 
tangent to the stable and unstable subspaces of the linearized flow at the corre- 
sponding fixed point and of the same dimensions as the corresponding subspaces. 
The comparison of local behavior of (4) and (5) near hyperbolic fixed points, 
therefore, can be based on the eigen analysis of their linearizations. 
DEFINITION. The (DT flow of the) map fh in (6) is said to be asymptotically 
consistent with (the CT flow defined by) F in (4) at a hyperbolic fixed point x* if 
the linear map (8) has the same stable and unstable subspaces as the linear flow (7). 
When f,, is asymptotically consistent with Fat a hyperbolic fixed point x*, fh and 
F have local manifolds of the same stability type along any eigenvector direction: 
either both stable or both unstable. As a result, the local stable manifolds at x* of 
fh and F have the same dimension and coordinates and so do the unstable 
manifolds. 
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Note that aspects of interest here are dynamical rather than numerical. In tradi- 
tional numerical analysis [Blu72], a discrete-time trajectory X, of (5) or other DT 
method is regarded as an approximation to the exact solution x(t) of (4) and the 
main concern is the convergence and stability of the numerical methods with 
respect to the “discretization” error Ix(t) - x,1. 
May [May741 discussed the similar problem of global asymptotically convergent 
behavior of CT and DT models in ecosystems. More recently in [IPS91], general 
numerical methods for the initial value problems of differential equations are 
viewed as dynamical systems in which the time step h plays the role of a bifurcation 
parameter, and a unified approach is presented to prevent generation of spurious 
asymptotic points. 
We state the following lemma, leaving the proof to the reader. 
LEMMA. Let x* be a fixed point of (4) and (6). Let A and A be respective eigen- 
ualues of DF(x*) and Df,(x*) that are related as in (10). 
(i) If 1 is attracting for some h, then A = (i - 1)/h must be attracting. It 
follows that any fixed point that is as. under some map f,, is as. under the CTflow. 
In particular, if the map is globally asymptotically convergent, then so is the CTflow. 
(ii) If .A is repelling, then 2 = 1 + h/i must be repelling for all h. It follows that 
any fixed point that is au. under the CTf7ow is a.u. under the DTflow for any h > 0. 
Consequently, the effect of the time step h upon local asymptotic stability is, 
at worst, to cause some stable eigen directions of OF(x*) to be unstable eigen 
directions of Df,,(x*). But h never turns any unstable eigen direction of DF(x*) into 
a stable one of Dfh(x*). This confirms the known fact that maps resulting from 
numerical discretizations tend to be less stable than their continuous-time flows 
[IPS91]. 
Now, we give conditions on h to ensure that the map ft, is asymptotically 
consistent with F. 
THEOREM 1 (Asymptotic Consistency Criterion). Let x* be a hyperbolic fixed 
point for both F in (4) and fh in (6) for a given h. The following are equivalent: 
(i) fh is asymptotically consistent with Fat x*; 
(ii) (1 + hA( < 1 for all attracting eigenualues A of the Jacobian DF(x*); 
(iii) h < -2 Re(A)/(A\* for all attracting eigenoalues A of the Jacobian 
DF(x*). 
Proof Use the Lemma and the Definition. 
COROLLARY 1. (a) A sufficient condition for ft, to be asymptotically consistent 
with F at x* is 
h < min 4W4l 
IAl2 ’ 
where the min is over all eigenvalues A of DF(x*). 
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(b) When the eigenvalues of DF(x*) are all real and Amin is the minimal one, 
a sufficient condition for fh to be asymptotically consistent with F at x* is 
2 
h<lnminl’ 
(12) 
IJ; further, Ami, < 0 (i.e., it is attractive), then condition (12) is also necessary. 
The continuous-time flow is the limit of the discrete-time flow of the map fh as 
the time step h approaches zero. This is also the case for asymptotic consistency. By 
condition (ii) of Theorem 1, to ensure that ;L attracting when n is, h must be chosen 
so that all attracting ,4 lie inside a circle of radius l/h, centered at - l/h on the real 
axis in the complex plane. As h approaches zero, the circle eventually contains all 
/1 with Re(n) < 0. By Lemma (ii), this establishes asymptotic consistency as h -+ 0. 
Also, if h is fixed prescriptively (e.g., h = 1 as in (2)), then certain restrictions 
must be placed upon F in order that f,, and F behave the same locally around the 
fixed points. For example, if h = 1, then one requirement for F is that ) 1 -I- /i 1 < 1 
for all attracting eigenvalues /1. A necessary condition for this is that 
-2 < Re(n) < 0 for all attracting /l’s 
Therefore, as far as local asymptotic behavior around hyperbolic fixed points is 
concerned, the DT flow of the map fh mimics the CT flow defined by F if fh is 
asymptotically consistent with F at all such fixed points. Once this is established, 
any asymptotically stability analysis and simulation results of the discrete-time flow 
may in principle be taken over and applied to the continuous-time flow, and vice 
versa, for common hyperbolic fixed points. 
3. ASYMPTOTIC CONSISTENCY OF NEURAL NETWORK MODELS 
Now we apply the general theory of asymptotic consistency to specific models of 
neural networks. We consider the CT model in Eq. (1) with all ri = 1 (for the 
purpose of simplicity), which can be rewritten in vector form (4) with 
F(x)= -x+G(W.x+J), (13) 
where G(z) = [g,,(z,), . . . . gJz,)lT. The first-order numerical approximation (5) to 
this CT model gives rise to a DT model whose map is 
fh(x)=x+h.F(x)=(l-h)x+hG(W.x+J). (14) 
It is easy to see that Eq. (2) is a special case of Eq. (14) where h is taken as 1. 
Each neuron activation function g,! is assumed to take a form g,,(z) = #(c(~z), 
where Ic, is a C’ function satifying: (i) t&z) + _+ 1 as z--t + co; (ii) +‘>O; (iii) 
e’(z) +O as z + f. cc; and (iv) ll/‘(z) takes a local maximal value 1 at a unique 
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value z = 0, so that gh, achieves the maximum pi at the origin z = 0; (v) z = 0 is a 
fixed point of @. Typical examples of such a function IL(z) are 
with a(z) = &, 
--z 
tanh(z) = !?-?- 
e’+ e-” 
At any fixed point x*, the respective Jacobian matrices of F and f,, are 
DF(x*)= -I+G’(W.x*+J)W (15) 
Dfh(x*) = I+ h DF(x*) 
=(l-h)Z+hG’(W.x*+J) W, (16) 
where I is the identity matrix and G’(z) = diag(gL,(zi)) is the derivative of G at z. 
The eigenvalues il of D&(x*) and the eigenvalues n of DF(x*) satisfy the simple 
relation (10). The asymptotic consistency criterion (Theorem 1) provides some 
necessary and sufficient conditions for the DT flow defined by (14) to be asymptoti- 
cally consistent with the CT flow defined by (13). However, when the eigenvalues 
,4 and A are all real, we have a more concrete result. 
THEOREM 2 (Real Eigenvalue Case). Assume x* is a hyperbolic fixed point of the 
CTflow defined by F in (13) and the DTflow of (14). Suppose that all eigenvalues 
of DF(x*) are real. If x* is not a repeller of F, then the DTflow is asymptotically 
consistent with the CTflow at x* if and only if h is such that the matrix 
N(W, h)=-M,. W+h 
2-hl 
has only positive eigenvalues, where M,. = G’( W . x* + J) = diag( gL,(C;= 1 WAX,+ + Ji)). 
Proof. If x* is not a repellor of F, then some A < 0. Hence, the minimal eigen- 
value /imin of DF(x*) is negative. The asymptotic consistency criterion in this case 
reduces to 
A,,,,,, + 2/h > 0. (17) 
By (15), DF(x*) = M,. W- I. Therefore, (17) holds if and only if all eigenvalues of 
the matrix M,. W- Z+ (2/h)Z are positive. 1 
Remark. If x* is a repellor of the CT flow, it follows from Lemma (ii) that the 
DT flow for any h is asymptotically consistent with the CT flow at x*. 
Remark. If h = 1 in the theorem, then 
N(W, l)=M,. W+Z 
has positive eigenvalues for 1) WJ( sufkiently small or for sufficiently small gains pi. 
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In the following, we show that, for feed-forward, symmetric, and anti-symmetric 
networks, explicit sufficient (and sometimes necessary) conditions can be obtained 
to ensure that the DT model is asymptotically consistent with the CT model at all 
hyperbolic fixed points. These conditions only depend on the gain parameters and 
the eigenvalues of the connection weight matrices. Incidentally, the condition in 
the symmetric case is identical to the sufficient condition given in [MW89a] for 
ensuring global convergent dynamics of symmetric networks. This suggests that, in 
the cases where the condition is also necessary for asymptotic consistency, it may 
be also necessary for global quasi-convergence of the DT model. Finally, we show 
by an example of circulant networks that the time step h in the DT model may need 
to be very small in order to maintain the same behavior as the CT model. 
3.1. Feed-Forward Networks 
The form of W for this kind of network is lower-triangular (possibly after a 
renaming of all neurons). Note that wii need not be 0. This includes the usual feed- 
forward layered networks where all wii = 0. As a cascade of n subnetworks, each of 
which consists only of a single neuron, the CT model has been shown in [Hir89] 
to have global quasi-convergent dynamics. 
Since the eigenvalues of W are w,,, wz2, . . . . UJ,,, (which are all real), the eigen- 
values of DF(x*) at any fixed point x* are real and equal to 
g:, (;, wuxi* +Ji) wii- 1, i= 1, . ..) n. 
THEOREM 3 (Feed-Forward Networks). For a feed-forward network, a sufficient 
condition for the DT j7ow defined by (14) with h < 2 to be asymptotically consistent 
with the CTflow defined by (13) at all hyperbolic fixed points is that 
2-h 
pi wii + h > 0. 
The condition is also necessary when all external inputs J= 0. 
ProojI The condition rephrases that the matrix 
2-h 
MW+TI 
has only positive eigenvalues, where M is the matrix given in (3). As both M,. and 
M are diagonal and M,. <M (entry-wise) for any fixed point x*, the condition 
implies that matrix 
2-h 
M,*W+~z 
has only positive eigenvalues. Then the result follows from Theorem 2. 
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When all external J = 0, the origin is a fixed point and M = MO. Therefore the 
condition is necessary. 1 
COROLLARY 2. For h = 1, the condition is 
p;w,+ 1 >o 
3.2. Symmetric Networks 
Let W be symmetric (wii = wji). Its eigenvaluks are all real. The symmetric 
networks include those with w’s formed by an outer-product rule [Blu90, Hop82], 
W= I/VT-ml 
and the pseudo-inverse rule [PD85, MW90], 
w= V( VTV)-’ VT, 
where V= [ul, . . . . 0~1 is a set of vectors (patterns) in [ - 1, 11”. 
THEOREM 4 (Symmetric Networks). For a symmetric neural network, a sufficient 
condition for the DTflow defined by (14) to be asymptotically consistent with the CT 
jlow defined by (13) at ail hyperbolic j?xed points is that the matrix 
2-Q-, 
W+- 
is positive definite. When all external inputs J = 0 and thus the origin is a fixed point, 
the condition is also necessary. 
Proof. Since 
the symmetric matrix 
Q(W,M,h)= W+yM-’ 
is positive definite if and only if 
2-hI 
N(W, M, h)=MW+h 
has only positive eigenvalues. 
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The same applies to 
2-hM--, 
Q(W M,r*, h)= W+h r* 
and 
N(W, Al,., h)=M,* W+h 2-hl. 
A simple calculation shows that 
(18) 
for any v, since M,;.’ > AC’. Hence, Q( W, IV,., h) is positive definite. By 
Theorem 2, the DT flow is asymptotically consistent with the CT flow at x*. 
COROLLARY 3. When h = 1 as in Eq. (2), the condition becomes 
W+M-’ 
is positive definite. 
Remark. First, the condition in the theorem holds for all sufticiently small 
positive h. Second, the condition in the corollary is the sufticient condition given in 
[MW89a, MW90] for the DT model to have globally convergent dynamics and to 
have fixed points as the only attractors. As pointed out in [MW89a], to ensure 
that W+M-’ is positive definite, it suffices to require that 
l//l;> -amin for all i, 
where timin is the minimum eigenvalue of the symmetric connection matrix W and 
pi is the gain value for neuron i. 
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In [BWSO], the case h = 1 is studied in detail for a particular outer-product 
W = uuT - Z, uT = (1, 1, . . . . 1) E R”, and J = 0. The activation function is e,(z) = 
2(o(az)- f) with a(z) = l/(1 t e-‘) and a>O. The case n = 2 of two neurons is 
completely analyzed for fixed points and periodic orbits. For a < 2, the vector 0 is 
a global as. fixed point of the mapf, in (14). By Lemma (i), the CT flow for (4), 
(13) also has 0 as its global attractor. The eigenvalues of Dfi (0) are f a/2. At a = 2 
there is a bifurcation. For a > 2 the DT flow off, has two local attractors +x,, 
where x, = (c,, c,)~ and ea(ca) = c,. The fixed point 0 becomes a local repellor. By 
Lemma (i), fx, are also a.s. fixed points of the CT flow. But at 0, the matrix 
has eigenvalues 2/u f 1, one positive and the other negative, which shows, 
according to Corollary 3, that the DT model is not asymptotically consistent with 
the CT flow at 0. In fact, 
has eigenvalues A, = - 1 + u/2 > 0 and A, = - 1 -u/2 < 0. (See also (10) with 
h = 1.) Therefore, 0 is a saddle of the CT flow rather than a repellor. At 0, the CT 
flow has the unstable subspace V”(O) spanned by (1, l)T and the stable subspace 
I’“(O) spanned by (1, - 1). Further, for any XE V’(0) we have Wx = x and 
G( Wx) = Kx, where K > 1 for x < c, and K < 1 for x > c,. Thus for x E V’(O), the 
vector F(x) = (K - 1)x always points toward x, in the first quadrant and toward 
-x, in the third. For x E v”(O), Wx = -x and G( Wx) = - Kx, where K > 0. Thus, 
the vector F(x) = - (K + 1 )x always points toward 0 for x E I/“(O). Finally, note 
that 
DF(fxJ = L 
-1 ILhkJ $b(x,) _ 1 1 
has the eigenvalue - 1 + Il/b(x,) with eigenvector (1, l)T and eigenvalue - (1 + JI:)) 
with eigenvector (1, - 1)‘. Again, we see that +_x, are local attractors of the CT 
flow. (This also follows from Lemma (i).) So at fx, the DT flow off, is asymptoti- 
cally consistent with the CT flow. From these observations we can sketch the flow 
field of F(x) for a > 2 as follows: 
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- --1 -0.8 -0.6__ -0.4 -0.2 0 0.2 0.4 0.6 0.8 I 
View: y vs X. 
dxldr= -x+2*(1/(1 -t-exp(-2.5*y))-o.5) 
dY/dr= -Y+~*(I/(I +exp(-2.5*x))-o.s). 
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The figure was produced, with kindly assistance of Professor Robert Sacker, by using a program 
Phase Portraits from Drexel University. 
As a consequence of the Poincart-Bendixson theorem [HS74], any closed orbit C 
of the CT flow must contain one of the fixed points +x, or 0 in its interior. From 
the flow field geometry, it is clear that such a curve C would intersect other trajec- 
tories, which is impossible for a differentiable flow of (4) (13). Hence, the CT flow 
has no periodic orbits, whereas [BWSO] shows that the DT flow off, has the 
stable orbit ((c,, -c,), (-c,, c,)) of period 2 and two unstable orbits ((0, c,), 
(co, 0)) and ((0, -c,), ( -c,, 0)) of period 2. Although our general theory of 
asymptotic consistency as developed herein does not cover periodic orbits, for this 
case of n = 2 and a > 2 we can determine such orbits for fh as h + 0. 
Since fix(&) = Fix(F) =fix(f,), the fixed points for any fh are 0 and +x,. 
Further, 
The eigenvalues of Dfh( kx,) are 
L = 1 - 41+ MC,)) and AZ/, = 1 - h( 1 - +;(c,)). 
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Since 0 < $:(c,) < 1, for 0 <h < 1 we have I&l < 1. Hence, +x, are local attractor 
of the DT flow for any h < 1. Similarly, 
M = Dfh(0) = 1 -h ha/2 
ha/2 l-h 
has eigenvalues 1, = 1 - h( 1 + a/2) and ,I, = 1 - h( 1 - a/2). Clearly, %, > 1 for 
a/2 > 1 and any h > 0, whereas I%, I < 1 for h < 4/(a + 2). Thus, 0 becomes a saddle 
as h -+ 0. For h < 4/(a + 2) the DT flow of fh is asymptotically consistent with CT 
flow at all fixed points (the flip bifurcation at a = 2 disappears) and the DT trajec- 
tories follow (approximately) the flow field of F(x) shown in the figure. In fact, a 
direct calculation for the point y, = (c,, -c,) shows that f,,( v,) = (1 - h) y, + 
h( -KY,) = (1 - h( 1 + K)) y,, where 0 < K < a/2. For h -=z 4/(a + 2), fh(ya) remains 
on the same side of 0 as y, and similarly for - y,. 
For the homogeneous network of n > 2 neurons with h = 1, it is known [SW901 
in general for the DT flow off, that, for a d 2/(n - 1 ), the only fixed point is the 
origin 0 and it is an attractor, and, for a > 2/(n - 1 ), 0 becomes an unstable fixed 
point and there are two a.s. fixed points, +x, = 5 (cc, _ l,rr, . . . . cc,_ lIo). To ensure 
that the DT flow is asymptotically consistent with the CT flow, the condition in 
Corollary 3 requires that the two distinct eigenvalues of the matrix, 
2/a 
I 1
1 .. . 1 
2/a 
.. . 
W+M-‘= 1 
. . 
i 1 .. . 2/a l 
(n - 1) +2/a and - 1 + 2/a (with multiplicity (n - 1)) be positive, or equivalently, 
a < 2. Thus, when 0 < a < 2, the fixed points 0 and +x, have the same asymptotic 
stability under the CT flow, especially when n > 2 and 2/(n - 1) < a < 2, 0 is a 
saddle fixed point and +x0 are two a.s. fixed points. Note that the interval 
(2/(n - l), 2) for the parameter a is the so-called recalf region of the network when 
considered as a model of associative memories [MW90]. 
3.3. Anti-Symmetric Networks 
If W is anti-symmetric (we = - wii and wii= 0), its eigenvalues u are all purely 
imaginary. At any fixed point x*, the matrix M,, W also has only purely imaginary 
eigenvalues, since the matrix M,‘(M,. W) M-t? = M-L!* WM.$? is also anti- 
symmetric. Hence all eigenvalues of DF(x*) = M,Y. W-Z are attracting, which 
means that any fixed point x* is an attractor of the CT flow. 
THEOREM 5 (Anti-Symmetric Networks). For an anti-symmetric network, a 
sufficient condition for the DTflow defined by (14) to be asymptotically consistent 
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with the CTflow defined by (13) at all hyperbolic fixed points is that any eigenvalue 
/I,,,,, of the matrix MW with the maximal modulus satisfies 
IPm,,12~(2-hYh. (19) 
When all external inputs J= 0 and therefore the origin is a fixed point, the condition 
is also necessary. 
ProoJ: Let x* be a fixed point, /?f, an eigenvalue of the matrix M,. W with the 
maximal modulus and v a nonzero eigenvector of Mi!‘WM.i? associated with fiz,, . 
Similar to the proof of Theorem 4, we have 
,p* 
max 
( = (vTMfj. WMI;I*zvI 
lvT4 
< Iv~M.;!~ WMkl,zvJ 
’ (v~M,~,M-‘v/ 
= I(M’1i2M$%)TM1i2 WM1j2(M-112~~t~)l 
((M-“*M~$I)~ (M-1’2M;<2v)j 
Thus, from condition (19) 
where A&, is an eigenvalue of DF(x*) with the maximal modulus. By Theorem 1, 
the DT flow is asymptotically consistent with the CT flow at x*. 1 
In [AB89] Atiya and Baldi have shown, by constructing a Liapunov function, 
that the CT flow defined by a variation of (13), where 
p(x)= -x+ WC(x)+ J, 
with an anti-symmetric weight matrix W and J= 0 has a global convergent 
dynamics; that is, any trajectory converges to the origin, which is the unique fixed 
point. By a similar Liapunov function and the LaSalle invariance principle 
[LaS76], it is easily seen that the CT flow defined by (13) with ananti-symmetric 
W and J= 0 also has global convergence toward the origin. Therefore, for the DT 
flow defined by (14) to be asymptotically consistent with the CT flow, it is 
necessary and sufficient that the origin is also a unique attracting fixed point in the 
DT flow (when J=O). For the case n = 2 and W= [y -A], it is known from 
[BWSO] that the DT flow with g,(z) = 2(a(az) - $) and h = 1 has the origin as a 
(unique) attracting fixed point provided a < 2, which agrees with condition (19) 
where 8max is either one of the eigenvalues f iu/2 of MW= [ uy2 -$‘I. 
571/45/1-Z 
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3.4. Circulant Networks 
In a circulant network, W is a circulant matrix. By definition [Dav79], such W 
takes the general form 
r c, c2 ‘.. c, 1 
(20) 
Since W can be written as c,Z+ c,Z7+ ... + c,,F-l, where l7= circ(0, l,O, . . . . 0) is 
the right-cyclically shifting permutation matrix, the eigenvalues CQ, k = 1, . . . . n, of W 
can be expressed as [Dav79] 
2 c(k = c, + c-20& + CjWk + . . + c,oY- 1, 
Where ok = e2dk ~ 1 )i/n are the (k - 1 )th roots of the unity. 
Typical examples of circulant networks [AB89, BW90, MW89b] are 
(i) W= circ(a, . . . . a) for a fully connected homogeneous network; (ii) W= 
circ(0, a, . . . . a) for a fully connected homogeneous network without self-connections; 
(iii) W = circ(a, b, 0, . . . . 0) for a unidirectional homogeneous ring; and 
(iv) W= circ(a, b, 0, . . . . 0, c) for a bidirectional homogeneous ring. 
Here we only take an example of the unidirectional rings to illustrate a point; 
that is, in order to maintain the asymptotic consistency for the rings, the time step 
h must depend on the size n of the network, and h approaches zero as n approaches 
infinity. This indicates that the DT model defined by (14) with any fixed h, like 
h = 1 in (2), cannot be applied to networks of arbitrary connection topology and 
size. We leave asymptotic consistency conditions for the other cases as exercises for 
the reader to work out. 
THEOREM 6 (Uni-directed Ring Networks). For a unidirected ring network of n 
neurons with W = circ( 1, 1, 0, . . . . 0), all pi = p = 1 and J= 0. The asymptotic con- 
sistency of the DTJlow defined by (14) and CTj7ow defined by (13) at all hyperbolic 
fixed points requires that 
h<O(l/n). 
Proof. The eigenvalues of W are 1 + cos 27ckln + i sin 2x/n, k = 0, 1, . . . . n - 1. If 
all external input J= 0, then the origin 0 is a fixed point. Hence an eigenvalue ,4 
of DF(0) is attracting if Re(n) = cos(2xk/n) < 0. Since the minimum of real parts of 
all attracting eigenvalues goes to zero and the modulus of the corresponding eigen- 
value remains one as the network size n grows to infinity, the time step h must tend 
to zero, as the asymptotic consistency criterion requires that h < -2 Re(/i)/llll 2 = 
0( l/n) for all attracting /i. 1 
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This shows a situation where the time step h must be taken essentially infinitely 
small to let the DT model capture the same local behavior as the CT model for 
all n. This is related to A-stability in numerical analysis and to stiffness of ODE’s 
[Blu72]. As we know, it can be overcome by using the backward Euler method, for 
example. 
4. CONCLUSION 
The Euler approximation DT model defined by (14) to the CT model defined by 
(13) depends on the choice of the time step h; the smaller h is, the more accurate 
the approximation. The given analysis shows that, in some specific cases like feed- 
forward, symmetric, and antisymmetric networks, the choices of h that ensure the 
DT model asymptotically consistent with the CT model at all fixed points can be 
determined directly from the architecture of the network, W, and the gain values of 
neurons, M = diag(pi). 
Since important stability properties of CT models remain intact in corresponding 
DT models when the asymptotic consistency criterion is satisfied, a major concep- 
tual obstacle between the CT and DT models has been eliminated. This suggests 
that the computational ability of the two types of models which depend on fixed 
points are not essentially due to whether they operate in continuous time or discrete 
time, but are consequences of the network structure underlying the models. Because 
the DT model resulting from the Euler method is very easy to simulate on a digital 
computer, it will often be more practical to develop ideas and simulations on that 
model even when use of the CT model is intended. 
Here we have given results on the local asymptotic consistency between discrete- 
time flows and continuous-time flows with the emphasis on how the DT flows 
remain asymptotically consistent with the CT flows. We note that, with almost no 
effort, the results can be stated in the reversed direction, continuation of DT flows 
into CT flows, by letting 
dx 
x = -x +f(x) = F(x), 
ensuring the resulting CT flows asymptotically consistent with the DT flows 
(without converting some unstable manifolds into stable ones of any fixed points). 
Our analysis can be generalized to other models of neural networks and to more 
complicated numerical discretization methods [Wan9la]. For example, a similar 
analysis can be performed for linear multistep methods [Blu72, IPS91] to discretize 
a CT model of semilinear neural networks with a bounded time delay [MW89b]. 
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