ABSTRACT Wearable inertial measurement units (IMU) measuring acceleration, earth magnetic field, and gyroscopic measurements can be considered for capturing human skeletal postures in real time. Number of movement disorders require accurate and robust estimation of the human joint pose. Though these movements are inherently slow, the accuracy of estimation is vital as many subtle moment patterns, such as tremor are useful to capture under many assessments scenarios. Also, as the end user is a patient with movement disabilities, the practical wearability aspects impose stringent requirements such as the use of minimal number of sensors as well as positioning them in conformable areas of the human body; particularly for longer term monitoring. Estimating skeletal and limb orientations to describe human posture dynamically via model-based approaches poses numerous challenges. In this paper, we convey that the use of measurement conversion ideas-a representation signifying a linear characterization of an inherently non linear estimation problem, pragmatically improves the overall estimation of the limb orientation. A quaternion, as opposed to the Euler angle-based approach is adopted to avoid Gimbal lock scenarios. We also lay a systematic basis for quaternion normalization, typically performed in the pre-filtering stage, by introducing an optimization-based mathematical justification. A robust version of the extended Kalman filter is configured to amalgamate the underlying ideas in enhancing the overall system performance while providing a structured and a comprehensive approach to IMU-based real time human pose estimation problem, particularly in a movement disability capture context. INDEX TERMS Kalman filter, inertial sensor orientation.
I. INTRODUCTION
Capturing human pose in real time using wearable sensors is destined to have far-reaching consequences in many practical applications. These applications range from rehabilitation and long-term monitoring in the health care sector [1] - [3] , performance evaluation and activity monitoring in sports, to motion capture in movie and gaming industries. Readily available IMU (Inertial Measurement Unit) sensors in an integrated and miniaturised form are considered to be strong candidates for the use in wearable sensors. Indeed, the problem of capturing human movement amounts to estimating the relative attitude of sensory (IMU) devices strategically positioned in different parts of the human body.
Remote health condition monitoring applications are becoming a part of everyday life due to the rapid increase in the aged population, rehabilitation programs for disabilities due to various neurological conditions extending to non-clinical and natural setting such as retirement villages. Stroke and Parkinson's diseases are common neurological conditions that necessitate remote moment monitoring to provide quality medical care with an affordable cost [4] which is a major concern worldwide. The treatment of Stroke and the Parkinson's patients require careful supervision of their recovering process through rehabilitation or physiological therapies. The common, yet expensive objective assessment method is measuring specific movements in special laboratories which are equipped with state of the art motion capture infrastructure requiring dedicated staff for operation. This indeed increases the cost of healthcare as well as patient travel to major centres for treatment. The lack of affordable and effective remote motion capture systems [4] enhanced the focus of inertial sensors as an reliable and robust form of Mo-Cap (Motion-Capturing) particularly in the wearable form due to their affordability and usability for long term monitoring. Mo-Cap systems wearing minimal number of sensors in comfortable places is a crucial aspect in any wearable system often not emphasised sufficiently by the designers. This indeed is to ensure uptake and facilitate the use of sensors in rehabilitation programs with meaningful and quantifiable outcomes. Such programs require easily wearable sensors by the disabled user. These aspects (disability and wearability) forms the basis of wearable sensor applications in disability managements and destined to play a major role in providing quality healthcare at an affordable cost for the average user. This inevitably presents a major challenge for the systems designer as the positioning of sensors as well as the number of sensors are crucial factors in enhancing the accuracy and the robustness of the measurement system. Therefore, the more sophisticated signal processing and feature extractions techniques needed to be considered to ensure the necessary estimation accuracies are achieved under these stringent requirements. When the orientation of the limb uniquely defines the attitude of the remaining joint positions, then a single sensor in the particular body part can be used to uniquely estimate the underlying posture of the limb and the adjoining limb under consideration. Consider the shoulder joint with three degrees of freedom and the elbow joint with one degree of freedom. The orientation of the elbow can uniquely determine the orientation of the shoulder. A single IMU sensor positioned on the elbow can therefore determine the attitude of the shoulder joint. This is indeed the case with the hipbone (three degrees of freedom) and the knee joint so that a IMU sensor positioned in the lower leg can determine the orientation of the upper leg. Indeed the clinical protocol surrounding the use of the underlying approach is based on the application. Accurate and robust estimation of joint pose can be vital in numerous applications and for certain joints. Here we concentrate on the crucial ideas of improving the accuracy and robustness using a single sensor and use the human shoulder joint as an example to convey the underlying approach.
Attitude determination of a moving platform with respect to a primary platform using common observation vectors in each coordinate system has a multitude of applications, particularly in the aerospace industry. These independent measurements can conventionally be unidirectional vectors to the stars, sun or the earth's magnetic field. The attitude (rotation matrix) of a secondary coordinate frame is sought with respect to a primary coordinate frame using vector observations such as magnetometer and accelerometer readings captured in each frame. It is well-known that two measurements are sufficient to estimate the attitude [5] in this context. Almost all algorithms for estimating attitude from vector measurements are mathematically constructed as minimising a loss function that was proposed by Grace Wahba in 1965. Furthermore, non-linear relationships between observed directional cosine vectors are used to estimate the quaternion. The historical problem of identifying attitude using observed directional cosine vectors known as Wahba's problem can be stated as optimizing a cost function in the following form:
where h i s are measurements made in the moving frame, r i s are the corresponding measurements made in the reference frame, α i s are the non negative weights and A is a 3×3 matrix which represents the rotation. The solutions to Wahba's problem was originally introduced by Harold Black [6] and Paul Davenport in the form of the TRIAD method [7] and Davenport's q method [5] , [8] respectively. Unlike the TRIAD method, Davenport's q method accounts for noise and for the first time, a quaternion representation was used as opposed to the traditional Euler angles. The QUEST algorithm and Singular Value Decomposition (SVD) method in [5] and [9] are mostly considered to be solutions to this problem. They are employed in a number applications, primarily due to computational efficiency of QUEST as a result of the quaternion representation. Additionally, SVD uses Euler angles to directly produce the rotation matrix, although the gimbal lock can be an impediment. Subsequently, the Estimator of the Optimal Quaternion (ESOQ) method is derived from the QUEST algorithm with improved computational cost. Magnetic Angular Rates and Gravity (MARG) sensor array based systems [10] generally uses quaternion based representation when minimising the gyroscopic drift via an analytically derived and optimized gradient descent algorithm on accelerometer and magnetometer data. Indeed, the availability and affordability of MARG sensors with integrated wireless communication capabilities have triggered plethora of research and development activities aimed at number of wearable applications in the recent times.
With 278 joints and 308 bones, capturing the highly flexible human pose is a challenge. Naturally ignoring inflexible fibrous joints, relatively flexible cartilaginous joints and highly flexible synovial joints allow complex movements in the human body. Usually, human motion is identified through carefully analysing spatial reconstruction, trajectory tracking, joint angle determination and derivative computation [11] , [12] . Deviation from ideal sensor behaviour due to external interferences and noise reduces the accuracy of the determination of human kinematic components [13] , [14] .
In general, the orientation of the sensor attached to the human limb is calculated with respect to the reference frame. As the earth's magnetic field measurements are adversely affected by surrounding magnetic disturbances (power lines and other electrical equipment), filters and model based estimators, such as Kalman filter [5] , [15] , Complementary filters [16] are considered in many applications to address this issue. The extended Kalman Filter with the QUEST algorithm based approach was used for real time monitoring of human arm movements [17] . The complementary filter minimises the effect of gyroscopic drift with the use of acceleration or magnetic orientation, even though the integration of angular rates in a longer time frame may cause a significant drift where the complementary filter is not able to overcome. Robust Extended Kalman Filter (REKF) [18] , [19] is preferred for accounting for large uncertainties involved in system inputs. REKF characteristically assumes a relatively generic uncertainty description and evidently caters for larger variations, particularly when the initialization uncertainties are significant [15] , [20] . However, filter parameter tuning is required to achieve estimator convergence with realtime movement tracking [21] . With certain mathematical models, converted measurement approach [20] , [22] has been used to obtain a stronger linear formulations. But, this has not been the case for IMU based modelling and even in [17] , the non-linear measurement equation is linearized with a first order approximation similar to Extended Kalman filtering in the estimation process. This form of linearizations, particularly in systems with large uncertainties, are known for accumulation of errors and in certain instances the state estimation can potentially diverge. Therefore, in this paper we use a linear formulation for inherently non-linear IMU measurements exploiting the strength in linear systems theory.
Furthermore, as normalization is required for recursive quaternion use [21] , [23] , an optimization phase is required to further enhance the robustness of the overall approach. The main contributions of this paper are as follows: 1) A converted measurement based approach [20] , [22] for addressing an inherently non-linear problem in a linear context to improve the accuracy and reduce the estimator divergence in human movement capturing context. 2) A theoretical justification for normalization of quaternions necessary for recursive model based estimators such as Kalman filtering.
II. DYNAMIC MODEL
Superior performance in dynamic model based estimators provides a natural choice for human pose estimation. Dynamic model which facilitates parameter estimation in a rotating and translating frame is crucial while the model can gradually be made sophisticated incorporating full body human bio-kinematic modelling. In this work we use a standard kinematic model to highlight the key contributions of this work. In the proposed algorithm, a quaternion based approach is preferred as it eliminates the need for using trigonometric functions [24] avoiding singularities and gimble lock associated complexities inherent to Euler angle based representations.
Denoting the orientation quaternion in the reference coordinate frame as q, angular velocity ω, we state the following equation [17] ,q
where, ⊗ denotes the quaternion multiplication with ω = [0 ω 1 ω 2 ω 3 ] used as a pure quaternion. The gyro drift occurs due to accumulating the white noises of gyroscope readings [10] . Defining the state vector as
x 10 ] = δ where, ω, q and δ are angular rates, quaternions and gyro drift respectively, we can state the dynamic model as,
Here, T x , T y , T z indicate the torque due to uncertain human movements and B 1 , B 2 , B 3 indicate the uncertainty in the bias responsible for the Gyroscopic drift. I m and O m×n denotes identity and zero matrix of appropriate dimensions. The measurement model can be stated as follows :
where
is the IMU measurement vector with angular rate from [25] . Herê
Let the measurement in the reference frame haveĝ
acceleration and magnetometer readings respectively.
Remark 1: Without the loss of generality we have aligned the X axis of the stationary reference co-ordinate frame in a perpendicular direction to the magnetic direction to simplify the resulting expressions. The dynamic model and and the associated measurement model given by equation 3 and 4 respectively provides a complete non-linear dynamic description for the sensor motion and the associated measurements. Now we are in the position to employ the converted measurement approach [20] , [22] to the underlying measurement model to obtain a converted linear formulation. Therefore referring to equation 4, we have a unique solution(computed quaternion) given by,
Considering the measurement uncertainty, let the measurement model for the converted measurements with respect to magnetometer and accelerometer measurements be:
∀i ∈ {1, 2, 3} and j ∈ {2, 3}, (6) where,â i ,ĥ e j and h j indicates the accelerometer readings subjected to measurement noise (v a i ) and magnetometer measurement subjected to measurement noise (v e j and v h j ) in the reference frame and the mobile frame respectively. The error bounds are described in the following form:
Assumption 1: The following holds 1 For given constants α and β, let 0 ≤ v a i ≤ βa i , 0 ≤ v e j ≤ αh e j and 0 ≤ v h j ≤ αh j ∀i ∈ {1, 2, 3} and j ∈ {2, 3}. In the case of converted measurements, let's define the following:
Now we can state the converted measurement as,
Denoting
the converted measurement model corresponding to the non-linear measurement model in equation 4 can be stated in the linear form of y c (t) = Cx(t) + n(t), where
III. ROBUST NON LINEAR FILTERING
Consider nonlinear uncertain systems of the form,
defined on [0, T ] with x(t) ∈ R n denoting the state of the system and y(t) ∈ R l the measurements vector. Further, z(t), u(t), w(t) denote the uncertainty output and the uncertainty inputs respectively. Assumption 2:
Introduce the following Riccati Differential Equation(RDE)
Then the state propagation is given by,
The reference frame is oriented with the following assumptions. 1) Accelerations apart from gravity are small as no jerky movements are applicable in assessing movement disorders [26] - [28] . 2) Reference frame is such that the direction of the magnetic field is perpendicular to the X axis. Remark 2: Notice here that there is a significant component of the earth's magnetic field in the Z direction in Australia and this cannot be neglected unlike in the case of locations close to the equator.
A. ROBUSTNESS OF THE ESTIMATION
The approximate solution for the set of estimated states for the robust set valued state estimation is :
Therefore, the centroid of the ellipsoidal set is taken as the estimated state. Let and denote the diagonalising and the resulting diagonal matrix respectively while a i and a j denote the spectral densities of
∈ R n and noticing X (s) = ,x + = x(s) + δ + andx − = x(s) + δ − indicate the major axis and the minor axis of the set values state estimation. This provides a measure of the estimation bounds.
IV. ROBUST OPTIMIZATION BASED APPROACH FOR ORIENTATION ESTIMATION
The x 4 , x 5 , x 6 and x 7 of the state vector denotes the orientation quaternion. The computed quaternions via measurement conversion do not necessarily results in satisfying the quaternion norm requirements due measurement noise and uncertainties. Therefore, we consider a constraint based optimizations approach to ensure the quaternion meet the norm conditions, robust and optimal in a quadratic context. We consider the computed quaternionsx 4 , · · · ,x 7 as P, Q, R, and S respectively for the following derivation. With R + denoting the set of non-negative real numbers, define,
+ :
∂ is a boundary of .
Now we can state the following lemma Lemma 1: The solution to the following problem of, min F(x) subjected to x ∈ can be stated as follows:
is the optimal solution.
Else the optimal value of (OP) 1 is : min{F(A 1 ), F(A 2 ), F(A 3 ), F(A 4 )}. Proof: From lemma 3 and 4, we see that if x * ∈ is an optimal point of problem (OP) 3 , then it also is an optimal point of problem (OP) 1 . Therefore, to solve problem (OP) 3 , we only need to find an optimal point x * ∈ for problem (OP) 3 . For γ ∈ R, we denote the γ -level set for linear functional G(x) as, G γ = {x ∈ R 4 | G(x) = γ }. Clearly, G γ , γ ∈ R are parallel hyperplanes. Therefore, if G γ 0 is a supporting hyperplane of the convex set at x 0 ∈ ∂ then x 0 is an optimal point and G(x 0 ) = γ 0 is the optimal value of problem (OP) 3 . Similar to the proof of lemma 3, if x 0 belongs to one of five sets i , i = 4, 5, · · · , 8 then one of four points A 1 , A 2 , A 3 , A 4 is an optimal point of problem (OP) 3 . On the other hand, G γ 0 is a supporting hyperplane of the convex set at (for case PQRS = 0.) In this case, (16) implies that
If P > 0, Q > 0, R > 0, S > 0 then by using the definition of , we have an unique solution that belongs to of (16) is p 1 . This indeed is predominantly applicable to the context of our application and hence the optimal value for the quaternion almost always results in p 1 . If P < 0, Q < 0, R < 0, S < 0 then by using by using the definition of we have a unique solution that belong to of (16) is p 2 . Note that if P = 0 or Q = 0 or R = 0 or S = 0 then we conclude x 0 4 = 0, x 0 5 = 0, x 0 6 = 0, x 0 7 = 0, respectively. Otherwise (16) has no solution belonging to .
V. IMPLEMENTATION OF THE ORIENTATION ESTIMATION
The process of pre filtering is to ensure the frequency bounded noise is filtered out via simple low pass filtering. Using the empirical knowledge, we set the bandwidth of the low pass filters. We use the converted measurement as raw estimates for the linear robust Kalman filter while standard extended Kalman filtering and also the Robust Extended Kalman filtering use the raw measurements when evaluating the performance of the estimators. Indeed, all these use the optimization framework we mathematically justified, to ensure that the standard quarternion constraints are met. As depicted in Figure 2 , in the first step, the converted measurement approach is used to compute the quaternion using the magnetometer (h) and the accelerometer readings (a). The magnetometer readings suffers scaling errors and offset biases. The errors are indeed device specific and hence the normalized readings were used to calculate the quaternions. 
A. EXTENDED KALMAN FILTER BASED APPROACH
The non-linear dynamic and measurement model described in equations 3 and 4 respectively are used in the standard extended Kalman filter implementation.
E(w w)
Numerical values of Q 1 and Q 2 are evaluated as given in [17] .
B. ROBUST EXTENDED KALMAN FILTER IMPLEMENTATION
The non-linear dynamic and measurement model described in equations 3 and 11 respectively are used under the norm bounded uncertainty assumption given in inequality 12.
C. ROBUST EXTENDED KALMAN FILTER WITH LINEAR MEASUREMENTS
The non-linear dynamic and measurement model described in equations 3 and 11 respectively are used under the norm bounded uncertainty assumption given in inequality 12. The non-linear measurement model given in equation 4 is converted to the underlying linear form with the measurement assumptions in 6 resulting in 11. 
VI. COMPUTER SIMULATIONS
Two hypothetical scenarios were considered to validate the underlying assertions by employing torque T x , T y , T z , and time constants τ x , τ y , τ z in the respective cartesian axes to emulate the relevant kinematics of the human arm. The torque gradually increases while the arm is being lifted then is kept constant prior to reducing to the resting state which corresponds to the upright position. Gyroscope, accelerometer and magnetometer readings were captured as the simulated kinematics using equation 3, 4 and 5. The resulting measurements were used with different estimators; Extended Kalman Filter (EKF), Robust Extended Kalman Filter (REKF) and Robust Extended Kalman Filter with Linear Measurements (REKFLM) for real time estimation of the arm orientation. The Figure 4 shows the actual angle variation with time and the estimated angle variation from each of the algorithms simultaneously for this hypothetical scenario. Notably, the shoulder pitch, yaw and roll angles deduced from the estimated state is the same for each algorithm compared to the simulated actual angles when the uncertainty is low. However when the gyroscopic bias uncertainty ( taken as identical with at 0.00005 increments from 0.00001. The estimation error is increased significantly as depicted in Figure 3 . Further, Gaussian noise was introduced to the generated measurements to validate the robustness of each algorithm under measurement noise uncertainty. The signal to noise ratio between 60 dB to 20 dB was introduced to the simulated accelerometer, magnetometer and gyroscope readings with the kinematic model parameters of τ x ,τ y and τ z set to 0.25 s −1 and B 1 B 2 B 3 set to 0.0001 0.0001 0.0001 . The second simulation is designed to investigate the optimization algorithm discussed in section IV. Unlike the previous case, the estimated quaternion ( X 4X5X6X7 ), prior to using as input to the estimator, is optimized using the proposed algorithm. Indeed it is the standard practice to normalize the quaternion and here we establish a mathematical justification to this process. The model parameters such as time constant and uncertainty constant are the same as they were for the first simulation. Gaussian noise (60 dB -20 dB Signal-tonoise ratios) was introduced to gyroscope, magnetometer and accelerometer readings in the first simulation.
VII. EXPERIMENTAL SETUP
An inertial measurement sensor in an integrated system with wireless communication was positioned on the wrist of the subject in order to capture the movement of the shoulder joint. The experiments were conducted at Deakin University, Australia under the ethics approval, STEC-07-2015-MADDUMAGE, Human Ethics Advisory Group at Deakin University Australia. Only one wearable sensor was used for the experiment to highlight the crucial requirement of engaging the smallest number of sensors. People with disabilities are usually reluctant to wear number of sensors because it is inconvenient to engage in their day-to-day activities wearing several medical accessories [29] . Hence, we maintained the minimal sensor usage to ensure the comfort and facilitate the uptake. The scapular movements for identifying normal and abnormal movements based on 3-dimensional measurements are described in [30] , [31] . Rotational motion of the scapula with respect to the thorax was described on the basis of a Euler angle sequence of external/ internal rotation (ZS axis), upward/downward rotation (YS axis), and posterior/anterior tilting (XS axis). In our experiment, we have recorded and investigated shoulder movements in under these three common movement scenarios present in multitude of shoulder movement related disabilities: upward/downward rotation (YS axis) in sagittal plane, and posterior/anterior tilting (XS axis) in coronal plane and horizontal rotation in transverse plane (ZS axis). These exercises essentially represent flexion-extension, abduction-adduction and internal-external rotation which commonly used in the examination of shoulder and arm motor functionality using inertial sensors [17] , [32] . Typically they are conducted in the bio-kinematic laboratories or under clinical scenarios to assess motor functionality of the shoulder as a subjective assessment for performing dayto-day activities such as lifting a bottle of water or placing a book on a shelf [33] , [34] etc.
The validation of the underlying algorithms was conducted through data captured from ten healthy subjects (eight males and two females) using VICON optical system and four healthy subjects (two males and two females) using a Kinectoptical system without any history of joint or muscle impairments. We used VICON system as the benchmark in ascertaining the accuracy of our method. Furthermore, our system was compared with the Kinect system as a low cost alternative in electro-optical sensing. Each subject was asked to do three simple exercises:
1) Lifting the arm in front of the body by 90 o (Forward Flexion-Extension as sub-figures 7-(A) and 7-(B))
2) Lifting the arm along the side of the body (AbductionAdduction as sub-figures 7-(A) and 7-(C)) and 3) Lifting the arm to the back of the body (Backward Flexion-Extension as sub-figures 7-(A) and 7-(D)).
Each exercise was repeated three times over approximately 10 minutes with the inertial sensor worn on the distal VOLUME 6, 2018 left arm. The experiment setup is shown in Figure 7 . The exercise routines were recorded using VICON optical motion capture system (VICON T40S System) and a Microsoft Kinect system separately.
Despite of these exercises, the five subjects were employed to conduct horizontal flexion and extension in front of VICON optical motion capture system. These subjects were asked to swing the whole arm by the shoulder. These exercises were repeated three times over approximately 10 minutes with the inertial sensor worn on the distal left arm. The subject is in the orthostatic position with the sensor frames and reference frames are approximately aligned initially. In the underlying formulation, the torques are considered to be uncertainty inputs and the time constants are determined inline with the prior computer simulations discussed in VI.
VIII. RESULTS AND DISCUSSION

A. COMPUTER SIMULATIONS
The Root Mean Squared Error (RMSE) was plotted in Figure 5 for the three estimators considered; EKF, REKF and REKFLM with the subjected (60dB -20dB) noise levels. Irrespective of engaging optimized quaternion (section IV), the RMSE was less for REKFLM. This is particularly observable when the uncertainties are significant. Indeed the filter accuracy in estimating the rotation angle improved when the noise level reduced from 20dB to 60dB. The error in EKF increased markedly and the error in REKF was exaggerated compared to the REKFLM. In all the estimation algorithms considered, quaternion optimization had a positive yet reduced impact on lower noise levels (50dB -60dB) on the angle estimation accuracy unlike for larger noise levels (20dB -30dB). Indeed the superior estimation accuracy in the Robust Extended Kalman filter with Linear Measurements (REKFLM) is further enhanced with the use of quaternion optimization as depicted in Figure 5 . As shown in Figure 6 , quaternion optimization resulted in an approximately 30% RMSE improvement in the EKF implementation when the SNR is 20 dB, in addition to a more prominent improvement when the SNR was between 28 dB to 20 dB. In contrast, RMSE improvement in the REKF implantation was 42% when the SNR is 20 dB with noticeable improvements in the 20-30 dB noise range. The RMSE improvement in REKFLM due to quaternion optimization was relatively less in comparison to the other two FIGURE 5. The RMSE subjected to introduced noise. algorithms; approximately 9% improvement when the SNR is 20 dB. REKFLM outperforms the other estimators albeit all approaches proclaim the benefit of quaternion optimization to varying degrees.
B. EXPERIMENT Figure 4 shows the RMSE in the estimated shoulder movement angles for the simple exercise of forward extension, when the movement replicated the execution in a simulated environment. Here the physical movement were carried out as close as possible to the simulated movement and the IMU measurements were then used to estimate the actual angle turned. The arm motion was along a planar trajectory in order to ensure minimal system complexity. This allowed the primary focus to be the assessment of the underlying filtering algorithms. This indeed avoided more complex torques necessary to generate arbitrary trajectories generally experienced in reality. show the RMSE in the corresponding angle differences optimized and non-optimized quaternions respectively. Angles derived from REKFLM were similar to the angles measured from the VICON system irrespective of the engagement of quaternion optimizations (see Figure 8 ). Quaternion optimization markedly improved each estimation algorithm, reducing the angle estimation error significantly. Table 1 lists the average RMSE for three exercises (Forward FlexionExtension, Abduction-Adduction and Backward FlexionExtension) when IMU measurements were compared to both Kinect and VICON systems. The graph in Figure 9 shows the performance, in terms of RMSE, of each algorithm. Figure (A) and (B) show the RMSE over ten healthy subjects with respect to VICON measurements. Figure (C) and (D) show the RMSE over four healthy subject with respect to Kinect optical system. Similar to computer simulations, the EKF and REKFLM were the least and most accurate algorithms respectively. Figures (B) and (D) in Figure 9 depict improvement, in terms of RMSE and with respect to VICON and Kinect measurements, due to the engagement of quaternion optimization for each filter and subject respectively. As depicted in table 1, the averaged RMSE with respect to Kinect when using EKF was reduced by 43%, 34% and 10% for the three exercises respectively due to quaternion optimization while the averaged RMSE in EKF algorithm was reduced by 36%, 21%, and 19% with respect to VICON optical system. For the case of REKF accuracy improved by 47%,49% and 14% with respect to Kinect system and 30%, 38% and 24% with respect to VICON optical system across the aforementioned exercises. This result implies that the accuracy in EKF and REKF methods improved significantly due to quaternion optimization yet the accuracy of REKFLM algorithm improved by about 14%, 23% and 21% respectively for the above exercises with the Kinect system. Accuracy of the REKFLM approach was improved by 20%, 21% and 7% for forward Flexion âĂŞExtension exercise, Abduction âĂŞ Adduction exercise and Backward Flexion-Extension exercise respectively compared to VICON optical system when engaged with quaternion optimization. Further, the accuracies in EKF, REKF and REKFLM were improved by 60%, 56% and 43% for Horizontal FlexionExtension due to quaternion optimization. We notice that, generally, REKFLM algorithm outperforms EKF and REKF. Furthermore, quaternion optimization significantly improves the state estimation irrespective of the estimator. Further, our proposed estimator was compared with two commonly using approaches: Extended Kalman filter proposed by Bachman et al. and the Madgwick algorithm [11] . The maximum error with respect to an optical system expressed by the EKF during an extension-flexion arm exercise was 9 • as described in [17] while the Madgwick algorithm expressed 7 • [10] . The error of our proposed robust extended Kalman filter with liner mea-surements (REKFLM) was less than 3 • outperforming the Madgwick algorithm and extended Kalman filter (Table 1) .
IX. CONCLUSION
It has been demonstrated that adopting a linear formulation in the measurement scheme provides improved results for real time human kinematic movement estimation as opposed to the standard approach involving extended Kalman filtering or even robust version of extended Kalman filtering. The measurement conversion based linear approach does, in fact, result in improved estimation accuracy. Indeed, the Quaternion normalization improved the estimation accuracy of all estimators in general and the mathematical verification of the process completes the justification of the current practice in place. Although there is relatively less improvement due to quaternion estimation for the converted measurement Kalman filtering, the proposed approach still outperforms traditional approaches. These assertions have been verified by computer simulations as well as hardware experimentation.
APPENDIX
Consider the following optimization problems : OP 1 : min F(x) subjected to x ∈ OP 2 : min G(x) subjected to x ∈ OP 3 : min G(x) subjected to x ∈ Lemma 2: Consider the problem OP 3 . Assuming that x * is an optimal point of the problem and two points z 1 ∈ 2 , z 2 ∈ . If there exists a real number λ ∈ (0; 1) such that x * = λz 1 + (1 − λ)z 2 then z 1 and z 2 are also optimal points. Proof: Since x * is an optimal point of problem and z 1 ∈ , z 2 ∈ , we have G(x * ) ≤ G(z 1 ) and G(x * ) ≤ G(z 2 ). If z 1 is not an optimal point of problem (OP) 3 then G(x * ) < G(z 1 ). By linearity of functional G(x), we have
This is a contradiction. Thus, z 1 is an optimal point. Similarly, we also prove that z 2 is an optimal point. Lemma 3: Problem OP 3 has at least an optimal point which belong to .
Proof: From lemma 2, we can imply that problem OP 3 has a optimal point x * which belongs to boundary of . It means that x * ∈ ∂ . Note that i ∩ j = ∅, i ∩ = ∅, i = j, i, j = 4 · · · 8 and
Therefore, if x * ∈ then there is an index i ∈ {4, 5, · · · , 8} such that x * ∈ i . Without loss of generality, we assume that x * ∈ 4 . By using lemma 2, we can implies that one of three points A 2 , A 3 and A 4 must be an optimal point. It means that problem OP 3 has at least an optimal point belonging to . Now let's recall the definition of equivalence of optimization problems as given in [35] as follows:
Definition: Two optimization problems are equivalent if from a solution of one, a solution of the other is readily found and vice versa.
Lemma 4: The problems are equivalent Proof: By expanding functional F(x) and using the constraint x 2 4 + x 2 5 + x 2 6 + x 2 7 = 1, we can see that OP 1 = 1 + P 2 + Q 2 + R 2 + S 2 + OP 2 . This implies that if x * is an optimal point of problem OP 1 then it is also an optimal point of problem OP 2 and vice versa. Therefore, problem OP 1 is equivalent to problem OP 2 . On the other hand, it is easy to see that if x * ∈ is an optimal point of problem OP 3 then it also is an an optimal point of problem OP 2 . Note that in the case x * ∈ then we can using lemma 3 to find another optimal point x * * ∈ . Certainly, this point x * * is an optimal point of problem OP 2 . The rest of the proof is to prove the converse. It means that if x * ∈ is an optimal point of problem OP 2 then we must prove that it also is an optimal point of problem OP 3 . If we assume that x * is not an optimal point of problem OP 3 then there is another point z 1 ∈ ( \ ) such that G(z 1 ) < G(x * ). By lemma 3, there exist z 2 ∈ such that G(z 2 ) = G(z 1 ). This implies that G(z 2 ) < G(x * ). This contradicts with that x * is an optimal point of problem OP 2 . Therefore,x * must be an optimal point of problem OP 3 . The proof of lemma 4 is completed.
