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The behaviour of a harmonically trapped dipolar Bose-Einstein condensate with its dipole mo-
ments rotating at angular frequencies lower than the transverse harmonic trapping frequency is
explored in the co-rotating frame. We obtain semi-analytical solutions for the stationary states in
the Thomas-Fermi limit of the corresponding dipolar Gross-Pitaevskii equation and utilise linear
stability analysis to elucidate a phase diagram for the dynamical stability of these stationary solu-
tions with respect to collective modes. These results are verified via direct numerical simulations
of the dipolar Gross-Pitaevskii equation, which demonstrate that dynamical instabilities of the co-
rotating stationary solutions lead to the seeding of vortices that eventually relax into a triangular
lattice configuration. Our results illustrate that rotation of the dipole polarization represents a new
route to vortex formation in dipolar Bose-Einstein condensates.
I. INTRODUCTION
Interacting quantum gases have proved to be a fertile
testing ground for theories of many-body physics in re-
cent years. In particular, dipolar quantum gases such as
dipolar Bose-Einstein condensates (BECs) and degener-
ate dipolar fermionic gases offer a unique route to novel
many-body phenomena where the subtle interplay be-
tween long- and short-range interactions plays a signifi-
cant role [1–3], and considerable progress has been made
in the study of dipolar BECs in the last two decades. Af-
ter the first dipolar BEC was produced using chromium
in 2005 [4], the effects of the dipolar interaction on the
stability and excitations of the condensate were of much
interest, with particular focus on the anisotropy of the
condensate’s superfluidity [5–7] and the theoretical pos-
sibility of roton modes and supersolidity [8, 9]. More re-
cently the production of dysprosium and erbium BECs,
which feature considerably stronger dipolar interactions
than Cr BECs, has led to the discovery of an increasingly
diverse range of exotic phenomena [10, 11]. Examples
of these include self-bound dipolar droplets [12–15] and
the experimental confirmation of the presence of roton
modes [16, 17] and the supersolid phase [18–20]. Many
of these have been found to be explicitly dependent on
the role of beyond-mean-field quantum fluctuations in
stabilizing a strongly dipolar BEC [21, 22].
One area of considerable research in BECs has centred
on the emergence and properties of vortices, whose cir-
culations are necessarily quantised due to the condensate
wavefunction being locally single-valued [23–28]. Exam-
ples of the methods that experimentalists have used to
create vortices include: direct imprinting of phase de-
fects into the condensate [29], rotation of either a laser
∗ srivatsa.badariprasad@unimelb.edu.au
beam stirrer or the external trapping potential of the
condensate itself [30, 31], dragging a barrier through the
condensate [27, 28, 32], applying a rapidly oscillating per-
turbation to the trapping potential [25], Bose-condensing
a rotating normal Bose gas [33], and utilising the Kibble-
Zurek mechanism to trigger the formation of topological
defects [34]. While vortices have not yet been experimen-
tally observed in dipolar BECs, there exists an extensive
body of theoretical research regarding vortex structure,
vortex lattice structure, and vortex-vortex interactions in
these systems [35–46].
In this work we propose a new mechanism for pro-
ducing vortices in dipolar BECs that involves the direct
rotation of the polarizing field of the dipoles. For a dipo-
lar BEC in a harmonic trap with an initially static dipole
polarization we consider the effects of slowly increasing
the rotation frequency of the dipole polarization about an
orthogonal axis. Using a semi-analytical model based on
dipolar Gross-Pitaevskii theory, it is shown that the co-
rotating stationary state of the condensate becomes dy-
namically unstable against symmetry-breaking collective
modes as the rotation frequency approaches the trans-
verse trapping frequency. Numerically, it is demonstrated
that this dynamical instability results in the formation of
vortices in the previously vorticity-free condensate, and
that these vortices ultimately self-order into a triangular
Abrikosov vortex lattice. Experimentally, the rotation
of the polarization of a dipolar BEC has already been
achieved in the context of tuning the effective strength of
the time-averaged dipole-dipole interaction [47, 48]. Cru-
cially, the rotation frequency in such studies is at least
two orders of magnitude larger than that investigated
in our work, suggesting that the mechanism we propose
for the production of vortices in dipolar BECs is readily
achievable via the use of existing technologies.
This paper is structured as follows. In Section II we
discuss a semi-analytical formalism, based on the dipo-
lar Gross-Pitaevskii equation and its reformulation as
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2the equations of dipolar superfluid hydrodynamics, which
we use to solve self-consistently for the Thomas-Fermi
stationary solutions of a dipolar BEC with its dipoles
rotating perpendicularly to their alignment. These so-
lutions are presented in detail in Section III. In Sec-
tion IV, we use the dipolar Gross-Pitaevskii equation to
numerically simulate a dipolar BEC with the dipole ro-
tation frequency being slowly increased from zero. and
demonstrate that while the condensate initially obeys the
Thomas-Fermi stationary solution, it develops an insta-
bility that results in vortex formation as the rotation
frequency approaches the transverse trapping frequency.
Finally in Section V, it is shown via linearization of the
time-dependent superfluid hydrodynamic equations that
the Thomas-Fermi stationary solutions are dynamically
unstable against collective modes in the regime in which
vortex formation is observed in Section IV.
II. THOMAS-FERMI THEORY FOR THE
ROTATING DIPOLAR BEC
Our semi-analytical description of the dipolar BEC
with rotating dipole moments begins with a summary
of the mean-field theory that we shall employ through-
out this paper. We consider a dilute condensate whose
bosons have intrinsic magnetic or electric dipoles that
are aligned along an externally applied polarizing field.
We utilise the notion of the mean-field order parameter,
ψ ≡ ⟨ψˆ0⟩, which is defined as the vacuum expectation
value of the bosonic annihilation operator and is nor-
malized such that ∫ dr∣ψ(r, t)∣2 equals N , the number
of condensed bosons. At the lowest order of approxima-
tion, the dipolar BEC is described by the dipolar Gross-
Pitaevskii theory [1–3] – a classical field theory for ψ. In
a reference frame that rotates at an angular frequency
Ω = Ωzˆ with respect to the laboratory frame, the dipolar
Gross-Pitaevskii equation (dGPE) is given by
ih̵
∂ψ
∂t
= [− h̵2∇2
2m
+ VT + Vint + ih̵Ω(x ∂
∂y
− y ∂
∂x
)]ψ. (1)
where m is the mass of each dipole. Here we consider the
external trapping potential VT to be a harmonic trap of
the form
VT (r) = 1
2
m [ω2⊥ρ2 + ω2zz2] , (2)
The axial symmetry of the trapping about zˆ is imposed
so that the trapping is identical in both the rotating and
laboratory frames, and we also define the axial trapping
ratio γ = ωz/ω⊥. The relevant interactions between the
dipoles are the short-range, isotropic, van der Waals in-
teraction and the anisotropic, long-range, dipole-dipole
interaction. These are accounted for in the dGPE by a
two-body interaction term, Vint [49–51]:
Vint(r, t) = g∣ψ∣2 + Cdd
4pi
∫ dr′ 1 − 3 cos2 θr,r′(t)∣r − r′∣3 ∣ψ(r′, t)∣2 .
(3)
Here the interaction strength of the local contribution
is given by g = 4pih̵2as/m, where as is the s-wave scat-
tering length of the relevant two-body scattering poten-
tial, while the angle θr,r′ is defined through the relation
cos2 θr,r′(t) = [eˆ(t) ⋅ (rˆ − rˆ′)]2, where eˆ(t) is the polariza-
tion direction of the dipoles. We also define the interac-
tion ratio dd = Cdd/(3g) and for the later ease of use,
we also state an equivalent definition of Vint in terms of
a dipolar pseudopotential φdd,
Vint (r, t) = g(1 − dd)n (r, t) − 3gdd (eˆ ⋅ ∇)2 φdd (r, t) ,
(4)
φdd (r, t) = 1
4pi
∫ d3r′ ∣ψ (r′, t)∣2∣r − r′∣ , (5)
such that ∇2φdd = −4pi∣ψ∣2 [52, 53]. In this work, we
assume that eˆ rotates in the x-y plane about zˆ at the
angular frequency Ω and, as such, we fix eˆ = xˆ∀ t in the
co-rotating frame without loss of generality.
The form of the interaction strength Cdd is dependent
on whether the polarizing field is electric or magnetic.
For a species with electric dipole moment d, Cdd = d2/0,
where 0 is the permittivity of free space, while the ex-
pression for a species with magnetic dipole moment µ is
Cdd = µ0µ2, where µ0 is the permeability of free space. In
terms of commonly used dipolar BEC species, the bare
value of dd = Cdd/(3g) ranges from 0.16 for 52Cr [54] to
as high as 1.42 for 164Dy [55], both of which are orders of
magnitude higher than those of ‘nondipolar’ species such
as 87Rb [2]. However, dd represents an additional tune-
able parameter alongside Ω and γ in this system due to
the ability to tune g experimentally by exploiting Fesh-
bach resonances [5, 6]. Recent theoretical studies of dipo-
lar BECs, motivated by experimental findings highlight-
ing the role of beyond-mean-field effects in the behaviour
of strongly dipolar BECs (dd ≳ 1) have included an ad-
ditional term proportional to ∣ψ∣5 on the right hand side
of Eq. (1) [21, 22, 56]. However, our analysis is restricted
to values of dd considerably less than 1, and as such, we
expect that Eq. (1) accurately describes the behaviour of
such a system in the dilute limit.
To solve Eq. (1) we shall re-express the order pa-
rameter ψ as ψ = √n exp (iS), where n = ∣ψ∣2 and S
are interpreted as the condensate’s number density and
phase respectively. By applying this transformation to
Eq. (1) and separating out the resulting real and imag-
inary terms, we obtain the dipolar superfluid hydrody-
namic equations [52, 57, 58]:
∂n
∂t
= −∇ ⋅ [n (v −Ω × r)] , (6)
m
∂v
∂t
= −∇ [1
2
mv2 −mv ⋅ (Ω × r) + VT + Vint]
+∇ [ h̵2
2m
√
n
∇2(√n)] . (7)
Here the condensate’s velocity field, v,is defined as
v = h̵∇S
m
. (8)
3Equation (6) is analogous to the continuity equation for
a classical fluid, while Eq. (7) is analogous to the Eu-
ler equation for inviscid fluid flow. In the Thomas-Fermi
(TF) regime, which generally exists when Nas is suffi-
ciently high, the effects of zero-point kinetic energy fluc-
tuations of the condensate are negligible [59, 60]. This
is equivalent to ignoring the ‘quantum pressure’ term in
Eq. (7) that is proportional to ∇[∇2(√n)/√n], with the
resulting simplified Euler equation given by
m
∂v
∂t
= −∇ [1
2
mv2 −mv ⋅ (Ω × r) + VT + Vint] . (9)
When Ω = 0, the rotating frame is equivalent to the lab-
oratory frame, with Eqs. (6) and (9) reducing to the
description of a dipolar BEC in the TF regime with a
time-independent polarization axis, a limit that has been
documented extensively in previous studies [52, 53].
Initially, we focus on the stationary solutions of
Eqs. (1) and (9), whose time dependence is specified by
the condensate’s chemical potential, µ, as
ψ(r, t) = ψ(r, t = 0) exp(−iµt
h̵
) . (10)
Via the definitions of n and v, and Eqs. (4), (5), (6), (9)
and (10), the stationary solutions in the TF limit obey
0 = ∇ ⋅ [n (v −Ω × r)] , (11)
µ = 1
2
mv ⋅ [v − 2 (Ω × r)] + VT
+ g(1 − dd)n − 3gdd ∂2φdd
∂x2
. (12)
Let us impose Ansa¨tze for n and S of the form
nTF(r) = n0 (1 − x2
R2x
− y2
R2x
− z2
R2z
) , (13)
STF(r, t) = (mαxy − µt)/h̵, (14)
and define the ratios κx = Rx/Rz and κy = Ry/Rz.
Here the TF density is defined as nonzero only when
the quantity expressed in Eq. (13) is positive, while
n0 = 15N/(8piRxRyRz) is a factor that normalises nTF to
N . Exact solutions within the TF approximation may be
determined via a set of self-consistency relations that are
satisfied by the parameters κx, κy, Rz and α, which we
shall proceed to outline briefly. Firstly, via Eq. (8), the
choice of STF implies that the resulting velocity field,
v = α∇(xy), has zero vorticity. Substituting Eqs. (13)
and (14) into Eq. (11) results in the condition [57]
α = (κ2x − κ2y
κ2x + κ2y )Ω. (15)
Equation (15) provides an intuitive meaning for the am-
plitude of the velocity field, α: for positive nonzero Ω
the cross-section of the condensate’s density profile, in
the x-y plane, is elongated along the co-rotating x-axis
(y-axis) when α is positive (negative). Thus the conden-
sate is axially symmetric about zˆ when α = 0.
The dipolar pseudopotential, φdd, that corresponds to
the TF density specified in Eq. (13) is exactly given
by [53, 61, 62]
φdd(x, y, z) = n0κxκy
4
(β000
2
− x2β100 − y2β010 − z2β001)
+ n0κxκy
8R2z
(x4β200 + y4β020 + z4β002)
+ n0κxκy
4R2z
(x2y2β110 + y2z2β011 + x2z2β101),
(16)
where βijk (κx, κy) denotes the following integral:
βijk (κx, κy) = ∫ ∞
0
ds(κ2x + s)i+ 12 (κ2y + s)j+ 12 (1 + s)k+ 12 .
(17)
If we define the effective x and y trapping frequencies as
ω̃2x = ω2⊥ + α2 − 2αΩ, (18)
ω̃2y = ω2⊥ + α2 + 2αΩ, (19)
evaluating Eq. (12) gives us the self-consistency relations
we seek [62]:
κ2x = 1ζ (ω⊥γω̃x )2 [1 + dd (92κ3xκyβ200 − 1)] , (20)
κ2y = 1ζ (ω⊥γω̃y )
2 [1 + dd (3
2
κ3yκxβ110 − 1)] , (21)
R2z = 2gn0mγ2ω2⊥ ζ, (22)
ζ = 1 + dd (3
2
κxκyβ101 − 1) , (23)
0 = (α +Ω) [ω̃2x − 92ddω2⊥κxκyγ2ζ β200]
+ (α −Ω) [ω̃2y − 32ddω2⊥κxκyγ2ζ β110] . (24)
To obtain the velocity field as well as the shape of the
density it is sufficient to solve Eqs. (20), (21) and (24)
self-consistently.
III. STATIONARY SOLUTIONS OF THE
THOMAS-FERMI PROBLEM
In Fig. 1, we plot α/ω⊥ as a function of Ω/ω⊥ at fixed
γ = 1 for dd ∈ {0,0.1,0.5,0.8} (a) and at fixed dd = 0.5
for γ ∈ {0.1,1,10} (b). In Ref. [62], it was found that a
bifurcation exists in this system at a given rotation fre-
quency Ωb, a quantity that is dependent on dd and γ, at
which the number of stationary solutions increases from
1 to 3 [62]. When dd = 0, the bifurcation diagram is
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FIG. 1. Stationary solutions, as characterized by α, as a
function of Ω: (a) γ = 1 and various dd; (b) dd = 0.5 and
various γ. Branch I obeys α ≥ 0 while Branches II and III
obey α ≤ 0, and Ω = Ωb when Branches II and III coincide.
symmetric about the Ω axis and two additional symmet-
ric branches emerge when Ω = ω⊥/√2. Let us denote the
α > 0 and α < 0 branches as Branches I and III respec-
tively; both of these subcritical branches terminate at
Ω = ω⊥, a limit which is characterised by α → ±ω⊥. How-
ever the α = 0 branch, which we shall denote as Branch
II, persists for all Ω. Conversely, when dd > 0, Branch I
starts from α = 0 at Ω = 0 and exhibits a monotonic in-
crease of α until the limit α → ω⊥ as Ω → ω⊥. Instead of
the symmetric bifurcation that is present when dd = 0,
a nonzero dd results in a symmetry-breaking bifurcation
where Branches II and III obey α < 0 and are simply
connected at Ω = Ωb(dd, γ) but are disconnected from
Branch I. While Branch III terminates at Ω = ω⊥ with
α → −ω⊥ as Ω → ω⊥, the overcritical Branch II persists
for Ω→∞. Though we do not consider this limit, it has
been found that Branch II monotonically approaches the
limit α → 0− as Ω→∞ [62]. In Fig. 1 (b), it is seen that
the effect of the trapping aspect ratio γ is qualitative and
leads to shifts in the bifurcation frequency relative to the
case of the spherically symmetric trap. We also note that
for Branch I, dα
dΩ
is higher for smaller γ and higher dd.
The qualitative features of the bifurcation diagram
shown in Fig. 1 are similar to the diagram corresponding
to the TF limit of a BEC, with or without z-polarised
dipoles, subject to a harmonic trap that is anistropic
in the x-y plane and rotating about zˆ [57, 63]. How-
ever in such systems the symmetry-breaking parameter
is not dd but is instead the x-y trapping ellipticity. It is
also possible to obtain stationary solutions and a corre-
sponding phase diagram in the presence of the rotation
of both an anisotropic trap and the dipole polarization.
In this regime, the interplay between a positive dd with
the dipoles polarized along xˆ in the co-rotating frame and
a negative trapping ellipticity – that is, an elongation of
the trap along the co-rotating y-axis – may lead to in-
teresting effects. However, as a minimal model of vortex
nucleation in dipolar BECs we assume that the trapping
is cylindrically symmetric about zˆ.
IV. DIPOLAR GROSS-PITAEVSKII EQUATION
SIMULATIONS
In this system the properties of Branch II (α < 0∀Ω ∈[Ωb,∞)) have been studied in previous investigations
into the effective rotational tuning of dd [62, 64]. Instead
we are interested in Branch I of the stationary solutions
(α ≥ 0) in the presence of a spherically-symmetric trap,
that is, γ = 1. Via Eq. (15) we see that a nonzero α im-
plies that the condensate density profile ‘rotates’ in the
laboratory frame despite the velocity field being irrota-
tional and free of vorticity. When the harmonic trapping
of a (non)dipolar condensate in the TF limit is subject
to a quasi-adiabatic angular acceleration from Ω = 0, the
condensate deviates from the expected TF solution at a
critical rotation frequency Ω = Ωv [58, 63, 65–67] where
vortices enter the system and the condensate acquires a
nonzero angular momentum. It has also been established
in such systems that this vortex state, while energetically
favourable to the TF profile at nonzero rotation frequen-
cies, will emerge from the TF solution only in the pres-
ence of a dynamical instability that forces the system
away from the stationary solution. Since the bifurca-
tion diagram shown in Fig. 1(a) is qualitatively similar
to that of a (non)dipolar condensate subject to a rotat-
ing harmonic trap with a nonzero ellipticity in the x-y
plane [57, 63], we expect that slowly increasing the rota-
tion frequency of the dipole polarization from zero will
result in the triggering of a dynamical instability and a
subsequent transition to a state with vortices. We ex-
plore this idea via two complementary methods, the first
being simulations of the dGPE in the TF regime of a
dipolar BEC being subject to an acceleration of the ro-
tation of the dipole polarization about zˆ, and the second
being a linearization of Eqs. (6) and (9) about the cor-
responding TF stationary states along Branch I over a
range of values of dd.
The numerical integration of Eq. (1) is performed with
the ADI-TSSP method [68], which is an extension of
the split-step Fourier method incorporating rotation. All
simulations are undertaken with a 1923 grid with the spa-
tial step d = 0.15√h̵/(mω⊥) ≡ 0.15l⊥ and temporal step
∆t = 0.004ω−1⊥ . In order to make direct comparisons with
the TF analysis, we require a large number of bosons [60]
and thus we fix N = 105. Since fast Fourier transform
algorithms are naturally periodic, we employ a spheri-
cal cut-off to the dipolar potential, the second term of
Eq. (3), and restrict the range of the DDI to a sphere of
radius Rc in real-space in order to reduce the effects of
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FIG. 2. Cross-sections at z = 0 of density of a dipolar BEC during an quasi-adiabatic ramp-up of Ω up to Ωf = (0.55,0.85,0.95)ω⊥.
Snapshots taken at t = 0 in (a)-(c) and (g)-(i) and t = 500ω−1⊥ in (d)-(f) and (j)-(l). In (a)-(f) dd = 0.1 and (g)-(l) dd =
0.5. Lengths and density are scaled by l⊥ = √h̵/(mω⊥). The black ellipses depict the predicted Branch I TF profiles from
Eqs. (20), (21) and (24).
alias copies. Therefore, using the convolution theorem,
the interaction potential can be re-expressed as [69]
Vint(r, t) = g∣ψ∣2 + Cdd
3
F−1 [U˜Rcdd (k)F [∣ψ∣2]] , (25)
where F (F−1) denotes the (inverse) Fourier transform
and the k-space dipolar pseudo-potential is
U˜Rcdd (k) = [1 + 3cos (Rck)R2ck2 − 3sin (Rck)R3ck3 ] (3 cos2 θk − 1) .
(26)
Here, θk is the angle between k and the direction of the
dipoles, and the cut-off radius Rc is chosen to be larger
6than the system size.
In order to verify the results presented in Fig. 1(a) we
take the imaginary time stationary solution for Ω = 0
and a fixed dd and very slowly ramp up Ω in real time,
traversing through the stationary solutions. We employ
the following procedure for the real-time ramp rate of Ω,
dΩ
dt
= 5 × 10−4 Θ(Ωf −Ω)ω2⊥ , (27)
where Θ(⋅) is the Heaviside function and Ωf > 0 is a final
constant choice of rotation frequency, at which the accel-
eration is halted. In this procedure we define t = 0 to be
the time when Ω = Ωf. To assess the stability of these
stationary states we employ the above ramp procedure,
terminating the angular acceleration at the specified Ωf,
then allowing the system to evolve for t = 500ω−1⊥ . Any
slow growing instabilities will have had time to seed vor-
tices into the system, allowing us to precisely define a
critical Ω = Ωv at the boundary between vorticity and
vorticity-free solutions. We also model the the random
external symmetry-breaking perturbations that may shift
the condensate state away from the stationary state in an
experimental scenario by modifying the condensate den-
sity at the initial timestep; at each spatial grid point, the
condensate density is subjected to a random, local per-
turbation of up to 5% of the local density. To ensure that
the ramp rate is as close to being adiabatic as possible,
we have performed several test simulations for half and
double the ramp rate, and found a negligible difference
for the onset of instability.
Figure 2 depicts the density with fixed dd = 0.1 (pan-
els (a)-(f)) and dd = 0.5 (panels (g)-(i)), as cross-sections
at z = 0 ramped up to rotation frequencies Ωf = 0.55ω⊥,
0.85ω⊥, and 0.95ω⊥. Odd numbered rows show snapshots
taken to t = 0, i.e. the first moment when Ω = Ωf, and
even numbered rows show snapshots after t = 500ω−1⊥
evolution. Overlaid on these density profiles is the pre-
dicted TF solution, found through the following proce-
dure: first, the value of Rz is found through a numerical
fit of the simulation to a 3D TF profile, then the (x, y)
TF radii are generated from Eq. (20) as Rx = κxRz and
Eq. (21) as Ry = κyRz from the solutions for α for Branch
I. For low Ω, the condensate density is consistent with
the TF stationary solution: the density is smooth and
approximates the paraboloid profile of Eq. (13). How-
ever, at some critical Ω = Ωv the solution goes through a
dynamical instability. This is first visible through a rip-
pling of the density and then the formation of a spiral-like
structure that later evolves towards a turbulent vortex
state.
With the dGPE simulations in hand, it is also possi-
ble to compare the results from these simulations to the
predicted density profiles from the TF self-consistency
relations in Eqs. (20), (21) and (24). Figure 3 compares
the numerically obtained solutions for α (markers) with
those from the TF analysis (solid lines), for the same
parameters as those shown in Fig. 2. All values of α
are measured at the end of the ramp procedure, at t = 0,
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FIG. 3. Comparison of the TF solutions to the numerical
integration of the dGPE. Black lines show the TF predictions
for Branch I, underlying the numerically extracted α for dd =
0.1 (blue triangles) and dd = 0.5 (green circles). Red crosses
show solutions that are unstable after a long-time evolution
with Ω = Ωf fixed. Dotted lines are the columns of Fig. 2.
however the red crosses show simulations where solutions
are unstable at long times (c.f. panels (h) and (k)). Quite
remarkably, the larger dd solution is dynamically stable
for faster Ω. For dd = 0.1 and Ω > 0.8ω⊥ vortices en-
ter the condensate and there is no sensible measure of
α. The boundary between the red crosses and the blue
triangles or green circles is indicative of the value of Ωv
for each dd.
We also find that, given sufficient time to evolve, the
vortices we observe in the dGPE simulation form a vor-
tex lattice. This is shown in Fig. 4 for dd = 0.5 and
Ωf = 0.850ω⊥, taking the initial condition from Fig. 2(h),
after a total temporal evolution of t = 5000ω−1⊥ . After t =
100ω−1⊥ the condensate density shows small fluctuations
on its surface and at t = 350ω−1⊥ large quantities of vor-
tices have entered the condensate, but are still confined
to the peripheries of the density. Finally, by t = 5000ω−1⊥
the vortices have entered the condensate and have relaxed
into a triangular Abrikosov vortex lattice. Several theo-
retical studies have indicated that this may be the ground
state for a system of vortices in (non-)dipolar BECs at
finite rotation frequencies [35, 36, 38, 42, 43, 46, 70]. In
nondipolar BECs subject to a ramping up of the trapping
rotation frequency, a vortex lattice is seen to form follow-
ing a period of evolution of the nondipolar GPE at con-
stant rotation frequency after the vortex instability has
been triggered [66, 71]. In the context of dipolar BECs,
the results of 3D study with no contact interactions, i.e.
as = 0, dd →∞, also predict a square condensate density
like that of Fig. 2(l) [42].
However, a comprehensive numerical dGPE study of
the ground state configurations of vortex lattices in quasi-
2D trapping geometries, i.e. γ ≫ 1, finds that when
the dipole orientation is in the x-y plane, a triangu-
lar lattice configuration is favoured for dd ≲ 0.8 and a
striped condensate phase with a square lattice configura-
tion is favourable for dd ≳ 0.8 in the Ω → ω⊥ limit [43].
Given that a triangular vortex lattice is predicted for
the regimes that we consider in our work, albeit in a
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FIG. 4. Long-time evolution of a dipolar BEC after a ramp up to Ω = Ωf, with Ωf = 0.850ω⊥ and dd = 0.5, into a triangular
vortex lattice.
quasi-2D geometry, it is possible that a striped conden-
sate phase with a square vortex lattice geometry may be
seen if we allow Ωf to approach ω⊥ and if dd → 1. How-
ever, the dimensionality of the system would be expected
to play a significant role in the nature of the vortex lat-
tice configuration, and beyond-mean-field effects play a
significant role in the behaviour of dipolar BECs with
large dd [21, 22]. As such, a direct comparison of our
methodology with these results cannot be made. A thor-
ough consideration of beyond-mean-field effects as well as
the eventual vortex lattice configurations across different
regimes of dd and Ωf is beyond the scope of this work,
but still warrants further study.
V. LINEARIZATION OF THE THOMAS-FERMI
STATIONARY SOLUTIONS
The solutions of the dGPE equation clearly depict
the emergence of vortices in the vorticity-free TF sta-
tionary states after a certain critical rotation frequency,
Ω = Ωv(dd). As each real-time evolution of the dGPE
begins with a random symmetry-breaking perturbation
of the density, a natural conclusion would be that this
perturbation induces a dynamical instability of the con-
densate that allows for a dynamical route from the TF
stationary states to lower energy states such as vortex
states at high rotation frequencies [58, 63]. In order to
understand when the stationary states become dynami-
cally unstable, we linearize the fully time-dependent hy-
drodynamic equations, Eqs. (6) and (9), about the TF
stationary states as predicted by Eq. (11) and (12). This
yields a formulation of the fully time-dependent state in
terms of collective modes about the stationary states, one
or more of which may be dynamically unstable against
external perturbations. Initially, we express the time-
dependent solutions to Eq. (6) and (9) as
n(r, t) = nTF(r) + δn(r, t), (28)
S(r, t) = STF(r, t) + δS(r, t). (29)
Here, nTF(r) and STF(r, t) are given by Eqs. (13)
and (14), thus satisfying Eqs. (11) and (12), while δn
and δS are considered to be ‘small’ perturbations about
the stationary states. The linearization of the time-
dependent problem is subsequently carried out by substi-
tuting Eqs. (28) and (29) into Eqs. (6) and (9), utilising
Eqs. (11) and (12) to simplify the result, and neglecting
contributions from terms that are of higher order than
linear in the fluctuations δn and δS. The resulting sys-
tem of coupled first-order ordinary differential equations
is given by [58, 63, 66, 67]:
∂
∂t
(δS
δn
) =M(δS
δn
) , (30)
M = −( vc ⋅ ∇ gh̵ (1 − ddK̂)h̵
m
∇ ⋅ (nTF∇) vc ⋅ ∇ ) , (31)
vc = h̵
m
∇STF −Ω × r, (32)
K̂ [δn] = δn + 3 ∂2
∂x2
∫
ΓTF
d3r′ δn (r′, t)
4pi ∣r − r′∣ . (33)
Here ΓTF is defined as ΓTF = {r ∈ R3 ∶ nTF(r) > 0}. The
linearized fluctuations are given by a sum of collective
modes, indexed by ν, such that
(δS(r, t)
δn(r, t)) =∑
ν
(δSν(r)
δnν(r)) exp(λνt), (34)
M(δSν
δnν
) = λν (δSνδnν) . (35)
To diagonalize Eq. (35), we use a monomial basis for
δnν and δSν of the form {xiyjzk} [58]. By inspec-
tion of M, a given mode will feature the same value of
l = max [i + j + k] for both δn and δS, a number which
we refer to as the order of the mode. While it is relatively
simple to calculate how a given monomial is transformed
by the nondipolar components of M, the evaluation of
the dipolar contribution is quite involved, but by using
methods originally developed for the study of Newtonian
potentials inside classical self-gravitating ellipsoidal flu-
ids, it is possible to calculate K̂ [δn] [61, 72, 73]. For a
8polynomial xiyjzk, we rewrite the exponents as
i = 2λ + δλ , j = 2µ + δµ , k = 2ν + δν , (36)
where {δλ, δµ, δν} ∈ {0,1} and {λ,µ, ν} are integers. We
also introduce the definition σ = λ+µ+ν+1. The integral
in M is then given by
∫
ΓTF
x′iy′jz′k d3r′
4pi ∣r − r′∣ = RixRjyRkz i!j!k!22σ−1 σ∑p=0
σ−p∑
q=0
σ−p−q∑
r=0
(−2)p+q+rx2r+δλy2q+δµz2p+δνΛ(i,j,k)pqr(2p)!(2q)!(2r)!(σ − p − q − r)!(2rδλ + 1)(2qδµ + 1)(2pδν + 1) , (37)
where the expression is simplified by the definitions
Λ(i,j,k)pqr = λ∑
l=0
µ∑
m=0
ν∑
n=0
(−2)p+q+rR2l+δλx R2m+δµy R2n+δνz Ml+p+δλ,m+q+δµ,n+r+δν(2p)!(2q)!(2r)!(λ − l)!(µ −m)!(ν − n)!(2lδλ + 1)(2mδµ + 1)(2nδν + 1) , (38)
Mlmn = (2l − 1)!!(2m − 1)!!(2n − 1)!! κxκyβlmn
2R
2(l+m+n−1)
z
, (39)
and βijk represents the integrals defined in Eq. (17). The
dipolar contribution to M is obtained by taking the sec-
ond partial derivative of the expression on the RHS of
Eq. (37) with respect to x. We also note that, formally,
Eq. (16) may be derived via use of Eqs. (37) – (39).
After diagonalizing Eq. (35), the TF stationary state
is said to be dynamically unstable if any mode ν is char-
acterised by Re[λν] > 0, since the magnitude of the mode
grows exponentially with time. Within this framework,
we may be certain that a stationary state is stable only
if there are no eigenvalues λν possessing a positive real
component. As there are an infinite-number of possible
collective modes, it is necessary to fix a truncation pa-
rameter, Nmax, such that l = max [i + j + k] ≤ Nmax. For
a choice of Nmax, it is possible that there are modes of a
higher order at a given point in parameter space that are
unstable and, as such, the absence of unstable modes for
a given Nmax is not a guarantee of dynamical stability.
However, if a sensible choice of Nmax yields at least one
unstable mode, it is sufficient to claim that the corre-
sponding stationary state is dynamically unstable. Due
to computational constraints we fix Nmax = 10, a choice
which we consider to be sufficient for a qualitative anal-
ysis. We also note that the l = 0 and l = 1 modes are
always dynamically stable. Firstly, by inspection of M,
it is clear that truncating the basis to Nmax = 0 yields two
null eigenvalues. As for the l = 1 dipole modes, which rep-
resent centre-of-mass rigid-body oscillations of the con-
densate, these are exactly decoupled from the two-body
interactions of the condensate as per Kohn’s theorem:
the eigenvalues of the six dipole modes are purely imag-
inary and are given by Im(λl=1) ∈ {ω⊥ ± Ω, γω⊥}, along
with their complex conjugates [57].
Let us consider the domain Ω/ω⊥ ∈ [0.5,1] and dd ∈[0,0.5], which roughly corresponds to the domain in
which the vortex instability was observed in the dGPE
simulations. In Fig. 5, points in parameter space are
shaded if we find at least one eigenvalue of M with a pos-
itive real component greater than 10−4 (a) and 10−2 (b).
Figure 5 demonstrates that, at higher values of Ω < ω⊥,
the Branch I TF stationary solutions become dynami-
cally unstable. The resulting region of dynamical insta-
bility is found to be continuous as Ω→ ω⊥ but separating
into distinct arcs for lower Ω. Each of these arcs cor-
responds to distinct polynomial orders l ≥ 3 and is con-
nected to the bulk of the dynamically unstable region at
successively higher values of both Ω and dd. There is
also an instability of an l = 2 mode, corresponding to a
narrow arc that is disconnected from the connected re-
gion of instability and emerges at dd = 0 at Ω/ω⊥ ≈ 0.74.
In Fig. 5 (a), we also observe additional narrow arcs of in-
stability corresponding to slowly growing high-order un-
stable modes. These are not present in Fig. 5(b) due to
the higher eigenvalue cutoff. We note that for larger dd,
Figs. 5(a) and (b) imply dynamical stability near Ω = ω⊥,
but this is merely due to the choice of Nmax being insuf-
ficiently large in order to accurately probe the dynamical
stability of the solutions in this regime. However, Fig. 5
is qualitatively similar to the corresponding stability dia-
grams for both nondipolar BECs and z-polarized dipolar
BECs in asymmetrical rotating harmonic traps, where
the transverse trapping ellipticity plays an analogous role
to dd in our system [58, 63, 67]. In these analogous sys-
tems, for a given ellipticity, the stationary solutions are
always unstable above a critical rotation frequency and
so we expect that the solutions are dynamically unstable
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FIG. 5. Dynamical instability of the TF stationary states:
With the truncation parameter Nmax = 10, the shaded region
indicates where there exists at least one linearized eigenvalue
with a positive real component greater than 10−4 (a) or 10−2
(b). Overlain in red are the trajectories of the dGPE sim-
ulations for dd ∈ {0.1,0.2,0.3,0.4,0.5} with filled circles at
Ωv.
when Ω → ω⊥, a property that would be clear if a larger
value of Nmax had been chosen.
We now proceed to compare the predictions of the
dGPE simulations and the linearization of the TF hydro-
dynamic equations regarding the dynamical instability of
the condensate. Overlain on Fig. 5 are red dashed lines at
constant dd, each representing the trajectories of dGPE
simulations utilising ramp procedure (2) as described in
Section IV. Each dashed line terminates in a red star at
Ω = Ωv(dd), the rotation frequency which we estimate
to be the lowest rotation frequency at which the dynam-
ical instability develops from an average over 10 simula-
tions. For low dd we find that Ωv corresponds roughly
to the narrow, high-order modes seen in Fig. 5(a), while
the bulk of the unstable region of parameter space that
survives in Fig. 5(b) seems to be responsible for the dy-
namical instability when dd equals 0.4 or 0.5. This is
a somewhat unusual departure from previous analyses
of similar systems, such as the rotating asymmetrically
trapped condensate, as the instabilities in these systems
seem to be driven exclusively by the bulk of the insta-
bility region rather than the narrow instability arcs in
the corresponding eigenvalue plots [58, 63, 67]. This ten-
dency for the condensate to be more unstable than ex-
pected warrants further study.
VI. CONCLUSION
We have identified a new mechanism for the dynami-
cal formation of vortex lattices in dipolar BECs, a phe-
nomenon which has previously been considered in the
context of time-dependent rotating traps. Using the
dGPE and the dipolar superfluid hydrodynamic equa-
tions in the Thomas-Fermi limit, we have investigated
the effects of a slow increase of the rotation frequency
of the dipole moments about the cylindrical axis of the
applied harmonic trap. Simulations of the dGPE demon-
strate that the stationary solutions in the TF regime suf-
fer a dynamical instability that causes the dipolar con-
densate to spontaneously reduce its energy and acquire a
nonzero angular momentum via the seeding of vortices.
Further time evolution of the dGPE reveals that the
the vortices self-order into a triangular Abrikosov vor-
tex lattice, a ground state that has been predicted for
a dipolar BEC in numerous prior studies. The domain
of parameter space that supports such a dynamical in-
stability is further explored via linearization of the dipo-
lar superfluid hydrodynamic equations about the TF sta-
tionary states at a given rotation frequency and dipolar
coupling strength. By characterizing the linear stability
of the collective modes obtained via this procedure, we
find that a dynamical route to the vortex lattice ground
state is available for any value of the dipolar interaction
strength as the rotation frequency approaches the trans-
verse trapping frequency. This result paves the way to
studying vortex lattices in dipolar BECs in experiments
without any modification to the externally applied trap,
but instead via manipulation of the orientation of the
dipole moments themselves. In particular, such systems
may harbor novel phases such as a square vortex lattice
phase [35, 36, 46]. The technology to realise this scheme
experimentally already exists at the time of writing, as
the polarization of a dipolar BEC has been rotated at
considerably higher rotation frequencies in an experiment
investigating the effective rotational tuning of the dipo-
lar interaction in the rapid rotation limit [48]. While we
predict the formation of a triangular vortex lattice in the
parameter regimes we have explored, it may be possible
to obtain square lattice configurations for dd ∼ 1 and
this, as well as the effects of modifying the trapping as-
pect ratio, γ, warrants further study. Finally, we note
that the mechanism detailed here may be generalized by
considering the rotation of dipole moments tilted away
from the x-y axis, which might alter the nature of the
vortex instability and the properties of the resulting vor-
tex lattice.
ACKNOWLEDGMENTS
S.B.P. is supported by an Australian Government Re-
search Training Program Scholarship and by the Uni-
versity of Melbourne. A.M.M. would like to thank the
Institute of Advanced Study (Durham University, U.K.)
for hosting him during the initial stages of developing
this collaborative research project and the Australian
Research Council (Grant No. LE180100142) for sup-
port. T.B. and N.G.P. thank the Engineering and Phys-
ical Sciences Research Council of the UK (Grant No.
EP/M005127/1) for support.
10
[1] M. A. Baranov, Physics Reports 464, 71 (2008).
[2] T. Lahaye, C. Menotti, L. Santos, M. Lewenstein, and
T. Pfau, Reports on Progress in Physics 72, 126401
(2009).
[3] M. A. Baranov, M. Dalmonte, G. Pupillo, and P. Zoller,
Chemical Reviews 112, 5012 (2012).
[4] A. Griesmaier, J. Werner, S. Hensler, J. Stuhler, and
T. Pfau, Physical Review Letters 94, 160401 (2005).
[5] T. Lahaye, J. Metz, B. Fro¨hlich, T. Koch, M. Meister,
A. Griesmaier, T. Pfau, H. Saito, Y. Kawaguchi, and
M. Ueda, Physical Review Letters 101, 080401 (2008).
[6] T. Koch, T. Lahaye, J. Metz, B. Fro¨hlich, A. Griesmaier,
and T. Pfau, Nature Physics 4, 218 (2008).
[7] M. Wenzel, F. Bo¨ttcher, J.-N. Schmidt, M. Eisenmann,
T. Langen, T. Pfau, and I. Ferrier-Barbut, Physical Re-
view Letters 121, 030401 (2018).
[8] L. Santos, G. V. Shlyapnikov, and M. Lewenstein, Phys-
ical Review Letters 90, 250403 (2003).
[9] S. Ronen, D. C. E. Bortolotti, and J. L. Bohn, Physical
Review Letters 98, 030406 (2007).
[10] M. Lu, N. Q. Burdick, S. H. Youn, and B. L. Lev, Physical
Review Letters 107, 190401 (2011).
[11] K. Aikawa, A. Frisch, M. Mark, S. Baier, A. Rietzler,
R. Grimm, and F. Ferlaino, Physical Review Letters 108,
210401 (2012).
[12] H. Kadau, M. Schmitt, M. Wenzel, C. Wink, T. Maier,
I. Ferrier-Barbut, and T. Pfau, Nature 530, 194 (2016).
[13] M. Schmitt, M. Wenzel, F. Bo¨ttcher, I. Ferrier-Barbut,
and T. Pfau, Nature 539, 259 (2016).
[14] I. Ferrier-Barbut, H. Kadau, M. Schmitt, M. Wenzel, and
T. Pfau, Physical Review Letters 116, 215301 (2016).
[15] L. Chomaz, S. Baier, D. Petter, M. J. Mark, F. Wa¨chtler,
L. Santos, and F. Ferlaino, Physical Review X 6, 041039
(2016).
[16] L. Chomaz, R. M. W. Bijnen, D. Petter, G. Faraoni,
S. Baier, J. H. Becher, M. J. Mark, F. Wa¨chtler, L. San-
tos, and F. Ferlaino, Nature Physics 14, 442 (2018).
[17] D. Petter, G. Natale, R. M. W. van Bijnen, A. Patschei-
der, M. J. Mark, L. Chomaz, and F. Ferlaino, Physical
Review Letters 122, 183401 (2019).
[18] L. Tanzi, E. Lucioni, F. Fama`, J. Catani, A. Fioretti,
C. Gabbanini, R. N. Bisset, L. Santos, and G. Modugno,
Physical Review Letters 122, 130405 (2019).
[19] F. Bo¨ttcher, J.-N. Schmidt, M. Wenzel, J. Hertkorn,
M. Guo, T. Langen, and T. Pfau, Physical Review X
9, 011051 (2019).
[20] L. Chomaz, D. Petter, P. Ilzho¨fer, G. Natale, A. Traut-
mann, C. Politi, G. Durastante, R. M. W. van Bijnen,
A. Patscheider, M. Sohmen, M. J. Mark, and F. Ferlaino,
Physical Review X 9, 021012 (2019).
[21] A. R. P. Lima and A. Pelster, Physical Review A 86,
063609 (2012).
[22] R. N. Bisset, R. M. Wilson, D. Baillie, and P. B. Blakie,
Physical Review A 94, 033619 (2016).
[23] J. R. Abo-Shaeer, C. Raman, J. M. Vogels, and W. Ket-
terle, Science 292, 476 (2001).
[24] I. Coddington, P. Engels, V. Schweikhard, and E. A. Cor-
nell, Physical Review Letters 91, 100402 (2003).
[25] E. A. L. Henn, J. A. Seman, G. Roati, K. M. F. Mag-
alha˜es, and V. S. Bagnato, Physical Review Letters 103,
045301 (2009).
[26] W. J. Kwon, J. H. Kim, S. W. Seo, and Y. Shin, Physical
Review Lett. 117, 245301 (2016).
[27] G. Gauthier, M. T. Reeves, X. Yu, A. S. Bradley,
M. Baker, T. A. Bell, H. Rubinsztein-Dunlop, M. J.
Davis, and T. W. Neely, Science 364, 1264 (2019).
[28] S. P. Johnstone, A. J. Groszek, P. T. Starkey, C. J.
Billington, T. P. Simula, and K. Helmerson, Science 364,
1267 (2019).
[29] A. E. Leanhardt, A. Go¨rlitz, A. P. Chikkatur, D. Kielpin-
ski, Y. Shin, D. E. Pritchard, and W. Ketterle, Physical
Review Letters 89, 190403 (2002).
[30] K. W. Madison, F. Chevy, W. Wohlleben, and J. Dal-
ibard, Physical Review Letters 84, 806 (2000).
[31] E. Hodby, G. Hechenblaikner, S. A. Hopkins, O. M.
Marago`, and C. J. Foot, Physical Review Letters 88,
010405 (2001).
[32] T. W. Neely, E. C. Samson, A. S. Bradley, M. J. Davis,
and B. P. Anderson, Physical Review Letters 104, 160401
(2010).
[33] P. C. Haljan, I. Coddington, P. Engels, and E. A. Cornell,
Physical Review Letters 87, 210403 (2001).
[34] C. N. Weller, T. W. Neely, D. R. Scherer, A. S. Bradley,
M. J. Davis, and B. P. Anderson, Nature 455, 948 (2008).
[35] N. R. Cooper, E. H. Rezayi, and S. H. Simon, Physical
Review Letters 95, 200402 (2005).
[36] J. Zhang and H. Zhai, Physical Review Letters 95,
200403 (2005).
[37] S. Yi and H. Pu, Physical Review A 73, 061602(R)
(2006).
[38] S. Komineas and N. R. Cooper, Physical Review A 75,
023623 (2007).
[39] M. Klawunn, R. Nath, P. Pedri, and L. Santos, Physical
Review Letters 100, 240403 (2008).
[40] M. Abad, M. Guilleumas, R. Mayol, M. Pi, and D. M.
Jezek, Physical Review A 79, 063622 (2009).
[41] B. C. Mulkerin, R. M. W. van Bijnen, D. H. J. O’Dell,
A. M. Martin, and N. G. Parker, Physical Review Letters
111, 170402 (2013).
[42] R. K. Kumar, T. Sriraman, H. Fabrelli, P. Muruganan-
dam, and A. Gammal, Journal of Physics B: Atomic,
Molecular and Optical Physics 49, 155301 (2016).
[43] Y. Cai, Y. Yuan, M. Rosenkranz, H. Pu, and W. Bao,
Physical Review A 98, 023610 (2018).
[44] A. Cidrim, F. E. A. dos Santos, E. A. L. Henn, and
T. Macri, Physical Review A 98, 023618 (2018).
[45] T. Bland, G. W. Stagg, L. Galantucci, A. W. Baggaley,
and N. G. Parker, Physical Review Letters 121, 174501
(2018).
[46] A. M. Martin, N. G. Marchant, D. H. J. O’Dell, and
N. G. Parker, Journal of Physics: Condensed Matter 29,
103004 (2017).
[47] S. Giovanazzi, A. Go¨rlitz, and T. Pfau, Physical Review
Letters 89, 130401 (2002).
[48] Y. Tang, W. Kao, K.-Y. Li, and B. L. Lev, Physical Re-
view Letters 120, 230401 (2018).
[49] K. Go´ral, K. Rza¸z˙ewski, and T. Pfau, Physical Review
A 61, 051601(R) (2000).
[50] L. Santos, G. V. Shlyapnikov, P. Zoller, and M. Lewen-
stein, Physical Review Letters 85, 1791 (2000).
[51] S. Yi and L. You, Physical Review A 63, 053607 (2001).
11
[52] D. H. J. O’Dell, S. Giovanazzi, and C. Eberlein, Physical
Review Letters 92, 250401 (2004).
[53] C. Eberlein, S. Giovanazzi, and D. H. J. O’Dell, Physical
Review A 71, 033618 (2005).
[54] A. Griesmaier, J. Stuhler, T. Koch, M. Fattori, T. Pfau,
and S. Giovanazzi, Physical Review Letters 97, 250402
(2006).
[55] Y. Tang, A. Sykes, N. Q. Burdick, J. L. Bohn, and B. L.
Lev, Physical Review A 92, 022703 (2015).
[56] D. Baillie and P. B. Blakie, Physical Review Letters 121,
195301 (2018).
[57] A. Recati, F. Zambelli, and S. Stringari, Physical Review
Letters 86, 377 (2001).
[58] S. Sinha and Y. Castin, Physical Review Letters 87,
190402 (2001).
[59] M. Edwards and K. Burnett, Physical Review A 51, 1382
(1995).
[60] N. G. Parker and D. H. J. O’Dell, Physical Review A 78,
041601(R) (2008).
[61] R. M. W. van Bijnen, N. G. Parker, S. J. J. M. F. Kokkel-
mans, A. M. Martin, and D. H. J. O’Dell, Physical Re-
view A 82, 033612 (2010).
[62] S. B. Prasad, T. Bland, B. C. Mulkerin, N. G. Parker,
and A. M. Martin, Physical Review Letters 122, 050401
(2019).
[63] R. M. W. van Bijnen, A. J. Dow, D. H. J. O’Dell, N. G.
Parker, and A. M. Martin, Physical Review A 80, 033617
(2009).
[64] D. Baillie and P. B. Blakie, “Rotational Tuning of the
Dipole-Dipole Interaction in a Bose Gas of Magnetic
Atoms,” (2019), arXiv:1906.06115 [cond-mat.quant-gas].
[65] K. W. Madison, F. Chevy, V. Bretin, and J. Dalibard,
Physical Review Letters 86, 4443 (2001).
[66] N. G. Parker, R. M. W. van Bijnen, and A. M. Martin,
Physical Review A 73, 061603(R) (2006).
[67] R. M. W. van Bijnen, D. H. J. O’Dell, N. G. Parker,
and A. M. Martin, Physical Review Letters 98, 150401
(2007).
[68] W. Bao and H. Wang, Journal of Computational Physics
217, 612 (2006).
[69] S. Ronen, D. C. E. Bortolotti, D. Blume, and J. L. Bohn,
Physical Review A 74, 033611 (2006).
[70] A. L. Fetter, Reviews of Modern Physics 81, 647 (2009).
[71] C. Lobo, A. Sinatra, and Y. Castin, Physical Review
Letters 92, 020403 (2004).
[72] M. L. Levin and R. Z. Muratov, Astrophysical Journal
166, 441 (1971).
[73] I. Sapina, T. Dahm, and N. Schopohl, Physical Review
A 82, 053620 (2010).
