Frohman and Nicas define a topological quantum field theory via the intersection homology of U (1)-representation varieties J(X) = Hom(π 1 (X), U (1)). We show that this TQFT is equivalent to the combinatorially constructed Hennings-TQFT based on the quasitriangular Hopf algebra N = Z/2 ⋉ * R 2 . The natural SL(2, R)-action on N is identified with the SL(2, R)action for the Lefschetz decomposition of H * (J(Σ)) implied by the Kähler structure on J(Σ) for a surface Σ. We compare peculiarities of both theories, such as the Z/2-projectivity and vanishing phenomena due to non-semisimplicty. This equivalence induces a graded Hopf algebra structure on H * (J(Σ)), which is isomorphic to the canonical one but is at the same time compatible with the Hard-Lefschetz decomposition. We discuss generalizations to higher rank gauge theories, and a relation between the semisimple and non-semisimple TQFT's associated to quantum sl 2 . 1
Introduction
Since Atiyah [1] introduced the notion of a topological quantum field theory (TQFT) many examples in dimension 2 + 1 have been constructed. They can be roughly divided into two classes. The first type of TQFT's are constructed geometrically using moduli spaces J(X, G) = Hom(π 1 (X), G)/G of flat G-connections over a manifold X. The vector space associated to a surface Σ is equal to or derived from the cohomology of J(Σ, G). The invariants, counting numbers of flat connection, and the linear maps for cobordisms are obtained from the intersection homology of the moduli spaces in Heegaard splittings.
The second class of TQFT's in dimension 2+1 results from combinatorial constructions, using surgery presentations of 3-manifolds and data obtained from quasitriangular Hopf algebras, or quantum groups. This strategy was invented by Reshetikhin and Turaev in [26] , where they construct the TQFT associated to quantum sl 2 . The procedure has been generalized and extended by Turaev [28] to a very broad class of quantum groups and modular categories. The large family of TQFT's obtained in this way includes rigorous realizations of the quantized Chern-Simons field theories for any simple, connected and simply connected gauge group.
It has been a puzzling fact that, despite their generality, these two classes of TQFT's do not intersect. The argument leading to this observation is as follows:
Any topological quantum field theory implies a representation, V : Γ g → GL(V(Σ g )), of the mapping class group Γ g of a surface Σ g on the associated vector space. For the geometrically defined theories this action is given in the obvious way, and their kernel typically lies inside the Torelli group, i.e., ker(V) ⊂ J g ⊂ Γ g . Specifically, for G = U (1) the kernel is precisely J g . Moreover, a Dehn twist, D ∈ Γ g , is mapped to a matrix of the form V(D) = 1 + N , where N is nilpotent.
For the combinatorial TQFT's defined in [26] and [28] we find, for example, that Γ 1 is finitely presented so that the kernel is nontrivial (and hence greater than J 1 = 1). Furthermore, we find for the matrix representing a Dehn twists that V(D) k = 1 for some k ∈ Z. This is clearly incompatible with the observation in the geometric case.
A prerequisite feature of the theory given in [26] and [28] is that the abelian categories used as algebraic input data are semisimple. In [18] we extend the Reshetikhin Turaev theory to allow also non-semisimple categories. This larger class of combinatorially constructed TQFT's is now intersecting the class of geometrical ones nontrivially. Particularly, it is likely to encompass all those geometric theories that have a well behaved tensor structure with respect to sewing surfaces.
In this paper we consider the example of G = U (1)-connections. The construction of the corresponding TQFT V F N has been carried out by Frohman and Nicas in [5] , using the intersection homology of U (1)-representation varieties. On the combinatorial side we evaluate the non-semisimple TQFT, V N , associated to the Hopf algebra N defined as a semidirect product of Z/2 and the exterior algebra over R 2 . We prove that V F N and V N are isomorphic topological quantum field theories.
For both theories we have natural SL(2, R)-actions, defined in the case of V F N by the Lefschetz decomposition of the moduli spaces, and in the case of V N by the obvious action on R 2 in N . We find that both theories as well as the isomorphism in between them are SL(2, R)-equivariant:
where the both TQFT's are "non-semisimple", Z/2-projective functors from the category Cob This implies, in particular, an efficient combinatorial calculus that allows us to compute the homologically defined TQFT V F N from surgery diagrams for cobordisms. Another application of this equivalence arises from the observation that every TQFT V on Cob • Now, the cohomology ring H * (J(Σ g , U (1))) ∼ = * H 1 (Σ g ) already has a canonical structure H ext of a Z/2-graded Hopf algebra induced by the group structure on J(Σ g , U (1)). It is easy to see that H ext is not compatible with the Lefschetz SL(2, R)-action. However, the braided Hopf algebra structure H V F N inherited from the TQFT's in Theorem 1 is naturally SL(2, R)-variant, and, furthermore, equivalent to H ext : Theorem 2 For any choice of an integral Lagrangian decomposition, H 1 (Σ g , Z) = Λ⊕Λ * , and volume forms, ω Λ ∈ g Λ and ω Λ * ∈ g Λ * , the space H * (J(Σ g )) admits a canonical structure H Λ of a Z/2-graded Hopf algebra. It coincides with the braided Hopf algebra structure induced by V F N and is isomorphic to the canonical structure H ext . In particular, (H * (J(Σ g )), H Λ ) is commutative and cocommutative in the graded sense, with unit ω Λ * , integral ω Λ , and primitive elements given by a∧ω Λ * and i * z ω Λ * for a ∈ H 1 (Σ) and z ∈ H 1 (Σ).
The structure H Λ is, furthermore, compatible with the Hard-Lefschetz SL(2, R)-action. Specifically, this action is the Howe dual to the action of SL(g, Z) on the Lagrangian subspace in the group of Hopf automorphisms:
The equivalence established in Theorems 1 and 2 provides a first model for finding combinatorial presentations of TQFT's obtained from 3-dimensional gauge theories. We discuss the intricacies involved in generalizing this correspondence to higher rank gauge groups, such as SO(3), SU (n), etc.. Associated to these geometric TQFT's are the Casson and Seiberg-Witten invariants for closed 3-manifolds and the Frohman-Nicas P U (n)-knot invariants.
One of our original motivations to study the TQFT V N has been the correspondence between the semisimple and the non-semisimple TQFT associated to U q (sl 2 ), which so far is not understood very well. The former V RT is the one constructed by Reshetikhin and Turaev, and the latter V H the one obtained from the generalized Hennings calculus. We give evidence for the conjecture that V H = V N ⊗ V RT .
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Topological Quantum Field Theory
We start with the definition of a TQFT as a functor as proposed by Atiyah [1] , largely suppressing a more detailed discussion of the tensor structures.
For every integer, g ≥ 0, choose a compact, oriented model surface, Σ g , of genus g , and to a tupel of integers g = (g 1 , . . . , g n ) associate the ordered union Σ g := Σ g 1 ⊔ . . . ⊔ Σ gn . A cobordism is a collection, M = (M, φ # , Σ g # ), of the following:
A compact, oriented 3-manifold, M , whose boundary is divided into two components ∂M = −∂ in M ⊔ ∂ out M , two standard surfaces Σ g in and Σ g out , and two orientation preserving homeomorphisms φ in : Σ g in −→ ∂ in M and φ out : Σ g out −→ ∂ out M . We say two cobordisms, M and M ′ , are equivalent if they have the same "in" and "out" standard surfaces, and there is a homeomorphism h :
Let Cob 3 be the category of cobordisms in dimension 2+1, which has the standard surfaces as objects and equivalence classes of cobordisms as morphsism. The composition of morphisms is defined via gluing over boundary components using the coordinate maps to the same standard surfaces. In addition, Cob 3 has a tensor product given by disjoint unions of surfaces and cobordisms.
A Topological Quantum Field Theory (TQFT) is a functor, V : Cob 3 −→ Vect(K), from the category of cobordisms to the category of vector spaces over a field K .
Let us recall next some generalizations of the definition given in [1] that will be relevant for our purposes.
By Cob
(2)f r 3
we denote the category of (2-)framed cobordisms, where we fixed some standard framings on the model surfaces Σ g , see [17] . A (2-)framed TQFT is now a functor V : Cob
(2)f r 3 −→ Vect(K). The category of 2-framed cobordisms can be understood as a central extensions 1 → Z → Cob 2f r 3 → Cob 3 → 1 of the ordinary cobordism category, if restricted to connected cobordisms. Hence, an irreducible (2-)framed TQFT yields a projective TQFT since Z is presented as a scalar.
For a group, G, we introduce the notion of a G-equivariant TQFT. It is a functor, V : Cob 3 −→ G − mod K , from the category of cobordisms to the category of finite dimensional G-modules over a field K. This means that the linear map associated to any cobordism commutes with the action of G on the vector spaces of the respective boundary components.
Recall also from [16] that a half-projective or non-semisimple TQFT is one in which functoriality is weakened and replaced by the composition law
is the number of components of M minus half the number of components of ∂M . Note that 0 0 = 1. We find the following vanishing property:
We often call a cobordism for which i * : H 1 (∂M, R) → H 1 (M, R) is onto (rationally) homologically trivial. A characteristic property for non-semisimple TQFT's is V(S 1 ×S 2 ) = 0. We further introduce Cob • 3 , the category of cobordisms, for which the surfaces are connected and have exactly one boundary component. As objects we thus use model surfaces Σ g,1 , such that Σ g+1,1 is obtained from Σ g,1 by gluing in a torus, Σ 1,2 , with two boundary components. Thus, we have a presentation
Instead of ordinary cobordisms we then consider relative ones. We finally consider categories of cobordisms with combinations of these properties such as Cob 2f r,•
3
, the category of 2-framed, relative cobordisms.
For any homeomorphsim, ψ ∈ Homeo + (Σ g ), of a surface to itself we define the cobordism
The morphism [I ψ ] depends only on the isotopy class {ψ} of ψ, and the resulting map Γ g → Aut(Σ g ) : {ψ} → [I ψ ] from the mapping class group to the group of invertible cobordisms on Σ g is an isomorphism, see [18] . Consequently, every TQFT defines a representation of the mapping class group Γ g → GL(V(Σ g )) : {ψ} → V([I ψ ]) . Moreover, let us introduce special cobordisms
where H + g is obtained by adding a full 1-handle to the cylinder Σ g × [0, 1] at two discs in Σ g × 1. This is done in a way compatible with the choice of the model surfaces in equation (1) . Another cobordism H − g is built by gluing in a 2-handle into the thickened surface Σ g+1 × [0, 1] along a curve b g+1 , which lies in the added torus from (1) and has geometric intersection number 1 with the meridian of the 1-handle added by H + g . From this we obtain a cobordism H − g = (H − g , Σ g+1 ⊔Σ g ) in opposite direction, with the property that H − g • H + g is equivalent to the identity. Basic Morse theory implies a Heegaard decomposition of any cobordism of the form
where ψ ∈ Homeo + (Σ N ). Hence, a TQFT is completely determined by the induced representations of the mapping class groups and the maps V([H + g ]) and V([H − g ]). Therefore, any two TQFT's coinciding on the basic generators from (2) and (3) have to be equal.
The Frohman-Nicas TQFT for U(1)
Let us review the basic steps in the construction of the topological quantum field theory V F N as given in [5] via intersection theory of U (1)-representation varieties:
For a compact, connected manifold X its U (1)-representation variety is defined as J(X) := Hom(π 1 (X), U (1)) ∼ = H 1 (X, U (1)) .
Observe that J(X) is a manifold of dimension β 1 (X). Specifically, it is a torus if H 1 (X, Z) is torsion free, and a discrete group if β 1 (X) = 0. The vector space associated to a surface Σ g is given by
We consider first cobordisms, M , between surfaces, ∂ in M and ∂ out M , that are homologically trivial. In this case the map j : 
, for a homologically trivial cobordism M , is now the linear map associated to j * (±[J(M )]).
In the general case Frohman and Nicas define V F N (M ) via a Heegaard splitting of M as in (4) , and consider the intersection number of representation varieties of the elementary thick surfaces with handles separated by the Heegaard surface. In the case where H 1 (∂M, R) → H 1 (M, R) is not onto, i.e., M is not homologically trivial, these varieties no longer transversely intersect so that V F N (M ) = 0.
Regarding the composition structure V F N has a couple of nonstandard properties. For one functoriality fails to hold when M and N are homologically trivial but M • N is not. Moreover, the orientation of the classes ±[J(M )] and cycles cannot be chosen consistently with composition so that a sign-projectivity persists. Lemma 2 V F N is a non-semisimple, Z/2-projective TQFT in the sense of Section 2. Now, in the U (1) case J(X) has a group structure itself, which induces a coalgebra structure on the cohomology ring so that H * (J(X)) is endowed with a canonical Hopf algebra structure H ext . If H 1 (X) is torsion free then H * (J(X)) is connected and we obtain a natural isomorphism H * (J(X)) ∼ = * H 1 (X) of Z/2-graded Hopf algebras, and H 1 (X) is the space of primitive elements. Hence, we can write for the vector spaces:
The representation of the mapping class group Γ g on this space is given by the obvious action
Here, [ψ] ∈ Sp(H 1 (Σ g )) is the natural induced action on homology. For a connected surface Σ g we the associated short exact sequence
where J g is the Torelli group. Let H + g be the cobordism as defined in (3), and let [a g+1 ] be a generator of ker(H 1 (Σ g+1 , Z) → H 1 (H g+ , Z)) seen as an element of H 1 (Σ g+1 , R). It is represented by the meridian a g+1 of the added handle. In a slight variation of the Frohman Nicas formalism we see that the associated linear map is given as
Here we use the fact that H 1 (Σ g,1 ) = H 1 (Σ g ) so that the inclusion of surfaces in (1) implies also an inclusion i * :
Let H − g be the cobordism obtained by gluing a 2-handle along b g+1 as defined above. We note that
The linear map associated in [5] to H − g acts on V a as
and is zero on all other summands.
Presentations of the Mapping Class Groups
The mapping class group Γ g,1 = π 0 (Homeo + (Σ g,1 )) on a model surface Σ g,1 is generated by the right handed Dehn twists along oriented curves a j , b j , and c j , as depicted in Figure 1 . We denote these by capital letters A j , B j , C j ∈ Γ g,1 respectively. In fact we only need A 2 of the A j 's to generate Γ g,1 . A presentation of Γ g,1 in these generators is given by Wajnryb [29] . For our purposes we prefer the set {A j , D j , S j } of generators defined as follows:
In [24] a tangle presentation of Γ g,1 is given using the results in [29] . The same presentation results from the tangle presentation of Cob 2f r,• central extension 1 → Z → Γ 2f r g,1 → Γ g,1 → 1 that stems from the 2-framing of cobordisms. The framed tangles associated to our preferred generators are given in Figures 2, 3 , and 4. We use an empty blob to indicate a right handed 2π-twist on the framing of a strand as in Figure 2 , and a full blob for a left handed one as in Figure 5 . Note, that the extra 1-framed circle in Figure 4 does not change the 3-cobordism in Cob • 3 but shifts its 2-framing in Cob 2f r,• 3 by one. Figure 3 : Tangle for D j Γ 2f r g,1 can then be thought of as the sub-group of tangles generated by these diagrams, modulo isotopies, 2-handle slides, the σ-move and the Hopf link move, see [17] .
For later purposes we give the explicit action of these generators on H 1 (Σ g , Z) = H 1 (Σ g,1 , Z) in the sense of (8) . Suppose p, f ⊂ Σ g,1 are two transverse, oriented curves. We denote by P the Dehn twist along p, by [P ] ∈ Sp(2g, Z) its action on homology, and 
and intersection numbers can be read off Figure 1 . For example a j intersects b j in only one point, where [a j ]·[b j ] = +1 since b j follows a j counter clockwise at the crossing. Hence
for all other basis vectors.
Similarly, we have that
, and using the definition of D j in (11) and (13) we compute
and, again,
and
The above action can be identified with specific generators of the Lie algebra sp(2g, R) as follows:
The conventions and notations for the weights ǫ j and the matrices E i,j are taken from [8, Chapter 2.3]. Hence, the natural representation on Sp(2g, Z) clearly lifts to the fundamental representation of Sp(2g, R). Finally, there is an Sp(2g, Z)-invariant 2-form, which is unique up to signs and given in our basis as:
It is identical to twice the Kähler metric form in H 2 (J(Σ g )), see Section 9 and [9].
Hennings TQFT's
In [10] Hennings describes a calculus that allows us to compute an invariant, V H A (M ), for a closed 3-manifold, M , starting from a surgery presentation, M = S 3 L , by a framed link, L ⊂ S 3 , and a quasitriangular Hopf algebra A. It is obtained by inserting and moving elements of A along the strands of a projection of L and evaluating them against integrals. This procedure was refined by Kauffman and Radford [11] permitting unoriented links and simplifying the evaluation and proofs substantially. V H A turns out to be a special case of the invariant given by Lyubashenko [21] , which is constructed from general abelian categories. In [15, Theorem 14] we generalize the Hennings procedure to tangles and cobordisms and thus construct a topological quantum field theory V H A for any modular Hopf algebra A.
In turn V H
A is derived as a special case of the general TQFT construction by Lyubashenko and the author in [18] .
The TQFT in [15] was formulated as a contravariant functor,
In this section we will give the rules for construction for the covariant version, defined by
). We generalize [15] further by allowing Hopf algebras, A, that are not modular, at the expense of reducing the vector space by a canonical projection.
Let M be a 2-framed cobordism between two model surfaces, Σ g 1 and Σ g 2 . As in [17] we associate to the homeomorphism class of M an equivalence class of framed tangle diagrams. The projection of a representative tangle,
]. An interval component, J, of the tangle can either run between points p j and q j , or points p ′ j and q ′ j . As a forth possibility we admit pairs of components, I and J, of which each starts at the top line and ends at the bottom line and cobords a pair {p j , q j } to a pair {p ′ k , q ′ k }. The equivalences of tangles are generated by isotopies, 2-handles slides (second Kirby move) over closed components, the addition and removal of an isolated Hopf link, in which one component has 0-framing, and additional boundary moves, called σand τ -Moves, see [17] .
The next ingredient is a unimodular, ribbon Hopf algebra, A, in the sense of [25] , over a perfect field K with char(K) = 0. In particular, A is a quasitriangular Hopf algebra as introduced by Drinfel'd [4] . This means there exists an element R = j e j ⊗ f j ∈ A ⊗2 , called the R-matrix, which fulfills several natural conditions. As in [4] we define the element u = j S(f j )e j , which implements the square of the antipode S by S 2 (x) = uxu −1 . A ribbon Hopf algebra is now a quasitriangular Hopf algebra with a group like element, G, such that G also implements S 2 and G 2 = uS(u) −1 . From this we define the ribbon element v := u −1 G, which is central in A. Furthermore, it satisfies the equation
where (a ⊗ b) † = b ⊗ a is the transposition of tensor factors. Now, any finite dimensional Hopf algebra contains a right integral, which is an element µ ∈ A * characterized by the equation:
Its existence and uniqueness (up to scalar multiplication) has been proven in [20] . The adjective unimodular implies that
see [25] . For the remainder of this article we will also assume the following normalizations:
The next step in the Hennings procedure is to replace the tangle projection T M with distinguished over and under crossings by a formal linear combination of copies of the projection T M in which we do not distinguish between over and under crossings but decorate segments of the resulting planar curve with elements of A . Specifically, we replace an over crossing by an indefinite crossing and insert at the two incoming pieces the elements occurring in the R-matrix, and similarly for an under crossing, as indicated in the following diagrams.
The elements on the segments of the planar diagram can then be moved along the connected components according to the following rules. 
Finally, every diagram can be untangled using the local moves given below, and the usual planar third Reidemeister move. In particular, undoing a closed curve in the diagram yields an extra overall factor G d , where G is the group like element defined above and d the Whitney number of the curve.
v
The assignments that result from this for the left and right ribbon 2π-twists are summarized in Figure 5 . Note, that in the assignment on the right hand side the full blob on the left side stands for a left handed twist for the framing, while the fat dot on the right hand side indicates a decoration of the strand by the element v −1 . It is clear that after application of these types of manipulations to any decorated diagram we eventually obtain a set of disjoint, planar curves which can be one of four types. For each of these types we describe next the evaluation rule that leads to the definition of a linear map V # (T M ):
Components of the first type are closed circles decorated with one element a i ∈ A on the right side. To this we associate the number µ(a i ) ∈ K .
Next, we may have an arc at the bottom line of the diagram connecting points p ′ k and q ′ k with one decoration b k ∈ A at the left strand. To this to we associate the vector b k ∈ A (k) in the k-th copy of the tensor product A ⊗g 2 .
Thirdly, for an arc at the top line between points p j and q j with decoration c j ∈ A on the right we assign the linear form l c j : A (j) → K given by l c j (x) = µ(S(x)c j ) on the j-th copy of the tensor product A ⊗g 1 .
Finally, we may have pairs of straight strands that connect a pair {p j , q j } to the pair {p ′ k , q ′ k } , carrying decorations, a and b. In case the strands are parallel, that is one connects p j to p ′ k and the other q j to q ′ k , we assign a linear map T a,b :
If the connecting strands cross over we apply in addition the endomorphism K(x) = G −1 S(x) on the k-th copy A (k) for a crossing right at the bottom line. It is quite useful to summarize these rules also pictorially as follows:
From these rules for evaluating diagrams we obtain a linear map A ⊗g 1 → A ⊗g 2 for any decorated planar tangle. For a given tangle T M we denote by V # (T M ) the sum of all of these maps associated to the sum of decorated diagrams for T M . Thus, if we consider, for simplicity, a tangle T M without components of the fourth type, and denote by a ν i , b ν j and c ν k the respective elements of the ν-th summand of the same untangled curve of T M , this linear map can be expressed as
For tangles with strand pairs that connect top and bottom pairs we insert the operators T a,b in the respective positions. Proof: The fact that the construction procedure for a given diagram is unambiguous is almost straight forward, except that one has to pay attention to the positioning of the resulting elements. Details for closed links can be found in [12] . Functoriality is easily checked from the rules of construction. The fact that the maps are A-equivariant follows from the fact that it is a special case of the categorical construction in [18] , and the fact that f : A → A * intertwines the adjoint with the coadjoint action. Invariance under isotopies follows, as in [10] or [11] , from the properties of the R-matrix of a quasitriangular Hopf algebra. In the same articles the 2-handle slide is directly related to the defining equation (19) of the right integral, see also [21] for the categorical version of the argument. Invariance under the Hopf link moves is a direct consequence of the normalizations in (21), since they imply that the Hennings invariants on the Hopf links are all one.
In order to describe the reduction procedure that allows us to define a TQFT also for non-modular Hopf algebras we introduce the operators associated to the diagrams in Figure 6 , the left being isotopic to the one in Figure 4 . The double crossing is replaced S + S -= = Figure 6 : S ± -Transformations by the elements m + j , n + j from M = j m + j ⊗ n + j , as defined in (18) . The transformation S + : A → A is readily worked out to be
The formula for S − follows analogously, substituting M for M −1 = j m − j ⊗ n − j . We consider next the result Π of stacking the two tangles in Figure 6 on top of each other:
1. Π is an idempotent that commutes with the adjoint action of A. Proof: For 1. note that the picture for Π consists of two arcs that are connected by a circle. Stacking Π on top of itself we obtain the picture for Π 2 by functoriality in Lemma 3. The resulting tangle is the chain of circles C j and arcs A t/b depicted on the left of Figure 7 . By 1. of Lemma 3 we may use 2-handle slides to manipulate this picture. We first slide C 1 over C 3 , and then A b over C 2 . The result is the tangle for Π and a separate Hopf link. The value of the latter, however, is 1 by (21) . Hence, Π 2 = Π. Equivariance with respect Figure 7 : Π is idempotent to the action of A is immediate from Lemma 3.
For 2. we repeat an argument from [18] . Suppose τ is a top component and η any band connecting two intervals I i in τ in an orientation preserving way. To this we associated the surgered diagram in which the component τ is replaced by the union τ η of three components. They are obtained by cutting away the intervals I i from τ and inserting the other two edges of η at the endpoints ∂I i as indicated in Figure 8 . Furthermore, we insert a 0-framed annulus A around η. Sliding any other component over A at an arbitrary point along η has the effect of just moving it through η at this point. Moreover, we can slide a ±1-framed annulus K over A so that it surround the two parallel strands in τ η and then slide the two strands over K. The effect is the same as putting a 2π-twist into η. These two operation allow us to move any band η to any other band η ′ such that τ η and τ η ′ are related by a sequence of two handle slides. Now, adding the picture of Π to the top-component τ of a tangle T M is the same as surgering τ along a straight band parallel and close to the interval between the attaching points of τ at the top line. We replace this η by a small planar arc at τ separate from the rest of the tangle. Surgery along this corresponds to linking a Hopf link to τ , as C 2 ∪ C 3 is linked to A b in the middle of Figure 7 , and consequently can be removed by the same argument.
The proofs for the formulas for bottom and through strands are entirely analogous.
Set Π # = Π ⊗g , when acting on A ⊗g . It follows now easily from Lemma 4 that
where the vector spaces are given as
Theorem 3 The assignment V as given in (30) yields a well defined, 2-framed, relative, A − equivariant topological quantum field theory
Using the invariance functor Inv = Hom(1, ) : A−mod → V ect(K) we obtain an ordinary 2-framed TQFT for closed surfaces as Due to the equivariance of Π also A 0 from (31) is invariant under the adjoint action of A, and the restricted maps commute with the action of A as well. Functoriality of V follows from functoriality of V # and the fact that Π # commutes with V # .
Since each V(M ) commutes with the action of A they also map the A-invariant subspaces V 0 (Σ g ) := Inv(V(Σ g,1 )) to themselves. This implements the additional τ -move [17] needed to represent cobordisms between closed surfaces.
The Algebra N
Let E ∼ = R 2 be the 2-dimensional plane, and consider the 8-dimensional algebra
The generator of Z/2 is denoted by K, with K 2 = 1, and we write x K = KxK for any x ∈ N . We thus have relations w ′ w = −ww ′ and w K := KwK = −w for all w, w ′ ∈ E.
Lemma 5 N is a Hopf algebra with coproducts
Proof: The fact that ∆ : N → N ⊗2 is a coassociative homomorphism is readily verified. The antipode is given by
We note the following formulas for the adjoint action and antipode:
Let us pick a non-zero element ρ ∈ 2 E ⊂ N , and for this define a form µ 0 ∈ N * as follows:
µ 0 (ρ) = 1 , µ 0 (Kρ) = 0 , and (36)
Lemma 6 µ 0 is a right (and left) integral on N . Moreover,
is a two sided integral in N .
Proof: Straight forward verification of (19) . The defining equation for a two sided integral in N is xλ 0 = λ 0 x = ǫ(x)λ 0 , which is also readily found.
Next, we fix a basis {θ,θ} for E. We define an R-matrix, R ∈ N ⊗ N , by the formula
Lemma 7 The element R makes N into a quasitriangular Hopf algebra. Moreover, N is a ribbon Hopf algebra with unique balancing element G = K.
Proof: Quasitriangularity follows from a straightforward verification of the axioms in [4] . We compute the special element u −1 = j f j S 2 (e j ) = K(1 +θθ) for which uS(u) −1 = uu −1 = 1 so that G = K is a valid and unique choice. The ribbon element is then given
For the monodromy matrix, as defined in (18) , and its inverse we obtain:
With µ 0 as defined in (36) for ρ as in (39) we find µ 0 ⊗ µ 0 (M) = µ 0 (v)µ 0 (v −1 ) = −1. Hence, in order to fulfill (21) we need to use the renormalized integrals
This implies that the projector Π from Lemma 4 has kernel ker(Π) = {Kw : w ∈ * E} and image
From (35) we see that N 0 acts trivially on itself so that the action of N factors through the obvious Z/2 = N /N 0 -action. Finally, we note that SL(2, R) acts on E and, hence, also on N , assuming K is SL(2, R)invariant.
Lemma 8 SL(2, R) acts on N by Hopf algebra automorphisms.
The ribbons element v, the monodromy M, and the two integrals are invariant under this action.
Proof: The fact that SL(2, R) yields algebra automorphsims is obvious by construction. Linearity of coproduct and antipode in w in (33) and (34) imply that this is, in fact, a Hopf algebra homomorphism. v and λ are invariant since SL(2, R) acts trivially on E ∧ E. Invariance of M follows then from (18) .
Note, that R itself is not SL(2, R)-invariant.
The Hennings TQFT for N
From (43) and (30) we see that the vector spaces of the Hennings TQFT for the algebra from (32) are given as
We now compute the action of the mapping class group generators from the tangles in Figures 2, 3 , and 4. From the extended Hennings rules it is clear that the pictures for both A j and S j result in actions only on the j-th factor in the tensor product in (44). For A j we use the presentation from Figure 2 and the rules from Figure 5 
and (28) to obtain the linear map
The extra 1-framed circle in Figure 4 results in an extra factor µ(v) = i, since an empty blob corresponds to an insertion of v. The action on the j-th factor is thus given by application of S := iS + | N 0 so that
Similarly, D j acts only on the j-th and the (j + 1)-st factors of N ⊗g 0 . From (28) and the formula for M −1 in (40) we compute for the action on these two factors
The generators of the mapping class group Γ g are thus represented as follows:
Let us also compute the linear maps associated to the cobordisms H ± g from (3). Their tangle presentations follow from [17] and have the forms given in Figure 9 . Figure 9 : Tangles for Handle additions
We included ±1-framed circles to adjust the 2-framings of H ± g . A 0-framed circle around a strand has the effect of inserting λ = S + (1) = 1 i ρ. In this normalization we find with ρ = iΠλ and (26) that
Similarly, we obtain from (27) that
where µ 0 is as in (36). We note the following: Proof: The fact that A and D commute with the SL(2, R)-action follows from invariance of v and M. From (42) we see that S is scalar on the non-invariant part, and thus commutes as well. Finally, ρ and µ 0 are clearly invariant.
We define a standard closure of a 2-framed 3-cobordism as the closed 3-manifold
If M is represented by a tangle T we obtain, similarly, a link T . We introduce the following function from the class of 2-framed cobordisms into Z/2:
where β j denotes the j-th Betti number. We further denote by Cob 22f r, * Proof: Let W be the 4-manifold given by adding 2-handles to D 4 along T ⊂ S 3 so that M = ∂W , and let L T be the linking matrix of T . We have β 2 (W ) = | T | = d + + d − + d 0 , where d + , d − , and d 0 are the number of eigenvalues of L T that are > 0, < 0, and = 0 respectively. From the exact sequence 0 → H
follows immediately from the respective tangle compositions.
The possible components not connected to the bottom line are strands connecting point pairs at the top line or closed components. From the rules (25) through (28) we see that these are just the types of components that involve an evaluation against µ = iµ 0 . All other parts of the Hennings procedure involve only real maps. Finally, 4. follows from counting tangle components under composition.
Proposition 4 The Hennings procedure yields a relative, 2-framed, SL(2, R)-equivariant, half-projective TQFT
Proof: From Lemma 9 we know that the generators of Γ g are represented SL(2, R)equivariantly, hence also Γ g itself. The demcomposition in (4) and equivariace of the maps in (48) and (49) implies the same for general cobordisms. That this TQFT is halfprojective follows from the fact that N is non-semisimple, or, equivalently, that V N (S 1 × S 2 ) = µ(1) = ε(λ) = 0, see [16] . The projective phase of the TQFT is determined by the value µ(v) = i on the 1-framed circle. Lemma 10, 3. implies that V (2) N maps into the real SL(2, R)-equivariant maps and modules. This reduces the ambiguity of multiplication with i to a sign ambiguity.
The combinatorial description of V N can be greatly simplified with a few modifications of the Hennings calculus. For example, in the substitution in (22) we want to reinterpret the indifferent crossing as the ordinary, original crossing with Z = Z † still inserted. Hence, the sum j in (22) contains only the two terms 1 ⊗ 1 and θ ⊗ Kθ. One easily verifies that the new crossings with Z still fulfill the strict Reidemeister moves of curves in the plane without the extra element G = K for the first move. Moreover, we can move θ and θ through a crossing at the expense of adding a K to the opposing strand. Other useful rules are that we only need to consider summands for which every closed component has exactly one θ and oneθ, and a component that contains a decoration ρ can be removed after multiplication with i. Further simplifications include rules for the insertion of the tensorθ ⊗ θ − θ ⊗θ on different strands. Summarily, we have an effective calculus at our hands that allows us to compute the relevant homological data for V F N from a surgery diagram.
Equivalence of V
(2) N and V F N In this section we compare the two topological quantum field theories V F N described in Section 3 and V (2) N constructed in Section 7. We already found a number of general properties that are shared by both theories:
By Lemma 2 and Proposition 4 both theories are Z/2-projective on Cob • 3 and nonsemisimple, fulfilling the property of Lemma 1. The Z/2-projectivity is due to ambiguities of even 2-framings in the case of V (2) N and ambiguities of orientations in the case of V F N . The non-semisimple half-projective property results in the case of V F N from representation varieties that are transversely disjoint, and in the case of V (2) N from the existence of nonseparating surfaces and nilpotency of the integral λ ∈ N . Further common features are the dimensions of vector spaces (= 4 g ), actions of SL(2, R), see Section 9, and the fact that J g lies in the kernel of the mapping class group representations.
We construct now an explicit equivalence between V F N and V
(2)
be the exterior algebra over R 2 with basis a, b ∈ R 2 . We obtain a canonical isomorphism, which is defined on monomial elements as follows:
where i j : Q −→ * [a j ], [b j ] is the canonical map sending a and b to [a j ] and [b j ] respectively. Next, we define an isomorphism between Q and N 0 , seen as linear spaces, by the following assignment of basis vectors:
Note, that this map has odd Z/2-degree and is, in particular, not an algebra homomorphism. From (53) we infer directly the following identities:
Here, A and S are as in (47), and [A 1 ] and [S 1 ] are the maps on H 1 (Σ 1 ) as in (13) and (15) . Moreover, let us introduce a sign-operator (−1) Λ on Q ⊗g defined on monomials by
The function λ N is defined in the N -fold product of Z/2's as follows:
where d j = deg(q j ) mod 2 . Consider now the following isomorphism of vector spaces.
Given a linear map, F : N ⊗g 1 → N ⊗g 2 , we write (F ) ξ := ξ g 2 • F • ξ −1 g 1 for the respective map on homology. Moreover, we denote by L (k)
x the operator on N ⊗g that multiplies the k-th factor in the tensor product by x from the left, and by R (k)
x the respective operator for multiplication from the right. We compute:
where s = g j=1 d j is the total degree of α ∧ u k ∧ β, α ∈ * a 1 , . . . , b k−1 , and β ∈ * a k+1 , . . . , b g .
Lemma 11
For every standard generator G ∈ {A j , D j , S j }, we have
where [G] denotes as before the action on homology.
Proof: For the A j and S j this follows readily from (55), and the fact that [A j ] and [S j ] do not change the degrees d j and hence commute with (−1) Λg .
The operator in (46) decomposes into
does not change the Z/2-degree of both factors, and D 1 flips the degree of both factors. One readily verifies that
is the operator with D i in j-th position. Since ζ g = ζ ⊗g 1 the ζ-conjugate maps only act on the generators {a j , b j , a j+1 , b j+1 } the action is the same for all positions j . Observe that also [D j ] acts only on the homology generators {a j , b j , a j+1 , b j+1 }. It is, therefore, enough to prove the relation for g = 2 and V N (
it is easy to see that *
[D j ], as given in (14), commutes with (L (j) θ ) ξ and (R (j+1) θ ) ξ from (59). Specifically, we use that * [D j ] does not change the total degree, and acts trivially on a j and a j+1 . It thus suffices to check
with d i = deg(φ(x i )), and only for x i ∈ {1,θ}. For example for x 1 = x 2 = 1, with d 1 + d 2 = 0, we find from (46) and (14) that
We also compute for the case x 1 =θ and x 2 = 1, with d 1 + d 2 = 1: θ ⊗ 1) ) .
The other two cases follow similarly.
As the {A j , D j , S j } generate Γ g we conclude from Lemma 11 and (7) that (V N (I ψ )) ξ = V F N (I ψ ) for all ψ ∈ Γ g .
Let us also consider the maps associated by both functors to the handle additions H ± g . We note that λ g+1 (d 1 , . . . , d g , 1) = λ g (d 1 , . . . , d g ) so that we find from (48), (9) and (53) that (V N (H + g )) ξ = V F N (H + g ). Similarly, (49), (10) and (36) imply (V N (H − g )) ξ = V F N (H − g ). Using the Heegaard decomposition (4) we finally infer equivalence:
The maps ξ g defined in (58) give rise to an isomorphism
of relative, non-semisimple, Z/2-projective functors from Cob • 3 to V ect(K).
Hard-Lefschetz decomposition and Invariants
The tangent space of the moduli spaces J(Σ g ) is trivial with fiber H * (Σ, R) so that its cohomology ring is naturally * R) . The map J = (χ g ) * , with χ g as in (50) and J 2 = −1, provides an almost complex structure on J(Σ g ). With the Kähler form ω g ∈ H 2 (J(Σ g )) defined in (17) it is also a Kähler manifold. The dual Kähler metric provides us with a Hodge star ⋆ : 
g , where λ 2g is as in (57). As a Kähler manifold H * (J(Σ g )) admits an SL(2, R)-action, see for example [9] , given for the standard generators E, F, H ∈ sl 2 (R) by
Lemma 12 The functor V F N is SL(2, R)-equivariant with respect to the action in (61).
Proof: Commutation with H follows from counting degrees. Since ω g is invariant under the Sp(2g, R)-action, E commutes with the maps in (7) , and since ω g ∧ [a g+1 ] = [a g+1 ]∧ω g+1 also with the ones in (9) and (10) . Finally, as all maps V F N (M ) are isometries with respect to ., . they also commute with F .
In order to finish the proof of Theorem 1 we still need to show that the ξ g are SL(2, R)equivariant as well. The fact that H commutes with ξ g is again a matter of counting degrees. We have E = (E (i) 1 ) i * , where E (i) 1 acts on the i-th factor of Q ⊗g by q → E 1 (q) = q ∧ a ∧ b. Since E does not change degrees we find that E ξ = (E (i) ) φ (i) , where (E (i) ) φ (i) acts on the i-th factor by E φ 1 . We find E φ 1 (θ) = θ, and E φ 1 (1) = E φ 1 (θ) = E φ 1 (θθ) = 0, which yields precisely the desired action of E on N 0 . The conjugate action of ⋆ on N g 0 is as follows:
where ⋆θ =θ, ⋆θ = θ, ⋆θθ = 1, and ⋆1 = −θθ. From this we see that F ξ acts on each factor by F φ 1 (θ) =θ, and F φ 1 (1) = F φ 1 (θ) = F φ 1 (θθ) = 0, as required. With Lemma 12 and equivariance of ξ g we have thus completed the proof of Theorem 1. Henceforth, we will use the simpler notation V = V F N = V N The SL(2, R)-action implies a Hard-Lefschetz decomposition [9] as follows
Here, V j is the irreducible sl 2 -module with dim(V j ) = j + 1 , and
is the space of isotropic vectors of degree (g − j), or, equivalently, the space of sl 2 -highest weight vectors of weight j. On each of these spaces we have an action of the mapping class groups from (7) factoring through Sp(2g, R). 
In particular, the pair of subgroups
forms a Howe pair, that is, the two subgroups are exact commutants of each other.
The fundamental weights are given as in [8] by ̟ k = ǫ 1 + . . . + ǫ k with ǫ j as in (16) .
Corollary 7 The TQFT functors from Theorem 1 decompose in to direct sum
of TQFT's. The associated vector space for each TQFT is V (j) (Σ g ) = W g,j so that V (j) (Σ g ) = 0 whenever j > g. In particular, for any closed 3-manifold M and j > 0 we have
The invariant for closed 3-manifolds in the Frohman-Nicas construction is supposed to count flat U (1)-connections. This is reflected in the following lemma. (M ψ , Z) is, indeed, given by ±det([ψ] aa ).
Let us sketch another proof of equation (65) in the Hennings picture. We present M via surgery along a link L with diagonal linking matrix. Changing framings by inserting v = 1 + ρ, and using the rules described at the end of Section 7 as well as the vanishing rule of Lemma 1, we find that
For any invariant, τ , of closed 3-manifolds one can "reconstruct" vector spaces as follows. We take the formal K-linear span C + g of cobordisms M : ∅ → Σ g and C − g of cobordisms N : Σ g → ∅. We obtain a pairing
For generic τ these vector spaces are infinite dimensional. The exception is when τ stems from a TQFT. In this case V τ −rec (Σ g ) * = C − g /N − g , and the linear map V τ −rec (P ) associated to a cobordism P is reconstructed from its matrix elements τ (N • P • M ). From Corollary 7 and irreducibility of the Sp(2g, R)-modules we infer the following: The goal of the construction in [5] has been a TQFT interpretation of the Alexander polynomial. Let K ⊂ S 3 be a framed knot in three space and Σ K ⊂ S 3 with ∂Σ K = K a Seifert surface for the knot. Removing an open neighborhood of Σ K from S 3 we obtain a cobordism M K = S 3 − N (Σ K ) in Cob • 3 from Σ K to itself. The Alexander polynomial, up to multiplication by ±t l , is given in [5] as ∆(t) = k (−1) g−k t g−k tr(V F N (M ) k ). Here we denote the restriction F k :
for a degree-0 map, F , on * H 1 (Σ g ). Since ((−t) H ) k = (−1) g−k t g−k , with H ∈ sl 2 as before, and using the decomposition in (63) we find the following relation between the Lefschetz summands V (j) and the coefficients of the Alexander polynomial:
where [n] q = q n −q −n q−q −1 .
Graded Hopf algebra structures on H * (J(Σ))
In [30] and [15] Cob • 3 is described as a braided tensor category, and it is found that the object Σ 1,1 ∈ Cob • 3 is naturally identified as a braided Hopf algebra in this category in the sense of [23] and [22] . Particularly, Σ 2,1 is identified with Σ 1,1 ⊗ Σ 1,1 since the tensor product on Cob • 3 is defined by sewing two surfaces together along a pair of pants. The multiplication and comultiplication are thus given by elementary cobordisms M : Σ 2,1 → Σ 1,1 and ∆ : Σ 1,1 → Σ 2,1 . Their tangle diagrams are worked out explicitly in [2] , and depicted in Figure 10 with minor modifications in the conventions: Here c : Σ 2,1 → Σ 2,1 is the braid isomorphism. The braided antipode is given by the tangle (S + ) 2 , with S + as in Figure 6 .
Lemma 14
The cobordisms M and ∆ have the following Heegaard decompositions.
Proof: Verification by composition of the associated tangles. The explicit formulae for the linear maps associated to the generators of the mapping class group and the handle attachments in Section 7 allow us now to compute the braided Hopf algebra structure induced on N 0 = V N (Σ 1,1 ). We write M 0 := V N (M), ∆ 0 := V N (∆), S 0 := V N (S 2 1 ), and c 0 := V N (c) for the braided multiplication, comultiplication, antipode and braid isomorphism respectively.
Lemma 15
The induced braided Hopf algebra structure on N 0 is the canonical Z/2-graded Hopf algebra with:
In particular, N 0 is commutative and cocommutative in the graded and braided sense, N 0 ∼ = N * 0 is self dual, SL(2, R) still acts by Hopf automorphisms on N 0 , and S 0 is an involutory homomorphism on N 0 . Proof: For M and ∆ insert the morphsism associated to the generators in Lemma 14. The braid isomorphism is by Hennings rules given by acting with the operator ad ⊗ ad(R) on N ⊗2 0 and then permute the factors. It is easy to see that ad ⊗ ad(Z) acts on x ⊗ y by multiplying (−1) d(x)d(y) , where d(x) is the Z/2-degeree of x in N 0 . Moreover, we we know that the adjoint action of N 0 on itself is trivial so that the term θ ⊗ Kθ in the second factor of R in (38) does not contribute.
The Z/2-graded Hopf algebra structure on N 0 extends to a Z/2-graded Hopf algebra structure H N on N ⊗g
The formula for ∆ is the dual analog. The precise form of H N is given as follows:
Lemma 16 For a choice of basis of R g there is a natural isomorphism of Hopf algebras
Proof: Let {e j } be a basis of R g . The generating set of primitive vectors of * (E ⊗ R g ) is given by E ⊗ R g . On this subspace we set ̺(w ⊗ e j ) = 1 ⊗ . . . 1 ⊗ w ⊗ 1 . . . ⊗ 1, with w in j-th position. We easily see that the vectors in ̺(E ⊗ R g ) form again a generating set of anticommuting, primitive vectors of N ⊗g 0 so that ̺ extends to a Hopf algebra epimorphism. Equality of dimensions thus implies that ̺ is an isomorphism.
The canonical SL(2, R)-action on N ⊗g 0 is still compatible with H N since it preserves the degrees and factors. Under the isomorphism in Lemma 16 it is readily identified as the SL(2, R)-action on the E-factor. The remaining action on the R g -part can be understood geometrically. Specifically, Sp(2g, Z) acts on N ⊗g 0 since the V-representation of the mapping class group factors through a the symplectic group with representation
. For a given decomposition into Lagrangian subspaces we denote the standard inclusion
Lemma 17 The action of SL(g, Z) on N ⊗g 0 induced by V Sp • κ is compatible with H N , and under the isomorphism ̺ from Lemma 16 it is identical with the SL(g, Z)-action on R g for the given basis. In particular, it commutes with the SL(2, R)-action so that we have the following natural inclusion of the Howe pairs (14) and (15) we compute the homological action as [R j ] = κ(I g +E j+1,j ) and [Q j ] = κ(I g + E j,j+1 ), with conventions again as in [8] . The matrices I g + E j+1,j and I g + E j,j+1 generate SL(g, Z), and hence [P j ] and [Q j ] generate κ(SL(g, Z)) ⊂ Sp(2g, Z) . The actions of V(I P j ) and V(I Q j ) on N ⊗g 0 are given by placing the maps P := (S ⊗ 1)D −1 (S −1 ⊗ 1) and Q := (1 ⊗ S)D −1 (1 ⊗ S −1 ) in the j-th and j + 1-st tensor positions. In order to show that the actions of P j and Q j on N ⊗g 0 yield Hopf algebra automorphisms it thus suffices to prove this for the maps P and Q in the case g = 2. From the tangle presentations we find identities I Q 1 = (M ⊗ 1) • (1 ⊗ ∆) and I P 1 = (1 ⊗ M) • (∆ ⊗ 1). It follows that P(x ⊗ y) = ∆ 0 (x)(1 ⊗ y) and Q(x ⊗ y) = (x ⊗ 1)∆ 0 (y). The fact that these are Hopf automorphisms on N 0 ⊗ N 0 can be verified by direct computations. For the multiplication this amounts to verification of equations such as ∆(w)1 ⊗ v = −1 ⊗ v∆(w), ∀v, w ∈ E , and for the comultiplication we use the fact that N 0 is self dual.
From the above identities we have that V(I Q 1 ) = (M 0 ⊗ 1) • (1 ⊗ ∆ 0 ) so that V(I Q j ) is given on a monomial by taking the coproduct of the element in (j + 1)-st position, multiplying the first factor of that to the element in j-th position and placing the second factor into (j + 1)-st position. We readily infer for every w ∈ E that V(I Q j )(̺(w ⊗ e k ) = ̺(w ⊗ e k + δ j+1,k w ⊗ e j ) = ̺(w ⊗ (I g + E j+1,j )e k ). The analogous relation holds for [P j ] so that
This is precisely the claim made in Lemma 17.
The structure H N is mapped by the isomorphism ξ g from (58) to a Z/2-graded Hopf algebra structure H Λ on H * (J(Σ g )). A-priori the isomorphism ξ g and thus also H Λ depend on the choice of a basis of H 1 (Σ g ). However, the SL(g, Z)-invariance determined in Lemma 17 translates to the SL(g, Z)-invariance of H Λ , where κ(SL(g, Z)) ⊂ Sp(2g, Z) acts in the canonical way on H * (J(Σ g )). Hence, H Λ only depends on the oriented subspaces Λ = [a 1 ], . . . , [a g ] ⊂ H 1 (Σ g , Z) and Λ * = [b 1 ], . . . , [b g ] ⊂ H 1 (Σ g , Z), but not the specific choice of basis within them. The orientations can be given by volume forms
The primitive elements ̺(θ ⊗ e j ) and ̺(θ ⊗ e j ) of N ⊗g g are mapped by ξ g to
respectively, where [a j ] ∈ H 1 (Σ g ) and z j ∈ H 1 (Σ g ), with z j ([b j ]) = 1 and z j ([x]) = 0 on all other basis vectors. We also have ξ g (1) = ω Λ * and ξ g (ρ ⊗g ) = ω Λ . This completes the proof of Theorem 2.
In the remainder of this section we give a more explicit description of the structure H Λ on H * (J(Σ g )), and relate it to an involution, τ , on H * (J(Σ g )), which acts as identity on the Λ-factor and, modulo signs, as a Hodge star on the opposite Λ * -factor.
The product ⋄ on (H * (J(Σ g )), H Λ ) is given on a genus one block, * [a], [b] , as follows: 
where u i , t i ∈ * [a i ], [b i ] , d i = 1 − deg(u i ) and l j = 1 − deg(t j ). In particular, we have
, which reflects the Z/2-commutativity of H * (J(Σ g )).
The product structure and another proof of Lemma 17 can be also found from an involution, τ , defined as follows:
Every cohomology class x ∈ H * (J(Σ g )) is uniquely written as x = α∧β, where α ∈ * Λ and β ∈ * Λ * . For x in this form the map τ is uniquely determined by the relations
From the formulae in (69) and (70) we find that τ 2 = 1 ,
and that τ maps * Λ as well as * Λ * to itself. It is clear from (71) and (72) that SL(g, Z)variance of ⋄ on H * (J(Σ g )) is equivalent to SL(g, Z)-variance of ⋄ on * Λ * . Now, for any A ∈ SL(Λ * ) the following identity holds:
where ι is the involution on SL(Λ * ) defined by
This can be proven either by considering again generators of SL(Λ * ), or by applying the generalized Leibniz formula for the expansion of the determinant of a g × g-matrix into products of determinants of k × k and (g − k) × (g − k)-submatrices. See also Lemma 5.2 in [7] . (72) together with (73) implies now that ⋄ depends only on the decomposition
In summary, we have the following isomorphism of Z/2-graded Hopf algebras:
The Howe pair SL(2, R)×SL(g, R) ⊂ GL(H 1 (Σ g )) = Aut(H * (J(Σ g )), H ext ), with H 1 (Σ g ) = E⊗Λ, is conjugated by τ ′ to the pair SL(2, R) Lef sch. ×κ(SL(g, R)) ⊂ Aut(H * (J(Σ g )), H Λ ).
Open Questions
A. Relation of Reshetikhin-Turaev and Hennings Theory: Given a quasitriangular Hopf algebra, A, we have described in Section 5 a procedure to construct a topological quantum field theory, V H A . In [26] and [28] Reshetikhin and Turaev give another procedure to construct a TQFT, V RT S , from a semisimple modular category, S. A more general construction in [18] allows us to construct a TQFT, V KL C , also for modular categories, C, that are not semisimple, and we show in [15] that V H A = V KL A−mod and V RT S = V KL S for semisimple S. For a non-semisimple, quasitriangular algebra, A, the semisimple category used in [26] , [28] is given as the semisimple trace-quotient S(A) = A − mod of the representation category of A. The relation between V H A and V RT S(A) is generally unknown. We make the following conjecture in the case of quantum sl 2 :
Conjecture 9 Let A = U q (sl 2 ) red , with q an odd r-th root of unity, and relations E r = F r = 0 and K 2r = 1 for the standard generators. Then
This conjecture has been proven true in [14] and [15] for the mapping class group and Heegaard splittings in the genus-one case with prime r. Now, the above identity of TQFT functors can also be phrased in the form V KL C ∼ = V KL C # , where C := U q (sl 2 ) red − mod and C # := (N − mod) ⊗ C. The categories C and C # are in fact rather similar as linear abelian categories. Specifically, we know the following: Theorem 10 ( [13] ) Let A = U q (sl 2 ) red and N as in Section 6.
1. For any generic Casimir value, c ∈ (z(A)) * , the corresponding subcategory C c ⊂ A − mod of representations is isomorphic to N − mod. The generic Casimir values are in a two to one correspondence with the admissible irreducible representations, and we have C = c C c and C # = j N − mod, where j runs over irreducible representations. Thus we have a close correspondence between the modules in both categories. They differ, however, more strongly as tensor categories. Strategies of proof would include a basis of A as worked out in [14] and the use of the special central, nilpotent element Q defined in [15] .
The representations with non-generic
B. TQFT's from higher rank gauge theories In [7] the constructions for the U (1)case are generalized to P U (n)-representations, yielding TQFT's, V F N n,k , and knot invariants, λ n,k . The vector spaces for connected surfaces with one boundary component are given as V F N n,k (Σ g,1 ) = IH m * p * Hom k (π 1 (Σ g,1 ), SU (n))/SU (n) .
Here, Hom k stands for all those representation ρ : π 1 (Σ g,1 ) → SU (n), which map the class z ∈ π 1 of the loop around the hole to the central element e 2πi k n ∈ SU (n). . . . /SU (n) denotes conjugacy classes with respect to the adjoint action on SU (n), and p * is the map induced by p : SU (n) → P U (n). Finally, IH m * denotes the Goresky-MacPherson intersection homology in middle perversity m.
In [3] Donaldson describes a slightly different TQFT, V DF , modeled on moduli spaces of rank two bundles. The vector spaces are given as V DF (Σ g ) = H * Hom(Σ g , SO(3))/SO (3)
The morphisms V DF (M ) are similarly constructed via intersection theory of representation varieties, using also a dimension reduction of the Floer-cohomology onM ×S 1 . The associated invariant for closed 3-manifolds is the Casson invariant, counting SO(3)-connections. A similar TQFT exists for the Seiberg-Witten theory. The theories in [7] and [3] are all inherently Z/2-projective, and have the vanishing properties from Lemma 1. This indicates that they also belong into the class of halfprojective or non-semisimple TQFT's.
The nearby question is whether for any gauge group G = SO(3), P SU (n), . . . we can find a Hopf algebra, A G , whose associated TQFT V A G is equivalent to a variant of those described in [7] and [3] . This would entail combinatorial descriptions of the Casson and Seiberg-Witten invariants for 3-manifolds and the Frohman-Nicas knot invariants.
A general strategy is to extract a braided Hopf algebra from TQFT's V geom similar to V DF or V F N n,k by applying them to the cobordisms described in Section 10. However, in order for this to make sense we need to have that V geom (Σ 2,1 ) = V geom (Σ 1,1 )⊗V geom (Σ 1,1 ), at least in some categorical sense.
In the non-abelian case this condition is not at all obvious to fulfill. The proper definition of V geom would have to include boundary conditions, more elaborate than those for V F N n,k , for the connections around the holes.
C. Miscellaneous A question that ties directly into the one given under A. is whether there exist algebras, N g , for every simple Lie algebra g such that the generalization
holds true. In this context one would hope for a relation between V H Ng and V geom G , where Lie(G) is obtained from g by a reduction of rank by one.
In the higher rank case we are also interested to see whether we have an SL(2, R) or other symmetry that yields a type of Lefschetz decomposition. This is not obvious since the non-abelian moduli spaces have no canonical Kähler structure. They do, however, admit useful Poisson structures [6] . Moreover, we are looking for generalizations of the involution τ defined in (71) that intertwines Hopf algebra structures.
Finally, our the theory V N appears to be closely related to topological quantum field theories defined in the context and rigor of physics. We mention here the U (1, 1)-WZNW theory studied by Rozansky and Saleur [27] , and ideas of Louis Crane for fermionic quantum field theories. Investigations into these theories and their generalizations provide another strategy for settling the previous questions. 
