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ABSTRACT
Cosmic Dawn (“CoDa”) II yields the first statistically-meaningful determination of
the relative contribution to reionization by galaxies of different halo mass, from a
fully-coupled radiation-hydrodynamics simulation of the epoch of reionization large
enough (∼ 100 Mpc) to model global reionization while resolving the formation of all
galactic halos above ∼ 108M. Cell transmission inside haloes is bi-modal – ionised
cells are transparent, while neutral cells absorb the photons their stars produce -
and the halo escape fraction fesc reflects the balance of star formation rate (”SFR”)
between these modes. The latter is increasingly prevalent at higher halo mass, driving
down fesc (we provide analytical fits to our results), whereas halo escape luminosity,
proportional to fesc×SFR, increases with mass. Haloes with dark matter masses within
6× 108M < Mhalo < 3× 1010M produce ∼ 80% of the escaping photons at z=7, when
the Universe is 50% ionised, making them the main drivers of cosmic reionization. Less
massive haloes, though more numerous, have low SFRs and contribute less than 10%
of the photon budget then, despite their high fesc. High mass haloes are too few and
too opaque, contributing < 10% despite their high SFRs. The dominant mass range
is lower (higher) at higher (lower) redshift, as mass function and reionization advance
together (e.g. at z= 8.5, xHI = 0.9, Mhalo < 5 × 109M haloes contributed ∼ 80%).
Galaxies with UV magnitudes MAB1600 between −12 and −19 dominated reionization
between z= 6 and 8.
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1 INTRODUCTION
Current observations are consistent with the hypothesis that
the Universe was reionized when UV starlight from mas-
sive stars escaped from the early galaxies in which they
formed, creating intergalactic H II regions that grew in size
and number until they overlapped to fully-ionise the inter-
galactic medium (hereafter IGM) by z = 6. [For reviews and
references, see, for instance, Dayal & Ferrara (2018) and
Barkana & Loeb (2007)]. During the epoch of reionization
(“EOR”), the globally-averaged ionised fraction was equiva-
lent to the volume filling factor of these H II regions, which
increased monotonically in an evolving patchwork of fully-
ionised and fully-neutral zones. How fast this volume filling
factor grew was determined primarily by the average balance
between the rate of release of ionising photons by galaxies
and the recombination rate of H atoms in their surrounding
IGM. The release rate in a given patch depended upon the
galaxy formation rate there, the star formation rates (here-
after “SFR”) inside each galaxy, the spectra and luminosities
of those stars, and the galactic escape fractions fesc of their
© 2019 The Authors
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ionising photons. The recombination rate in the surround-
ing IGM depended upon its evolving inhomogeneous den-
sity field. All these ingredients varied in space and time in
a complex way. Firstly, since structure formation was inho-
mogeneous. Secondly, because Reionization and the energy
release associated with the star formation that drives it ex-
erted hydrodynamical feedback; therefore, the ingredients
were inter-dependent.
To predict their coupled evolution in the context of
ΛCDM cosmology, to test the latter against observations,
we must model the gravitational and gas dynamics of dark
and baryonic matter and the radiative transfer of ionising
radiation in and between galaxies as they form. To capture
the large-scale structure of inhomogeneous reionization, this
must be done in a representative volume large enough (∼
100 Mpc), and with enough resolving power to form all the
galaxies in that volume which contribute to reionization. As
the dominant contributors are thought to be the “atomic-
cooling haloes” (hereafter “ACHs”) – those of virial temper-
atures above 104 K and masses above 108M – this means
we must be able to resolve the formation of all the millions
of haloes above 108M in that large volume1. In principle, to
capture the full details of star formation within each galaxy,
we would also have to resolve the interstellar medium of
each galaxy down to the sub-parsec scale on which molecu-
lar clouds fragment into protostars which then collapse into
stars. The latter is currently out-of-reach computationally,
however, even in the highest-resolution simulations to-date
of a single galaxy. This means star formation and its local
energy release must generally be treated as a “sub-grid” pro-
cess.
We have developed the Cosmic Dawn (hereafter
“CoDa”) Project, to simulate reionization and galaxy forma-
tion together, self-consistently, with fully-coupled, radiation-
hydrodynamics, on a large-enough scale and with sufficient
mass resolution to satisfy these requirements (Ocvirk et al.
2016; Aubert et al. 2018; Dawoodbhoy et al. 2018; Ocvirk
et al. 2020). CoDa I (91 Mpc box), described in Ocvirk
et al. (2016) and Dawoodbhoy et al. (2018), and CoDa II
(94.5 Mpc box), described in Ocvirk et al. (2020), both used
the massively-parallel, hybrid CPU-GPU code RAMSES-
CUDATON on a uniform grid of 40963 cells for the baryons
and the radiation field, with 40963 N-body particles for
the dark matter. CoDa I-AMR (91 Mpc), on the other
hand, used another massively-parallel, hybrid CPU-GPU
code EMMA (Aubert et al. 2015), with Adaptive Mesh Re-
finement (“AMR”), with 20483 particles on a grid of 20483
coarse cells from which AMR increased the resolution locally,
by up to a factor of 8, to follow the increasing local over-
density, leading to 18 billion cells after refinement. All three
CoDa simulations were in volumes large enough to model the
inhomogeneity and globally-averaged time-history of reion-
1 Although the first stars form in mini-haloes (hereafter “MHs”)
(i.e. those with halo mass M< 108M and virial temperatures
T< 104K) that can cool gas by H2 molecular cooling (some stars
may even form in metal-cooling MHs, as shown in Wise et al.
2014), the rising UV background during the EOR limits their
contribution to the earliest stages of reionization. As a result,
their relative contribution when compared to the more massive
ACHs appears small ( ∼ 10 - 20%), (Kimm et al. 2017; Ahn et al.
2012).
ization, while also serving to model reionization and galaxy
formation in the Local Universe, by adopting “constrained
realisations” of the Gaussian random noise initial conditions
which were derived from galaxy survey data so as to repro-
duce the familiar structures of the Local Universe, such as
the MW, M31, and the Virgo cluster, when evolved forward
to z= 0 (Sorce et al. 2016). We refer the reader to the pa-
pers cited above to describe our CoDa simulations and their
relative differences in more detail. Our purpose here is to
use the most recent of them, CoDa II, to find the ionising
luminosities of all the galaxies that formed in it during the
EOR, to make the first statistically-meaningful determina-
tion of the relative contribution to reionization by galaxies
of different halo mass, over the full range of masses that
contribute significantly, in a fully coupled radiation hydro-
dynamical numerical simulation.
The escape fraction fesc of galaxies is difficult to ob-
serve directly. Indeed, the individual galaxies must be bright
enough to detect, but also to compare their fluxes and spec-
tral information at different wavelengths (above and below
the H Lyman-limit). This must then be interpreted in terms
of a model in which stars are assumed to have some initial
mass function (hereafter “IMF”) and a SFR, which deter-
mines their spectral energy distribution (hereafter “SED”)
over time. The radiation that emerges from the galaxy at
wavelengths longward of the Lyman limit is then assumed
to be a combination of this SED and the nebular emission
which results from re-processing the absorbed fraction of
ionising starlight by the interstellar gas, and may be partially
attenuated by internal dust. Starlight emitted blueward of
the H Lyman limit is attenuated by photoionizing H atoms
in the ISM of the galaxy and possibly attenuated further
by dust. These processes are reflected in the net absorbed
fraction (1 − fesc), which may also include attenuation by
the bound-free opacity of foreground Lyman limit absorbers
along the line of sight. Observations of galaxies at different
redshifts face different challenges, as they involve different
spectral regions depending on z. Moreover, the foreground
opacity is also a strong function of increasing redshift. As
a consequence, observational determinations of fesc are few
and still uncertain. A review of this subject is well beyond
the scope of this paper; the reader is referred to, e.g., Izotov
et al. (2016), and the review by Dayal & Ferrara (2018) and
references therein for a summary.
On the theory side, results are also rather limited. Some
attempt to derive an empirical fesc, one-size-fits-all. For an
assumed form and amplitude of the UV luminosity func-
tion of galaxies above redshift 6, they proceed by adjust-
ing fesc to release enough ionising photons to finish reion-
ization in time to satisfy various observational constraints
(We refer to these efforts as “one-zone” models e.g. Robert-
son et al. (2015)). In doing so values like fesc = 10 or 20%
are sometimes reported, but this depends strongly on the
underlying assumptions that led to it. These models often
requires some redshift evolution (for instance, in Puchwein
et al. 2019; Haardt & Salvaterra 2015). Other attempts to
determine a global value for fesc employ semi-analytical or
semi-analytical models of reionization. Again, these are sim-
ilarly adjusted to match observational constraints, but use
the model’s own statistical determinations of the rate of for-
mation of galactic halos from cosmological initial conditions,
and some assumption about the SFR per halo (e.g. Dayal
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et al. 2020; Ferrara & Loeb 2013). A variety of galaxy for-
mation simulations also exist which attempt to predict the
fesc and SFR from their simulated galaxies. However, these
are mostly without radiative transfer or only post-processed
with radiative transfer (Such as in Yajima et al. 2011; Ra-
zoumov & Sommer-Larsen 2010; Paardekooper et al. 2015;
Ma et al. 2015; Anderson et al. 2017). Recent studies do
account for fully-coupled radiation-hydrodynamics, with a
focus on spatial resolution, considering a single galaxy or a
fraction thereof (Trebitsch et al. 2017, 2018; Kimm & Cen
2014; Kimm et al. 2019; Trebitsch et al. 2020; Yoo et al.
2020). This focus on resolving internal galactic structure
precludes the follow-up of ionizing radiation propagation at
cosmological scales.
A review of this subject, too, is well beyond the scope
of this paper; the reader is again referred to Dayal & Ferrara
(2018) for a summary and references, but we will describe
some of these results in what follows, as we compare with
our own.
The relative contribution of different mass halos to the
total ionizing photon budget released into the IGM during
the EOR depends, not only upon the values of fesc for each
galaxy, but on their SFRs and and the evolution of their
population, as well. These aspects combine to determine
the ionizing luminosity function of galaxies. In this work,
we shall investigate this galactic ionizing photon budget.
Since star formation efficiency typically rises with halo mass
within the range of masses we represent (not only in CoDa
II, but as generally expected, see Moster et al. 2013; Legrand
et al. 2019), while the abundance of haloes decreases with
halo mass (e.g. see the halo mass functions of Sheth et al.
2001; Watson et al. 2013), the mass range of contributing
haloes may, in principle, be broad, with a maximum contri-
bution from halos that, at different redshifts, may be any-
where within the broad range 108M < Mhalo < 1012M.
Previous work on the role of simulated galaxies in ionis-
ing the IGM has sometimes been difficult to reconcile. How-
ever, it seems that with the recent advent of higher reso-
lution and of fully-coupled simulations, a few elements of
consensus have begun to emerge. Studies such as Ander-
son et al. (2017) and Yajima et al. (2011) find that reion-
ization is driven by the more numerous, low-mass galaxies
(Mhalo < 109.5M), which broadly agrees with the conclu-
sions of Kimm & Cen (2014), who find that the photon bud-
get is dominated by masses 108M < Mhalo < 109M before
z=8, after which more massive haloes take over. Similarly,
a more recent effort by Katz et al. (2018) seems to favour
haloes within the range 109M < Mhalo < 1010M during
the EOR, and those of higher mass at z = 6.
Most of the previous simulations are in volumes which
are not large enough (most are boxes smaller than 25 Mpc
across) to fully represent the halo mass function above
∼ 1010M. They may therefore be missing some of the
largest haloes and galaxies, the ones, in fact, that form the
most stars. The contributions of these highest-mass haloes
(> 1010M) to the photon budget in these studies is, there-
fore, partially absent. This could have a further, profound
effect, on the rate LyC photons are released from the lowest-
mass galaxies, the ones that are reionized and suppressed
by external sources, as well as dramatically alter the geome-
try of ionised regions throughout the EOR. Moreover, when
reionization is simulated in too small a box, the duration of
reionization is too small compared with that found in a vol-
ume large enough to capture the globally-averaged history.
In turn, this can affect the relative importance of halos of
different mass as their relative abundances evolve with red-
shift (Iliev et al. 2006, 2014), alongside their importance to
Reionization.
To overcome these limitations, we will address the pho-
ton budget of galaxies during the EOR using the CoDa
II simulation (Ocvirk et al. 2020), produced with the
RAMSES-CUDATON code (Ocvirk et al. 2016), which cou-
ples RAMSES (Teyssier 2002), the code for baryonic hy-
drodynamics and dark matter N-body dynamics, to ATON
(Aubert & Teyssier 2008), the code for radiative transfer of
ionising radiation and non-equilibrium ionisation rate equa-
tions. The CoDa II simulation ran from z=150 to z=5.8 in
a comoving cubic box 94.533 Mpc on a side, with a high-
enough mass resolution to form every galaxy in that volume
with halo mass above 108M. This is sufficient to satisfy
the requirement for large enough volume to simulate the
EOR and its inhomogeneity, with a statistically-meaningful
halo mass function over the full mass range that may con-
tribute significantly to reionization. Further featuring the
fully-coupled radiation-hydrodynamics (including radiation
transport at the full speed of light) necessary to study the
release of ionising starlight into the IGM by galaxies dur-
ing the EOR and its transport between galaxies involving
highly-supersonic ionisation fronts. This combination of very
large volume with complete sampling of the galactic sources
within it represents a necessary compromise. The focus on
large scales comes at a cost; we do not attempt to achieve the
higher resolution inside galaxies that some other recent sim-
ulations do [e.g.(Trebitsch et al. 2017; Rosdahl et al. 2018;
Kimm et al. 2019; Katz et al. 2018, 2019; Trebitsch et al.
2020)], which may affect some of the internal halo physics
that are important for our problem, such as the escape of
ionising photons. One of the goals of this study, however,
is to demonstrate that, despite our relatively coarser spa-
tial resolution internal to individual galaxies in CoDa II ,
the ”global” halo quantities relevant for describing the radia-
tive properties of high-redshift galaxies, such as their escape
fraction and total escape luminosity in ionizing photons, are
meaningful and well-captured, thereby validating the CoDa
II -like approach, and paving the way towards even larger
numerical simulations of the EOR with it in the future.
In this paper, we first, in Sect. 2, outline our numerical
approach and computations. Then, in Sect. 3, we lay out
our escape fraction results. Then in Sec. 4, we present the
ionising galactic photon budget. Finally, in Sect. 5, we sum-
marise our findings and propose some directions in which to
take our subsequent efforts.
2 METHODS
2.1 Cosmic Dawn Simulations
CoDa I and CoDa II are the largest coupled radiation
hydrodynamics cosmological grid-based simulations aimed
at studying the EoR. In the simulation code RAMSES-
CUDATON, the RAMSES hydrodynamics+N-body code
(Teyssier 2002) and the ATON radiative transfer code (Lev-
ermore 1984; Aubert & Teyssier 2008) are coupled, forming
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a hybrid code : hydrodynamics, gravitation, star formation,
and supernova feedback are managed by the central process-
ing units (CPUs), while the more computationally intensive
mono-group2 radiative transfer, Hydrogen photo-chemistry
and cooling are managed by the graphics processing units
(GPUs). The resulting acceleration allows us to perform sim-
ulations using the full speed of light, thereby circumventing
possible artefacts arising from the use of a reduced speed of
light (see Gnedin (2016); Deparis et al. (2019); Ocvirk et al.
(2019); Wu et al. (2019) for details on the impact of reduced
or variable speed of light approximations).
We do not account for chemical enrichment, nor dust.
The simulation focuses on the stellar component’s ability
to drive cosmic reionization, and therefore active galactic
nuclei formation, feedback and ionizing emissivity are not
taken into account.
The large box size (94.44 cMpc box) and relatively high
resolution for a simulation of cosmic reionization (40963 dark
matter particles and 40963 cells) yield a comoving cell size
of 23.06 ckpc (i.e. 3.3 kpc physical at z=6) and a dark
matter (stellar) particle mass of 4.07 × 105M (11732 M).
With these specifications, CoDa II can represent the large-
scale spatial variance in the reionisation process whilst self-
consistently dealing with the physics of the haloes that inter-
est us (ie : those within 108M . Mhalo . 1012M), and pro-
viding us a huge sample of galactic haloes: there are around
13 million dark matter halos at the end of the EoR in CoDa
II.
CoDa II is compatible with a number of observational
constraints related to the EoR, most notably the reionization
history of the Universe, the Thomson optical depth mea-
sured from the cosmic microwave background, and the UV
luminosity function of galaxies, as shown in Ocvirk et al.
(2020). For further information relating to the code’s de-
sign, setup, and runs, we refer the reader to Ocvirk et al.
(2020).
2.2 Halo detection and boundaries
Dark matter haloes (haloes throughout the text) are de-
tected using a Friends-of-Friends algorithm described in Roy
et al. (2014), which produces a catalogue of haloes with their
positions and masses Mhalo. We can define a halo’s virial ra-
dius, based on it’s mass Mhalo, as r200, as in Ocvirk et al.
(2016); Ocvirk et al. (2020):
Mhalo =
4
3
pi r3200 × 200 ρ¯DM , (1)
where ρ¯DM is the average cosmic dark matter density.
As in Ocvirk et al. (2016); Ocvirk et al. (2020), we as-
sume that one galaxy resides in each dark matter halo, and
that the r200 limit of the halo is the limit of the galaxy. This
assumption is valid in the vast majority of cases, in which
the star forming region of each halo has one clear stellar
mass peak within r200.
2 Effective photon energy 20.28 eV
2.3 Halo escape fraction: ray-tracing, sub-grid
and net
Using CoDa II’s gas density and ionisation fields, we can
compute the optical depths encountered by photons emitted
in the halo along paths, from their injection to r200. For a
given halo, and for a given halo cell, we use the healpix
python module healpy to sample the r200 sphere with 768
evenly distributed end points (We pick this number so as to
adequately resolve our largest haloes. Increasing the number
of rays by a factor of two only yields a difference of the order
of 10−4 in frayesc for the most error susceptible computation).
We then compute the optical depth along the path from the
source cell centre to each end point as :
τpath =
∫
path
σE × ρHI × dl , (2)
where σE = 2.493 × 10−22m2 is the effective Hydrogen ioni-
sation cross-section of the photon group considered here in
CoDa II, ρHI is the neutral Hydrogen physical density of the
cell, and dl is an element of length.
The fraction of photons reaching r200 from a cell, Tr200,
is then obtained as the average of the transmissions along
all 768 paths connecting the cell to the r200 sphere: Tr200 =
〈exp (−τpath)〉paths where the bracket denotes the average over
all 768 paths. Fig. C1 is provided as an explanatory figure
in Appendix C.
Finally, the halo escape fraction frayesc is obtained as the
SFR-weighted average of the transmissions of all the emit-
ting cells of the halo, i.e. for a halo containing N cells indexed
by the integer i:
frayesc =
∑
i SFRiTr200,i∑
i SFRi
. (3)
The star formation rate SFR of a cell is obtained as
the stellar mass formed in the last 10 Myr, Mstars(< 10Myr)
divided by a 10 Myr duration:
SFR = Mstars(< 10Myr)/107 M/yr, (4)
In the rest of the paper, ”star-forming” (halo or cell) always
means that some stellar mass has been formed in the last 10
Myr, i.e. Mstars(< 10Myr) > 0. The ”ray” superscript is used
to clarify at all times that frayesc is obtained via ray-tracing. We
will refrain from discussing the ISM (Inter-Stellar Medium)
or CGM nature of the absorbing material. Since these are
difficult to separate in CoDa II, we prefer the more general
term ”halo escape fraction” for frayesc.
Furthermore, since CoDa II does not resolve the ISM
of our galaxies, CoDa II also uses a sub-grid escape fraction
fsubesc = 0.42 (chosen in order to obtain an EoR ending around
z=6), which accounts for the photons lost to the star’s birth
cloud and the ISM, i.e. only 0.42 of the ionising photons pro-
duced by a stellar particle is deposited in the cell containing
it. We can now also define the net halo escape fraction fnetesc
as:
fnetesc = fsubesc × frayesc , (5)
This is the fraction of a halo’s stellar population photon pro-
duction which manages to reach r200. Since fsubesc is constant
by construction in CoDa II, we focus mostly in the rest of
the paper on the determination and behaviour of frayesc.
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2.4 Escape luminosity
To obtain the instantaneous amount of produced ionising
photons within a given halo Ûη?, we sum the ionising photon
production of all emitting star particles (i.e. younger than
10 Myr) within r200, i.e.
Ûη? = Mstars(< 10Myr) × 4.32 × 1046 ph/s , (6)
where the factor 4.32 × 1046 is the stellar ionising emissiv-
ity in ph/s/M 3 (taken from Tab. 1 of Ocvirk et al. 2020).
We then define the escape luminosity (Lesc ) of a halo as
the product of the intrinsic luminosity and the net halo es-
cape fraction. This gives the number of ionising photons that
reach r200 per second.
Lesc = Ûη? × fsubesc × frayesc ph/s, (7)
Note that, with these definitions, Lesc is, as expected, pro-
portional to SFR and frayesc. If we interpret r200 as the limit
between the halo and the IGM, Lesc is effectively an esti-
mate of the halo luminosity exiting the halo and entering
the IGM. Similarly, we can define the cell escape luminosity,
by considering Ûη? as the photon production within that cell
and the average transmission Tr200 of the paths from that
cell to the r200 sphere of its host halo.
3 RESULTS: HALO ESCAPE FRACTIONS
3.1 Halo escape fraction as a function of mass and
redshift
Fig. 1 shows the distribution of halo escape fraction frayesc as
a function of halo mass for four redshifts : z=6, 7, 8, 10.
For masses & 109.5M, the average frayesc decreases, reach-
ing values of < 10% for Mhalo > 1011M. These smaller val-
ues are observed despite massive haloes appearing to heat
their r200 sphere surroundings with SN activity, bringing
their neutral fraction down to 10−6 and below. Indeed, mas-
sive haloes tend to feature dense, neutral, and opaque cores
which trap a large fraction of their ionising photon produc-
tion as seen in Fig. 2. A more detailed investigation of the
internal properties of these haloes is performed in Sec. 3.3.
Halo escape fractions are generally higher at low masses,
saturating at 1 for all redshifts. The elongated vertical fea-
ture of the distribution of haloes at Mhalo ≈ 9× 108M, with
fesc values lower than 10−1, and at z=10, 8, 7 (top left, top
right, bottom left panels of Fig. 1) is populated by haloes in
which a star has formed recently, and in which the haloes’
expanding HII regions have not yet fully reached the halo
boundary at distance r200. Fig. 3 shows the neutral fraction
in a plane containing such a halo, illustrating this case.
Comparing the panels of Fig. 1 shows that the extended
vertical distribution attributed to haloes in which stars have
recently formed progressively disappears between z=10 and
z=6, owing to the ionisation of the material of the lower
mass haloes by the combination of local UV production,
supernovae energy injection, and outside radiation affecting
3 this value is computed from the number of ionising photons per
stellar baryon produced by a binary stellar population of metal-
licity Z=0.001 using the BPASS (Eldridge et al. 2017) models,
and with a Kroupa IMF (Kroupa 2001)
these haloes, thereby rendering them more and more UV
transparent within r200.
There is an intrinsically high scatter in the escape frac-
tions. It is due to the wide range spanned by the properties
of the halo population such as the maximum central den-
sity, the gas density profile, and the individual accretion his-
tory of the halo. These different properties are well sampled
thanks to CoDa II very large size and therefore abundant
halo population.
Close examination of the density maps reveals disconti-
nuities around 5×108M and 109M in the highly populated
red/orange areas. These are due to resolution effects. In the
case of our less massive haloes, the number of cells that
represent them can be small, therefore increases in r200 can
affect the resulting frayesc.
Fig. 4, shows the average escape fractions as a function
of mass for five epochs, z=6, 7, 8, 10, 14.9. Again, we see high
frayesc values for low mass haloes, and a negative mass trend
from ≈ 109M onwards. There is a clear evolution with red-
shift for haloes Mhalo . 1010M : the f
ray
esc average increases
with decreasing redshift, reaching frayesc ≈ 1 at z=6. Indeed,
for a fixed halo mass, higher redshift haloes are denser than
their lower redshift counterparts, leading to lower escape
fractions. The average behaviour of frayesc for haloes & 1011M
is unclear as the number of such objects is small.
3.2 Comparison with the literature
The most prominent feature of Fig. 1 is a decrease of es-
cape fraction with mass, in agreement with the literature
investigating the escape fraction of ionising radiation in high
redshift galaxies
from numerical simulations (Razoumov & Sommer-
Larsen 2010; Yajima et al. 2011; Wise et al. 2014;
Paardekooper et al. 2015; Katz et al. 2018; Kimm & Cen
2014), although the slope and extent of the decrease may
vary, as can be expected given the range in resolution
and modelling of these studies. For dark matter haloes of
1011M, the simulations of Yoo et al. (2020) yield an es-
cape fraction of 7%, also in rather good agreement with our
results.
The other striking feature of our results is the evolution
of halo escape fraction with time, in particular at masses
below 1010 M, showing that in CoDa II, such star form-
ing haloes tend to be more opaque at higher redshifts. For
a given halo mass, haloes tend to be denser at higher red-
shift, and are therefore more likely to yield higher optical
depths. Similar evolution, with escape fractions decreas-
ing at higher redshifts, is seen in Kimm & Cen (2014). Ra-
zoumov & Sommer-Larsen (2010) report an opposite evolu-
tion, perhaps due to their modelling of dust (in their study,
dust UV optical depth scales linearly with cell density and
metallicity, the latter can be expected to increase on average
over time, increasing CGM absorption). This may explain
their different result, since dust is not accounted for in our
work or in Kimm & Cen (2014).
3.3 What drives the decrease of escape fractions
with mass?
The main trend in all escape fraction plots is a decrease with
increasing mass. Since halo escape fraction is determined by
MNRAS 000, 1–17 (2019)
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Figure 1. Distributions of halo escape fraction frayesc of star-forming haloes as a function of Mhalo at epochs z=10, 8, 7, 6. The full lines
indicate the averages of the distributions, i.e. for the star-forming haloes, whereas the the dotted line indicates averages computed for the
whole population, for the z=6 epoch only. The net halo escape fraction can be obtained by multiplying by the sub-grid escape fraction
fnetesc = 0.42 f
ray
esc .
density and neutral hydrogen fraction, we want to investi-
gate these particular properties. We show the distributions
of the gas properties of star forming cells in Fig. 5, and their
contribution to the SFR and escape luminosity of their halo
mass bins.
The top left panel of Fig. 5 shows the distribution of cell
transmissions weighted by their SFR for three representative
mass bins, normalised by the total SFR in each mass bin (so
that the integral of each histogram is 1). The star forming
cells of the lowest mass bin are concentrated around high
transmission values, as observed in individual haloes and
yielding the low mass plateaus of frayesc values close to 1.
There is a stark difference with the intermediate mass
bin, where star-forming cells present a much wider spread of
transmission values. The distribution is dominated by cells
with intermediate opacity, and peaks at a transmission of
∼ 0.18. For the most massive mass bin, however, the disper-
sion in transmissions is even higher. Between a few times
0.1 and 10−2 the distribution is almost flat, and it extends
to extremely opaque cells with transmissions as low as 10−6
and below. The high value of the distribution at 10−6 indi-
cates that there are close to 40% of star-forming cells with a
transmission lower or equal to 10−6. There are very few star
forming cells with a transmission of 1. This implies that
most of the absorption of UV photons within our most mas-
sive haloes occurs within the cells containing the sources.
We remind the reader that this is the distribution of the
transmission of halo cells, i.e. 1 value per cell, and not the
distribution of the halo-averaged (which would yield 1 value
per halo). This is why the distributions extend much lower
than in Fig. 1, which show only halo-averaged values. Please
note that the peak at the low transmission end is caused by
binning all values < 10−6 together.
We recompute this histogram, weighing this time by the
cells’ escape luminosity Lesc . The result is shown in the top
right panel of Fig. 5. This allows us to quantify the con-
tribution of cells to the total escape luminosity of haloes.
Unsurprisingly, low mass haloes’ escape luminosities origi-
nate from high transmission cells. For intermediate and high
mass haloes, the situation is slightly more contrasted: while
most of the escaping photons originate from high transmis-
sion cells, a small fraction (10-15%) are actually produced
by moderately opaque regions with transmission below 0.1.
In order to gain deeper insight into the properties of UV-
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Figure 2. XHI (colour) centred in a plane containing an exam-
ple high mass halo (≈ 5.1010M) at z = 6. Pink symbols denote
active (younger than 10 Myr) stellar particles. Notice the cen-
tral, neutral region (Several cells are close to fully neutral) that
exhibits high star formation. The surrounding ionised region is
super heated (T >> 105K) and is generated by supernova explo-
sions and accretion shocks. The circle represents r200. The gas in
the halo centre appears to be connected to several filament-like
structures (with 10−4.5 & XHI & 10−3).
Figure 3. XHI map (coded by colour) centred on a plane con-
taining an example halo that has just formed a stellar particle at
z = 8. Ionising radiation hasn’t yet reached the surfaces where its
flux is sampled. Notice the XHI gradient generated by an incoming
UV front in the lower left. The symbols are as in Fig .2.
Figure 4. Evolution of the average halo escape fraction frayesc of
star-forming haloes as a function of Mhalo and redshift. The net
halo escape fraction is obtained by multiplying by the sub-grid
escape fraction fnetesc = 0.42 f
ray
esc .
bright and UV-dark cells, we further examine their physical
properties.
The middle left panel of Fig. 5 shows the distribution
of cells’ gas density for our three representative mass bins,
weighted by their SFR, and normalised by the total SFR
in each mass bin. The mode of the distribution shifts to
higher densities with increasing halo mass, and the density
of star-forming cells in the high mass bin extends up to a
few 10 H/cm3. This is in stark contrast with the right panel
of Fig. 5, which shows the same distribution, but this time
weighted by the cells’ escape luminosity Lesc . The mode of
the distributions for the highest and intermediate mass bins
are located at much lower densities, and extend no further
than about 1 H/cm3, therefore showing that in CoDa II, all
stars forming at a density larger than this do not contribute
to the escape luminosity of their host halo because their cell
transmission is too low.
The bottom left panel of Fig. 5 shows the distribution
of cells’ neutral hydrogen fractions for our three represen-
tative mass bins, weighted by their SFR, and normalised
by the total SFR in each mass bin. For the lowest mass
bin, the neutral fraction distribution has one strong peak
at just over 10−4, which explains their high transmission.
The value of ≈ 10−4 reflects the ionisation equilibrium for
a cell of CoDa II resolution at z=6, with an over-density
of δ ≈ 50 that contains a single emitting stellar particle. In
the case of the 1010−11M mass bin, haloes’ cells are split
more or less evenly between ionised and neutral, with two
peaks, one centred around 10−3 and the other one around
a few times 10−1 in neutral fractions. A possible origin for
the binary nature of the distribution may be the rapidity
with which dense star forming cells ionise and recombine. In
this context, cells would jump very quickly from one peak to
the other, depending on their star formation activity or lack
thereof, and spend very little time between the peaks. The
star forming cells of the highest mass bin are neutral in ma-
jority. Though the distribution presents a small ionised peak
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Figure 5. Distribution of star forming halo cell properties: transmissions (top row), physical gas densities in H/cm3(middle row), neutral
fractions (bottom row), for three different mass bins of haloes. The histograms show the contribution of halo cells to (left:) total SFR of
the mass bin considered, and to (right:) the total escape luminosity of the mass bin considered.
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as well, the high neutral fraction peak is hugely dominant
(about 90% of the SFR takes place there) when compared
to the ionised peak.
The bottom right panel of Fig. 5 shows the same distri-
bution, but this time weighted by the cells’ escape luminosity
Lesc . It shows the contribution of the cells in terms of escap-
ing photons. For low mass haloes, the uni-modal distribution
is almost unchanged with respect to the left panel. However,
for the two higher mass bins, this different weighing has a
strong impact on the relative modes of the distribution: in-
deed, the high neutral fraction mode of the distribution has
completely vanished, so that only the high ionisation mode
remains (XHI = 10−3 and below), showing that for these
high halo masses, escaping ionising photons originate pre-
dominantly from strongly ionised regions. Another striking
aspect of the bottom right panel Fig. 5 is the existence of
a tail of the distribution, extending to cells with very high
ionisation (neutral fractions as as low as 10−4 − 10−7) and
therefore completely transparent. This tail is absent for the
low mass bin. By examining maps of the physical properties
of haloes, such as Fig. 2, we found that such high ionisation
within high mass haloes is typical of shocked regions. These
shocks can either be accretion shocks as seen in Ocvirk et al.
(2008, 2016), or shocks due to supernovae explosions, or a
combination of both. Indeed, several studies have shown su-
pernova feedback to play an important role in the escape of
ionising photons (Trebitsch et al. 2017; Kimm & Cen 2014),
and we interpret this very high ionisation tail in our distribu-
tion as another manifestation of this effect. Examining Fig.
2 in the light of these results also allows us to locate the re-
gions contributing to the escape luminosity of the halo. The
cells of the low ionisation peak, at XHI ≥ 0.1, belong to the
opaque neutral central core of the halo, from which no ionis-
ing photons escape. The high ionisation mode at XHI ∼ 10−3
and below, consists of cells located along the accreting gas
filaments, up to the virial radius. Finally, the star forming
cells in the very strong ionisation tail of the distribution, at
XHI < 10−5−10−6 are located in regions heated by supernova
feedback.
Although the shock-heated tail is not seen in the low
mass bins, it shows up when increasing spatial resolution, as
demonstrated in Appendix A. However, it does not result in
an increase in fesc, because neutral cells also become more
frequent within these haloes, and the net result of increasing
resolution is a decrease of fesc.
3.4 Escape luminosities
Using our determinations of halo escape fractions we can
now compute the halo escape luminosities as in Eq. 7. We
show the resulting Lesc as a function of halo mass and
their evolution with redshift in Fig. 6. The escape lumi-
nosity increases with halo mass, despite the decrease of
fesc. Indeed, at z=6 for instance, fesc decreases roughly as
M−0.34halo ∼ M
−1/3
halo , as shown in Appendix B, whereas halo SFR
increases as M5/3halo, and therefore the product Lesc ∝ M
4/3
halo in-
creases with halo mass. At the low mass end, Lesc flattens
as we reach the quantization limit of star-formation in the
simulation: between 108 − 109M, star-forming haloes host
only one emitting star particle of the same elementary mass
M? = 11732M. The evolution of Lesc with redshift reflects
Figure 6. Evolution of the average halo escape luminosity Lesc
of star-forming haloes (solid line) and all haloes (dotted line) as
a function of Mhalo and redshift.
that of the escape fraction fesc. The impact of star formation
suppression by radiation feedback is not readily seen in the
solid lines of the figure because they represent the average
Lesc of star-forming haloes only. However, the dotted lines
shows the average Lesc for all haloes, where the suppression-
driven decrease of SFR with redshift leads to lower Lesc at
low redshifts below 109M.
4 RESULTS: PHOTON BUDGET
We now turn to investigating the contribution of haloes of
different masses and different MAB1600 to cosmic reionization
in CoDa II.
4.1 Photon budget versus mass
We sort the CoDa II dark matter halo population into 40
logarithmic mass bins between 108 M and 1012 M. We
define the total escape luminosity of a given mass bin as
the sum of the escape luminosity of all haloes within that
mass bin. This quantity depends on the total number of
haloes in the CoDa II volume, and we wish to conduct our
study using a quantity independent of simulation box size,
to ease comparison with future semi-analytical models and
simulations. Hence, we further define the escape emissivity,
as the total escape luminosity of a given mass bin divided
by the simulation volume.
The left panel of Fig. 7 shows this escape emissivity
as a function of halo mass, at 5 epochs (full lines). This
represents the cosmic ionising photon budget for the CoDa
II simulation, i.e. the distribution of the contributions of
each mass bin to the total rate of photons reaching the IGM
and driving reionization, for a 1 cMpc3 volume.
The contribution to the cosmic escape emissivity culmi-
nates around ∼ 109.5M between z=6 and z=8 and decreases
at lower and higher masses. This leads to a photon budget
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Figure 7. Left : escape emissivity as a function of halo mass for several CoDa II epochs. The displayed emissivity is the sum of all
haloes’ escape luminosities in the mass bin considered at that redshift, divided by the simulation volume. There are 10 mass bins per
mass decade. Full lines correspond to the escape emissivity whereas dashed lines correspond to the intrinsic (unabsorbed) emissivities
(i.e. derived directly from the star formation rate). Right : Cumulative version of left panel.
that is dominated by haloes of a few times 108 up to a few
times 1010M between these redshifts.
In order to quantify the impact of the smaller escape
fraction of massive haloes on the photon budget, we also
show in the left panel of Fig. 7 the intrinsic photon produc-
tion budget, i.e. proportional to the SFR of haloes (dotted
line), as compared to the escaping photon budget. At z=6,
for instance, intrinsic photon production peaks at 1010.5M.
This is the result of two opposite trends: SFR increases
with increasing halo mass, whereas the number abundance of
haloes decreases, as dictated by the halo mass function. This
competition yields 1010.5M haloes as the foremost contrib-
utors to the total cosmic star formation at z=6. However,
their contribution to the escaping photon budget is strongly
affected by their low escape fractions, to the point that, even
though they dominate all other haloes in terms of SFR, they
are out-shined in total escape emissivity by the 109−1010M
halo population.
To further compare the contribution of various mass
bins, the right panel of Fig. 7 shows the cumulative version
of the photon budget. It allows us to directly read from the
plot that at z=6, for instance, haloes within 2 × 109M .
Mhalo . 1010M produce around 50% of all ionising photons.
The shape of the cumulative photon budget is rather similar
at all redshifts.
However, the cumulative distributions shift towards
lower masses as redshift increases, by about half a decade be-
tween z=6 and z=10. This is also seen as a shift of the peak of
the distribution (left panel) between z=6 and z=8. This shift
reflects the buildup and evolution of the halo mass function
towards more abundant and more massive halo populations.
At all redshifts but the highest, the cumulative distribution
has its 10% and 90% levels separated by about 1.5 decades in
mass, meaning this range is responsible for 80% of the ionis-
ing photon budget. In CoDa II, the ionised volume fraction
goes from 20% to 100% between z=6 and 8, and it is ∼ 50%
at z=7. We therefore retain z=7 as the epoch most represen-
tative of ”ongoing”reionization and detail the photon budget
for this redshift: we read from the cumulative distribution
that the photon budget at this epoch is dominated by galax-
ies with dark matter masses of 6 × 108 − 3 × 1010M, which
produce 80% of the ionising photons reaching the IGM. They
are therefore the main drivers of cosmic reionization.
4.2 Photon budget by MAB1600
The luminosity function of CoDa II haloes was shown to be
in good agreement with observations in Ocvirk et al. (2020).
Here we use the halo magnitudes to recast our photon budget
analysis into a MAB1600 scale instead of the halo mass scale.
Fig. 8 shows the total ionising photon contribution as
a function of MAB1600 (left), as well as the equivalent cu-
mulative distribution (right). The shape of the distribution
and its temporal evolution are similar to that obtained as
a function of mass (Fig. 7). This is a direct consequence of
the SFR - halo mass relation shown in Ocvirk et al. (2020),
which drives a MAB1600 - halo mass relation.
Combined, these figures illustrate that the main contrib-
utors to reionisation lie within a magnitude range of around
-12 to about -19. Which is in broad agreement with the
semi-analytical results of Liu et al. (2016) for z>7. More
specifically, the 80% escape luminosity range (reading the
10%-90% levels of the cumulative escape luminosity distri-
bution function) is MAB1600 = [-13,-19] at z=6, and [-12,-17]
at z=8. This shift with redshift is due to the buildup of the
galaxy mass function.
This suggests that very deep surveys in cluster fields,
such as Bouwens et al. (2017) and Atek et al. (2018), if
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Figure 8. Left : Total escape emissivity as a function of magnitude for several CoDa II epochs. The displayed emissivity is the sum
of all haloes’ escape luminosities in the MAB1600 bin considered, divided by the simulation volume. There are 4 bins per mag. Right :
Cumulative version of the total escape emissivity plot on the left. The vertical bar marks the MAB1600 =-17 limit.
reliable down to MAB1600 = -13, are indeed starting to see the
bulk (>80%) of the population driving cosmic reionization at
z=6. However, at z=6, cosmic reionization is already finished
in CoDa II, and in the middle of reionization, i.e. at z=7,
the galaxies seen by Bouwens et al. (2017) are brighter than
MAB1600 = -17, and Fig. 8 shows that these can only account
for ∼ 20% of the ionizing luminosity. In order to see the bulk
of galaxies driving reionization when it is in full spin, surveys
would need to achieve a similar MAB1600 =-12 depth at z=7.
Finally, early reionization at z=15 is driven by galaxies
of a very narrow range of halo masses, 108 − 109M, corre-
sponding to magnitudes fainter than MAB1600 =-14, out of
reach of current and future planned observatories at these
redshifts.
4.3 Comparison with the literature
Katz et al. (2018, 2019) use tracers and RAMSES-RT RHD
simulations to study the contribution of haloes to the cosmic
ionising luminosity. Although their technique differs in many
respects from ours (we do not use such tracers, they use vari-
able speed of light, adaptive mesh refinement), their results
are in rather good agreement with ours. At z=8, they find
that 70% of the ionising luminosity is produced by haloes of
109M . Mhalo . 1010M (from Fig. 6 of Katz et al. 2018).
We can read directly from Fig. 7 that at the same redshift,
this mass range is responsible for 60% of the ionising pho-
tons in CoDa II. However, at z=6, Katz et al. (2018) find
that high mass haloes of & 1010M produce the majority of
ionising photons (60%), while we find that they account for
only 40 % of the ionising luminosity, i.e. the largest contri-
bution originates from haloes less massive than 1010M in
CoDa II.
At higher redshifts, though (z>12), the Katz et al.
(2018) values fluctuate too much for a meaningful compar-
ison. Also, because of their smaller box size, their sample
is devoid of haloes more massive than 1011M even at z=6,
unlike in CoDa II, where such massive haloes are present
already at z=10. However, their low number density and es-
cape fractions prevent them from contributing significantly
to cosmic reionization: their total escape luminosity is less
than 10% at all redshifts, which is why our results are in fair
agreement with Katz et al. (2018), even though they do not
include these high mass haloes.
Yajima et al. (2011) find that haloes below Mhalo .
1010M contribute about ≈ 75 % of the ionising luminos-
ity at z=6 (summing the 2 lowest mass bins of the z=6
panel of their Fig. 12). Again, this is in reasonable agree-
ment with our findings, although at this redshift the largest
contribution (45%) comes from haloes in the mass range
109 − 109.5M, while the contribution of this mass range is
about 2 times smaller in CoDa II. This discrepancy could be
due to the lack of radiative feedback on the SFR of low mass
haloes in (Yajima et al. 2011): indeed, their study performs
RT as post-processing whereas radiation and hydrodynamics
are fully coupled in CoDa II, which mitigates star formation
in low mass haloes, as shown in Ocvirk et al. (2020), Da-
woodbhoy et al. (2018) and similarly in Wu et al. (2019);
Ma et al. (2018), and therefore intrinsically reduces their
contribution to cosmic reionization.
A possible caveat in our work is the assumption we
make in Sec. 2.2 : that each halo contains one galaxy. This
could potentially result in the blending of galaxies whose
real equivalents would be distinguishable in observations as
two separate star forming objects. A visual inspection of a
sample of our haloes reveals that this preferentially occurs
in some of the most massive haloes (Mhalo > 1011M), at a
rate of less than 20%. Since this mass range only contributes
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to a few percent of the photon budget, tentatively correcting
for this effect would impact the photon budget only at the
percent level, and would not change our conclusions.
Finally, we address the possible dependence of our re-
sults on spatial resolution by performing a follow up higher
resolution simulation.
We show in appendix A that indeed, increasing spatial
(mass) resolution in RAMSES-CUDATON by a factor of 4
(64) may yield lower halo escape fractions by a factor of
2, while retaining a similar slope. Such a global re-scaling
over all masses, without changing the slope of the fesc - halo
mass relation, should not dramatically affect our results on
the photon budget and the predominant halo mass scale
driving reionization, because it does not alter the relative
contributions between halo mass bins.
5 CONCLUSION
We use the CoDa II fully coupled RHD simulation of the
EoR to study the photon budget of galaxies during the EoR.
To do so, we start out by investigating the escape fractions
of CoDa II galaxies. We find that the halo escape fraction
(i.e. the fraction of ionising photons produced by the halo’s
stars reaching the virial radius) is a decreasing function of
halo mass.
To gain insight into the evolution of the frayesc with halo
mass, we examine the properties of the halo cells as a func-
tion of their star formation rates and escape luminosity. We
find that for intermediate and high mass haloes, the neutral
fractions of star forming cells exhibit a strongly bi-modal
distribution, with a neutral mode and an ionised mode at
XHI ∼ 10−3. The neutral mode is completely opaque, mean-
ing that escaping ionising photons originate from the star
forming, ionised regions of the haloes. The halo escape frac-
tions we obtained closely reflect the distribution of the star
forming cells between the neutral opaque mode and the
ionised, transparent mode. For instance, CoDa II high mass
haloes (1011M) have an average halo escape fraction of
∼ 10% because 90% of their young stars reside in central,
dense, fully opaque regions, while the remaining 10% of their
young stars reside in transparent regions allowing their pho-
tons to escape.
Moreover, we find a slow evolution of the halo escape
fraction with redshift: haloes of a given mass are more
opaque at higher redshift. This is due to the fact that for a
fixed mass, haloes at higher redshifts tend to be more con-
centrated than their low redshift counterparts.
In Appendix B, we provide a functional form fit to our
average halo escape fraction results, so as to allow its use
in semi-analytical models of the EoR such as 21cmFAST
(Mesinger et al. 2011) or Fialkov et al. (2013).
We then use the halo escape fractions of our haloes to
investigate the contributions of galaxies of various masses to
the total ionising emissivity during the EoR. We show that
CoDa II galaxies within 3 × 1010M & Mhalo & 6 × 108M
produce about 80% of all the ionising photons reaching the
IGM at z=7, which is the middle of reionization in CoDa
II (xHI = 50%). They can therefore be considered as the
main drivers of cosmic reionization, although, at z=6 (8),
the mass range accounting for 80% of the photon budget is
slightly more (less) massive, by 0.25 dex.
The foremost mass range reionizing the Universe
emerges as the result of a competition between the differ-
ent processes exposed throughout this paper, and can be
summarised as follows : the numerous low mass haloes are
too inefficient at forming stars to contribute significantly de-
spite their high halo escape fractions, whereas the high mass
haloes are too few and have escape fractions that are too low
to contribute significantly, despite their high star formation
rate.
As a consequence, the low mass end (below 5 × 109M)
and the high mass end (above 5×1010M) contribute respec-
tively only less than 10% each to the total ionising photon
budget between z=8 and z=6.
Our results are in reasonable agreement with the (not
exhaustive) literature reviewed, despite a number of differ-
ences in numerical treatment, and assumptions on stellar
populations and their feedback, which explain the deviations
from our results.
Ideally, we would like to follow up on our study by push-
ing future CoDa II-like simulations to higher spatial resolu-
tions, possibly using AMR to provide a better description
of the ISM, and its processes and if possible rely less on a
sub-grid escape fraction, as well as improved physics such as
chemical enrichment, AGN mechanical and radiative feed-
backs, and their possible contribution to reionization. The
continued growth of supercomputers, thanks to hybrid nodes
mixing many-core CPUs and GPUs, may allow us to get
there in the near future, provided we overcome a number of
technical hurdles related to code architecture and optimisa-
tion.
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APPENDIX A: ESCAPE FRACTION
RESOLUTION STUDY
We have shown that the main features of our frayesc values are
that they decrease with increasing halo mass above a certain
mass scale, with haloes of . 109M having high frayesc values,
and increase slightly with the progress of the EoR. Since
this first trend is driven by the presence of dense, neutral
and UV opaque cells in haloes, one may expect that increas-
ing the number of resolution elements (and thus within the
same volume and same total mass, increasing the maximum
possible density) could affect the exact relation between frayesc
and halo mass, as well as the mass scale at which the break
between trends occurs.
In order to investigate this, and to test the robustness
of our previously presented results, we proceed to study the
resolution convergence of frayesc. We ran a series of high res-
olution simulations using RAMSES-CUDATON : we used a
4 cMpc.h−1 sided box, with 10243 resolution elements (ie : 4
times the spatial resolution of CoDa II, i.e. 64 times better
mass resolution). We will call it high-res from now on. This
setup yields a comoving cell size of 5.76 ckpc (0.82 kpc phys-
ical at z=6), and a dark matter particle mass of 6.4×103M.
All other parameters are kept exactly as in CoDa II, includ-
ing the minimum stellar mass particle of 11732 M. The
initial conditions are necessarily different from CoDa II, be-
cause the high-res run uses a smaller box. As a consequence,
it contains fewer star forming haloes of a given mass than
CoDa II, making frayesc measurement noisier. The latter must
therefore be carefully compared with oru former results.
We performed our previous frayesc measurements on the
high-res simulation in order to test the impact of numerical
resolution on frayesc in CoDa II.
The left panel of Fig. A1 shows frayesc as a function of halo
mass for the high-res simulation. This high resolution case
also presents high frayesc values for low mass haloes, as well as
decreasing fesc with halo mass. Moreover, f
ray
esc increases on
average with time for low mass haloes, as in CoDa II. The
right panel presents a direct comparison of these averages
with the fitting formula for CoDa II at the same redshifts
where appropriate (10 & z & 6, the domain of validity for
our fitting formula given in B1).
However, as anticipated, there are differences. In the
high-res box, the average frayesc is lower for all masses than
in CoDa II, and the slope with mass is slightly more pro-
nounced. However, there is a large scatter around the av-
erage of the high-res data-set. Indeed, there are only a few
hundred star forming haloes of all masses in the high-res
box at z=5.7. Reassuringly, the difference between the two
boxes is akin to a global re-normalisation of the average frayesc.
Therefore, while numerical resolution may change the abso-
lute Lesc of a given halo mass bin, it is not likely to change
the relative balance between mass bins in the photon budget,
which is our main result.
In order to explain the smaller frayesc values measured in
high-res, we proceed as in 3.3, and examine the properties
of the gas of star forming cells. Fig. A2 shows the distribu-
tion of the neutral fractions of star forming cells in high-res,
weighted by their SFR (Lesc ) in the left (right) panel, at
z=5.7. In high-res, the neutral fractions of star forming cells
in haloes of 1010M > Mhalo > 109M are grouped into two
peaks : an ionised mode, centred around XHI ∼ 10−4, and a
neutral / quasi-neutral mode at XHI ∼ 0.5. The Lesc weighted
distribution shows that only the cells with XHI ≤ 10−3 con-
tribute significantly to the final Lesc of the haloes in high-res.
The cells belonging to the high neutral fraction account for
≈ 50% of star formation, and do not contribute to haloes’
Lesc .
Fig. A2 also shows the CoDa II distributions, allowing
us to gauge directly the impact of increased resolution. The
first striking difference between the two simulations is the
shape of the SFR weighted distribution. In CoDa II most of
the star formation in the 1010M > Mhalo > 109M haloes
happens in cells with neutral fractions <10−3, and there is
no equivalent to the high neutral fraction peak seen in high-
res. However, this feature is present in the distributions of
cell xHI in higher mass haloes in CoDa II, that are better
resolved. This is a convincing hint that the increase of res-
olution between CoDa II and high-res allows higher density
cells to exist within halos of the same mass, in turn allowing
for higher recombination rates, higher neutral fractions, and
finally lower LyC transmissions and escape fractions.
There is however, a second aspect worthy of discussion.
In CoDa II, the star forming cells of haloes of 1010M >
Mhalo > 109M do not exhibit neutral fractions smaller than
10−4, whereas in high-res the distributions of neutral frac-
tion stretch all the way to 10−5. Higher mass haloes in CoDa
II have similarly low neutral fractions that can only occur
when the gas is heated by supernova. This suggests that al-
though the higher resolution of high-res allows for higher gas
densities that can decrease the escape fraction, it also per-
mits the existence of lower gas density cells that are more
susceptible to the heating from supernova, plausibly increas-
ing the frayesc of haloes by allowing higher transmission cells
to exist. The fact that the escape fractions of the high-res
box are lower suggests that this transmission boost does not
compensate the opacity boost occurring at higher resolution,
and the latter dominates.
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Figure A1. Left : Scatter and mass bin average of frayesc of star-forming haloes over the full range of masses in the high-res simulation
box | Right : average frayesc of star-forming haloes for the high-res box, compared with our fitting formula (See Eq. B1) for CoDa II frayesc (at
redshifts that are appropriate, 10>z>6). Here we plot within the mass range of CoDa II haloes.
Figure A2. Distribution of star forming halo cell neutral fractions for haloes of masses 1010M > Mhalo > 109M. Full lines show the
curves for the high-res simulation, whereas dashed lines show the curves for the CoDaII simulation. The histograms show the contribution
of halo cells to (left:) total SFR of the mass bin considered, and to (right:) the total escape luminosity of the mass bin considered.
APPENDIX B: ESCAPE FRACTION FITS
In this section, we propose simple functional forms for the
both the average of frayesc and the SFR-weighted average of
frayesc as a function of halo mass and of redshift. These could
be useful as a frayesc model for projects in which the determi-
nation of frayesc is impossible or difficult : either when working
with simulated data that wasn’t produced with fully coupled
radiation-hydrodynamics simulation codes, performing ra-
diative transfer in post-processing, or with simulations with
lower spatial resolution than CoDa II, and also for semi-
analytical models of the EoR (Mesinger et al. 2011; Fialkov
et al. 2013).
In all cases, we caution the reader that the functions
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presented here represent the halo escape fraction, i.e. in or-
der to obtain the net halo escape fraction of haloes, fnetesc, one
needs to multiply frayesc by fsubesc (0.42), as show in Eq. 5.
We provide the reader with python functions for plot-
ting the fits that follow here (github).
B1 Average escape fraction
Based on the trends presented by the average values of frayesc
as a function of mass and of redshift between z=6 and z=10
shown in Fig. 4, we opted for a double power law of halo
mass, with a knee separating both laws, that shifts with
redshift. Due to the noisy appearance of the data for Mhalo >
1011M, the time behaviour of frayesc within this mass range is
unclear, which is why we chose to simply model the evolution
of frayesc with mass as the extension of the f
ray
esc(Mhalo, z = 10)
fit, in order to produce indicative values despite the high
amount of noise in the average curves for these masses.
We propose the following functional form (Eq. B1):
frayesc =

fray,10.1≤z≤14.9esc (Mhalo, z); if Mhalo > Mjoin ,
fkneeesc (z)fknee(Mhalo, z); if Mjoin ≥ Mhalo ≥ Mknee(z) ,
fmaxesc (z)fmax(Mhalo, z); if Mhalo < Mknee(z) ,
(B1)
with =

z6 =
(
1+z
1+6
)
,
fmaxesc (z) = min
(
f0,maxesc z
β
6 , 1.0
)
,
fkneeesc (z) = max
(
min
(
f0,kneeesc z
γ
6, 1.0
)
, fkneemin
)
,
∆max(z) = log10(fkneeesc (z))−log10(fmaxesc (z))log10(Mknee(z))−log10(108) ,
∆knee(z) = log10(fkneeesc (z))−log10(f
join
esc )
log10(Mknee(z))−log10(Mjoin) ,
Mknee(z) = 2.5 × 109zζ6 M ,
fmax(Mhalo, z) =
(
Mhalo
Mknee(z)
)∆max(z)
,
fknee(Mhalo, z) =
(
Mhalo
Mknee(z)
)∆knee(z)
,
(B2)
fmaxesc (z) is the maximum value below Mknee, it is f 0,maxesc
at z=6, and evolves as zβ .
fkneeesc (z) is the where both power laws join at Mknee(z), it is
f 0,kneeesc at z=6, and evolves as z
γ. It cannot be lower than
f knee
min
.
∆max(z) is the slope of the power law above Mknee(z), it is
defined so as to reach fmaxesc (z) when M=108M.
∆knee(z) is the slope of the power law below Mknee(z), it is
defined so as to reach fkneeesc (z) when M=Mknee(z), and fjoinesc
when M=Mjoin.
Mknee(z) gives the mass where the power laws join, it is
2.5 × 109M at z=6, and evolves with z as zζ .
fmax(Mhalo, z) accounts for the mass slope for Mhalo < Mknee(z)
given by ∆(z).
fknee(Mhalo, z) accounts for the mass slope for
Mhalo ≥ Mknee(z) given by δ.
Figure B1. Average escape fractions (thin lines) of star-forming
haloes and corresponding fits (thick lines) at z=6, 7, 8, 10.1, 14.9.
The adjusted values are summarized in Eq. B3 below.
f0,maxesc = 0.98 ,
f0,kneeesc = 0.8 ,
Mjoin = 1011M ,
fjoinesc = 0.1 ,
fkneemin = 0.23 ,
β = −0.5 ,
γ = −3.5 ,
ζ = −2.0 ,
(B3)
The average curves corresponding to 10≤ z ≤ 14.9 be-
have somewhat differently. They appear to be simple power
laws, offset in escape fraction by ∼ 0.25 dex. Hence, instead
of using the previously discussed formulas for this redshift
range, we tentatively provide the following fit (Eq. B4) for
frayesc for 10≤ z ≤ 14.9.
fray,10.1≤z≤14.9esc (Mhalo, z) = min
(
f10≤z≤14.9esc,0 ×
( Mhalo
108M
)∆10≤z≤14.9 × ( 10.
z
)γ
, 1
)
,
(B4)
with =

f10.1≤z≤14.9esc,0 = 0.77 ,
∆10.1≤z≤14.9 = log10(0.77)−log10(f
join
esc )
log10(108M)−log10(Mjoin) ,
γ = −1.64 ,
(B5)
Once again, as we aim to represent the averages and not
fit the data, we adjust these values by hand.
The aforementioned fits are presented in Fig. B1 (full,
thick lines), where they are also compared to the mass bin
averages of frayesc (full, thin lines).
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B2 SFR weighted average escape fraction
We also provide fits for the SFR-weighted average values of
frayesc as a function of mass and of redshift between z=6 and
z=14.9. As can be seen in Fig. B2, the SFR-weighted average
of frayesc has a slightly different behaviour. Indeed, in this case,
the average curves do not join above a certain mass. To fit
them, we opted for a slightly different double power law of
halo mass, with a knee separating both laws. We propose
the following functional form (Eq. B6):
fesc =
{
fkneeesc (z)fknee(Mhalo, z); if Mhalo ≥ Mknee(z) ,
fmaxesc (z)fmax(Mhalo, z); if Mhalo < Mknee(z) , (B6)
with =

z6 =
(
1+z
1+6
)
,
fmaxesc (z) = min
(
f0,maxesc z
β
6 , 1.0
)
,
fkneeesc (z) = min
(
f0,kneeesc z
γ
6, 1.0
)
,
∆(z) = log10(fkneeesc (z))−log10(fmaxesc (z))log10(Mknee(z))−log10(108) ,
Mknee(z) = 3 × 109M ,
fmax(Mhalo, z) =
(
Mhalo
Mknee(z)
)∆(z)
,
fknee(Mhalo, z) =
(
Mhalo
Mknee(z)
)δ
,
(B7)
fmaxesc (z) is the maximum value below Mknee, it is f 0,maxesc
at z=6, and evolves as zβ .
fkneeesc (z) is the where both power laws join at Mknee(z), it is
f 0,kneeesc at z=6, and evolves as z
γ.
∆(z) is the slope of the power law below Mknee(z), it is
defined so as to reach fmaxesc (z) when Mhalo = 108M.
Mknee(z) gives the mass where the power laws join, it is
3 × 109M at z=6, and evolves with z as zζ .
fmax(Mhalo, z) accounts for the mass slope for Mhalo < Mknee(z)
given by ∆(z).
fknee(Mhalo, z) accounts for the mass slope for
Mhalo ≥ Mknee(z) given by δ.
Since we want to reproduce the behaviour with mass
and with redshift of the SFR weighted averages of frayesc, and
not model the full distribution of points, we again adopt the
simple approach of adjusting the fit by hand (as opposed to
computing the fit of the model to the data sample).
The adjusted values are summarised in Eq. B8 below.
f0,maxesc = 1.0 ,
f0,kneeesc = 0.65 ,
β = −0.5 ,
γ = −2.5 ,
δ = −0.75 ,
(B8)
The aforementioned fits are presented in Fig. B2 (full,
thick lines), where they are also compared to the SFR-
weighted average frayesc measure in CoDa II (full, thin lines).
APPENDIX C: COMPUTING ESCAPE
FRACTION
Fig. C1 shows a simplified, explanatory drawing of the com-
putation process for frayesc for an individual star forming halo
cell.
Figure B2. SFR-weighted average escape fractions (thin lines)
of star-forming haloes and corresponding fits (thick lines) at z=6,
7, 8, 10.1, 14.9
Figure C1. Explanatory drawing of the computation of frayesc . For
each cell containing an emitting particle, we trace 768 rays from
it’s centre to a sphere of radius r200 centred on the halo centre
given by the fof halo finder. By averaging this result for every
emitting cell and weighting by SFR, we obtain the halo value frayesc
at r200.
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