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Abstract
In recent years, Natural Language Processing (NLP) and Text Mining have
become an ever-increasing field of research, also due to the advancements of
DeepLearning andLanguageModels that allow tackling several interesting and
novel problems in different application domains. Traditional techniques of text
miningmostly relied on structured data to designmachine learning algorithms.
Nonetheless, a growing number of online platforms contain a lot of unstruc-
tured information that represent a great value for both Industry, especially in
the context of Industry 4.0, and Public Administration services, e.g. for smart
cities. This holds especially true in the context of social media, where the pro-
duction of user-generated data is rapidly growing. Such data can be exploited
with great benefits for several purposes, including profiling, information extrac-
tion, and classification. User-generated texts can in fact provide crucial insight
into their interests and their skills and mindset, and can enable the compre-
hension of wider phenomena such as how information is spread through the
internet.
The goal of the present work is twofold. Firstly, several case studies are pro-
vided to demonstrate howamixture ofNLP andTextMining approaches, and in
particular the notion of distributional semantics, can be successfully exploited to
model different kinds of profiles that are purely based on the provided unstruc-
tured textual information. First, city areas are profiled exploiting newspaper
articles by means of word embeddings and clustering to categorize them based
on their tags. Second, experiments are performed using distributional repre-
sentations (aka embeddings) of entire sequences of texts. Several techniques,
including traditional methods and Language Models, aimed at profiling pro-
fessional figures based on their résumés are proposed and evaluated. Secondly,
such key concepts and insights are applied to the challenging and open task
of fake news detection and fact-checking, in order to build models capable of
distinguishing between trustworthy and not trustworthy information. The pro-
posed method exploits the semantic similarity of texts. An architecture exploit-
ing state-of-the-art language models for semantic textual similarity and classifi-
cation is proposed to perform fact-checking. The approach is evaluated against
real world data containing fake news. To collect and label the data, a methodol-
ogy is proposed that is able to include both real/fake news and a ground truth.
The framework has been exploited to face the problems of data collection and
annotation of fake news, also by exploiting fact-checking techniques.
In light of the obtained results, advantages and shortcomings of approaches
based on distributional text embeddings are discussed, as is the effectiveness of
the proposed system for detecting fake news exploiting factually correct infor-
mation. The proposed method is shown to be a viable alternative to perform
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The last years have marked a fundamental shift in how information is spread across
the world and how such information can be accessed, modelled and exploited for
various purposes. On the one hand, the Internet of Things has led to the introduction
of the concepts of Industry 4.0, i.e. the automation of various aspects of the industrial
processes. On the other hand, novel ways to connect people enabled the creation of
new channels of information and communication that can provide different kinds
of knowledge.
In this context, language technologies are becoming more and more relevant,
both from a research perspective and from an industrial standpoint. Researches
related to Natural Language Processing (NLP) and text mining have in fact seen a
steady growth in the last years, both in several published research and advance-
ments in the field. Concerning the latter point, arguably the advancements of Deep
Learning frameworks and the introduction of effective and efficientNeural Language
Models (LM), from earliest approaches such as word embeddings models like word2vec
(Mikolov et al., 2013a,b) to themost recent ones based on the Transformer architecture
(Vaswani et al., 2017), have allowed to face several different and novel challenges
both from the point of view of Computational Linguistics and from an Information
Engineering perspective. Traditional techniques of text mining mostly rely on the
exploitation of structured data for designing learning algorithms for specific tasks.
From a linguistic perspective these data include for example structural patterns of
texts and the frequency of words or the inclusion of specific words. Thus, feature
modelling is crucial for many text mining approaches (e.g. clustering, classifica-
tion), in order to find the set of features, descriptive or textual, that best describe
the problem. On the contrary, one of the key aspects of neural language modelling
lies in the ability to encode and model natural language (i.e. plain texts, with little
to no additional information) in order to provide the same, if not better, predictive
capability. Especially within the context of the deep learning revolution, aspects
of feature modelling have assumed a position of minor importance with respect to
3
4 Introduction
issues related to the architecture of models themselves.
Arguably, when considering analyses that focus on the properties of texts, one
of the most crucial aspects, also with respect to more traditional feature-oriented
approaches to text mining and NLP, is the modelling of semantics. In fact, one of
the driving aspects of research related to language modelling is exactly the idea of
obtaining a machine readable representation of texts, as single words or entire se-
quences, that is able to encode also their meaning. This allows in turn facing more
complex problems that require a more complex understanding of text semantics.
Actually, the currently dominant approach to computational meaning representa-
tion is based on the so-called distributional hypothesis (Harris, 1954; Firth, 1957),
which states that word usage in context is directly related to word meaning. Thus,
words that share similar contexts of use also tend to share similarities in meaning.
The distributional hypothesis has been applied in different forms to most language
models concerning the semantics (see Section 2.1). Such languagemodels have been
at the forefront of a wide portion of NLP research, and has been proven extremely
effective in facing diverse problems that relate to the semantics of words.
As social media become more and more pervasive in everyday life, the avail-
ability of unstructured, user-generated information is steadily growing especially
thanks to the current state of the Internet. The ability of representing and exploiting
such knowledge, including the meaning of words or sequences of words, definitely
represents an added value that can benefit both companies, especially considering
the ideas behind Industry 4.0, and services such as Public Administrations to im-
prove the quality of life. This knowledge can in fact provide insights for example
into profiling problems of various nature, information extraction, and the semantic
classification of texts. Companies can, for example, benefit from the ability to pre-
dict how the market is set to change, how its current behaviour can influence their
business strategies, and how to understand their customers and vendors in order
to provide better services. On the other hand, Public Administrations can for ex-
ample exploit different aspects of social media data in order to better communicate
with citizens and to obtain feedback on the perception of the various aspects of the
life in the city, and provide strategies to improve them. Moreover, such data can be
exploited to analyse linguistics and social phenomena such as the spread of unver-
ified information, and more generally of how information is propagated through
the population. In this regard, one aspect that is of interest for the present work
is the phenomenon of disinformation and fake news. It is surely becoming one of
the most widely debated problems both from a social and a research perspective.
The ever-growing proliferation of fake news, and more generally of disinformation
and misinformation is strictly related to social media, as they are one of the most
fertile grounds for disinformation (Zubiaga et al., 2018a), thanks to the lack of con-
trol, at least within certain limits, on the content produced by users. Many current
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approaches exploit either surface-level features (e.g. the presence of lexical and syn-
tactical markers), propagation-level features (i.e. how the news is spread on social
media and who are the users that propagate it) or a mixture of them in order to
identify fake and real news. However, in order to model the problem of fake news,
it is crucial to be able to model and understand their meaning in relation to their
context, for example represented by trustworthy news. In fact, it is often the case
that fake news, rather than being completely false claims, are the product of slight
modification of real world events in order to push a specific narrative in the minds
of the readers. In these cases, the fake news is much harder to identify as the events
depicted in it are both believable and lean on real world events in order to appear
more realistic. For example, a real world event can be described by distorting sev-
eral key facts that may lead the public opinion towards the direction pushed by the
authors of the fake news, that have often political or social motivations. Therefore,
an analysis that focuses more on the meaning of words and sentences, and that can
exploit the relationship between what is actually stated in the real and fake news to
distinguish them may provide novel insight and a better modelling of the problem,
which can be generalized also to real case scenarios.
1.1 Goals and contributions
The present work focuses on aspects of semantics related to two main areas of ap-
plication, namely profiling and fake news detection. It can be considered as having
two main goals. The first main goal is to understand how text and data mining
problems can be faced from a distributional semantic perspective. Specifically, the
problem of profiling in several real-world applications is tackled with a mixture of
NLP and text mining approaches, with a particular focus on the evaluation of distri-
butional semantics methods. The second main goal is to evaluate how the concepts
of distributional semantics can be applied to approach the problem of fake news
detection. While traditional systems rely on less semantically oriented features, the
approach proposed in this thesis is instead entirely focused on the identification of
real and fake news based on the meaning of news articles with respect to a verified,
and trustworthy, ground truth.
Profiling
As for the first main goal, the objective is to understand the effectiveness of distribu-
tional semantic models in real-case scenarios, and their advantages and drawbacks
with respect to more traditional text mining approaches. Moreover, it is interesting
to notice that comparisons are made between available pre-trained distributional se-
mantic models and models built from the ground up based on the available data.
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Two case studies are presented to this end, that trace back to as many applications
in the context of Smart Cities and Industry 4.0.
Profiling for smart cities. In the first case study, pre-trained word embeddings
and their properties are taken into account in order to extend a smart city framework
aimed at profiling the areas of a citywith respect to different aspects. Specifically, the
goal is to provide an additional profiling of the areas of the city based on news found
in online sources. The proposed system exploits pre-trained word embeddings in
order to generate clusters of tags of news articles with a similar meaning. Clusters
of semantically similar tags are then associated with a macro-category, that can be
used in turn to label the news articles. Finally, an SVM classifier is trained to label
new articles with their macro-category. The system is evaluated on several years of
data concerning the city of Rome. The proposed system is then integratedwithin the
framework in order to profile areas of the city with respect to the macro-categories
by means of geo-localization.
Profiling résumés. In the second case study, the problem of profiling professional
figures based on their résumé is explored. As the job market is increasingly more
dynamic, especially for the sectors most influenced by the ideas of Industry 4.0, it
becomes paramount to enable effective and efficient strategies to identify profiles of
workers. Most traditional systems focus on small sets of hand-crafted features and
simple rule-based algorithms, in conjunction with expert knowledge. This is costly
both in time and resources. In order to avoid this problem, one possible strategy
is to focus directly on résumés. Therefore, two different approaches to profile pro-
fessional figures based only on their résumé are proposed. In the first one, several
traditional NLP techniques are used to extract keywords, and a doc2vec model (Le
andMikolov, 2014) based on the keywords is trained on the available data in order to
obtain distributed representation of entire résumés. Then, profiles are identified by
means of clustering on such representation. In the second one, the same goal is faced
from a pre-trained perspective, by means of implementing a summarization algo-
rithm to shorten résumés and the state-of-the-art Transformer-based architecture
proposed in Reimers and Gurevych (2019) in order to obtain résumé embeddings.
As for the first method, profiles are then identified by means of clustering. Both ap-
proaches are evaluated qualitatively and quantitatively, with the Transformer-based
one obtaining the most promising results.
Fake News detection
As for the second main goal, namely the application of distributional semantics to
the problem of fake news detection, three different aspects are considered. First, the
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study and implementation of a system focused on performing fact-checking of state-
ments based on verified claims. The core of the system is represented by a Sentence-
Transformer model (Reimers and Gurevych, 2019), fine-tuned on two tasks in order
to classify whether for pairs of sentences one actually verifies the other one. Second,
a methodology to collect and label real and fake news and a ground truth for real-
world events is proposed and applied to the Notre Dame fire of 2019. The method
collects reliable news and potentially false ones based on tweets, and labels them
via crowdsourcing. Finally, the fact-checking methodology is adapted to the task of
fake news detection and evaluated on the collected dataset. The proposed method
is shown to be viable both in the context of fact-checking and as an interesting fu-
ture direction for fake news detection, proving that semantics plays a crucial role
in understanding how fake news actually configure themselves with respect to real
ones.
Contributions
The contributions of the present work can be summarized as follows.
• Evaluation of distributional semantic models, with particular attention to pre-
trained ones, in different application contexts. Such systems are evaluated
across several profiling tasks, with varying degree of complexity with respect
to current approaches.
• Development of a framework for profiling city areas based on newspaper in-
formation.
• Proposal and evaluation of several alternatives to face the problem of profiling
professional figures based on their résumés.
• Development of a fact-checking system that obtains very good performances
on a benchmark dataset.
• Development of a methodology for data collection in the realm of fake news.
• Proposal of an approach for fake news detection based on distributional se-
mantics on the one hand, and on the concept of fact-checking on the other
hand.
1.2 Structure of this thesis
This thesis is organized as follows. In Chapter 2 a thorough literature review will
be conducted on the two main aspects of interest of the present work, namely the
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theory and evolution of distributional semantic models (Section 2.1), and several
aspects of fake news detection (Section 2.2).
Chapter 3 presents an approach to the profiling of city areas based on infor-
mation reported in online news. The approach focuses on two aspects. On the
one hand, pre-trained word embeddings of tags associated with each article are ex-
ploited to identify several macro-categories of news through clustering analysis. On
the other hand, macro-categories are used to label news articles and train a text cat-
egorization model based on an SVM classifier to label articles with the respective
macro-category. The approach is tested by profiling the city areas of Rome, consid-
ering articles from 2014 to 2018.
In Chapter 4 several methods for obtaining distributed representations of text
sequences are evaluated in the context of profiling résumés. Specifically, a base-
line representation based on fastText word embeddings (Bojanowski et al., 2017),
doc2vec (Le andMikolov, 2014), and Sentence-BERT (Reimers andGurevych, 2019)
is evaluated. In all cases, the distributional semantic models, in conjunction with
NLP techniques such as keyword extraction and summarization, are used as fea-
ture extractors for résumés. Then, hierarchical clustering is applied to résumé em-
beddings to identify professional figures profiles. Results are evaluated both quali-
tatively and quantitatively.
Chapter 5 tackles the problem of fake news detection. In particular, first an ap-
proach to perform fact-checking and verified claim retrieval is described. The sys-
tem is based on Sentence-BERT, to which two cascade fine-tuning steps are applied
in order to identify claims that verify tweets. Second, a methodology for collecting
and labelling data containing real and fake news for a specific event is proposed, and
a case study on the Notre Dame fire of April 2019 is presented. Data concerning the
fire are collected, from both reliable and unreliable sources, and labelled via crowd-
sourcing. Third, the fact-checking model is adapted and applied to the task of fake
news detection on the Notre Dame fire dataset. Obtained results are discussed with
specific focus on the properties of the data collection strategy and on the adaptation
of the fact-checking system.
Finally, Chapter 6 provides an overview of the findings and insights obtained
from the performed experiments. Chapter 7 draws some conclusions.
Chapter 2
Literature Review: Textual Similarity
and Fake News
In the last few years NLP and Computational Linguistics have experienced an expo-
nential growth of interest from several different areas and domains of application.
This growing interest is motivated by substantial advancements in the field, both
in downstream applications such as text classification and categorization, machine
translation, and natural language generation among others, and in the development
of novel techniques based on machine and deep learning to represent the semantic
information of words and entire texts in an efficient and effective machine readable
format. In fact, most of such applications rely on the semantics of words and sen-
tences to improve their performances.
In this Chapter, two key aspects will be discussed. On the one hand, the evolu-
tion of computational methods for modelling word and sentence meaning, in order
to enable the computation of textual similarities. On the other hand, a specific down-
stream task will be taken into account, namely the fake news and rumour detection
one, as Chapter 5 specifically tackles the problem with the help of state-of-the-art
methods for understanding the semantics of texts.
2.1 Textual and semantic similarity from a
computational perspective
Modelling the semantics of texts is one of the most widely studied aspects in Natu-
ral Language Processing and Computational Linguistics. In fact, obtaining human-
level understanding of the meaning of words and sentences is a crucial aspect in
many downstream applications of NLP, such as text categorization, question an-
swering and machine translation among others. In all such applications and many
others, it is fundamental to have a way in which to measure semantic similarity and
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relatedness of words and sentences, thus deriving machine understandable repre-
sentations of the meaning of words and concepts, and how they actually relate to
each other.
As the estimation of the similarity between words has been a very active field
since the early days of Computational Linguistics and NLP, two main families of
methods andmetrics can be identified, namely ontology-based and distributional-based
ones (Lastra-Díaz et al., 2019).
A short review on ontology-based methods
While the focus of the present research is heavily shifted towards distributional rep-
resentations of meaning, it is nonetheless interesting and important to at least pro-
vide some basic concepts regarding ontology-based representations of meaning. A
clear definition of ontology is not straightforward, as it depends on several factors
such as what is represented in the ontology and how. A number of different defini-
tions have been proposed in the literature. However, one key aspect they share is the
fact that all ontologies aim at representing some kind of entities (e.g. concepts, real-
world objects, or both) and the relations among them in a specific domain. Typically,
the most basic form of relationship among concepts represented trough ontologies
is that of “is-a”. For example, a car is a vehicle. Clearly, other semantic relations can
be encoded, such as for example hypernymy, hyponymy, meronymy, antonymy, and
synonymy (Lastra-Díaz et al., 2019).
One of the most well regarded ontologies is WordNet (Miller, 1995; Fellbaum,
1998). WordNet is a hand-crafted ontology that encodes several different types of
relationship among concepts. It exploits the idea of cognitive synonyms, or synsets,
to express a concept represented as either a noun, verb, adjective or adverb. Synsets
are linked to each other bymeans of semantic and lexical relations (Fellbaum, 2005).
WordNet includes around 117,000 English synset, and several different relations
among them, based on their Part-of-Speech (PoS). Specifically, nouns are connected
through hyponymy/hyperonimy and meronymy relations, while verbs are orga-
nized by troponymy, and adjectives in terms of antonymy. Several efforts to exploit
the categorization of WordNet in other languages have been performed, such as for
example MultiWordNet (Pianta et al., 2002).
In order to compute the similarity (or relatedness) of concepts organized as such,
several different measures have been proposed in the literature. Lastra-Díaz et al.
(2019) propose the categorization of ontology-based similaritymeasures in semantic
topological measures, gloss-based measures, and vector representation models.
Semantic Topological Measures exploit only the topology of the ontology to de-
rive similarity anddistance among concepts, by considering indexes such as the path
from one concept to another, the similarity of their feature and so on. Examples are
path-based similarity measures (Rada et al., 1989; Dong et al., 2010), information
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content-based similarity measures (Resnik, 1995; Lin, 1998b), feature-based mea-
sures (Tversky, 1977; Likavec et al., 2019), and graph-based measures (Stanchev,
2014; Quintero et al., 2019). On the other hand, Gloss-based models hinge on the
idea that semantically similar concepts or words are described with similar glosses
in the ontology. Therefore, most approaches focus on a measure of the similarity
of glosses, in terms of shared words, embedding vectors or weighting measures for
shared nouns (Lesk, 1986; Banerjee and Pedersen, 2003; Patwardhan, 2006; Aouicha
andTaieb, 2015). Finally, with vector representationmodels, words and concepts are
typically compared by considering their representation based on the graph structure
of the ontology (Agirre and Soroa, 2009; Goikoetxea et al., 2015; Camacho-Collados
et al., 2016).
Distributional semantics: key concepts and applications
While ontologies are often hand-crafted, and refer to specific domains of application
in order to define similarity and relatedness amongwords, Distributional Semantics
relies instead on the distribution of words to model their meaning, starting from the
assumption that an important role in the semantics of words is played by how they
are distributed in context (Lenci, 2018).
All the literature concerning distributional semantics stems from the Distribu-
tional Hypothesis, first introduced inHarris (1954) and Firth (1957): words that share
similar linguistic contexts tend to share also similar meanings. Such hypothesis has
been extensively explored throughout the years, and researches have proven how
actually the contextual information is a good approximation of the word meaning
(Miller and Charles, 1991).
Models of meaning based on the distributional hypothesis therefore share the
common characteristic of representing a word, and thus its meaning, based on its
context, typically obtained from corpora. In most distributional semantic models,
words are represented as n-dimensional vectors which encode their contexts in cor-
pora, as a proxy of their meaning representation (Baroni et al., 2014). Several differ-
ent techniques to obtain such representation have been proposed in the literature.
Baroni et al. (2014) argues that two main paradigms to the creation of Distribu-
tional Semantic Models have been studied, namely the count-based and prediction-
based ones.
Traditional count-based models
In count-based models, which account for the earliest approaches to the problem,
the key idea is to simply encode and count the occurrences of a particular word in
a particular context as feature, i.e. one of the n dimensions of the word vector. This
is typically obtained trough the creation of a word-context matrix. In the simplest
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cases, the contexts can be considered as the documents in the collection. Let D =
d1, ..., dn be a collection of documents containing n texts, and W = w1, ..., wm be the
m uniquewords found in the collection D. The term-documentmatrix X is therefore
a matrix with m rows, one for each word, and n columns, one for each document.
Xij represents the number of occurrences of the word wi in the document dj. Thus,
each row is actually an n-dimensional vector that represents the word in terms of
its frequency in each document in the collection. Conversely, each column is an m-
dimensional vector that represents the document in terms of thewords that compose
it. One of the pioneeringworks in this regard is that of Salton et al. (1975), where the
authors employ the document representation obtained by the vector space model
for automatic indexing in search engines. Such approach, despite its simplicity, has
been and still is a widely popular method to represent documents in terms of their
words, also for considering them as features for machine learning algorithms, and
it is mostly known as the bag-of-words (BOW) representation.
For more accurate representations of the similarities among words rather than
among documents, the considered context may differ from the whole document.
For example, words within a window of the target word, phrases, sentences or other
syntactical constructions may be taken into account to act as the context, depending
on the goal of the analysis (Lund and Burgess, 1996; Lin, 1998a; Padó and Lapata,
2007; Erk andPadó, 2008). In this case, the similarity ofword vectors (i.e. the rows of
the word-context matrix) is used to derive the similarity of word meanings (Turney
and Pantel, 2010).
As whole documents may not be ideal to be considered as relevant context, also
raw frequencies may not represent the best option for describing the features of a
word. In fact, a number of researches addressed exactly this problem, by propos-
ing several different weighting techniques that would enable a better representa-
tion. Weighted word vectors have in fact been proven to perform better that raw
frequencies (Baroni et al., 2014). Most weighting techniques are based on assump-
tions from information theory, such that most information is carried by surprising
events rather than expected ones (Shannon, 1948). Classical andwidely used exam-
ples of weighting schemes are tf-idf (term frequency x inverse document frequency)
(Sparck Jones, 1988; Salton and Buckley, 1988), and Pointwise Mutual Information
(PMI) (Church and Hanks, 1989; Turney, 2001), or its variation known as Positive
PMI (PPMI) (Niwa and Nitta, 1994). Both these weighting schemes have been in-
troduced in the context of information retrieval, but have been successfully applied
to also language modelling (Bullinaria and Levy, 2007; Turney, 2008).
Finally, another noteworthy aspect concerning traditional techniques of word
representation is the sparsity of representation. In fact, usually word-context ma-
trices are very sparse. This means that most elements of the matrix are actually
zeros, since any word will appear in only a small fraction of all the possible con-
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texts derived from the data. In order to reduce the dimension of the matrix, and
thus reduce the computational cost of comparing vectors, several approaches have
been proposed in the literature. One of the earliest approaches is Truncated Singu-
lar Value Decomposition (Truncated SVD) (Deerwester et al., 1990). Given a word-
context matrix X of rank r, the goal is to obtain a matrix of rank k that minimizes
the approximation error with respect to X. This is achieved by performing several
linear algebraic operations on the matrix, such as decomposition. The approach
and its variants have been rather popular in the literature concerning vector space
models, such as Landauer and Dumais (1997); Rapp (2003); Brand (2006); Gorrell
(2006); Harshman (1970). As argued in Turney and Pantel (2010), in addition to
Truncated SVD, several alternative processes for dimensionality reduction of ma-
trices have been proposed, such as Nonnegative Matrix Factorization (NMF) (Lee
and Seung, 1999), Probabilistic Latent Semantic Indexing (PLSI) (Hofmann, 1999),
Iterative Scaling (IS) (Ando, 2000), Kernel Principal Components Analysis (KPCA)
(Schölkopf et al., 1997), Latent Dirichlet Allocation (LDA) (Blei et al., 2003), and
Discrete Component Analysis (DCA) (Buntine and Jakulin, 2006).
Modern prediction-based neural language models
Instead of relying on a representation based on word-context frequency and heuris-
tics for building, weighting and transforming such vectors, most modern ap-
proaches, referred to as neural language models (Bengio et al., 2003), exploit super-
vised learning to obtain n-dimensional representations of words. The basic assump-
tion is that the probability of a given word can be estimated by the words that sur-
round it. In its simplest form, given a sentence S = w1, ..., wn, the probability of the
sentence can simply be expressed as the product of the probability of each word in
the sentence (Wang et al., 2019):





At the same time, the probability of the nth word can be estimated as the con-
ditional probability of the word given the previous n words in the sentences, as
p(wi) = p(wi|wi−n+1, wi−n+2, ..., wi−1). Thus, in neural language models, the esti-
mation problem is treated as a supervised learning tasks, where the weights in an
n-dimensional vector actually maximize the probability of the context in which the
word is found (Baroni et al., 2014). This strategy has been for example employed
in earliest and pivotal works on neural language models, such as Collobert et al.
(2011); Bengio et al. (2003); Mikolov et al. (2013a,b).
The neural language models have several main advantages over count-based
ones. First, by exploiting a supervised approach, they employ a clear training ob-
jective, that can be suited to different uses, and avoid any direct use of heuristics for
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modelling the vectors. Second, albeit the learning approach is supervised in nature,
no manual labelling of data is needed. In fact, training data can be automatically
obtained from non-annotated corpora, given a value for the context window. Third,
the resulting vectors are dense. This is because the length of the resulting vector can
be manually chosen before training, and each dimension encodes several different
properties. This in turn avoids any further loss of information due to dimensional-
ity reduction techniques. In addition to this, given the fixed length of the vectors,
such learning schemes are able to scale better to huge collections of data, as no co-
occurrence matrices are needed. In fact, most of such systems are trained on billions
of tokens. Fourth, learning algorithms and especially the most novel ones based on
deep learning, such as for example BERT (Devlin et al., 2019), can fully exploit the
computational power of GPUs to speed up the computation. Finally, trainedmodels
can be used in two ways. On the one hand, it is often the case that the same archi-
tecture used to build the model can be exploited also for downstream NLP tasks,
thus avoiding the need for feature engineering typical of traditional machine learn-
ing algorithms. On the other hand, once the vectors for words in the vocabulary
are learned during training on a specific corpus, the learned model can be used to
extract vectors of words in any other context without re-training. This operation is
typically called pre-training of language models.
It could be argued that 2 different approaches can be identified for the creation
of neural language models: non-contextualized and contextualized language models. In
non-contextualized language models, or word embedding models, shallow neural
networks are typically used to compute a single vector for each word type. This
means that results can be stored as m × n matrices, where m is the size of the vo-
cabulary and n is the number of dimensions chosen for the resulting embedding.
Non-contextualized models will be the object of analysis in Section 2.1.
Contextualized models exploit more complex and deeper architectures, such as
bi-directional LSTM, encoder-decoder networks, and Transformers, to obtain a con-
textualized representation of words and sentences. Such models are born from the
necessity to model also the information of the context. They are typically trained
with specific learning paradigms that allow for a representation of entire sequences
ofwords rather than singlewords, and can be often fine-tuned after training in order
to solve also downstream tasks. Once the language model is trained, it can predict
the embeddings of entire sequences of words, and of each single word token in the
sequence. Crucially, the final output for each word will be influenced by its sur-
rounding context. For example, in the sentences “Apple is releasing the new Mac-
Book Air” and “The apple does not fall far from the tree”, the word “apple” will
have two different vector representations. In this case, embeddings are not stored,
but rather obtained as the predicted output of passing the entire sequence through
the learned model. Contextualized language models will be thoroughly analyzed
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in section 2.1.
Using Neural Networks to train Word Embedding Models
The earliest attempt to generate a distributed representation of words trough neural
networks was proposed in Bengio et al. (2003), with an architecture appropriately
named Neural Network Language model (NNLM). Specifically, NNLM generates the
embedding by learning to predict the next word given the previous words in the
sentence. The architecture is a three-layer neural network, that takes as input the
feature vectors (i.e. the embeddings) of n previous words, and learns to predict
the feature vector for the subsequent word. Clearly, despite the learning being su-
pervised, no labelling is needed as the only thing the algorithm considers is the
sequence of words. First, the inputs are mapped to a conditional probability distri-
bution over the vocabulary of words. Then, tanh is applied to predict the next word.
The algorithm uses backpropagation to update the weights of the network, and thus
of the distributed representation of the words.
Arguably, the most influential of the earliest models for learning word embed-
dings is Word2Vec (Mikolov et al., 2013a,b). Authors propose two different algo-
rithms that are based on the same general idea that the whole context plays an im-
portant role in the prediction of the probability for a target word. Therefore, instead
of relying only on the previous words to predict the next one, authors propose to
use a window of words surrounding the target one. The two proposed algorithms,
namely CBOW (which stands for Continuous Bag-of-Words) and Skip-gram, face
the problem from opposite perspectives. While the training objective of CBOW is
to learn representation of words in the context window that can best predict the
target word, Skip-gram reverses the paradigm by trying to learn representation of
target words that can be used to predict the surrounding context. The architecture
of CBOW is very similar to the NNLM one (Bengio et al., 2003), since it consists
of an input, a hidden, and an output layer. The input layer accepts n-dimensional
embeddings for the words in the context. Then, such words are averaged in the
hidden, or projection, layer. The Bag-of-Words part of the name comes exactly from
the fact that, as the context words representation are averaged to obtain the target
word representation, their order in the sentence is not taken into account. Finally,
such representation is used to predict the target word. Backpropagation is used to
adjust the feature vectors of each word in the context to maximize the probability of
predicting the target word.
Conversely, the Skip-gram model starts from the target word, and the goal is to
maximize the probability of predicting another word in the same sentence, i.e. in its
context. Specifically, the currentword is used to predictwordswithin a certain range
around the word itself via a log-linear classifier. Again, backpropagation is used to
adjust the weights. Authors note that, as the context size increases, the vector repre-
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sentation improves. However, since more distant words are less relevant to describe
the current word, authors propose to under-sample such distant words during the
generation of training examples (Mikolov et al., 2013a). A visual representation of
CBOW and Skip-gram is shown in Figure 2.1.
Figure 2.1: CBOW and Skip-gram models proposed in Mikolov et al. (2013a).
In Pennington et al. (2014), authors argue that one of the key drawbacks of the
CBOW and Skip-gram family of algorithms is that they do not leverage the global
corpus statistics during training. In fact, in Word2Vec models, embeddings are
trained only on the local context of words, i.e. the rather small context window
around the current word. Thus, authors propose GloVe (Pennington et al., 2014),
a method for deriving word embeddings from a global co-occurrence matrix. In
GloVe, first the relationship between two words is established as the ratio between
the co-occurrency of such words with a set of probe words. Given two words i and
j, and a probe word k that co-occurs with both of them, the ratio of PikPjk is very small
if k is related to j but not to i, very high if it is related to i but not to j, and is close to
1 if it is related or unrelated to both. With this in mind, authors propose log-linear
function to approximate such relationship between words as:
wTi w̃k + bi + b̃j = log(Xij) (2.1)
where Xij is the co-occurrence frequency of i and j in the corpus, w and w̃ are word
vectors and context vectors respectively. The two b are bias terms.
Then, authors propose a weighted least square regression model with a weight-





f (Xij)(wTi w̃k + bi + b̃j − log(Xij))2 (2.2)
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where V is the vocabulary. Finally, considering xmax as the maximum number of co-
occurrences for a ij pair, the empirically chosen weighting function is the following:
f (x) =
{
(x/xmax)0.75 if x < xmax
1 otherwise
(2.3)
GloVe was shown to perform better than both CBOW and Skip-gram on a num-
ber of word analogy tasks.
One key issuewith both GloVe (Pennington et al., 2014) andWord2vec (Mikolov
et al., 2013a,b) is that they are limited by the words included in the vocabulary V
of the chosen training corpus. Therefore, embeddings for out-of-vocabulary (OOV)
words cannot be obtained. This is crucial both when the vocabulary is limited in
the case of low-resource languages, and when dealing with domain-specific words.
Several models have been proposed to address this issue. Arguably, the most pop-
ular among such models is fastText (Bojanowski et al., 2017; Joulin et al., 2017). In
fastText, authors propose the use of sub-word information for learning embeddings
in a Skip-grammodel. Specifically, authors propose to encodewords by considering
their character n-grams, in addition to the word itself, using a special notation. For
example, the word where is represented by both <where> (note the special charac-
ters to describeword boundaries) and<wh, whe, her, ere, re> for character 2- and 3-
grams. Note also that the n-gram her is different from the word <her> (Bojanowski
et al., 2017). Finally, theword is represented as the sum of the vector representations
of its n-grams. The proposed method is shown to outperform both models that do
not take into account sub-word information and methods that rely on the morpho-
logical analysis (Bojanowski et al., 2017), and performs well also on the similarity
between in-vocabulary and out-of-vocabularywords thanks to the sub-wordmodel.
Context-aware Language Models
All the previouslymentionedmodels and algorithms, both count-based andpredict-
based, share one key issue. Their final output is either a set of pre-trained word
embeddings based on the model hyper-parameters and the training corpus, or the
trained network itself, that can be subsequently used to obtain embeddings for
words. However, the relationship between embeddings and words (considered as
types) is biunivocal. For each word type, one and only one embedding is available,
and vice-versa. This is an inherent limitation to all such language models, and im-
provements to such paradigm have been the focus of a lot of research, especially
in the last few years. In this case, the challenge is to incorporate context-specific
information in the embeddings representation. Intuitively, such models should be
able to generate an embedding for a specific word in a specific sequence of words,
rather than in isolation. This is also crucial because most NLP downstream tasks
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actually benefit from the understanding of both words and their contexts (Wang
et al., 2019). One straightforward example is machine translation, where the order
of words changes from language to language, and context-sensitive information is
crucial to provide the best possible translation for a word.
Context-aware language models can be considered as a major breakthrough in
the NLP field for several reasons. First, such models can take into account and thus
encode in the representation of each word also all of its specific contexts. Typically,
in fact, they accept as input entire sequences of tokens, and produce a contextual-
ized hidden representation of each token. Second, they can be exploited as machine
learning models to solve downstream tasks in NLP. The Transformer architecture in
particular (Vaswani et al., 2017) has been extensively exploited and has obtained
state-of-the-art results in many tasks, drastically outperforming most previously
proposed machine learning models and paradigms (Devlin et al., 2019; Radford,
2018; Radford et al., 2019; Brown et al., 2020). Often, such architectures are in fact
developedwith downstream tasks inmind rather than languagemodelling itself. In
this regard, it must be noted that suchmodels have also allowed for the introduction
of the pre-training and fine-tuning learning paradigm for NLP tasks, also known as
transfer learning. In the case of transfer learning, a general language model trained
on unsupervised language understanding tasks is further tuned to solve specific
tasks. The idea is to retain the general language knowledge obtained during the
pre-training and to actually transfer it over to the more specific tasks, by further
training and tuning the weights and parameters of the network to address the more
specific goal.
One of the first models of this kind proposed in the literature has been ELMo
(Embeddings from Language Models) (Peters et al., 2018). Unlikely previously
proposed models, word representations in ELMo are a function of the entire input
sequence. The architecture is based on two Bidirectional LSTM (BiLSTM). Authors
call the model BiLM. A BiLSTM is a sequence processing model that is composed
of two LSTM layers, one that reads the sequence from the beginning to end, and
the other one that reads it backwards. Each neuron in the layer outputs a repre-
sentation that depends on all the previous neurons used to encode the sequence.
After the input is passed trough the two LSTM layers, a vector representation for
each element of the sequence is obtained, where each element is a function of all the
previous and subsequent ones. BiLM employs two BiLSTM architectures to obtain
two intermediate representations. Then, ELMo produces the final representation
as the weighted sum of the original (and out-of-context) word vectors and the two
intermediate representations. Authors report state-of-the-art performances on six
supervised NLP tasks by using pre-trained ELMo models.
Arguably, one of the most important breakthroughs for the NLP community
has been the introduction of the Transformer architecture (Vaswani et al., 2017),
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a deep neural network for sequence transduction based entirely on the attention
mechanism. Authors argue that the vast majority of state-of-the-art algorithms for
sequence modelling and transduction are based on complex recurrent or convolu-
tional neural networks and on the encoder-decoder architecture (Luong et al., 2015;
Wu et al., 2016; Jozefowicz et al., 2016). Many such approaches include the atten-
tion mechanism in their architecture, in order to disregard the position and distance
between dependencies in the input and output sequences (Bahdanau et al., 2015;
Kim et al., 2017). The attention mechanism in fact is based on a function mapping
a set of key-value pairs to a query, that can align vectors in the input and the output
sequences by using a context vector (Bahdanau et al., 2015). In their work, Vaswani
et al. (2017) propose a simple feed-forward encoder-decoder neural network that
implements only a multi-head self attention mechanism to map input and output
values. In practice, they propose the use of two feed-forward networks, one for the
input sequence and one for the output sequence, that are linked via such attention.
The input for both networks are embeddings for words in the sequence and an en-
coding of their position within the sequence. The output of the encoder network
is passed trough several feed-forward and attention layers, and then used as input
for the multi-head attention layer in the output network. The multi-head attention
replaces recurrent and convolution layers in order to jointly learning different rep-
resentations of the input and the output from different positions in the sequence.
Figure 2.2 shows the Transformer architecture proposed by Vaswani et al. (2017).
Authors argue that their architecture poses the fundamental advantage of re-
ducing the computational complexity in each layer of the network, and enabling the
computation of long-range dependencies between words. This is because, while re-
current neural networks have to actually traverse the layer to identify long-range de-
pendencies, the self-attention layer allows for a constant computational complexity
when computing dependencies. Authors report state-of-the-art results on machine
translation tasks.
While Vaswani et al. (2017) focusedmostly on sequence-to-sequencemodels, the
intuition behind the Transformer model and the multi-head self-attention mecha-
nism inspired a huge number of researches focused on other aspects of language
modelling. Radford (2018) introduced the pre-training and fine-tuning paradigm
in NLP tasks. Specifically, authors propose GPT, an architecture based only on the
decoder part of the Transformer (Liu et al., 2018), to solve a wide variety of NLP
tasks. In GPT, the pre-training step consists in training the Transformer decoder
with stochastic gradient descent on a standard language modelling objective. Pre-
training is therefore unsupervised. Once the network has been pre-trained, the fine-
tuning step consists of adding a linear output layer on top of the transformer, and
update the weights of the whole network based on a supervised learning task. The
input is always a sequence of tokens, that can be modelled depending on the task
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Figure 2.2: The Transformer architecture (Vaswani et al., 2017).
at hand (e.g. simple sequence classification, question answering, lexical entailment
etc.). Moreover, depending on the task, multiple Transfomers can be exploited to
encode the various inputs.
BERT (Bidirectional Encoder Representation for Transformers) (Devlin et al.,
2019) takes the idea of pre-training and fine-tuning further. OpenAI GPT (Rad-
ford, 2018) uses a left-to-right architecture, and thus each token attends only to the
previous tokens in the sequence. This means that the system may perform poorly
whenmodelling sequence-level tasks. The authors of BERT propose a different pre-
training strategy in order to obtain a bidirectional encoding of the whole sequence,
based on the so called Masked Language Model and next-sentence prediction task.
Specifically, during training tokens in the sequence are randomly substituted with
a special [MASK] token. The training objective is then to learn to predict the cor-
rect token. This is used for the actual learning of the language model. As for the
next-sentence prediction task, the training objective is, given a pair of sentences, to
predict if they are adjacent or not. This is especially useful when applying themodel
to sentence-pair tasks. Authors propose two versions of the architecture, namely
bert-base and bert-large, that differ in number of layers, parameters and result-
ing hidden representation. As for Radford (2018), during fine-tuning, an additional
layer is included in the architecture, and pre-trained parameters are fine-tuned on
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the supervised learning task. BERT is shown to obtain state-of-the-art results in
both sentence-level and token-level tasks thanks to the bidirectional nature of its
pre-training.
The introduction of BERT has sparked a lot of interest in the research commu-
nity, given its effectiveness. A big chunk of research has focused on studying how
the Transformer, and specifically BERT, works, in terms of syntactic and semantic
information encoded in BERT components (i.e. layers, output embeddings, multi-
head attention etc.) (Lin et al., 2019; Hewitt and Manning, 2019; Tenney et al., 2019;
Ettinger, 2020; Mickus et al., 2019), pre-training and fine-tuning strategies (K et al.,
2019; Liu et al., 2019; Raffel et al., 2020; Conneau and Lample, 2019; Kovaleva et al.,
2019), and optimal number of parameters (Clark et al., 2019; Voita et al., 2019). An
additional, and rather interesting aspect, concerns also techniques for compressing
the BERT knowledge in smaller and less expensivemodels. This is achieved through
several techniques, such as knowledge distillation (Hinton et al., 2015; Sanh et al.,
2019), pruning (Guo et al., 2019), and quantization (Zadeh and Moshovos, 2020)
among others. For example, DistilBERT (Sanh et al., 2019) is awidely popularmodel
that uses knowledge distillation (Hinton et al., 2015) to obtain a model that has half
the number of layers as the original BERT while retaining most of its performances.
Typically, in a knowledge distillation framework, a smaller model, called the stu-
dent, is trained to reproduce the behaviour and predictions of a bigger model, of-
ten named the teacher (Sanh et al., 2019). For a thorough review on the literature
concerning the so-called BERTology, the interested reader can refer to Rogers et al.
(2020).
In addition to BERT, several other Transformermodels have been proposed in the
literature. Threemain directions can be broadly identified. First, as previouslymen-
tioned, several models based on distillation such as DistilBERT (Sanh et al., 2019)
and ALBERT (Lan et al., 2020) have been proposed. These models are often focused
on decreasing the computational cost of training and running such architectures, in
order to allow for this kind of language modelling also on less performing systems.
Second, several approaches have been proposed to modify some aspects of BERT
in order to improve its performances while not increasing the computational cost.
The most popular example in this case is RoBERTa (Liu et al., 2019). Authors ar-
gue that the original BERT model is undertrained, and demonstrate the effective-
ness of a more robust pre-training on a numnber of taks. Finally, a whole line of
research is dedicated to exploring the performance of increasingly bigger models,
with orders of magnitude more parameters that the original BERT. In fact, while
several researches argue that BERT and in general Transformer models are clearly
overparametrized (Voita et al., 2019; Clark et al., 2019), many works have pointed
out how increasing the size of Transformer models have brought also an increase in
performance. Examples of such idea are Transformer XL (Yang et al., 2019), XLNet
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(Dai et al., 2019), BigBird (Zaheer et al., 2020), and the iterations of the GPT archi-
tecture (Radford, 2018; Radford et al., 2019; Brown et al., 2020). Especially the latter
architecture shows how, with a substantial increase in number of parameters, pre-
trained Transformer models are able to achieve few-shot and even one-shot learn-
ing capabilities without fine-tuning (Brown et al., 2020). Apart from the fact that
the computational cost for pre-training such models is an exclusive prerogative of
large companies such as Google and OpenAI, it is interesting to notice how authors
state that the relationship between computational cost (in terms of number of pa-
rameters in the network) and performances follows a power law that, even for the
largest available model with 175 Billions of parameters, appears to not have reached
a plateau just yet, and that the obtained results suggest that larger language models
may prove crucial for developing general language systems (Brown et al., 2020).
As previouslymentioned, all thesemodern architectures for languagemodelling
have several advantages that should be stressed. First, they allow for modelling en-
tire sequences of texts, while retaining information concerning the context for each
element of the sequence and its context-aware meaning. Second, they have allowed
for the pre-training and fine tuning paradigm to be applied to NLP taks. Third, they
have shown state-of-the-art performances in most NLP tasks. The hidden represen-
tation of the whole sequence has proven to be rather reliable in solving many NLP
problems when fine tuned in conjunction with a final sequence or token classifi-
cation layer. Finally, while the main goal in developing transformer was to tackle
downstream NLP tasks, they can be also used for feature extraction. In fact, hidden
representation are available for each element of the input sequence, and can be used
as context-aware word embeddings.
Embedding sentences and documents
The development of language modelling and word embedding models can be con-
sidered an invaluable milestone in the NLP literature. The advancements of the
last few years in this regard have also led a considerable portion of the literature
in the direction of providing the same encoding capabilities also for larger units of
texts, such as sentences, paragraphs, and entire documents. In fact, the possibility
of encoding, and thus comparing, larger portions of texts may prove invaluable for
a variety of tasks, such as text clustering, information retrieval and extraction, and
more generally for unsupervised techniques that rely on the semantics of entire se-
quences of texts. As for word embeddings, the end goal is to represent units of texts
of varying length in an n-dimensional space.
The challenge of representing an entire sequence of words with a fixed-size con-
tinuous representation has been tackled from several different perspectives, that
are often inspired by literature on word embeddings. Actually, earliest approaches
were proposed in the information retrieval literature even before the ones regarding
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words, with the already mentioned pioneering works of Harris (1954) and Salton
et al. (1975). For most traditional approaches, documents are represented as bag-
of-words. Given a pre-determined vocabulary containing n words, documents are
represented as n-dimensional vectors in which each dimension refers to a word of
the vocabulary being actually present or not in the document. In its simplest form,
only the present option is reported. Other approaches proposed the use of raw fre-
quencies. However, as it is true for word embeddings, raw frequencies have proven
to be a rather unreliable measure also for document-wise vectors. Therefore, sev-
eral term weighting techniques have been proposed when considering documents,
including the widely popular tf-idf (term frequency-inverse document frequency)
(Salton and Buckley, 1988).
Another widely popular technique for representing entire documents is LDA
(Blei et al., 2003). Despite the fact that its main goal is to provide a technique for
unsupervised topic discovery in documents, it can arguably be used as an embed-
ding space for document corpora. LDA is a three-level hierarchical Bayesian model,
in which documents are modelled as a distribution over a pre-determined number
of topics, while topics are characterized by distribution over the words of the vocab-
ulary. Thus, given n topics, the document can be represented as an n-dimensional
vector where each dimension represents the probability of the nth topic for the doc-
ument.
Bag-of-words vectors with tf-idf weighting have gained wide popularity since
their introduction. However, with the artificial intelligence revolution and the intro-
duction of neural network language models (Bengio et al., 2003) such as word2vec
(Mikolov et al., 2013a,b), also the processing of sentences and entire documents have
shifted towards the creation of similar models that could encode documents as well.
Already inMikolov et al. (2013b) the intuition behindword2vec was applied also to
n-grams embeddings, by extending the Skip-gram model to encode also bi-grams
and tri-grams. Clearly, the method had limitations due to the inability to generalize
to unseen phrases and to longer sequences.
The first attempt to generalize the word2vec algorithms to longer sequences is
represented by doc2vec (Le and Mikolov, 2014). Two algorithms are proposed by
the authors in order to incorporate the document information in the Skip-gram and
CBOW algorithms, namely PV-DM (Paragraph Vector - Distributed Memory) and
PV-DBOW (Paragraph Vector - Distributed Bag of Words). In PV-DM, as for the
Skip-gram algorithm, the training goal is to predict a single word given the context.
However, in addition to the vectors for words in the context window, a shared para-
graph vector is learned during trainingwith its respective contexts and targetwords.
Further, instead of averaging the representation in the hidden layer, Le andMikolov
(2014) proposes to concatenate the paragraph and context vector, thus retaining
word ordering. On the other hand, in PV-DBOW the training task is to predict a
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single context word based only on the paragraph vector. In this case, word vectors
are not learned along with the paragraph vector. A visual representation of PV-DM
and PV-DBOW is presented in Figure 2.3
Figure 2.3: PV-DM (left) and PV-DBOW (rigth) (Le and Mikolov, 2014)
Several other methods and algorithms to adapt word2vec, and specifically Skip-
gram, have been proposed in the literature, such as Skip-tought (Kiros et al., 2015),
FastSent (Hill et al., 2016), and Quick-tought (Logeswaran and Lee, 2018) among
others. In additon,Wu et al. (2018) propose theWordMover Embedding technique,
that implementsWordMover Distance (Kusner et al., 2015) to learn continuous rep-
resentation of texts with varying length.
Finally, deep learning based models have been proposed, often achieving state-
of-the-art performances in sentence representations and sentence similarity tasks.
In this case, the direction of such models is to learn representation both from unla-
belled data, as a language modelling task, and from labelled data to improve on the
sentence-pair similarity. The intuition behind this approach has been first proposed
in the context ofmachine translation, withworks such as Cho et al. (2014); Sutskever
et al. (2014), where sentence embeddings are learned from labelled parallel cor-
pora for the machine translation task with an encoder-decoder architecture. The
same intuition has been exploited also on a single language, for example on tasks
such as learning paraphrases (Wieting et al., 2016), question answering (Das et al.,
2016), and other Natural Language Inference tasks (Conneau et al., 2017; Nicosia
and Moschitti, 2017). Transformers have also been employed, obtaining state-of-
the-art results. As previously mentioned, the Transformer architecture can be used
both for downstream tasks and to perform feature extraction in the form of word
embeddings for each element in the input sequence. A representation of the whole
sequence is typically available in the form of special tokens at the beginning or at
the end of the sequence, that encodes information concerning the attention layers.
However, as clearly stated in Devlin et al. (2019), sequence representation are not
aimed at encoding semantically relevant information concerning the sequence, and
thus are unsuitable for sentence-pair similarity tasks. Cer et al. (2018) proposed the
Universal Sentence Encoder, which learns sentence representation on a supervised
task for sentence similarity by either using the Transformer architecture or a Deep
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Averaging Network model (Iyyer et al., 2015). GPT and its subsequent iterations
(Radford, 2018; Radford et al., 2019; Brown et al., 2020) have also been studied on
the task of sentence representation. Finally, Sentence-BERT (Reimers andGurevych,
2019) is one of the most widely exploited architectures for learning sentence-wise
representation. Sentence-BERT leverages Siamese BERT networks to obtain seman-
tically relevant representations of sentences. Specifically, starting from a pre-trained
Transformermodel, it is fine-tuned on sentence-pair taskswith either a classification
or regression objective function. As for the classification, given two sentences, with
a label determining their similarity, the objective functionmust assign the correct la-
bel of similarity to the two sentence. As for the regression, the objective function is
aimed at assigning the highest possible cosine similarity to the two resulting vector.
In both cases, authors show that the best representation for sequences is obtained
by averaging the word embeddings obtained by the BERT-based model. Thus, by
fine-tuning the two BERT-based transformers and the final layer, authors are able
to achieve state of the art performances in sentence similarity tasks. Authors pro-
pose to use the SNLI (Bowman et al., 2015), MultiNLI (Williams et al., 2018), and
STS benchmark dataset (Cer et al., 2017) for effectively training themodel. A python
implementation 1 and several pre-trained Sentence-BERTmodels are available, both
mono lingual and multi lingual (Reimers and Gurevych, 2020).
2.2 Fake News and Rumour Detection Techniques in
the Literature
Aside from language modelling, and the use of pre-trained models to solve word
and sentence similarity tasks, it is important to address also several questions con-
cerning one of the most important aspects with respect to the present work, namely
the fake news detection problem. One of themain goals of the present work is in fact
that of exploiting language models to address the problem of fake news detection.
As the literature concerning this specific issue is thriving in the last few years, it is
important before going any further to address several key aspects of fake news and
rumour detection and the approaches proposed to solve it.
Fake news and rumours have become widespread on social media in the last
few years, due to the fact that social media are becoming more and more relevant
as tools for news consumption, as shown by several case studies such as Newman
et al. (2012). According to Zubiaga et al. (2018a), social media have become a criti-
cal publishing tool for journalists (Diakopoulos et al., 2012; Tolmie et al., 2017) and
the main consumption method for citizens looking for the latest news (Hermida,
2010). Journalists may use social media to report on public opinions about breaking
1https://github.com/UKPLab/sentence-transformers
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news stories, and even to discover potential new stories, whereas citizensmay follow
the development of breaking news and events through official channels (i.e. news
outlets official accounts on social media platforms) or through posts of their own
network (e.g. friends, family, public figures). Indeed, social networks have proved
to be extremely useful especially during crisis situations, because of their inherent
ability to spread breaking news much faster than traditional media (Vieweg, 2010).
However, the absence of control and fact-checking over posts makes social media a
fertile ground for the spread of unverified and/or false information (Zubiaga et al.,
2018a), such as cases reported in Wang (2017) and Kang and Goldman (2016), that
can in turn influence the public opinion on sensitive topics such as presidential elec-
tions (Allcott and Gentzkow, 2017).
Both social media platforms and the research community are very active on the
topic of identifying potential fake claims and assessing their veracity. Fake news
can take several different forms and shapes in the social media environment, such
as rumours and clickbait articles, thus it is even more difficult to efficiently detect
and contrast them, both manually and automatically. The research interest for fake
news and rumour detection has in fact considerably grown in the last few years, as
it is clear by the number of scientific publications on the topic.
Fake News and Rumours: terminology and definitions
In order to provide some insight on the issue of fake news, an analysis of the termi-
nology may prove to be rather helpful. In the literature, different categorizations of
fake news and rumours have been proposed, mostly depending on source and type
of data used for analysis. Early studies in this field, especially from a computational
perspective, are relatively recent. Therefore, the boundaries of the study matter are
often not clearly defined. For this reason, we believe that it is fundamental to pro-
vide some insight into what kind of data can become thematter of analysis and how
to define it.
Fake News. “Fake news” has become the de-facto expression for identifying gen-
eral false information in mainstream media, especially for web-related content,
mostly spreading during and after the 2016 U.S. Presidential Campaign.
However, research on fake news generally adopts a more restrictive definition.
Following Allcott and Gentzkow (2017), a fake news is “a news article that is in-
tentionally and verifiably false”. Such definition hinges on two key aspects: intent
and verifiability. Fake news are therefore news articles that are intentionally writ-
ten to mislead or misinform readers, but can be verified as false by means of other
sources. Several recent studies, such as Conroy et al. (2015), have adopted this defi-
nition. Authors also distinguish amongdifferent aspects of fake news, such as serious
fabrications, large scale hoaxes and humorous fakes (Rubin et al., 2015).
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Three key aspects can be identified concerning fake news: i) its form, as news
article; ii) its deceptive intent, that can be either satirical or malicious; and iii) the
verifiability of its content as completely or partially false.
Rumours. The term “rumours” on the other hand has been the most widely used
and studied regarding the recent scientific literature. Rumours refer to information
that has not been confirmed by official sources yet and is spread mostly by users
on social media platforms. Earliest researches on rumours actually date back to the
end of Word War II (Allport and Postman, 1946, 1947), but arguably the internet
and especially social media platforms are the most fertile ground for the spread of
such kind of unconfirmed or unverified information (Vosoughi et al., 2017).
Several interpretations concerning a formal definition of rumours have been pro-
vided in the literature. While some works identify rumours as simply circulating
false information (Cai et al., 2014), making them more akin to fake news, most
definitions consider other aspects, Di Fonzo and Bordia (2007) identify rumours
as “unverified and instrumentally relevant information statements in circulation”.
Zubiaga et al. (2015) defines a rumour more specifically as a “circulating story of
questionable veracity, which is apparently credible but hard to verify, and produces
sufficient skepticism and/or anxiety”. For this definition a rumour has to produce
an impactful reaction on its audience. Arguably, both these definitions hinge on
the “unverified” characteristic of the information being shared. This unverified in-
formation could be true, partly true, entirely false or remain unverified (Zubiaga
et al., 2018a). From a more practical standpoint, Zubiaga et al. (2018a) has also in-
terestingly split rumours into the two categories of long standing rumours, that rep-
resent unverified information circulating for long periods of time (e.g. conspiracy
theories), and breaking news rumours, that often appear in connection with breaking
news stories, and could either be the product of unintentional misinformation or
intentional deception.
Overview of the most common approaches
The most common approaches for fake news and rumour detection tend to treat the
task as a classification problem: the goal is to assign labels such as rumour or non
rumour, true or false to a particular piece of text. Inmost of the cases, researchers have
employed machine learning and deep learning approaches, achieving promising
results. Alternatively, some researchers have applied other approaches based, for
instance, on datamining techniques, such as time series analysis, and have exploited
external resources (e.g. knowledge bases), to predict either the class of documents
or events, or to asses their credibility. In this regard, it is important to point out
also that among alternative approaches, fact-checking has played an important role
especially in the last few years.
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In addition, it is important to notice that the interest from the research commu-
nity has also sparked several competitions with the goal of evaluating approaches
to determining the veracity of content in social media (Derczynski et al., 2017; Gor-
rell et al., 2019; Hanselowski et al., 2018) and concerning fact-checking related tasks
(Elsayed et al., 2019; Barrón-Cedeño et al., 2020).
Machine Learning models for classification
An important distinction among approaches should bemade based onwhat features
are considered relevant to detect fake news and rumours. In Shu et al. (2017) a
distinction is made between content-based and context-based approaches. On the one
hand, content-based approaches rely on content features, which refer to information
that can be directly extracted from text, such as linguistic features. On the other
hand, context-based approaches aremore varied, and generally rely on surrounding
information, such as user’s characteristics, social network propagation features and
reactions of other users to the news or post.
Content features are generally extracted directly from the text itself. Linguistic
cues of deception have beenwidely studied in NLP (Briscoe et al., 2014; Pérez-Rosas
and Mihalcea, 2015; Zhang et al., 2012). Such cues are for example the use of self
reference, swear words and negative words. They have proven their reliability in
tasks where the intention of the author must be established, such as for example
sentiment analysis. There is a rather large body of work in which such features have
been used, in isolation or in conjunction with and have been proposed as a viable
option also for fake news and rumour detection (Castillo et al., 2011; Gupta et al.,
2014; Hamidian and Diab, 2015; Ma et al., 2016; Qin et al., 2016; Rubin et al., 2016;
Volkova et al., 2017; Zhang et al., 2012). Syntactic and lexical features such as the
presence and frequency of certain words and patterns have been used as means
to identify fake news based on the linguistic properties of texts (Qazvinian et al.,
2011; Zubiaga et al., 2016; Chua and Banerjee, 2016; Hardalov et al., 2016; Feng and
Hirst, 2013; Potthast et al., 2016). Finally, semantic information such as topics and
word embeddings have proven to be useful in numerous contexts throughout the
NLP research field, and have been successfully implemented also for fake news and
rumours detection, especially in machine learning and deep learning approaches
(Jin et al., 2017; Ma et al., 2016; Ruchansky et al., 2017; Zubiaga et al., 2016).
As for context-based features, they are often exploited in approaches that do not
directly rely onNLPmethods. Relevant features are considered those that surround
the actual social media post or fake news. In particular, the most used context fea-
tures concern the analysis of users, sources of the rumour or news, propagation
structures of the information on social media, and reaction of other users with re-
spect to the news. The analysis of users focuses mostly on their activity on social
media (e.g. number of interactions and posts) (Kwon et al., 2013; Zubiaga et al.,
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2016) and their profile (e.g. age of the account, the description, and URL linking
to external resources) (Castillo et al., 2011; Chang et al., 2016; Liu et al., 2015; Ma
et al., 2015; Wu et al., 2015; Yang et al., 2012; Zubiaga et al., 2016). The analysis of
the network in which fake news and rumours are spread mostly focuses on propa-
gation structures, diffusion patterns, properties of the sub-graph in which the news
is spread, and propagation times (Castillo et al., 2011; Hamidian and Diab, 2015;
Ma et al., 2015; Yang et al., 2012; Wang and Terano, 2015; Wu et al., 2015). Finally,
also the stance regarding specific posts have been exploited in the literature, albeit
scarcely, as features to model fake news detection algorithms (Zubiaga et al., 2016;
Jin et al., 2016; Tacchini et al., 2017).
According to Shu et al. (2017) many fake news detection approaches mostly rely
on content-based features. On the contrary, given themore social nature of rumours,
approaches focusing on the task of identifying them in streams of social media posts
are more prone to exploit both content-based and context-based features for the
analysis.
Given the fact that the problem of fake news and rumour detection and its sub-
tasks, such as for example stance detection, have been mostly considered a standard
classification problem, most of the approaches focused on the implementation of
machine learning strategies to solve it. Earliest approaches focused on the applica-
tion of traditional machine learning algorithms, such as Support Vector Machines
(SVM) (Afroz et al., 2012; Briscoe et al., 2014; Pérez-Rosas andMihalcea, 2015; Rubin
et al., 2016; Zhang et al., 2012; Qin et al., 2016; Yang et al., 2012;Wu et al., 2015; Horne
and Adali, 2017), Decision Tree or Random Forest (Aker et al., 2017; Castillo et al.,
2011; Giasemidis et al., 2016; Zhao et al., 2015), Conditional Random Field (CRF)
(Zubiaga et al., 2016; Zubiaga et al., 2017) and Hidden Markov Models (HMM)
(Vosoughi, 2015; Vosoughi et al., 2017).
On the contrary, many modern models rely on deep neural networks architec-
tures. Deep learning frameworks have a main advantage over traditional machine
learning approaches. Indeed, traditional machine learning representations are
based on manually crafted features. The feature extraction task is time-consuming
and may result in biased features (Ma et al., 2016). This is a critical issue for tasks
such as fake news and rumour detection, where the identification of relevant fea-
tures for the analysis may pose an even greater challenge. On the other hand,
deep learning frameworks can learn hidden representations from simpler inputs
both in context and content variations (Ma et al., 2016). The problem is therefore
shifted from modeling relevant input features to modeling the network itself in a
way that enables the task to be solved efficiently. In the fake news and rumour do-
main, both Recurrent Neural Networks and Convolutional Neural Networks have
been proposed, as well as ensemble hybrid approaches that employs both, and have
obtained very competitive performances, consistently outperforming standard ma-
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chine learning models (Ma et al., 2016; Ruchansky et al., 2017; Chen et al., 2017; Yu
et al., 2017; Volkova et al., 2017; Wang, 2017; Zubiaga et al., 2018b; Kochkina et al.,
2018; Ajao et al., 2018; Song et al., 2018).
Finally, it is important to notice that since its introduction, the Transformer ar-
chitecture, equipped with its transfer learning capabilities, has been applied also to
the fake news domain, obtaining state-of-the-art performances (Slovikovskaya and
Attardi, 2020; Qazi et al., 2020).
Fact-checking
In this context, it is also worth mentioning that an important part of the literature
concerning fake news and rumours revolved around the task of computational-
oriented fact-checking (Shu et al., 2017). Although the task of fact-checking can be
considered as slightly different from fake news and rumour detection from a techni-
cal standpoint, it is nonetheless definitely akin to them. Themain effort is addressed
to perform automatically fact-checking. A number of strategies have been proposed
to this aim. Magdy and Wanas (2010) has automated the process of web-based
fact-checking, by comparing facts extracted from a given document against facts ex-
tracted from URLs related to such documents. Wu et al. (2014) has introduced the
task of automated fact-checking and presented a series of algorithms for solving the
task by automatically designing queries aimed at checking whether the statement is
true or false. The most widely used technique is however the exploitation of knowl-
edge graphs. Such graphs have been employed in a number of studies (Ciampaglia
et al., 2015; Shi and Weninger, 2016). More specifically, the use of Wikipedia info-
boxes to generate a knowledge graph has been proposed in Ciampaglia et al. (2015).
Here, the authors have defined a measure of semantic proximity by using a tran-
sitive closure algorithm in order to check claims against the knowledge graph. In
Shi andWeninger (2016) the problem has been tackled as a link prediction task in a
knowledge graph. Each statement corresponds to a path in the graph: the existence
of meta-paths is exploited with the aim of reducing the search space with respect
to the statement’s path. As previously mentioned, several competitions have been
aimed at assessing approaches to computational fact-checking, such as Elsayed et al.
(2019); Barrón-Cedeño et al. (2020). Many of the best performing systems in these
competitions have shown that approaches based on deep learning and the Trans-
former architecture are rather effective to retrieve verified claims for a given unver-
ified piece of news or text.
Social media based Data collection in the literature
One of the key issues when tackling fake news and rumour detection from a compu-
tational perspective is clearly the collection of data. Researchers have to face a series
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of issues. First, they have to manage different types of false information in the con-
text of web and social media platforms. For example, rumours on social networks,
fake news articles on malicious websites, fake reviews, etc. Second, the amount of
false information is a small fraction of online content produced every day, even if
we restrict our focus on news articles and posts discussing breaking news. Third,
social media companies have nowadays strict policies for what concerns the analysis
of data produced by their users. This is especially true after the Facebook and Cam-
bridge Analytica data scandal surfaced in the first months of 2018. Finally, given the
different types of misinformation, several different tasks have been proposed in the
literature, such as fake news detection, clickbait detection, rumour detection, and
rumour veracity classification. For each task, different means of collecting and an-
notating data may be necessary. For these reasons, a few benchmark datasets and
data repositories are today publicly available.
As for fake news, the main source of content is clearly malicious websites, specif-
ically created to spread misinformation. Their articles are often later shared on so-
cial media platforms by authors, malicious users working with them or social me-
dia bots, and inattentive users who do not bother to check the source of the article
before sharing it. Therefore, given some knowledge about certain fake news, they
could be directly gathered by crawling social media. Certain fake news websites
are built to resemble proper news outlets, by mimicking both the visual aspect and
the domain name. For this reason, such websites can be used to harvest articles,
which have a high probability of being false. However, arguably inferring the ve-
racity of a piece of news solely based on its source could be misleading. Moreover,
fake news may also be found on verified sources. This could happen for example
by mistake, or for the rush of publishing breaking news without properly checking
sources beforehand. Thus, it is clear that a proper annotation of data, to be con-
ducted by professionals with knowledge on the matter and access to many different
sources, is strongly advisable. Clearly, as pointed out by both Rubin et al. (2015)
and Shu et al. (2017), a key aspect that should be considered when gathering re-
liable data for fake news detection is to clearly assess the veracity of each element
of the dataset. Expert-oriented and crowdsourcing-oriented fact-checking can be
exploited to reliably annotate datasets of fake news.
As for rumours, they are often studied directly on social media, as the case is
often that they are born there, rather than on external sources. Social media plat-
forms are often used to share information as quickly as possible between users. This
may result in sharing unverified information that, in turn, may spread and generate
a rumour. The literature on how datasets should be collected for rumours detection
and analysis mostly focuses on two main strategies, namely top-down and bottom-
up collection strategies (Zubiaga et al., 2018a). Top-down strategy requires some
form of a-priori knowledge about target rumours. In particular, rumours are usu-
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ally collected, after they spread on social media, by searching for a specific set of
keywords and tags that describe the rumour. The proposed strategy is quite straight-
forward to implement and thus has been employed in several researches related to
rumour detection and verification (Castillo et al., 2011; Ma et al., 2015; Qazvinian
et al., 2011; Vosoughi et al., 2017; Zhao et al., 2015). In this context rumour debunk-
ing websites are often used as source to identify the most interesting rumours and
to extract reliable keywords for retrieving posts about those rumours on social me-
dia (Chua and Banerjee, 2016; Jin et al., 2017; Kwon et al., 2013; Liu et al., 2015; Ma
et al., 2016; Qazvinian et al., 2011). Clearly, this approach has several drawbacks.
First, rumours must be known a-priori, at least in some form. Second, social media
limitations make it difficult to retrieve huge collections of data on specific topics.
The top-down approach may be nonetheless efficient, especially for long-standing
rumours. On the other hand, a bottom-up approach is specifically aimed at collect-
ing potential rumours in breaking news. This collection strategy has been proposed
in Derczynski et al. (2017); Giasemidis et al. (2016); Zubiaga et al. (2016); Zubiaga
et al. (2016). The main idea is to gather as many social media posts as possible dur-
ing a certain time window, and then let expert human annotators label them with
various levels of granularity (e.g. rumour/non rumour, true/false, etc.). Despite
being clearly advantaged by the fact that it is not relevant to know rumours a-priori,
bottom-up is more costly in terms of human annotators and resources, and may
result in a limited number of rumours collected during the specific period of time
(Zubiaga et al., 2018a).
Publicly available datasets
As far as collected and labelled datasets are concerned, not many resources are pub-
licly available. This may depend from several factors. First, it is clearly not easy
to identify relevant data and propose effective strategies to collect them. Second,
no agreed-upon definition of fake news and rumour is available. This may pose a
challenge when labelling the data. Finally, as data are found especially in social me-
dia, and such platforms are restrictive when giving access to their data, both for its
strategic and economical value and for protecting the privacy of users, the collection
process become a rather relevant challenge.
For what concerns fake news, Shu et al. (2017) states that an agreed upon bench-
mark dataset for fake news detection has not been produced yet. However, sev-
eral publicly available resources are worth mentioning. Many authors have focused
on the creation of datasets containing statements from social media, for example
made by politicians or public figures, labeled with information about their veracity
for performing fact-checking and fake news detection (Vlachos and Riedel, 2014;
Wang, 2017). Similar synthetically produced datasets are available as well (Thorne
et al., 2018). Other authors have focused on hyperpartisan (Potthast et al., 2016)
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and pseudo-scientific (Tacchini et al., 2017) publishers on Facebook. As for Twitter,
a large scale dataset labelled for credibility judgments has been collected by Mi-
tra and Gilbert (2015). Proper news articles were targeted by Ferreira and Vlachos
(2016). Their proposed dataset contains a set of rumored claims and related news
articles, annotated for their veracity judgments. The dataset proposed in Ferreira
and Vlachos (2016) has been exploited also for the Fake News Challenge Stage 1
(FNC-1) task on stance detection. Finally, Shu et al. (2018) has provided the most
complete dataset of statements in terms of related information. Authors have built
a system for fake news detection, and provided a dataset containing information
about the content (textual and visual), information about social context (i.e. users,
network information, etc.), and characteristics of the spread evolution.
Concerning rumours, a more extensive effort has been undertaken in order to
gather relevant data, especially in the context of the PHEME project (Derczynski
and Bontcheva, 2014). The most relevant dataset, that can be considered as a bench-
mark for different possible evaluation purposes, has been collected by Zubiaga et al.
(2016). The dataset includes tweets related to 9 different rumours collected from
2014 to 2015. A bottom-up strategy was followed to gather data. Subsequently,
tweets with a high retweet count were annotated on different levels (rumour/non
rumour, true/false/unverified etc.) by a group of journalists. Moreover, tweetswere
grouped by events and stories within each event. Each story has information about
the resolving tweet, if present. The resolving tweet is considered as the one that,
for the annotator, was decisive for establishing the veracity of the rumour (Zubi-
aga et al., 2016). In addition, responses to tweets were collected and annotated for
stance with respect to the source tweet. The dataset has been used both in research
(Zubiaga et al., 2016) and for the RumourEval task in the SemEval 2017 evaluation
campaign (Derczynski et al., 2017). Finally, the previously mentioned CREDBANK
(Mitra and Gilbert, 2015) may be a useful resource, especially concerning the verac-
ity classification task of rumours on social media.
Potential shortcomings of current approaches
It is clear that, given the fact that fake news detection, rumour detection, and com-
putational fact-checking, are relatively new topics for the research communities of
Data Mining and NLP, several major issues and potential shortcomings of current
approaches can be pointed out.
First, the lack of widely accepted benchmark datasets may hinder the ability of
clearly assessing the quality of proposed models and strategies to detect and verify
fake news and rumours. In fact, available resources may not be sufficient for i) gain-
ing novel insight on relevant properties of fake news and rumours and ii) building
models able to properly operate in a real world scenario. On the one hand, the pro-
duction of large scale datasets could enable analysis on a level more similar to real
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scenarios, and allow to better identify telltale signs of fake news and rumours that
can help in generalizing approaches and models. On the other hand, the distribu-
tion of benchmark datasets may help researchers in better assessing and evaluating
their models against gold standard data.
Second, a clear trend in favor of supervised classification approaches to fake
news and rumours detection is visible in the literature. Deep learning techniques
have obtained state-of-the-art results, and most recent approaches are focused on
exploiting such frameworks to some extent. As for the feature engineering, there
is still vast room of improvement in terms of generalization capabilities of the fea-
tures. In fact, given the absence of benchmark dataset, many researches focused on
modelling the problem on more limited data, that may not generalize well and be
suitable in real-case scenarios. In addition to this, not many unsupervised or semi-
supervised approaches have been proposed, that could arguably allow for a better
generalization on large-scale datasets and a wider array of topics, and a better un-
derstanding of the problem and of its key characteristics. Modeling the problem
from a different perspective may allow to overcome the limitations of the proposed
classification approaches, namely the need for labeled training data and potential
lack of generalization capabilities in a real world scenario.
2.3 Summary
In this Chapter, a review of the literature concerning the key topics discussed in this
thesis is provided.
Section 2.1 provides basic concepts of textual similarity, both forwords and entire
sequences of text. Themost prominent approaches are thoroughly discussed, with a
specific focus on the ones exploited in the presentwork. Particular focus is also given
to models that can be pre-trained in order to provide out-of-the-box capabilities of
representing words and sequences as distributed vectors in an n-dimensional space.
Moreover, state-of-the-art models are discussed.
In Section 2.2 a review of the literature concerning fake news, rumours fact-
checking and related topics is proposed. Specific topics of interest are state-of-the-
art models, available datasets and data collection strategies.
Chapter 3
Case study: Profiling city areas with
news articles
The problem of modelling the semantics of words, and understanding how their
meanings relate to each other has been at the forefront of NLP research since its
earliest days. The distributional hypothesis, proposed in Harris (1954) and Firth
(1957), was the first staple of future research. For the distributional hypothesis, lin-
guistic itemswith similar distributions have similar meanings. Earliest computational ap-
proaches to such hypothesiswere aimed at building representations for themeaning
of words by exploiting co-occurrences analysis in corpora. More recently, machine
and deep learning have opened new paths to compute themeaning of words asword
embeddings (Turian et al., 2010). Word embeddings are a fixed-size distributed rep-
resentation of words (or sub-words) in a multi-dimensional real space (Bengio et al.,
2003; Mikolov et al., 2013a,b; Bojanowski et al., 2017; Joulin et al., 2017).
In this Chapter, a case study on the use of pre-trained word embeddings for cat-
egorization is presented, in order to perform the profiling of city areas by means of
textual information contained in news articles. In the approach, word embeddings
are implemented for categorizing news articles in several macro-areas of interest
based on their tags. Such categories are then exploited and evaluated by training a
machine learning classifier to label novel articles into these macro-categories.
The reason for the specific case study is driven by two main factors. On the one
hand, the possibility of evaluating the quality of word embeddings, and especially
of pre-trained models, in a rather simple yet useful context. On the other hand, its
purpose is to assess how NLP techniques such as text classification can improve the
quality and performances of other systems and frameworks not directly aimed at
solving language-related tasks. In this case, it proves to be an added value in the
creation of frameworks with the goal of improving the life of residents in the city by
means of technology.
As cities all around the world grow both in size and population, it is becoming
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increasingly important for local governments to access tools and frameworks for
profiling city areas in terms of commercial and social activities, citizens’ behaviour
and issues. Such profiling may in fact be useful for supporting the decision mak-
ing process of local administrations and security officers, as well as for citizens in
a number of use cases, ranging from the improvement of services available to the
community to the effective management of crisis situations. Having a clear and up-
dated snapshot of what actually happens in a given area or neighbourhood of a city
at a given time can improve the quality of services offered to citizens, thus in turn
increasing their quality of life, and help in handling problems such as crime and
weather threats in real time.
Profiling city areas is thus an important aspect especially in the context of smart
cities (Silva et al., 2018; Giatsoglou et al., 2016). The concept of smart city gener-
ally hinges on the idea that a smart city should be able to provide the best quality
of life and services to its citizens through the smart use of technologies. The last
few years have seen a growth in the interest on smart cities from several different
research communities, as different but interconnected domains play an important
role in this context, such as for example the environmental, economical, social and
transportation/mobility ones (Trasarti et al., 2011; Sakaki et al., 2013; Anastasi et al.,
2013; D’Andrea et al., 2015; Yang et al., 2017).
The underlying idea behind profiling is that of making generalizations about
items of interest based on characteristics and patterns found in the data. This en-
ables to construct profiles with such information and to exploit them for the iden-
tification of similar items and categorization of new ones. For what concerns pro-
filing of smart cities, several works have been proposed focused on specific aspects
of the city life. For example, Giatsoglou et al. (2016) proposed CityPulse, a web
platform that exploits large-scale data analysis in order to support decision making
for both citizens and administrations. Analyzed data come from various online so-
cial sources, such as geo-located social media posts (e.g. tweets, check-ins, photos).
In D’Andrea et al. (2018), a framework was proposed to allow for the collection of
available geo-located data (about Points of Interest, posts, traffic information, etc.)
from online web services and sites related to a specific city. By means of the frame-
work, users can build a virtual grid over a specific portion of the territory covered
by a city. Each cell of the grid represents an area, which is characterised by the in-
formation extracted from different online sources. For example, areas of the city can
be grouped together and classified by the different Points of Interest (POIs) that are
included in them.
In this specific context, NLP techniques may provide an invaluable advantage
in that they allow modelling unstructured data, such as texts coming from various
sources, including newspapers and social media, to identify critical aspects of the
city life, considering both events that happen in the city and the perspective of cit-
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izens on such events, and more generally their perception of the city they live in.
This in turn may lead local governments to make informed decision on how to act
in specific neighborhoods or city areas to improve the quality of life for their resi-
dents.
3.1 Methodology
The present work is based on the framework proposed in D’Andrea et al. (2018).
The goal is to exploit the framework for profiling city areas over time by using data
and meta-data extracted from articles of online newspapers.
The reason for choosing online newspaper is straightforward. Generally, web-
based content is particularly useful when considering real-time applications that
aim to build models able to evolve as new data, and therefore potentially new cat-
egories for it, are generated. In this regard, an incredibly valuable source of infor-
mation is clearly online newspapers. In fact, online news is currently the most pop-
ular channel for Internet users to read news. The term Web News Mining has been
recently coined (Iglesias et al., 2016) to identify the huge amount of valuable infor-
mation that can be continuously mined from online news. Usually, several kinds of
data can be extracted from the articles published on online newspapers. One of the
main sources of information is clearly the text, including the title and the body of the
piece of news. In addition to the actual text of the article and the date of publication,
often images, videos, tags describing the categories of the news, comments written
by the readers, information regarding the geo-location of the news, and other meta-
data are included. This type of information can be extremely valuable for profiling
tasks.
The end goal is to provide maps describing the different city areas in terms of
specific events and issues, such as criminality, urban decay, traffic and accidents,
and immigration problems. Such maps can refer to specific periods of time and
specific areas of the city, thus providing the current situation of the city and the
past and future ones, in order to enable comparison and evaluate the changes that
happen in the city. To these ends, the location and the list of tags associatedwith news
articles for the specific city are exploited. This allows, on the one side, to localize
each news in a specific part, or cell, of the city, and on the other side to describe each
cell by exploiting several macro-categories of news based on tags. This description
is constantly updated as new pieces of news are collected and analyzed within the
framework.
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Framework description
A brief description of the framework is provided in the following in order to better
understand how the data are obtained, analyzed and exploited to achieve the end
goal.
The framework consists of four main modules, described below:
DataRetrieval – The data retrievalmodule is used for data collection from theweb.
Web sources are exploited either trough available APIs or via web scraping. The
framework can handle streams of data, as for example is the case for news sources
that are updated almost continuously.
Data Preparation – In the data preparationmodule, several operations are applied
to the collected data for enabling further analysis. Specifically, the data are pre-
processed, aggregated andfiltered according to how the areas of the city are defined.
Specifically, once the boundaries of the city are defined, a simple grid of squared
cells is superimposed on the map. Cell size is defined by the user. For each cell, the
raw data are used to extract relevant descriptive features of the city area.
Data Mining – The data mining module is used to perform analysis on the raw or
aggregated data. Analysis includes several machine learning algorithms for classi-
fication, regression, clustering and so on.
Result Visualization – The result visualization module is finally used to visualize
the raw or aggregated data, and the results obtained by the Data Mining module in
terms of maps, graphs, charts and statistics.
Online newspapers as a data source
As previously mentioned, online newspapers are a rather interesting data source
for text mining. They have in fact attracted a lot of attention from the research
community in the last few years, due to several reasons. First, they are one of the
most prominent information sources for citizens, because they provide an easily-
accessible and always-up-to-date source of information, both for world news and
more locally focused events. Second, from a research standpoint, they prove to be
rather useful because both the data, i.e. the news itself containing text and images,
and the metadata associated with it are interesting. Metadata typically contain geo-
localization of the news, and tags associated with it. A dataset containing around
100,000 news articles and their metadata was for example proposed in Ramisa et al.
(2018). Data and metadata from news articles could be exploited in a wide variety
of data mining and text mining tasks, such as news categorization and localization
of criminal activities (Ramisa et al., 2018; Po and Rollo, 2018; Lin et al., 2018).
For the present work, as the primary goal is to profile different areas within a
specific city, the data source that was integrated into the framework was the Today
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websites.1 The group of websites is owned by the CityNews company. The main
advantages of such websites is that they offer online news for 48 different Italian
cities. Each website refers to a particular city. For example, pisatoday.it reports
news for the city of Pisa, while romatoday.it contains news from the metropolitan
city of Rome. The service is free and it is continuously updated. For our goal, two
kinds of metadata available through the Today websites were extracted, namely the
location and the list of tags. Given the location provided in plain text (e.g. “Via
Appia Nord”), by means of the Geocoding API2 provided by Google Maps, the
exact geographic coordinates of the location can be extracted. As for the tags, they
are provided with the articles themselves. Tags are words (or multi-words) that are
used for describing a piece of news. For example, an article describing an attempted
theft at a local drug store that was stopped by the police may contain tags such as
“Theft”, “Robbery”, “Pursuit”, and “Arrest”. Tags are specified by the author of the
article, and are not limited to any pre-determined list. Nonetheless, they are usually
common words. Each article may contain zero or more tags.
Macro-categorization of articles based on tags
The key aspect pertaining to the present research is the identification of macro-
categories to label each piece of news. In fact, as tags are defined arbitrarily by
the author of the article, this can result in a huge amount of different tags within
the same category of articles, city areas and online newspapers. In order to identify
a set of macro-categories that can broadly specify the various topics each article is
about, word embeddings are used in conjunction with clustering algorithms. This
enables the identification of groups of tags associated with similar topics discussed
in the articles.
The proposed approach stems from the fact that word embeddings have become
the de-facto standard for representing the meaning of words in most NLP tasks. Al-
beit the evaluation of the quality of word embeddings depends on several intercon-
nected factors, such as word relatedness, coherence and downstream performance,
and that the evaluation should be contextualized on the task at hand (Schnabel et al.,
2015), it can be argued that word embeddings have proven their reliability in en-
coding the semantics of words in a machine-readable format (Mikolov et al., 2013a;
Baroni et al., 2014). Specifically, words are represented as real-valued vectors in
a multi-dimensional real space. As the models used for building such vectors typi-
cally learn from the distribution ofwords and their contexts in corpora, it is expected
that, in the resulting space, vectors of words that are typically semantically similar
are closer to each other than vectors of words that bear different meanings. Prox-
1http://www.today.it/
2https://developers.google.com/maps/documentation/geocoding/start
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imity among word vectors is typically computed in terms of cosine similarity, as it
allows disregarding the magnitude of the vector and only considering its direction
in the space.
In the present context, the selected word embeddings were generated via the
neural approach popularized by Mikolov et al. (2013a,b). In such approach, neu-
ral networks are used to learn the embedding of words from unlabelled corpora of
plain text. Specifically, authors propose two algorithms, namely Continuous Bag-of-
Words (CBOW) and Skip-gram for learning the embeddings from unlabelled data
in different fashion. Typically, learned models and representations are stored in the
form of pre-trained word embeddings, that are often made available for download
and usage. The approach proposed in Mikolov et al. (2013a,b) has one key disad-
vantage: out-of-vocabulary words, i.e. words that did not appear in the training
corpus, do not have a representation in the pre-trained model. For this reason, sev-
eral similar approaches have been proposed, including fastText (Bojanowski et al.,
2017; Joulin et al., 2017). In fastText, sub-word information is taken into account
as well. This has the effect of being able to model (i.e. obtain a word vector) also
out-of-vocabulary words.
To obtain embeddings for article tags, a pre-trained fastText model was chosen.
FastText provides pre-trained model for 157 languages (Grave et al., 2018). The
model was originally trained on Common Crawl and Wikipedia texts. The origi-
nal training hyper-parameters reported in Grave et al. (2018) were the following:
CBOW algorithm with position-weights, vector dimension set to 300, character n-
grams length of 5 and window-size length of 5.
Once the vectors for each tag are obtained, an agglomerative hierarchical clustering
algorithm (Witten et al., 2016) is applied to the data with cosine as distance metrics,
in order to find groups of tags with similar meaning. The result, obtained by cutting
the resulting dendrogram at a specific height, is in fact a set of clusters based on the
semantics of the tags obtained by the news articles. Each of the clusters identifies
a macro-category. Macro-categories are then appropriately labelled by manually
checking the tags that are contained in the specific cluster.
Text Categorization Model
Finally, in order to asses the quality of the macro-categories, and to provide the
frameworkwith a trainedmodel able to assign amacro-category to each new article,
a text categorization model is proposed.
A basic approach to macro-category assignment would be to simply select the
cluster in which the majority of new articles’ tags are projected. However, this ap-
proach may pose several problems. First, tags may not have been produced for the
specific news article. Second, as tags are arbitrarily assigned by the author of the
article, new words that are not mapped in the clustering could be used, thus intro-
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ducing the need for assessing the similarity of new tags with entire clusters. Albeit
simple to implement, such an approach would be rather hard to evaluate and to in-
corporate in most use cases. Finally, in the perspective of the framework, if other
sources such as different online news websites are added, such sources may not
adopt a tagging system for their articles.
In order to address such issues, a viable approach would be to exploit tags and
the resulting macro-categories in a semi-supervised way. Specifically, a text cate-
gorization model is proposed that is able to assign one of the macro-categories to a
previously unseen and potentially non-tagged news article. To this end, a multi-
class SVM classifier is adopted, that uses bag-of-words representations for texts
(D’Andrea et al., 2019). Specifically, we evaluated the performances, in terms of
obtained results and computational cost, of two bag-of-words representations for
news articles, namely a Complete one, consisting of the title and the entire text of the
article, and a Partial one, consisting of only the title and the summary of the arti-
cle, to ensure as little sparsity as possible in the representation. In fact, one of the
main drawbacks of the bag-of-words representation is that the feature space grows
linearly with the vocabulary. By keeping only the title and the summary of each ar-
ticle, it is possible to balance the size of the vocabulary, and thus the computational
cost, with the quality and quantity of information, as most of the relevant notions
in a news article are usually contained in the title and summary.
For the training of the text categorization model, a subset of the articles were
used. Articles were labelled based on the macro-category which most of its tags are
associated with.
3.2 Experiments and obtained results
In order to validate the approach, several experiments have been performed. The
outcome of the experiments can help evaluating various aspects of the proposed
method. First, it is possible to evaluate the quality of representations for pre-trained
word embeddings, and the effectiveness of hierarchical clustering on such embed-
dings to categorize words, in this case news article tags, based on their semantic
similarity and relatedness, and obtaining insights into what are the most interesting
and broad categories of news reports. Second, we can evaluate the quality of a ma-
chine learning model based on labels (i.e. the macro-categories) that are assigned
to training data in a semi-automatic fashion. Third, from the framework, and thus
fromamore application-based perspective, it is possible to evaluate the effectiveness
of the profiling of neighborhoods and areas of a city based on news articles.
For the experiments, the Metropolitan city of Rome was selected as the subject
of the analysis. Specifically, the main urban area of Romewas considered, i.e. inside
and near its Ring Road (“Grande Raccordo Anulare”).
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Dataset
In order to obtain news articles for the city of Rome, the RomaToday3 website was
added as a source to the city profiling framework. The website provides news ex-
clusively regarding the Italian capital. Articles from 2014 to 2018 were collected for
the analysis, in order to allow for time variability and quantity of data. As no API
is available for the website, articles and their metadata were collected by means of
web scraping. Table 3.1 presents an article with its English translation and relative
metadata collected from the website.






Title Roma sprofonda, chiusa via diPriscilla: quartiere in tilt
Rome collapses, closed via di
Priscilla: neighborhood in chaos
List of Tags Deviazioni Bus, Strade Chiuse Bus deviations, closed roads
Location Roma, Via di Priscilla
Summary
La strada del Salario interdetta al
traffico tra piazza Vescovio e via
Monte delle Gioie: accertamenti
tecnici in corso sull’avvallamento
The Salario road is closed to traffic
between piazza Vescovio and via
Monte delle Gioie: expert inspec-
tions in progress on the dip
Text of the news
Via di Priscilla chiusa a causa di
un avvallamento. La strada del
quartiere Salario è interdetta al
traffico tra piazza Vescovio e via
Monte delle Gioie...
Via di Priscilla closed to the traf-
fic due to a dip. The street of the
Salario district is closed to traffic
between Piazza Vescovio and Via
Monte delle Gioie...
Table 3.1: Data sample. A news article concerning roads and traffic.
Approximately 17,000 news articles were collected for the selected time span.
Table 3.2 shows a summary of the extracted data. It is important to notice that
more than 3,500 articles do not have any tags. This serves as a further proof that
a text categorization model is actually crucial for the task at hand. Of the whole
dataset, 11,675 articles from 2014 to 2017 were used as the training set for the text
categorization model, while 2,791 articles produced in 2018 were left for testing. As
for the tags, it is important to notice that the number of distinct tags identified is
≈2,900. Therefore, a subset of them was selected by considering their frequency in
the dataset. By using a minimum frequency threshold of 50, 135 distinct tags were
obtained. Finally, a further manual evaluation of the obtained tags was performed,
3www.romatoday.it
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in order to remove the most common and uninteresting words for the analysis, such
as for example “Roma”, “via” (road), and so on. After the manual evaluation, 86
tags in total were considered as relevant. As for the distribution of locations, which
is the other key metadata for the present analysis, Figure 3.1 shows a snapshot of
the distribution of news in the city, visualized within the framework. The particular
distribution refers only to data from 2018. As expected, most news are reported for
the city center area, whereas there is less density in the outskirts of the city.
Total Articles 17,075
Articles without Tags 3,539
Distinct Tags 2,837
Filtered Tags 135 (86)
Labeled Articles (Training Set 2014-2017) 11,675
Labeled Articles (Test set 2018) 2,791
Table 3.2: Summary of the extracted data from RomaToday
Figure 3.1: Distribution of news from RomaToday for 2018.
Identification of macro-categories
In order to identify macro categories, tags were first represented as word embed-
dings. Specifically, the pre-trained Italian fastText model4 was used to this end
(Grave et al., 2018). Concretely, the model was simply queried for a vector for the
tag, as a string. Note that multi-word tags, such as “tentato omicidio” (attempted
4fasttext.cc/docs/en/pretrained-vectors.html
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murder), were left as they were, without further pre-processing. Also note that, in
this phase, only tags from articles in the training set were considered.
Then, agglomerative hierarchical clusteringwas applied to the tags embeddings.
Results, in the form of dendrogram, are shown in Figure 3.2.
Figure 3.2: Dendrogram for clustering of article tags.
As it is clear from the dendrogram, the data distribution makes it possible to
distinguish several clusters, especially when considering higher distances between
the clusters. In order to obtain the actual macro-categories, several values for the
dendrogram cut were experimented. Wemanually evaluate the obtained clusters in
order to assess the value that best suited our needs in terms of distinction among
categories. We finally chose a value of ≈ 0.63. By choosing this value, it was possi-
ble to observe 12 different clusters that best represent the macro-categories of news
articles in the training data. In fact, by choosing a higher threshold, the clustering
would have yielded too broad categories, while lower ones would have yielded a
too fine grained categorization, not suitable for the purpose of this research.
Once the tags were clustered into macro-categories, a manual evaluation was
performed in order to assign an appropriate label to each cluster. Table 3.3 shows
each category and the respective tags.
By looking at the macro-categories, it is clear that the pre-trained embeddings,
paired with clustering algorithms, can effectively distinguish words with similar
meaning, that actually describe the same category. By considering the cosine as
a distance metric for the clustering, the underlying properties of word embeddings
andmore in general of distributional space models of words, that have already been
established in the literature, can be exploited to their full potential.
The more prominently featured macro-category in terms of number of different
tags is the “Crimes” category. It can be argued that this may be due to two main
reasons. First, among the macro-categories, it is clearly the most generic one, en-
compassing several different themes, such as pursuits, shootings, theft, aggression
and so on. However, the data show that it does not include crimes linked to drug
usage or dealing, as they form a similar but independent category. Second, it is clear
that for a newspaper reporting city news, and especially in such a vast city as Rome,
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MACRO-CATEGORY TAG
Crimes
pursuit, shootings, shooting, guns, weapons, explosions, at-
tempted murder, arrests, arrest, complaints, pickpockets, ex-
tortion, fines, House arrest avoidance, theft, muggings, inves-
tigations, car theft, murders, apartment theft, brawl, stabbings,
brawls, robbery, aggression, thief apartments, frauds, quarrels,
seizures, familiar quarrels, thieves, robberies, threats, copper
theft, vandalism
Events demonstration, protests
Squatting commercial squatting, illegal sellers, illegal settlements, squat-ting
Violence against Women women violence, domestic violence, sexual violence, harass-ment, rapes, stalking
Drugs drug arrests, hashish, spaccio, drug dealing, drug, cocaine,drugs, pusher, prostitution, marijuana
Terrorism terrorism, bomb alert
Environmental problems fires, fire, bad weather, flooding
Minorities and diversity shanty town, evictions, nomad camp
Roads and Traffic streets, road checks, road works, accidents, investment, traffic,road closed
Urban Decay holes, garbage, decay, collapses, fallen trees
Suicides suicides, attempted suicide
Missing People missing people
Table 3.3: Macro-categories and their respective tags
crime reports are expected to be featured predominantly with respect to other cate-
gories, and to be describedwith several different, yet very similar among each other,
tags.
In order to get an idea about the overall distribution of macro-categories in the
dataset, each article of the training set was labelledwith amacro-category according
to its tags. In order to be as accurate as possible with the labelling, in this case all the
articles without tags, and articles with tags associated with more than one category,
were considered as unlabelled. In total, we obtained 14,466 labelled articles. The
distribution of categories obtained in this way is shown in Figure 3.3. As expected,
the vastmajority of articles fall under theCrimesmacro-category, also due to the high
number of tags. Other highly represented categories in the dataset are Roads and
Traffic, Environmental Problems, and Drugs. On the other hand, the least represented
categories areMissing People, Events, and Terrorism.
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Figure 3.3: Distribution of macro-categories in the training set.
Text categorization model
After evaluating the quality of the macro-categories in terms of tags they contain,
and having generated the labels for the training set, the text categorization model is
trained on the available articles. The problem is in this case formulated as a multi-
class classification problem. Specifically, given an article, represented by its text
(i.e. title and body), the goal is to label it with one of the 12 predetermined macro-
categories obtained with the tag clustering. Therefore, the problem is considered a
12-class classification task.
In order to find the best trade-off between accuracy and computational cost, sev-
eral experiments concerning both the feature space and the learning algorithm have
been performed. For the feature space, as previously mentioned, two options were
considered to build the bag-of-words representation of news. On the one hand, a
complete representation taking into account the entire text of each piece of news,
and on the other hand a partial representation that only considers the title and the
summary. The complete representation clearly retains more information in its bag-
of-words vectors, but at the cost of sparsity and computational cost, while using the
partial representation may yield a more dense representation and be computation-
ally economical to exploit. As for the learning algorithm, experiments were per-
formed with Logistic Regression (LR),Decision Tree (DT), and Support Vector Machine
(SVM). Thus, overall 6 different models were built. Each model was first evaluated
via 5-fold cross validation to assess its performances. Note that the training data
contain news articles from 2014 to 2017, while the 2018 data were used for testing.
Again, the class (i.e. the macro-category) assigned to both training and test sets is
given by the cluster containing the tags for each article. Articles without tags or as-
sociated with more than one macro-category were discarded. In total, the training
set consist of 11,675 news articles. Results for each model on 5-fold cross validation
are reported in Table 3.4.
For both the complete and partial representations, results show that the classi-
fier based on SVM outperforms the other classifiers by a wide margin. Overall, the
best results have been obtainedwith the SVM_Completemodel. However, the model
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Classifier Accuracy Precision Recall f1-score
LR_Partial 0.84 .092 0.42 0.49
DT_Partial 0.84 0.71 0.69 0.70
SVM_Partial 0.90 0.87 0.73 0.79
LR_Complete 0.87 0.93 0.51 0.59
DT_Complete 0.85 0.71 0.69 0.70
SVM_Complete 0.93 0.90 0.79 0.84
Table 3.4: 5-fold cross validation on different models and feature spaces.
ultimately implemented in the framework was the SVM_Partial one. This choice
was motivated by the fact that, albeit performances for the SVM_Partial model are
slightly worse, especially in terms of recall, than those of the SVM_Complete one, it
has a clear advantage in terms of both training and prediction times. This is because
the feature space, i.e. the vocabulary used for the bag-of-words representation, is
three times smaller. More specifically, the feature spaces for the SVM_Complete and
SVM_Partial models are respectively 75,000 and 24,000 dimensions. This reflects
on the training time as well. For training the SVM_Completemodel on a laptop with
a 2.6 GHz Quad-Core Intel Core i7 and 16GB of RAM, it took around 70 seconds.
The SVM_Partial model was trained in around 10 seconds instead. Class-wise per-
formances for the SVM_Partialmodel are reported in the confusion matrix in Figure
3.4. As expected, the model perform worse for under-represented classes, such as
“Squatting”, “Violence against women”, and “Events”. However, we can argue that
most such under represented classes actually fall under the broader umbrella of the
“Crimes” macro-category (e.g. “Terrorism”, “Violence against women”). It is also
interesting to note how also “Events” articles are often labelled as “Crimes”. This
may be due to two reasons. First, big events in the city are expected to be a catalyst
for criminal activities. Second, if we look at the tags considered for the “Events” cat-
egory, we can note that protests and demonstrations are considered as events. It is
possible that articles describing such events are in fact similar to articles describing
crimes, by for example citing a police intervention.
Finally, the evaluation on the test set was performed. The test set includes a total
of 2,791 articles from 2018. In order to obtain gold labels for the test set, the same
procedure applied for training was followed. Again, the label is assigned based on
tags. Articles with no tags or with tags pointing to different macro-categories were
discarded.
Two different analyses were performed on the test set. First, the whole train-
ing set was used for learning. In this case, the system obtained an F1-score of 0.79
(Precision 0.84, Recall 0.75), and an Accuracy of 0.91. Second, as the framework
is expected to perform in real-time streaming conditions, an additional experiment
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Figure 3.4: Confusion matrix for SVM_partial, 5-fold cross validation.
was performed. Specifically, it was chosen to test the algorithm by incrementally
addingmore data to the training set. The model was first trained on data from 2017,
and tested on 2018 articles. Then, data for each previous year were incrementally
included in the training set in order to evaluate the performances as new data are
provided to the algorithm. Results for the whole dataset and for each run with in-
cremental data are reported in Table 3.5.
Training data Accuracy Precision Recall f1-score
2017 0.88 0.80 0.62 0.68
2017+16 0.90 0.80 0.68 0.72
2017+16+15 0.91 0.84 0.70 0.75
2017+16+15+14 0.91 0.84 0.75 0.79
Table 3.5: SVM_partial performances on test set with incremental training sets.
As expected, the model trained on the whole training set performed best. Per-
formances in terms of F1-score grow almost linearly with the size of the dataset, as
shown in Figure 3.5. Particularly interesting is the improvement on the Recall. It can
be argued that two factors play a key role in this regard. First, as the algorithm is
fed more data, its generalization capabilities are expected to improve. Second, the
addition of new data implies an increase in the feature space used for representing
text, as the vocabulary is expected to increase. This behaviour is similar to the one
reported for the complete and partial models. In fact, the complete model had a
wider margin of improvement especially on the recall, with respect to the partial
one. Albeit the F1-score improves considerably by increasing the size of the dataset,
it must be noted that the same cannot be said of the accuracy. In fact, improvement
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in accuracy when training on only the prior year or a 4-year span is rather limited.
This is probably due to the fact that the overall distribution of macro-categories of
news articles is very similar throughout the years, with no noticeable differences
or new macro-categories to be reported. Nonetheless, accuracy results are rather
encouraging.
Figure 3.5: SVM_partial F1-scores on the test set using different training sets.
As a proof of concept and example of the obtained results, a use case of the frame-
work, integrated with the Today news source and the text categorization model, is
presented in Figure 3.6. Within the framework, the user can select a specific time
span and zoom on a specific zone of the city and check, for each cell, the distribu-
tion of macro-categories. In the figure, the first five most frequent macro-categories
of news concerning the areas of the Termini and Tiburtina Railway stations. By look-
ing at the distribution, it could be assumed for example that these areas have issues
concerning general crimes and especially drug dealing.
Figure 3.6: A map zoom on the city centre, including Termini and Tiburtina railway
stations.
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3.3 Discussion on the results
Several important observations can be made given the proposed goals and the ob-
tained results.
First and foremost, it is clear that exploitingNLP techniques also in contexts such
as smart cities research can provide an added value to the output, especially when
considering as source unstructured or semi-structured data, such as news articles on
the web and their metadata. City profiling is an important issue nowadays, as cities
becomemore andmore the center of activities for most people. Thus, enabling such
kind of analysis may provide great benefits to frameworks such as the one taken into
account for the present analysis.
Second, an evaluation on the use of clustering techniques for word embeddings
was provided. While the semantic similarity or relatedness may be better modelled
with different, more controlled frameworks such as for example WordNet (Miller,
1995; Fellbaum, 1998), pre-trained word embeddings have been proven to provide
a reliable and efficient estimation of words meanings and how they relate to each
other. Themain advantage in exploiting pre-trainedmodels is that, aside from load-
ing the model in memory, no or little further computation is needed for generating
the embeddings. Moreover, as the proposed task in rather generic, and do not hinge
on context-sensitive or domain-specific information, a pre-trainedmodel may prove
to be the best choice in terms of both computational cost and quality of the results.
However, it must be noted that word embeddingmodels, and especially pre-trained
ones, albeit very effective in representing the meaning of single words, or at most
elements such as noun phrases, may not turn to be as reliable for entire sentences or
documents. This specific issue is discussed and analyzed in detail in Chapter 4.
Third, experiments have shown that SVM are a viable strategy for classification
of news in macro-categories identified in a semi-automatic fashion. Albeit in recent
years most natural language understanding tasks have been performed with neural
network models, it can be argued that a more traditional approach, both in terms
of learning algorithm and representation of the features of text can achieve rather
encouraging results. There is a vast amount of literature regarding SVM models as
some of the best performingmodels inNLP tasks, and the obtained results definitely
corroborate this fact. Nonetheless, as a potential future direction, it would be defi-
nitely interesting to experiment also with more modern architectures such as Trans-
formers (Devlin et al., 2019), that have obtained state-of-the-art results in most NLP
classification tasks via the pre-training and fine-tuning paradigm. This is also true
of word representation. Albeit research on this topic has demonstrated that word
embeddings based on Skip-Gram or D-BOW are able to outperform Transformer-
based ones in certain tasks, it would be nonetheless interesting to evaluate their
performances on this rather simple, yet still challenging, task.
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Finally, given the obtained results, it is clear that the natural direction of this kind
of research, especially in terms of distributional representation, is provided by the
possibility of modelling not only words, but entire sentences and documents in a
distributed space. In the present case study, for example, it could allow avoiding
metadata such as tags in order to directly focus on the data itself, and identify simi-
larities and regularities among articles that can lead to their profiling in a strictly
unsupervised way. This is advantageous especially because it eliminates the re-
quirement of labelling data and learning complex supervised models that could,
in time, lose their generalization capabilities due to shifts in the concepts and notion
that are provided in the data. This issue is at the core of the discussion presented in
Chapter 4.
3.4 Summary
In this Chapter, an approach to the profiling of news articles in macro-categories in
the context of a framework for profiling city areas was presented.
Section 3.1 describes the proposed methodology. The framework for city areas
profiling is first presented. Then, a description of howonline newspaper can be used
as data source is proposed. Subsequently, a description of the two key elements is
shown. On the one hand, a method for obtaining macro-categories based on article
tags word embeddings. On the other hand, a text categorization model aimed at
classifying news articles in one such macro-category.
In Section 3.2, the experiments performed to evaluated the proposed methods
are presented, including the collection of the dataset. Experiments consist in (i)
identifying macro-categories from tags of real world articles via clustering, and (ii)
training the text categorization model to label articles with macro-categories, with
training data of varying size.
Finally, Section 3.3 proposes a discussion of the obtained results and potential
further works in this area.

Chapter 4
Using distributed representation to
identify professional figures from
résumés
Modelling sentence and document similarity via unsupervised learning algorithms
enables the possibility of identifying patterns that can be exploited for profiling
without the need for additional structured information that is not directly included
in the text. In this chapter, such idea is explored by considering a case study con-
cerning the profiling of professional figures through the analysis of job applicants’
résumés.
Profiling professional figures is becoming more and more crucial, as companies
and recruiters face the challenges of the so called Industry 4.0. Nowadays, the re-
cruiting process of any company holds an important strategic and economic value.
In fact, the identification of the best candidate for a given job, and the identification
of candidates with diverse skills that can work well with each other is a valuable
asset for any company. It can be argued that this holds especially true for sectors
such as Information Technology (IT), where the market is extremely dynamic, and
specific professional profiles often have a short time span, linked to the most trend-
ing technologies. These are in fact often proposed and replaced within a few years,
forcing professionals to dynamically update their knowledge in order to be suitable
for different job positions, and remain appealing in the jobmarket. These considera-
tions are valid and current for any work sector that has been influenced by Industry
4.0.
Both recruitment agencies andHuman Resource (HR) departments within com-
panies are therefore in need of modern tools that can help them in the process of re-
cruiting new professional figures or re-assigning resources to different departments
based on their skill set. Such tools are often referred to as Applicant Tracking Systems
(ATSs). These systems have been extensively used in HR departments and recruit-
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ment companies to track resources and skills. Most existing ATSs are based on the
Customer Relationship Management (CRM) paradigm, but with a specific focus on the
tracking of potential candidates and their characteristics (e.g. experiences, availabil-
ity, and skills), and the identification of the most suitable candidates for specific job
opportunities. Such systems are widely adopted and provide good performances,
both in terms of matching and computational costs.
Today’s ATSs belong to two main categories: direct recruitment and indirect re-
cruitment. Direct recruitment ATSs are specifically targeted for HR departments, in
order to perform the direct recruitment of resources for the various departments
and jobs available internally in the company. They are often also used to keep track
of employees and their skills. Indirect recruitment ATSs are instead geared towards
consulting, recruiting and interim agencies. The specific needs of such companies
are in fact different, and cover awider range of tasks. For example, theymust be able
to store and match job opportunities and potential candidates coming from differ-
ent sources. Moreover, they need to be reliable, efficient, mostly autonomous, and
more generally user-friendly, in order to simplify the work of recruiters and similar
professional figures.
One of the main drawbacks of ATSs in general is that they are often based on
manual evaluation of résumés and heuristic rule-based algorithms in order to find
the most suitable candidates. Therefore, in the last few years, there has been an
increasing interest, both froman industrial and a research perspective, in developing
data-driven tools that can automatically assist recruiters and personnel managers in
their daily life. Ideally, such systems should be able to automatically identify similar
profiles, based on information that can be extracted from their résumés.
Albeit the topic is currently attracting an increasing interest both from a research
and an application standpoint, literature concerning especially text mining in this
specific domain is still scarce. Very few researches on the impact of ATSs on the
recruitment process have been proposed within the business economics field (Eck-
hardt et al., 2014; Laumer et al., 2014). In addition, a small number of recent ap-
proaches have proposed the implementation of data mining and information re-
trieval techniques both in the recruitment process and in performing job recommen-
dations (Heggo and Abdelbaki, 2018; Shehu and Besimi, 2018). We can argue that
this may be due to two key factors. First, résumés often contain private information
about candidates, such as phone numbers, addresses and so on. Due to privacy con-
cerns, especially in the research field, it is becoming increasingly difficult to collect
and store such kind of data and comply with GDPR-like regulations. Second, it is
even more difficult to obtain such data with gold labels (i.e. a ground truth about
the résumé) for specific tasks, such as document classification or categorization. It
is clear that extensive research in the direction of improving software such as ATS
is still in its embryonic stage.
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In the presentwork, two different approaches focused on building and analyzing
distributed representations of résumés are proposed. The approaches are rather
similar in their premises, in that they both exploit unsupervised algorithms to learn
representations of sentences and entire texts.
The first approach employs an algorithm for keyword extraction based on word
entropy weighting over time (Dumais, 1992). Such keywords are used for learn-
ing distributed representations of the résumés via the paragraph vector algorithm (Le
and Mikolov, 2014). The representations are evaluated through manual analysis
and clustering techniques. The approach is presented in Sec. 4.1. Such approach,
albeit effective, presents several important drawbacks. First of all, it results to be
quite computationally expensive, as résumés are passed through several demand-
ing steps of analysis, including pre-processing, keyword extraction, and the learning
phase by means of Doc2Vec. In a real world scenario, all such steps should be re-
peated as new data are collected. Second, concerning the keyword extraction phase,
albeit effective, it may produce spurious results that, in turn, could affect the learn-
ing phase and thus the quality of the final representation. Finally, albeit Doc2Vec
is shown to effectively learn from domain-specific data, and perform better than
simple pre-trained word embeddings models, it is clear that in order to learn accu-
rate representation a lot of such domain-specific data are required, that may not be
available.
The insights gained from the analysis of the performances on the first method
and its key drawbacks drove the development of the second approach, presented in
Section 4.2. In order to remove the need of searching for specific keywords, summa-
rization techniques are proposed that effectively remove redundant information of-
ten contained in résumés. Then, to address the issues generated by usingDoc2Vec as
a language model, the use of Sentence-BERT (Reimers and Gurevych, 2019) is pro-
posed. Sentence-BERT is a state-of-the-art pre-trained language model based on the
transformer architecture that is specifically tuned for sentence-level representation.
Also in this case, the quality of the resulting representation is evaluated through
clustering techniques, both quantitatively and qualitatively.
As for the clustering, agglomerative hierarchical clustering was chosen to evaluate
and profile résumé embeddings in both approaches. One of the main reasons to
choose hierarchical clustering over other different partitioning algorithms is that hi-
erarchical clustering yields a clustering that has an intrinsic hierarchy, based on a
distance metric between objects, that can be explored in both directions. This may
be crucial when considering data such as résumés, which have to be grouped into
professional profiles. In this way, such profiles can be described at different levels
of granularity, from broader to more specific ones. This may prove invaluable when
dealing with new, unseen résumés, that can therefore be assigned to a profile based
on the hierarchy, at various levels of granularity. Agglomerative hierarchical clus-
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tering algorithms seek to build a hierarchy of objects based on a linkage criterion
that is used to merge two clusters of objects (also containing one object only) into a
unique cluster at a higher level of the hierarchy. The algorithm follows a bottom-up
approach. At the beginning, each object belongs to one cluster. Iteratively, at each
level of the hierarchy the algorithm merges the two most similar clusters based on
the linkage criterion, until all objects are assigned to one cluster.
From the obtained results, it is clear that the transformer-based architecture, that
employs pre-trained models, is able to better model longer sequences into seman-
tically relevant representations, proving that transformers with strong pre-training
are rather effective in tasks and scenarios where themeaning of sentences and entire
texts must be compared and modelled.
4.1 Résumés as Bag-of-Keywords with Doc2Vec
The first described approach exploits more traditional techniques of NLP and dis-
tributional semantics to identify profiles from résumé texts. An overview of the
entire process, including a clustering phase in which distributed representations of
résumés are analyzed for profile identification, is shown in Figure 4.1.
In theNLP phase, two different steps are applied to the data. First, a keyword ex-
traction algorithm is used to identify and extract potential candidate keywords, both
single and multi-words, from each résumé, by employing term entropy as a weight-
ing measure for their relevance. Further, such keywords are exploited to generate a
distributional semanticmodel of résumés bymeans of the paragraph vector algorithm
(Le and Mikolov, 2014).
Preprocessing

















Figure 4.1: Overview of the approach based on keyword extraction and the para-
graph vector algorithm.
The data are first pre-processed in order to both improve the quality of the ob-
tained representation and reduce the computational cost. The goal is to obtain con-
tent words from texts and filter out several words that are not interesting for the
analysis. In order to do so, sentence splitting, tokenization and Part-of-Speech (PoS)
Tagging are applied to each résumé using SpaCy,1 a Python toolkit which provides
1https://spacy.io/
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deep learning based models to perform linguistic analysis for several languages, in-
cluding Italian, out of the box. In addition, we remove a list of stop-words such as
“Curriculum vitae”, that are not interesting for the representations.
Keyword Extraction
For the keyword extraction algorithm, two main goals are pursued. On the one
hand, keyword quality is taken into account. The aim is to identify keywords that
can best describe résumés without losing information, and thus improve the profil-
ing. On the other hand, it is interesting to take into account time, i.e. when a given
résumé was actually produced or used to apply for a position. Such temporal as-
pect may prove to be beneficial for the identification of regularities and novelty in
word usage. Such novelty may in turn represent the emergence of a novel profile or
professional figure.
Figure 4.2 shows the flowchart of the keyword extraction algorithm. The algo-
rithm itself is rather simple and straightforward. A time-window strategy based on
the production date of résumés is adopted for selecting batches of data, in order to
identify the most relevant keywords for a given period of time. The time window
can be set and is in the range [1, n] days.
Figure 4.2: Flowchart of the Keyword Extraction algorithm.
The main idea is to identify words and terms (i.e. n-grams) by exploiting their
frequency in order to compute a set of weights. The weights are used sequentially
to identify candidate terms and filter them out. First, for each time window the fre-
quencies of the n-grams with respect to each document are computed. N-grams are
considered a sequence of n sequential tokens in the text. While the algorithm allow
for varying sizes of n, in the proposed implementation only n-grams up to tri-grams
are considered. Moreover, only certain PoS patterns are considered to be relevant.
For instance, we want to identify n-grams such as “full stack developer”, but we
have no interest in n-grams like “expert in”, that would increase the computational
complexity of the algorithm without extracting meaningful terms. Specific content
word PoS (e.g. nouns, adjectives) and specific PoS patterns that are often found in
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multiword expressions are considered, such as adjective-adposition-noun, as in “flu-
ent in Python”.
Then, the relative frequencies computed for the specific time window are used
to perform an on-line update of the overall frequency counts and weights for each
n-gram.
Concerning the weights and selection criteria for the identification of keyword
n-grams, several cascade selections and weightings are performed. In order to iden-
tify candidate n-grams, we exploit classical association measures such as Pointwise
Mutual Information (PMI) (Church and Hanks, 1989). The PMI of two or more
words quantifies the discrepancy between their joint probability and their individ-
ual marginal probability by assuming independence. More specifically, given two
words x and y,
PMI(x; y) = log
p(x, y)
p(x) ∗ p(y)
Probabilities are estimated bymeans of frequency. In particular, p(x) (and p(y))
can be easily estimated as f (x)/N, where f (x) is the frequency of x in the data, and
N the total number of unigrams. Joint probability p(x, y) is computed as p(x, y) =
f (x, y)/Nbigrams.
In addition, since PMI is based on joint probabilities of events, it satisfies the chain
rule (or general product rule) of probability. Thus, PMI for trigrams is computed
as PMI(x; yz) = PMI(x; y) + PMI(x; z|y). We implement a slight variation of the
PMI formula, namely Positive PMI (PPMI). PPMI is simply defined as PPMI(x; y) =
[PMI(x; y)]+. We select as candidate n-grams only terms that have a PPMI equal to
or larger than 1.00. This ensures that we only select pairs or triplets of words that
have a chance of co-occurring together higher than they were independent. Note
that PPMI for unigrams is 1.00.
Once candidates terms are identified, a scheme based on term entropy was se-
lected to finally extract the keywords. Term entropy (Shannon, 1948) measures the
average uncertainty of a given term in a collection of documents (Dumais, 1992),
thus providing an efficient method for estimating the relevance of such term for the
collection of documents at hand. It is defined as:






where D represents the overall number of documents in the collection, and p(tj)
represents the probability of the term t for the document j. Again, such probability
can be approximated by looking at term frequencies. More specifically, if f (tj) is the
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In summary, the proposed approach updates PPMI and entropy for all consid-
ered terms, and selects those with a PPMI equal or larger than 1 and an entropy
value equal to or larger than a predetermined threshold WT for each iteration (i.e.,
for each time window).
By employing such strategy, both terms that frequently occur across all timewin-
dows, and novel terms thatwere previously not considered, can be identified. More-
over, a set of keywords that have been manually selected as relevant by experienced
recruiters are employed as well. In this framework, both manually selected key-
words and automatically extracted ones coexist.
Each résumé is actually represented by the keywords that have been considered
relevant for its time window that are found in its texts. The advantage of this rep-
resentation is twofold. First, considering only relevant keywords allows learning
a higher quality representation of texts. Second, as relevance of keywords is re-
computed for each time window, this could ensure a greater ability to discriminate
between different skills represented in résumés and job opportunities.
Résumé representation with Doc2Vec
Once each résumé is represented with its relevant keywords, Doc2Vec or the para-
graph vector algorithm (Le and Mikolov, 2014), is used to generate résumé level em-
beddings. The algorithm builds upon the notion of word embeddings by first learn-
ing word embedding representations, and then using them in order to generate a
vector for the whole document.
Two different architectures are available for modelling sentences and documents
with Doc2Vec, namely Distributed Memory (PV-DM) and Distributed Bag-of-Words
(PV-DBOW). The former exploit a concatenation of paragraph vectors and word
vectors with the objective of predicting the next word in a given window. The lat-
ter simply learns vector representations by means of predicting words sampled at
random from the output paragraph. As résumés have a semi-structured format,
in which similar patterns of words are often repeated among résumés, a language
model that takes into account word ordering such as PV-DM may be easily fooled
in assigning a higher similarity score to different profiles due to very similar lexical
and syntactic structures. Thus, PV-DBOW was chosen as a learning algorithm for
résumés.
Evaluation of the approach
Several experiments have beenperformed to assess the effectiveness of the approach.
Experiments were executed on a dataset of 12, 957 Italian résumés. The résumés
were made available by the company IT Partner Italia following the General Data
Protection Regulation (GDPR). They describe profiles in the IT sector, and were
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produced between 2016 and 2017. Each résumé is provided with several additional
annotations, such as city of provenance and skills of the candidates (i.e. main skill,
secondary skill, etc.). Such information is however automatically extracted from
the résumés using a proprietary algorithm, and therefore cannot be considered as
a gold labelling. However, it can still provide a rather good approximation of the
skills of a given candidate, that can be in turn used for the evaluation. It must be
observed that, as résumés were obtained from different sources and in different for-
mats, errors and inconsistencies could arise during conversion in plain text.
The following parameters were adopted for the keyword extraction algorithm.
For the PoS patterns, we included nouns, proper nouns and adjectives, and all com-
binations of three nouns, proper nouns, adjectives, adpositions and determiners,
that form multi-word patterns in Italian, e.g. “dispositivi Android” (Android de-
vices), “reparto tecnico” (technical department), “sviluppatore Java” (Java devel-
oper). For the time window, 180 days was chosen, as a too small window would
yield results that are too fine grained for the proposed goal, and a broader one could
hinder the performances regarding time-specific keywords.
For what concerns the PV-DBOW algorithm, the implementation provided in
Gensim was used, named Doc2Vec.2 The language model was trained for 5 epochs,
with a minimum number of occurrences per word equal to 5. The output vector
size was set to 200. All the other parameters and hyperparameters were left to their
default value.
Finally, for the sake of comparison, a representation based on pre-trained word
embeddings was also implemented. The pre-trained model of fastText for the Italian
language was used (Grave et al., 2018). In this case, the résumé embedding was
simply computed as the mean of word embeddings for the keywords.
The available dataset lacks appropriate gold labels. Thus, the proposed eval-
uation is performed in order to determine the capability of the system in distin-
guishing between rather similar and very different profiles. For example, we aim
to represent a Java developer and a database engineer with vectors that are farther
away with respect to those representing a Java developer and a Python developer
résumés. In order to do so, two small sets of résumés were selected based on their
main skill, and evaluate the text of the résumé to verify that information. Such skill
could represent at least a reasonable approximation of the profile of the résumé. As
the dataset is not publicly available, no other information can be provided in this
context. The first set includes résumés that are labelled with the same main skill
“Java Junior”. The second set includes instead résumés that describe very different
skills, that are “Java Senior”, “Help Desk intermediate”, “Network engineer junior”,
“Web designer senior”, and “Accounting employee”.
Both the Doc2Vec and fastText representations are evaluated by means of co-
2https://radimrehurek.com/gensim/models/doc2vec.html
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sine similarities between the learned representations. Results for the two sets and
for the two representations (Doc2Vec and pre-trained word embeddings) are re-
ported in Tables 4.1 and 4.2. The proposed approach based on Doc2Vec appears
to be promising, as résumés for the various “Java Junior” profiles tend to have a
higher cosine similarity among them, while similarities between different profes-
sional figures are generally much lower. On the contrary, the pre-trained fastText
representation yields cosine similarities that are very high between all the résumés.
Thismay occur because by simply averaging pre-trainedword embeddings of rather
complex texts, it is likely that the resulting vectors will be actually found in the same
region of the space. This may also be due to the fact that, in the case of traditional
pre-trained word embeddings such as fastText, they are actually trained on general-
purpose corpora (e.g. Wikipedia). On the contrary, the Doc2Vec representation is
learned directly from domain-specific data. It is clear that a more refined analysis
would be in order to better evaluate the method. Nonetheless, it is useful to notice
such difference at a glance.
ID 1 2 3 4 5
1 1 # # # #
2 0.65 1 # # #
3 0.66 0.96 1 # #
4 0.70 0.95 0.94 1 #









Sr. 1 # # # #
Help
Desk -0.01 1 # # #
Network
Eng jr. 0.35 -0.01 1 # #
Web
Design sr. 0.43 -0.10 0.50 1 #
Account.
Employee 0.60 -0.08 0.27 0.52 1
Table 4.1: Cosine similarities between Java Junior profiles (left) and between differ-
ent profiles (right) using Doc2Vec.
ID 1 2 3 4 5
1 1 # # # #
2 0.77 1 # # #
3 0.91 0.78 1 # #
4 0.91 0.83 0.97 1 #









Sr. 1 # # # #
Help
Desk 0.96 1 # # #
Network
Eng jr. 0.96 0.96 1 # #
Web
Design sr. 0.93 0.91 0.91 1 #
Account.
Employee 0.93 0.97 0.94 0.91 1
Table 4.2: Cosine similarities between Java Junior profiles (left) and between differ-
ent profiles (right) using fastText pretrained word embeddings.
Finally, in order to verify whether the approach can enable the identification
of profiles and discriminate among résumés with diverging skill sets, hierarchical
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Figure 4.3: Doc2Vec representation
clustering.
Figure 4.4: Pre-trained embeddings
clustering.
clustering was applied to both the Doc2Vec and fastText-based representations of
résumés. More specifically, a complete-linkage hierarchical clustering with cosine
as distance metric was used. Fig. 4.3 and Fig. 4.4 show the two dendrograms ob-
tained by the two representations, respectively. By analysing the dendrograms, it
can be noted that different clusters are actually determined, albeit not clearly dis-
tinguished. The Doc2Vec representation appears to yield more well-defined and
homogeneous clusters with respect to the pre-trained fastText. We can appreciate
how actually different clusters of curricula can be identified. It is evident that the
approach proposed is able to determine groups of curricula with similar character-
istics. For instance, if we cut the dendrograms at distance 10, we can observe that
for the pre-trained embeddings representation several clusters contain less than 10
elements, and two macro clusters contain a number of résumés up to around 3500.
Conversely, the clustering produced with Doc2Vec at the same distance is more ho-
mogeneous. Résumés and keywords are more evenly distributed across clusters.
Further, a number of clusters for the two representations was analyzed. We real-
ized that the clusters generated by using pre-trainedword embeddings are generally
less relevant for a recruiter. Just to give an example, using Doc2Vec we obtained for
example a cluster with frequent keywords such as “web service”, “TCP IP”, “Active
Directory”, “MYSQL”, “web application”, that clearly describe the profile of a web
developer. On the other hand, by analysing clusters obtained with pretrained word
embeddings, they appear to be less descriptive. For example, one cluster contains
the following frequent keywords: : “C”, “Java”, “Photoshop”, “Google Analytics”,
“e-mail”, “marketing”, “assistente amministrativo” (administrative assistant). It is
clear that such cluster cannot be considered as a proper representation for a given
profile.
The approach proposed in this section is promising, but it presents several im-
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portant drawbacks that should be taken into account. First, it is clear that the ap-
proachmay be quite computationally expensive, as résumés are passed through sev-
eral steps of analysis, including pre-processing, keyword extraction, and the learn-
ing phase by means of Doc2Vec. In a real world scenario, all such steps should be
repeated as new data are collected. For example, for a dataset consisting of 10,000
résumés, the processing time approaches 8 hours of computation on a virtual ma-
chine equipped with a 2.6 GHz Dual-Core Intel Core i5 and 6 GB of RAM. Second,
concerning the keyword extraction phase, albeit effective, it may produce spurious
results that, in turn, could affect the learning phase and thus the quality of the final
representation. Finally, albeit Doc2Vec can effectively learn from domain-specific
data, it is clear that in order to learn accurate representation a lot of such domain-
specific data are required, that may not be available. On the other hand, traditional
pre-trained word embeddings models appear to be not suitable for modelling the
semantics of sentences and documents. Therefore, a different strategy is proposed
in order to address such issues and improve performances.
4.2 Summarization and pre-trained Language Models
for categorization
Given the shortcomings pointed out for the approach presented in 4.1, a second
method has been proposed to enable the detection of profiles of professional figures
from résumés.
On the one hand, the proposed approach relies on extractive summarization rather
than keyword extraction to reduce and simplify the texts of résumés. This has the
advantage that whole sentences are considered as relevant, thus maintaining both
the lexical structure and the words. Moreover, it enables for reducing redundancy
of information typically contained in résumés texts.
On the other hand, the use of pre-trained Transformer-based language models is
proposed to represent sentences and, in turn, whole résumés, rather than Doc2Vec.
This can be beneficial for several reasons. First, no further learning is needed, thus
reducing the computational cost of projecting words and sentences in a distributed
semantic space. However, we must note that, given domain-specific data, such
models could be further pre-trained on such domain-specific knowledge to improve
performances. Second, these systems, and more generally Neural Language Mod-
els (Bengio et al., 2003), allow for a representation of words and sentences that
can incorporate their semantic quality, therefore enabling the identification of se-
mantically similar words, sentences, and entire texts. In particular, Sentence-BERT
(Reimers and Gurevych, 2019) models provided state-of-the-art performances in
numerous sentence-level tasks that require to embed the meaning of whole sen-
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tences in an n-dimensional vector and compute their reciprocal similarity.
Also in this case, agglomerative hierarchical clustering on résumé-level embed-
dings is applied to identify profiles, and the performances of the clustering based on
the different pipelines of representation are evaluated both qualitatively, by visually
analysing the outputs of the clustering algorithm, and quantitatively, by consider-
ing performance indexes such asAdjusted Rand Index (ARI) and BCubed Precision,
Recall, and F1 Score. The results obtained on the available dataset are encouraging,
and allow stating that the proposed approach could be viable in building systems
that can identify profiles of professional figures based solely on data and in an un-
supervised fashion.
Figure 4.5 present a visual representation of the pipeline for the proposed ap-
proach to obtain profiles from résumés.
Figure 4.5: Flowchart of the approach based on summarization and Sentence-BERT.
Summarization
In order to perform summarization of résumés we experimented two different tech-
niques, both based on the concept of sentence representation.
The first techniques relies on BM25-TextRank algorithmproposed in Barrios et al.
(2016). The algorithm is a simple yet effective variation of TextRank (Mihalcea and
Tarau, 2004). It implements a different distance metric to compute similarity be-
tween sentences. More specifically, it uses the BM25 (Robertson et al., 1995) rank-
ing function to determine the most relevant and informative sentences. The BM25-
TextRank algorithm is available as part of theGensimPython library.3 (Řehůřek and
Sojka, 2010) The number of sentences to keep with respect to the whole document
is set via a ratio parameter.
As for the second technique, summarization is performed based on the algo-
rithm described in Miller (2019). The proposed approach leverages a BERT-based
3https://radimrehurek.com/gensim/
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language model to extract sentence embeddings trough a standard BERT architec-
ture, and k-means clustering to identify the most relevant ones. Specifically, once
sentence embeddings are obtained, k-mean clustering is applied to identify clusters
and their centroids. The value of k is inferred by the number of sentences in the doc-
ument multiplied by a parameter, the ratio, i.e. a real number between 0 and 1. For
example, with a ratio of 0.3, the number of k clusters will be given by the number of
sentences multiplied by 0.3, therefore actually keeping 30% of the whole text. The
final summary is given by sentences whose representations are closest in terms of
cosines to the k cluster centroids. This enables to filter out sentences that are very
similar to each other, by picking the most representative one of the group (i.e. of
the cluster). The implementation of the approach is made available as a Python
library.4 As for the transformer architecture and model used, the pre-trained Distil-
BERT model (Sanh et al., 2019) was chosen due to computational constraints.
From the summarization process, a shorter but more focused version of résumés
is obtained, containing only the most relevant sentences. Note that résumés are still
represented as plain text.
Embeddings of résumés with Sentence-BERT
Once the summarized version of the résumés are obtained, a Transformer-based
architecture is leveraged to convert such summaries into n-dimensional vectors. In
order to do so, a Sentence-BERT pre-trained model (Reimers and Gurevych, 2019)
is used.
In the literature, pre-trained models based on the Transformer architecture have
obtained state-of-the-art results inmany sentence classification tasks via fine-tuning
(Devlin et al., 2019) and for language modelling. Aside from such tasks, the Trans-
former architecture is often used for feature generation for contextualized words
and sequences embeddings. However, while the use of such word embeddings has
proven to be a viable, if not better alternative to word embeddings such as those
from word2vec (Mikolov et al., 2013a), the same cannot be said for sentence-wide
representation. Sentence-wide representation can be obtained from such architec-
tures, typically by considering the representation of special tokens in the sequence
or by performing pooling operations on vectors of tokens in the sentence. However,
BERT sentence representation may not be semantically relevant, as clearly stated
by Devlin et al. (2019). Thus, they may not be suited for semantic similarity tasks
in unsupervised scenarios, such as clustering. Therefore, the approach introduced
in Reimers and Gurevych (2019) is followed. Here, authors propose to use siamese
networks to fine tune BERT-based models on semantic similarity tasks, in order to
produce sentence embeddings that are semantically relevant and can be compared
4https://github.com/dmmiller612/bert-extractive-summarizer
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with measures such as cosine similarity. More specifically, their approach consists
in training two identical BERT models. Each model has an additional pooling layer
on top of the transformer architecture, in order to compute the sentence embed-
ding based on words. Each model is fed by a sentence, and produces an output
embedding. Then, the loss of the model is computed based on a measure of simi-
larity between the two sentences, and the weights are adjusted accordingly during
fine-tuning. The measure of similarity can be either a continuous value, or a class
describing if the two sentences are similar in meaning. Models are pre-trained and
fine tuned on Natural Language Inference (NLI) and Semantic Textual Similarity
(STS) tasks and datasets. For semantic textual similarity, Sentence-BERT models
are shown to clearly outperform standard BERT models. The implementations of
Sentence-BERT and several pre-trained models are available through the sentence-
transformers5 Python library. Among the models available for generating sentence
embeddings, distilbert-base-nli-stsb-mean-tokens was chosen. The base pre-trained
model is described in Sanh et al. (2019). The model was fine-tuned on the compo-
sition of SNLI (Bowman et al., 2015) and MultiNLI (Williams et al., 2018) datasets,
and on the training set of STS benchmark dataset (Cer et al., 2017). As for the pool-
ing operation, mean or average pooling is used. The advantage of using DistilBERT
as opposed to a BERT model is that, despite a slight decrease in performance, it is
much faster to compute embeddings, and at a fraction of the computational cost.
Reported performances are in fact slightly worse than BERT models (Reimers and
Gurevych, 2019). However, such architectures can be easily used without the need
for GPU acceleration to generate embeddings of sentences from pre-trainedmodels.
Evaluation of the approach
A different dataset with respect to the one employed in 4.1 was chosen for the eval-
uation.
The dataset contains 1219 résumés written in English. A repository with the
dataset is available on the platform Kaggle.6 Since some of the résumés appear to
be corrupted or not available, the analysiswas performed on a total of 1,202 résumés.
Each data point is represented by the plain text of the résumé and a category label,
that indicates the job sector of the résumé. In total, 25 categories are represented
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Figure 4.6: Number of instances in the dataset for each category.
Evaluation metrics
The main reason to choose such dataset, and its main advantage over the one em-
ployed in 4.1 is that, to the best of our knowledge, it is one of the only publicly
available datasets with gold labels for each résumés. This enables also a quantita-
tive evaluation of the technique. Specifically,Adjusted Rand Index (ARI) (Hubert and
Arabie, 1985) and BCubed Precision, Recall, and F1-score (Bagga and Baldwin, 1998)
were employed to this end.
Rand index can be used as a measure of similarity between two clusterings. If
one of the two clusterings is represented by the actual labels of the dataset, it can
be considered as a measure of the accuracy of the clustering algorithm under eval-
uation. Rand Index is computed by considering all the pairs of objects as RI =
Count_o f_Pairs_in_Agreement
Total_Number_o f_Pairs . Pairs in agreement are actually all pairs of objects that are
either assigned to the same cluster, if they belong to the same category, or assigned
to different clusters if they belong to different categories. As Rand Index tends to
yield high values for random partitions, ARI is used. ARI is a version of Rand Index
that is corrected for chance. ARI is computed as ARI = RI−Expected_RIMax_RI−Expected_RI where ex-
pected RI is a correction for chance based on the expected similarity of all pair-wise
comparisons between clusterings specified by a random model.
The BCubedmetrics are based on the correctness of relationship between objects.
Let L(o) and C(o) be the category and the cluster of object o, respectively. As stated
in Amigó et al. (2009), correctness of the relationship between o and another object
68
Using distributed representation to identify professional figures from
résumés
o′ is computed as:
Correctness(o, o′) =
{
1 iff L(o) = L(o′)⇐⇒ C(o) = C(o′)
0 otherwise
(4.1)
Precision of o is given by the proportion of objects assigned to its cluster that be-
long to the same category. Recall is computed as the proportion of objects belonging
to the same category as o that are assigned to the cluster of o. Overall precision and
recall are computed averaging the precision and recall of each object in the dataset.
Finally, F1-score is computed as F1-score = 2× Precision×RecallPrecision+Recall .
Experiments and results
Results of the approach are evaluated both quantitatively and qualitatively via clus-
tering analysis. As the quality of the résumé embedding is affected by the sum-
marization method, results are evaluated by applying clustering to (i) embeddings
generated after summarization with the k-means based method, (ii) embeddings
generated via the BM25-TextRank algorithm, and (iii) embeddings generated with
no summarization, as a baseline. For both the summarizationmethods, a ratio of 0.3
was chosen. Therefore, 30% of sentences for each résumés are taken into account for
generating the final résumé embedding. The pre-trained model for sentence-level
embeddings is the same in all experiments. Also, in all the experiments résumé
embeddings are computed by simply averaging sentence-level embeddings. As for
the agglomerative hierarchical clustering parameters, complete linkage is used as it
allows creating more compact clusters than other linkage criteria, and cosine is used
as distance metric, since it is the most widely used measure of distance or similarity
among embeddings.
Figures 4.7, 4.8 and 4.9 show the dendrograms obtained with each of the pro-
posed summarization methods.
It is already clear by a simple visual analysis of the dendrograms that the BM25-
TextRank text summarization method (Figure 4.9) provides more evenly sized clus-
ters, that better resembles the distribution of categories in the dataset.
For a quantitative evaluation of the clustering, ARI and BCubed Precision, Re-
call, and F1-Score were computed at different heights in the dendrogram. Specifi-
cally, cuts of the clustering were performed at distances ranging from 0.05 to 1.00 at
intervals of 0.05. Results for the best four clustering obtained in this way in terms of
F1-score are reported in Tables 4.3, 4.4, and 4.5.
Results show that the BM25-TextRank algorithm for summarization performs
best. On the contrary, the k-means based approach with DistilBERT embeddings
appears to perform worse than the baseline with no summarization. This can be
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Figure 4.7: Dendrogram with no summarization (whole résumé embeddings).
Baseline.
Figure 4.8: Dendrogram with K-Means summarization method.
taken as a further indication that pre-trained BERT based embeddings are not effec-
tive in generating embeddings for whole sentences or documents.
It is nonetheless important to note that obtained results are not excellent. This
could be attributed to how an agglomerative hierarchical clustering algorithm per-
forms when the density of clustered objects is different. In that case, a cut of the
clustering at a given height can identify both low density cohesive clusters and at
the same time clusters generated by merging high density cohesive clusters. Thus,
in the case of non uniformly distributed data in the feature space, as it is the case for
high-dimensional embeddings spaces, cutting the dendrogram at a specific height
may yield results that are characterised by low values for the quantitative metrics.
It can also be argued that, because of the intrinsic properties of résumés and the in-
formation contained in them, the decision boundaries between two categories may
be not very crisp, and therefore the similarities among résumés of different yet sim-
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Figure 4.9: Dendrogram with BM25-TextRank-based summarization method.
ilar job profiles, such as for example “Engineering” and “Information Technology”,
and “Accounting” and “Finance”, could be rather high, creating denser areas in the
feature space.
In order to evaluate this hypothesis, the obtained clusterings were also qualita-
tively evaluated. In doing so, it is noticeable that, as expected, each clustering ac-
tually produces a noisy cluster, containing data objects for several different classes.
The impact of such cluster on the overall clustering performances can be evaluated
by simply removing it and recomputing metrics. As an example, one of the best
clusterings is considered, namely the one where BM25-TextRank is used for sum-
marization, with cut at a height of 0.65. Such clustering distinguish 43 different
clusters. Albeit the F1-score of this clustering is lower than others, its ARI is signifi-
cantly higher.
Table 4.6 shows the metrics before and after the filtering. Removing the noisi-
est cluster guarantees a significant improvement across all considered metrics. It is
possible that the removed cluster actually contains résumés characterised by a set
of skills and competences which can represent different categories. It is likely that,
at deeper levels of the dendrogram, more specific and cohesive clusters are charac-
terised by predominant categories. In order to verify this intuition, the clusters in the
underlying level of the dendrogram are analyzed. In Fig. 4.10, the noisy cluster and
the its two child clusters are shown, namely those clusters which had been merged
into the noise one. It can be observed that these clusters present a distribution of the
categories in which two categories are highly prominent with respect to the others.
This effect is still more evident in the clusters derived from these clusters.
Thus, the availability of the dendrogram is particularly usefulwhen dealingwith
the assignment of a profile to an unseen résumé. The minimum distance between a
résumé in the dendrogram and the unseen résumé can be considered. Then we can
track where the closest résumé is placed in a cluster at each level of the dendrogram
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Table 4.3: Best clustering results with no summarization in terms of BCubed F1-
score
Distance Clusters Precision Recall F1-Score ARI
0.55 35 0.30 0.26 0.28 0.163
0.50 55 0.35 0.22 0.27 0.155
0.60 23 0.24 0.31 0.27 0.131
0.65 18 0.21 0.34 0.26 0.100
Table 4.4: Best clustering results with k-means summarization in terms of BCubed
F1-score
Distance Clusters Precision Recall F1-Score ARI
0.60 41 0.15 0.27 0.20 0.047
0.55 56 0.19 0.21 0.20 0.055
0.50 71 0.21 0.17 0.19 0.067
0.65 27 0.13 0.35 0.19 0.039
Table 4.5: Best clustering results with BM25-TextRank in terms of BCubed F1-score
Distance Clusters Precision Recall F1-Score ARI
0.80 19 0.28 0.45 0.35 0.195
0.75 24 0.29 0.43 0.35 0.196
0.70 33 0.32 0.40 0.35 0.198
0.65 43 0.36 0.32 0.34 0.222
Clustering Precision Recall F1-score ARI
BM25-TextRank-Unfiltered 0.36 0.32 0.34 0.22
BM25-TextRank-Filtered 0.41 0.34 0.37 0.28
Table 4.6: Results for BCubed Precision, Recall, F1-score, and ARI for the clustering
performed with BM25-TextRank, for the whole clustering (-Unfiltered), and after
filtering the noise cluster (-Filtered)
until we determine a cluster characterised with keywords that identify a profile:
these keywords can be identified by using word clouds. Actually, words highlighted
in the word clouds characterise precisely the profile corresponding to the cluster. To
verify this observation, each obtained cluster was explored by plotting the distribu-
tion of categories and word clouds generated from the résumés in the cluster. For
the sake of brevity, only some clusters are reported in Figure 4.11.
The analysis of the clusters allows for several interesting observations. First, it
is noticeable that in all clusters, at most three categories are highly represented,
whereas the others have a rather low incidence, as for example shown in Figure
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Figure 4.10: Distribution of categories in the noisy cluster and its left and right child.
4.11a. Second, in several clusters such as for example those in Figures 4.11d and
4.11e, only one category has a high incidence in the cluster, while the others are in-
stead underrepresented in terms of number of résumés in the cluster. Finally, it can
be argued that, in the case that two or more categories have a high frequency in the
cluster, such categories are very similar to one another. “Finance”, “Accountant”
and “Banking” in Figure 4.11a, and “Engineering” and “Information technology”
in Figure 4.11c are clear examples. Moreover, such categories are described by fre-
quent keywords in the word clouds which strongly characterise them with respect
to others. This is consistent with the idea that specific job profiles may share knowl-
edge in certain fields, in addition to hard skills. On the other hand, the dataset has
been generated by associating a unique category with each résumé, but it is highly
likely that each worker can be suitable for different, but similar jobs in the same
company. The analysis of the word clouds and in particular of the most frequent
words allows assigning a profile to each cluster, which is expected to become even
more specialized as the distance threshold decreases, i.e. travelling downwards in
the dendrogram.
4.3 Discussion and further improvements
In the light of the results obtained by the two proposed approaches, several obser-
vations can be made.
First, unsupervised methods appear to be promising in the specific context. Al-
beit the values of the quantitative metrics are not excellent, in fact, it is clear that
approaching this problem with unsupervised techniques has several advantages.
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(a) Cluster 40 (b) Cluster 31
(c) Cluster 27 (d) Cluster 24
(e) Cluster 10
Figure 4.11: Samples of clusters and categories in each cluster.
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• It allows modelling similarities of documents, and thus identifying potential
profiles, without prior knowledge or assumptions on the contents of the ré-
sumés.
• It alleviates the problem of working with labelled data, that are especially
scarce in this domain. To the best of our knowledge, no benchmark dataset
exists for résumé profiling or classification. Thismay bemainly due to two rea-
sons: i) privacy regulations must be addressed when collecting and labelling
datasets that, for their scope, must include personal information; ii) labelling
such data is rather hard, even for experienced recruiters. Indeed, it is partic-
ularly interesting to note that, while the annotation of a résumé with a single
profile label is a hard task by itself, since a résumé can describe diverse skills
and professional figures, it is rendered harder by the fact that the job market is
in continuous evolution. Therefore, profiles may be rather sensitive to concept
drift, as new skills and entire profiles could emerge across the years.
Second, all such issues with the construction of the dataset, both in terms of data re-
trieval and labelling, may affect performances on systems that are based on learning
with domain-specific data. This is clearly true in the case of supervised approaches,
for which gold labelled data are needed. Such data, even if existing, may not be rep-
resentative of even slightly different domains, and of how job categories and pro-
files, and thus labels, evolve over time. However, it may be also true for systems that
learn unsupervised models on specific data, such as the proposed model based on
keyword extraction and Doc2Vec. As the data evolve over time, the model should
be updated or re-trained from scratch in order to allow for the accurate modelling
of categories. On the contrary, systems that rely only on purely pre-trained models,
and document-wise analysis, may be less prone to such drawbacks and allow for
consistent performances over time and on different domains.
Third, summarization appears to be the best method for constructing smaller,
more focused versions of résumés, or more generally of documents, with respect
to keyword extraction. On the one hand, summarization allows keeping the syntax
of entire sentences intact, that can prove to be beneficial when modelling them for
tasks of semantic similarity with Transformer-based model, which usually expects
whole sentences as input. On the other hand, exploiting a keywords-only approach
may hinder the final performances due to the fact that several important keywords
or sentencesmay be discarded from the analysis. In addition, it has been shown how
BERT-based methods for summarization underperform in this task. This can serve
as further proof that pre-trained BERT-based representation of sentences without
further specific fine-tuning are not able to model the semantics of the whole sen-
tences. On the contrary, additional fine tuning such as the one performedbyReimers
and Gurevych (2019) enables such semantic modelling of entire sentences. Finally,
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it would be interesting as a future work to exploit abstractive summarization. Ab-
stractive summarization is typically performed with Transformer architectures. In
this case, the goal is, given a document, to generate a summary from scratch, with-
out necessarily keeping the original sentences. As abstractive summarization has
received a lot of attention in the last few years, it would be interesting to evaluate
how it can perform on semi-structured texts such as résumés.
Fourth, and most important in the present context, it was shown how Sentence-
BERT can be successfully exploited to provide sentence embeddings, and that the
computation of whole document embedding via mean pooling is an efficient and
effective strategy to model its semantics. Interestingly, such performances can be
obtained with pre-trained models with no further learning. As a future direction,
it would be interesting to perform additional fine-tuning to such models to adapt
them to the specific context, by for example performing additional steps of unsuper-
vised pre-training with domain-specific data, in order to better model the meaning
of words in specific contexts.
4.4 Summary
This chapter has presented two approaches aimed at profiling résumés based on
their content. Both approaches uses unsupervised techniques to obtain a distributed
representation of résumés, and performhierarchical agglomerative clustering to dis-
tinguish profiles.
Section 4.1 has presented the first approach, which employs a keyword extrac-
tion algorithm based onMutual Information andWord Entropy to identify the most
relevant keywords for each résumé in a given time span. Such keywords are further
used as a representation of each résumé to train a Doc2Vec language model. Thus,
distributed representation of résumés based on their keywords are obtained. Finally,
an evaluation of the clustering is performed.
In Section 4.2, two techniques for summarization are employed to obtain a shorter,
more focused version of the résumé. Then, the résumés thus obtained are fed to
a Sentence-BERT model in order to obtain their distributed representation with a
pre-trained Transformer-model. Again, clustering is applied to the résumés embed-
dings. Clustering is evaluated both quantitatively and qualitatively.
Finally, Section 4.3 has discussed the obtained results of both methods and ad-
vantages and drawbacks of each one. One important observation is that Sentence-




Exploiting fact-checking and semantic
similarity to perform fake news
detection
Fake news are still debated in literature as we discussed in Section 2.2 since they en-
compass a wide variety of sub-types (e.g. rumours, fact-checking etc.) and impact
on several issues such as information reliability, information diffusion and social
interactions. The scientific literature reflects this complexity, resulting rather frag-
mented and leaving important questions still open.
While several definitions have been proposed for rumours and fake news, they
arguably share some underlying properties. First, they refer to information that is
either potentially or verifiably false. Second, while the intent of the authors and
propagators may vary (e.g. humour/satire, misinformation and overt deception),
it is clear that the most dangerous fake news and rumours that are spread are those
which have a deceptive intent. Third, their most important mean of propagation is
social media (Bondielli and Marcelloni, 2019). In the present work, we adopt this
broader definition of fake news that takes into account these underlying properties.
Another interesting aspect to be taken into account is how fake news relate to
proper news, i.e. real and verified ones. This aspect has not been widely considered
by the literature, but it may arguably represent one of the keys to fight the surge of
fake news on social media. It is in fact often the case that fake news and rumours
are spread in conjunction with events that have a certain relevance to the public
opinion, such as newsworthy events, as for example proposed in (Zubiaga et al.,
2018a). In this case, fake news and rumours are often spread to mislead users of
social media platforms into thinking that the real-world event in question has un-
folded differently from what reliable news propose. This is clearly dangerous, both
because users aremisinformedwith respect to important events that happen around
the world, and because such misinformation can be used to drive the narrative of
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the events in order to steer the public opinion towards certain conclusions. For ex-
ample, during the Notre Dame fire of April 2019, several fake news emerged, most
of them based on the central theme that either theMuslim community or the yellow
jackets movement was to blame for starting the fire.
Most of the research concerning fake news and rumour detection treated it as a
standard two-class or multi-class classification problem. Content-based or context-
based features are typically used to learn supervised models for classification on
datasets containing fake and real news or rumorous and non rumorous social media
posts (Bondielli and Marcelloni, 2019). In this context, it is important to point out
the key limitations of such an approach. First, as the characteristics of breaking fake
news or rumours are heavily dependent on the breaking news story that they follow,
training such models on limited datasets may make them less able to generalize
on the problem, and subject to concept drift issues. Second, classification-based
approaches do not take into account an important aspect of fake news and rumours,
that is how to actually verify the information contained in them. Once trained on
relevant data, classifiers can predict with reasonable accuracy if a piece of news on
a specific topic represents a real or fake news, or a rumour. However, arguably
they cannot answer the question about the reasons they are real or fake, such as
supporting or denying statements from reliable news channels for example. This
kind of information could nonetheless prove to be invaluable both from a research
perspective and a user-centered one.
One possible answer to such problem could be to address the task of fake news
and rumour detection while taking into account also methods for performing fact-
checking. In the last few years several fact-checking initiatives from various actors
including journalists, governments, organizations, and companies have been en-
couraged. In the past, fact-checking was typically performed manually, resulting
in the collection of large amounts of annotated resources for this specific task. More
recently, researchers have started to use such resourceswith the aim of training auto-
matic fact-checking systems (Popat et al., 2017a; Shaar et al., 2020a;Wang, 2017). The
task of computational-oriented fact-checking is undoubtedly hard to address, but it
may nonetheless pose a fundamental building block in the construction of automatic
systems for fighting misinformation. Typically, the goal of computational-oriented
fact-checking is to develop systems able to fact-check a given statement based on
provided information, that is to find evidence in support of the given statement in
a knowledge base that represents factual information of some sort.
Arguably, fake news detection configures itself as the opposite task of fact-
checking. If for fact-checking the goal is to identify information that is actually sup-
ported by facts, fake news are the exact opposite, i.e. news that are not supported by
factual information. Thus, when considering a system for fake news detection that
can move further from classification techniques based on surface properties of texts
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or diffusion patterns, it may be interesting to look into properties of fact-checking
systems, and incorporate their notions in a fake news detection system. Specifically,
rather than proving something is actually false, it could be viable to perform the task
by identifying information that is supported by facts, and consider other candidates
as potentially fake. The term potentially here plays an important role. In fact, while
a system developed with these idea in mind may not obtain the same performances
of a simpler classifier in a constrained environment, it may prove to be much more
helpful in real case scenarios, where the information flow is continuously modified
and where users actually need guidance in determining what to trust. From a user-
focused perspective in fact, itmay suffice to propose systems that, rather than strictly
classifying pieces of news as real or fake, trigger warnings in the case that no avail-
able factual information supports a given claim, in order to empower users with the
possibility of evaluating potentially misleading news.
From a technical standpoint, this goal could be achieved by developing fact-
checking systems that can be trained, either supervisedly or unsupervisedly, to rec-
ognize pair of claims that verify each other with a certain degree of confidence.
Then, given the assumption that verified claims or news are available, the system
could be incorporated in a fake news detection system in order to trigger warnings
when little to no factual information is found to verify a piece of news, that could
in turn represent a fake news. This could be achieved by focusing on several un-
derlying properties that describe fake news highlighted above. First, the fact that
they resemble proper fake news, and thus, without any knowledge of facts, can be
easily misinterpreted as real news. Second, the fact that despite the absence of ver-
ifiable information, they are often spread in conjunction with important breaking
news events, by modifying some crucial aspects of their narrative in order to mis-
lead readers. Thus, in this context taking into account the actual semantics of news
may provide an invaluable advantage for the detection. Modelling news in order
to encode their meaning rather than surface properties, and determining their ve-
racity by looking at them in comparison with statements that describe facts, may
pave the way to more viable strategies to effectively assess fake news that have been
confirmed as false, and increase awareness of unconfirmed information for the end
users.
The goal of this Chapter is threefold. First, a fact-checking system based on
sentence similarity models is proposed. The proposed system has obtained rather
promising results in an international evaluation campaign on fact-checking, and
specifically on the retrieval of verified claims for unverified ones. The system serves
as a case study for evaluating the idea that semantically relevant representation of
news can actually be exploited for identifying already verified statements. Second,
a methodology for collecting and labelling potentially fake, and certainly verified
news from social media for a given event is proposed, in order to obtain real world
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datasets that include both real and fake news regarding specific events, thus en-
abling more real-world focused analysis. Third, the proposed fact-checking system
is adapted to perform fake news detection, and experimented on real world real and
fake news in order to evaluate its capabilities in identifying potentially fake claims.
5.1 Fact-checking with sentence similarity
Earliest work on automated fact-checking defined the task as the assignment of a
truth value to a claim made in a particular context (Vlachos and Riedel, 2014). Most
approaches on automated fact-checking exploit the reliability of a source and the
stance of its claims with respect to other claims and already verified information.
The assignment of the truth value is often based on the way in which particular
claims (or rumors) are spread on social media (Canini et al., 2011; Castillo et al.,
2011; Gorrell et al., 2019; Shu et al., 2017) or on the Web (Mukherjee and Weikum,
2015; Popat et al., 2017b). Other approaches use Wikipedia (Nie et al., 2019; Thorne
et al., 2018) or other knowledge graphs (Ciampaglia et al., 2015; Shiralkar et al.,
2017) to fact-check claims. More recently, a novel approach has been proposed
that exploits Sentence-BERT (Reimers andGurevych, 2019) to re-rank claims (Shaar
et al., 2020a) in order to predict whether a claim has been fact-checked before. Sys-
tems able to decide whether a claim has been already fact-checked have become
particularly relevant, because they contribute to breaking down the costs of verify-
ing both old and new viral claims.
The task is indeed strongly related to the concepts of information extraction and
text similarity. Thus, in order to tackle the challenge of automated fact-checking, it
is possible to start from two main assumptions. Intuitively, to decide if two claims
are related to each other, it is important to establish whether i.) they share some lin-
guistic properties (e.g., mentioned entities) and ii.) they are in general semantically
similar. In order to dealwith i.), traditional Information Extraction (IE)methods are
still very relevant and accurate (Qi et al., 2020) when extracting information such
as Named Entities (e.g., persons, locations and organizations) and content words
(e.g., nouns, verbs). On the other hand, ii.) requires a deeper representation of the
meaning of the entire text. As already claimed and demonstrated in the previous
Chapters, such representation can be obtained with Neural LanguageModels (Ben-
gio et al., 2003). State-of-the-art Language Models such as BERT and GPT (Devlin
et al., 2019; Radford, 2018) based on Transformer architectures and attention mech-
anisms (Vaswani et al., 2017) have in fact become increasingly popular in the last
couple of years, thanks to their ability to model whole text sequences and generate
pre-trained representations that can be fine-tuned for different tasks. Specifically,
Sentence-BERT models have proven their effectiveness in modelling the semantic
similarity of sequences of text (Reimers and Gurevych, 2019).
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The proposed approach to fact-checking is modelled on such assumptions, and
has been originally developed by Passaro et al. (2020) in order to face the task “Veri-
fied ClaimRetrieval” (Task 2) for the CheckThat! 2020 evaluation campaign (Aram-
patzis et al., 2020; Barrón-Cedeño et al., 2020; Cappellato et al., 2020; Shaar et al.,
2020b). The task has been organizedwith the goal of supporting journalists and fact-
checkers when trying to determine whether a claim has been already fact-checked.
The goal of the task was specified as follows: “Given a check-worthy claim and a
dataset of verified claims, rank the verified claims, so that those that verify the in-
put claim (or a sub-claim in it) are ranked on top”.1
Thus, given a tweet (the check-worthy claim) and a set of already verified claims
(vclaims), the goal of the task is to predict, for every target tweet-vclaim pair, the likeli-
hood of the vclaim verifying the tweet. Indeed, among the target tweet-vclaim pairs,
there exists only a gold pairwhose vclaim verifies the tweet, which therefore is a cor-
rect match. The goal is achieved by ranking, for each tweet, the claims that are more
likely to verify it. The dataset is composed of three elements:
1. the verified claims used for fact-checking, each of themprovidedwith an iden-
tifier, a title, and the actual claim;
2. the training tweets, associated with an identifier and a textual content;
3. the correct pairing between tweets and verified claims.
The training set provided by the task organizers consists of 1, 003 tweets (803 for
training, 200 for development) and 10, 373 already verified claims. The test set con-
sists of 200 additional tweets.
The system is based on the two previously mentioned assumptions: the claims
that verify a tweet are expected to mention the same entities and keyphrases and
should have a similar meaning. To address the first point, among target tweet-
vclaim pairs, a subset of candidate pairs (also referred as potential pairs) is identi-
fied in which the tweet and the vclaim share at least a named entity or a content
word. We refer to the step of identifying candidate pairs among target ones as the
IE step. Subsequently, in order to estimate the text similarity between a tweet and a
vclaim, Sentence-BERT (Reimers and Gurevych, 2019) is exploited to create a lan-
guage model that is able to better deal with sentence-level textual similarity. This
model is then used to learn if a claim can be used to verify a tweet. In particular, two
cascade fine-tuning steps are performed, aimed at i.) assigning a higher cosine sim-
ilarity to gold tweet-vclaim pairs and ii.) actually classifying a target tweet-vclaim
pair, and more specifically a candidate tweet-vclaim pair, as a correct match (gold)
or not. First, the Sentence-BERT model is fine-tuned following the same paradigm
1https://github.com/sshaar/clef2020-factchecking-task2
82
Exploiting fact-checking and semantic similarity to perform fake news
detection
proposed in Reimers and Gurevych (2019) in order to assign a higher cosine simi-
larity to gold tweet-vclaim pairs. Then the resulting model is further fine-tuned to
decide, given a candidate tweet-vclaim pair, whether the tweet is actually verified
by that claim or not. This is achieved by training a sentence-pair classifier to label
each tweet-vclaim pair as a correct (gold) match or not.
Information Extraction module
Starting from the assumption that similar claims tend to mention the same enti-
ties and keyphrases, an IE module was developed to find potential tweet-vclaim
pairs. The module is based on Stanza (Qi et al., 2020), a state of the art natural lan-
guage analysis package. Each text fragment (i.e., a tweet, a vclaim or a vclaim title)
was processsed by applying Sentence Splitting, PoS-tagging, Lemmatization, and
Named Entity Recognition. Thus, each text is associated with its keywords, consist-
ing of its content words (nouns, verbs, and adjectives) and named entities.
vclaim and title keywords
title: Was Sen. Chuck Schumer a Client of
‘Hollywood Madam’ Heidi Fleiss?
vclaim: Sen. Chuck Schumer’s name
and/or phone number were found in “Hol-
lywood Madam” Heidi Fleiss’s black book
of clients.
‘chuck schumer’, ‘hollywood’, ‘heidi
fleiss’s’, ‘chuck schumer’, ‘hollywood’,
‘heidi fleiss’, ‘sen.’, ‘chuck’, ‘schumer’,
‘phone’, ‘number’, ‘find’, ‘hollywood’,
‘madam’, ‘heidi’, ‘fleiss’, ‘black’, ‘book’,
‘client’, ‘sen.’, ‘chuck’, ‘schumer’, ‘client’,
‘hollywood’, ‘madam’, ‘heidi’, ‘fleiss’
Table 5.1: Example of relevant lemmas and named entities in a claim.
tweet keywords
Chuck Schumer was one of Hedil Fleiss’
top clients. Look it up. Doug Masters
(@protestertrophy) January 23, 2019
[‘chuck schumer’, ‘hedil fleiss’, ‘doug mas-
ters’, ‘january 23, 2019’, ‘chuck’, ‘schumer’,
‘hedil’, ‘fleiss’, ‘client’, ‘look’, ‘doug’, ‘mas-
ters’, ‘@protestertrophy’, ‘january’]
Table 5.2: Example of relevant lemmas and named entities in a tweet.
Given a tweet, in order to retrieve potential claims that verify it, we used two
different functions based on the keywords:
IE function – the overlapping score is simply computed by counting the number of
elements (cf. the keywords field in Table 5.1 and Table 5.2) shared by the tweet
and the claim. Candidate tweet-vclaim pairs are required to share at least one
lowercased element (named entity or content word).
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IEElastic function – it exploits Elasticsearch2 to find the potential candidate pairs.
Specifically, for each tweet, candidate claims consist of the top 1, 000 matches
ranked by relevance, using the scoring function provided by the task orga-
nizers for the baseline. Such scoring function is an Elasticsearch multi-match
query based on both the vclaim and its title and the tweet itself.
Candidate tweet-claim pairs obtained with the IE overlapping function were used
to obtain a training set for the first fine-tuning of the transformer model. Candidate
tweet-claim pairs obtained with the IE and IEElastic functions have been also used
at inference time to obtain the final predictions submitted for evaluation.
Cascade fine-tuning of Transformer models
Sentence-BERT models have proven their effectiveness in tasks related so Semantic
Textual Similarity (STS) (Cer et al., 2017). In order to train the system to better rec-
ognize gold tweet-vclaim pairs, their semantic similarity between tweets and claims
belonging to the same candidate tweet-vclaim pairs is taken into account. This is
achieved by further training an already fine-tuned Sentence-BERT model, namely
bert-base-nli-mean-tokens (Reimers and Gurevych, 2019), available within the
sentence-transformers Python library.3
The bert-base-nli-mean-tokens model was originally trained on SNLI (Bow-
man et al., 2015) and MultiNLI dataset (Williams et al., 2018) and tested on the
STSbenchmark (Cer et al., 2017). During the original training, which can be seen
as a fine tuning of a pre-trained BERT model (Devlin et al., 2019), a classifier is
tasked to annotate pairs of sentences from SNLI and MultiNLI with the labels en-
tail, contradict, and neutral. The evaluation was performed on the STSbenchmark
(Cer et al., 2017) dataset, which contains sentence pairs and their similarity score.
The trained model was exploited to infer sentence pair similarity via cosine. The
bert-base-nli-mean-tokens achieved 77.12 Pearson correlation with gold scores
on the STSbenchmark test set.
Starting from the bert-base-nli-mean-tokens model, two levels of fine-tuning
are added in order to adapt the sentence pair similarity task to the fact-checking one
(i.e., gold tweet-vclaim pairs are associated with the maximum cosine similarity),
and to fact-check a pair with a classification layer (i.e., gold tweet-vclaim pairs are
associated with the positive label). In order to train the model, both the verified
claim and its title are used as examples. The usage of both the vclaim and vclaim_-
title for training has two main advantages. First, it allows to increase the size of
the dataset so that the model can be learned by using a higher number of positive
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training examples, both positive and negative. For example, a title may contain an
acronym such as “KKK”, whereas the claim may contain its extended form, in this
case “Ku Klux Klan”. In our experiments we noticed that such a variability was very
helpful to improve the overall performances of our models.
Sentence pair similarity of tweets and vclaims
The first fine tuning step consists in training the model to output sentence embed-
dings for tweets and vclaims that are closer to each other in the n-dimensional space
for gold tweet-vclaim pairs.
In order to do so, the fine-tuning proposed in Reimers and Gurevych (2019) was
followed. Specifically, authors used the STSbenchmark (Cer et al., 2017) dataset,
containing pairs of sentences with a similarity score ranging from 0 (no similarity)
to 5 (maximum similarity). The Sentence-BERT model was fine-tuned using the
regression objective function on the training set. Therefore, for each epoch, loss was
computed by considering the correlation between the gold similarity judgments and
the predicted cosine similarity between sentence embeddings.
In the case of fact-checking, the model is trained to assign the highest possible
cosine similarity to gold tweet-vclaim pairs, thus separating them from other candi-
dates. Given the assumption that a claim that verifies a tweet is semantically similar
to it, the training set was built as follows:
1. two positive examples were created from a gold tweet-vclaim pair, the first
one composed by the tweet and the vclaim itself (tweet-vclaim pair), and the
second one composed by the tweet and the title of the claim (tweet-vclaim_-
title). Both the positive pairs were assigned with a cosine similarity value of
1.0. This forces the model to boost the similarity between the texts belonging
to gold pairs;
2. for each gold tweet-vclaim pair, 20 other tweet-vclaim pairs were randomly
selected as negative examples from the list of candidate pairs obtained with
the IE overlapping function (cf. Section 5.1). The similarity of the negative
examples was computed as the cosine similarity between vectors predicted
by bert-base-nli-mean-tokens, modified by the tanh function. This has the
effect of decreasing the cosine similarity, thus effectively penalising negative
examples.
The model, named bert-base-nli-factcheck-cos, was trained for 4 epochs
with a batch size of 8, and 10% of data were used for warm up.
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Classification of matching pairs
For the second fine-tuning step, the model is trained on a simple binary classifi-
cation task to distinguish between matching (gold) pairs, labelled as 1, and non-
matching ones, labelled as 0. Similarly to the previous fine-tuning step, negative ex-
amples were selected among candidate tweet-vclaim pairs returned by the IE mod-
ule. Like for the sentence pair similarity model, for each tweet, the tweet-vclaim and
the tweet-vclaim_title pairs were used as positive examples. However, in this case 2
negative examples were selected among the tweet-vclaim candidate pairs, in order
to better balance the training data for the classification.
The model, bert-base-nli-factcheck-clas, is therefore a Transformer with a
classification head on top of it, implemented with the Huggingface library.4 The
model was initialized with the weights of bert-base-nli-factcheck-cos, and was
trained for 3 epochs with a batch size of 8. The AdamW optimizer (Loshchilov and
Hutter, 2019) with a learning rate of 2e− 5 was used.
Experiments and results
All the experiments were performed on the available dataset provided by the task
authors.
Once the models were trained, the bert-base-nli-factcheck-clas classifica-
tion model is used at inference time to classify candidate tweet-vclaim pairs. To
retrieve the potential candidates, the IE and IEElastic function described in Section
5.1 were used. However, an experiment using all possible tweet-vclaim pairs was
performed as well.
As the goal is to provide a ranking of the claims that are most likely to verify a
tweet, in all the cases the probability of class 1 (i.e. the tweet-vclaim pair is a gold
pair) outputted by the bert-base-nli-factcheck-clas classifier was used rank the
vclaims for each tweet.
The evaluation metric used in the competition was the Mean Average Preci-
sion@5 (MAP@5) calculated over the gold ranking. Results are reported in Table
5.3. The table shows the performances of each module obtained on the task by rank-
ing the claim for a tweet according to several measures. More specifically, for each
module, we report themodel name, the type of the fine-tuningwe applied, the func-
tion used at inference time for selecting candidates and the MAP@5 obtained with
the official scorer. As for the IE step, given a tweet, the claims were ranked accord-
ing to the overlapping function for both the IE and the IEElastic methods. The IEE-
lastic method coincides actually with the baseline provided by the task organizers.
To assess the performances of the Sentence-BERT model fine-tuned on cosine simi-
larity, namely the bert-base-nli-factcheck-cos, claims were ranked according to
4https://huggingface.co
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the adjusted cosine similarity. As for the final results, at inference time, the model
bert-base-nli-factcheck-claswas fed with the candidate tweet-vclaim pairs cal-
culated with the IE and the IEElastic methods, and with no candidate pre-selection.
Model Fine-tuining Inference MAP@5
bert-base-nli-factcheck-clas classification IE 0.916
bert-base-nli-factcheck-clas classification IEElastic 0.912
bert-base-nli-factcheck-clas classification - 0.89
IEElastic baseline - IEElastic 0.815
IE baseline - IE 0.74
bert-base-nli-factcheck-cos cosine similarity IE 0.41
bert-base-nli-factcheck-cos cosine similarity IEElastic 0.35
Table 5.3: Results calculated for each module of the architecture.
The proposed system was submitted to the Task 2 for the CheckThat! 2020 eval-
uation campaign (Arampatzis et al., 2020; Barrón-Cedeño et al., 2020; Cappellato
et al., 2020; Shaar et al., 2020b) by the UNIPI-NLE team (Passaro et al., 2020). It
ranked second among participants. Table 5.4 reports the performances of the team
model and those of the winning system and task baseline for reference.
Team MAP@1 MAP@3 MAP@5
Buster.ai 0.897 0.926 0.929
UNPI-NLE 0.877 0.913 0.916
Task Organizers 0.767 0.812 0.815
Table 5.4: Performance of the UNIPI-NLEmodels against the top performingmodel
and the official baseline (Passaro et al., 2020).
By analysing the obtained scores, it is clear that the proposed approach is able to
outperform the baseline by a wide margin, despite the fact that the Elasticsearch
based approach proposed by the task organizer was shown to be very effective
nonetheless.
Moreover, several interesting insights can be drawn from the various steps of
the proposed approach. The IE baseline appears to be less effective as a standalone
tool for selecting the best candidates among claims for each tweet, with results be-
low the IEElastic one. However, the IE method performs optimally when used as
a selection criterion at inference time. In addition, when the classifier was shown
with all possible tweet-vclaim pairs with no pre-selection, performances degrade
noticeably. Arguably, this is due to the fact that the classifier is trained to distin-
guish between the gold tweet-vclaim pair and other pairs that share similar features
but are in fact incorrect. Therefore, the classifier may be more prone to errors when
tweet-vclaim pairs, which differ greatly from each other, are shown as it never saw
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such examples during training. Experimental results seem to confirm such hypoth-
esis. This could be considered as a potential shortcoming for the classifier itself.
Nevertheless, it gives two potential advantages. First, the classifier needs a lower
number of negative examples for an effective training. We can argue that it is more
difficult to decide between two similar claims for a tweet, rather than between two
very different ones. Therefore, we chose to train the classifier to solve the “harder”
problem, and addressed the “simpler” one with a less sophisticated, yet effective,
approach. Second, the classification of each tweet-vclaim pair is time consuming,
and this is expected to become an issue when the system is used at scale and tens of
thousands of pairs have to be classified. The IE method is efficient because it only
needs to extract content words and named entities for each pair, a task that is almost
trivial in terms of time complexity withmodernNLP toolkits and current hardware.
Finally, it is interesting to point out the contribution of the cosine similarity adap-
tation performed with Sentence-BERT. Clearly, the model itself does not perform
well on the present task. However, two observations can be made. First, by us-
ing a standard BERT model such as BERT-base-uncased for representing sentences
(i.e., by averaging word-level representations obtained from the model), ranking
claims based on cosine similarity were completely ineffective, obtaining a very low
MAP@5. Instead, by exploiting a pre-trained Sentence-BERT model, much more
encouraging results were obtained, that were subsequently improved thanks to our
cascade fine-tuning strategy. This serves as additional evidence for the fact that
standard BERT models are not able to represent sentences in a semantically proper
way, as already claimed in the literature (Reimers and Gurevych, 2019). Second, by
exploiting the fine-tuned Sentence-BERT model (bert-base-nli-factcheck-cos)
for obtaining the initial weights for the classifier (bert-base-nli-factcheck-clas),
it clearly outperformed a model based on BERT-base-uncased and trained in the
same way. More specifically, on the development set a 0.72 MAP@5 was ob-
tained for a bert-base-uncased fine-tuned model and a MAP@5 of 0.78 for the
bert-base-nli-factcheck-cos.
Discussion
Aside from the results obtained on the specific task and dataset, several interesting
observations can be derived from the proposed approach.
First, it is clear that, once again, the idea of exploiting pre-trained resources for
encoding semantics has proven to be rather effective and useful. Specifically, mod-
els trained on objectives whose primary goal is to reward semantic similarity of se-
quences of text have shown the best performances, and appear to be able to actually
understand and model the semantics of entire sentences, which may be crucial in a
wide array of tasks.
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Second, it is also interesting to compare the performance of base BERT models
with respect to Sentence-BERT models on the same task. The fine-tuned Sentence-
BERTmodel in fact clearly outperformed the BERT one. This couldmean that, when
dealingwith tasks that actually require amore thoroughmodelling of the semantics
of the entire sequence or sentence, rather than of the single words, models specifi-
cally built for that kind of representation may provide more accurate and descrip-
tive features. This is evident both in the case of simply comparing the cosine be-
tween sequence vectors, where Sentence-BERT has a clear upper hand with respect
to the sentence representations provided by BERT, that seems to encode entirely dif-
ferent information, and when fine-tuning the model to a downstream task such as
sentence-pair classification.
Third, the obtained results prove how the proposed approach based on a combi-
nation of Information Extraction and Deep Learning strategies can be viable for per-
forming the task of fact-checking. Concerning the Information Extraction, it gives
the approach an advantage both in terms of computation time, as a lower number
of pairs must be analyzed, and in terms of performances, as extremely different ex-
amples that may fool the classifier are disregarded. As for the transformer model, it
has proven to be very effective in preforming transfer learning, by fine-tuning large
pre-trained models for specific tasks such as the fact-checking one.
One area that remains to be explored is how the model is able to generalize on
other, potentially very different, data. This may be crucial in the development of
systems that can face the fake news problem in a real world scenario, and without
requiring specific knowledge regarding the currently analyzed event. This question
is answered in Section 5.3.
5.2 Collection of a real world fake news dataset: the
Notre Dame Fire Dataset
Most of the existing methods for fake news and rumour detection, and computa-
tional fact-checking, are focused on modelling the problem as a classification task
on restricted datasets.
Some efforts in the direction of building large-scale datasets have been made.
Several challenges have to be addressed when collecting data for fake news and ru-
mour detection, such as the identification of relevant data, the relative sparsity of it
on social media and news websites, and current regulations concerning data access
from social media (Bondielli and Marcelloni, 2019). From a fact-checking perspec-
tive, the main focus has been on the collection of statements, especially from politi-
cians and public figures, which are usually associatedwith a truthfulness rating and
information regarding the context, and a brief description of the reason behind the
5.2 Collection of a real world fake news dataset: the Notre Dame Fire Dataset 89
assigned rating or related news articles (Vlachos and Riedel, 2014; Ferreira and Vla-
chos, 2016; Wang, 2017). Alterations of pre-existing resources such as Wikipedia
to obtain the same results have been proposed as well (Thorne et al., 2018). Con-
cerning instead social media, a lot of attention has focused on Twitter, as collecting
larger-scale datasets is easier. Most of the works regarding twitter focus specifically
on the collection and annotation of data for various rumour-related tasks (e.g., ru-
mour detection, stance classification) and on the credibility of users in the platform
(Mitra and Gilbert, 2015; Zubiaga et al., 2016; Zubiaga et al., 2016; Derczynski et al.,
2017). One of the most popular repositories of fake news has been proposed in Shu
et al. (2017, 2020). The FakeNewsNet dataset incorporates both the content of the
fake news and its diffusion patterns.
However, two key issues concerning fake news datasets should be discussed.
First, since most approaches focused on classifying real and fake news in isolation,
based on their surface or text properties and the shape of their diffusion patterns,
the context, i.e. the real news that surround the fake news, is not considered. This
scenario is potentially limiting in terms of generalization capabilities, as systems are
not tasked to learn when a fake news emerge with respect to the real ones, and thus
how to reason regarding fake news, but rather to simply distinguish what charac-
terizes fake from real news in the specific context of the proposed dataset. Thus,
these kinds of systems may be more prone to concept drift and less able to gener-
alize on the idea of fake and real news in real world scenarios (Bondielli and Mar-
celloni, 2019). Second, most such approaches and datasets often disregard the fact
that fake news have different levels of deceitfulness. Some fake news may be rather
easy to identify, even exploiting only surface properties, as proposed in the earli-
est computational approaches to detection (Castillo et al., 2011; Zhang et al., 2012;
Pérez-Rosas and Mihalcea, 2015; Rubin et al., 2015), because they typically contain
telltale shallow textual and linguistic clues (e.g., hyperboles, repeated punctuation,
etc.), and they refer to totally made-up, implausible events. However, as the goal
of fake news to fool the readers, they closely imitate the style and language of real
ones, and are often based on false but plausible events concerning public figures
or real world events, thereby requiring deeper text understanding abilities and a
richer knowledge of the actual facts to be identified. In other words, in addition to
comprehension skills, the process of fake news detection may benefit from verifi-
cation of all or some of the facts reported in the news. Therefore, a methodology
to collect and label datasets that are better suited to represent real-world scenarios
is proposed. A real-world scenario in this case contains, for a specific real-world
event, the following information: i) fake news, both easy and hard to detect ones;
ii) real news, for example shared by users on social media from news websites; iii)
contextual information, intended as a ground truth for the event and its simultane-
ous events. Datasets collected as such would be able to better describe the interplay
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between real and fake news in a given time span, bringing to light also fake news
that are harder to discover via surface properties, which arguably represent a major
challenge in this field.
In order to collect and label a dataset that can include both real and fake news,
and their context for a specific event, the proposed methodology leverages a top-
down collection strategy (Zubiaga et al., 2018a), to ensure that collected data con-
tain at least some previously known fake news, and a multi-step crowdsourcing
annotation to obtain real and fake labels that can also better reflect the complexity
of specific fake news texts.
Collection strategy
As for the collection strategy, the top-down approach was preferred, as the focus is
towards specific events or public figures, the approach requires a-priori knowledge
of fake news that emerged in connection to the event or the public figure. Moreover,
as stated in Zubiaga et al. (2018a), a bottom-up strategy relies on the expertise of an-
notators in order to label the dataset. However, including experts in the annotation
process is both expensive and time consuming.
A viable strategy to collect the data is to exploit social media posts as the source.
The advantage of this approach is twofold. On the one hand, social media have been
proven to be the most fertile ground for the spread of fake or unverified information
(Zubiaga et al., 2018a). On the other hand, social media posts that spread fake news
often include links to the actual article which contains the false information. There-
fore, from the same collection of data, two different kinds of information, namely
the posts and the articles, can be obtained. As for the actual implementation, Twit-
ter was chosen as the social media of reference because it is one of the most widely
studied social networks, especially considering rumours and fake news, and fewer
limitations are imposed to researchers on the quantity and quality of collected in-
formation.
In order to ensure the representativeness with respect to a real-case scenario of
fake news diffusion, three different types of data are considered for any given event
or public figure:
Subject-Trusted: Posts and linked articles on the subject that have been produced
by trusted news sources. Trusted news sources are a subsets of users in the plat-
form that are very unlikely to share fake news, such as national or international
newspapers accounts and news agencies.
Subject-Untrusted: Posts and linked articles on the subject, that have been pro-
duced by all the other users. These might include verified users that tweeted
about the subject but are not among the trusted news sources.
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Context-Trusted: Posts and linked articles that do not talk about the subject but have
been produced by the trusted news sources during the time-frame of interest.
Clearly, the most interesting aspect of the data is expected to be the Subject-
Untrusted elements. These are expected to contain both real news, shared by users
outside of the trusted news sources, and fake news. The Subject-Trusted and the
Context-Trusted subsets will instead serve as the ground truth for the subject of anal-
ysis itself and for the selected time-frame.
Twitter allows retrieving posts either by user or by keywords. Both retrieval
methods are limited in both the rate and the number of tweets collected. In or-
der to collect subject-specific tweets, a set of keywords is chosen, e.g. small phrases
or relevant hashtags. Only tweets that include one or more of them are retrieved.
As for the trusted users, their feed can be retrieved entirely, provided that privacy
settings allow for it.
Annotation process
The labelling process simply consists in providing a set of tweets and articles with a
“Real” and “Fake” label. Specifically, two different annotations are proposed in or-
der to i) obtain a gold annotation for fake and real news and ii) provide information
on how difficult the fake news is to identify without knowledge. Operationally, this
is achieved by performing two crowdsourcing tasks. The two tasks are structured
as follows:
Task 1 - Gold Labelling: In the first task participants are asked to label posts and
articles as fake or real news. In order to obtain a gold labelling, annotators are
provided with a list of known fake news. The list contains a title for the fake
news and a brief description of it, and include the reasons for its non-veracity.
Annotators are tasked to identify, for each piece of content (tweet or article),
if it is sharing or propagating one of the fake news provided in the list. They
can also answer by stating that the text is actually propagating a fake news
outside of the provided list. Formally, given a text t (article or post) related to
a subject s (event or public figure), and a list Fs of known fake news related to
s, participants are asked to decide if t belongs in some capacity to Fs, i.e., if it
is (or it is not) sharing or propagating a fake news
Task 2 - harder fake news identification: The second task is similar to the first one,
with one key difference. In this case, participants are not given any list of fake
or real news, and are asked to label the pieces of content as “Real” or “Fake”
without any supporting information. By giving annotators no additional con-
text, it is possible to identify the more complex fake news in the dataset, as the
agreement of annotators is expected to be lowerwith respect to task 1. In order
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to speed up the annotation process, the texts rated as “Real” with a very high
confidence in task 1 (i.e. > 90%) were removed, as they are less interesting to
label and the outcome is expected to be the same in both tasks.
The Notre Dame Fire dataset
As a case study for testing the proposed methodology, the Notre Dame fire of April
2019 was chosen as the reference event. This was due to the fact that the event
sparked a lot of controversy and fake news on social media, mostly blaming either
the yellow vests or Islamic extremists for the fire. Official sources on the other hand
claimed that the fire was not set intentionally. Specifically, seven different fake news
were identified during the event. Table 5.5 provides an overview of the fake news
and of their context.
The data were first collected by searching Twitter for posts that contain one or
more relevant keywords (e.g., #notredame and #notredamefire), or that are produced
by trusted news sources. The considered time span goes from the day before the
fire, the 14th April, to two weeks after the fire, the 29th April. As for the trusted
sources list, we selected several of the most important English news outlets, such
as for example ABC, BBC World, CNBC. The code for crawling Twitter posts and
news articles was written in Python. Our crawler adheres to the Twitter guidelines
for retrieving tweets.5
In total, 153,156 tweets and related 65,434 news articles were collected. News
articles were scraped from the link provided in the tweets. Around 76% of tweets
contain at least one of the provided keywords, while the rest represent the context
news produced by trusted sources. Figure 5.1 shows the distribution of tweets re-
lated to the Notre Dame fire for each day.
Figure 5.1: Number of tweets related to Notre Dame from 14 to 29 April 2019.
5https://twitter.com/robots.txt
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Context Fake News text
1
A person working on the Notre Dame
cathedral at the moment of the fire claims
that it was deliberately started and not an
accident.
“Notre Dame cathedral in Paris on fire,
worker claims it was deliberately started”
2 A fake account for CNN stated that theNotre Dame fire was a terroristic attack.
“CNN can now confirm the Notre Dame
fire was caused by an act of terrorism”
3
A tweet claimed that an unmarked car
was found in Paris with gas tanks and
Arabic documents inside. The news is ac-
tually real, but is from 2015, and does not
involve Notre Dame.
“Gas tanks and Arabic documents found
in unmarked car by Paris”
4
A Muslim girl was allegedly plotting to
blow up a car using gas canisters near the
Notre Dame cathedral for love.
“Muslim girl in search of love plotted to
blow up car packed with gas canisters
near Notre Dame Cathedral”
5
A fake Fox News account presented a
fabricated tweet from Rep. Ilhan Omar
(a Muslim American politician) saying
“They reap what they sow” in reference
to Notre Dame.
“Ilhan Omar - They reap what they sow
#NotreDame”
6
An account tweeted a video of Notre
Dame burningwith shouts of “AllahuAk-
bar” edited over the video. Other similar
videos were shared after.
“Who yells Allah Ahkbar when they see
an 850 yr old beloved and cherished
Catholic Religious Monument that has a
roaring, blazing fire coming from it?”
7
A low-quality video of a person walking
on the outside of the cathedral was used
to make false claims about the fire, in-
cluding that the person shown was an
“Imam” or a Yellow Vest protester setting
the fire.
“Notre-Dame: who is this person in yel-
low vest on a tower?”
Table 5.5: Fake news identified for the Notre Dame fire of April 2019.
As for the annotation process, only a subset of the texts was chosen, since la-
belling the entire dataset with the proposed methodology could be very expensive
both in terms of time and economical resources needed for crowdsourcing. How-
ever, arguably the subset of gold labelled data could be exploited to bootstrap the
annotations for the rest of the dataset, for example by using distant labelling tech-
niques on near duplicates (e.g. retweets, similar news headlines and so on) of the
labelled texts. Specifically, the subset contains 573 pieces of content, of which 484
tweets and 89 news articles. The sampling of tweets and articleswas chosen tomimic
the distribution of tweets and articles in the entire dataset.
Each piece of content, both tweets and news articles, has been labelled by 20 an-
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notators for each task. The final True/Fake label is given by the majority vote over
labels proposed by the annotators. The agreement between the annotators is com-
puted by means of Fleiss’ Kappa (Fleiss, 1971). Fleiss’ Kappa can be in fact used to
compute the agreement between two or more raters when assigning a categorical
label to a number of items. It can be interpreted as the proportion between the ob-
served agreement between raters with respect to the expected agreement if ratings
were given at random. The agreement between the annotators, in terms of Fleiss’
Kappa, is 0.47 for Task 1 and 0.24 for Task 2. As expected, the agreement on the sec-
ond task is generally lower as annotators were not provided with any ground truth
for the annotation.
Figure 5.2: Distribution of data and labels for Task 1.
Figure 5.3: Distribution of data and labels for Task 2.
In addition to the labelling via crowdsourcing, each piece of content was man-
ually fact checked in order to ensure the best quality for the dataset. his choice is
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twofold. On the one hand, the expert fact-checker’s rating can be exploited to deter-
mine the majority vote of the news in case of tie (i.e. 10 annotators rated the content
as fake, while other 10 rated it as real). On the other hand, we noticed that several
news were actually incorrectly labelled in both tasks, probably because of their dif-
ficulty in being fact-checked. Specifically, for the first task 58 texts were incorrectly
labelled (53 Fake and 5 Real), and for the second task errors were found for 65 texts
(40 Fake, 25 Real). It is interesting to notice that, as expected, more misclassifica-
tions were observed in the second task. However, while most errors for the first task
come from fake news incorrectly classified as real news, the two classes are more
balanced for Task 2. The charts in Figures 5.2 and 5.3 show the distribution of data,
both in terms of types of text and proportions between real and fake news. In the
charts, errors in classification are referred as false positives.
5.3 From fact-checking to fake news
The approach for fact-checking proposed in Section 5.1 has unquestionably proved
to be promising, both serving as a proving ground for the proposed idea and ob-
taining rather good performances on the proposed fact-checking task.
Computational-oriented fact-checking has several methodological differences
with respect to traditional fake news or rumour detection. However, it is arguably
akin to it, especially considering the proposed end goal and the data on which algo-
rithms are applied to. It could be argued in fact that non-verifiable statements may
be considered as a sort of fake news, while verifiable ones are what can be defined
as a real piece of news. In addition to this, in this context it is also interesting to con-
sider the role of the check-worthiness of claims. It is often the case that claims that
are worth to be verified often come from public figures and from news, that is actu-
ally the most fertile ground for fake news and disinformation. It is clear how these
two aspects are strictly related to each other, as they can be considered two slightly
different perspectives on the whole problem of disinformation and misinformation.
Therefore, when keeping in mind these aspects, it would be clearly interesting
to attempt at bridging the gap between fake news detection and fact-checking also
from a research standpoint. The main research question dwells on how it would be
possible to incorporate methods proposed for fact-checking in architectures aimed
at fake news detection. From an application viewpoint, it would be interesting to
adapt fact-checking systems to work with real and fake news.
Given a ground truth on a specific topic of interest, it can be argued that pieces of
news regarding the topic can be actually verified, and thus considered as trustwor-
thy, if evidence of such information is found in the ground truth. Conversely, if little
or no evidence is found for a given claim or article, and thus the content is harder
to verify given the available ground truth, it may be considered as suspicious and
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potentially fake. It is clear that such assumption, and the resulting system, deviates
from providing a clear classification between real and fake pieces of news. Rather,
it aims to provide a tool that can identify pieces of content or news containing in-
formation that is not found in a ground truth. This content may thus be fake and
may need a more thorough analysis to determine its veracity. In a real-world appli-
cation, such methodmay provide a way to trigger warnings when a piece of news is
identified that contains information not verified by official sources, and thus more
suspicious.
In this Section, an experiment is proposed to adapt the approach described in
Section 5.1 to the task of fake news detection. The approach is evaluated on the
Notre Dame Fire dataset (see Section 5.2), that contains real and fake news in the
form of tweets and news articles concerning the fire of Notre Dame.
Method
The main goal of the proposed approach is to evaluate how a fact-checking system
would perform when applied to the problem of fake news detection. In order to
do so, the paradigm of the approach presented in Section 5.1 and in Passaro et al.
(2020), is slightly modified to take into account the dichotomy between real and
fake news. The original approach was aimed at retrieving verified claims for unver-
ified pieces of content. Specifically, the goal was to rank, for a given set of tweets, a
group of verified claims so that the claim that verifies the tweet is ranked on the top
(Arampatzis et al., 2020; Barrón-Cedeño et al., 2020; Cappellato et al., 2020; Shaar
et al., 2020b).
The proposed method for fact-checking is thoroughly described in Section 5.1.
It is based on the idea that claims, or more in general text sequences that can ver-
ify other sequences are semantically similar to them. Thus, a pre-trained Sentence-
Transformer model (Reimers and Gurevych, 2019) was trained with two cascade
fine-tuning steps in order to (i) provide sentence-level features that actually repre-
sented the similarity of texts, and (ii) to classify pairs intomatching or nonmatching
ones. For each element to verify, a subset of the provided verified claims, obtained
with an Information Extraction function, is ranked based on their likelihood of the
pair being a correct match.
In the context of fake news, some aspects of the proposed paradigm must be
shifted in order to address the higher complexity and different end goal of the task.
Let the ground truth be a set of texts (e.g. news articles and tweets) that contain
verified and fact-checked information: the goal is to identify the real news, that are
most likely containing similar information to that included in the ground truth, and
thus are verified by it, and fake news for which this kind of information is harder to
retrieve. Thus, in this case, the proposed solution is as follows.
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Model selection. It must be noted that for this experiment, the model provided in
Passaro et al. (2020) and described in Section 5.1was not fine-tuned on the fake news
dataset. This is done for (i) better simulating a real-world scenario where labelled
datasets for fine tuning are not available, and for (ii) allowing a better understanding
of the generalization capabilities of the model in different scenarios and for a rather
different task.
Ground truth news ranking. For each piece of news to be verified, the model is
used to rank ground truth elements. In Passaro et al. (2020), the ranking was pro-
vided based on the probability of class 1 (i.e. a matching pair of texts) outputted by
the sentence-pair classifier. In this case the ranking is instead given by considering
the probability value for the most likely class for each prediction of the model. In
other words, we want to rank higher the predictions for which the model is more
confident. This choice is motivated by the fact that in this case we are interested in
both ground truth texts that supposedly verify the piece of news, and in texts that
are instead very different, and are more likely to provide contrasting information.
By exploiting the maximum probability, it is possible to consider as relevant to the
analysis these texts, by ranking them higher.
Fake/Real prediction. Finally, in order to provide a Real or Fake label to each piece
of news to verify, their respective top n ranking texts are exploited. Specifically,
occurrences of match and non-match are weighted and counted, and the majority
class is used to obtain the final prediction for the piece of news. As for the weighting
function, simply the inverse of the rank is used to weight each occurrence, in order
to assign more weight to the highest ranking elements. As for the final prediction,
the class Fake is assigned when most of the top n ranking elements are classified as
non-match, and vice versa the class Real when most of the elements are classified as
match for the given news.
Results on the Notre Dame Fire Dataset
The proposed approach was applied in the context of the Notre Dame Fire dataset.
The collection and labelling strategy described in Section 5.2, allows for the testing
of the proposed fake news detection method based on fact-checking.
In fact, as for the pieces of news to be verified, the labelled texts are available.
Labelled texts include both tweets and articles, randomly selected from the dataset
in order to represent both classes. The labelling can be considered as gold, as it has
been first performed via crowdsourcing and then further manually checked. As for
the ground truth, social media posts and articles produced by a list of authoritative
and trustworthy sources are used.
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In order to rank the ground truth with respect to each news to be verified,
sequence-pairs were generated. Specifically, all possible pairs of news texts and
ground truths were considered. In this case, the Information Extraction step de-
scribed in Section 5.1 was not performed since all the texts pertain to the Notre
Dame Fire, and thus the filtering is expected to yield rather poor results. It must
be noted that, concerning articles in the ground truth, their titles and their content
were separately paired to all the news texts to be verified. The final classifier for the
fact-checking task was then used to classify each pair as match and non-match.
Once pairs were classified, the ranking was produced for each news text. The
final prediction (i.e. if the text is real or fake) was obtained based on the number of
match and non-match classes, weighted by their rank. The newswas classified as Real
if matches outweighs non-matches, and Fake otherwise. Table 5.6 reports the results
in terms of Precision, Recall, F1-Score andAccuracy by considering the original label
given by the annotators and the predicted label obtained by classifying texts with
respect to matches and non-matches in the ground truth. Results are reported for
varying sizes of n used to filter on the top-ranking texts.
top-n class Precision Recall F1-Score Accuracy
5
Fake 0.31 0.51 0.39
0.51Real 0.7 0.51 0.59
Weighted avg 0.58 0.51 0.53
10
Fake 0.33 0.53 0.41
0.53Real 0.72 0.52 0.60
Weighted avg 0.60 0.53 0.54
50
Fake 0.33 0.52 0.40
0.53Real 0.72 0.54 0.61
Weighted avg 0.60 0.53 0.55
100
Fake 0.34 0.51 0.41
0.55Real 0.72 0.56 0.63
Weighted avg 0.60 0.55 0.56
1000
Fake 0.60 0.33 0.43
0.73Real 0.75 0.90 0.82
Weighted avg 0.71 0.73 0.70
All
Fake 0.52 0.18 0.26
0.70Real 0.72 0.93 0.81
Weighted avg 0.66 0.70 0.64
Table 5.6: Results of classification using the fact-checking based method.
Several interesting remarks can be made by observing the obtained results. It is
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clear that, while the proposed method cannot obtain state-of-the-art performances
on the datasest, is still able to provide good performances.
Varying the size of n drastically affects performances. Specifically, by increasing
its size from 5 to 100 all the metrics improve. The best overall results in terms of
Accuracy and weighted F1-Score are obtained for n = 1000. However, in this case
there is a noticeable decrease in the reported Recall for the Fake class, that decreases
asmore ground truth elements are considered for providing the class. Arguably, the
Recall metric is rather important in this case, as we are mostly interested in properly
recognizing fake news.
It must also be noted that performance metrics for the Real class are noticeably
higher for all sizes of n with respect to the Fake ones. This is probably due to two
main factors. First, themajority class in the dataset is the Real one. Second, the origi-
nal fact-checkingmodel was specifically tuned to recognize matching pairs. Thus, it
is possible that the model, initially trained on several different topics to identify po-
tential matching pairs, may have a bias towards predicting amatchwhen encounter-
ing documents pertaining to the same topic. For example, all the texts in the dataset
mentionNotre Dame in some capacity, either as a hashtag or as the exact string. Thus,
the model may tend to overestimate their similarity. However, we can argue that,
even in this case, the pre-trained model is able to achieve promising results when
applied to a rather different end goal and on a completely different dataset. This
means that it is able to generalize well on the task, independently from the dataset.
In addition to this, it is interesting to notice that the data provided for the fact-
checking task and the data employed in the fake news detection task have one key
difference. Themodelwas trained to classify short sequence pairs of tweets and sim-
ple claims of one or two sentences. On the contrary, the texts contained in the Notre
Dame Fire dataset are often longer, including entire news articles both in the ground
truth and the Real and Fake texts. Therefore, it would be interesting to assess how
the length of the input may affect the final performances on the different dataset.
In order to do so, a simple experiment was performed. All the entire articles were
excluded from the analysis, and only pairs of tweet-tweet and tweet-title were con-
sidered. The experiment was conducted by considering n = 100. It is interesting to
notice how, in this case, performances on all metrics improve, albeit slightly. Specifi-
cally, theweighted average Precision, Recall, and F1-Score are respectively 0.64, 0.57,
and 0.59. Arguably, the experiment shows that, while the model performs better as
the data are more similar to the one used for training, it is nonetheless able to work
also with longer sequences.
Fromamore general standpoint, we believe that the proposed approach is promis-
ing in terms of the adopted strategy. It showed that the problem of fake news and
fact-checking are closely related, and that strategies and models implemented for
the latter can provide an invaluable help also when tackling the former. In this re-
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gard, it is also interesting to notice how the development of a fine-tuning strategy
that is able to take into account the semantic properties of words via pre-training
of language models, and to model specific aspects of the problem of automatically
verifying statements, such as the similarities between claims and ground truth in-
formation, is key to successfully perform automated fact-checking, and can provide
strong insights into the identification of the veracity of news. Such fine-tuning, when
applied to a completely different domain and task, in conjunction with a more re-
fined selection strategy, was nonetheless able to provide promising performances
without the need for further domain or task specific training. This may be invalu-
able in real world contexts because of two main reasons. First, by developing strong
models that are able to generalize on the problem of fact-checking, no additional
labelling of data is needed to transfer such knowledge onto the fake news domain.
Second, the computational cost of training models such as the Transformer is order
of magnitude higher than the one needed for performing inference. While only ma-
chines provided with GPUs are able to perform training in reasonable time, more
and more devices are available, also to the end users, able to successfully employ
already trained machine and deep learning models in a number of tasks.
However, several drawbacks and potential ways to address them must be taken
into account. First, it is clear that the obtained results are sub-optimal. It is likely
that, for example, by training a machine learning model to recognize real and fake
news in the dataset, better classification results could be obtained.
Second, as the original goal of the model was to recognize potential matches, its
training reflected this idea. In fact, for the original training, described in Section 5.1,
only one negative example was provided for each correct match. This may have had
the effect to bias the classifier towards predicting matches, dampened in the fact-
checking task by the fact that only the first 5 predictions ranked by probability of
class match were taken into account. Consequently in the fake news detection task,
it is possible that the model may tend to predict a match, thus degrading perfor-
mances especially on the Fake class. In this regard, it could be interesting to fine-
tune the fact-checking model on more instances, especially of non-matching pairs,
in order to learn also to distinguish correct matches among many non-correct ones,
in addition to learning what are the properties of correct matches. This may im-
prove the performances of the model when dealing with identifying if statements
are verified by a ground truth, rather than what elements of the ground truth verify
statements.
Third, it is clear that the count-basedmethodologyproposed to determinewhether
a piece of news is real or fake should be thoroughly evaluated. Specifically, more
weighting schemas should be taken into account, both for the ranking and the re-
sulting class. For example, a more strict evaluation could assign higher weights to
items identified as a correct match, thus potentially assigning the Real class also to
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news that have fewer supporting statements in the ground truth.
5.4 Future challenges
The problem of fake news, rumours and their related tasks is clearly an open issue.
Many different aspects of the problem have been taken into account from a research
perspective, such as automated fact-checking, rumour and fake news detection, ver-
ification, and tracking, and stance detection. The NLP community is thriving with
works on such problems, often achieving promising results. However, the complex-
ity of the matter at hand, and more generally the many facets assumed by misinfor-
mation and disinformation, especially on the web and social media, make it hard to
provide definitive statements and clear solutions to the problem.
The work presented in this Chapter was focused on two main aspects. On the
one hand, the goal was to propose several solutions to some of the major challenges
in the field, namely automated fact-checking, fake news detection, and the collection
and labelling of real-world datasets of fake news that can also serve as benchmark
for the research community. On the other hand, the research addresses how the
different aspects of the problem are related to each other, and how knowledge on
one of them can be successfully transferred and exploited for others. Despite the
promising results obtained, it is clear that many areas can be improved to tackle
several different challenges.
Concerning aspects related to automated fact-checking, the proposedmethodol-
ogy has been proven to be successful, obtaining good results on the task of verified
claim retrieval. In this regard, it would be interesting to extend the methodology by
first and foremost incorporating more data into the training set, in order to allow for
amodel that is better to generalize the problem. Second, the learning phase could be
improved by performing parameter and hyperparameter tuning on both the model
and the selection of training candidates. Specifically for the selection of candidates,
it would be interesting to consider a more unbalanced dataset of matching and non-
matching pairs. Provided that the learning objective is tuned accordingly, it may
yield better results for both the tasks of claim retrieval and claim verification.
As for the fake news detection problem, the approach showed promising per-
formances when faced similarly to a claim verification task. Interestingly, it was
shown that a method that does not rely on supervised learning directly from the
data itself is nonetheless able to distinguish between real and fake news in some
capacity. However, it is clear that there is room for improvement both in terms of
approach and classification. As for the learning model, it could benefit from the
same treatment previously mentioned for the automated fact-checking task. As for
the classification strategy, it is obvious that more solutions should be evaluated in
order to (i) improve the performances of the classifier and (ii) enable potential end
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users to make more informed decision. For example, a confidence score regarding
the decision could be provided, and a measure of the suspiciousness of the news
in terms of the number of items in the ground truth that are in stark contrast with
it, or on the contrary verify parts of it. Moreover, it could be interesting to exploit
a similar methodology and learning model in a completely unsupervised scenario,
in order to provide an alternative to fake news detection that is solely based on the
meaning of texts.
Considering the data collection methodology, it proved to be promising since it
enables the creation and labelling of a dataset of fake news that also provides a con-
text of real news, or ground truth, for them. This may be an invaluable resource,
as most available datasets do not take into account this kind of information. Con-
cerning this aspect, it would be interesting to test state-of-the-art learning models
on the dataset, in order to assess its quality as a benchmark. In addition, it would be
important to study strategies for automated labelling of the rest of the dataset, for
example by employing distant supervision and active learning. The methodology
could be employed for the collection of real and fake news for different events and
public figures, in order to provide a wider array of examples and enable learning
models to generalize better. Moreover, the two-step labelling strategy may provide
many interesting insights into how fake news are perceived by people and by ma-
chine learning algorithms.
Finally, the experiments performed have shown how different aspects of fake
news and rumours can be considered simultaneously and how solutions to one of
the many problems in the realm of fake news can be successfully adapted to other
aspects of it. In this regard, pushing this line of research forward by proposing so-
lutions that consider these many aspects simultaneously, and the interplay between
them, could also be a novel and interesting point of view in the literature on fake
news and rumour detection.
5.5 Summary
In this Chapter, the problem of fake news detection is faced from several different,
yet interconnected, perspectives.
In Section 5.1, a system to perform the automatic retrieval of claims that ver-
ify statements is proposed. The system exploits traditional information extraction
techniques and state-of-the-art language models to solve the problem. Specifically,
a Sentence-BERT model is further fine tuned with two cascading steps. In the first
one, the semantic similarity of matching and non matching pairs is learned in or-
der to allow a more similar distributed representation for matching pairs. In the
second one, a classifier is trained to actually provide a match or non-match label for
sequence pairs. The classifier is exploited to rank verified claims for tweets, in order
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to rank the claim that verifies the tweet as high as possible. The proposed method
was tested in an international fact-checking shared task obtaining the second-best
result (Passaro et al., 2020).
In Section 5.2 a methodology for collecting and labelling fake and real news for
specific events is proposed. The collection methodology is based on a top-down
strategy to collect real and fake news for an event, andnews from trustworthy sources
that can serve as a ground truth for the event. The labellingmethodology is based on
crowdsourcing, and enables a gold-level annotation of fake and real news, and the
identification of fake news that are particularly difficult to be recognized by people
without prior knowledge on them. Using this methodology, a dataset concerning
the Notre Dame fire of April 2019 was collected and labelled considering several
different fake news.
Section 5.3 provides some early insight into the adaptation of the fact-checking
system proposed in Section 5.1 in order to solve the fake news detection task. The
proposed systemexploit the classification results provided by the fact-checkingmodel
in order to determine whether a piece of content (tweet or article) is likely to be a
fake news based on its comparison with a ground truth. The system is evaluated on
the Notre Dame Fire dataset (see Sec. 5.2).
Finally, Section 5.4 provides a brief discussion on the proposed methods and





The experiments discussed in the presentwork providemany interesting insights on
several aspects of computational models of language. The last few years have seen
some major breakthroughs in the representation of language, and consequently the
interest from many other research and industrial fields in exploiting such kind of
knowledge. Therefore, it is interesting to discuss several aspects that are related
to the application of such language model technologies across different problems.
In this Chapter, the proposed methods and performed experiments will be briefly
discussed in light of the obtained results.
One key aspect that unites all the proposed methods and several of the experi-
ments performed in this thesis is the use of pre-trainedmodels of language, albeit in
different forms. This enabled to evaluate aspects that are common to most, if not all
language models, especially from an application perspective, and several key differ-
ences among them.
Pre-trained language models have first and foremost shown very good perfor-
mances when applied across a wide spectrum of tasks and domains. Simpler tasks
such as obtaining distributed representation of words out-of-context have been ex-
tensively studied in the literature, and the use of pre-trainedmodels has been proven
very reliable. The experiments conducted in Chapter 3 serve as further proof of the
ability of pre-trained word embedding models to encode semantically rich informa-
tion for words. Specifically, learningmodels based on the skip-gram and C-BOW al-
gorithms proposed in Mikolov et al. (2013a,b) have shown to enable unsupervised
learning on word embeddings. In the specific case study, fastText pre-trained em-
beddings (Bojanowski et al., 2017) for tags of news articleswere clustered in order to
findmacro-categories of them that enable the profiling of unseen news articles. The
obtained cluster were both cohesive and meaningful, thus proving the effectiveness
of the pre-trained representation.
In the case of modelling longer sequences of texts, more refined algorithms are
needed. Experiments conducted in Chapter 4 provide some insights on this specific
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issue. Several differentmethods for representing entire sentences or, more generally,
longer sequences of texts, have been explored and validated.
First, it was made clear that models based on out-of-context word representa-
tions such as fastText (Bojanowski et al., 2017) were completely ineffective when
applied to longer and domain-specific sequences of texts. The simplest approach to
model sequences is in fact to exploit pre-trainedword embeddings in order to obtain
a representation for each element of the sequence, and then apply a transformation
such as averaging each dimension in order to extract a representation of the whole
sequence. Section 4.1 has shown that this method is rather inefficient and has se-
vere limitations. In fact, the obtained sequence representations were shown to not
be meaningful in the context of identifying similarities between text. This is proba-
bly because the pooling operation is applied to very different word vectors, that are
not in the same portion of the n-dimensional space of representation. Therefore the
resulting representations, also for very different texts, were rather close in the vec-
tor space, thus eliminating the possibility of identifying similarities and differences
by means of comparing such vectors in terms of their relative position in the vector
space.
Second, the possibility of implementing models that can learn directly from the
available data such as doc2vec (Le and Mikolov, 2014) was shown to provide two
key advantages over pre-trained word embeddings.
• They are specifically aimed at building representations for word sequences,
that take into account the terms included in the representation. This in turn
enables to model sequences such as documents more effectively, and compare
them in terms of similarity of the resulting vector representation.
• As they learn directly from data, they appear to be more suitable to model
domain-specific data. This advantage may be crucial when considering ap-
plication of language models, especially if the end application is expected to
effectively model data in a specific domain or format such as résumés. In
fact, it is often the case that pre-trained models are learned on corpora con-
taining general purpose texts, such as for example news articles, web pages,
and Wikipedia entries. However, it must be noted that this crucial advantage
may be severely hindered by the fact that learned models are rather specific,
and thus less able to generalize on other domains or different kinds of se-
quence data. In addition to this, learning is expensive both in terms of time and
computational resources, as already mentioned in Mikolov et al. (2013a) and
shown in Section 4.1 for the problem of learning résumés embeddings. This
may pose problems especially when dealingwith non-static data and datasets,
that evolve over time and require models to be further trained and kept up-to-
date.
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Third, the models based on the strong-pre training proposed for BERT (De-
vlin et al., 2019) have been proven more effective on most NLP downstream tasks,
thus overcoming several limitations derived from representing domain specific
data. Moreover, the transformer-based pre-trained model proposed in Reimers and
Gurevych (2019) addresses the limitation of the sentence representation provided
by BERT-like models by applying a fine tuning specifically aimed at modelling en-
tire sequences in the vector space. The resulting sequence vectors were shown to be
semantically relevant in the experiments, thus enabling a more refined comparison
of them in a vector space via clustering analysis. Their pre-trained nature is in this
context extremely relevant also due to the fact that, from an application perspective,
the basemodel can be successfully exploitedwithout the need for further training on
the specific data, provided that the goal is to extract semantically relevant features
from entire sequences of text.
Considering this last point, it is also important to stress how such pre-trained
model can be further tuned on specific tasks such as classification. The capability
of Transformer-based models to achieve transfer learning for NLP task is definitely
a fundamental milestone in the development of newmodels and novel applications
for language technologies. In the present work, transfer learning was applied to
the tasks of automated fact-checking and fake news detection in Chapter 5, obtain-
ing impressive results. The key advantage of applying transfer learning is that pre-
trained model can be fine tuned to solve a wide array of downstream tasks. Lan-
guage models with a strong pre-training, that can effectively model different kinds
of semantic and syntactic information, can pass that knowledge also to models fo-
cused on specific downstream tasks. This approach provide several key advantages.
• Resulting models have provided state-of-the-art performances in a vast num-
ber of NLP tasks.
• They do not require vast amounts of data to be effectively trained on down-
stream tasks. This is because the model, rather than learning word properties
from scratch in the context of the specific problem, is only tasked to learn the
task based on the general language knowledge acquired during pre-training.
This alsomeans that the same pre-trainedmodel can be fine tuned both on dif-
ferent tasks and in order to solve many tasks at the same time. From an appli-
cation perspective, this may prove to be extremely important, as task-specific
training is less expensive in terms of required learning data, and as the same
model can be used for several different tasks. In the present research, a model
trained for a fact-checking task was successfully applied to the similar, yet dif-
ferent, fake news detection task.
As for the problem of fake news detection, several important remarks can be
made concerning the approach both in terms of performances and with respect to
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the current state of the research on this topic.
Considering the approach itself, Section 5.1 showed that it has proven to be very
effective on the verified claim retrieval task it was trained for. First, the final model
with two-step cascade fine-tuning strategy was shown to obtain MAP@5 of around
0.90 on the task. This can lead to two considerations. On the one hand, it is interest-
ing to notice how the first fine tuning step aimed at obtaining representations that
are closer in the vector space for matching pairs had a rather drastic effect on the
final prediction. On the other hand, we can argue that modelling a ranking prob-
lem in terms of classification was nonetheless effective. In addition to this, it is also
important to stress on the effect of fine-tuning a pre-trained Sentence-BERT model
rather than amore general BERT one. This serves as further proof that sequence em-
beddings obtained by BERT models are not modelling the semantics of sequences
in any meaningful way (Devlin et al., 2019), but can be easily adapted to the task
by fine tuning the model on sequence-pair similarity tasks (Reimers and Gurevych,
2019). Second, the proposed IE module was able to identify claims that are more
likely to verify a given tweet. By applying this simple system, the performances of
the whole system improved. This is probably due to the fact that it was effective in
reducing the negative impact of the training strategy for the model. In fact, the final
training of the classifier was performed on a balanced dataset of correct and incor-
rect pairs, while during inference the incorrect pairs are orders of magnitude more
than the correct ones. By simply filtering out pairs that do not share anymeaningful
entity, errors due to incorrect classification on them were avoided.
In addition to this, by considering the experiment described in Section 5.3, two
main observations can be made. On the one hand, it was shown how the model
trained for fact-checking obtained encouraging performances also on the fake news
detection task with no further training. This means that the original model was
already able to generalize to the problem of matching sentences with similar or
identical meanings. On the other hand, the experiment provides some insight into
how approaches aimed at fact-checking statements can be effectively applied to fake
news detection problems. In fact, albeit several improvements can be made to the
proposed approach, it is clear that it is nonetheless promising. In addition, as it im-
plements, both conceptually and during training, a strategy that relies on the actual
meaning of words and sentences rather than usingmore surface properties thatmay
have limited descriptive capabilities, it is expected to generalize better on other data
and in real-world scenarios.
Concerning the current state of the research on the fake news topic, we can ar-
gue that the present work paves the way to providing solution with the potential to
prove themselves as viable alternatives to current approaches. First, as previously
mentioned, the fact-checking based strategy has proven reliable in order to identify
real and fake news.
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Second, the methodology for data collection and labelling described in Section
5.2 provides several interesting differences from current methods, highlighted in
Section 2.2. First, it offers a simple yet effective approach to the collection itself,
based on accessible social media data. Second, it provides a two-layered labelling
that may help in better describing the fake news problem, especially concerning
more hard-to-detect ones. Third, and most important, it incorporates into the col-
lection strategy also the retrieval of the context in which fake news propagate. We
can argue that this inclusion may prove to be fundamental. On the one hand, it op-
erationally provides for a ground truth against which to compare possible real and
fake news. On the other hand, it helps in representing more real-word scenarios
where fake news are actually hidden among many other kinds of information. This
can be helpful for evaluating fake news detection systems, both from the perspective




The goal of the present work was twofold. On the one hand, it aimed at evaluating
several different approaches to distributional semantics in the context of applica-
tions for NLP, in order to better assess their strengths, weaknesses, and key differ-
ences. On the other hand, such knowledge was exploited in order to provide novel
insights and strategies to face the problem of fake news and rumour detection, that
can be considered one of the main current issues both at the social level and from a
research perspective.
As for the evaluation of distributional semanticsmodels, they hold a key strategic
value in many modern applications, especially considering the constantly growing
need for methods and models that are able to effectively and efficiently process un-
structured data. This has in fact become one of the main driving forces for many
application-oriented researches in the NLP field, also due to the fact that such un-
structured information holds a key value for businesses and companies in the wake
of Industry 4.0. The ability to extract usable knowledge directly from data with mi-
nor supervision, and automate and speed-up processes that can be consuming and
expensive both in terms of time and resources, has become an invaluable asset for
all the sectors influenced by the ideas and concepts of Industry 4.0.
In the presentwork, distributionalmodels ofmeaning, in conjunctionwith amix-
ture of NLP and text mining techniques, have been applied to several different case
studies, in order to evaluate their key characteristics and their effectiveness when
used for tasks of profiling in different areas of application, with particular attention
to pre-trainedmodels. First, in Chapter 3 a pre-trained fastTextmodel in conjunction
with an SVM classifier were used to profile city areas based on reports contained in
online newspapers. Specifically, the tags describing the articles were used to pro-
vide several macro-categories based on the application of hierarchical clustering to
their word embeddings. Such macro-categories were then used to label articles and
train a multi-class classifier in order to determine the macro-category of new arti-
cles. The resulting models were further incorporated in a framework for profiling
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specific neighborhoods in terms of the macro categories, based on geo-localization
and the news articles describing them. Results show that the proposed approach is
promising, both in terms of understanding the similarities betweenwords, and thus
representing macro-categories, and in terms of obtaining reliable predictions from
the classification. Subsequently, in Chapter 4 the analysis shifted towards distribu-
tional models aimed at providing a distributed representation for entire sequences
of texts. Arguably such models, despite facing the more challenging problem of
providing a semantic representation for larger units of text, may also provide bet-
ter solutions for more complex and challenging problems, such as the profiling of
entire unstructured texts in an unsupervised way. In order to evaluate the best ap-
proach, a case study on the profiling of résumés was proposed. In the case study,
several techniques were evaluated, such as pre-trained word embeddings models,
the paragraph vector algorithm, andTransformer-based languagemodels. The anal-
ysis was conducted in conjunction with more traditional techniques of information
extraction, to obtain keywords from texts, and summarization techniques aimed at
shortening the length of résumés in order to obtainmore cohesive and focused texts,
that are in turn easier to model distributionally. Résumés, modelled as distributed
vectors of words, were applied hierarchical clustering in order to identify the dif-
ferent professional profiles. Results were evaluated both qualitatively and quanti-
tatively, and showed promise. The findings of Chapter 3 and 4 made it clear that
pre-trained transformer-based models were able to outperform other distributional
techniques, and provided several advantages also from the point of view of the end
application, as discussed in Chapter 6.
As for the problem of fake news detection, the knowledge obtained from the case
studies on distributional semanticmodelswas put to the test by proposing a strategy
that focuses on fact-checking to identify trustworthy and not trustworthy informa-
tion. Specifically, as described in Chapter 5, first a system for fact-checking based
on state-of-the-art Transformer language models was proposed. The system goal is
to identify, for a given statement, a claim provided in a ground truth that verifies it.
To this end, a Transformer model was fine tuned with cascading training steps, in
conjunction with an Information Extraction system to improve the results. The final
model predicts, given a pair of texts, if the second one (a verified claim) actually
verifies the information contained in the first one (a statement or tweet). The model
obtained second-best results in a fact-checking competition. In order to evaluate the
relationship between fact-checking and fake news detection, and to further evaluate
themodel, a dataset of real and fake news concerning theNotre DameCathedral fire
of 2019was collected. The dataset includes both a ground truth provided by reliable
news sources, and a set of news in the form of tweets and news articles labelled via
crowdsourcing for their truthfulness. The proposed methodology allow to collect
and annotate reliable data concerning real and fake news for specific events or public
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figures based on Twitter. In addition, it allows for labelling fake news with respect
to how easy they are to identify without prior knowledge about them. The method-
ology is believed to be a viable strategy to collect and label benchmark datasets for
fake news research. The fact-checking model was applied to the Notre Dame fire
dataset in order to distinguish real and fake news based on their content with re-
spect to the available ground truth. Although with wide margins for improvement,
the obtained results allowed to state that aspects of fact-checking, and specifically
of claim retrieval, can improve also fake news detection, and that the direction of
the research is promising. It was possible to demonstrate how a system based on
the smart usage of distributional models of meaning, that is able to understand and
model the differences in information contained in trustworthy and non-trustworthy
pieces of news, provided a viable alternative to facing the problem of fake news
detection with respect to a more traditional classification-based approach.
Language technologies are becoming more and more pervasive in many fields
of research and in industrial settings. The recent years have seen the introduction of
models able to provide transfer learning capabilities, that can arguably be consid-
ered revolutionary in the field. Suchmodels have proven their worth in a number of
settings. This is demonstrated also by the experiments and case studies provided in
the present work, specifically considering those regarding fake news detection. Ar-
guably, as research on such models is fueled by improving the performances on the
one hand, and reducing the size of models to make them usable with less compute
on the other one, it is clear that their understanding and intelligent use can prove
to be an invaluable asset both from the research and from the industrial standpoint,
to face increasingly complex problems that are hard to model and even harder to
solve also for humans, such as the fake news detection one. Being able to automat-
ically and unsupervisedly provide information regarding the potential veracity or
falsity of information may prove to be an fundamental stepping stone in fighting
disinformation and many other issues in today’s society.
Definitely, the present work tried to demonstrate that modelling the meaning of
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