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ALGEBRAIC GEOMETRY OVER LIE ALGEBRAS
ILYA V. KAZACHKOV
Introduction
What is algebraic geometry over algebraic systems? Many important re-
lations between elements of a given algebraic system A can be expressed by
systems of equations over A. The solution sets of such systems are called
algebraic sets over A. Algebraic sets over A form a category, if we take for
morphisms polynomial functions in the sense of Definition 6.1 below. As
a discipline, algebraic geometry over A studies structural properties of this
category. The principle example is, of course, algebraic geometry over fields.
The foundations of algebraic geometry over groups were laid by Baumslag,
Myasnikov and Remeslennikov [4, 28]. The present paper transfers their ideas
to the algebraic geometry over Lie algebras.
Let A be a fixed Lie algebra over a field k. We introduce the category of A-
Lie algebras in Sections 1 and 2. Sections 3–7 are built around the notion of a
free A-Lie algebra A [X ], which can be viewed as an analogue of a polynomial
algebra over a unitary commutative ring. We introduce a Lie-algebraic version
of the concept of an algebraic set and study connections between algebraic
sets, radical ideals of A [X ] and coordinate algebras (the latter can be viewed
as analogues of factor-algebras of a polynomial algebra over a commutative
ring by a radical ideal). These concepts allow us to describe the properties of
algebraic sets in two different languages:
• the language of radical ideals, and
• the language of coordinate algebras.
One of the most important results here is Corollary 7.3, which shows that the
categories of coordinate algebras and algebraic sets are equivalent.
In Sections 8–12, we apply some ideas of universal algebra and model the-
ory and introduce the notions of A-prevariety, A-variety, A-quasivariety and
A-universal closure. We transfer some methods of Myasnikov and Remeslen-
nikov [28] to Lie algebras and solve Plotkin’s problem on geometric equiva-
lence of Lie algebras. Our exposition is based on a preprint by Daniyarova
[13].
In the two final sections of this survey we describe applications of the
general theorems from Section 1–12 to concrete classes of Lie algebras. In
Section 13 we survey papers [10, 11]:
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• We study the universal closure of a free metabelian Lie algebra of
finite rank r ≥ 2 over a finite field k and find two convenient sets
of axioms, Φr and Φ
′
r for its description; the former is written in the
first order language of Lie algebras L, the latter in the language LFr
enriched by constants from Fr.
• We describe the structure of finitely generated algebras from the uni-
versal closures Fr-ucl(Fr) and ucl(Fr) in languages LFr and L.
• We prove that in both languages L and LF the universal theory of a
free metabelian Lie algebra over a finite field is decidable.
Then we apply these results to algebraic geometry over the free metabelian
Lie algebra Fr, r ≥ 2, over a finite field k:
• We give a structural description of coordinate algebras of irreducible
algebraic sets over Fr.
• We describe the structure of irreducible algebraic sets.
• We construct a theory of dimension in the category of algebraic sets
over Fr.
Section 14 summarises the results by Daniyarova and Remeslennikov [12]
on diophantine geometry over a free Lie algebra F . The objective of alge-
braic geometry is to classify irreducible algebraic sets and their coordinate
algebras. We believe that the general classification problem for algebraic sets
and coordinate algebras over a free Lie algebra is very complicated, therefore
we treat only the following two cases:
• algebraic sets defined by systems of equations in one variable;
• bounded algebraic sets (that is, algebraic sets contained in a finite
dimensional affine subspace of F , see Definition 14.1).
In these cases, we reduce the problem of classification of algebraic sets and
coordinate algebras to problems in diophantine geometry over the ground
field k.
We refer to [2, 8, 14, 27] for background facts on Lie algebras, model theory,
theory of categories and universal algebra.
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1. The category of A-Lie algebras
We work with a fixed algebra A of coefficients and introduce a notion of
an A-Lie algebra, a Lie algebra analogue of (associative) algebras over an
associative ring.
Definition 1.1. Let A be a fixed Lie algebra over a field k. A Lie algebra
B over k is called an A-Lie algebra if it contains a designated copy of A,
which we shall usually identify with A. More precisely, an A-Lie algebra B
is a Lie algebra together with an embedding α : A → B. A morphism or
A-homomorphism ϕ from an A-Lie algebra B1 to an A-Lie algebra B2 is a
homomorphism of Lie algebras which is the identity on A (or, in a more formal
language, α1ϕ = α2 where α1 and α2 are the corresponding embeddings of
the Lie algebra A into the A-Lie algebras B1 and B2).
Obviously, A-Lie algebras and A-homomorphisms form a category. In the
special case A = {0}, the category of A-Lie algebras is the category of Lie
algebras over k. Note that if A is a nonzero Lie algebra then the category of
A-Lie algebras does not possess a zero object.
Notice that A is itself an A-Lie algebra.
We denote by HomA(B1, B2) the set of all A-homomorphisms from B1
to B2, and by ∼=A the isomorphism in the category of A-Lie algebras (A-
isomorphism). The usual notions of free, finitely generated and finitely pre-
sented algebras carry over to the category of A-Lie algebras.
We say that the set X generates an A-Lie algebra B in the category of A-
Lie algebras if the algebra B is generated by the set A ∪X as a Lie algebra,
i. e. B = 〈A,X〉. We use notation B = 〈X〉A.
Notice that an A-Lie algebra B can be finitely generated in the category
of A-Lie algebras without being finitely generated as a Lie algebra.
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Definition 1.2. Let X = {x1, . . . , xn} be a finite set. An A-Lie algebra
A [X ] = 〈x1, . . . , xn〉A is said to be free in the category of A-Lie algebras if,
for any A-Lie algebra B = 〈b1, . . . , bn〉A and any map ψ from A [X ] to B
which is the identity on A and satisfies ψ(xi) = bi, i = 1, . . . , n, the map ψ
extends to an A-epimorphism A[X ] −→ B. We sometimes say that X is a
(free) base of A [X ].
A standard argument from universal algebra yields an equivalent form of
this definition:
Definition 1.3. A free A-Lie algebra with the free base X is the free Lie
product of the free (in the category of Lie k-algebras) Lie algebra F (X) and
algebra A, i.e. A [X ] = A ∗ F (X).
2. The first order language
In this section we show that the category of A-Lie algebras is axiomatisable.
The standard first order language L of the theory of Lie algebras over a fixed
field k contains a symbol for multiplication ‘◦’, a symbol for addition ‘+’, a
symbol for subtraction ‘−’, a set of symbols {kα | α ∈ k} for multiplication by
coefficients from the field k and a constant symbol ‘0’ for zero. The category
of A-Lie algebras requires a bigger language LA; it consists of L together with
the set of constant symbols for elements in A
LA = L ∪ {ca | a ∈ A} .
It is clear that an A-Lie algebra B can be treated as a model of the language
LA if the new constant symbols are interpreted in the algebra B as ca = α(a).
For brevity, we sometimes omit the multiplication symbol ‘◦’.
Therefore the class of all A-Lie algebras over a field k in the language LA
is given by two groups of axioms:
(1) The standard series of axioms that define the class of all Lie algebras
over the field k.
(2) Additional axiomsA-D which describe the behaviour of constant sym-
bols:
A: 0 = c0;
B: cα1a1+α2a2 = kα1(ca1) + kα2(ca2) (for all a1, a2 ∈ A, α1, α2 ∈ k);
C: ca1a2 = ca1 ◦ ca2 (for all a1, a2 ∈ A);
D: ca 6= 0 (for all nonzero a ∈ A).
Axioms A, B, C and D imply that in an A-Lie algebra B constant symbols
ca are interpreted as distinct elements and form a subalgebra of B isomorphic
to A.
3. Elements of algebraic geometry
Our next objective is to introduce Lie algebraic counterparts to the classical
concepts of algebraic geometry.
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Let A be a fixed Lie algebra over a field k. Let X = {x1, . . . , xn} be a finite
set of variables and A [X ] be the free A-Lie algebra with the base X . We view
A [X ] as an analogue of a polynomial algebra in finitely many variables over
a unitary commutative ring. We think of elements of A [X ] as polynomials
with coefficients in A. We use functional notation
f = f(x1, . . . , xn) = f(x1, . . . , xn, a1, . . . , ar)
thereby expressing the fact that the Lie polynomial f in A [X ] involves vari-
ables x1, . . . , xn and, if needed, constants a1, . . . , ar ∈ A. A formal equality
f = 0 can be treated, in an obvious way, as an equation over A. Therefore
every subset S ⊂ A [X ] can be treated as a system of equations with coeffi-
cients in A. In parallel with the commutative case, the set of solutions of S
depends on the algebra used to solve the system. We are specially interested
in diophantine problems, that is, solving systems in A, but for the time being
we work in a more general situation and solve S in an arbitrary A-Lie algebra
B.
Let B be an A-Lie algebra and S a subset of A [X ]. Then the set Bn =
{(b1, . . . , bn)| bi ∈ B} is called the affine n-dimensional space over the algebra
B.
A point p = (b1, . . . , bn) ∈ B
n is called a root of a polynomial f ∈ A [X ] if
f(p) = f(b1, . . . , bn, a1, . . . , ar) = 0.
We also say that the polynomial f vanishes at the point p. A point p ∈ Bn is
called a root or a solution of the system S ⊆ A [X ] if every polynomial from
S vanishes at p.
Definition 3.1. Let B be an A-Lie algebra and let S be a subset of A [X ].
Then the set
VB(S) = {p ∈ B
n| f(p) = 0 ∀ f ∈ S}
is called the (affine) algebraic set over B defined by S.
Definition 3.2. Let B be an A-Lie algebra, S1 and S2 subsets of A [X ]. Then
the systems S1 and S2 are called equivalent over B if VB(S1) = VB(S2). A
system S is called inconsistent over B if VB(S) = ∅ and consistent otherwise.
Example 3.1 (Typical examples of algebraic sets).
(1) Every element a ∈ A forms an algebraic set, {a}. Indeed if you take
S = {x− a} then VB(S) = {a}. In this example n = 1 and X = {x}.
(2) Every element {(a1, . . . , an)} ∈ A
n is an algebraic set: if you take
S = {x1 − a1, . . . , xn − an} then VB(S) = {(a1, . . . , an)}.
(3) The centraliser CB(M) of an arbitrary set of elements M from A is
an algebraic set defined by the system S = {x ◦m | m ∈M}.
(4) The whole affine space Bn is the algebraic set defined by the system
S = {0}.
(5) Let A = {0}. Then the empty set ∅ is not algebraic, since every
algebraic set in Bn contains the point (0, . . . , 0).
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We need more definitions.
A polynomial f ∈ A [X ] is called a consequence of the system S ⊆ A [X ] if
V (f) ⊇ V (S).
Let Y be an arbitrary (not necessarily algebraic) subset of Bn. The set
RadB(Y ) = {f ∈ A [X ] | f(p) = 0 ∀ p ∈ Y }
is called the radical of the set Y . If Y = ∅ then, by the definition, its radical
is the algebra A [X ].
If Y is an algebraic set (Y = VB(S)) then we also refer to its radical as the
radical of the system of equations S: RadB(S) = RadB(VB(S)), i.e.
• a polynomial f ∈ A [X ] is a consequence of a system S if and only if
f ∈ RadB(S);
• a polynomial f is a consequence of a system S if and only if the system
S ′ = S ∪ {f} is equivalent to S.
Therefore, RadB(S) is the maximal (by inclusion) system of equations
equivalent to S.
Proposition 3.1. The radical of a set is an ideal of the algebra A [X ].
Proof. Let f, g ∈ RadB(Y ) and h ∈ A [X ] and let y ∈ Y . By definition,
(αf + βg)(y) = αf(y) + βg(y) = 0
and (hf)(y) = h(y) · f(y) = h(y) · 0 = 0, where α, β ∈ k. 
Lemma 3.2.
(1) The radical of a system S ⊆ A [X ] contains the ideal id 〈S〉 generated
by the set S, RadB(S) ⊇ id 〈S〉 .
(2) Let Y1 and Y2 be subsets of B
n and S1, S2 subsets of A [X ].
If Y1 ⊆ Y2 then RadB(Y1) ⊇ RadB(Y2).
If S1 ⊆ S2 then RadB(S1) ⊇ RadB(S2).
(3) For any family of sets {Yi| i ∈ I }, Yi ⊆ B
n we have
RadB
(⋃
i∈I
Yi
)
=
⋂
i∈I
RadB(Yi).
(4) An ideal I of the algebra A [X ] is the radical of an algebraic set over
B if and only if RadB(VB(I)) = I.
(5) A set Y ⊆ Bn is algebraic over B if and only if VB(RadV (Y )) = Y.
(6) Let Y1, Y2 ⊆ B
n be two algebraic sets, then
Y1 = Y2 if and only if RadB(Y1) = RadB(Y2).
Therefore the radical of an algebraic set describes it uniquely.
Proof. The proofs immediately follow from the definitions. As an example,
we prove the fourth statement. If RadB(VB(I)) = I then I is obviously a
radical. Vice versa if I is the radical of an algebraic set then there exists
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a system S such that I = RadB(S). Then VB(I) = VB(RadB(S)) = VB(S),
consequently, RadB(VB(I)) = RadB(VB(S)) = RadB(S) = I. 
Another crucial concept notion of algebraic geometry is that of coordinate
algebra.
Definition 3.3. Let B be an A-Lie algebra, S a subset of A [X ] and Y ⊆ Bn
the algebraic set defined by the system S. Then the factor-algebra
ΓB(Y ) = ΓB(S) = A [X ]/RadB(Y )
is called the coordinate algebra of the algebraic set Y (or of the system S).
Remark 3.1. Observe that if a system S is inconsistent over B then ΓB(S) =
0. Notice that the coordinate algebras of consistent systems of equations
are A-Lie algebras and form a full subcategory of the category of all A-Lie
algebras.
The coordinate algebra of an algebraic set can be viewed from a different
perspective, as an algebra of polynomial functions. Indeed if Y = VB(S) is
an algebraic set in Bn then the coordinate algebra ΓB(Y ) can be identified
with the A-Lie algebra of all polynomial functions on Y ; the latter are the
functions from Y into B of the form
f¯ : Y → B, p→ f(p) (p ∈ Y ),
where f ∈ A [x1, . . . , xn] is a polynomial.
It is clear that two polynomials f, g ∈ A [X ] define the same polynomial
function if and only if f − g ∈ RadB(Y ). The set of all polynomial functions
PB(Y ) from Y to B admits the natural structure of an A-Lie algebra. We
formulate our observation as the following proposition.
Proposition 3.3. Let B be an A-Lie algebra and Y a nonempty algebraic
set. Then the coordinate algebra ΓB(Y ) of Y is the A-Lie algebra of all
polynomial functions on Y :
ΓB(Y ) ∼=A PB(Y ).
Example 3.2. If a ∈ A and Y = {a} then ΓB(Y ) ∼= A.
Similarly to the commutative case, points of an algebraic set can be viewed
as certain Lie algebra homomorphisms.
Proposition 3.4. Every algebraic set Y over B can be identified with the set
HomA(ΓB(Y ), B) (see Section 1 for notation) by the rule
θ : HomA(ΓB(Y ), B)↔ Y.
Consequently, for any algebraic set Y there is a one-to-one correspondence
between the points of Y and A-homomorphisms from ΓB(Y ) to B.
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Proof. Indeed the coordinate algebra ΓB(Y ) is the factor-algebra
ΓB(Y ) = A [X ]/RadB(Y )
for X = {x1, . . . , xn}. Defining an A-homomorphism ϕ ∈ HomA(ΓB(Y ), B)
is equivalent to defining the images in B of the elements of X , that is, to
fixing a point (b1, . . . , bn) ∈ B
n. Therefore we set θ(ϕ) = (b1, . . . , bn), where
(b1, . . . , bn) is the image of X under ϕ. The point (b1, . . . , bn) must satisfy the
condition:
f(b1, . . . , bn) = 0 for all f ∈ RadB(Y ).
Clearly, this condition holds only at the points of the algebraic set Y . Obvi-
ously, distinct homomorphisms correspond to distinct points and every point
in Y has a pre-image in HomA(ΓB(Y ), B). 
Developing these ideas further, we come to the following method for com-
putation of the radical RadB(Y ) of an algebraic set Y .
Let p ∈ Bn be an arbitrary point and denote by ϕp the A-homomorphism
(1) ϕp : A [X ]→ B, f ∈ A [X ] , ϕp(f) = f(p) ∈ B.
Clearly, RadB({p}) = kerϕp. In view of Lemma 3.2 we have
RadB(Y ) =
⋂
p∈Y
kerϕp.
This equality clarifies the structure of the radical of an algebraic set and
the structure of its coordinate algebra. Indeed, by Remak’s Theorem we have
an embedding
ΓB(Y )→
∏
p∈Y
A [X ]/kerϕp.
The factor-algebra A [X ]/kerϕp is isomorphic to imϕp and thus imbeds into
B. This implies that the coordinate algebra ΓB(Y ) imbeds into a cartesian
power of the algebra B; we state this observation as the following proposition.
Proposition 3.5. The coordinate algebra of an algebraic set over B imbeds
into an unrestricted cartesian power of B,
ΓB(Y ) →֒ B
Y .
In particular, Proposition 3.5 implies that all the identities and quasi-
identities which are true in B are also true in ΓB(S) (see Section 9 for defini-
tions). In particular, if B is either an abelian, or metabelian, or nilpotent Lie
algebra, the coordinate algebra ΓB(Y ) of an arbitrary algebraic set Y over
B is abelian, or metabelian, or nilpotent, respectively; in the latter case, the
nilpotency class of ΓB(Y ) does not exceed the nilpotency class of B.
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4. The Zariski topology
To introduce the Zariski toppology on the n-dimensional affine space Bn,
we formulate first the following auxiliary result.
Lemma 4.1. If A is a nonzero Lie algebra then
(1) the empty set ∅ is an algebraic set over any nonzero A-Lie algebra B:
it suffices to take S = {a} for some non-zero a ∈ A;
(2) the whole affine space Bn is an algebraic set (see Example 3.1);
(3) the intersection of a family of algebraic sets over B is also an algebraic
set over B:⋂
i∈I
VB(Si) = VB
(⋃
i∈I
Si
)
for Si ∈ A [X ] .
In view of Lemma 4.1, we can define a topology in Bn by taking algebraic
sets in Bn as a sub-basis for the collection of closed sets. We call this topology
the Zariski topology. For later use we introduce the following notation for
three families of subsets of Bn:
• Υ is the collection of all algebraic sets over B (the sub-basis of the
topology).
• Υ1 is the collection of all finite unions of sets from Υ (the basis of the
topology).
• Υ2 is the collection of all intersections of sets from Υ1, i.e. Υ2 is the
set of all Zariski closed subsets of the space Bn.
Definition 4.1. An A-Lie algebra B is called A-equationally Noetherian if for
any n ∈ N and any system S ⊆ A [x1, . . . , xn] there exists a finite subsystem
S0 ⊆ S such that VB(S) = VB(S0).
Recall that a topological space (T, τ) is called Noetherian if and only if
every strictly descending chain (with respect to the inclusion) of closed subsets
terminates. Provided that a sub-basis σ of τ is closed under intersections, one
can give an equivalent formulation: a topological space (T, τ) is Noetherian if
and only if every strictly descending chain of subsets from σ terminates [19].
Lemma 4.2. The algebra B is A-equationally Noetherian if and only if, for
every positive integer n, the affine space Bn is Noetherian.
Proof. Let us assume for the time being that B is A-equationally Noetherian.
Consider a descending chain of algebraic sets: Y1 ⊃ Y2 ⊃ . . . ⊃ Yt ⊃ . . .. By
Lemma 3.2, the radicals of these sets form an increasing chain: RadB(Y1) ⊂
RadB(Y2) ⊂ . . . . Let
S =
⋃
i
RadB(Yi).
Since the system S is equivalent to its finite subsystem S0 the chain of radicals
contains only finite number of pairwise distinct ideals, therefore the both
chains terminate after finally many steps.
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Now suppose that, for every positive integer n, the space Bn is topologically
Noetherian. We wish to show that the A-Lie algebra B is A-equationally
Noetherian. Let S ⊆ A [x1, . . . , xn] be an arbitrary system of equations and
s1 a polynomial from S. If the system S is equivalent (over B) to its subsystem
S0 = {s1}, then the statement is straightforward. Otherwise, there exists an
element s2 ∈ S r {s1} such that VB({s1}) ⊃ VB({s1, s2}); we continue the
construction in an obvious way and build a decreasing chain
VB({s1}) ⊃ VB({s1, s2}) ⊃ . . . ⊃ VB({s1, . . . , sr)}) ⊃ . . .
Since the space Bn is topologically Noetherian the chain contains only finite
number of pairwise distinct sets. Therefore the system S is equivalent (over
B) to a finite subsystem. 
A closed set Y is called irreducible if Y = Y1 ∪ Y2, where Y1 and Y2 are
closed, implies that either Y = Y1 or Y = Y2.
Theorem 4.3. Any closed subset Y of Bn over an A-equationally Noetherian
A-Lie algebra B can be expressed as a finite union of irreducible algebraic sets:
Y = Y1 ∪ · · · ∪ Yl.
This decomposition is unique if we assume, in addition, that Yi * Yj for i 6= j;
in that case, Yi are referred to as the irreducible components of Y .
Proof is standard, see, for example, [18].
The dimension of an irreducible algebraic set Y is defined in the usual way.
Let Y be an irreducible algebraic set. A supremum, if exists, of all integers
m such that there exists a chain of irreducible algebraic sets
Y = Y0 ! Y1 ! . . . ! Ym
is called the dimension of Y and is denoted by dim(Y ). If the supremum
does not exist then, by definition, we set dim(Y ) =∞.
We can generalise this definition when Y is an arbitrary (not necessarily
irreducible) algebraic set over an A-equationally Noetherian A-Lie algebra
B: we define its dimension dim(Y ) as the supremum of the dimensions of its
irreducible components.
5. A-Domains
For groups, the notion of a domain (a group that has no zero divisors)
was introduced in [4]; it is useful for formulation of irreducibility criteria
for algebraic sets over groups. Here, we introduce a similar concept for Lie
algebras.
Definition 5.1. Let B be an A-Lie algebra, x ∈ B.
• The principal ideal of the subalgebra 〈A, x〉 generated by x is called
the A-relative ideal generated by x and denoted by 〈x〉A.
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• A nonzero element x ∈ B is called an A-zero divisor if there exists
y ∈ B, y 6= 0 such that 〈x〉A ◦ 〈y〉A = 0.
• An A-Lie algebra B is an A-domain if it contains no nonzero A-zero
divisors.
Example 5.1. Let A be a nilpotent Lie algebra. Then every element x ∈ A
is a zero divisor.
Indeed, take a nonzero element y from the center of A. Then id 〈y〉 is a
k-vector space with the basis {y}. The pair (x, y) is a pair of zero divisors.
Recall that the Fitting’s radical of a Lie algebra A is the ideal generated
by the set of all elements from the nilpotent ideals of A. Obviously, if A is
an arbitrary Lie algebra over k, then every nonzero element x of the Fitting’s
radical Fit(A) of the algebra A is a zero divisor since the ideal id 〈x〉 is
nilpotent (see [10]).
The next lemma shows that in an A-domain B every closed subset of the
space Bn is algebraic.
Lemma 5.1. Let B be an A-domain. Then Υ = Υ1 = Υ2.
Proof. By Lemma 4.1 it will suffice to show that if B is an A-domain then
any finite union of algebraic sets is also algebraic.
Let S1, S2 ⊂ A [X ] be two consistent systems of equations and assume that
VB(S1) and VB(S2) are the algebraic sets defined by the systems S1 and S2,
respectively. Then VB(S1) ∪ VB(S2) = VB(S), where here
S =
{
f1 ◦ f2| fi ∈ 〈si〉
A , si ∈ Si, i = 1, 2
}
.

Lemma 5.2. Let B be an A-domain and Y be an arbitrary subset of Bn.
Then the closure of Y in the Zariski topology coincides with VB(RadB(Y )).
Proof. Clearly the set VB(RadB(Y )) is closed and contains Y . We show
that VB(RadB(Y )) is contained in every closed set Z such that Y ⊆ Z.
According to Lemma 3.2, RadB(Y ) ⊇ RadB(Z) and thus VB(RadB(Y )) ⊆
VB(RadB(Z)). By Lemma 5.1, every closed set in B
n is algebraic over B,
hence VB(RadB(Z)) = Z and the statement follows. 
6. The category of algebraic sets
In this section we introduce the category ASA,B of algebraic sets over an
A-Lie algebra B. Throughout this section we assume that B is an A-Lie
algebra, A [X ] = A [x1, . . . , xn] and that B
n is the affine n-space over B.
Definition 6.1. Objects of ASA,B are algebraic sets in all affine n-spaces B
n,
n ∈ N. If Y ⊆ Bn and Z ⊆ Bm are algebraic sets, then a map ψ : Y → Z
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is a morphism if there exist f1, . . . , fm ∈ A [x1, . . . , xn] such that, for any
(b1, . . . , bn) ∈ Y ,
ψ(b1, . . . , bn) = (f1(b1, . . . , bn), . . . , fm(b1, . . . , bn)) ∈ Z.
Occasionally we refer to morphisms as polynomial maps.
We denote by Hom(Y, Z) the set of all morphisms from Y to Z.
Following usual conventions of category theory, algebraic sets Y and Z are
called isomorphic if there exist morphisms
ψ : Y → Z and θ : Z → Y
such that
θψ = idY and ψθ = idZ .
Lemma 6.1. Let Y ⊆ Bn and Z ⊆ Bm be algebraic sets over B and ψ a
morphism from Y to Z. Then
(1) ψ is a continuous map in the Zariski topology;
(2) if Y is an irreducible algebraic set and ψ is an epimorphism then Z
is also irreducible. In particular, the (ir)reducibility of algebraic sets
is preserved by isomorphisms.
Proof. (1) By definition, ψ is continuous if and only if the pre-image Y1 ⊆ B
n
of any algebraic set Z1 ⊆ B
m is also algebraic. Let Z1 = VB(S) then
ψ−1(Z1) = {p ∈ B
n| S(f1(p), . . . , fm(p)) = 0} .
Clearly this subset is algebraic over B.
(2) Suppose that Z is reducible and Z = Z1 ∪ Z2. Then Y = ψ
−1(Z1) ∪
ψ−1(Z2) and ψ
−1(Z1), ψ
−1(Z2) are proper closed subsets of Y . 
Lemma 6.2. Let Z1 ⊆ B
n and Z2 ⊆ B
m be algebraic sets over B. Then the
set Z1 × Z2 ⊆ B
n+m is also algebraic over B.
Proof. Let Z1 = VB(S1), S1 ∈ A [X ], X = {x1, . . . , xn} and Z2 = VB(S2),
S2 ∈ A [Y ], Y = {y1, . . . , ym} and let X and Y be disjoint. Observe that the
set Z1 × Z2 is defined by the system of equations S1 ∪ S2 ⊆ A [X ∪ Y ]. 
Example 6.1. Let A be a Lie k-algebra with trivial multiplication and as-
sume that B = A. An elementary re-interpretation of some basic results of
linear algebra yields the following results.
(1) Every consistent system of equations over A is equivalent to a trian-
gular system of equations.
(2) The morphisms in the category ASA,A are affine transformations.
(3) Every algebraic set Y ⊆ An is isomorphic to an algebraic set of the
form (A,A, . . . , A︸ ︷︷ ︸
s
, 0, . . . , 0), 0 ≤ s ≤ n.
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(4) Every coordinate algebra Γ(Y ) is A-isomorphic to
A⊕ link {x1, . . . , xs} ,
where 0 ≤ s ≤ n, and link {x1, . . . , xs} is the linear span of the
elements {x1, . . . , xs} over k.
7. The Equivalence Theorem
One of the main problems in algebraic geometry is the problem of classifi-
cation of algebraic sets up to isomorphism. In this section we prove that this
problem is equivalent to classification of coordinate algebras.
Denote by CAA,B the category of all coordinate algebras of algebraic sets
from ASA,B (morphisms in CAA,B are A-homomorphisms). As we observed in
Section 3, coordinate algebras of nonempty algebraic sets over B form a full
subcategory of the category of A-Lie algebras (see Remark 3.1).
Notice that if the empty set is an algebraic set then the zero algebra is a
coordinate algebra, and HomA(0,ΓB(S)) = HomA(ΓB(S), 0) = ∅.
For the time being we declare (and later show) that the categories ASA,B
and CAA,B are equivalent but not isomorphic.
A pair (X,S), where here X = {x1, . . . , xn} and S ⊆ A [X ], where S is a
radical ideal, is called a co-presentation of the coordinate algebra
ΓB(S) = A [X ]/RadB(S).
Let (X,S1), (Y, S2) be co-presentations, X = {x1, . . . , xn}, S1 ⊆ A [X ],
Y = {y1, . . . , ym}, S2 ∈ A [Y ]. An A-homomorphism ϕ : A [X ] → A [Y ] so
that ϕ(RadB(S1)) ⊆ RadB(S2) is called a morphism from the co-presentation
(X,S1) to the co-presentation (Y, S2).
Naturally, co-presentations (X,S1) and (Y, S2) are called isomorphic if the
respective coordinate algebras ΓB(S1) and ΓB(S2) are A-isomorphic.
The collection of all co-presentations together with the morphisms defined
above form a category, which we call the category of co-presentations of co-
ordinate algebras and denote it by CPAA,B.
Theorem 7.1. The categories ASA,B and CPAA,B are isomorphic.
Proof. We construct two contravariant functors
F : ASA,B → CPAA,B and G : CPAA,B → ASA,B
such that FG = idCPAA,B and GF = idASA,B .
We define the functors F and G first on the objects and then on the mor-
phisms of respective categories.
Every algebraic set Y , as well as every co-presentation, is defined by the
cardinality n of the set of variables X = {x1, . . . , xn} and by the radical
S = Rad(Y ) ⊂ A [X ] treated as a system of equations. We, therefore, set:
F(VB(S)) = (X,S), G((X,S)) = VB(S).
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Next we define the functors on the morphisms. To this end, let Z1 =
VB(S1) and Z2 = VB(S2) be algebraic sets over B, where S1 ⊆ A [X ],
X = {x1, . . . , xn} and S2 ∈ A [Y ], Y = {y1, . . . , ym} are radicals. Sup-
pose that (X,S1), (Y, S2) are the respective co-presentations. By definition,
a contravariant functor is a morphism-reversing functor, i.e.
ψ ∈ Hom(Z1, Z2)→ F(ψ) ∈ Hom((Y, S2), (X,S1))
ϕ ∈ Hom((Y, S2), (X,S1))→ G(ϕ) ∈ Hom(Z1, Z2).
Choose ψ ∈ Hom(Z1, Z2) and polynomials f1, . . . , fm ∈ A [x1, . . . , xn] so that
ψ(b1, . . . , bn) = (f1(b1, . . . , bn), . . . , fm(b1, . . . , bn)), (b1, . . . , bn) ∈ Z1.
We define F(ψ) : A [Y ] → A [X ] by F(ψ)(yi) = fi(x1, . . . , xn), i = 1, . . . , m.
By definition, F(ψ)(S2) ⊆ S1 and therefore F(ψ) is a morphism in the category
CPAA,B.
Now suppose that ϕ ∈ Hom((Y, S2), (X,S1)), i.e. ϕ : A [Y ] → A [X ] is an
A-homomorphism satisfying ϕ(S2) ⊆ S1. We define the image G(ϕ) : Z1 → Z2
of ϕ under G by polynomial maps f1, . . . , fm ∈ A [x1, . . . , xn], where f1, . . . , fm
are the images of elements of Y under ϕ. It is easy to check the inclusion
G(ϕ)(Z1) ⊆ Z2; the equalities
FG = idCPAA,B and GF = idASA,B
follow from definition.
To complete the proof of the theorem we need to show that F and G are in
fact functors. By definition, a contravariant functor F satisfies two following
conditions:
• for an arbitrary algebraic set Z: F(idZ) = idF(Z) and
• for any two morphisms ψ and θ in ASA,B: F(ψθ) = F(θ)F(ψ).
The verification of these conditions for F and G is straightforward and left to
the reader. 
Corollary 7.2. Two algebraic sets are isomorphic if and only if the respective
co-presentations are. Two co-presentations are isomorphic if and only if the
respective coordinate algebras are A-isomorphic.
In informal terms, the categories CPAA,B and CAA,B look very much alike.
The correspondence between the objects and the morphisms of the categories
CPAA,B and CAA,B, therefore, establishes a correspondence between the cate-
gories ASA,B and CAA,B; however, this correspondence is not one-to-one: the
same coordinate algebra corresponds to different algebraic sets because it has
different co-presentations.
Corollary 7.3. The category ASA,B of algebraic sets over an A-Lie algebra
B is equivalent to the category CAA,B of coordinate algebras over B.
We note also a corollary from the proof of Theorem 7.1:
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Corollary 7.4. Let Y and Z be algebraic sets over an algebra A and Γ(Y ) and
Γ(Z) the respective coordinate algebras. Then we have a one-to-one correspon-
dence between Hom(Y, Z) and Hom(Γ(Y ),Γ(Z)). Moreover, every embedding
of algebraic sets Y ⊆ Z corresponds to an A-epimorphism ϕ : Γ(Y ) → Γ(Z)
of the respective coordinate algebras. If, in addition, Y  Z then kerϕ 6= 1.
8. Prevarieties
We have already mentioned in Section 3 that coordinate algebras of alge-
braic sets map into a cartesian power of B. This observation suggests that
this object deserves a detailed study and, indeed, yields results about coor-
dinate algebras. In this section, we develop this approach. For that purpose,
we introduce the concept of a prevariety and study connections between pre-
varieties and certain classes of coordinate algebras.
Given a class K of A-Lie algebras over a field k, we denote by SA(K) and
PA(K), correspondingly, the classes of all A-Lie subalgebras and all unre-
stricted A-cartesian products of algebras from K.
Definition 8.1. Let K be a class of A-Lie algebras over a field k. The class
K is called an A-prevariety (or, for brevity, just prevariety) if K = SAPA(K).
Assume that K is a class of A-Lie algebras over a field k. Then the least
A-prevariety containing K is called the A-prevariety generated by the class K
and is denoted by A-pvar(K). It is easy to see that A-pvar(K) = SAPA(K).
Observe that definition of the radical of an algebraic set can be given in
terms of intersections of kernels of a certain collection of homomorphisms;
restricting this collection to homomorphisms with images in a particular class
of algebras, we arrive at the concept of a radical with respect to a class.
Definition 8.2. Let K be a class of A-Lie algebras over k, C an A-Lie algebra
and S a subset of C. Consider the family of all A-homomorphisms ϕi : C → D
with D ∈ K and such that ker(ϕi) ⊇ S. The intersection of their kernels is
called the radical of the set S with respect to the class K,
RadK(S) = RadK(S, C) =
⋂
S⊆ker(ϕi)
ker(ϕi).
Notice that if C = A [X ] and K = {B} then RadB(S) = RadK(S, C).
Lemma 8.1. Let K be a class of A-Lie algebras, B an arbitrary A-Lie algebra
and S ⊆ B. Then
(1) RadK(S) ⊇ id 〈S〉.
(2) B/RadK(S) ∈ A-pvar(K).
(3) RadK(S,B) is the smallest ideal I of the algebra B containing S and
such that B/I ∈ A-pvar(K).
(4) RadK(S) = RadA-pvar(K)(S).
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Proof. (1) The first statement is straightforward.
(2) By Remak’s theorem B/RadK(S) A-embeds into the cartesian power∏
i∈I
B/ker ϕi. For each i ∈ I the algebra
B/ker ϕi A-embeds into the algebra
Dϕi ∈ K. Therefore the algebra
B/RadK(S) is an A-subalgebra of
∏
i∈I
Dϕi.
(3) Let J be an ideal of B, J ⊇ S and B/J ∈ A-pvar(K). Then
B/J is an
A-subalgebra of
∏
i∈I
Di, where Di ∈ K. Consequently, for every i ∈ I there
exists an A-homomorphism ϕi : B → Di such that J ⊆ ker ϕi. Furthermore,
J =
⋂
i∈I
ker ϕi and thus J ⊇ RadK(S).
(4) The inclusion RadK(S) ⊇ RadA-pvar(K)(S) is obvious. Suppose that
RadK(S) ) RadA-pvar(K)(S) then B
/
RadA-pvar(K)(S)
∈ A-pvar(K), a contradic-
tion with statement (3) of the lemma. 
Since the concept of a prevariety is extremely important, it will be useful
to have an alternative definition.
An A-Lie algebra B is called A-approximated by a class K, if for any b ∈ B,
b 6= 0 there exists an A-homomorphism ϕb : B → C for some C ∈ K and such
that ϕb(b) 6= 0. The set of all A-Lie algebras that are A-approximated by the
class K is denoted by ResA(K).
Lemma 8.2. For any class of A-Lie algebras K
A-pvar(K) = ResA(K).
Proof. Clearly PA(K) ⊆ ResA(K), therefore A-pvar(K) ⊆ ResA(K). To prove
the converse take an arbitrary A-Lie algebra B ∈ ResA(K). According to
Definition 8.2, RadK({0} , B) = 0. Therefore B ∈ A-pvar(K). 
Another very important feature of prevarieties is that every prevariety has
a theory of generators and relations.
Lemma 8.3. Let K be an A-prevariety of A-Lie algebras over a field k. Let
B be an A-Lie algebra and B = 〈X | R〉 its presentation in the category of
all A-Lie algebras, R ⊆ A [X ]. Then the algebra C lies in K if and only if
id 〈R〉 = RadK(R,A [X ]).
Proof. Let id 〈R〉 = RadK(R,A [X ]). Since B ∼=A A [X ]/id 〈R〉 then, ac-
cording to Lemma 8.1, we have B ∈ K. On the other hand id 〈R〉 ⊆
RadK(R,A [X ]). Therefore, if B ∈ K, then, by Lemma 8.1, id 〈R〉 =
RadK(R,A [X ]). 
By Lemma 8.3, for every algebra B ∈ K there exists a presentation B =
〈X | R〉K, R ⊆ A [X ] of the form
B ∼=A A [X ]/RadK(R,A [X ]).
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Indeed, if we treat B as an A-Lie algebra then B ∼=A A [X ]/id 〈R〉. Next,
since B ∈ K we see that id 〈R〉 = RadK(R,A [X ]).
The algebra
AK [X ] = A [X ]/RadK(0, A [X ])
is called the free object of the prevariety K.
It might occur that id 〈R〉 is not finitely generated, but RadK(R,A [X ]) =
RadK(R0, A [X ]), where R0 is a finite set. In which case the corresponding
A-Lie algebra B is not finitely presented in the category of all A-Lie algebras
but is finitely presented in K. Moreover, two prevarieties K1 and K2 coincide
if and only we have, for any set R ⊆ A [X ] and any set X ,
RadK1(R,A [X ]) = RadK2(R,A [X ]).
We denote by Kω the class of all finitely generated A-Lie subalgebras of K.
Lemma 8.4. Let SA(K) = K and B a finitely generated A-Lie algebra. Then
RadK(R,B) = RadKω(R,B) for any R ⊆ B.
Proof. Any A-homomorphism ϕ : B → D, D ∈ K induces an A-
homomorphism ϕ0 : B → D0 such that D0 = im ϕ and ker ϕ = ker ϕ0.
Since D0 is an A-subalgebra of D, we have K0 ∈ K. Finally, since D0 = im ϕ,
the algebra K0 is a finitely generated A-algebra. 
The following lemma is a direct corollary of Lemma 8.3.
Lemma 8.5. Let K1 and K2 be prevarieties of A-Lie algebras. Then (K1)ω =
(K2)ω if and only if for any finite set X and any finite subset R ⊆ A[X ] the
radicals RadK1(R,A [X ]) and RadK2(R,A [X ]) coincide.
The next theorem connects the theory of prevarieties with algebraic geom-
etry.
Theorem 8.6. Let B be an A-Lie algebra over a field k. Then all coordi-
nate algebras over B lie in the prevariety A-pvar(B) and, conversely, every
finitely generated A-Lie algebra from the prevariety A-pvar(B) is a coordi-
nate algebra of an algebraic set over B.
Proof. Let C = 〈X | S〉A be a finitely generated A-Lie algebra. By Lemma
8.3, C ∈ A-pvar(B) if and only if id 〈S〉 = RadA-pvar(B)(S,A [X ]). Ac-
cording to Lemma 8.1, RadA-pvar(B)(S) = RadA-pvar(B)(S,A [X ]). Moreover,
RadB(S) = RadA-pvar(K)(S,A [X ]). Consequently, C ∈ A-pvar(B) if and only
if id 〈S〉 = RadB(S). Therefore C is a coordinate algebra of an algebraic set
of VB(S). 
Corollary 8.7. A finitely generated A-Lie algebra C is a coordinate algebra
over an A-Lie algebra B if and only if C is A-approximated by B.
Remark 8.1. In Section 7 we introduced the notion of a co-presentation. We
can now reformulate this definition as follows: a co-presentation (X,S) of a
coordinate algebra ΓB(S) is its presentation in A-pvar(B).
18 ILYA V. KAZACHKOV
If C is a coordinate algebra of an irreducible algebraic set over B then it
possesses yet another, stronger property. It is very important in the study of
universal closures (see Sections 9 and 11).
Definition 8.3. An A-Lie algebra C is said to be A-discriminated by an
A-Lie algebra B if for every finite subset {c1, . . . , cm} of nonzero elements
from the algebra C there exists an A-homomorphism ϕ : C → B such that
ϕ(ci) 6= 0, where i = 1, . . . , m. The set of all A-Lie algebras discriminated by
the algebra B is denoted by DisA(B).
Lemma 8.8. Let B be an A-Lie algebra and C the coordinate algebra of an
irreducible algebraic set over B. Then C ∈ DisA(B).
Proof. Let C = ΓB(Y ) = ΓB(S), where Y is an irreducible algebraic set over
B. Assume that the statement of the lemma is not true. Then there exists a
tuple
f1 + RadB(S), . . . , fm + RadB(S) ∈ ΓB(S), fi /∈ RadB(S), i = 1, . . . , m,
such that the image of at least one of these elements under every A-
homomorphism ϕ : C → B is zero. Let Yi be the algebraic set over B defined
by the system of equations S ∪ {fi}, Yi = VB(S ∪ {fi}). In this notation
Y = Y1 ∪ · · · ∪ Ym, Y 6= Yi, i = 1, . . . , m.
This leads to a contradiction, since Y is an irreducible algebraic set. 
Let B¯ =
∏
i∈I
B(i) be the unrestricted cartesian power of the algebra B. We
turn the algebra B¯ into an A-Lie algebra by designating the diagonal copy
of the algebra A. Suppose that the cardinality of the set I is the maximum
of the cardinalities of B and ℵ0. Then Theorem 8.6, Proposition 3.5 and
Definition 8.1 yield the following result.
Theorem 8.9. Let Y ⊆ Bn be an algebraic set over B. Then the coordinate
algebra Γ(Y ) A-embeds into the algebra B¯. Conversely, every finitely gener-
ated A-subalgebra of the algebra B¯ is the coordinate algebra of an algebraic
set over B.
Definition 8.4. An n-generated A-subalgebra C = 〈c1, . . . , cn〉A of B¯ is
called the realisation of ΓB(Y ) in B¯ if the complete set of relations R ⊂ A [X ]
(for the generators c1, . . . , cn ∈ B¯) coincides with Rad(Y ).
Note that in the above definition the number of generators n coincides with
the dimension of the affine space Bn ⊇ Y and the generators are chosen in
such a way that R = Rad(Y ). However, the realisation of ΓB(Y ) in B¯ is not
unique.
Let C = 〈c1, . . . , cn〉A and C˜ = 〈c˜1, . . . , c˜n〉A be two n-generated A-
subalgebras of B¯ and R, R˜ ⊂ A [X ] be the respective complete sets of re-
lations. The algebras C and C˜ are realisations of the coordinate algebra of
the same algebraic set if and only if R = R˜.
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Therefore Theorem 8.9 can be refined as follows.
Theorem 8.10. Let Y ⊆ Bn be an algebraic set. Its coordinate algebra
ΓB(Y ) has a realisation in B¯, ΓB(Y ) = 〈c1, . . . , cn〉A, ci ∈ B¯. Furthermore,
generators c1, . . . , cn can be chosen in such a way that
Y =
{
(c
(i)
1 , . . . , c
(i)
n ) | i ∈ I
}
.
Conversely, if C is a finitely generated A-subalgebra of B¯, C = 〈c1, . . . , cn〉A
then there exists a unique algebraic set Y such that C is a realisation of ΓB(Y )
in B¯. In this case
Y ⊇
{
(c
(i)
1 , . . . , c
(i)
n ) | i ∈ I
}
, ;
moreover, the closure {
(c
(i)
1 , . . . , c
(i)
n ) | i ∈ I
}
in the Zariski topology coincides with Y .
Theorem 8.6 demonstrates the importance of the prevariety A-pvar(B) in
studying algebraic geometry over an A-Lie algebra. Unfortunately, the lan-
guage of prevarieties is not very convenient, since prevarieties are not neces-
sarily axiomatisable classes. In the next section we introduce some additional
logical classes which have the advantage of being axiomatisable, and discusst
some of their connections with prevarieties.
9. Universal classes
Given a class K of A-Lie algebras over a field k, we construct several model-
theoretical classes of A-Lie algebras.
First we need a number of definitions.
• An A-universal sentence of the language LA is a formula of the type
∀x1 · · · ∀xn
(
s∨
j=1
t∧
i=1
(uij(x¯, a¯ij) = 0 ∧ wij(x¯, c¯ij) 6= 0)
)
,
where x¯ = (x1, . . . , xn) is an n-tuple of variables, a¯ij and c¯ij are sets
of constants from the algebra A and uij, wij are terms in the language
LA in variables x1, . . . , xn. If an A-universal sentence involves no
constants from the algebra A this notion specialises into a standard
notion of an universal sentence in the language L.
• An A-identity of the language LA is the formula of the form
∀x1 · · · ∀xn
(
m∧
i=1
ri(x¯, a¯ij) = 0
)
,
where ri(x¯) are terms in the language LA in variables x1, . . . , xn. If A-
identity involves no constants from A we come to the standard notion
of identity of the language L.
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• An A-quasi identity of the language LA is a formula of the form
∀x1 · · · ∀xn
(
m∧
i=1
ri(x¯, a¯ij) = 0→ s(x¯, b¯) = 0
)
,
where ri(x¯) and s(x¯) are terms. A coefficients-free analogue is the
notion of a quasi identity.
Now we are ready to introduce the main definitions of this section—they
are standard concepts of universal algebra and model theory.
• A class of Lie algebras K is called a variety if it can be axiomatised
by a set of identities.
• A class of Lie algebras K is called a quasivariety if it can be axioma-
tised by a set of quasi identities.
• A class of Lie algebras K is called a universal class if it can be ax-
iomatised by a set of universal sentences.
Replacing identity by A-identity, etc., we come to “A-versions” of these
definitions: A-variety, A-quasivariety and A-universal class.
• The A-variety A-var(K) generated by the class K is the class of all A-
Lie algebras that satisfy all the identities of the language LA satisfied
by all algebras from K.
• The A-quasivariety A-qvar(K) generated by the class K is the class of
all A-Lie algebras that satisfy all the quasi identities of the language
LA satisfied by all algebras from K.
• The A-universal closure A-ucl(K) generated by the class K is the
class of all A-Lie algebras that satisfy all the universal sentences of
the language LA satisfied by all algebras from K.
For later use (see Section 13) we also need to consider the classes var(K),
qvar(K) and ucl(K), which, by the definition, are the variety, the quasivariety
and the universal closure generated by the class K in the first order language
L. The classes var(K), qvar(K) and ucl(K) are special cases of the classes
A-var(K), A-qvar(K) and A-ucl(K).
Notice the following inclusions:
A-ucl(K) ⊆ A-qvar(K) ⊆ A-var(K).
The first inclusion is obvious, while the second one is implied by the fact
that every identity is equivalent to a conjunction of a finite number of quasi
identities. For instance, the identity
∀x1 · · · ∀xn
(
m∧
i=1
ri(x¯) = 0
)
is equivalent to the set of m quasi identities
∀x1 · · · ∀xn∀y(y = y → ri(x¯) = 0).
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Obviously the classes A-var(K) and A-qvar(K) are prevarieties. More-
over,
A-pvar(K) ⊆ A-qvar(K) ⊆ A-var(K).
10. Quasivarieties
Every quasivariety is a prevariety and therefore quasivarieties allow for
a theory of generators and relations. In this section we give a method of
computation of radicals with respect to a quasivariety.
Let K be a quasivariety of A-Lie algebras over a field k, B an A-Lie algebra
over k and S a subset of B.
Set R0 to be the ideal of B generated by the set S and suppose that Ri
is already defined. Denote by Ti the set of all elements in B of the form
s(b1, . . . , bn), where b1, . . . , bn ∈ B and the quasi identity
∀x1 · · · ∀xn
(
m∧
j=1
rj(x¯) = 0→ s(x¯) = 0
)
is true in all algebras from K, rj(b1, . . . , bn) ∈ Ri, j = 1, . . . , m. In this
notation we define the ideal Ri+1 = id 〈Ri ∪ Ti〉. As the result, we have an
ascending chain of ideals in B:
R0 ≤ · · · ≤ Ri ≤ Ri+1 ≤ . . .
Lemma 10.1. In this notation, RadK(S,B) =
∞⋃
i=0
Ri.
Proof. Let R =
∞⋃
i=0
Ri. An easy induction on i shows that RadK(S,B) ⊇ R.
To prove the reverse inclusion, it suffices to show B/R ∈ K, that is, verify
that all quasi identities which are true in every algebra from the class K are
true in the algebra B/R. The latter easily follows from the definition of the
set R. 
Lemma 10.2. Let f ∈ RadK(S,B). Then there exists a finite subset S0,f ⊆ S
such that f ∈ RadK(S0,f , B).
Proof. We use induction on i. If f ∈ R0 then the statement is obvious.
Assume that it holds for all the elements from Ri and consider an element
f ∈ Ri+1. By definition of Ri+1, f has the form s(b1, . . . , bn). Using an
argument similar to that of Lemma 10.1, we have
s(b1, . . . , bn) ∈ RadK({rj(b1, . . . , bn), j = 1, . . .m}).
Since, by the inductive assumption, there exist finite sets Sj ⊆ S such that
rj(b1, . . . , bn) ∈ RadK(Sj), we have S0,f = S1 ∪ · · · ∪ Sm. 
As we mentioned earlier the prevariety A-pvar(B) is of exceptional im-
portance for algebraic geometry over the algebra B. Nitice however that a
prevariety is not in general an axiomatisable class. On the other hand, every
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quasivariety admits an axiomatic description and A-pvar(B) ⊆ A-qvar(B).
The situation is clarified by the following result of Malcev [26].
Proposition 10.3. A prevariety is axiomatisable if and only if it is a quasi-
variety.
This fact leads to the following question:
For which K the prevariety pvar(K) is a quasivariety?
This question is known in the theory of quasivarieties as Malcev’s Problem
[27]. Malcev himself gave the following sufficient condition for the prevariety
pvar(K) to be a quasivariety [26].
Proposition 10.4. Let K be an axiomatisable class of Lie algebras. Then
pvar(K) is a quasivariety.
Recently Gorbunov [16] found a complete solution of Malcev’s Problem.
Fortunately, if a system of equations S(X) = 0 has only finitely many
variables (as it is always the case in the algebraic geometry over B) the
radical RadB(S) in A [X ] depends only on finitely generated A-Lie algebras
from A-pvar(B). So we can refine the question.
The Restricted Malcev’s Problem: For which K the sub-
classes of finitely generated A-Lie algebras in A-pvar(K)
and A-qvar(K) coincide? We are particularly interested in
A-pvar(B) and A-qvar(B).
A criterion in Lemma 10.5 gives an answer to this question. For its formu-
lation we need to define A-qω-compactness.
Definition 10.1. An A-Lie algebra B is called A-qω-compact if for any n ∈
N, any system of equations S ⊆ A [x1, . . . , xn] and every its consequence
f ∈ RadB(S) there exists a finite subsystem S0,f ⊆ S, S0,f = {f1, . . . , fm}
such that the following A-quasi identity is true in the algebra B:
∀x1 · · · ∀xn
(
m∧
i=1
fi(x¯) = 0→ f(x¯) = 0
)
,
or, in other words, f ∈ RadB(S0,f).
The notion of a qω-compact algebra is a natural generalisation of that of
a Noetherian algebra. To say that an algebra is Noetherian is equivalent to
requiring that the finite subsystem S0 from Definition 10.1 is universal for all
the consequences of S. Also, qω-compactness of an algebra implies that this
finite subsystem S0 is dependant on the choice of a consequence of S.
Remark 10.1. If an A-Lie algebra B is A-equationally Noetherian then B
is A-qω-compact.
Recall that a set of formulas T is called compact (for the algebra B) if
B satisfies all formulas from T whenever every finite submodel satisfies all
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formulas from T . The expression ‘qω-compactness’ comes from the following
observation: an algebra B is A-qω-compact whenever B is compact with
respect to the sentences of the language LA of the form
T = {s = 0 | s ∈ S} ∪ {f 6= 0} .
B. Plotkin and others use different terminology for saying that an alge-
bra is qω-compact or equationally Noetherian: the corresponding expressions
are logically Noetherian for qω-compact algebraic structures and algebraically
Noetherian for equationally Noetherian structures.
Example 10.1. Let B be a nilpotent Lie algebra of class two given by the
following presentation in the variety of class ≤ 2 nilpotent Lie algebras:
B = 〈ai, bi (i ∈ N) | ai ◦ aj = 0, bi ◦ bj = 0, ai ◦ bj = 0 (i 6= j)〉.
Then the infinite quasi identity
∀x∀y
(∧
i∈N
(x ◦ ai = 0
∧
j∈N
x ◦ bj = 0)→ x ◦ y = 0
)
holds in B, but for any finite subsets I, J of N the following quasi identity
does not hold in B:
∀x∀y
(∧
i∈I
(x ◦ ai = 0
∧
j∈J
x ◦ bj = 0)→ x ◦ y = 0
)
.
Therefore the algebra B is not qω-compact.
Lemma 10.5. An A-Lie algebra B is A-qω-compact if and only if
(A-pvar(B))ω = (A-qvar(B))ω.
Proof. We observe first that
(A-pvar(B))ω = (A-qvar(B))ω
if and only if
RadA-pvar(B)(S) = RadA-qvar(B)(S)
for any system of equations S ⊆ A [X ] with a finite number of variables. Re-
call that, in view of Lemma 8.1, RadA-pvar(B)(S) = RadB(S). Hence it suffices
to show that the algebra B is qω-compact if and only if RadA-qvar(B)(S) =
RadB(S) for any system S ⊆ A [X ] with a finite number of variables. Using
Lemma 10.1 and definition of the sets Ri, i ∈ N we conclude that the A-qω-
compactness of B follows from the condition RadB(S) = RadA-qvar(B)(S) and
hence from the equality RadA-pvar(B)(S) = RadA-qvar(B)(S).
Now we have to prove the reverse implication. Let B be an A-qω-compact
A-Lie algebra. We shall show that RadA-qvar(B)(S) = RadB(S) for an arbitrary
system S of equations. It follows from the definition of the radical with respect
to a quasivariety that RadB(S) ⊇ RadA-qvar(B)(S). Therefore it will suffice to
prove that f ∈ RadA-qvar(B)(S) for any f ∈ RadB(S). Since B is qω-compact
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then there exists a finite subsystem S0,f ⊆ S, S0,f = {f1, . . . , fm} such that
the quasi identity
∀x1 · · · ∀xn
(
m∧
j=1
fj(x¯) = 0→ f(x¯) = 0
)
holds in B. Therefore this quasi identity is satisfied by every algebra Ci ∈
A-qvar(B) and thus f ∈ RadA-qvar(B)(S). 
Corollary 10.6. Let B be an A-equationally Noetherian A-Lie algebra. Then
the class of all coordinate algebras of algebraic sets over B coincides with the
class (A-qvar(B))ω.
Myasnikov and Remeslennikov [28, Problem 2 in Section 9] asked if there
exists an qω-compact groups which is not equationally Noetherian; a similar
question can be formulated for an arbitrary algebraic structure. The question
was answered by Goebel and Shelah [15] who constructed a group which is not
equationally Noetherian, but is qω-compact; the same construction works for
Lie algebras. However, the author’s conversations with B. Plotkin, A. Myas-
nikov and V. Remeslennikov led to an observation that all counterexamples
known so far are not finitely generated.
Problem. Are there finitely generated qω-compact A-Lie algebras which are
not A-equationally Noetherian?
11. Universal closure
If an A-Lie algebra B is A-equationally Noetherian then every algebraic
set over B is a finite union of irreducible algebraic sets and, moreover, this
presentation is unique (Theorem 4.3). This shifts the focus of the study of
algebraic sets onto their irreducible components. It turns out that irreducible
algebraic sets and the corresponding coordinate algebras are the algebraic
counterparts to the universal closure of the algebra B (see Theorem 11.5
below).
Lemma 11.1. Let B and C be A-Lie algebras such that C ∈ DisA(B) (see
Definition 8.3). Then C ∈ A-ucl(B).
Proof. Recall that the condition C ∈ A-ucl(B) means that every finite sub-
model of the algebra C A-embeds into the algebra B. This is obvious, since
C is A-discriminated by the algebra B. 
Corollary 11.2. Let B be an A-Lie algebra, and suppose that a finitely gen-
erated A-Lie algebra C is the coordinate algebra of an irreducible algebraic set
over B. Then C ∈ A-ucl(B).
Lemma 11.3. Let B be an A-equationally Noetherian A-Lie algebra and C
a finitely generated A-Lie algebra. If C ∈ A-ucl(B) then C ∈ DisA(B).
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Proof. Since B is A-equationally Noetherian, we have, in view of Remark 10.1
and Lemma 10.5, that
(A-pvar(B))ω = (A-qvar(B))ω.
And since A-ucl(B) ⊆ A-qvar(B) the algebra C lies in the class
(A-pvar(B))ω, i.e. C is a coordinate algebra of an algebraic set over B
and has the form C = ΓB(S) for S ⊆ A [X ], X = {x1, . . . , xn}. Since B
is A-equationally Noetherian we can assume without loss of generality that
S = {s1, . . . , sp} is a finite system of equations.
Assume now that the algebra C is not discriminated by B. Then there
exists an m-tuple
f1 + RadB(S), . . . , fm + RadB(S) ∈ ΓB(S), fi /∈ RadB(S), i = 1, . . . , m
such that the image of at least one of these elements under every A-
homomorphism ϕ : C → B is zero. In other words, this implies that the
algebra B satisfies the universal formula
Φ = ∀x1 · · · ∀xn
(
p∧
j=1
sj(x¯) = 0→
m∨
i=1
fi(x¯) = 0
)
.
This yields a contradiction, since C ∈ A-ucl(B) and the formula Φ is not
true in the algebra C. Indeed, after substituting the elements
x1 + RadB(S), . . . , xn + RadB(S) ∈ ΓB(S)
into Φ we see that the consequence is a false statement while the condition is
true. 
We denote by LDisA(B) the set of all A-Lie algebras such that every finitely
generated A-Lie subalgebra of an algebra from LDisA(B) is A-discriminated
by B. The following result follows directly from the previous discussion.
Theorem 11.4. If B is an A-equationally Noetherian A-Lie algebra then
A-ucl(B) = LDisA(B).
Theorem 11.5. Let B be an A-equationally Noetherian A-Lie algebra and
C a finitely generated A-Lie algebra. Then C is the coordinate algebra of an
irreducible algebraic set over B if and only if C ∈ A-ucl(B).
Proof. If C is a coordinate algebra of an irreducible algebraic set over B then,
in view of Corollary 11.2, C ∈ A-ucl(B).
Now take a finitely generated A-Lie algebra C from the class A-ucl(B).
According to Remark 10.1 and Lemma 10.5, (A-pvar(B))ω = (A-qvar(B))ω.
Since A-ucl(B) ⊆ A-qvar(B) the algebra C lies in the class (A-pvar(B))ω,
that is, C is the coordinate algebra of an algebraic set over B, C = ΓB(Y ).
By virtue of Theorem 11.4, C is A-discriminated by the algebra B. We are
left to show that the algebraic set Y is irreducible.
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We argue towards a contradiction and assume that the algebraic set Y is
reducible: Y = Y1 ∪ · · · ∪ Ym, Y 6= Yi, i = 1, . . . , m. Then
RadB(Y ) = RadB(Y1) ∩ · · · ∩ RadB(Ym),
RadB(Y ) < RadB(Yi), i = 1, . . . , m.
Let fi ∈ RadB(Yi) r RadB(Y ), i = 1, . . . , m and let p ∈ Y . For the time
being we treat the elements of C as polynomial functions (see Proposition 3.3).
Since every A-homomorphism ϕ : C → B can be regarded as a substitution
of a point p ∈ Y into the elements of C (see Equation (1)), the polynomial
fi vanishes at p ∈ Yi. Since every point of Y is contained in at least one
of its irreducible components, we come to a contradiction with the fact that
C = ΓB(Y ) is A-discriminated by the algebra B. 
Theorem 8.9 shows that description of coordinate algebras is equivalent
to description of finitely generated subalgebras of B¯. It turns out that any
coordinate algebra of an irreducible algebraic set embeds into the ultrapower∏
i∈I
B(i)/D with respect to an ultrafilter D over the set I (for definition see
[7, 8]). We turn the algebra
∏
i∈I
B(i)/D into anA-Lie algebra by designating the
diagonal copy of A. The following theorem follows from a classical theorem
by Malcev’s [27].
Theorem 11.6.
(1) Let Y be an irreducible algebraic set over B. Then the coordinate
algebra ΓB(Y ) A-embeds into an ultrapower
∏
i∈I
B(i)/D, |I| = |B|.
(2) If B is A-equationally Noetherian, then any finitely generated A-
subalgebra of any ultrapower BJ/D is a coordinate algebra of an irre-
ducible algebraic set over B.
12. Geometric equivalence
B. Plotkin [29] introduced an important notion of geometrically equivalent
algebraic structures. Myasnikov and Remeslennikov [28] discuss this notion
in the case of groups and observe that all their results can be transferred to
an arbitrary algebraic structure. In this section, we transfer their results to
Lie algebras.
At the intuitive level of understanding, two Lie algebras are geometrically
equivalent if they produce identical algebraic geometries.
A-Lie algebras B and C are called geometrically equivalent if for every
positive integer n and every system S ⊆ A [X ], X = {x1, . . . , xn} the radicals
RadB(S) and RadC(S) coincide.
Since radicals completely determine algebraic sets and their coordinate al-
gebras, the study of algebraic geometry over B is equivalent to the study of al-
gebraic geometry over C, provided that B and C are geometrically equivalent.
In the latter case, the respective categories of algebraic sets are isomorphic.
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Lemma 12.1. A-Lie algebras B and C are geometrically equivalent if and
only if
(A-pvar(B))ω = (A-pvar(C))ω.
Proof. Assume that B and C are geometrically equivalent. Then the families
of coordinate algebras over B and C coincide and, consequently, the classes
(A-pvar(B))ω and (A-pvar(C))ω also coincide by virtue Theorem 8.6.
Now suppose that (A-pvar(B))ω = (A-pvar(C))ω. Let S ⊆ A [X ] be an
arbitrary system and consider its radical RadB(S). Applying Lemma 8.1, we
have
RadB(S) = RadA-pvar(B)(S) = RadA-pvar(C)(S) = RadC(S).
By definition, B and C are geometrically equivalent. 
Corollary 12.2. If A-Lie algebras B and C are geometrically equivalent then
A-qvar(B) = A-qvar(C).
Proof. By definition,
A-qvar(B) = A-qvar(A-pvar(B)) = A-qvar((A-pvar(B))ω).
Now, in view of Lemma 12.1, A-qvar(B) = A-qvar(C). 
Observe that geometric equivalence of A-Lie algebras B and C does not
follow from the coincidence of the quasivarieties generated by B and C. As
Lemma 12.3 demonstrates, a counterexample can be found only for non qω-
compact A-Lie algebras. Such counterexamples indeed exist, see Example
10.1. We refer to [28] for more detail.
Nevertheless, for qω-compact Lie algebras the coincidence of quasivarieties
is equivalent to geometric equivalence.
Lemma 12.3. Let B and C be qω-compact A-Lie algebras. Then B and C
are geometrically equivalent if and only if A-qvar(B) = A-qvar(C).
Proof. By Corollary 12.2, the geometric equivalence of the algebras B and C
yields A-qvar(B) = A-qvar(C).
Since B and C are qω-compact, then
(A-pvar(B))ω = (A-qvar(B))ω and (A-pvar(C))ω = (A-qvar(C))ω
by Lemma 10.5. Therefore the families of coordinate algebras over B and C
coincide and the algebras B and C are geometrically equivalent. 
13. Algebraic geometry over free metabelian Lie algebra
The objective of this section is to give a brief account of recent results in
algebraic geometry over free metabelian Lie algebras. We follow [9, 10, 11].
Throughout this section F will denote a free metabelian Lie algebra over
a field k. We also use notation Fr = 〈a1, . . . , ar〉 for the free metabelian Lie
algebra of rank r with the set of free generators (the free base) a1, . . . , ar.
28 ILYA V. KAZACHKOV
Recall that a metabelian Lie algebra is a Lie algebra A which satisfies the
identity:
(a ◦ b) ◦ (c ◦ d) = 0.
We denote by Fit(A) the Fitting radical of the algebra A. It is well-known
that Fit(A) has a natural structure of a module over the ring of polynomials,
see [10].
13.1. The ∆-localisation and the direct module extension of the Fit-
ting’s radical. In this subsection we introduce U -algebras; for any U -algebra
A over k we describe two extensions of the Fitting radical of A (introduced in
[10]). These constructions play an important role in the study of the universal
closure of the algebra A (see Sections 9 and 11).
Following [10], we call a metabelian Lie algebra A over a field k a U-algebra
if
• Fit(A) is abelian;
• Fit(A) is a torsion free module over the ring of polynomials.
Let A be a U -algebra over a field k and {zα, α ∈ Λ} a maximal set of
elements from A linearly independent modulo Fit(A). We denote by V the
linear span of this set over k.
Let ∆ = 〈xα, α ∈ Λ〉 be a maximal ideal of the ring R = k [xα, α ∈ Λ].
Denote by R∆ the localisation of the ring R with respect to ∆ and by Fit∆(A)
the localisation of the module Fit(A) with the respect to the ideal ∆, that is,
the closure of Fit(A) under the action of the elements of R∆ (for definitions
see [6] and [22]). Consider the direct sum V ⊕ Fit∆(A) of vector spaces
over k. By definition, the multiplication on V is inherited from A and the
multiplication on Fit∆(A) is trivial. Set
u ◦ zα = u · xα, u ∈ Fit∆(A), zα ∈ V, u · xα ∈ Fit∆(A).
and extend multiplication on Fit∆(A) to V by linearity.
In this notation, the algebra A∆ is called the ∆-localisation of the algebra
A.
Proposition 13.1. Let A be a U-algebra and A∆ its ∆-localisation. Then
the algebras A and A∆ are universally equivalent, ucl(A) = ucl(A∆).
Let M be a torsion free module over the ring of polynomials R. By defini-
tion, algebra A⊕M is the direct sum of k-vector spaces V ⊕Fit(A)⊕M . To
define the structure of an algebra on V ⊕ Fit(A)⊕M we need to introduce
multiplication. The multiplication on V is inherited from A. The multiplica-
tion on Fit(A)⊕M is trivial. If b ∈M and zα ∈ V , we set b ◦ zα = b ·xα and
extend this multiplication by b to elements from V using the distributivity
law. This operation turns A⊕M into a metabelian Lie algebra over k.
Proposition 13.2. Let A be a U-algebra and M a finitely generated module
over R. Then
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• ucl(A) = ucl(A⊕M);
• A-ucl(A) = A-ucl(A⊕M);
• Fit(A⊕M) = Fit(A)⊕M .
The operations of ∆-localisation and direct module extension commute.
Following [11], we denote by Fr,s the direct module extension of the Fitting
radical of Fr by the free R-module Ts of the rank s, Fr,s = Fr ⊕ Ts.
13.2. The case of a finite field. Our aim is to construct diophantine alge-
braic geometry over the free metabelian Lie algebra Fr. When r = 1, algebraic
geometry over Fr degenerates to Example 6.1. Therefore we restrict ourselves
to the non-degenerated case r ≥ 2.
13.2.1. The universal axioms for the Φr-algebras. In this section we formulate
two collections of universal axioms Φr and Φ
′
r in the languages L and LFr ,
which axiomatise the universal classes ucl(Fr) and Fr-ucl(Fr). Most of these
formulas are in the first order language L and consequently belong to both
Φr and Φ
′
r. We shall write the two series of formulas simultaneously, at every
step indicating the differences between Φr and Φ
′
r.
Axiom Φ1 below is the metabelian identity, axiom Φ2 postulates that there
are no non-abelian nilpotent subalgebras and axiom Φ3 is the CT -axiom:
Φ1 : ∀x1, x2, x3, x4 (x1x2)(x3x4) = 0.
Φ2 : ∀x∀y xyx = 0 ∧ xyy = 0→ xy = 0.
Φ3 : ∀x∀y∀z x 6= 0 ∧ xy = 0 ∧ xz = 0→ yz = 0.
We next introduce an universal formula Fit(x) of the language L and in one
variable which defines the Fitting radical
(2) Fit(x) ≡ (∀y xyx = 0).
An analogue of formula (2) in the language LFr is
(3) Fit′(x) ≡
∧
i
(xaix = 0) .
From now on we restrict ourselves to the case of a finite field k. In partic-
ular, the vector space Fr/Fit(Fr) is finite and its dimension over k is r.
Lemma 13.3. Let k be a finite field and n ∈ N, n ≤ r. Then the formula
ϕ(x1, . . . , xn) ≡
∧
(α1,...,αn)6=0¯
¬Fit(α1x1 + · · ·+ αnxn)
of the language L is true on the elements {b1, . . . , bn} of Fr if and only if
b1, . . . , bn are linearly independent modulo Fit(Fr).
We can express the dimension axiom using formula ϕ:
Φ4 : ∀x1 · · · ∀xr+1 ¬ϕ(x1, . . . , xr+1).
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Since ϕ is an existential formula, the formula ¬ϕ and hence axiom Φ4 are uni-
versal. This axiom postulates that the dimension of the factor-space B/Fit(B)
is at most r, provided that B satisfies Φ1− Φ3.
Recall that Fit(Fr) has a structure of a module over the ring of polynomials
R = k [x1, . . . , xr]. The series of axioms Φ5, Φ
′5, Φ6, Φ7 and Φ′7 express mod-
ule properties of Fit(Fr). In this axioms we use module (over R) notation. In
particular, this involves rewriting the polynomial f(x1, . . . , xn), n ≤ r in the
signature of metabelian Lie algebra see [10] for a more detailed description of
transcription from the module signature to the Lie algebra signature.
The Fitting radical of the free metabelian Lie algebra is a torsion free
module over the ring R. We use this observation to write the following infinite
series of axioms. For every nonzero polynomial f ∈ k [x1, . . . , xn], n ≤ r, write
Φ5 : ∀z1∀z2∀x1 · · · ∀xn(z1z2 · f(x1, . . . , xn) = 0 ∧ z1z2 6= 0)
→ (¬ϕ(x1, . . . , xn)).
Since ϕ(x1, . . . , xn) is a ∃-formula the formula Φ5 is a ∀-formula.
This property can be expressed in the language LFr as follows. For any
nonzero polynomial f ∈ k [x1, . . . , xr] write:
Φ′5 : ∀z1∀z2 (z1z2 · f(a1, . . . , ar) = 0→ z1z2 = 0).
The main advantage of this formula is that it does not involve the formula ϕ,
thus the restriction on the cardinality of the field k is not significant.
For every nonzero Lie polynomial l(a1, . . . , an), n ≤ r in variables a1, . . . , ar
from the free base of Fr, we write
Φ6 : ∀x1 · · · ∀xn ϕ(x1, . . . , xn)→ (l(x1, . . . , xn) 6= 0).
Since ϕ(x1, . . . , xn) is a ∃-formula the formula Φ6 is a ∀-formula.
Series of axioms Φ7 and Φ′7 are quite sophisticated. We first introduce
higher-dimensional analogues of Formulas (2) and (3):
Fit(y1, . . . , yl; x1, . . . , xn) ≡
(
n∧
i=1
(y1xiy1 = 0) ) ∧ · · · ∧ (
n∧
i=1
(ylxiyl = 0)
)
,
Fit
′(y1, . . . , yl) ≡ Fit
′(y1) ∧ · · · ∧ Fit
′(yl).
We begin with the series of axioms Φ′7 in the language LFr . Let S be
a fixed finite system of module equations with variables y1, . . . , yl over the
module Fit(Fr). Every equation from S has the form
h = y1f1(x¯) + · · ·+ ylfl(x¯)− c = 0, c = c(a1, . . . , ar) ∈ Fit(Fr),
where x¯ = {x1, . . . , xr} is a vector of variables and f1, . . . , fl ∈ R = k [x¯].
Suppose that S is inconsistent over Fit(Fr). This fact can be written, in an
obvious way, by logical formula in the signature of a module. The system S
gives rise to a system of equations S1 over Fr. Replace every module equation
hi = 0 from S by the equation h
′
i = 0, i = 1, . . . , m in the signature of LFr
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(see [10]). This procedure results in a system of equations S1 over Fr. For
every inconsistent system of module equations S, write
Φ′7 : ψ′S ≡ ∀y1 · · · ∀yl Fit
′(y1, . . . , yl)→
m∨
i=1
h′i(y1, . . . , yl) 6= 0.
Notice that we have not used the restriction on the cardinality of the field k.
Now we turn our attention to the collection Φr in the language L. Let
S be a system of m module equations inconsistent over the Fitting radical
Fit∆(Fn) of ∆-local Lie algebra (Fn)∆. We write, for every n ∈ N, n ≤ r and
every such system S:
Φ7 : ψn,S ≡ ∀x1 · · · ∀xn ∀y1 · · · ∀yl ϕ(x1, . . . , xn) ∧ Fit(y1, . . . , yl)→
→
m∨
i=1
hi(y1, . . . , yl; x1, . . . , xn) 6= 0.
The Lie polynomials hi, i = 1, . . . , m are constructed from the system S
according to the following procedure. Consider the i-th equation of S. It has
the form
h′i = y1f1(x1, . . . , xn) + · · ·+ylfl(x1, . . . , xn)− c = 0,
fi ∈ R, c = c(a1, . . . , an) ∈ Fit(Fn).
After replace every occurrence of aj in c(a1, . . . , an) by xj , j = 1, . . . , n and
rewriting the polynomial h′i in the signature of Lie algebras (see [10]), the
resulting Lie polynomial is hi.
Denote, correspondingly, by Φr and by Φ
′
r the universal classes axiomatised
by Φ1-Φ7 and by Φ1-Φ4,Φ′5,Φ6,Φ′7. The algebras from these classes are
called, correspondingly, Φr-algebras and Φ
′
r-algebras.
13.3. Main results. Assume that the ground field k is finite.
Theorem 13.4. Let A be an arbitrary finitely generated metabelian Lie al-
gebra over a finite field k. Then the following conditions are equivalent:
• A ∈ ucl(Fr).
• There exists s ∈ N so that A is a subalgebra of Fr,s.
• A is a Φr-algebra.
Corollary 13.5. The universal closure ucl(Fr) of the free metabelian Lie
algebra Fr is axiomatised by Φr.
Theorem 13.6. Let A be an arbitrary finitely generated metabelian Fr-Lie
algebra over a finite field k. Then the following conditions are equivalent:
• A ∈ Fr-ucl(Fr);
• A is a Φ′r-algebra;
• A is Fr-isomorphic to the algebra Fr ⊕M , where M is a torsion free
module over R = k [x1, . . . , xn].
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It is shown in [10] that for every torsion free R-module M the algebra
Fr ⊕M Fr-embeds into Fr,s for some s ∈ N. It follows that all Φ′r-algebras
can be treated as Fr-subalgebras of Fr,s.
Corollary 13.7. The universal closure ucl(Fr) of the free metabelian Lie
algebra Fr is axiomatised by Φ
′
r.
Theorem 13.8. Axioms Φr (and Φ
′
r) form a recursive set. The universal
theory in the language L (in the language LFr , respectively) of the algebra Fr
(treated as an Fr-Lie algebra, respectively) over a finite field k is decidable.
Theorem 13.9. Compatibility problem for a system of equations over the
free metabelian Lie algebra Fr is decidable.
This result contrasts with a result of Roman’kov [30] on the compatibility
problem over metabelian groups: he proved that in the case of free metabelian
groups of a sufficiently large rank the problem is undecidable. His argument
holds for free metabelian Lie rings and free metabelian Lie algebras, provided
that the compatibility problem for the ground field is undecidable (and thus
the ground field is infinite).
We next classify all irreducible algebraic sets over Fr. Combining together
Theorem 11.5 and 13.6 we state
Proposition 13.10. Let Γ be an Fr-Lie algebra. Then Γ is a coordinate
algebra of an irreducible algebraic set over Fr if and only if Γ is Fr-isomorphic
to Fr ⊕M , where M is a torsion free module over k [x1, . . . , xr].
Let R = k [x1, . . . , xr] and letM be a finitely generated torsion free module
over R. Let HomR(M, Fit(Fr)) be the set of all R-homomorphisms from M to
Fit(Fr) treated as a module over R. The lemma below describes the canonical
implementation of an algebraic set.
Lemma 13.11. In this notation, we have one-to-one correspondences
HomR(M, Fit(Fr))↔ HomFr(Fr ⊕M,Fr)↔ Y,
where Y is an irreducible algebraic set over Fr such that Γ(Y ) = Fr ⊕M .
Theorem 13.12. Up to isomorphism, every irreducible algebraic set over Fr
is either HomR(M, Fit(Fr)) for some finitely generated torsion free module M
over the ring R, or a point.
Corollary 13.13. Every irreducible algebraic set in the affine space Fnr , n =
1, is, up to isomorphism, either a point or Fit(Fr).
Recall that the rank r(M) of the module M over a ring R is the supremum
of cardinalities of linearly independent over R sets of elements from M . We
set r(Γ(Y )) = r(M) if Γ(Y ) = Fr ⊕M .
Theorem 13.14. For an irreducible algebraic set Y over Fr
dim(Y ) = r(Γ(Y )) = r(M).
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Remark 13.1. When this paper had already been written E. Daniyarova
published her PhD thesis, where, in particular, she obtains a description of
the quasivarieties qvar(Fr) and Fr-qvar(Fr).
14. Algebraic geometry over a free Lie algebra
In this section we outline results by Daniyarova and Remeslennikov [12] on
diophantine geometry over the free Lie algebra.
The aim of algebraic geometry is to classify irreducible algebraic sets and
their coordinate algebras. We expect that the classification problem of al-
gebraic sets and coordinate algebras in the case of free Lie algebra is very
difficult if taken in its full generality. We treat this problem only in two
following cases:
• for algebraic sets defined by systems of equations with one variable;
• for bounded algebraic sets (see Definition 14.1).
In these cases, we reduce the problem to the corresponding problem in the
diophantine geometry over the ground field k.
The classification of algebraic sets and coordinate algebras over free groups
was considered in a series of papers [1, 4, 7, 17, 23, 24, 25, 28], the earliest of
which, [25], dates back to 1960. In that paper Lyndon studied one-variable
systems of equations over free groups. Recently, a satisfactory classification
of irreducible algebraic sets over free group F and their coordinate groups
was given in [20, 21]. We begin this section by comparing results for free Lie
algebras [12] and for free groups [7].
Let F be a free group and S any system of equations in one variable over F
(i.e. S ⊆ F ∗ 〈x〉), such that VF(S) 6= ∅. The full description of all algebraic
sets in F1 = F is given by the following two theorems.
Theorem 14.1. Any coordinate group ΓF(Y ) of an irreducible algebraic set
Y ⊆ F1 satisfies one of the following conditions.
• ΓF(Y ) ∼= F;
• ΓF(Y ) ∼= F ∗ 〈x〉, here ∗ is the sign of free product of groups;
• ΓF(Y ) ∼= 〈F, t | [u, t] = 1〉, where u generates a maximal cyclic sub-
group of F.
Theorem 14.2. If V 6= F1 is an irreducible algebraic set defined by a system
of equations with one variable then:
• either V is a point or
• there exist elements f , g, h ∈ F such that V = fCF(g)h, where CF(g)
stands for the centraliser of g in F.
On the other hand, the classification of algebraic sets in the case of one-
variable equations over free Lie algebra is much more complicated.
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Theorem 14.3. Up to isomorphism, an algebraic set defined by a consistent
system of equations with one variable over F is either bounded (see Definition
14.1) or coincides with F .
Roughly speaking, bounded algebraic sets are the ones contained in a
finitely dimensional affine subspace of F . To make this definition explicit,
we introduce the notion of a parallelepipedon (Section 14.1) and then show
that algebraic geometry in a parallelepipedon is equivalent to diophantine
geometry over the ground field (Section 14.3).
14.1. Parallelepipedons. We shall now show that every finite dimensional
affine subspace V of a finitely generated free Lie algebra F is an algebraic set.
Let V be a finite dimensional subspace of F , V = link(v1, . . . , vm) where
link is the linear span over k. Set
s1(x) = x ◦ v1; s2(x) = s1(x, v1) ◦ s1(v2, v1) = (x ◦ v1) ◦ (v2 ◦ v1).
Recursively, set
(4) sm(x) = sm−1(x, v1, . . . , vm−1) ◦ sm−1(vm, v1, . . . , vm−1).
Notice that equations sl(x) = 0 are linear over k and thus define vector
subspaces of the algebra F .
Proposition 14.4. Any finite dimensional linear subspace of the algebra F
is an algebraic set over F . Furthermore, an l-dimensional subspace of F can
be defined by an equation of the type sl.
Moreover, affine shifts of linear subspaces (affine subspaces) of F are also
algebraic sets. Let c ∈ F be an arbitrary element. Then the subspace V + c
(here V is a linear subspace of dimension l) is, obviously, also an algebraic set
over the free Lie algebra F in the obvious way: it is defined by the equation
sl(x− c) = 0.
Corollary 14.5. Every affine shift of an arbitrary finite dimensional linear
subspace of the algebra F is an algebraic set over F .
Using the same argument for systems of equations with n variables we get
Corollary 14.6. Let Vi, i = 1, . . . , n, be finite dimensional linear (or affine)
subspaces of the free Lie algebra F . The direct product V = V1×· · ·×Vn ⊂ F n
is an algebraic set over F .
We denote by V the direct product of affine finite dimensional subspaces
of F ,
V = (V1 + c1)× · · · × (Vn + cn) ⊂ F
n,
Vi = link {v
i
1, . . . , v
i
m} . We call such spaces parallelepipedons.
Let F¯ =
∏
i∈I
F (i) and k¯ =
∏
i∈I
k(i) be the unrestricted cartesian powers of F
and k, where the cardinality of the set I coincides with the cardinality of F .
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We turn the algebra F¯ into an F -Lie algebra by identifying the diagonal copy
of the algebra F with F . We next apply Theorem 8.10 and obtain
Proposition 14.7. Let Γ(V) = 〈ξ1, . . . , ξn〉F be a realisation (see Definition
8.4) of Γ(V) in F¯ , ξ1, . . . , ξn ∈ F¯ . Then the generators ξi’s have the form
(5) ξi = t
i
1v
i
1 + · · ·+ t
i
mi
vimi , t
i
1, . . . , t
i
mi
∈ k¯.
and the coefficients tij’s satisfy the conditions
•
{
(tij
(l)
), l ∈ I
}
= kM if the field k is finite,
• the elements tji ’s are algebraically independent over k, otherwise.
14.2. Bounded algebraic sets and coordinate algebras.
Definition 14.1. An algebraic set Y over F is called bounded if it is contained
in a parallelepipedon.
We list some properties of bounded algebraic sets:
• An arbitrary bounded algebraic set Y is contained in infinitely many
parallelepipedons.
• Let Y, Z ⊂ F n be algebraic sets and let Y be bounded. Suppose next
that there exists an epimorphism φ : Y → Z. Then Z is also bounded.
This section is mostly concerned with the parallel concept of bounded co-
ordinate algebra.
Set
B(F¯ ) =
{
ξ ∈ F¯ | the degrees of the coordinates of ξ are bounded above
}
.
Proposition 14.8. In this notation, B(F¯ ) ∼= F ⊗k k¯.
A coordinate algebra is called bounded if it has a realisation in B(F¯ ) (see
Definition 8.4).
Proposition 14.9.
1. An algebraic set Y ⊆ F n over F is bounded if and only if its coordinate
algebra ΓF (Y ) is bounded.
2. If Y ⊆ V then any realisation of ΓF (Y ) = 〈ξ1, . . . , ξn〉 has the form
(5).
3. If the generators ξi’s in a realisation of ΓF (Y ) have the form (5) then
Y ⊂ V.
14.3. The correspondences between algebraic sets, radicals and co-
ordinate algebras. The objective of this Section is to establish a corre-
spondence between bounded algebraic geometry over the free Lie algebra and
algebraic geometry over the ground field k.
We begin with bounded algebraic geometry in dimension one, that is, con-
sider algebraic sets Y ⊂ F . Fix a parallelepipidon V = V + c ⊂ F , where
V = link {v1, . . . , vm}, dimV = m, c ∈ F . We shall show that there exists
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a one-to-one correspondence between bounded algebraic sets over F from V
and algebraic sets over k that lie in the affine space km:
YF ⊆ V↔ Yk ⊆ k
m.
Our correspondence takes the following form. Let YF ⊆ V then
(6) Yk = {(α1, . . . , αm) ∈ k
m | α1v1 + · · ·+ αmvm + c ∈ YF} , Yk ⊆ k
m.
Conversely, let Yk be an algebraic set in k
m. Set
(7) YF = {α1v1 + · · ·+ αmvm | (α1, . . . , αm) ∈ Yk} , YF ⊆ V.
We wish to show that sets defined by (6) and (7) are algebraic. We do
this constructing the corresponding systems of equations, YF = V (SF ) and
Yk = V (Sk).
As shown in Lemma 3.2, an algebraic set is uniquely determined by its
radical, and it will more convenient for us to work with. First we define the
correspondence between polynomials in F [x] and k [y1, . . . , ym].
Consider an arbitrary Lie polynomial f(x) ∈ RadF (Y ) and a point
p = α1v1 + · · ·+ αmvm + c ∈ V.
We treat the coefficients αi’s as variables and write f(p) in the form
f(p) = g1(α1, . . . , αm)u1 + · · ·+ gs(α1, . . . , αm)us,
where g1, . . . , gs ∈ k [y1, . . . , ym] and u1, . . . , us ∈ F are linearly independent
and do not depend on the point p. Clearly
f(p) = 0 if and only if g1(α1, . . . , αm) = . . . = gs(α1, . . . , αm) = 0
We therefore can set Sf = {g1, . . . , gs} ⊂ k [y1, . . . , ym].
We next construct the inverse correspondence. Consider a polynomial
g(y1, . . . , ym) =
∑
i¯
αi¯y
i1
1 · · · y
im
m = 0, αi¯ ∈ k, i¯ = (i1, . . . , im) ∈ N
m
and set M1 = max {i1} , . . . ,Mm = max {im}. We associate with the polyno-
mial g(y¯) a Lie polynomial fg(x) such that
g(y¯) ∈ Rad(Yk)↔ fg(x) ∈ Rad(YF ).
Set
fm(x) = sm−1(x− c, v1, . . . , vn−1)
fm−1(x) = sm−1(x− c, v1, . . . , vn−2, vn)
...
f1(x) = sn−1(x− c, v2, . . . , vn−1, vn)
,
where sn−1 is the Lie polynomial defined by Equation (4) in Section 14.1.
Substituting the point p into the fi’s we obtain
fm(p) = αmbm; fm−1(p) = αm−1bm−1; . . . ; f1(p) = α1b1,
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where b1, . . . , bm ∈ F are not zeroes. Choose a Lie polynomial a ∈ F so that
the degree (see [2] for definition) of a is greater than the degrees of the polyno-
mials bi’s. In that case all the products of the form ab1 · · · b1b2 · · · b2 · · · bn · · · bn
are nonzero (see [31] or [5]). We define the Lie polynomial fg(x) as
fg(x) =
∑
i¯
αi¯a ◦ f1(x) ◦ · · · ◦ f1(x)︸ ︷︷ ︸
i1
◦ b1 ◦ · · · ◦ b1︸ ︷︷ ︸
M1−i1
◦ · · ·
· · · ◦ fm(x) ◦ · · · ◦ fm(x)︸ ︷︷ ︸
im
◦ bn ◦ · · · ◦ bn︸ ︷︷ ︸
Mm−im
.
We get, after substituting the point x = p into fg(x),
fg(p) = g(α1, . . . , αn)a ◦ b1 ◦ · · · ◦ b1︸ ︷︷ ︸
M1
◦ · · · ◦ bm ◦ · · · ◦ bm︸ ︷︷ ︸
Mm
.
Therefore, fg(x) = 0 if and only if g(α1, . . . , αn) = 0.
We now define the correspondences
Rad(YF )→ Rad(Sk)
and
Rad(Yk)→ Rad(SF )
by setting
Rad(YF )→ Sk = {Sf | f ∈ Rad(YF )}
and
Rad(Yk)→ SF = {fg(x) ∈ F [x] | g ∈ Rad(Yk)} ∪ sm(x− c, v1, . . . , vm),
where VF (sm(x− c, v1, . . . , vm)) = V; see Equation (4).
The previous argument holds not only in the case when YF ⊂ V + c but
also in a more general context YF ⊆ F
n. Furthermore,
V = V1 + c1 × · · · × Vn + cn ⊂ F
n,
with
Vi = link
{
vi1, . . . , v
i
m
}
.
Indeed, similarly to the dimension 1 case, we can define the correspondence
between algebraic sets from V and affine subsets from kM , where M = m1 +
· · ·+mn, by setting
YF =
{
(α11v
1
1 + · · ·+ α
1
m1
v1m1 , . . . , α
n
1v
n
1 + · · ·+ α
n
m1
vnm1 + cn)
}
⊆ V
↔ Yk = {α
1
1, . . . , α
1
m1︸ ︷︷ ︸
m1
, . . . , αn1 , . . . , α
n
mn︸ ︷︷ ︸
mn
} ⊆ kM .(8)
The following theorem demonstrates relations between this construction
and correspondence (8).
Theorem 14.10.
• Let Yk ⊆ k
M be an algebraic set over k. Then the corresponding set
YF ⊂ V is algebraic over F . Moreover, YF = V (SF ).
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• Let YF ⊆ V be an algebraic set over F . Then the corresponding set Yk
is algebraic over k. Moreover, Yk = V (Sk).
• The maps YF → Yk and Yk → YF define a one-to-one correspondence
YF ↔ Yk between algebraic (over F ) sets from V ⊂ F and algebraic
(over k) sets from kM . Consequently, YF → Yk → YF = idAS(F ) and
Yk → YF → Yk = idAS(k).
• The correspondence Rad(YF )↔ Rad(Yk) defined above is a one-to-one
correspondence between radical ideals from
k
[
y11, . . . , y
1
m1
, . . . , yn1 , . . . , y
n
mn
]
and those radical ideals from F [x1, . . . , xn] that contain
sm1(x1 − c1), . . . , smn(xn − cn).
Furthermore, to obtain the radical Rad(Yk) (Rad(YF )) it suffices to in-
terpret as algebraic (Lie) polynomials only those Lie (algebraic) poly-
nomials that generate Rad(YF ) (Rad(Yk)).
Corollary 14.11.
• Let S be a system of equations over F . If S defines a bounded alge-
braic set, then S is equivalent to a finite system S0.
• If the ground field k is finite then any subset M ⊂ V is algebraic over
F .
A realisation of a coordinate ring over k can be defined by analogy with
Definition 8.4. The correspondence (8) can be reformulated in terms of coor-
dinate algebras as follows.
Theorem 14.12. Let YF ⊂ V be a bounded algebraic set over F and let
Yk ⊆ k
M be the corresponding algebraic set over k. Consider the F -algebra
CF = 〈ξ1, . . . , ξn〉F ,
where the ξi’s have the form (5).
CF is a realisation of ΓF (YF ) if and only if the k-subring
Ck =
〈
k, t11, . . . , t
1
m1
, . . . , tn1 , . . . , t
n
mn
〉
is a realisation of the coordinate ring Γk(Yk).
We have to address some of the differences between the case of dimension
1 and the case of higher dimensions. If V = V1 × · · · × Vm is a fixed variety
in kN , we interpret it in kN by partitioning the N variables into m groups,
N = n1 + · · · + nm. Notice that the affine space k
N , N > 1 represented
as sum m sub-spaces is not equivalent to the whole kN , since the notion of
a ‘decomposed affine space’ can not be expressed in terms of morphisms of
algebraic sets.
Notice that the interpretations of bounded algebraic geometry over the
algebra F in dimension 1 and in higher dimensions (as diophantine geometry
over k) are very similar.
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Finally, we classify algebraic sets defined by systems of equations with
one variable. By Proposition 14.9 the coordinate algebra of any bounded
algebraic set has a realisation in B(F¯ ). Moreover, according to Theorem 8.10,
Γ(Y ) is isomorphic to the subalgebra 〈F, ξ〉 of B(F¯ ). Using the machinery of
combinatorics in Lie algebras [5, 31], one can show that the only alternatives
are
• ξ ∈ B(F¯ ), in which case Y is bounded, or
• ξ /∈ B(F¯ ), in which case Γ(Y ) ∼= F ∗ 〈x〉.
Theorem 14.13. Every algebraic set defined by a system of equations in one
variable over the free Lie algebra F is, up to isomorphism, either bounded, or
empty, or coincides with F .
Notice that the Jacoby identity is not essential for the proofs of most of
the results of Section 14 and they can be generalised to free anti-commutative
algebras [12, Appendix].
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