The support vector machine (SVM) is a new and promising technique for pattern recognition. It requires the solution of a large dense quadratic programming problem. Traditional optimization methods cannot be directly applied due to memory restrictions. Up to now, very few methods can handle the memory problem and an important one is the \decompo-sition method." However, there is no convergence proof so far. In this paper, we connect this method to projected gradient methods and provide theoretical proofs for a version of decomposition methods. An extension to boundconstrained formulation of SVM is also provided.
Introduction
The support vector machine is a new and very promising classi cation technique for pattern recognition. Surveys of SVM are, for example, Cortes and Vapnik 1995] , and Vapnik 1998 ]. Giving training vectors v i ; i = 1; : : : ; m of length k, and a vector a de ned as follows (1.1) 0 x i C; i = 1; : : : ; n; where e is the vector of all ones, C is the upper bound of all variables, Q is a positive semide nite matrix. Possible choices of Q ij are, for example, a i a j ((v T i v j )=k) d and a i a j e ?kvi?vjk 2 =k . Note that v i is considered as a support vector if x is the solution of (1.1) and x i > 0.
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The di culty of solving (1.1) is the density of Q because Q ij is in general not zero and Q becomes a fully dense matrix. Hence a prohibitive amount of memory is required to store the matrix. Thus, traditional optimization algorithms such as Newton, Quasi Newton, etc., cannot be directly applied. Several authors (e.g. Kaufman, 1998; Mangasarian and Musicant, 1998; Osuna et al., 1997b; Joachims, 1998; Platt, 1998; Saunders et al., 1998 ]) have proposed methods with successful implementation to conquer this di culty. Unlike the Newton method which usually involves the whole Hessian matrix Q, these methods only calculate components of Q when they are required in the current iteration. Among them, an important one is the \decom-position method" proposed by Osuna et al. 1997b] . As a variation of the active set methods, they separated the index f1; : : : ; ng of the training set to two sets B and N, where x i = 0; for i 2 N and B is the working set if x is the current iterate of the algorithm. If we denote x B and x N as vectors containing corresponding elements, the objective value is equal to If there is one (x B ) i satisfying 0 < (x B ) i < C, from (1.3), could be easily obtained. Since all components of x N are zero, if x is an optimal solution, x N satis es the KKT condition of (1.2): (Qx) i ? 1 ? a i 0, for i 2 N. Therefore, the algorithm moves elements of N which violate the KKT condition of (1.2) to B, and move out zero elements from B to N. If the size of B is bigger than the number of support vectors, because no cycle happens, the algorithm stops in nite steps. The main shortcoming of the above algorithm is that we do not know the number of support vectors in priori. To handle this issue, the same authors Osuna et al., 1997a] hence proposed to use a small number q as the size of B. Furthermore, there is no restriction that x N must only contain zeros. To be more precise, any element in N which violates the KKT condition can enter B. Since q is small in general (less than 100), this method never faces memory problem. Good numerical results were reported so two further improvements are given in Joachims, 1998; Platt, 1998 ]. However, even though the strict decrease of the objective function is still hold, there is no theoretical proof to show that the sequence converges to an optimal solution.
The paper by Joachims 1998 ] has drawn us a lot of attention because of its method of updating B and N. Unlike the method by Osuna et al., where a more \random" selection is used, Joachims solves the following problem in order to select the working set:
(1.4d)
Note that jfd i j d i 6 = 0gj means the number of components of d which are not zero. The constraint (1.4d) implies that a descent direction involving only q variables is obtained. Then components of x with non-zero d i are included in the working set B which is used to construct the sub-problem (1.2). Note that d is only used for identifying B but not as a search direction. Using the decomposition method with the new technique for selecting the working set B, Joachims reported promising numerical results. In this paper, we will demonstrate that a variation of his algorithm theoretically converges. In Section 2, we present a more general algorithm with an analysis on the selection of the working set. Then in Section 3, we prove the convergence of this algorithm using the techniques of projected gradients. Section 4 extends the convergence proofs to bound-constrained formulations of SVM Finally we provide concluding remarks in Section 5.
A General Algorithm
To describe the new algorithm, we replace the problem (1.1) by the following form: minf(x); x 2 ; (2.1) where f(x) is a continuously di erentiable function from R n to R and the set is the feasible set of (1.1): fx j a T x = 0; 0 x i C; i = 1; : : : ; ng: (2.2) Therefore, (1.1) is a special case of (2.1) when f(x) = 1 2 x T Qx ? e T x. In addition, we assume C is a nite positive number so is a bounded set.
In the following we describe a more general algorithm for solving (2.1):
Step 1: Let q be a positive integer with 2 q n. Set k = 1, choose 1 ; 2 2 (0; 1); 1 ; 2 0, and nd an x 1 as the initial solution.
Step 2 De ne k fx j x 2 ; x i = (x k ) i ; i = 2 B k g; R n k fx j x 2 R n ; x i = (x k ) i ; i = 2 B k g: The mapping P k : R n k ! k is de ned by P k (x) argminfkz ? xk : z 2 k g: Joachims requires that jfd i j d i 6 = 0gj = q. This may not be always possible, so we modify the equality to jfd i j d i 6 = 0gj q. Another di erence is that we use x k +d 2 instead of (1.4a)-(1.4c). Note that (1.4a)-(1.4c) do not ensure the feasibility x k + d 2 so the solution of (1.4) may not be a feasible direction. However, we use this property for the convergence proof as will be explained in Section 3.
The
Step 3 of the algorithm searches for a point x C k by following a \partial" projected gradient direction. We calledrf(x k ) a \partial" gradient direction since it contains only components of rf(x k ) which are in the working set of x k . For a standard projected gradient method (e.g. Calamai and Mor e 1987]), x C k P(x k ? rf(x k )), where P is the projection into , and x C k is referred as the Cauchy point. The su cient decrease of function values at Cauchy points is guaranteed by conditions (2.5) and (2.6) and is used for the convergence proof. Then by requiring f(x k+1 ) f(x C k ), we will prove that any limit point of the sequence fx k g is an optimal solution. Note that when f(x) = 1 2 x T Qx ? e T x, x C k in our algorithm is a feasible solution to the subproblem (1.2). Since most existing decomposition methods obtain the optimal solution of (1.2) for x k+1 , in Step 4 the requirement that f(x k+1 ) f(x C k ) is satis ed.
Because the use ofrf(x k ) instead of rf(x k ) makes a di erence in Step 3, there is a new obstacle proving the convergence. In the rest of this section, we will construct the relation between (2.3) and the following problem:
De nition 2.1 A point x is a stationary point of (2. .7) As OP(x k ) is the optimal objective value of (2.7),
(2.9) Since each term of (2.9) is non-positive, if j is the index such that d i (rf(x k ) i ? a i ) has the smallest value, A similar setting can be made for the case when jd r j > jd j j. Therefore, by assigning other elements of d to be zero, we nd a feasible solution of (2.13) with objective value less than 1 n 2 OP(x k ). As this solution is also a feasible point of (2.3), ifÕP(x k ) is the optimal objective value of (2.3), we have the following lemma: Lemma 2.3 n 2Õ P(x k ) OP(x k ).
From Lemma 2.3, the fact that OP(x k ) Õ P(x k ), and Lemma 2.2, we have Lemma 2.4ÕP(x k ) = 0 if and only if x k is a stationary point.
The Convergence Proof
As the only di erence between P k and P is the restriction on the domain variable x such that
and consequently k r f(x k )k kx k ( ) ? x k k:
The following lemma ensures that there is an x C k satisfying the requirements in Step 3 of the algorithm. For (b), because x k is not a stationary point and f is continuously di erentiable, from (a) of this Lemma and (3.4), we have
(3.8) From (3.3), kx k ( ) ? x k k= is non-increasing. On the other hand, from (3.5), kx k ( ) ? x k k krf(x k )k, so Hence the result (3.7) immediately follows.
We prove (c) by giving an example from Bertsekas 1976] : De ne k = mk 2 1 , where m k is the smallest integer such that (3.7) is satis ed. From (b), we know this k exists. Then by using this x k ( k ) as x C k , both (2.5) and (2.6) are satis ed. 2
The following theorem from Calamai and Mor e 1987] is very important to our convergence proof. Because we are now usingrf(x k ) instead of rf(x k ) as the search direction of the Cauchy step, to demonstrate its validity, here we present the whole proof.
Conclusion
In this paper we discuss the convergence of decomposition methods for support vector machines. The proof is based on the connection between a more general algorithm and the techniques of projected gradients. We also demonstrate that the proof can be easily applied to general bound-constrained formulations of SVM. Investigating the rate of convergence and practical numerical behaviors are topics for future research.
