The concept of racial inequality has existed from the early days of service provision, with evidence dating back to ancient civilizations. While the emergence of the Internet and social media has drastically transformed almost every aspect of everyday life, including the intrinsic values of social relationships, the impact of racial disparities on receiving services on online platforms is not so evident. Although many consumer brands provide customer service on social media today, little is known regarding the prevalence and magnitude of racial discrimination in the context of social media customer service. Thus, in this study, we examine the existence and the extent of racial discrimination against African-Americans in social media customer service. We analyzed all complaints to seven major U.S. airlines on Twitter for a period of nine months. Interestingly, our empirical analysis finds that African-American customers are less likely to receive brand responses to their complaints on social media. To the best of our knowledge, this is the first study to empirically analyze the racial discrimination phenomenon in the context of social media customer service.
Introduction
The concept of racial inequality has existed from the early days of service provision, with evidence dating back to ancient civilizations. Recent incidents of alleged discrimination against airline passengers of ethnic minorities have created a lot of bad press and public relations debacles for some major airlines in the U.S. Over the past fifty years, considerable societal efforts are made to reduce the level of discrimination against African-Americans in the United States [1] . Although much has improved lately, racial profiling and ethnic discrimination are still commonplace in many communities.
Marketplace discrimination has long been studied across a multitude of consumption contexts including the labor market, the housing market, short-term rental market, and car dealerships. A rich terminology is frequently used in the literature and popular press to refer to this phenomenon -for example, consumer racial profiling (CRP) [2] , consumer discrimination [3] , and shopping while black (SWB) [4] . It refers to the differential treatment that the consumers of a minority group (e.g., African-Americans, Muslims, women, immigrants, etc.) receive (usually a denial or a degradation of products and/or services), compared to the consumers of a majority group with otherwise identical characteristics [5] .
With the emergence of the Internet, markets changed dramatically and a considerable portion of transactions has moved online. As online markets can be more anonymous than in-person transactions, there may be less room for racial discrimination in the online marketplace [1] . For example, Ayres and Siegelman [6] find that African-American car buyers are charged higher prices than white car buyers at dealerships, although Morton et al. [7] find no such difference amongst races in online purchases. Likewise, large online retailers such as Amazon and eBay offer little scope for discrimination, as sellers effectively precommit to accept all buyers regardless of race or ethnicity [1] . Nonetheless, the rise of social media has both fueled and been fueled by an unprecedented amount of public sharing of personal information that frequently includes disclosures and revelations of individuals, sometimes in surprisingly candid nature [8] . It has enabled people to publicly reveal multiple facets of themselves, including their private lives, social lives, and opinions [9] , perhaps creating a new channel of discrimination along a multitude of social dimensions.
With recent advancements of social media and smart phones, consumers have increasingly become mobile and it is very easy and convenient to interact with brands online, rather than contacting the call center and waiting to connect with a live-agent. In response to such requests for engagement, many consumer brands provide customer service on social media today, extending their main-stream customer service to the social space.
The current scholarship on racial discrimination in customer service has mostly examined the phenomenon in traditional contexts and little is known regarding the prevalence and magnitude of racial discrimination in the context of social media customer service. Thus, in this study, we investigate the existence and the extent of racial discrimination in the context of social media customer service. Specifically, we focus on the following research question: Are brands less likely to respond to a complaint sent to it by an African-American customer, in the context of social media customer service? To address this research question, we select Twitter as the social media platform and focus on the airline industry, as airlines have extensively leveraged Twitter for real-time customer service. We analyzed all tweets mentioning the official Twitter accounts of seven major U.S. airlines for a period of nine months, using text-mining techniques to extract and process data in a scalable fashion. Our empirical analysis suggests that AfricanAmerican customers are less likely to receive brand responses to their complaints on social media, suggesting potential racial discrimination in social media customer service.
The rest of the paper is organized as follows. We first review relevant literature and then develop the hypotheses for our research questions. After describing our data and measures, we present our deep learning model for user classification. Then we estimate our main econometric model and present the empirical results. We conclude the paper by discussing the implications of our findings.
Literature Review
Marketplace discrimination has received a great deal of attention over the past few decades and has been the focus of many studies in economics and marketing. Edelman et al. [1] investigate the existence and extent of racial discrimination against ethnic minority guests on Airbnb, a popular online marketplace for short-term rentals. In a field experiment on Airbnb, they find that applications from guests with distinctively African-American names are 16 percent less likely to be accepted relative to identical guests with distinctively white names. They further find that discrimination occurs among landlords of all sizes, including small landlords sharing the property and larger landlords with multiple properties.
Ge et al. [10] examine the opportunity, peer transportation companies such as Uber and Lyft present, to rectify long-standing discrimination or worsen it. They sent passengers in Seattle, WA and Boston, MA on nearly 1,500 rides on controlled routes and recorded key performance metrics. Their findings indicate a pattern of discrimination, which they observed in Seattle through longer waiting times for African American passengers-as much as a 35 percent increase. In Boston, they observed discrimination by Uber drivers via more frequent cancellations against passengers when they used African American sounding names. Across all trips, the cancellation rate for African American sounding names was more than twice as frequent compared to white sounding names.
Laouénan and Rathelot [11] also use data from Airbnb collected in 19 major cities in North America and Europe to measure discrimination against ethnicminority hosts. Using the ratings that provide potential guests with information about the quality of a listing, they build a credible measure of statistical discrimination. They find that hosts from a minority ethnic group charge 16 percent less than other hosts in the same cities and an additional review increases the daily price more for minority than for majority hosts. Estimating the parameters of a theoretical pricing model, they further find that statistical discrimination accounts for most of the price differential.
Acquisti and Fong [8] examined hiring discrimination in the U.S. labor market, focusing on personal information posted by job candidates on social media sites. They created profiles for job candidates on popular social networks and submitted job applications on their behalf to over 4,000 employers. After comparing interview invitations for a Muslim versus a Christian candidate, and a gay versus a straight candidate, they find no difference in callback rates for the gay candidate compared to the straight candidate, but a 13% lower callback rate for the Muslim candidate compared to the Christian candidate. Their results suggest that the online disclosure of certain personal traits can influence the hiring decisions of U.S. firms and the likelihood of hiring discrimination via online searches may vary across employers.
Bartoš et al. [12] monitor information acquisition in field experiments on discrimination and examine whether gaps arise when decision makers choose the effort level for reading an application. In both countries they study, negatively stereotyped minority names are shown to reduce employers' effort to inspect resumes. Furthermore, they find minority names to increase information acquisition in the rental housing market.
All these studies have provided important insights on racial discrimination mostly in the context of housing and labor markets. However, the studies that examined the phenomenon in customer service, particularly in the context of social media are almost non-existent. Our paper fills this gap and contributes to the stream of literature on racial discrimination in social media customer service.
Development of the Hypothesis
At the turn of the twentieth century, in the early years of the economics profession in the United States, many leading economists argued for Nordic superiority and Black inferiority [13] . Before 1960s, economists rarely concerned themselves about the problems of racial discrimination and racial inequality in society [14] . Since Gary Becker's [15] The Economics of Discrimination that provided the first sustained theoretical treatment of the subject, economists have been deeply interested in the presence of discrimination in the marketplace [16] . Thus, two workhorse models of discrimination have been developed in the economic literature.
In the first model [15] developed for the context of the labor market, some employers have a distaste for hiring members of the minority group. This distaste may lead them to refuse hiring members from the minority group, or if they do hire them, pay them less than the other workers for the same level of productivity. Thus, if the conditions of perfect competition are satisfied, discriminating employers will experience low profits and would be wiped away and taste-based discrimination would disappear. Hence, taste-based discrimination is considered clearly inefficient.
The second model deals with statistical discrimination [17, 18] that views the differential treatment to the members of the minority group as a consequence of imperfect information, and the discrimination as the result of a signal extraction problem. A classic example is an employer assessing the expected productivity of a worker he is considering hiring [16] . The employer is privy to some imperfect signal of productivity, such as the impression he gets in an interview, or by reading the résumé of the applicant. He is also aware of the job applicant's group membership such as his race and gender. More informative and complete the signal of the individual applicant is, the greater will be the weight placed on that information. On the other hand, when the person specific information is limited, the employer might evaluate the group-specific membership to obtain additional valuable information of expected productivity. For example, if it is known to the employer that minority applicants are on average less productive than majority applicants, and he sees two applicants with similar and unbiased signals of productivity, he should rationally favor the majority applicant to the minority one as her expected productivity is higher. Thus, statistical discrimination will result in some minority-group workers being treated less favorably than majority-group workers of the same level of true productivity.
Both taste-based discrimination and statistical discrimination could be the driving forces of discrimination in the context of social media customer service. For example, the innate qualities of certain social media agents may make them dislike AfricanAmerican individuals, preventing them from associating positively with African-American customers. On the other hand, in cases where complete information regarding the perceived value of a customer is not available, certain social media agents may choose not to invest their time to search for missing pieces of information, but rather choose to misinterpret the value of customers based on their racial identities and consequently to let their complaints go nowhere.
Although several studies have been successful in documenting evidence that discrimination exists, many found it difficult to link the patterns of discrimination to any specific theory. Blurring the sharp line economists tend to draw between taste-based and statistical explanations of discrimination, psychologists have made a considerable progress in advancing theories and conducting laboratory experiments that have been helpful in better understanding the microfoundations of discrimination [19] .
Studies on discrimination in psychology are often related to the concept of prejudice, usually characterized as an unjustified or incorrect attitude (usually negative) towards an individual, based on that individual's membership of a social group. At least two dominant views of prejudice in psychology literature could serve as foundations to the previously discussed animus-based models of discriminatory behavior from economics. First, prejudice could make group membership an important component of social identity. Seminal work by Tajfel [20] and Tajfel and Turner [21] provide experimental evidence that demonstrates the major role social identity plays in the underlying process of prejudice. They show that the mere assignment of individuals into groups (even totally arbitrary ones that do not last, and with no objective conflict of interest or hostility between groups), is sufficient to produce favoritism for in-group members and negative attitudes toward out-group members.
Second, prejudice could trigger unconscious hence unintentional forms of discriminatory behavior of Page 6811 individuals. In other words, it is believed that attitudes can occur in implicit modes and people can behave in ways that are inconsistent or sometimes even opposite to their explicit views of self-interests [22, 23, 24] . Neurophysiologists have shown that race perception influences and regulates cognitive processes such as affection [25, 26] and stereotype [27, 28] . Furthermore, studies in neuroscience show that different regions of the brain are activated in conscious versus unconscious processing, suggesting that unconscious processes are unique mental activities. For example, unconscious processing of a black face is associated with activations of area of the brain related to emotions and fear, while the conscious processing of the same face activates the areas of the brain associated with control and regulation [19] . This kind of implicit or unintentional biases could occur under conditions of high time pressures, cognitive loads, and ambiguity.
Hence, the conscious or unconscious prejudice against the minority-group members could imply that the individuals could be ignorant about the quality of minorities, triggering more statistical discrimination [29] . Therefore, in the context of social media customer service, if the social need to positively associate with the majority-group members also makes the minority-group members feel more distant and unknowable, social media agents may choose not to invest in resolving complaints of a minority-group member, or decide that the individual signals of perceived value (e.g., honesty, trustworthiness, and genuineness) of minority-group customers are totally uninformative. Building upon the theories of discrimination from economics and psychology, we propose the following hypothesis for empirical testing.
H1: An airline is less likely to respond to a complaint sent to it by an African American customer, relative to non-African American customers.
Data, Measures, and Methodology
Earlier research focused on three main techniques to measure discrimination in various consumption contexts: regression analysis, audit studies, and correspondence studies. We briefly describe each of these techniques next.
The regression methodology usually employs some consumption outcome (e.g., price) as the dependent variable, and group membership indicators along with relevant controls, as the explanatory variables [30] . The test for discrimination is whether the coefficient of group membership variable is significant. In audit studies, two individuals (i.e., auditors) are matched for all relevant personal characteristics other than the one that is presumed to lead to discrimination (e.g., race, gender) and then they apply for a job, a housing unit, or a mortgage, or begin to negotiate for a good or a service. The results they achieve and the treatment they receive in the transaction are closely monitored to determine if the outcomes reveal patterns of discrimination based on the trait studied [31] . Unlike audit studies that rely on real auditors that meet with a potential employer or a landlord, correspondence studies rely on fictitious applicants [19] . For instance, in response to a job or rental advertisement, the researcher sends several pairs of résumés, letters or emails of interest, one of which is assigned the perceived minority trait. Discrimination is assessed by comparing the outcomes (e.g., callbacks from employers or landlords) for the fictitious applicants with and without the particular minority trait in question.
In this study, we leverage the abundance of data generated from the actual interactions between customers and brands (i.e., companies) on social media in real-time, to reveal any patterns of race-based differential treatment. Specifically, we focus on how major airlines in the U.S. respond to customer complaints on Twitter. We collected all tweets mentioning the official Twitter accounts of seven major U.S. airlines in the 2014 -2015 time period.
To distinguish complaints (i.e., tweets) from all other types of tweets, we followed a lexicon-based approach to build a complaint classifier. Based on our reading of a few thousand random tweets sent by customers to airlines, we developed two lexicons that contain n-grams of complaint related key-words (negative lexicon) and compliment related key-words (positive lexicon) respectively. A customer tweet was categorized as a complaint, if it matched at least one term in the negative lexicon and none in the compliment lexicon. We report an 84.5% precision for our lexicon-based complaint classifier.
On twitter, interactions between users usually flow through conversations. For example, a complaint started as a single tweet, may continue along a series of tweets exchanged between the customer and the airline forming a conversation. Thus, in evaluating an airline's tendency to respond to a customer's complaint, it makes more sense to restrict attention only to the initial complaining tweet posted by the customer. Therefore, in this study, we consider a tweet as an initial complaint if the customer had not communicated with the respective airline on Twitter for 8 hours before the creation of the complaining tweet under consideration.
Dependent Variable: As our dependent variable, we use a dichotomous measure that equals to one if the complaint receives a response from the airline and zero otherwise. To determine whether an airline responded to a particular complaint, we used Twitter metadata to match the user tweet with respective airline tweets, and Page 6812 when the tweet was matched with one or more replies from the airline, it was considered to have received a response.
Independent Variable: The primary independent variable of interest is the customer's race, which we derive using the deep learning model described in the following sections.
Control Variables: We include a set of control variables to account for unobserved heterogeneity at the tweet level and the customer level. We also include airline fixed effects and day-of-the-week fixed effects. Table 1 explains the key variables in our empirical analysis. Behavior research in psychology shows that encountering a new individual, or facing a stimulus of human face usually activates three primitive conscious neural evaluations: race, gender, and age, which have consequential impact on the perceiver and the perceived [32, 33, 34] . Among these, race is arguably the most prominent and dominant personal trait, which is often demonstrated empirically by its omnirelevance with social, cognitive, and perceptual tasks such as attitude, biased view, stereotype, emotion and belief [35] . Hence, in this study we focus on the tweets from users (i.e., customers) having a valid profile image. As a result, users having Twitter's default profile image or inaccessible profile image URLs are not included in the analysis. Thus, we ended up with 130,023 complaints for empirical analysis.
One may be concerned that customers from different racial groups may complain about different types of problems (e.g., delays and cancellations, unprofessional employees etc.), and airline social media agents may respond to different types of problem differently. Furthermore, customers of different racial groups may also write tweets in different styles. If the tweets written by customers of different racial categories systematically differs and this difference leads to differences in response rate, then our estimation will be biased. To alleviate this concern, we use text-clustering techniques to group similar complaining tweets and introduce cluster fixed effects into our model 1 .
Inferring Race and Gender of Twitter Users -A Deep Learning Approach
Social media platforms have become an important avenue of research to study social phenomena. However, a major limitation of the use of this social data is the lack of key user demographic indicators such as race and gender. Although social network sites usually enable their users to store demographic attributes such as gender, age, and location in their profiles, most of the time, such information is either incomplete (e.g., a user may choose not to reveal her location), or misleading (e.g., a user may choose to provide an imaginary place such as "Neverland" as her location) [36] . Therefore, in discrimination research such as this one, the foremost challenge is to effectively leverage automatic means to infer user demographics (i.e., race and gender) with a higher degree of accuracy.
Some recent studies have successfully leveraged social media data to study people's writing in a large scale. For example, recent research examined people's writings on Twitter and/or Facebook to predict their personality [37, 38, 39, 40] . Thus, in this study, we postulate that a user's social media postings may contain several important clues that describe the demographics of that user. We attempt to leverage the capabilities of deep learning, convolutional neural networks (CNN) in particular, and users' past tweets, to predict the race and gender of social media users.
Data Collection and Label Annotation
Racial and ethnic identity is complex and evaluations by others may not always match an individual's self-identification [41] . Previous studies vary significantly in their definition of race or ethnicity. For example, Pennacchiotti and Popescu [36] inferred ethnicity, but classified users as AfricanAmerican or not. Chen et al. [42] claimed to infer ethnicity but used a classification scheme that uses both racial and ethnic identities. Based on the major racial categories recognized in the United States Census, in this study, race is identified in three categories: African-American, White, and Other. Here, "Hispanic or Latino" is not considered a race, since the United States Census Bureau defines it as an ethnicity rather than a race.
To obtain a more realistic dataset of users, we used Twitter's streaming API (Application Program Interface) that returns a small random sample of all public Twitter traffic. As this study intends to infer the major racial categories recognized in the U.S., and only English language is used for this study, we particularly queried for tweets that originated from the U.S. and in English. Data was streamed for two days and over 250,000 distinct users have been recognized. We further filtered this dataset for users who have a valid profile image in their Twitter account (i.e., users having Twitter's default profile image or inaccessible profile image URLs were discarded), as the groundtruth labels for the supervised classification come from profile image based human annotations. Furthermore, we retained only the users with public timelines that allows fetching their historical tweets, as the proposed classification is based on linguistic features of usergenerated content. From this pool of distinct Twitter users, we randomly sampled 15,000 users for the final dataset.
Crowdsourcing human intelligence is considered an essential step in extracting demographic information encoded as images rather than text [43] . Hence, to obtain the ground-truth labels for the 15,000 random users, workers were hired from Amazon Mechanical Turk 2 (AMT) -a crowd sourcing marketplace for simple tasks that require human intelligence. For each user in the final dataset, a human intelligence task (HIT) was created on AMT that displayed the Twitter profile image of the user and the workers were asked to make an educated guess of the race of the person in the given profile image, out of the alternatives: AfricanAmerican, White, Other and Can't Tell. In addition, the workers also tagged the gender of the person in the given image from the choices: Male, Female, and Can't Tell. The workers were instructed to choose the Can't Tell option only when the given image does not contain people (e.g., pets, scenery, flowers, symbols, trademarks etc.), contains multiple people, or if the image quality is not good enough to categorize (e.g., blurred images). Each HIT was labeled by three different workers choosing only those who are from the U.S. At the end of the AMT annotation process, 849 distinct workers contributed to label the 15,000 users. Only the users that received at least two agreements out of the three human annotations and those agreed upon a specific race category (i.e., users agreed upon the Can't Tell option were discarded) were reserved as valid users. Table 2 shows the statistics of labels with at least two agreed annotations. Next, we used Twitter's search API to fetch the historical tweets posted by each individual user up to a maximum of 3,200 tweets. Considering the inherently noisy nature of text in tweets, first we pre-processed and cleaned the data. For example, we processed the hashtags, Internet slang words, usernames, punctuation marks, and repetitive characters in tweets before any transformation. Next, for each user, a document of text was created that contained all the unique words present in the collection of tweets posted by that user. As potential evaluation alternatives, a series of text documents was created for each user, using the last 200, 500, 1,000, and 2,000 tweets (pre-processed) each user posted. Furthermore, only the users with text documents containing at least 100 words were retained, to be used as input to the deep learning model.
Deep Learning Model
Convolutional Neural Networks and pooling architectures [44] showed a huge success in computer vison applications lately. They can identify faces, individuals, street signs, platypuses, and may other aspects of visual data [45] . They were introduced to the natural language processing (NLP) community in the seminal work of Collobert et al. [46] who used them for semantic-role labelling, and later by Kalchbrenner et al. [47] and Kim [48] who used them for sentence classification to predict sentiment and question-type in particular. In the context of NLP, a CNN is designed to identify indicative local clues in a large structure (irrespective of their position) and combine them to produce a fixed-size vector representation of the structure, capturing the local aspects that are most informative for the prediction task in hand [49] .
Inspired by the work of Kim [48] , we propose a convolutional neural network architecture to train our classifier. The model has four layers. The first layer is the input layer that contains the word embeddings of the tweet document. The second layer is the convolutional layer that contains three convolutional layers in parallel. The third layer is the max-over-time pooling layer and the final layer is the output layer. We describe each layer in detail below.
Layer 1 -Word Embeddings
The biggest jump when moving from sparse-input (e.g., bag-of-words) linear models to neural network based models is to stop representing each feature as a unique dimension (the so called one-hot representation) and representing them instead as dense vectors [49] , making similar features to have similar vectors. Initializing word vectors with those obtained from an unsupervised neural language model is a quite popular method to improve performance in the absence of a large supervised training set [46, 50, 51] . In this study, we use the publicly available word2vec word embeddings published by Google 3 , that were originally trained by Mikolov et al. [52] on 100 billion words of Google News. Here, each word is represented by a 300-dimensional vector. For the current study, words not present in the set of pre-trained vectors were discarded.
The first layer represents the word embeddings. Consider a user's document of tweets containing the sequence of words each with their corresponding k dimensional (k = 300) word embedding representing the i th word in the document. Then a document of n words is represented as where is the concatenation operator. This vector holds the information in the entire document. In the next layer, a convolutional operation or a filter is applied to the 3 https://code.google.com/archive/p/word2vec/ word embeddings in the first layer, on a sliding window basis.
Layer 2 -Convolutional Layer
The main idea behind a convolution for language tasks is to apply a non-linear (learned) function over each instantiation of a h-word sliding window over the text (Goldberg 2016) . A 1d convolution layer of width h works by moving a sliding window of h words over the document and applying the same filter to each window in the sequence to produce a new feature. For example, if the user document contained the text "flights delayed and the baby next to me crying", and with a sliding window of size two, the filter will be applied to the window of first two words "flights delayed", then to the next two words "delayed and", and then to the next two words "and the", and so on. The filter basically transforms a window of h words into a vector that captures important properties of the words in the window. Applying the convolution operation (i.e., filter) on a window of words generates a feature , where is a bias term and is a non-linear activation function that is applied element-wise. Both w and b are parameters to be estimated. Thus, the convolution operation applies a linear transformation to the input and then a non-linear transformation using the activation function. In this study, we use the Leaky Rectified Linear Units (Leaky RELU) [53] as the activation function. Leaky RELU is defined as
The same filter is applied to each possible window of words in the document ( ) producing a feature map c, ] where
. We use three different window sizes (h= 3, 4, 5) to include tri-grams, 4-grams, and 5-grams.
Layer 3 -Max-over-time Pooling:
The pooling layer applies a max-over-time pooling operation [46] over the feature map created in the layer-2 and take the maximum value as the feature corresponding to this filter. The resulting vector is a representation of the entire document in which each dimension reflects the most salient information with respect to the prediction task.
Layer 1-3 explained above extract one feature from one filter. To obtain multiple features, we repeat this process with multiple filters and varying window sizes. The pooling operation creates one feature from each filter which will be concatenated and passed to the next layer. In our context, we use a total of 100 filters for Page 6815 each window size (h = 3, 4, 5). These features form the penultimate layer and are passed to a fully connected softmax layer (Layer 4 -Output Layer) whose output is the probability distribution over labels. The deep learning model was trained by back propagation and gradient-based optimization using the adaptive learning rate algorithm Adam as the updating rule. As our primary objective of using this model for the study is to predict whether a given user is African-American or not, we built a binary classifier to predict race of social media users. For the race classifier, we use a balanced dataset of 5,000 users with 85% assigned for the training set and 15% for the test set.
Similarly, a separate classifier to categorize users based on their gender was also developed, using 7,000 users. The same training and test data separation rule of the race classifier has also been used. The prediction performances of the classes of interest in our CNN model are reported in Table 3 .
Table 3. CNN Model -Prediction Performance
In general, both the race classifier and the gender classifier achieve good precision, recall and F1 scores. Furthermore, the race classifier achieves an overall prediction accuracy and F1 score of approximately 88% (average across all classes), while the overall prediction accuracy and the F1 score for the gender classifier is also about 91%. These outperform or match most of the existing text-based user classification methods. Next, we used these race and gender classifiers to derive the race and the gender of social media users in our main dataset.
Econometric Analysis and Results
We assume that for airline the perceived value of responding to the complaining tweet created by customer is where Here refers to the vector of observable characteristics of customer at the creation of complaining tweet and refers to the vector of observable characteristics related to complaining tweet .
is the day of week fixed effect, and is the airline fixed effect. We assume the error term follows a logistic distribution. The airline chooses to respond to the tweet if the perceived value of responding . To test our hypothesis, we estimate this model and present the results in Table 4 . From Table 4 , the variable African-American is negative and statistically significant (p<0.01). In particular, being an African-American customer decreases the odds of getting a response by the airline by 12.03%, compared to Non-African-Americans. Therefore, our findings provide evidence to support the racial discrimination hypothesis. Another interesting finding is that the variable Gender shows negative and statistically significant (p<0.1) effects on receiving a response from an airline. In other words, being a female customer decreases the odds of hearing back from the airline by 2.75%, compared with male customers.
Discussion and Conclusion
Our empirical results show very strong evidence that airlines are less likely to respond to complaints sent to it by African-American customers, than to the customers who are not African-American, suggesting potential racial discrimination in social media customer service. Furthermore, we find that female customers are also less likely to receive a response from an airline compared to male customers, although the effect is marginally significant.
The contribution of this study to the field of information systems research is twofold. First, to the best of our knowledge, this is the first study to empirically analyze the racial discrimination phenomenon in the context of social media customer service. Second, we propose a methodology to effectively leverage deep learning, convolutional neural networks in particular, and social media data to predict latent user attributes (i.e., race and gender) of social media users. This can be particularly useful for social science researchers, as social science research often relies on demographic attributes to characterize and group users or survey participants. Our findings have important implications, especially for companies that are trying to harness the power of social media to provide customer service. The empirical test of our hypothesis provides evidence that suggests potential racial discrimination in social media customer service. Given its controversial nature, it is of vital importance that companies carefully examine the drivers of such a practice in their social media customer service and define appropriate action accordingly. Even if the driving force of this practice could be implicit/unconscious bias, that would not absolve one from the responsibility to be aware of the morally discriminatory aspects of behavior resulting from these biases [54] . This calls for the need to offer mandatory racial discrimination prevention training programs for the social media teams in addition to having antidiscriminatory policies in place.
