Introduction
Most current 3DTV systems are based on the stereoscopic technique. This technique provides three-dimensional illusion by delivering two different views of the scene to the respective left and right eyes of the viewer. The viewer thus perceives the three-dimensional effect by the binocular parallax activity. Thanks to its simplicity of implementation and its good compatibility with existing 2DTV systems, the stereoscopic technique quickly attracted a considerable attention [1] . However, this technology still presents many constraints and limitations such as the necessity of wearing special glasses for stereoscopic systems and the limited viewing zone of autostereoscopic systems [2] . Moreover, the stereoscopic technique c 2016 Optical Society of America. One print or electronic copy may be made for personal use only. Systematic reproduction and distribution, duplication of any material in this paper for a fee or for commercial purposes, or modifications of the content of this paper are prohibited. http://dx.doi.org/10.1364/AO.55.005459 does not provide monocular movement parallax and creates a mismatch between convergence and accommodation cues, which can lead to eye-strain and headaches [3] .
To solve these limitations, several alternative technologies have been proposed in the last decades. Among these new techniques, holography is often considered as the most promising one, since it can provide realistic and natural threedimensional illusion to the naked eye. Indeed, it provides all the human depth cues without the need for special viewing devices and without causing eye-strain [4] .
However, a hologram is optically recorded by wave interference between two coherent laser beams in a dark room. The optical system must be kept very stable during hologram recording, since a very small vibration can destroy the interference fringes. Because of these requirements, conventional optical holography cannot be used for video and outdoor recording. To overcome optical hologram recording limitations, several methods have been proposed to generate holograms by computer calculation. Using these methods, it is possible to obtain Computer-Generated Holograms (CGH) of synthetic or existing scenes by simulating the propagation of light scattered by the scene towards the hologram plane. Depending on the method used, the resulting CGH may have various features.
One of the most important features in CGH techniques is the ability to properly take into account occlusions between objects in a scene. Indeed, occlusion is one of the most important cues in depth perception. Occlusion processing in CGH techniques, also called light shielding, is the counterpart of hidden surface removal in Computer Graphics (CG). However, unlike still CG images, CGH provides motion parallax, which is coupled with occlusion effect. Therefore, the occlusion effect in CGH implies that the visibility of objects changes according to the movement of the viewer.
Thanks to its attractive visualization properties, CGH may have application in the field of videoconferencing or telepresence systems. However, because of the huge calculation burden, real-time CGH computation is still very challenging. In this paper, we propose a new approach which aims at reducing the CGH calculation time to get closer to real-time computation. Two approaches are commonly used for CGH computation: the point-source and the wave-field approaches. Figure 1 : Light shielding using the point-source approach: a visibility test is done to check the existence of obstacles between an object point and each sampling point in the hologram plane.
Point-source approach
In the point-source approach [5] , 3D scenes are sampled by a collection of self-luminous points and light propagation from the scene towards the hologram plane is computed as the sum of spherical waves scattered by each point. Light shielding is usually treated as a visibility test to check the existence of obstacles between an object point and each pixel of the hologram [6] [7] [8] [9] , as shown in Figure 1 .
This approach is very flexible and does not impose any restriction on the scene geometry. However, its computational complexity is very high since it requires one calculation per point of the scene per pixel of the hologram. Moreover, to produce shapes that appear solid and continuous, the scene needs to be sampled at very high densities, making the CGH computation prohibitively slow. To reduce the computational complexity, several methods have been proposed [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] .
In [10] , the authors took advantage of the geometric symmetry of the spherical light wave equation to avoid redundant calculations. In this method, the complex wave scattered by each point is simultaneously calculated at four different pixels in the hologram plane, dividing the CGH calculation time by four. In [11] and [12] , the authors proposed to compute the complex wave scattered by each point using recurrence formulas between adjacent pixels in the hologram plane rather than time-consuming direct calculation at each hologram pixel.
In [13, 14] , the 3D scene is placed close to the hologram plane to reduce the number of hologram pixels enlightened by each scene point. In [15] [16] [17] [18] , the authors used the wavefront recording plane (WRP) method, in which a virtual plane is introduced between the 3D scene and the CGH. The complex wave scattered by each point is first calculated within the virtual plane. Since it is placed close to the 3D scene, each scene point illuminates only a few samples in the virtual plane. Finally, the complex wave in the virtual plane is propagated towards the hologram plane using diffraction formulas Figure 2 : Light shielding using the wave-field approach based on a layered model of the scene: at each diffraction step, the light field is multiplied by the binary cross-section mask of the current depth layer. such as the Angular Spectrum propagation [29] .
In [19] , the author used a pre-computed look-up table (LUT) to store the wave scattered by scene points from each of the possible locations in the scene volume. Thus, the entire complex wave of a specific scene can be generated by fetching from the LUT the wave corresponding to each scene point and adding them together. In [20] , the authors proposed a method to reduce the memory usage of the LUT. In this method, the 3D scene is sliced into a set of depth layers parallel to the hologram plane, and only the waves scattered by the center-located scene points on each layer are pre-calculated and stored in the LUT. Then, the waves scattered by other scene points on each layer are generated using shifting and scaling operations. In [21] and [22] , the authors took advantage of the spatial redundancies within intensity and depth data of a 3D scene to reduce the number of scene points for which the complex wave has to be calculated.
In [23] , the authors proposed to reduce the number of visibility tests needed for light shielding by grouping samples in the hologram plane. In [24, 25] , the authors further reduced the number of visibility tests by grouping scene points. Finally, the CGH computation time can also be reduced using GPU hardware [26, 27] and special purpose hardware [28] .
Wave-field approach
Another well-known CGH technique is the wave-field approach based on a layered model of the scene [30, 31] . In this approach, 3D scenes are sliced into depth layers parallel to the hologram. Light scattered by the scene is then propagated from one layer to another using diffraction formulas such as the Angular Spectrum propagation [29] , as shown in Figure 2 . Light shielding is performed in a similar way as the painter's algorithm in CG: at each diffraction step, the computed light field is multiplied by the binary cross-section mask of the current depth layer. This technique does not require any visibility test to be performed.
In [32] , the authors generalized this approach to polygonmeshes. In this method, 3D scenes are described as a set of oriented polygons, each one being considered as a surface source of light. Light scattered by each polygon is numerically propagated using diffraction between tilted planes based on the Angular Spectrum of plane waves and coordinate rotation in the Fourier domain [33] . Occlusion processing is performed using the silhouette method: light scattered by the scene is shielded by each polygon using a binary silhouette mask function, which has value zero inside the orthogonal projection of the polygon on a plane parallel to the hologram plane and one elsewhere. Using this method, the authors successfully created full-parallax large-scaled CGHs [34] .
The computation of the Angular Spectrum propagation involves the use of the Fast Fourier Transform (FFT) algorithm twice and is thus more time-consuming than the computation of the spherical light wave scattered by a single point. However, complex waves scattered by scene points located within a single planar segment are calculated all at once using the Angular Spectrum propagation. This approach is thus more efficient than the point-source approach when the number of scene points within each segment is sufficiently important. However, when the scene geometry contains complex shapes, a large number of polygons or depth layers containing only one or a few points are needed to sample it, making the wavefield approach less efficient than the point-source approach. To reduce the computational complexity of this approach, a technique that uses color-space conversion has been proposed [35] .
Proposed hybrid approach
These two approaches complement one another: while the point-source approach is very efficient when the scene contains complex shapes, such as trees or human bodies, the wave-field approach is more efficient when objects in the scene consist of large planar surfaces, such as roads or buildings. However, most real 3D scenes contain both complex shapes and planar surfaces. As a consequence, these two approaches are rarely fully efficient for computing CGH of real scenes in their entirety.
To overcome these limitations, we propose a new CGH computation method with occlusion effect based on a fast hybrid point-source/wave-field approach. Whereas previously proposed methods aimed at reducing the computational complexity of the point-source or the wave-field approaches independently, the proposed method uses the two approaches together and therefore takes advantages from both of them.
A comparable method which uses multiple WRPs that are crossing through the scene has been proposed in [18] . In this method, the WRPs are processed sequentially. First, the complex waves scattered by scene points within a given WRP zone are computed and summed up in the corresponding WRP. Then, light is numerically propagated to the next WRP using Angular Spectrum propagation. This process is repeated until the last WRP has been reached, and light is finally propagated towards the hologram plane. This method thus uses an explicit point-source approach for intra-WRP light propagation and an implicit wave-field approach for inter-WRP light propagation. As such, it can be defined as a hybrid method. However, our algorithm differs from [18] with respect to two aspects. Firstly, in [18] , the point-cloud is uniformly subdivided into a number of WRPs zones which is set depending on the depth extent of the scene and lateral density of the point-cloud. As a consequence, the WRPs may cross through only a few or none of the scene points. On the other hand, in our proposed method, the scene is sliced into several depth layers whose complex waves are computed using either a point-source or a wave-field approach depending on the number of scene points they contain, thus reducing the computational burden. Secondly, in [18] light shielding is performed by calculating the contribution of the points ordered from back to front. Before adding the contribution of a given point to a specific area of the WRP or the hologram plane, the optical field recorded in this area is suppressed by multiplying the field locally with the complement of a Gaussian distribution. This approximation is computationally very efficient, but it may produce artifacts for medium and large viewing angles. On the contrary, our proposed method enables exact occlusion of wave-field layers by point-source layers and viceversa, at the cost of an increased computational complexity compared to [18] .
The outlines of the method can be found in [36] . Compared to [36] , this paper provides the mathematical demonstration of our algorithm, a detailed description of the GPU implementation and a thorough analysis of numerically and optically reconstructed scene images. Section 2 gives an overview of the proposed method, Section 3 and Section 4 present respectively light propagation and light shielding techniques used by the method, Section 5 explains how the depth layers are classified, and Section 6 gives a detailed description of the GPU implementation. Finally, the experimental results are analyzed in Section 7. 2 Overview of the method Figure 3 shows the scene geometry and coordinate system used by the proposed method. The coordinate system is defined by (x, y, z) so that the hologram lies on the (x, y, 0) plane. The 3D scene is sliced into a set of Nz depth layers parallel to the hologram plane and located between zmin and zmax. We call dz the distance between each depth layer. Nz is set such that the separation between two consecutive layers remains invisible [31] . The depth layers are numbered from 0 to Nz − 1, from the farthest to the nearest to the hologram plane. The depth layers and the hologram are sampled on a regular 2D grid of resolution (Nx × Ny) with sampling pitch p. The depth layers are classified into two categories: the wave-field layers and the point-source layers, as shown in Figure 4 . This classification is performed depending on the number of scene points within each layer: if the number of scene points M d within layer d exceeds a threshold value M d,max , this layer is considered to be a wave-field layer, otherwise it is considered to be a point-source layer. The farthest and nearest depth layers are always considered to be wave-field layers.
Each depth layer d operates as a surface source of light which emits a complex wave o d given by
where A d (x, y) is the amplitude of the (x, y) point within layer d, calculated using illumination formulas, and φ d (x, y) ∈ [0; 2π[ is its phase, set to a random value to render a diffusive scene.
Light scattered by the scene is numerically propagated and shielded from one layer to another using the recurrence formula
where u d is the total complex wave scattered by layer d, operator O d stands for light shielding by layer d, and operator Pz stands for the numerical propagation of light between two parallel planes separated by a distance z. These numerical operations are performed using either a point-source or a wave-field approach depending on which category layer d belongs to.
Finally, the complex wave scattered by layer Nz − 1 is numerically propagated to the hologram plane to obtain the final CGH, according to
Light propagation
This section presents the two approaches used by the proposed method for numerical light propagation. In the following, we call P w z and P s z the operators used to compute the propagation of light between two parallel planes separated by a distance z using the wave-field and point-source approaches, respectively.
Wave-field layers
The propagation of complex waves scattered by wave-field layers is numerically computed using the Angular Spectrum formula [29] , which expresses light diffraction between two parallel planes separated by a distance z as
where λ is the wavelength of light, fx and fy are the spatial frequencies, and F and F −1 are respectively the forward and inverse Fourier Transform. These transforms can be computed using the Fast Fourier Transform algorithm (FFT). The calculation of the right-hand side member of (4) has computational complexity O(N log(N )), where N = (Nx × Ny) is the number of hologram pixels.
Point-source layers
To compute the propagation of complex waves scattered by point-source layers, scene points located within these layers are considered as spherical light sources. Light propagation is therefore computed as the sum of spherical waves scattered by each point. The complex wave scattered by a point source k at coordinates (x k , y k , z) is given by the Angular Spectrum [29] as
where u d (x k , y k ) is the complex amplitude of the point and ⊗ is the convolution operator.
Since convolving a function with a position-shifted Dirac delta shifts it by the same amount, knowing the inverse Fourier transform term in (5) beforehand allows to compute w k simply by scaling this term with u d (x k , y k ), followed by a shifting operation. To speed up the computation, we use a pre-calculated LUT, as proposed in [20] . The LUT T is pre-computed as
h being a window function used to restrict the region of contribution of a given point source, equal to one within the region of contribution of the point and zero elsewhere. This function limits the spatial frequencies of the complex wave to avoid aliasing in the CGH. According to the Nyquist Sampling Theorem, the maximum spatial frequency fmax that can be represented with a sampling pitch p is given by fmax = (2p) −1 . The grating equation [29] gives the relation between the maximum spatial frequency fmax and the maximum diffraction angle θ as sin(θ) = λfmax. Therefore, the region of contribution of a point source at depth z is given by its maximum radius Rmax by
as shown in Figure 5 . The window function h can thus be defined as
Thanks to its geometrical symmetry and to the window function h defined by (8), the LUT needs not be computed for every (x, y) values. Instead of it and in order to limit its number of samples, T is pre-computed only within the upper quarter of the square circumscribing the disk defined by h. Therefore, the number of samples NT,z of the LUT for depth z is given by
Then, light propagation between two parallel planes separated by a distance z is computed simply by addressing this pre-calculated LUT, such that
where M d is the number of self-luminous points within the source plane. The calculation of the right-hand side member of (10) has computational complexity O(NT,zM d ).
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Light shielding
In this section, we present how light shielding is performed using the proposed method. We develop our method from the simplest case, in which all the depth layers are wave-field layers, to the most general case, in which several point-source layers are stacked between each two wave-field layers.
Case 1: Light shielding by wave-field layers
We first consider the case in which all the depth layers contain a sufficient number of scene points to be considered as wavefield layers. In that case, light shielding is performed using a binary cross-section mask function, as proposed in [30] . The procedure is given in Figure 6 . An occluding obstacle is located within layer d. The light wave u ′ d incident on layer d is given by
where u d−1 is the total complex wave scattered by layer d − 1.
Part of u ′ d is shielded by the occluding scene points and its amplitude vanishes in the area of the obstacle. This is expressed by multiplying u ′ d by a binary mask function m d that has value zero on the obstacle and one elsewhere. If the scene points within layer d also emit a wave o d , the total complex wave scattered by layer d is therefore given by
Light scattered by the scene is therefore numerically propagated and shielded from one layer to another using the recurrence formula
Case 2: One point-source layer between each two wave-field layers
Let's now consider the case in which a single point-source layer d is located between two wave-field layers d − 1 and d + 1. An occluding obstacle is located within layer d. A straightforward way to compute light shielding by layer d is to use (12) . The complex wave incident on layer d + 1 is therefore given by
However, while perfectly adapted to wave-field layers, whose complex wave is numerically propagated using P w z , light shielding using the binary mask function is not suited to point-source layers. Indeed, at each diffraction step, the complex wave scattered by the scene spreads gradually from one layer to another, and the wave u ′ d incident on layer d may spread out on a large number of samples. Thus, even if layer d contains only a few scene points for which o d is non-zero, the total complex wave u d scattered by this layer may have a large number of non-zero values. Each non-zero value of u d is therefore considered as a spherical light source by P s z . Since the computational complexity of P s z is dependent on the number of spherical light sources within the source layer, this light shielding technique is highly inefficient for point-source layers.
Instead, to compute light shielding by point-source layers efficiently, we use a binary aperture function a d given by
as proposed in [37] . By substituting (15) in (14), the complex wave u ′ d+1 incident on layer d + 1 becomes
according to definitions of P w z and P s z . The calculation of u ′ d+1 using the binary aperture involves computing one more propagation than using the binary mask. However, P s dz {u d−1 } needs to be calculated only within the region defined by aperture a d , which corresponds to the coordinates of scene points located within layer d. Therefore, the number of non-zero values ofû d remains equal to the number of scene points for which o d is non-zero. Using the binary aperture function has the great advantage of not increasing the number of spherical light sources for which the complex wave has to be computed at each diffraction step. This technique is therefore highly efficient for light shielding by point-source layers. Light scattered by the scene is therefore numerically propagated and shielded from one layer to another, using the recurrence formula
where S and W are the sets of point-source and wave-field layers, respectively.
Case 3: Several point-source layers between each two wave-field layers
We now consider the most general case, in which several point-source layers are stacked between each two wave-field layers. The overall block-diagram of the method is shown in Figure 7 . To compute light scattered by the scene, (18) is generalized
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Let k = d − l − 1 be the number of point-source layers between the last wave-field layer l and the current layer d. We call P (n) the property which states that (21) and (13) give the same complex field u d for all k ≤ n. We demonstrate that P (n) holds for all n ≥ 0. For n = 0, (21) becomes
which we recognize to be equal to u d given by (13) . P (n) therefore holds for n = 0.
We now assume that P (n) holds. For k = n + 1, u d+1 is therefore given by (19) . This equation shows that if P (n) holds, P (n + 1) also holds. As a consequence, P (n) holds for all n ≥ 0. Since we use the same succession of layers as defined in the formulation of P (n), our method gives the exact same results as those given by (13) .
Layers classification
The first step to implement the proposed method is to determine the value of M d,max . We call T w d the time needed to compute light propagation and light shielding for layer d using the wave-field approach, and T s d the time needed to compute it using the point-source approach.
T w d is only dependent on the number of hologram pixels N and is given by
where α and β are constant coefficients.
On the other hand, T s d is given by the sum of the time needed to compute the propagation of complex wave scattered by layer d using P s and the time needed to compute light shielding by layer d using aperture function a d . It is therefore given by
where γ is a constant coefficient and M is the total number of scene points within the depth layers located between d and the last wave-field layer l. The values of α, β and γ are dependent on the implementation and on the computing system used.
To maximize the efficiency of the proposed method, M d,max must be set such that
. (25) To find the numerical values of the coefficients α, β and γ, we measured the calculation time of the point-source and wavefield approaches for one million randomly generated depth layers with different numbers of scene points. We then found these values using the Gnuplot implementation of the nonlinear least-squares Levenberg-Marquardt algorithm [38] .
It must be noted that the calculation of (21) requires the complex wavesûi scattered by depth layers i ∈ {l+1, ..., d−1} to be kept in memory. Since this may require a huge amount of memory, we restrict the number of consecutive point-source layers to be less or equal to a maximum value Smax. The value of Smax may be adjusted depending on the maximum memory amount of the computing system used. The proposed method was implemented in C++/CUDA on a PC system employing an Intel Core i7-4930K CPU operating at 3.40 GHz, a main memory of 16 GB, three GPUs NVIDIA GeForce GTX 780Ti, and an operating system of Microsoft Windows 8. To compute the CGH patterns for the three colors simultaneously, we used one CPU thread and one GPU per color. In the implementation, all the CGH computation is done by the GPUs. The CPU threads are only used to load the input 3D scene, launch CUDA kernels and save the computed CGH into an output file. Finally, to achieve best performance on the GPU, all the computations are performed using single precision. Figure 8 shows the CUDA thread organization and memory model used by the NVIDIA GeForce GTX 780Ti. The parallel portions of an application to be executed on the GPU are called kernels. Each kernel is executed in parallel by many threads, which are organized in blocs. Each thread can independently process and store data using the on-chip registers. Threads within a block can cooperate and exchange data through the on-chip shared memory, which has a shortlatency but limited capacity. The CPU and GPU threads can exchange data through the global memory, which has a large capacity but long latency and limited bandwidth. Additionally, the GPU threads can also access to a read-only texture memory, which is cached on-chip. The texture cache is optimized for 2D spatial locality, so threads that read texture addresses that are close together will achieve best performance.
Algorithm 1 Kernel1 pseudo-code
Require: F {u d } Require: z Ensure: U d 1: for all (fx, fy) in parallel do 2:
: end for 6.2 Implementation of P w z Figure 9 : Software structure for the computation of complex waves scattered by wave-field layers Figure 9 shows the software structure for the computation of P w z . The CPU first loads the complex wave u d scattered by the source layer d into the GPU global memory. Then, the Fourier transform in (4) is performed on the GPU using the CUDA cuFFT library by NVIDIA. This library uses the Cooley-Tukey algorithm [39] to optimize the performance of any transform size that can be factored as 2 a 3 b 5 c 7 d , where a, b, c and d are non-negative integers.
Once the Fourier transform is performed, the CPU invokes kernel Kernel1, whose pseudo-code is given in Algorithm 1. Kernel1 multiplies every sample of F {u d } with the transfer function of (4) in parallel, with one thread per sample. Finally, once all the wave-field layers have been processed, the inverse Fourier transform in (4) is performed on the GPU using the cuFFT library. Figure 10 shows the software structure for the computation of P s z . The CPU first loads the complex wave u d scattered by the source layer and the coordinates {(x k , y k )} 0≤k<M d of scene points located within the layer into the GPU global memory. Then, the CPU invokes kernel Kernel2, whose pseudo-code is given in Algorithm 2.
Implementation of P s z
Kernel2 computes the numerical propagation P s z on every sample of the output plane in parallel, with one thread per sample. Since the computation of P s z involves one calculation per scene point within the source layer per sample of the output plane, all the threads executing Kernel2 must access u d and {(x k , y k )} 0≤k<M d data simultaneously. However, this data is stored in the global memory, which has a long latency. Therefore, to reduce and optimize data transfers, Kernel2 starts out by loading {(x k , y k , u d (x k , y k ))} 0≤k<M d into the shared memory, which has a much shorter latency than global memory. Once this is done, threads must be synchronized to wait until all the data has been properly loaded into shared memory.
Algorithm 2 Kernel2 pseudo-code
Kernel2 then fetches T to compute the spherical waves scattered by each point within the source layer. Since all the threads compute the spherical wave scattered by point k for different samples of the output plane simultaneously, consecutive threads are expected to fetch adjacent samples of T . Since the texture memory is optimized for 2D spatial locality memory accesses, T is stored in this memory to achieve better performance.
Each sample of the LUT is stored as an 8 bytes single precision complex value in the texture memory. The total amount of memory needed to store T is therefore given by
For Smax = 100, Nz = 2048, λ = 640nm, p = 4.8µm and zmax = 10cm, the total amount of memory needed to store T is NT = 3.7MB. Most current desktop GPUs have more than 512MB of available memory, so this method does not require the use of a professional GPU.
Kernel2 therefore fetches the LUT and performs a multiply-accumulate operation for each scene point k. To limit the number of accesses to global memory, this multiplyaccumulate operation is performed using an on-chip register, and the final result is stored only once into the global memory. Table 1 shows the hologram parameters used for the experiments. The hologram is sampled on a regular 2D grid of resolution (7680 × 4320) with sampling pitch p = 4.8µm. The wavelengths are set to 640nm, 532nm and 473nm for the Red, Green and Blue channels, respectively. Finally, Smax is set to 100.
We compared the proposed method with GPU implementations of two other methods: (1) the point-source method without occlusion effect proposed in [20] , which computes complex wave scattered by each layer using a point-source approach, and (2) the wave-field method with occlusion effect proposed in [30] , which computes complex wave scattered by each layer using a wave-field approach. We adapted both methods to produce colorful complex modulation CGH.
Input 3D scenes
For the experiments, we used three different test scenes, whose CG images are shown in Figure 11 . The scenes are sliced into a set of Nz depth layers parallel to the hologram plane and located between zmin = 0 and zmax = 4cm. Nz is set to 512, 1024 and 2048 for Dice1, Dice2 and City, respectively. Figure 15 shows the number of scene points per layer for the three input scenes. As shown in this figure, all the depth layers contain scene points, except those located between the background and the first dice in Dice1 and Dice2.
Parameter
Value Hologram resolution (7680 × 4320) Pixel pitches (4.8µm × 4.8µm) Red wavelength 640nm Green wavelength 532nm Blue wavelength 473nm Figure 12 shows the scene images numerically reconstructed from the CGH patterns of the three test scenes generated by the point-source method (first row), the wave-field method (second row), and the proposed method (third row). As shown in the first row, the point-source method does not take into account occlusions in the scene, and the objects appear therefore semi-transparent, strongly limiting the realism of the displayed image. On the other hand, occlusions between objects in the scene are accurately reproduced using the wave-field and proposed methods without producing any visible artifact (rows 2 and 3). These results confirm the need for CGH methods to properly take into account occlusions between objects in a scene to provide a realistic three-dimensional illusion.
Numerical and optical reconstructions
To experimentally verify these numerical results, we displayed the generated hologram of scene Dice2 on the National Institute of Information and Communications Technology's (NICT) 8K4K holographic display [40] . Figure 13 shows the optically reconstructed scene images recorded with a camera focusing on different depths. When the camera is focused on a given object, the rest of the scene is blurred, and vice versa. This demonstrates that the proposed method provides an accurate accommodation cue of the 3D scene. Figure 14 shows the optical reconstructions captured from three different viewpoints. As seen in this figure, the proposed method is able to produce motion parallax with correct occlusion effect. Table 2 shows the CGH computation times for the three test scenes using the wave-field approach, the point-source approach and the proposed method. Dice1 is sliced into 512 depth layers and is sampled by a total number of 12, 820, 048 points, Dice2 is sliced into 1024 depth layers and is sampled by 16, 736, 640 points, and City is sliced into 2048 depth layers and is sampled by 47, 648, 608 points. As shown in Table 2 , using the wave-field method, the aver-age CGH calculation time per layer remains constant for the three test scenes. This means that the total calculation time increases linearly with the number of layers and is not dependent on the total number of scene points. On the contrary, using the point-source method, the average CGH calculation time for one scene point remains constant for the three test scenes. This means that the total calculation time increases linearly with the number of scene points and is not dependent on the number of depth layers. As a result, the point-source method is less efficient than the wave-field method when the number of points per layer is high, as in scenes Dice1 and City, and is more efficient when the average number of points within each layer is low, as in scene Dice2. Using the point-source method, the total CGH calculation time has been increased by 8% and 2% for Dice1 and City, and decreased by 27.4% for Dice2, compared to the wave-field method. It must be noted that the point-source approach that we implemented here does not take into account occlusions between objects in the scene. A light shielding operation, performed as a visibility test to check the existence of obstacles between an object point and each sampling point in the hologram plane, would have for effect to increase by a constant amount the average CGH calculation time per scene point.
Analysis of the CGH calculation time
As shown in Table 2 , the complex waves scattered by 26.7%, 40.1% and 28.8% of scene points were computed by the proposed method using the point-source approach for Dice1, Dice2 and City, respectively. As a consequence, the total calculation time using the proposed method is dependent both on the number of layers and on the number of scene points. By combining these two approaches, the proposed method takes advantages from both of them and is therefore always more efficient. Using the proposed method, the total CGH calculation time has been decreased by 43.9%, 48.4% and 18.3% for Dice1, Dice2 and City, respectively, compared to the wave-field method, and by 47.9%, 28.9% and 19.8% for Dice1, Dice2 and City, respectively, compared to the pointsource method. These experimental results confirm the performance superiority of the proposed method over the pointsource and wave-field methods in terms of computation time.
Conclusion
In this paper, we proposed a fast Computer Generated Hologram computation method with occlusion effect based on a hybrid point-source/wave-field approach. Our algorithm consists of three steps. First, the 3D scene is sliced into several depth layers parallel to the hologram plane. Then, light scattered by the scene is propagated and shielded from one layer to another, starting from the farthest layer. For each depth layer, light propagation and light shielding are performed using either a point-source or a wave-field approach according to a threshold criterion on the number of points within the layer. Finally, we compute light propagation from the nearest layer to the hologram plane to obtain the final CGH.
Experimental results reveal that the proposed method accurately takes into account occlusions between objects in the scene and is able to produce a correct accommodation cue. Furthermore, the CGH calculation time has been reduced up to 47.9% and 48.4% compared to the point-source and wavefield approaches, respectively. This confirms the performance superiority of the proposed method over the point-source and wave-field approaches in terms of computation time.
