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Abstract
In this note we describe the form of all those transformations (no linearity is assumed)
of the set of all self-adjoint bounded linear operators acting on a Hilbert space which pre-
serve commutativity in both directions and which are multiplicative on commuting pairs of
operators. © 2002 Elsevier Science Inc. All rights reserved.
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In the Hilbert space framework of quantum mechanics, the bounded observables
are represented by self-adjoint operators. One of the most fundamental relations
among those observables from the physical point of view is the so-called compat-
ibility which, in the language of operators, means exactly commutativity (see, for
example [1]). It is undoubtedly a natural problem of considerable importance with
every algebraic structure to determine all those transformations on it which preserve
the most fundamental relations, and/or properties, etc. of the structure in question.
In fact, for example, in matrix theory the problem of the so-called linear preservers
represents one of the most active research subareas (see, for example, the survey
paper [4]).
This motivates us to describe those transformations on Bs(H), the set of all self-
adjoint bounded linear operators on the complex Hilbert space H, which preserve
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commutativity. However, in full generality, those transformations can clearly be quite
arbitrary. Indeed, if φ : Bs(H)→ Bs(H) acts as an arbitrary bijection on the center
RI of Bs(H) and acts as the identity on Bs(H)\RI , then φ is a bijective map on
Bs(H) which preserves commutativity in both directions. In the theory of operator
algebras (just as in many other parts of mathematics which are in some relation with
algebra) it is a natural assumption that the considered transformations respect certain
algebraic operations defined on the underlying structures. As for our present case,
the first such candidate is linearity. Accordingly, due to a result of Brešar and Šemrl
[2, Theorem 2] we immediately have the following result.
Theorem 1. Let H be a complex Hilbert space of dimension at least 3. Let φ :Bs(H)
→ Bs(H) be a bijective linear map which preserves commutativity, that is, suppose
that
AB = BA ⇒ φ(A)φ(B) = φ(B)φ(A)
whenever A,B ∈ Bs(H). Then there is an either unitary or antiunitary operator U
on H, a linear functional f on Bs(H) and a constant c ∈ R such that φ is of the form
φ(A) = cUAU∗ + f (A)I (A ∈ Bs(H)).
The original result of Brešar and Šemrl is in fact about bijective linear maps of
B(H), the algebra of all bounded linear operators on H, which preserve normal op-
erators. However, if we extend our linear transformation φ from Bs(H) to B(H) in
the obvious way, we get a bijective (complex-) linear map on B(H) which preserves
the normal operators (observe that an operator is normal if and only if its real and
imaginary parts are commuting). Now, Theorem 2 of [2] applies to get the result
above.
Besides linearity, the second natural candidate is multiplicativity. As the product
of two self-adjoint operators is self-adjoint exactly when they are commuting, here
we can consider maps which are only conditionally multiplicative. The main result of
the paper that follows gives the complete description of all bijective maps of Bs(H)
which preserve commutativity in both directions and which are multiplicative on
commuting pairs of operators.
Theorem 2. Let H be a complex Hilbert space and let φ : Bs(H)→ Bs(H) be a
bijective map with the properties that for any A,B ∈ Bs(H) we have
AB = BA ⇐⇒ φ(A)φ(B) = φ(B)φ(A)
and that for any commuting pair of operators A,B ∈ Bs(H), φ satisfies
φ(AB) = φ(A)φ(B).
If H is infinite dimensional, then there is an either unitary or antiunitary operator U
on H and a positive scalar c ∈ R such that φ is of the form
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φ(A) = UAcU∗ (A ∈ Bs(H))
(here, Ac denotes the image of the continuous function fc(λ) = (sgn λ)|λ|c (λ ∈ R)
under the continuous function calculus corresponding to the self-adjoint operator A).
If H is finite dimensional and dimH  3, then there is an either unitary or anti-
unitary operator U on H and a semigroup automorphism f of R such that φ is of the
form
φ(A) = Uf (A)U∗ (A ∈ Bs(H)).
Proof. First observe that φ preserves the projections. If P,Q are projections on
H and P  Q, that is, PQ = QP = P , then we have φ(P )φ(Q) = φ(Q)φ(P ) =
φ(P ) implying that φ(P )  φ(Q). Therefore, φ preserves the order among projec-
tions. Since φ−1 enjoys the same properties as φ, we obtain that φ preserves the
order among projections in both directions. By the assumed properties of φ again,
one can easily deduce that φ preserves the orthogonality among projections in both
directions. Hence, φ, when restricted to projections, is an automorphism of the orth-
oposet of all projections on H. As the dimension of H is at least 3, it follows from
the fundamental theorem of projective geometry that there exists an either unitary or
antiunitary operator U on H such that φ(P ) = UPU∗ holds for every projection P
on H. Multiplying φ by U∗ from the left and by U from the right, we can obviously
suppose that φ acts as the identity on the set of all projections on H.
We next assert that for every projection P there exists a real function fP such that
φ(λP ) = fP (λ)P holds for every λ ∈ R. To see this, we need the notion that an op-
erator A ∈ Bs(H) acts on a closed subspace M of H. We say that A has this property
if M is an invariant subspace of A and A is zero on the orthogonal complement of
M. So, first observe that an operator A ∈ Bs(H) acts on the range of P if and only
if A = PA = AP . By the properties of φ, in that case we have φ(A) = Pφ(A) =
φ(A)P . Therefore, we obtain that φ sends the set of all elements of Bs(H) acting on
the range of P onto itself. By the commutativity preserving property of φ, it follows
that φ(λP ) is in the center of the above mentioned set which implies that φ(λP ) is
a scalar multiple of P. This verifies the desired assertion. Now, we compute
fI (λ)P = φ(λI)φ(P ) = φ(λIP ) = φ(λP ) = fP (λ)P,
which yields that the real function fP is in fact independent from P. So, we have a
bijective and multiplicative function f on R for which
φ(λP ) = f (λ)P (λ ∈ R). (1)
Suppose now that H is finite dimensional. Let A be an arbitary self-adjoint oper-
ator on H. By the spectral theorem, we can write A =∑i λiPi , where λi’s are real
numbers and Pi’s are pairwise orthogonal projections with sum I. We compute
φ(A)Pk = φ(A)φ(Pk) = φ
(∑
i λiPi
)
φ(Pk)
= φ((∑i λiPi
)
Pk
) = φ(λkPk) = f (λk)Pk
= (∑i f (λi)Pi
)
Pk = f (A)Pk. (2)
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Since the sum of the Pk’s is I, we obtain φ(A) = f (A). This completes the proof in
the finite dimensional case.
Suppose now that H is infinite dimensional. We assert that the real function f
appearing in (1) sends bounded sequences to bounded sequences. To see this, let (λn)
be a bounded sequence of real numbers. Pick a sequence (xn) of pairwise orthogonal
unit vectors in H and for every n let Pn be the rank-1 projection projecting onto the
subspace generated by xn. Set A =∑n λnPn. Then we obtain
φ(A)Pk = φ(APk) = φ(λkPk) = f (λk)Pk
which yields that 〈φ(A)xk, xk〉 = f (λk) holds for every k. Since φ(A) is a bounded
linear operator, this implies that (f (λk)) is a bounded sequence. Therefore, f is a
semigroup automorphism of R which sends bounded sets to bounded sets. By [5,
Lemma 4.3] this gives us that f is of the form f (λ) = (sgn λ)|λ|c (λ ∈ R) for some
positive constant c ∈ R. Using the continuous function calculus and considering the
transformation
A → f−1(φ(A)),
it is apparent that we can assume that our original transformation φ satisfies φ(λP ) =
λP for every λ ∈ R and projection P on H.
Repeating the argument in (2), one can verify that φ is the identity on the set of
all finite sums
∑
i λiPi , where the λi’s are real numbers and the Pi’s are pairwise
orthogonal projections. It remains to show that φ acts as the identity on the whole
set Bs(H).
Consider the commutants of the operators A and, respectively, φ(A) in B(H)
which are von Neumann algebras on H. As φ acts as the identity on the projections,
we infer that these von Neumann algebras have the same projections. Therefore, we
have {A}′ = {φ(A)}′ implying that {A}′′ = {φ(A)}′′. DenoteA = {A}′′ = {φ(A)}′′.
It is well known that the double commutant of a normal operator is the commutative
von Neumann algebra generated by the operator in question. By another folk result
from the theory of von Neumann algebras, as A is a commutative von Neumann
algebra, it is isomorphic to the function algebra C(X) of all continuous complex
valued functions on a Stone space X (X is called a Stone space if it is a compact
Hausdorff space in which the closure of every open set is open). Since A is iso-
morphic to C(X), its self-adjoint part is isomorphic to CR(X) (the set of all real
valued functions in C(X)). Clearly, φ maps {A}′ ∩ Bs(H) onto {φ(A)}′ ∩ Bs(H).
Similarly, φ maps ({A}′ ∩ Bs(H))′ ∩ Bs(H) onto ({φ(A)}′ ∩ Bs(H))′ ∩ Bs(H). It is
easy to see that these two sets are equal to {A}′′ ∩ Bs(H) and {φ(A)}′′ ∩ Bs(H),
respectively. Hence, our original transformation φ gives rise to a bijective multipli-
cative map ψ : CR(X)→ CR(X). Since φ acts like the identity on the set of finite
real-linear combinations of projections in Bs(H), we obtain that ψ is the identity on
the set of all finite real-linear combinations of the projections in CR(X). As C(X) is
isomorphic to a von Neumann algebra, the set of all such combinations is dense in
CR(X).
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The form of all multiplicative bijections of CR(X) is known due to a result of
Milgram. The main result [5, Theorem A] of his paper states that there exists a ho-
meomorphism ϕ : X → X, a continuous positive function p : X → R, a finite set
x1, . . . , xn of isolated points in X and semigroup isomorphisms f1, . . . , fn of R such
that
ψ(h)(ϕ(x)) = (sgnh(x))|h(x)|p(x) if x /= x1, . . . , xn (3)
and
ψ(h)(ϕ(xi)) = fi(h(xi)) for every i = 1, . . . , n. (4)
Since ψ is the identity on the scalar multiples of projections in CR(X), we easily
obtain from (4) that ϕ fixes the isolated points x1, . . . , xn and that the corresponding
semigroup automorphisms f1, . . . , fn of R are the identities (indeed, first let h be the
characteristic function of {xi} and then let it be any scalar multiple of the character-
istic function of {xi}). Now, if x /= x1, . . . , xn and V is a clopen set containing x and
ϕ(x), then considering h = λχV for any λ > 1 we infer from (3) that p(x) = 1. So,
p is equal to 1 on X\{x1, . . . , xn}. Consequently, we have ψ(h)(ϕ(x)) = h(x) for
every x ∈ X and h ∈ CR(X). It follows that ψ(h) = h ◦ ϕ−1 (h ∈ CR(X)) and, in
particular, we find that ψ is a continuous multiplicative bijection of CR(X). As ψ is
the identity on a dense subset of CR(X) (namely, on the set of all linear combinations
of projections), we deduce that ψ is the identity on CR(X). This yields φ(A) = A
completing the proof of the theorem. 
To conclude the paper, we note that it might be an interesting problem from at
least the mathematical point of view to describe all those transformations on Bs(H)
(or onB(H)) which are, instead of being multiplicative, additive on commuting pairs
of operators. For a result of that spirit concerning orthogonally additive functions on
operator algebras we refer to [3].
References
[1] E.G. Beltrametti, G. Cassinelli, The Logic of Quantum Mechanics, Addison-Wesley, Reading, MA,
1981.
[2] M. Brešar, P. Šemrl, Normal-preserving linear mappings, Can. Math. Bull. 37 (1994) 306–309.
[3] S. Goldstein, A. Paszkiewicz, Orthogonally additive functions on operator algebras, Int. J. Theor.
Phys. 34 (1995) 1409–1416.
[4] C.K. Li, N.K. Tsing, Linear preserver problems: A brief introduction and some special techniques,
Linear Algebra Appl. 162–164 (1992) 217–235.
[5] A.N. Milgram, Multiplicative semigroups of continuous functions, Duke Math. J. 16 (1949) 377–383.
