Parameter estimation with a class of outer probability measures by Houssineau, Jeremie
ar
X
iv
:1
80
1.
00
56
9v
3 
 [s
tat
.M
E]
  1
1 N
ov
 20
19
Parameter estimation with a class of outer probability
measures
Jeremie Houssineau
Department of Statistics
University of Warwick
Abstract
We explore the interplay between random and deterministic phenomena using a novel repre-
sentation of uncertainty based on the measure-theoretic concept of outer measure. The meaning
of the analogues of different probabilistic concepts is investigated and examples of application
are provided for Bayesian inference with different statistical models. A numerical study is pro-
vided in the linear-Gaussian case and shows that the associated inference algorithms can be
implemented despite the lack of information about some aspects of the model. The novelty of
this article lies mainly in the suitability of the tools introduced for jointly representing ran-
dom and deterministic uncertainty. These tools are shown to yield intuitive results in simple
situations and to generalise easily to more complex cases.
Keywords: Deterministic uncertainty, Outer measure, Bayesian inference
1 Introduction
Parameter estimation is a classical problem in Statistics that continues to be an active research
area in spite of the vast literature on the topic starting in the early 20th century with Edgeworth
(1908) and Fisher (1922). There are two main general approaches to address parameter estimation,
namely the frequentist and Bayesian approaches, which, to the exception of a few connections, rely
on different techniques and algorithms. Although originally marginal, the Bayesian interpretation
has become overwhelmingly popular with the increase of available computational power, due to
the uncertainty-quantification capabilities that it leverages. However, the complexity of modern-day
statistical problems as well as the diversification of the considered types of data have led to difficulties
in applying the Bayesian methodology. Such problems include the computation of the likelihood for
high-dimensional and complex data (Diggle & Gratton 1984), the integration of non-random data
(Diaconis & Zabell 1982) and the definition of uninformative priors (Gelman 2006b).
In this article, we show that including deterministic uncertainty into standard probability theory
brings additional modelling flexibility without affecting the ability to perform statistical inference.
The suggested way of adding a specific representation of deterministic uncertainty to the probabilistic
paradigm relies on the standard measure-theoretic notion of outer measure (Carathe´odory 1909)
and brings additional flexibility in the representation of data and in the specification of priors
and likelihoods. The impact of this increased flexibility can be seen from both modelling and
computational viewpoint while the restrictions imposed by the relaxation of the additivity property
of probability measures are minimal. The overall objective is to show that relaxing the assumption
of additivity underlying probability measures does not prevent from addressing a range of potentially
complex statistical problems.
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Notations
Most of the concepts in this article are described using two sets, Θ and X, the latter being assumed
to have all the required properties for defining probability measures on it (we assume it to be a
Polish space). We denote by B(X) the Borel σ-algebra on X. In particular we consider functions on
Θ and families of probability measures on X indexed by Θ. The term function is used exclusively
for real-valued mappings and the indicator function of a set A is denoted by 1A. For any two
functions f and f ′ with the same domain, the point-wise product of f and f ′ is denoted f · f ′, that
is f · f ′ : x 7→ f(x)f ′(x). Omitted variables are denoted with a bold dot “·” to help distinguishing
this notation from the point-wise product. When X is countable, the shorthand notation p(x) stands
for p({x}) for any probability measure p on X. We denote by sup f the supremum of a function f
over its domain. For any mapping ξ : E→ F, ξ[A] = {ξ(x) : x ∈ A} denotes the image of A ⊆ E via
ξ and ξ−1[B] = {x ∈ E : ξ(x) ∈ B} denotes the inverse image of B ⊆ F by ξ, which does not require
ξ to be bijective. If (E, E , p) is a probability space, (F,F) is a measurable spaces and ξ is measurable
then ξ∗p denotes the pushforward measure of p by ξ, i.e. ξ∗p(B) = p(ξ
−1[B]) for any B ∈ F . Also,
if ϕ is a measurable function on E then p(ϕ) stands for the integral
∫
ϕ(x)p(dx). Finally, for the
sake of compactness, sequences of the form sk, . . . , sn will be denoted sk:n.
Approach and relation to other work
The objective in this article is to explore the connections between the deterministic uncertainty
related to a parameter of interest in a set Θ and the uncertainty caused by the randomness associated
with each parameter value θ ∈ Θ via a random variable with law pθ parametrised by θ ∈ Θ. For
this purpose, a simple extension of the concept of random variable is introduced and referred to as
uncertain variable. This viewpoint leads to the introduction of outer probability measures (o.p.m.s)
P¯ of the form
P¯ (ϕ) = sup
θ∈Θ
f(θ)
∫
ϕ(θ, x)pθ(dx) = sup
{
f(θ)pθ(ϕ(θ, ·)) : θ ∈ Θ
}
for any bounded function ϕ such that ϕ(θ, ·) is measurable for any θ ∈ Θ, where f is a non-
negative function on Θ with supremum equal to 1, called a possibility function, which captures the
deterministic uncertainty about the true value of the parameter. Throughout the article, it is shown
that the loss of additivity incurred by considering o.p.m.s rather than standard probability measures
does not prevent from performing inference on the parameter as well as on the realisations of the
random variable with law pθ. Henceforth, we will slightly abuse notations and write p(· | θ) instead of
pθ to denote a parametrisation. In some cases, the additional flexibility of possibility functions even
proves useful to justify intuitively-appealing statistical methods. There are also instances where the
proposed approach turns computationally-challenging integrals into arguably simpler optimisation
problems. From a more fundamental viewpoint, our interpretation of notions related to uncertainty
closely follows the one advocated by Walley (1991), although the aim in this article is of a more
practical nature. The notion of possibility function has been previously introduced under different
forms and names. For instance, this concept is referred to as a “possibility distribution” in the
context of possibility theory (Dubois & Prade 2015).
As far as uncertain variables are concerned, a similar approach has been taken by Del Moral &
Doisy (1999, 2000) in the context of optimal control where analogues of random variables are defined
as control variables. The Chapman-Kolmogorov equation for these control variables is shown to lead
to the Bellman equation
pt(x) = sup
x′∈X
(
pt′(x
′) + qt′,t(x
′, x)
)
,
where pt and qt′,t are respectively the analogues of a probability density and of a Markov kernel
of some collection {Xt}t of control variables. The term qt′,t can be seen as a (−∞, 0]-valued pay-
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off ct,t′ . This formulation is related to idempotent analysis and (max,+)-algebras (Maslov 1992,
Butkovicˇ 2010).
Finally, the idea of using a different type of object for characterising the uncertainty about
parameters dates back from Fisher (1930) with the introduction of the notions of fiducial distribution
and fiducial inference, which are still considered in the modern literature (Hannig 2009). Fisher’s
motivation was to address what he considered as a limitation of the Bayesian approach when little
to no prior information is available for the parameter. Although the approach proposed in this
article is fundamentally different from fiducial inference, our motivation for proposing an alternative
uncertainty representation is of the same nature.
2 Uncertain variable
One of the fundamental concepts in the considered representation of uncertainty is the one of uncer-
tain variable which is used as an analogue of the concept of random variable in standard probability
theory. We consider a sample space Ωr of probabilistic outcomes that is equipped with a σ-algebra
F and a probability measure P in order to represent the involved randomness. We also consider
another sample space Ωu which contains all the possible states of deterministic phenomena. There
is no probability measure associated with Ωu so that no σ-algebra needs to be defined. However,
there is a reference element in Ωu that corresponds to the actual value of the considered parameters
and which we denote ω∗u. In general, the probability measure P might be conditional on the state
ωu of the non-random phenomena described in Ωu, in which case we write it as P(· |ωu).
Example 1. Consider an experiment where an operator is asked to i) pick any die he fancies from
a box containing unfair dice differently biased and ii) throw it. Part i) of the experiment, i.e. the
selection of the die, can be modelled as deterministic and described by ωu whereas part ii) can be
modelled as random and the outcome is determined through the law P(· |ωu) which depends on the
deterministic selection ωu of the die.
In Example 1, one could argue that the selection of the die is random and/or that throwing the
die is deterministic. The viewpoint considered in this article, which is reminiscent of the frequentist
approach, is that experiments that are expected to yield different outcomes with a certain frequency
when repeated infinitely can be appropriately modelled as random whereas experiments that can-
not easily be repeated or for which there is no regularity in the outcomes might be modelled as
deterministic but uncertain.
2.1 Deterministic case
We start with the special case where only deterministic uncertainty is present in this section and
then introduce the general notion of uncertain variable in Section 2.2. A more formal treatment of
this case can be found in Houssineau et al. (2019).
Definition 1. A Θ-valued deterministic uncertain variable is a mapping from Ωu to Θ.
A deterministic uncertain variable does not have to be a measurable mapping; in fact, neither
Θ nor Ωu are equipped with a σ-algebra. Deterministic uncertain variables will be written as bold
Greek letters, e.g. θ or ψ. We first note that the concept of realisation is not specific to randomness
and applies straightforwardly in this context: a realisation θ of the deterministic uncertain variable θ
is simply the image θ(ωu) for some ωu ∈ Ωu. As opposed to random variables, whose laws are defined
as the pushforward of the fundamental probability measure on Ωr, we will express our knowledge
about a deterministic uncertain variable θ : Ωu → Θ directly via some outer measure on Θ. In
particular, we will consider outer measures P¯ of the form
P¯ (ϕ) = sup
θ∈Θ
ϕ(θ)fθ(θ) = supϕ · fθ,
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for any bounded function ϕ on Θ, where fθ is a non-negative function on Θ with supremum equal
to 1 which we refer to as a possibility function. Since this outer measure verifies P¯ (1Θ) = 1, we
will call it an outer probability measure (o.p.m.). The o.p.m. P¯ is defined via the “test” function ϕ
instead of being defined via its value on sets since the former is more general than the latter in this
non-additive context. However, we can still write P¯ (B) as a shorthand notation for P¯ (1B). The
interpretation of the o.p.m. P¯ is that P¯ (B) is the credibility of the event θ ∈ B. For instance, we
can say that θ ∈ B happens almost surely (a.s.) if P¯ (Θ \B) = 0. Possibility functions and o.p.m.s
are not induced by the corresponding deterministic uncertain variables but only represent what is
known about them; hence, we say that fθ and P¯ describe θ.
The choice of the supremum/maximum as the main operator for outer measures representing
deterministic uncertainty can be explained intuitively. Indeed, the relation between max fθ and
argmax fθ shows that there is a particular point of interest in the domain of fθ which is the point
where fθ is maximised. This is related to the fact that there is a single point of interest in Ωu which
is the reference point ω∗u. It is demonstrated in Houssineau et al. (2019) that possibility functions
and their properties allow for a law of large numbers and a central limit theorem to be derived for
deterministic uncertain variables, leading to the definition of expected value and variance as
E
∗(θ) = argmax
θ∈Θ
fθ(θ) and V
∗(θ) = −
(
d2
dθ2
fθ
(
E
∗(θ)
))−1
,
where the expected value E∗(θ) is assumed to be a singleton when defining the variance V∗(θ),
otherwise we set V∗(θ) = ∞. These results confirm the relation between deterministic uncertainty
and the supremum/maximum operators: the point of interest is the one that is the most likely to
be corresponding to ω∗u and the uncertainty around this point is best described by a local quantity
such as the proposed notion of variance.
To help the interpretation and definition of possibility functions, the associated o.p.m. can be seen
as an upper bound for probability measures. In that context, the credibility of an event θ ∈ B can
be regarded as the maximum probability that one would be willing to attribute to that event when
seeing θ as a random variable. This indicates that the possibility function equal to 1 everywhere is
the least informative.
The analogues of standard operations for probability distributions can be deduced for possibility
functions from the corresponding o.p.m.s: if θ and ψ are two uncertain variables on Θ and Ψ
respectively which are jointly described by a possibility function fθ,ψ on Θ×Ψ then
fψ(ψ) = sup
θ∈Θ
fθ,ψ(θ, ψ), ψ ∈ Ψ,
is the marginal possibility function describing ψ and
fθ|ψ(θ |ψ) =
fθ,ψ(θ, ψ)
fψ(ψ)
, θ ∈ Θ,
is the conditional possibility function describing θ given ψ, which is defined for all credible ψ ∈ Ψ,
i.e. for all ψ such that fψ(ψ) > 0. For instance, the marginal possibility function fψ can be deduced
from the o.p.m. P¯ (ϕ) = supϕ · fθ,ψ by considering ϕ = φ× 1Θ as follows
P¯ψ(φ) = P¯ (φ× 1Θ) = sup
ψ∈Ψ
φ(ψ)fψ(ψ).
The expression of the conditional possibility function fθ|ψ does not require the use of a Radon-
Nikodym derivatives or of probability density functions even when Ψ is uncountable since possi-
bility functions can always be meaningfully evaluated point-wise. Analogues of standard concepts
can also be easily introduced, for instance, θ and ψ are said to be independent (or, more for-
mally, independently-described) if there exist possibility functions fθ and fψ such that fθ,ψ(θ, ψ) =
fθ(θ)fψ(ψ) for any (θ, ψ) ∈ Θ×Ψ. The possibility functions fθ and fψ describe θ and ψ marginally.
4
Many usual probability density functions (p.d.f.s) can be easily transformed into possibility
functions by simply renormalising them, for instance the function
N¯ (x;µ, σ2) = exp
(
−
1
2σ2
(x− µ)2
)
, x ∈ R,
can be referred to as the normal/Gaussian possibility function with parameters µ ∈ R and σ > 0.
Since the condition that possibility functions have maximum one is easy to enforce, it is generally
simple to introduce new possibility functions, e.g. as exponentiated loss functions Bissiri et al.
(2016). One can also deduce the possibility function describing a transformed uncertain variable via
the following change of variable formula: if θ is a deterministic uncertain variable on Θ described
by fθ then, for any mapping ζ : Θ → Ψ, the uncertain variable ψ = ζ(θ) is also deterministic and
can be described by the pushforward possibility function
ζ♯fθ(ψ)
.
= sup
{
fθ(θ) : θ ∈ ζ
−1[ψ]
}
, ψ ∈ Ψ, (1)
where we can ensure that the inverse image ζ−1[·] is non-empty by assuming that ζ is surjective,
otherwise the appropriate convention is sup ∅ = 0. The symbol “♯” is used instead of “∗” to emphasize
the difference between the standard pushforward and this one. There is no Jacobian term in (1)
since possibility functions are not densities. Using (1), the normal possibility function can be shown
to share some of its properties with its probabilistic counterpart, in particular, if N¯ (µ, σ2) describes
the deterministic uncertain variable θ then N¯ (aµ, a2σ2) describes aθ for any a > 0. Additionally,
if N¯ (µ′, σ′2) describes the deterministic uncertain variable ψ that is independent of θ, then N¯ (µ+
µ′, σ′2+ σ′2) describes θ+ψ. These characteristics are fundamental and give the normal p.d.f., and
hence the normal possibility function, a special role in the representation of random and deterministic
phenomena. It is shown in Houssineau et al. (2019) that the normal possibility function also appears
naturally in the central limit theorem for deterministic uncertain variables.
As opposed to probability measures which cannot be pulled back via an arbitrary function without
changes in the σ-algebra, such an operation can generally be applied to possibility functions. If
ψ = ζ(θ) and if only information about ψ is available under the form of a possibility function fψ
such that sup fψ ◦ ζ = 1 then one can deduce a possibility function for θ as fθ = fψ ◦ ζ.
Remark 1. The assumption that sup fψ ◦ζ = 1 is meaningful since fψ should actually be supported
by ζ[Θ] if we know that ψ = ζ(θ). If we first learn about ψ and then are given the information
that there exist a deterministic uncertain variable θ and a mapping ζ such that ψ = ζ(θ), then we
can try to condition on the event A = {ψ = ζ(θ)}. However, A is a subset of Ωu so that we cannot
directly condition on it. Yet, if A happens a.s. then ψ(A) = ζ[Θ] also happens a.s. so that we define
the condition possibility function
fψ(ψ |ψ ∈ ζ[Θ]) = 1ζ[Θ](ψ)
fψ(ψ)
supψ′∈ζ[Θ] fψ(ψ
′)
, ψ ∈ Ψ.
We can then define fθ as the composition between fψ(· |ψ ∈ ζ[Θ]) and ζ.
Thanks to the existence of this pullback operation, we can define a possibility function f on
Ωu which represents everything that is known about the considered uncertain variables: if θ is the
uncertain variables describing all the deterministic uncertainty of interest then
f(ωu) = fθ(θ(ωu)), ωu ∈ Ωu,
is the possibility function representing the same information on Ωu, from which what is known about
other uncertain variables can be deduced. The expected value E∗(θ) of θ can then be redefined as
E
∗(θ) = θ
(
argmax
ωu∈Ωu
f(ωu)
)
.
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It is clear from this definition that this notion of expected value verifies E∗(ζ(θ)) = ζ(E∗(θ)) for any
mapping ζ, so that, noticing that the second derivative of fθ at the expected value is equal to the
second derivative of log fθ at the same point, the variance can be re-expressed as
V
∗(θ) = E∗
(
−
d2
dθ2
log fθ(θ)
)−1
,
that is, the variance is the inverse of a natural analogue of the Fisher information (Houssineau et al.
2019). This observation highlights the ability of possibility functions to represent information.
The notion of independence introduced above is not the only one that makes sense in this context.
Indeed, this notion only relates to the available knowledge about deterministic uncertain variables
and there exists a stronger notion of independence that is directly related to the variables themselves.
In particular, if fθ,ψ jointly describes the deterministic uncertain variables θ and ψ, then the fact
that fθ,ψ(θ, ψ) = fθ(θ)fψ(ψ) only means that the information we have about θ is not related to the
one we have about ψ. Yet, fθ,ψ is only weakly related to θ and ψ as mappings on Ωu. Intuitively, θ
can be seen as independent of ψ if fixing the value of ψ does not affect the behaviour of θ. To state
this more formally, we introduce the deterministic uncertain variable θ |ψ = ψ as the mapping
(θ |ψ = ψ) : ψ−1[ψ]→ Θ
ωu 7→ θ(ωu)
that is, θ |ψ = ψ is the restriction of θ to ψ−1[ψ] ⊆ Ωu. We can then say that θ and ψ are (strongly)
independent if θ |ψ = ψ and θ have the same co-domain for any ψ ∈ Ψ. This definition follows the
same motivation as the notion of conditional independence introduced in Constantinou et al. (2017)
for non-stochastic variables. For example, if Ωu = Θ×Ψ, θ(θ, ψ) = θ and ψ(θ, ψ) = ψ then θ and ψ
are independent as expected. Since this strong notion of independence is not the one that is useful
in practice, we will say that two deterministic uncertain variables are independent when they are
independently described.
The two notions of independence are partially related: if we know about the dependence of θ
on ψ then we can take it into account in the considered possibility functions as illustrated in the
example below. However, no new information is brought by strong independence since the fact that
θ is supported by Θ for any realisation ψ of ψ is uninformative in terms of possibility function.
Conversely, there is no way to enforce the independence between θ and ψ via possibility functions.
Example 2. Let θ and ψ be deterministic uncertain variables on Θ and Ψ respectively, jointly
described by the possibility function fθ,ψ. If we are given the information that there exists a
mapping ζ : Θ→ Ψ such that ψ = ζ(θ) then we can compute the conditional possibility function
fθ,ψ(θ, ψ |ψ = ζ(θ)) = 1ζ(θ)(ψ)
fθ,ψ(θ, ψ)
sup{fθ,ψ(θ′, ψ) : θ′ ∈ Θ, ζ(θ′) = ψ}
, (θ, ψ) ∈ Θ×Ψ,
similarly to Remark 1. In particular, if ζ is bijective then fθ,ψ(· |ψ = ζ(θ)) is simply the indicator
of the graph of ζ. The same operation in the context of probability theory would not be well defined
for the reasons behind the Borel-Kolmogorov paradox (Jaynes 2003). Such an operation can however
be relevant in practice such as in the context of Bayesian melding as described by Poole & Raftery
(2000).
2.2 General case
The objective in this article is to interface the concept of deterministic uncertain variable with the
one of random variable. The combination of these two concepts can easily be introduced as follows.
Definition 2. A S-valued uncertain variable is a mapping X from Ωu ×Ωr to S such that X (ωu, ·)
is measurable for any ωu ∈ Ωu.
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There are cases where X and/or P will not depend on ωu, yet both dependencies are needed in
general. For instance, Example 1 corresponds to the case where P does depend on ωu whenever the
dice are not identically distributed; similarly, if the operator in this example has the choice between
tossing a coin or a die, then the underlying random variable has to depend directly on this choice
since realisation will be in different sets, e.g. {H,T} for the coin and {1, . . . , 6} for the die.
Since we will have to handle multi-variate mappings that are partially measurable, we will simply
say that a mapping is suitably-measurable when it is measurable w.r.t. the variables that lie in
measurable spaces such as Ωr or X. Definition 2 is not directly useful since, in general, the law
of X (ωu, ·) would be parametrised by ωu and the possibility function describing X (·, ωr) could be
dependent on ωr. We therefore identify two special cases addressing this issue:
1. If θ is a Θ-valued deterministic uncertain variable then an uncertain variable X of the form
X(θ, ·), i.e. such that X (ωu, ωr) = X(θ(ωu), ωr) for all (ωu, ωr) ∈ Ωu×Ωr and for some suitably-
measurable mapping X : Θ×Ωr → X, corresponds to random variables that are parametrised
by θ.
2. If X is a X-valued random variable then an uncertain variable X of the form θ(·, X), i.e. such
that X (ωu, ωr) = θ(ωu, X(ωr)) for all (ωu, ωr) ∈ Ωu × Ωr and for some suitably-measurable
mapping θ : Ωu×X→ Θ, corresponds to the case where a quantity is defined deterministically
based on the realisation of X . One can then describe θ by a possibility function of the form
fθ(· |X) with fθ(θ | ·) measurable for any θ ∈ Θ.
If X is an uncertain variable on X of the form X(θ, ·) and if P(· |ωu) does not actually depend
on ωu then, using the same type of shorthand notations as is usual in the probabilistic case, one can
informally say that X | θ is a random variable. This notation can however be made more formal in
the considered context: since there is a true outcome in Ωu, denoted ω
∗
u, and since an event such as
θ = θ informs us about the value of ω∗u, we define the uncertain variable X | θ = θ as the restriction
of X to the subset θ−1[θ] of Ωu. This can be expressed as
(X | θ = θ) : θ−1[θ]× Ωr → X
(ωu, ωr) 7→ X (ωu, ωr).
The notation X | θ is then simply referring to this uncertain variable when parametrised by θ ∈ Θ.
When θ ∈ Θ is not a possible value of θ, i.e. when θ is not in the co-domain of the mapping θ, the
set θ−1[θ] is empty and X | θ = θ simply becomes an empty function. This notation does not apply
only to the case where X is of the form X(θ, ·); indeed, one can write X |ψ although there might
be no Z on Ψ × Ωr such that X = Z(ψ, ·). The set {θ−1[θ] : θ ∈ Θ} is the partition of Ωu induced
by θ which plays the role of a sub-σ-algebra in standard conditioning.
A technical condition needs to be introduced before defining the law of X | θ when X is of the
form X(θ, ·).
Definition 3. Let (E, E , P (· | s)) be a probability space for any s in a set S, let θ : S → Θ and let
X : S × E → X be such that X (s, ·) is measurable for any s ∈ S, then θ is said to be sufficiently
informative for X w.r.t. {P (· | s)}s∈S if, for all θ ∈ Θ, it holds that
X (ωu, ·)∗P (· |ωu) = X (ω
′
u, ·)∗P (· |ω
′
u) (2)
for any ωu, ω
′
u ∈ θ
−1[θ].
The name of this property is meant to be related to the concept of sufficiency for statistics since
the two notions are related: θ is sufficiently informative for X if the law of X | θ is well defined
without the need to mention the parameter s ∈ S. Property (2) can be seen as an analogue of a
measurability condition for the function ωu 7→ X (ωu, ·)∗P (B |ωu) for any B ∈ B(X). This property
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is automatically verified for any θ ∈ Θ that is not in the co-domain of θ since θ−1[θ] is empty in
this case.
When E = Ωr and S = Ωu, the deterministic uncertain variable θ is sufficiently informative for
the uncertain variable X w.r.t. {P(· |ωu)}ωu∈Ωu if the law of X | θ = θ is well defined. Indeed, in
this case we can introduce the probability measure p(· | θ) on X parametrised by θ ∈ Θ through
p(B | θ) = P
(
X (ωu, ·) ∈ B |ωu
)
for all B ∈ B(X) and for any ωu such that θ(ωu) = θ. It would be too restrictive to assume that
P(· |ωu) is fully specified by θ since this would imply that θ characterises all random phenomena in
Ωr instead of just the ones appearing in X . Conversely, it is not sufficient for an uncertain variable X
to be of the form X(θ, ·) to ensure that it is sufficiently informative since P(· |ωu) could vary within
elements of the partition of Ωu induced by θ. However, the associated condition can be simplified
in this case to: for all θ ∈ Θ, it holds that
X(θ, ·)∗P(· |ωu) = X(θ, ·)∗P(· |ω
′
u), ωu, ω
′
u ∈ θ
−1[θ]
or, alternatively, that X(θ, ·)∗P(B | ·) is constant over θ−1[θ] for any B ∈ B(X).
For the sake of compactness, the parametric family of probability measures under which a deter-
ministic uncertain variable is sufficiently informative for another uncertain variable will be omitted
when there is no possible ambiguity. Also, to avoid introducing two notations, say X and X , for
essentially the same object, we will simply say “θ is a deterministic uncertain variable and X is an
uncertain variable such that X | θ has law p(· | θ)” or “X is a random variable and θ is an uncertain
such that θ |X is described by fθ(· |X)”. The next example shows how more complex models can
be constructed based on these building blocks.
Example 3. Let θ be a deterministic uncertain variable on Θ described by fθ, let X be an uncertain
variable on X such that X | θ has law p(· | θ) and let ψ be an uncertain variable on Ψ such that ψ |X
is described by fψ(· |X, θ). The dependency of fψ on θ does not need to be made explicit like the
one in X since θ and ψ |X are of the same nature. The o.p.m. P¯ describing θ, X and ψ jointly is
characterised by
P¯ (ϕ) = sup
θ∈Θ
fθ(θ)
∫
sup
[
ϕ(θ, x, ·) · fψ(· |x, θ)
]
p(dx | θ)
for any suitably-measurable bounded function ϕ on Θ × X × Ψ, i.e. ϕ should be measurable w.r.t.
its second argument. The considered order between the supremum operators and the integral is the
only one possible given the conditioning between the different uncertain variables involved. Marginal
and conditional o.p.m.s can be easily introduced by evaluating the o.p.m. P¯ at a suitable function
ϕ. For instance, the marginal o.p.m. describing ψ is characterised by
P¯ψ(ϕ) = P¯ (1Θ × 1X × ϕ)
for any bounded function ϕ on Ψ and the conditional o.p.m. describing X given that ψ ∈ A for
some A ⊆ Ψ is
P¯X(ϕ |ψ ∈ A) =
P¯ (1Θ × ϕ× 1A)
P¯ψ(A)
for any bounded measurable function ϕ on X, where P¯ψ(A) is assumed to be positive. It is possible
to consider A = {ψ} for some fixed ψ ∈ Ψ under weak conditions on fψ without having to introduce
the analogue of Radon-Nikodym derivatives for o.p.m.s.
Once again, we can see a given o.p.m. P¯ on X describing an uncertain variable X as an upper
bound for probability distributions in the following sense: a probability distribution p on X is said
to be upper bounded by P¯ if p(B) ≤ P¯ (B) for any B ∈ B(X). A lower bound for the probability
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associated with B can therefore be deduced as p(B) ≥ 1 − P¯ (X \ B). The width of the interval
hence defined for p(B) indicates how close is our knowledge of X ∈ B from being probabilistic. This
interpretation is similar to the one advocated in Dempster-Shafer theory (Dempster 1967, Shafer
1976).
In general, o.p.m.s take an increasingly sophisticated form as the complexity of the considered
statistical model grows. We will however see that this aspect can be managed by making suitable
modelling decisions. For instance, if we consider a sequence X0, . . . ,Xn of uncertain variables that
alternate between the forms ψ(·, X) and Z(θ, ·), then the complexity of the corresponding o.p.m.s
will grow with n. However, if X0 is a deterministic uncertain variable θ describing the unknown
but fixed initial value of a quantity of interest and if X1, . . . ,Xn are uncertain variables of the form
Xn(θ, ·) modelling the subsequent values of that (randomly evolving) quantity, then the form of the
corresponding o.p.m.s will remain simple.
An ambiguity arises when considering uncertain variables of the form T (θ, X) with T some given
mapping on Θ × X, with θ a deterministic uncertain variable on Θ described by fθ and with X a
random variable X with law p. Indeed, there is no natural order in this case and yet the supremums
and integrals do not commute in general. However, as long as ϕ is a non-negative function, it holds
that supϕ(·, x) · fθ = ‖ϕ(·, x) · fθ‖∞ for any x ∈ X which implies that∥∥∥fθ ·
∫
ϕ(·, x)p(dx)
∥∥∥
∞
≤
∫
‖ϕ(·, x) · fθ‖∞p(dx)
so that the right hand side is interpreted as being less informative than the left hand side, the latter
being therefore preferred. Considering an example helps to understand the meaning of each possible
order.
Example 4. Assume that Θ = X = {1, . . . , 6}, that is X corresponds to a die-tossing experiment
and θ is simply an unknown fixed integer between 1 and 6. Assume additionally that X = θ +X ,
i.e. we simply add the two obtained integers, that the die is fair and that there is no information
about θ, i.e. fθ(θ) = 1 for any θ ∈ Θ. There are two possible o.p.m.s corresponding to two different
orderings between the supremum and the integral:
P¯u,r(ϕ) = max
θ∈{1,...,6}
1
6
6∑
n=1
ϕ(θ + n) and P¯r,u(ϕ) =
1
6
6∑
n=1
max
θ∈{1,...,6}
ϕ(θ + n).
We find that the credibility of any given sum X between 2 and 12 is 1/6 for P¯u,r and that the
credibilities associated with P¯r,u are of the form min{(X − 1)/6, (13 − X )/6}. These are very
different results which indeed correspond to different experiments: P¯u,r models the case where the
value of θ is fixed in advance so that, say, X = 7 is not more credible than X = 2 whereas P¯r,u
models the case where the value of θ can be chosen after the tossing of the die, in which case the
value 7 can be obtained systematically. The credibilities associated with P¯u,r for different values of
X neither sum to 1 nor have maximum 1; this is because the corresponding uncertain variable is
neither deterministic nor random, which is fine as long as P¯u,r(1{2,...,12}) = 1.
Example 4 emphasises that, even when explicitly assuming the (strong) independence of two
uncertain variables, the corresponding o.p.m. might not exclude such a dependence. This is related
to the fact that strong independence and possibility function are only partially related.
In order to further illustrate the concept of uncertain variable, we consider the interesting example
introduced by Gelman (2006a) in the following remark, where we show how the framework introduced
in this article can explain some seemingly counter-intuitive results.
Remark 2. Re-interpreting the example of the boxer, the wrestler, and the coin flip as presented by
Gelman (2006a) in the considered context, we assume that Θ = X = {0, 1}, that the deterministic
uncertain variable θ models the “hypothetical fight to the death between the world’s greatest boxer
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and the world’s greatest wrestler” and that the random variable X models flipping a fair coin. More
specifically, the value 1 is associated with the outcomes “heads” and “the boxer wins”. Using the
formalism of Dempster-Shafer theory, Gelman then conditions on the event that the coin flip and
the fight have the same outcome (in {0, 1}) and noting that the posterior uncertainty about the
fight is a probability distribution, concludes that the fight has counter-intuitively become random.
However, using the approach proposed in this article, we notice that the event “θ = X” can only
be made formal when θ and X have the same domain so that we consider instead the uncertain
variables θ¯ and X¯ on Ωu×Ωr such that θ¯(ωu, ωr) = θ(ωu) and X¯(ωu, ωr) = X(ωr). The event θ¯ = X¯
now makes sense, however, it can only hold a.s. when X¯ is constant a.s. which is a contradicting the
fact that the coin is fair.
We conclude this section with an extension of the notion of expected value introduced for deter-
ministic uncertain variables to the general case. If θ is a deterministic uncertain variable on Θ such
that E∗(θ) is a singleton and if X is an uncertain variable on X of the form X(θ, ·) such that θ is
sufficiently informative for X then the expected value of X can be defined as
E
∗(X ) = E
(
X |E∗(θ)
)
,
that is, E∗(X ) is the mean of the random variable X | (θ = E∗(θ)). This can be justified by the fact
that the mapping x on Ωu defined as
x(ωu) = E
(
X (ωu, ·) |ωu
)
= E
(
X(θ(ωu), ·) |ωu
)
= E(X | θ(ωu))
is a X-valued deterministic uncertain variable with E(· |ωu) referring to the expected value w.r.t.
P(· |ωu). It follows that
E
∗(x) = E∗
(
E(X | θ)
)
= E
(
X |E∗(θ)
)
,
as required. If E∗(θ) is not a singleton then the definition of E∗(X ) can be extended to
E
∗(X ) =
{
E(X | θ) : θ ∈ E∗(θ)
}
.
Conversely, if X is a random variable on X and if X is an uncertain variable of the form θ(·, X) then
the expected value of X can be defined as
E
∗(X ) = E
(
E
∗(θ |X)
)
whenever E∗(θ |x) is a singleton for all x ∈ X.
Another notion of expectation can also be defined for any uncertain variable X on S and any
suitably-measurable function ϕ on S as E¯(ϕ(X )) = P¯ (ϕ), where P¯ is the o.p.m. describing X . The
scalar E¯(ϕ(X )) can be interpreted as the maximum credible value of ϕ(X ) when X is a deterministic
uncertain variable. Some of the existing results regarding the standard notion of expected value can
extended to E¯(·); for instance, Markov’s inequality which only requires the monotonicity of P¯ can
be easily proved for E¯(·). A detailed example illustrating uncertain variables and these two notions
of expected value is given in the next section.
2.3 Example: the multi-armed bandit
We take the example of a multi-armed bandit for which the probabilities of the different rewards are
not known. It is easy to argue in this context that these probabilities are not themselves random so
that it is meaningful to model the uncertainty about them with possibility functions. The uncertain
variables describing the outcomes obtained when playing the bandit are sufficiently non-trivial to
illustrate the differences between the two introduced notions of expected value.
Consider two bandits, referred to by the letters B and B′, and let X1,X2, . . . and X ′1,X
′
2, . . .
be sequences of uncertain variables on the set {1, . . . , N}, each modelling an actioning of one of
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the bandits. The reward associated with an outcome i ∈ {1, . . . , N} is defined as r(i) ≥ 0, where
r : {1, . . . , N} → [0,+∞) is assumed to be strictly increasing (without loss of generality) so that
min r = r(1) and max r = r(N). Although the outcome of each bandit is random by nature, the
probability for each reward is unknown and is not necessarily the same between the two bandits. We
therefore define the set Θ as the N -dimensional simplex and introduce θ and θ′ as two deterministic
uncertain variables on Θ corresponding to the probabilities of the different outcomes for each bandit.
There is no prior knowledge about θ and θ′ so that they are described a priori by possibility functions
fθ and fθ′ verifying fθ(θ) = fθ′(θ) = 1 for all θ ∈ Θ. For any k ≥ 1, the uncertain variables Xk
and X ′k are assumed to be such that both Xk | θ and X
′
k | θ
′ are random variables independent from
Xl | θ and X ′l | θ
′, l 6= k, and with common law p(i | θ) = θi for any θ ∈ Θ, i.e. p(· | θ) is a categorical
distribution with probabilities θ1, . . . , θN for the N different rewards. The o.p.m. describing Xk a
priori is therefore
P¯ (ϕ) = sup
θ∈Θ
N∑
i=1
θiϕ(i)
for any bounded function ϕ on {1, . . . , N} and X ′k is described by a similar o.p.m. P¯
′. The credibility
of obtaining the maximum reward r(N) is P¯ (N) = 1 and the credibility of the reward being different
from r(N) is also equal to 1. This can be interpreted as: the (subjective) probability of obtaining
the maximum reward is only known to be in the interval [0, 1] which is uninformative.
The objective is to decide which bandit is the best to play. Before we first action one of the
bandits, it holds that E∗(θ) is equal to the entire set Θ so that
E
∗(r(X1)) =
{ N∑
i=1
r(i)θi : θ ∈ Θ
}
= [r(1), r(N)].
The other notion of expected value gives
E¯(r(X1)) = sup
θ∈Θ
N∑
i=1
θir(i) = r(N),
and similarly for θ′. At this point, both E∗(r(X1)) and E¯(r(X1)) are useful indicators of the expected
reward when playing Bandit B. More information needs to be assimilated in order to highlight the
differences between these two notions of expected value.
Since there is no difference between the two bandits at this stage, say that we played Bandit B
and observed the outcome y1 ∈ {1, . . . , N}, then the posterior possibility function describing θ is
fθ(θ | y1) =
p(y1 | θ)fθ(θ)
supψ∈Θ p(y1 |ψ)fθ(ψ)
= p(y1 | θ) = θy1 , θ ∈ Θ.
After the first observation, the credibility of the event X2 = N is
P¯ (N | y1) = sup
θ∈Θ
θy1θN =
{
1/4 if y1 < N
1 otherwise,
and the credibility of X2 < N is
P¯ ({1, . . . , N − 1} | y1) = sup
θ∈Θ
θy1
N−1∑
i=1
θi =
{
1 if y1 < N
1/4 otherwise,
Which can be interpreted as follows: the probability of obtaining the maximum reward is in the
interval [0, 1/4] if y1 < N and in the interval [3/4, 1] is y1 = N .
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The expected value E∗(θ | y1) is equal to the y1-th unit vector (with all elements equal to 0 except
the y1-th), so that the expected reward E
∗(r(X2) | y1) for this bandit after having observed y1 is
E
∗(r(X2) | y1) = E
(
r(X2) |E
∗(θ | y1)
)
= r(y1)
and E¯(r(X2) | y1) is found to be
E¯(r(X2) | y1) = sup
θ∈Θ
θy1
N∑
i=1
θir(i) =


r(N)
4(r(N)− r(y1))
if r(y1) < r(N)
r(N) otherwise.
It appears that E¯(r(X2) | y1) provides a more useful way of quantifying the maximum credible reward
since it takes into account the difference in value between r(y1) and r(N) whereas E
∗(r(X2) | y1)
simply gives us the average reward for the most likely outcome. We conclude that Bandit B′ is
best to play except if y1 = N since it still holds that E¯(r(X ′1)) = r(N) and we denote by y
′
1 the
corresponding outcome. Assuming that r(y1) > r(y
′
1), we play again Bandit B and observe the
outcome y2, which leads to
fθ(θ | y1, y2) =
p(y2 | θ)fθ(θ | y1)
supψ∈Θ p(y2 |ψ)fθ(ψ | y1)
=
p(y2 | θ)θy1
supψ∈Θ p(y2 |ψ)ψy1
=
{
θ2y1 if y1 = y2
4θy2θy1 otherwise.
After playing Bandit B a total of k times, it holds that
fθ(θ | y1:k) = k
k
( θ1
k1
)k1
. . .
( θN
kN
)kN
where ki is the number of times the outcome was equal to i, i.e. ki = |{yl = i : 1 ≤ l ≤ k}|, with∑
ki = k, this result following directly from the expression of the mode of a categorical probability
distribution. It follows that the expected value of θ a posteriori is equal to the proportions of each
outcome in the observations, indeed
E
∗(θ | y1:k) =
1
k
(
k1, . . . , kN
)
as expected. Denoting k′ the number of times the BanditB′ has been played, the next action should
be to play Bandit B if
E¯
(
r(Xk+1) | y1:k
)
> E¯
(
r(X ′k′+1) | y
′
1:k′
)
and to play Bandit B′ otherwise. There are strong connections between the approach proposed here
and existing algorithms for multi-armed bandits such as Thompson sampling (Thompson 1933) and
upper-confidence-bound algorithms (Agrawal 1995, Auer et al. 2002).
3 Properties and operations
3.1 Independence
Since o.p.m.s share many of their properties with probability measures, a natural candidate for the
definition of the notion of independence is the direct analogue of the corresponding probabilistic
concept.
Definition 4. The uncertain variables X on X and Y on Y, jointly described by the o.p.m. P¯X ,Y on
X × Y, are said to be independent if there exists o.p.m.s P¯X and P¯Y on X and Y respectively such
that
P¯X ,Y(ϕ× φ) = P¯X (ϕ)P¯Y (φ) (3)
for any suitably-measurable bounded function ϕ and φ on X and Y respectively.
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This definition of independence is consistent with the standard one as well as with the one given
above for deterministic uncertain variables. When either of X or Y is not a random variable, this
independence property depends to some extent on the available information about these uncertain
variables. For instance, if θ and ψ are two deterministic uncertain variables on Θ and Ψ respectively
and if X is an uncertain variable such that X | θ has law p(· | θ) then
P¯X,ψ(ϕ× φ) = sup
(θ,ψ)∈Θ×Ψ
fθ,ψ(θ, ψ)
∫
ϕ(x)φ(ψ)p(dx | θ),
which has the independence property if and only if θ and ψ are independently described, i.e. if
fθ,ψ(θ, ψ) = fθ(θ)fψ(ψ) for any (θ, ψ) ∈ Θ × Ψ. The possibility function fθ,ψ represents what we
know about θ and ψ; for instance, it might be that θ and ψ are real-valued and are known to verify
θ > ψ in which case they are not independent (or, more specifically, they are not independently de-
scribed). Another difference with random variables is that θ and ψ can always be made independent
by forgoing a sufficient amount of information: it always holds that
fθ,ψ(θ, ψ) ≤
√
fθ(θ)fψ(ψ)
.
= fˆθ,ψ(θ, ψ), θ ∈ Θ, ψ ∈ Ψ,
with fθ and fψ the marginals of θ and ψ respectively, so that these deterministic uncertain variables
are independent when described by fˆθ,ψ.
Definition 5. Let X , Y and Z be uncertain variables on X, Y and Z respectively and let P¯X|Y,Z
be the o.p.m. describing X conditionally on Y and Z. Then X and Y are said to be conditionally
independent given Z if there exists an o.p.m. P¯X|Z such that
P¯X|Y,Z(ϕ | y, z) = P¯X|Z(ϕ | z), y ∈ Y, z ∈ Z,
for any suitably-measurable bounded function ϕ on X.
Using this notion, the fact that a deterministic uncertain variable θ is sufficiently informative for
an uncertain variable X w.r.t. {P(· |ωu)}ωu∈Ωu implies that X and ω are conditionally independent
given θ, where ω is the canonical uncertain variable equal to the identity on Ωu. In particular,
P¯X|ω,θ(ϕ |ω, θ) = P¯X|θ(ϕ | θ) =
∫
ϕ(x)p(dx | θ), ω ∈ Ωu, θ ∈ Θ,
where p(· | θ) is the law of X | θ.
3.2 Pushforward
We have seen in (1) that pushforward possibility functions can be defined easily. However, a few
additional results are needed in order to apply this type of operation to uncertain variables in general.
Indeed, we also need to be able to change variables that appear in conditioning since, e.g. the law
of a random variable X | θ and the possibility function describing a deterministic uncertain variable
θ cannot be re-expressed as a joint probability distribution or as a joint possibility function.
We consider a deterministic uncertain variable θ on Θ described by the possibility function fθ
and an uncertain variable X on X such that X | θ has law p(· | θ). If ζ is a mapping from Θ to Ψ,
then the uncertain variable (ζ(θ),X ) is described by
P¯ (ϕ) = sup
θ∈Θ
fθ(θ)
∫
ϕ(ζ(θ), x)p(dx | θ)
for any suitably-measurable bounded function ϕ on Ψ×X. One case that is of particular importance
is when the only available information about θ is expressed through the deterministic uncertain
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variable ψ = ζ(θ). In that case, the pushforward can be performed conditionally, i.e. the uncertain
variable X |ψ = ψ is described by
ζ♯p(· |ψ) : ϕ 7→ sup
{
p(ϕ | θ) : θ ∈ ζ−1[ψ]
}
for any ψ ∈ Ψ and any bounded measurable function ϕ on X. The o.p.m. ζ♯p(· |ψ) is a probability
distribution if ζ is injective, since the supremum collapses in that case, or if ψ is sufficiently in-
formative for X , since p(B | ·) is then constant over ζ−1[ψ] for any ψ ∈ Ψ and for any B ∈ B(X).
The definition of this pushforward o.p.m. corresponds to the profile likelihood, which shows its
intuitiveness.
It is also possible to push forward the law of X | θ in a way that depends on θ: if ξ be a mapping
from Θ×X to Z such that ξ(θ, ·) is measurable for any θ ∈ Θ then the uncertain variable Z = ξ(θ, X)
is such that Z | θ = θ has law ξ(θ, ·)∗p(· | θ).
3.3 Pullback
As in the case of the pushforward, we define the effect of a pullback operation on a variable on which
a probability distribution is conditioned: if ψ is a deterministic uncertain variable, if the uncertain
variable X is such that X |ψ has law p(· |ψ) and if θ is a deterministic uncertain variable such that
ψ = ζ(θ) for some mapping ζ then
ζ♯p(· | θ) = p(· | ζ(θ)), θ ∈ Θ,
is the conditional law of X | θ. This operation can be useful in situations where one would like
to learn about θ although the uncertain variable X is characterised by the law of X |ψ. In this
case, sources of information different from realisations of X will be needed to learn about θ, yet the
pullback allows for expressing everything as a function of θ.
4 Inference for dynamical systems
The properties of independence introduced in the previous section naturally lead to analogues of the
concepts of Markov chain and of hidden Markov models.
4.1 Uncertain Markov process
One of the usual way of simplifying a stochastic process is to assume that it has the Markov property.
Under this assumption, a stochastic process is called a Markov process or Markov chain. This notion
can be easily introduced for uncertain variables as follows.
Definition 6. A sequence {Xn}n≥0 of S-valued uncertain variables is said to be an uncertain Markov
process if, for any n ≥ 0 and any k < n − 1, it holds that Xn is conditionally independent of Xk
given Xn−1.
Although it is not usual to consider evolving parameters, there are examples where this level of
generality is needed, such as in the application considered in Section 4.2 where the parameter set
increases in dimension every time new observations are received. More generally, in our approach, a
parameter is simply a deterministic quantity, which could be for instance the state of a dynamical
system such as the position of a pedestrian over time, and is therefore naturally evolving.
If {θn}n≥0 is an uncertain Markov process in which all the variables are deterministic, then the
analogues of properties of standard Markov chains (defined on countable spaces) can be defined for
{θn}n even if Θ is uncountable. For instance, the deterministic uncertain variables
σθ = inf{n ≥ 0 : θn = θ} and ηθ =
∑
n≥0
1θ(θn)
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are respectively the first hitting time and the occupation time on θ ∈ Θ. The point θ is said to lead
to ψ if the event σψ <∞ has positive credibility when the process is initialised at θ. If all points in
Θ communicate, i.e. they all lead to one another, then the process {θn}n is said to be irreducible.
In the standard formulation of Markov chains, the analogous notions are more difficult to define on
uncountable spaces. An important aspect to consider is that, as all the concepts associated with
possibility functions, these properties do not give guarantees about how the process will actually
behave on the parameter space Θ. For instance, the irreducibility of {θn}n simply states that,
according to our knowledge, it is possible to get to any parameter from any parameter.
A hidden Markov model can then be defined via two sequences {Xn}n≥0 and {Yn}n≥1 of uncertain
variables such that
Xn = Fn(Xn−1,Vn) (4a)
Yn = Hn(Xn,Wn) (4b)
for any n ≥ 1, where Fn and Hn are the mappings describing the dynamics and observation of
the system of interest and where {Vn}n≥1 and {Wn}n≥1 are sequences of mutually-independent
uncertain variables. In this situation, {Xn}n≥0 is indeed an uncertain Markov process. In the case
where all these uncertain variables are deterministic, where Fn and Hn are linear and additive and
where Vn and Wn are normally-described, one can show as in Houssineau & Bishop (2018) that the
posterior possibility function of Xn given realisations of Y1, . . . ,Yn is also normally-described with
the same expected value and variance as in the Kalman filter.
In the next 3 sections, different statistical models are considered for a range of situations. Since
likelihoods are usually evaluated point-wise and appear both in the numerator and denominator
of Bayes’ rule, there is limited interest in considering the standard Bayesian case with simply the
likelihood replaced by a possibility function. The given examples must therefore be slightly more
complex and we consider the case of a special form of hierarchical Bayesian modelling in Section 4.2,
the case where the state is partially random and partially deterministic in Section 4.3 and an
extension of this latter case in the presence of outliers in Section 4.4.
4.2 First example: data association
This example is inspired from the original motivation for working with outer measures (Houssineau
2015) regarding the problem of data association. This problem arises in the field of multi-target
tracking when Bayesian inference must be performed for several moving objects or “targets” observed
simultaneously and when it is not known which (if any) of the multiple observations originates from
which object.
Consider an object whose state is described in X through a collection {Xn}n≥0 of uncertain
variables on X modelling the considered system at time step n ≥ 0. The evolution of the state in X
is characterised by the following equation:
Xn = F (Xn−1, Vn)
where {Vn}n≥1 is a collection of mutually-independent random variables, so that the evolution of
{Xn}n can be characterised by a Markov kernel qn(xn−1, ·) and this Markov process is a standard
Markov chain if X0 is a random variable. If, as is usual in target tracking, there is no prior information
about the state of the object then X0 can be treated as a deterministic uncertain variable about which
nothing is known; in this case, none of the uncertain variables in {Xn}n will be random variables in
general, however the influence of the initial lack of knowledge is expected to be forgotten in time.
For the sake of simplicity, we assume that X0 is a random variable. The state of the Markov chain
{Xn}n is observed in another space Y through the observation equation
yn = H(Xn,wn)
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for any n ≥ 0, where {wn}n≥1 is a collection of independent deterministic uncertain variables. The
deterministic uncertain variable yn | Xn is described by the possibility function h(· | Xn).
So far, we have introduced an example of the analogue of the generalised concept of hidden
Markov model introduced in (4). Other observations are however received, originated from a noisy
background, and it is not known which observation is the true observation. These additional obser-
vations are referred to as false positives. The collection of observations received at the n-th time
step is denoted zn = {yn,i}
Mn
i=1 and we consider the situation where nothing is known about the false
positives. It is therefore necessary to learn which observation in zn originates from the system of
interest and we define θn as an uncertain variable on Θn = {1, . . . ,Mn} equal to the potential indices
of the true observation at time step n. At time step n, the parameter set is then Θ(n) = Θ1× . . . ,Θn
in which each sequence indicates a possible sequence of true observations among all the received
observations. The likelihood can then be defined as the credibility of zn given the state Xn and the
parameter θn, that is, as
hzn(zn | Xn, θn) = h(yn,θn | Xn), (5)
where zn is the uncertain variable in
⋃
m≥0 Y
m describing the generation of observations with Y0
an isolated point corresponding to the case where there is no observation.
We assume that the posterior o.p.m. P¯n−1(· | z1:n−1) at time step n− 1, i.e. the o.p.m. describing
the state of the object at time step n− 1 given all the observations up to time step n− 1, is of the
form
P¯n−1(ϕ | z1:n−1) = sup
θ1:n−1∈Θ(n−1)
fn−1(θ1:n−1 | z1:n−1)pn−1(ϕ | θ1:n−1, z1:n−1) (6)
for any bounded measurable function ϕ on X. Given the meaning of the parameter θn as the index
of the true observation at time step n, the predicted possibility function fn(· | θ1:n−1, z1:n−1) on
Θ(n−1), i.e. the possibility function describing θn given all the observations up to time step n− 1, is
found to be
fn(θ
′
1:n | θ1:n−1, z1:n−1) = 1Θn(θ
′
n)1θ1:n−1(θ
′
1:n−1) = 1θ1:n−1(θ
′
1:n−1),
which models the absence of prior information on the association at time step n. In this example, the
sequence {θn}n is not an uncertain Markov process. Based on the considered model, the predicted
distribution of the state in X at time step n is given by
pn(dx | θ1:n−1, z1:n−1) =
∫
qn(x
′, dx)pn−1(dx
′ | θ1:n−1, z1:n−1)
and the resulting predicted o.p.m. is
P¯n(ϕ | z1:n−1) = sup
θ1:n∈Θ(n)
fn−1(θ1:n−1 | z1:n−1)pn(ϕ | θ1:n−1, z1:n−1), (7)
for any bounded measurable function ϕ on X. Comparing (7) with (6), it appears that the considered
form is stable under prediction for this model, i.e. it is closed-form. This is an important property
in this context since the complexity of an o.p.m. could be increasing with time steps in general since
the supremum and integral operators are not commutative.
In order to take into account the information from the n-th observation set zn, we apply Bayes’
rule to the predicted o.p.m. P¯n(· | z1:n−1) with the likelihood hzn , which yields
P¯n(ϕ | z1:n) =
P¯Xn,zn(ϕ× 1zn)
P¯Xn,zn(1X × 1zn)
=
P¯n(ϕ · hzn | z1:n−1)
P¯n(hzn | z1:n−1)
with P¯Xn,zn the o.p.m. describing Xn and zn jointly. This posterior o.p.m. can then be re-expressed
as
P¯n(ϕ | z1:n) ∝ sup
θ1:n∈Θ(n)
fn−1(θ1:n−1 | z1:n−1)
∫
ϕ(x)h(yn,θn |x)pn(dx | θ1:n−1, z1:n−1
)
(8a)
= sup
θ1:n∈Θ(n)
fn(θ1:n | z1:n−1)pn(ϕ | θ1:n, z1:n−1) (8b)
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with pn(· | θ1:n, z1:n−1) the predicted distribution of the state Xn|θn in X characterised by
pn(dx | θ1:n, z1:n) =
h(yn,θn |x)pn(dx | θ1:n−1, z1:n−1)∫
h(yn,θn |x
′)pn(dx′ | θ1:n−1, z1:n−1)
and with fn(· | z1:n−1) the posterior possibility function describing θn, defined as
fn(θ1:n | z1:n) =
fn−1(θ1:n−1 | z1:n−1)pn
(
h(yn,θn | ·) | θ1:n−1, z1:n−1
)
supθ′1:n fn−1(θ
′
1:n−1 | z1:n−1)pn
(
h(yn,θ′
n
| ·) | θ′1:n−1, z1:n−1
) .
Once again, the o.p.m. (8b) takes the same form as (6) so that the whole recursion is closed form.
This can be seen as a result of conjugacy: a prior of the form (7) is conjugate for a likelihood of the
form (5).
Recalling that θ1:n is a sequence of observation indices, pn(· | θ1:n, z1:n) simply appears as the
posterior probability distribution of a standard hidden Markov model given that the sequence of
true observations is y0,θ0 , . . . , yn,θn . Indeed, the following independence property holds:
pn(· | θ1:n, z1:n) = pn(· | y0,θ0, . . . , yn,θn).
Similarly, fn(θ1:n | z1:n) is simply the credibility for θ1:n to be the sequence of true observations
indices and is proportional to the marginal likelihood of yn,θn when the predicted distribution is
pn(· | θ1:n−1, z1:n−1).
The result would differ if a uniform prior on the data association was assumed at every time
step (as would be the case in the standard Bayesian approach). Whether the observations are given
unordered (as a set) or as an arbitrarily ordered sequence, the value of the parameter θn can be easily
seen to be non-random. The proposed approach provides an opportunity to model it as such while
making use of the efficient and well-understood mechanisms of Bayesian inference. For instance,
the marginal likelihood in the standard Bayesian approach contains a 1/Mn! term for each time
step n ≥ 0, whereas the proposed approach does not display this type of dependence. The latter
behaviour is more natural since, e.g., adding a large number of false positives arbitrarily far from
the potential true observation of the considered object should not affect the marginal likelihood.
4.3 Second example: inference with a mixed state
In the previous example, each element in the statistical model such as the state or the observations
is either deterministic or random. This is not necessarily the case and, in this section, we illustrate
how a multi-dimensional state can be partial random and partially deterministic.
We consider a linear-Gaussian scenario where the state is described by an uncertain Markov
process {Xn}n≥0 such that, for each n ≥ 0, Xn is of the form (Xn, θn) with θn a deterministic
uncertain variable in Θ andXn | θn a random variable in X. The evolution of the state is characterised
by
Xn = FXn−1 +GVn, n ≥ 1,
with F and G matrices of appropriate dimensions and with {Vn}n≥1 a collection of mutually-
independent uncertain variables. For each n ≥ 1, Vn is also of the form (Vn,ψn) with ψn a deter-
ministic uncertain variable on a set Ψ described by N¯ (0, I) and with Vn |ψn a random variable on
a set V with law N (0, I), where 0 and I are the zero vector and the identity matrix of appropriate
dimensions. The o.p.m. describing Vn is of the form
P¯V(ϕ) = sup
ψ∈Ψ
N¯ (ψ;0, I)
∫
ϕ(ψ, v)N (v;0, I)dv
for any bounded suitably-measurable function ϕ on Ψ×V. The o.p.m. P¯V can be interpreted as the
standard normal o.p.m. in the proposed framework.
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Following the standard decomposition of a multivariate normal distribution into a conditional
and a prior distribution, the uncertain variable FXn−1+GVn is found to be described by the o.p.m.
ϕ 7→ sup
θ∈Θ
[
N¯ (θ;Fθθn−1, Qθθ)
×
∫
ϕ(θ, x)N (x;Fxxn−1 + Fxθθn−1 +QxθQ
−1
θθ (θ − Fθθn−1), Qxx −QxθQ
−1
θθ Qθx)dx
]
where Q = GGt and F have been decomposed as
Q =
[
Qxx Qxθ
Qθx Qθθ
]
, and F =
[
Fx Fxθ
0 Fθ
]
.
As far as the observation is concerned, we first assume that Yn is an uncertain variable on the
observation space Y characterised by
Yn = HXn +wn, n ≥ 1,
where {wn}n≥1 is a collection of mutually-independent deterministic uncertain variables on Y
described by the possibility function N¯ (·;0, R), so that Yn | Xn is deterministic and we denote
h(y | Xn) = N¯ (y;HXn, R) the possibility function describing it.
Assuming that the posterior o.p.m. describingXn−1 given realisations y1, . . . , yn−1 of Y1, . . . ,Yn−1
is of the form
P¯n−1(ϕ | y1:n−1) = sup
θ∈Θ
[
N¯ (θ;mθn−1, P
θ
n−1)
∫
ϕ(x)N (x;mxn−1 + C
xθ
n−1(θ −m
θ
n−1), P
x
n−1)dx
]
(9)
for any suitable-measurable bounded function ϕ on Θ × X, then standard but tedious calculations
show that the predicted o.p.m. P¯n(ϕ | y1:n−1) describing Xn takes the same form as (9) with the
predicted components
mθn|n−1 = Fθm
θ
n−1
P θn|n−1 = FθP
θ
n−1F
t
θ +Qθθ
Cxθn|n−1 = (FxC
xθ
n−1 + Fxθ)K
θ
n|n−1 +QxθQ
−1
θθ (I − FθK
θ
n|n−1)
mxn|n−1 = Fxθm
θ
n−1 + Fxm
x
n−1
P xn|n−1 = F˜xθ((I −K
θ
n|n−1Fθ)P
θ
n−1)F˜
t
xθ + FxθP
x
n−1F
t
xθ +Qxx −QxθQ
−1
θθ Qθx
with Kθn|n−1 = P
θ
n−1F
t
θ (P
θ
n|n−1)
−1 and F˜xθ = FxC
xθ
n−1 + Fxθ − QxθQ
−1
θθ Fθ. From calculations that
are equally tedious as for the prediction, it follows that the posterior o.p.m. describing Xn given the
additional realisation yn of Yn takes the same form as (9) with the updated components
mθn = m
θ
n|n−1 +K
θ
n(yn −Hm
x
n|n−1)
P θn = (I −K
θ
nH˜)P
θ
n|n−1
Cxθn = (I −K
x
nH)C
xθ
n|n−1
mxn = m
x
n|n−1 + (K
x
n + C
xθ
n K
θ
n)(yn −Hm
x
n|n−1)
P xn = (I −K
x
nH)P
x
n|n−1
with the modified observation matrix H˜ = HCxθn|n−1 and with the gains
Kθn = P
θ
n|n−1H˜
t(H˜P θn|n−1H˜
t + Sxn)
−1 and Kxn = P
x
n|n−1H
t(Sxn)
−1,
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where Sxn = HP
x
n|n−1H
t + R is the covariance of the innovation. The same result can be obtained
computationally by simply treating θn as random and running a Kalman filter, however these cal-
culations provide, as a by-product, the expression of the corresponding marginal likelihood
Ln(yn) =
√
|R|
|Sxn|
N¯ (yn;Hm
x
n|n−1, H˜P
θ
n|n−1H˜
t + Sxn),
which is dimensionless and lies in the interval [0, 1].
Remark 3. It is straightforward to retrieve the component of the joint model (θn, Xn) through the
following operations:
P xθn = C
xθ
n P
θθ
n and P
xx
n = P
x
n + C
xθ
n (P
xθ
n )
t,
so that one can recover
mn =
[
mxn
mθn
]
and Pn =
[
P xxn P
xθ
n
(P xθn )
t P θθn
]
.
4.4 Third example: inference with outliers
The objective is now to perform inference in the case where the data at each time might either
correspond to the observation of the state or be induced by another unknown phenomenon, e.g.
background noise. This situation is common in practice when the data is acquired through a sensor
providing the observation corresponding to the signal with the strongest return, whether this signal
originates from the system of interest or from some other sources.
We consider the same model for the state as in the previous section. To model the phenomenon
of interest, let zn be an additional deterministic uncertain variable on the set {s, n}, with s and n
symbols referring to “state” and “noise” respectively, and let zn be described by the o.p.m.
P¯z(ϕ) = max{ϕ(s), ϕ(n)α},
with α ∈ [0, 1] the credibility for the observation to originate from the background noise (which can
be seen to be the minimum probability for the state to be observed). The corresponding possibility
function has value 1 on s and value α on n. If we denote by pd the probability of detection, i.e.
the probability of the observation to originate from the object of interest, then pd must satisfy
pd ∈ [1 − α, 1]. This means that pd could be changing at every time step, the considered model
would still be correct as long as the probability of detection is greater than 1 − α, hence reducing
the risks of misspecification.
The observation process is now of the form
Yn =
{
HXn +wn if zn = s
w′n otherwise,
with w′n a deterministic uncertain variable in Y about which nothing is known, i.e. it is described by
the possibility function equal to 1 everywhere. Once again, being able to define a statistical model
that does not specify the distribution of the outliers reduces the number of parameters to be selected
and lower the risks of misspecification.
The deterministic uncertain variable Yn | Xn is then described by the possibility function
h(y | Xn, zn) =
{
N¯ (y;HXn, R) if zn = s
1 otherwise.
19
This observation model induces a max-mixture of normal o.p.m.s as follows
P¯n(ϕ | y1:n) = max
z1:n∈{s,n}n
wn(z1:n)P¯n(ϕ | y1:n, z1:n),
where P¯n(· | y1:n, z1:n) is defined as above but with only the observations yk such that zk = s and
where wn is the possibility function on {s, n}n describing the sequence (z1, . . . , zn) and characterised
by
wn(z1:n) ∝
n∏
k=1
[
L(yk)
1z
k
(s)α1zk (n)
]
.
A similar situation as the one considered here is studied in Ristic et al. (2018), with the following
main differences: i) background noise might generate any number of spurious observations in addition
to the one originated from the signal (if any), ii) all the aspects of the problem are modelled with
deterministic uncertain variables and possibility functions, and iii) a non-linear HMM is considered
which requires the use of Monte-Carlo-inspired techniques to approximate the possibility functions
of interest.
5 Numerical study
We consider the statistical model of Section 4.4 in the case where θn and Xn represent the velocity
and the position of an object in a 1-dimensional space, i.e. X = Θ = R. A standard choice to model
this case is to consider
F =
[
1 ∆
0 1
]
, and G =
[
∆2/2
∆
]
,
where ∆ = 0.1 is the time step. The probability pd of detecting the state is set to different values
and α = 1− pd is considered. The duration of this scenario is N = 100 time steps. The observation
matrix is set to H =
[
1 0
]
and R = 0.5, which corresponds to an observation of the position. When
simulating data, both the position and the velocity are initialised randomly according to a normal
distribution with mean 0 and standard deviation 0.1.
The scenario is generated according to the standard probabilistic model on the observation space
Y = [−5, 5] with a uniform distribution for the noise-originated observations. Two methods are then
compared on this scenario, the first one is a probabilistic model to which all the true parameters are
given and the second one it the o.p.m.-based solution detailed above, where the distribution of the
noise is unknown and where the evolution of the parameter as well as the observation process are
not assumed to be known exactly. The mixtures of normal o.p.m.s involved in the propagation of
these models are simplified using pruning and merging procedures, the former with a threshold of
10−3 and the latter with a threshold of 3.22 for the square of the Mahalanobis distance. The results
in terms of root mean squared error (RMSE) and association error are given in Table 1, where the
RMSE is defined as √√√√ 1
M
M∑
i=1
N∑
k=1
|xˆik − x
∗
k|
2
with M the number of Monte Carlo runs, with xˆik the estimated position at time step k in the i
th
run and with x∗k the true position at time step k, and where the association error is defined as
1
MN
M∑
i=1
N∑
k=1
1zˆi
k
(z∗k)
with zˆik the estimated observation source in {s, n} at time step k in the i
th run and with z∗k the true
observation source at time k.
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Table 1: RMSE and association error averaged over M = 5000 Monte Carlo runs.
RMSE Association error
pd 0.9 0.8 0.7 0.9 0.8 0.7
O.p.m.-based 19.12 21.21 23.80 5.01% 9.64% 13.95%
Probabilistic 18.53 20.15 22.19 3.20% 6.00% 8.57%
The results shown in Table 1 indicate that the o.p.m.-based approach, although less accurate
than the probabilistic approach as expected, is able to provide reliabale estimates even under low
probability of detection. The association error for the o.p.m.-based approach, although significantly
higher than for the probabilistic method, remains lower than 15% for all considered values of pd in
spite of the lack of information on the distribution of the noise-originated observations.
An important aspect is that the quantification of uncertainty remains meaningful for the o.p.m.-
based approach as long as the actual probability of detection remains greater than α and for any
distribution of the noise. This is in contrast with the standard probabilistic approach where the
consequence of errors in the modelling of these aspects is less clear.
6 Conclusion
By introducing analogues of some fundamental and advanced concepts belonging to the probabilistic
and Bayesian paradigms and by showing that important properties of these concepts are preserved
when considering o.p.m.s instead of probability measures, we have provided a starting point for
the development of statistical methods based on the considered principles. From a mathematical
viewpoint, the gap between the representation of uncertainty on countable and uncountable sets
is more easily bridged when using possibility functions, assuming it is justified. From a modelling
viewpoint, the addition of deterministic uncertainty to the standard probabilistic framework makes
practical some discussions that were so far mostly philosophical. Finally, from a methodological
and numerical viewpoint, the potential gains in flexibility and computability could lead to the
introduction of efficient algorithms or to the justification of so-far heuristic ones.
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