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Abstract
This work is twofold. On one hand, we introduce the generalized Kurdyka- Lojasiewicz
property, a new concept that generalizes the classic Kurdyka- Lojasiewicz property by
employing nonsmooth desingularizing functions. On the other hand, through intro-
ducing the exact modulus of the generalized KL property, we provide an answer to
the open question: “What is the optimal desingularizing function?”, which fills a gap
in the current literature. The exact modulus is designed to be the smallest among all
possible desingularizing functions. Examples are also given to illustrate this pleasant
property. In turn, by using the exact modulus, we found the sharpest upper bound for
the total length of iterates generated by the celebrated Bolte-Sabach-Teboulle PALM
algorithm.
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1 Introduction
Throughout this paper,
Rn is the standard Euclidean space
with inner product 〈x, y〉 = xTy and the Euclidean norm ‖x‖ = √〈x, x〉 for x, y ∈ Rn.
Denote by N the set of positive natural numbers, i.e., N = {1, 2, 3, . . .}. The open ball
centered at x¯ with radius r is denoted by B(x¯; r). The distance function of a subset K ⊆ Rn
is dist(·, K) : Rn → R = (−∞,∞],
x 7→ dist(x,K) = inf{‖x− y‖ : y ∈ K},
where dist(x,K) ≡ ∞ if K = ∅. For f : Rn → R and r1, r2 ∈ [−∞,∞], we set [r1 < f <
r2] = {x ∈ Rn : r1 < f(x) < r2}. For η ∈ (0,∞], denote by Kη the class of functions
ϕ : [0, η)→ R+ satisfying: (i) ϕ : [0, η)→ R+ is concave and continuous with ϕ(0) = 0; (ii)
ϕ is C1 on (0, η); (iii) ϕ′(t) > 0 for all t ∈ (0, η). Before stating the goal of this paper, let us
recall the definition of the Kurdyka- Lojasiewicz property.
Definition 1.1 Let f : Rn → R be proper and lsc. We say f has the Kurdyka- Lojasiewicz
(KL) property at x¯ ∈ dom ∂f , if there exist neighborhood U 3 x¯, η ∈ (0,∞] and a function
ϕ ∈ Kη such that for all x ∈ U ∩ [0 < f − f(x¯) < η],
ϕ′
(
f(x)− f(x¯)) · dist (0, ∂f(x)) ≥ 1, (1)
where ∂f(x) denotes the limiting subdifferential of f at x, see Definition 2.1. The function
ϕ is called a desingularizing function of f at x¯ with respect to U and η. We say f is a KL
function if it has the KL property at every x¯ ∈ dom ∂f .
Originated from algebraic geometry, the KL property is a powerful tool for the convergence
of many proximal algorithms. In 2014, the milestone work by Bolte, Sabach and Teboulle [5]
showed that under the KL property and other mild assumptions, the sequence generated
by the proximal alternating linearized minimization (PALM) algorithm converges globally
to a stationary point of a nonconvex and nonsmooth objective function. Furthermore, the
trajectory of iterates has finite length property, i.e.,
∑∞
k=1 ‖zk+1 − zk‖ < ∞, where (zk)k∈N
is a sequence generated by PALM. This pleasant convergence mechanism owing to the KL
property has gained increasing attention, see, e.g., [1, 15, 17, 9, 14, 7] and the references
therein. These results, despite devoting to different algorithms, share a common theme: Em-
ploying the KL property to ensure that the sequence generated by the respective algorithm
has finite length property, see, e.g., [9, Lemma 3.5], [15, Theorem 3.1] and [1, Theorem 1].
This paper is devoted to answering the open question:
What is the optimal desingularizing function for the KL property?
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When verifying the KL property of f at x¯, one needs to find a desingularizing function
ϕ ∈ Kη for some η ∈ (0,∞] to “sharpen” the given function f around x¯. Most published
results emphasize on desingularizing functions of the form ϕ(t) = c · t1−θ for c > 0 and θ ∈
[0, 1), see Section 2. However, desingularizing functions of f at x¯ may be various and have
forms other than the prominent one. For example, both ϕ1(t) = arcsin(t − 1) + pi/2 and
ϕ2(t) =
√
t serve as desingularizing functions of the function f(x) = sin(x) at x¯ = −pi/2
with U = (−3pi/4,−pi/4) and η = 1. Such observation naturally leads to the aforementioned
question. However, to the best of our knowledge, there is no discussion about this question
in the current literature!
The main contributions of this paper are listed below:
• Definition 3.2 generalizes the KL property. Compared to the classic KL property, the
main difference is that we allow the desingularizing function to be non-differentiable.
• Proposition 3.9 shows that the exact modulus of the generalized KL property, given in
Definition 3.6, is the optimal desingularizing function. This result provides an answer
to the aforementioned question, which fills a gap in the current literature.
• Proposition 3.12 gives an explicit formula for the optimal desingularizing function of
locally convex and C1 functions on the real line. As such, every differentiable convex
function on the real line is a KL function.
• Theorem 4.5 provides the sharpest upper bound of ∑∞k=1 ‖zk+1 − zk‖, where (zk)k∈N is
a sequence generated by the PALM algorithm, which is an improvement of [5, Theorem
1].
Unlike the classic theory, the exact modulus of the generalized KL property takes various
forms depending on the given function. To further demonstrate advantages of the exact
modulus, we show in Proposition 3.19 that there exists a locally convex and C1 function,
which has the generalized KL property but desingularizing functions cannot take the usual
form ϕ(t) = c · t1−θ. It is also worth mentioning that, by using our technique in Theorem 4.5,
one may improve other algorithms adopting the KL property assumption.
The structure of this paper is as the following: Elements in variational analysis, classical
analysis and facts of the classical KL property are collected in Section 2. The generalized
KL property, the exact modulus and their properties are studied in Section 3. We revisit the
celebrated PALM algorithm in Section 4. Finally, some concluding remarks and directions
for the future work are presented in Section 5.
3
2 Preliminaries
2.1 Elements of variational and classical analysis
In this paper, we will use frequently the following subgradients in the nonconvex setting,
see, e.g., [12, 8].
Definition 2.1 Let f : Rn → R be a proper function. We say that
(i) v ∈ Rn is a Fre´chet subgradient of f at x¯ ∈ dom f , denoted by v ∈ ∂ˆf(x¯), if for every
x ∈ dom f ,
f(x) ≥ f(x¯) + 〈v, x− x¯〉+ o(‖x− x¯‖). (2)
(ii) v ∈ Rn is a limiting subgradient of f at x¯ ∈ dom f , denoted by v ∈ ∂f(x¯), if
v ∈ {v ∈ Rn : ∃xn f−→ x¯,∃vn ∈ ∂ˆf(xn), vn → v}, (3)
where xn
f−→ x¯ ⇔ xn → x¯ and f(xn) → f(x¯). Moreover, we set dom ∂f = {x ∈ Rn :
∂f(x) 6= ∅}. We say that x¯ ∈ dom ∂f is a stationary point, if 0 ∈ ∂f(x¯).
We follow the definition of proximal mapping in [5].
Definition 2.2 Let f : Rn → R be proper and lsc and let λ be a positive real. The proximal
mapping Proxfλ is defined by
Proxfλ(x) = argmin
y∈Rn
{
f(y) +
λ
2
‖x− y‖2
}
.
The following fact follows from [12, Theorem 1.25].
Fact 2.3 Let f : Rn → R be proper and lsc with infRn f > −∞. Then for λ ∈ (0,∞),
Proxfλ(x) is nonempty for every x ∈ Rn. Moreover, for every v ∈ Rn we have
Proxfλ
(
x− 1
λ
v
)
= argmin
y
{
〈y − x, v〉+ λ
2
‖x− y‖2 + f(y)
}
,∀x ∈ Rn.
Some well-known properties of convex functions on the real line are given in the following
fact.
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Fact 2.4 ([11, Section 24], [2, Chapter 17]) Let I ⊆ R be an open interval and let ϕ : I → R
be convex. Then
(i) The side derivatives ϕ′−(t) and ϕ
′
+(t) are finite at every t ∈ I. Moreover, ϕ′−(t) and
ϕ′+(t) are increasing.
(ii) ϕ is differentiable except at countably many points of I, and ϕ(s) − ϕ(t) =∫ s
t
ϕ′−(x)dx =
∫ s
t
ϕ′+(x)dx for all s, t ∈ I.
(iii) Let t ∈ I. Then for every s ∈ I, ϕ(s)− ϕ(t) ≥ ϕ′−(t) · (s− t).
The following result concerns the absolute continuity of integrals.
Fact 2.5 [13, Theorem 6.79] Let f ∈ L1. Then for each ε > 0, there exists δ > 0 such that∫
E
|f(x)|ds < ε,
whenever m(E) < δ, where E is a Lebesgue-measurable set and m(E) denotes the Lebesgue
measure of the set E.
2.2 The Kurdyka- Lojasiewicz property
In this subsection, we collect several facts about the KL property. It is easy to see from
these results that the classic theory of the KL property emphasizes desingularizing functions
of the form ϕ(t) = c · t1−θ, where c > 0 and θ ∈ [0, 1).
Fact 2.6 [6, Lemma 2.1] Let f : Rn → R be proper and lsc. Let x¯ ∈ dom ∂f be a non-
stationary point and let θ ∈ [0, 1). Then there exists ε ∈ (0, 1] such that f has the KL
property at x¯ with respect to U = B(x¯; ε), η = ε and ϕθ(t) = t
1−θ
ε(1−θ) .
The KL property is related to convexity through the following fact.
Fact 2.7 [5, Example 5] Let f : Rn → R be a proper, lsc and convex function. Let
x¯ ∈ argmin f 6= ∅. Assume that f satisfies the following growth condition: There exist
neighborhood U 3 x¯, η > 0, c > 0 and r ≥ 1 such that for x ∈ U ∩ [min f < f < min f + η]
f(x) ≥ f(x¯) + c · dist(x, argmin f)r. (4)
Then f has the KL property at x¯ with respect to U , η and ϕ(t) = rc−1/rt1/r.
5
Example 2.8 Let f1(x) = |x|p, f2(x) = − ln(1 − |x|p) and f3(x) = tan(|x|p) for p ≥ 1.
For each i ∈ {1, 2, 3}, fi(x) satisfies the KL property at x¯ = 0 with respect to U = dom fi,
η =∞ and ϕ(t) = p · t1/p.
Proof. Note that (− ln(1− t))′ = 1/(1− t) ≥ 1 for 0 ≤ t < 1 and (tan(t))′ = 1/ cos2(t) ≥ 1
for t ∈ [0, pi/2). Hence for i ∈ {1, 2, 3} we have fi(x) ≥ |x|p on dom fi. Furthermore one has
for x ∈ R ∩ [0 < fi − fi(x¯) <∞]
fi(x) ≥ fi(x¯) + |x|p = dist(x, argmin fi)p,
where the last equality holds because fi has unique minimizer x¯ = 0 for each i ∈ {1, 2, 3}.
Hence by applying Fact 2.7 we conclude that fi has the KL property with respect to U = R,
η =∞ and ϕ(t) = rc−1/rt1/r with c = 1 and r = p. 
Another celebrated result states that semialgebraic functions have the KL property.
Definition 2.9 (i) A set E ⊆ Rn is called semialgebraic, if there exist finitely many poly-
nomials gij, hij : Rn → R such that
E =
p⋃
j=1
q⋂
i=1
{x ∈ Rn : gij(x) = 0 and hij(x) < 0}.
(ii) A function f : Rn → R is called semialgebraic, if its graph
gph f = {(x, y) ∈ Rn+1 : f(x) = y}
is semialgebraic.
Fact 2.10 [3, Corollary 16] Let f : Rn → R be a proper and lsc function and let x¯ ∈ dom ∂f .
If f is semialgebraic, then it has the KL property at x¯ with ϕ(t) = c · t1−θ for some c > 0
and θ ∈ [0, 1).
Remark 2.11 (i) According to [5, Examples 2–3], semialgebraic functions include real poly-
nomials, indicator functions of semialgebraic sets and the sparsity measure ‖·‖0 defined by
(∀x ∈ Rn) ‖x‖0 = Number of non-zero coordinates of x.
However, the exponential function ex is not semialgebraic.
(ii) Despite it is well-known that real-polynomials are semialgebraic thus have the KL
property, it is until very recently did Bolte, Nguyen, Peypouquet and Suter [4, Corollary 9]
provide an explicit formula for desingularizing functions of convex piecewise polynomials.
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3 The generalized KL property and its exact modulus
In this section, we provide an answer to the open question: “What is the optimal desingu-
larizing function for the KL property?”. To this end, the generalized Kurdyka- Lojasiewicz
property and its exact modulus are introduced. We will show that the exact modulus is the
optimal desingularizing function, in the sense that it is the smallest among all desingularizing
functions.
3.1 The generalized KL property
For η ∈ (0,∞], denote by Φη the class of functions ϕ : [0, η) → R+ satisfying the following
conditions: (i) ϕ(t) is right-continuous at t = 0 with ϕ(0) = 0; (ii) ϕ is concave and strictly
increasing on [0, η). Recall that the left derivative of ϕ : [0,∞)→ R at t ∈ (0,∞) is defined
by
ϕ′−(t) = lim
s→t−
ϕ(s)− ϕ(t)
s− t .
Some useful properties of ϕ ∈ Φη are collected below.
Lemma 3.1 For η ∈ (0,∞] and ϕ ∈ Φη, the following assertions hold:
(i) Let t > 0. Then ϕ(t) = limu→0+
∫ t
u
ϕ′−(s)ds =
∫ t
0
ϕ′−(s)ds.
(ii) The function t 7→ ϕ′−(t) is decreasing and ϕ′−(t) > 0 for t ∈ (0, η).
(iii) For 0 ≤ s < t < η, ϕ′−(t) ≤ ϕ(t)−ϕ(s)t−s .
Proof. (i) Invoking Fact 2.4(ii) yields
ϕ(t) = lim
u→0+
(
ϕ(t)− ϕ(u)) = lim
u→0+
∫ t
u
ϕ′−(s)ds <∞,
where the first equality holds because ϕ is right-continuous at 0 with ϕ(0) = 0. Let (un)n∈N
be a decreasing sequence with u1 < t such that un → 0+ as n → ∞. For each n, define
hn : (0, t]→ R+ by hn(s) = ϕ′−(s) if s ∈ (un, t] and hn(s) = 0 otherwise. Then the sequence
(hn)n∈N satisfies: (a) hn ≤ hn+1 for every n ∈ N; (b) hn(s) → ϕ′−(s) pointwise on (0, t); (c)
The integral
∫ t
0
hn(s)ds =
∫ t
un
ϕ′−(s)ds = ϕ(t) − ϕ(un) < ∞ for every n ∈ N. Hence the
monotone convergence theorem implies that
lim
u→0+
∫ t
u
ϕ′−(s)ds = lim
n→∞
∫ t
un
ϕ′−(s)ds = lim
n→
∫ t
0
hn(s)ds =
∫ t
0
ϕ′−(s)ds.
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(ii) According to Fact 2.4(i), the function t 7→ ϕ′−(t) is decreasing. Suppose that ϕ′−(t0) = 0
for some t0 ∈ (0, η). Then by the monotonicity of ϕ′− and (i), we would have ϕ(t)− ϕ(t0) =∫ t
t0
ϕ′−(s)ds ≤ (t − t0)ϕ′−(t0) = 0 for t > t0, which contradicts to the assumption that ϕ is
strictly increasing.
(iii) For 0 < s < t < η, applying Fact 2.4(iii) to the convex function −ϕ yields that
−ϕ(s) +ϕ(t) ≥ −ϕ′−(t)(s− t)⇔ ϕ′−(t) ≤
(
ϕ(t)−ϕ(s))/(t− s). The desired inequality then
follows from the right-continuity of ϕ at 0. 
Definition 3.2 Let f : Rn → R be proper and lsc. Let x¯ ∈ dom ∂f and µ ∈ R, and let
V ⊆ dom ∂f be a nonempty subset.
(i) We say that f has the generalized Kurdyka- Lojasiewicz property (g-KL) at x¯ ∈ dom ∂f ,
if there exist neighborhood U 3 x¯, η ∈ (0,∞] and ϕ ∈ Φη, such that for all x ∈ U ∩ [0 <
f − f(x¯) < η],
ϕ′−
(
f(x)− f(x¯)) · dist (0, ∂f(x)) ≥ 1. (5)
(ii) Suppose that f(x) = µ on V . We say f has the uniform generalized Kurdyka-
 Lojasiewicz property on V , if there exist U ⊃ V , η ∈ (0,∞] and ϕ ∈ Φη such that for
every x ∈ U ∩ [0 < f − µ < η],
ϕ′−
(
f(x)− µ) · dist (0, ∂f(x)) ≥ 1. (6)
Remark 3.3 (i) It is easy to see that the uniform generalized KL property on V reduces
to the generalized KL property at x¯ if V = {x¯}. This uniformized notion will be used in
Section 4.
(ii) The KL property (Definition 1.1) implies the generalized KL property because Kη ⊆
Φη. However, the generalized notion allows desingularizing functions to be non-differentiable.
In the rest of this subsection, we work towards generalizing a result by Bolte, Sabach
and Teboulle [5, Lemma 6], whose proof we will follow. For nonempty subset Ω ⊆ Rn and
ε ∈ (0,∞], define Ωε = {x ∈ Rn : dist(x,Ω) < ε}. Let us recall the Lebesgue number
lemma [10, Theorem 55].
Lemma 3.4 Let Ω ⊆ Rn be a nonempty compact subset. Suppose that {Ui}pi=1 is a finite
open cover of Ω. Then there exists ε > 0, which is called the Lebesgue number of Ω, such
that
Ω ⊆ Ωε ⊆
p⋃
i=1
Ui.
Proposition 3.5 below connects the generalized KL property to its uniform counterpart,
generalizes [5, Lemma 6], and will play a key role in Section 4.
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Proposition 3.5 Let f : Rn → R be proper lsc and let µ ∈ R. Let Ω ⊆ dom ∂f be
a nonempty compact set on which f(x) = µ for all x ∈ Ω. Suppose that f satisfies the
generalized KL property at each x ∈ Ω. Then there exist ε > 0, η ∈ (0,∞] and ϕ(t) ∈ Φη
such that f has the uniform generalized KL property on Ω with respect to U = Ωε, η and ϕ.
Proof. For each x ∈ Ω, there exist ε = ε(x) > 0, η = η(x) ∈ (0,∞] and ϕ(t) = ϕx(t) ∈ Φη
such that for y ∈ B(x; ε) ∩ [0 < f − f(x) < η],
ϕ′−
(
f(y)− f(x)) · dist (0, ∂f(y)) ≥ 1.
Note that Ω ⊆ ⋃x∈Ω B(x; ε). By the compactness, there exist x1, . . . , xp ∈ Ω such that
Ω ⊆ ⋃pi=1 B(xi; εi). Moreover, for each i and x ∈ B(xi; εi) ∩ [0 < f − f(xi) < ηi] =
B(xi; εi) ∩ [0 < f − µ < ηi], one has
(ϕi)
′
−
(
f(x)− µ) · dist (0, ∂f(x)) ≥ 1. (7)
Define ϕ(t) =
∑p
i=1 ϕi(t) and η = min1≤i≤p ηi. It is easy to see that ϕ belongs to Φη. By
using Lemma 3.4, there exists ε > 0 such that Ω ⊆ Ωε ⊆
⋃p
i=1 B(xi; εi), which by the fact
that η ≤ ηi for every i further implies that
x ∈ Ωε ∩ [0 < f − µ < η]⇒ ∃i0, s.t., x ∈ B(xi0 ; εi0) ∩ [0 < f − µ < ηi0 ].
Hence for every x ∈ Ωε ∩ [0 < f − µ < η], one has
ϕ′−
(
f(x)− µ) · dist (0, ∂f(x)) ≥ (ϕi0)′−(f(x)− µ) · dist (0, ∂f(x)) ≥ 1,
where the first inequality holds because (ϕi)
′
−(t) > 0, see Lemma 3.1, and the last one is
implied by (7). 
3.2 The exact modulus of the generalized KL property
Definition 3.6 Let f : Rn → R be proper and lsc. Let x¯ ∈ dom ∂f and let U ⊆ dom ∂f be
a neighborhood of x¯. Let η ∈ (0,∞]. Furthermore, define h : (0, η)→ R by
h(s) = sup
{
dist−1
(
0, ∂f(x)
)
: x ∈ U ∩ [0 < f − f(x¯) < η], s ≤ f(x)− f(x¯)}.
Suppose that h(s) <∞ for s ∈ (0, η). The exact modulus of the generalized KL property of
f at x¯ with respect to U and η is the function ϕ˜ : [0, η)→ R+,
t 7→
∫ t
0
h(s)ds, ∀t ∈ (0, η), (8)
and ϕ˜(0) = 0. If U ∩ [0 < f − f(x¯) < η] = ∅ for given U 3 x¯ and η > 0, then we set the
exact modulus with respect to U and η to be ϕ˜(t) ≡ 0.
9
Some comments on the definition of the exact modulus ϕ˜ are in order.
Remark 3.7 (i) Note that lims→0+ h(s) could be infinity, in which case the function ϕ˜(t)
represents a limit of Riemann or Lebesgue integrals. For instance, let f(x) = x2 and consider
the exact modulus of the generalized KL property of f at 0 with respect to U = R and η =∞.
Then we have dist
(
0, ∂f(x)
)
= |f ′(x)| = |2x|, and
h(s) = sup
{|2x|−1 : x ∈ R ∩ [0 < f <∞], s ≤ x2}
= sup
{|2x|−1 : |x| ≥ √s} = 1/ (2√s) .
Hence lims→0+ h(s) =∞.
(ii) The assumption that h(s) < ∞ for s ∈ (0, η) is necessary. For example, consider the
exact modulus of the generalized KL property of the function f(x) = 1 − e−|x| at 0. Then
one has for x 6= 0, dist−1 (0, ∂f(x)) = e|x|. Let U = R and η1 = 1. Then
h1(s) = hU,η1(s) = sup
{
dist−1
(
0, ∂f(x)
)
: R ∩ [0 < f < 1], s ≤ f(x)}
= sup
{
e|x| : |x| > − ln(1− s)} =∞.
This kind of pathological behavior can be avoided by shrinking the set U∩[0 < f−f(x¯) < η].
Let η2 ∈ (0, 1). Consequently we have
h2(s) = hU,η2(s) = sup
{
dist−1(0, ∂f(x)) : x ∈ R ∩ [0 < f < η2], s ≤ f(x)
}
= sup{e|x| : − ln(1− s) ≤ |x| < − ln(1− η2)} = 1
1− η2 .
The exact modulus ϕ˜ is designed to be the optimal desingularizing function. To show this,
an lemma helps.
Lemma 3.8 Let η ∈ (0,∞] and let h : (0, η)→ R+ be a positive-valued decreasing function.
Define ϕ(t) =
∫ t
0
h(s)ds for t ∈ (0, η) and set ϕ(0) = 0. Suppose that ϕ(t) <∞ for t ∈ (0, η).
Then ϕ is a strictly increasing concave function on [0, η) with
ϕ′−(t) ≥ h(t)
for t ∈ (0, η), and right-continuous at 0. If in addition h is a continuous function, then ϕ is
C1 on (0, η).
Proof. Let 0 < t0 < t1 < η. Then ϕ(t1) − ϕ(t0) =
∫ t1
t0
h(s)ds ≥ (t1 − t0) · h(t1) > 0, which
means ϕ is strictly increasing. Applying Fact 2.5, one concludes that ϕ(t) → ϕ(0) = 0 as
t→ 0+. The concavity of ϕ and the inequality ϕ′−(t) ≥ h(t) follow from a similar argument
as in [11, Theorem 24.2]. If in addition h is continuous, then by applying the fundamental
theorem of calculus, one concludes that ϕ is C1 on (0, η). 
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Proposition 3.9 Let f : Rn → R be proper lsc and let x¯ ∈ dom ∂f . Let U be a nonempty
neighborhood of x¯ and η ∈ (0,∞]. Let ϕ ∈ Φη and suppose that f has the generalized KL
property at x¯ with respect to U , η and ϕ. Then the exact modulus of the generalized KL
property of f at x¯ with respect to U and η, denoted by ϕ˜, is well-defined and satisfies
ϕ˜(t) ≤ ϕ(t), ∀t ∈ [0, η).
Moreover, the function f has the generalized KL property at x¯ with respect to U , η and ϕ˜.
Furthermore, the exact modulus ϕ˜ satisfies
ϕ˜ = inf
{
ϕ ∈ Φη : ϕ is a desingularizing function of f at x¯ with respect to U and η
}
.
Proof. Let us show first that ϕ˜(t) ≤ ϕ(t) on [0, η), from which the well-definedness of ϕ˜
readily follows. If U ∩ [0 < f − f(x¯) < η] = ∅, then by our convention ϕ˜(t) = 0 ≤ ϕ(t)
for every t ∈ [0, η). Therefore we proceed with assuming U ∩ [0 < f − f(x¯) < η] 6= ∅. By
assumption, one has for x ∈ U ∩ [0 < f − f(x¯) < η],
ϕ′−
(
f(x)− f(x¯)) · dist (0, ∂f(x)) ≥ 1.
which guarantees that dist
(
0, ∂f(x)
)
> 0. Fix s ∈ (0, η) and recall from Lemma 3.1(i) that
ϕ′−(t) is decreasing. Then for x ∈ U ∩ [0 < f − f(x¯) < η] with s ≤ f(x)− f(x¯) we have
dist−1
(
0, ∂f(x)
) ≤ ϕ′−(f(x)− f(x¯)) ≤ ϕ′−(s).
Taking the supremum over all x ∈ U ∩ [0 < f − f(x¯) < η] satisfying s ≤ f(x)− f(x¯) yields
h(s) ≤ ϕ′−(s),
where h(s) = sup
{
dist−1
(
0, ∂f(x)
)
: x ∈ U ∩ [0 < f − f(x¯) < η], s ≤ f(x) − f(x¯)}. If
lims→0+ h(s) =∞, then one needs to treat ϕ˜(t) as an improper integral. For t ∈ (0, η), one
has
ϕ˜(t) = lim
u→0+
∫ t
u
h(s)ds ≤ lim
u→0+
∫ t
u
ϕ′−(s)ds = ϕ(t) <∞,
where the last equality follows from Lemma 3.1. If lims→0+ h(s) < ∞, then the above
argument still applies.
Recall that dist
(
0, ∂f(x)
)
> 0 for every x ∈ U ∩ [0 < f − f(x¯) < η]. Hence h(s) is
positive-valued. Take s1, s2 ∈ (0, η) with s1 ≤ s2. Then for x ∈ U ∩ [0 < f − f(x¯) < η], one
has
s2 ≤ f(x)− f(x¯)⇒ s1 ≤ f(x)− f(x¯),
implying that h(s2) ≤ h(s1). Therefore h(s) is decreasing. Invoking Lemma 3.8, one con-
cludes that ϕ˜ ∈ Φη and ϕ′−(t) ≥ h(t) for every t ∈ (0, η).
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Let t ∈ (0, η). Then for x ∈ U ∩ [0 < f − f(x¯) < η] with t = f(x)− f(x¯) we have
ϕ˜′−
(
f(x)− f(x¯)) ≥ h(t) ≥ dist−1 (0, ∂f(x)),
where the last inequality is implied by the definition of h(s), from which the generalized KL
property readily follows because t is arbitrary.
Recall that ϕ is an arbitrary desingularizing function of f at x¯ with respect to U and η,
and ϕ˜(t) ≤ ϕ(t) for all t ∈ [0, η). Hence one has
ϕ˜ ≤ inf {ϕ ∈ Φη : ϕ is a desingularizing function of f at x¯ with respect to U and η}.
On the other hand, the converse inequality holds as ϕ˜ is a desingularizing function of f at
x¯ with respect to U and η. 
At non-stationary points, Fact 2.6 asserts that the desingularizing function is ϕθ(t) =
t1−θ/(ε(1 − θ)) with θ ∈ [0, 1) and ε ∈ (0, 1]. The following example shows that our exact
modulus at non-stationary points is quite different.
Example 3.10 Let a > 0 and x¯ < a. Consider the function f : R→ R given by
f(x) =
{
− ln(a− x), x < a;
∞, otherwise.
Then f has no stationary points, and admits ϕ˜(t) = (a− x¯)(1− e−t) as the exact modulus
of generalized KL property of f at x¯ with respect to U = R and η =∞.
Proof. Note that f is smooth on (−∞, a). Hence one gets ∂f(x) = f ′(x) = 1/(a − x) > 0
for every x < a. Let s ∈ (0,∞). Then one has 0 < f(x) − f(x¯) < ∞ ⇔ x¯ < x < a by the
fact that f(x) is increasing. Moreover, we have
s ≤ f(x)− f(x¯) = − ln(a− x) + ln(a− x¯) = ln
(
a− x¯
a− x
)
⇔ x ≥ a− e−s(a− x¯).
Note that a− e−s(a− x¯) > a− (a− x¯) = x¯ for s ∈ (0,∞). Then we have
h(s) = sup
{|a− x| : x ∈ U ∩ [0 < f − f(x¯) <∞], s ≤ f(x)− f(x¯)}
= sup
{|a− x| : a− e−s(a− x¯) ≤ x < a} = |e−s(a− x¯)| = e−s(a− x¯).
It then follows from the definition of ϕ˜(t) that
ϕ˜(t) =
∫ t
0
h(s)ds =
∫ t
0
e−s(a− x¯)ds = (1− e−t)(a− x¯),
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as claimed. 
Our next set of examples shows that the optimal desingularizing function for the gener-
alized KL property is not necessarily differentiable, which justifies the nonsmooth extension
of desingularizing functions in Definition 3.2.
Example 3.11 The following statements are true:
(i) Let ρ > 0. Consider the function given by
f(x) =
{
2ρ|x| − 3ρ2/2, |x| > ρ;
|x|2/2, |x| ≤ ρ.
Then the function
ϕ˜1(t) =
{√
2t, 0 ≤ t ≤ ρ2/2;
t/(2ρ) + 3ρ/4, t > ρ2/2,
is the exact modulus of the generalized KL property of f at x¯ = 0 with respect to
U = R and η =∞.
(ii) Consider the following function
g(x) =
{
1− e−|x|, |x| ≤ 1;
(1− e−1)|x|, |x| > 1.
Then the function
ϕ˜2(t) =
{
e · t, t < 1− e−1;
e
e−1 · t+ e− 2, t ≥ 1− e−1,
is the exact modulus of generalized KL property of g at x¯ = 0 with respect to U = R
and η =∞.
Proof. (i) Note that for x 6= 0, one has
dist
(
0, ∂f(x)
)
=
{
|x|, 0 < |x| ≤ ρ;
2ρ, |x| > ρ. ⇒ dist
−1 (0, ∂f(x)) = {1/|x|, 0 < |x| ≤ ρ;
1/2ρ, |x| > ρ.
It follows that for s ∈ (0, ρ2/2],
h1(s) = sup
{
dist−1
(
0, ∂f(x)
)
: x ∈ R ∩ [0 < f <∞], s ≤ f(x)}
= sup
{
dist−1
(
0, ∂f(x)
)
: |x| ≥
√
2s
}
= 1/
√
2s,
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and for s > ρ2/2
h1(s) = sup
{
dist−1
(
0, ∂f(x)
)
: x ∈ R ∩ [0 < f <∞], s ≤ f(x)}
= sup
{
dist−1
(
0, ∂f(x)
)
: x 6= 0, |x| ≥ s/(2ρ) + 3ρ/4} = 1/(2ρ).
Hence ϕ˜(t) =
∫ t
0
h1(s)ds =
√
2t for t ≤ ρ2/2 and ϕ˜1(t) =
∫ t
ρ2/2
h1(s)ds +
∫ ρ2/2
0
h1(s)ds =
t/(2ρ)− ρ/4 + ρ = t/(2ρ) + 3ρ/4.
(ii) For nonzero x, we have
dist
(
0, ∂g(x)
)
=
{
e−1
e
, |x| > 1;
e−|x|, 0 < |x| ≤ 1. ⇒ dist
−1 (0, ∂g(x)) = { ee−1 , |x| > 1;
e|x|, 0 < |x| ≤ 1.
Hence for s ∈ (0, 1− e−1],
h2(s) = sup
{
dist−1
(
0, ∂g(x)
)
: x ∈ R ∩ [0 < g <∞], s ≤ g(x)}
= sup
{
dist−1
(
0, ∂g(x)
)
: x 6= 0, |x| ≥ − ln(1− s)} = e,
while for s ∈ (1− e−1,∞),
h2(s) = sup
{
dist−1
(
0, ∂g(x)
)
: x ∈ R ∩ [0 < g <∞], s ≤ g(x)}
= sup
{
dist−1
(
0, ∂g(x)
)
: x 6= 0, x ≥ e
e− 1s
}
=
e
e− 1 .
Then ϕ˜2(t) =
∫ t
0
eds = e · t for t ∈ (0, 1 − e−1] and ϕ˜2(t) = e · (1 − e−1) +
∫ t
1−e−1
e
e−1ds =
e
e−1 · t+ e− 2 for t ∈ (1− e−1,∞). 
It is difficult to compute directly the exact modulus of the generalized KL for multi-variable
functions, due to its complicated definition. However, on the real line, we have the following
pleasing formula.
Proposition 3.12 Let f : R → R be proper and lsc. Let x¯ be a stationary point. Suppose
that there exists an interval (a, b) ⊆ int dom f , where −∞ ≤ a < b ≤ ∞, on which f is
convex on (a, b) and C1 on (a, b)\{x¯}. Set η = min{f(a) − f(x¯), f(b) − f(x¯)}, f1(x) =
f(x+ x¯)− f(x¯) for x ∈ (a− x¯, 0] and f2(x) = f(x+ x¯)− f(x¯) for [0, b− x¯). Furthermore,
define ϕ˜ : [0, η)→ R+,
t 7→
∫ t
0
max
{
(−f−11 )′(s), (f−12 )′(s)
}
ds, ∀t ∈ (0, η) (9)
and ϕ˜(0) = 0. Then ϕ˜(t) is the exact modulus of the generalized KL property at x¯ with
respect to U = (a, b) and η. Note that we set f(x) = ∞ if x = ±∞ and (f−1i )′ ≡ 0 if f−1i
does not exist.
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Proof. Replacing f(x) by g(x) = f(x + x¯) − f(x¯) if necessary, we assume without loss of
generality that x¯ = 0 and f(x¯) = 0. Then by the assumption that x¯ = 0 is a stationary
point, we have 0 ∈ ∂f(0) = [f ′−(0), f ′+(0)], meaning that f ′−(0) ≤ 0 ≤ f ′+(0). We learn from
Fact 2.4 that f ′−(x) and f
′
+(x) are increasing functions. Combining the C
1 assumption, we
have f ′(x) = f ′−(x) ≤ f ′−(0) ≤ 0 on (a, 0) and f ′(x) = f ′+(x) ≥ f ′+(0) ≥ 0 on (0, b). Hence
one gets that for x ∈ (a, b)\{0}
dist
(
0, ∂f(x)
)
= |f ′(x)| =
{
−f ′(x) = −f ′1(x), x ∈ (a, 0);
f ′(x) = f ′2(x), x ∈ (0, b),
meaning that the function x 7→ dist (0, ∂f(x)) is decreasing on (a, 0) and increasing on (0, b).
Now we work towards showing that h(s) = max
{
(−f−11 )′(s), (f−12 )′(s)
}
, where h(s) is the
function given in Definition 3.6. Recall that f ′(x) is increasing on (a, b)\{0} with f ′(x) ≤ 0
on (a, 0) and f ′(x) ≥ 0 on (0, b). Shrinking the interval (a, b) if necessary, we only need to
consider the following cases:
Case 1: Consider first the case where f ′1(x) < 0 for x ∈ (a, 0) and f ′2(x) > 0 for x ∈ (0, b).
Then both f1 and f2 are invertible and we have
dist−1
(
0, ∂f(x)
)
=
{
−1/f ′1(x), a < x < 0;
1/f ′2(x), 0 < x < b.
Fix s ∈ (0, η). For x ∈ (a, 0), on which f1 is decreasing, we have
s ≤ f(x) = f1(x)⇔ f−11 (s) ≥ x. (10)
Similarly for x ∈ (0, b) we have
s ≤ f(x) = f2(x)⇔ f−12 (s) ≤ x. (11)
Hence one concludes that for x ∈ (a, b),
s ≤ f(x)⇔ x ∈ (a, f−11 (s)] ∪ [f−12 (s), b).
On the other hand, we have 0 < f(x) < η ⇔ x ∈ (f−11 (η), f−12 (η))\{0}, where f−11 (η) > a
and f−12 (η) < b, which means (a, b) ∩ [0 < f < η] = (f−11 (η), f−12 (η))\{0}.
Altogether, we conclude that the function h : (0, η)→ R given in Definition 3.6 satisfies
h(s) = sup
{
dist−1
(
0, ∂f(x)
)
: x ∈ (a, b) ∩ [0 < f < η], s ≤ f(x)}
= sup
{
dist−1
(
0, ∂f(x)
)
: x ∈ (f−11 (η), f−11 (s)] ∪ [f−12 (s), f−12 (η))
}
= max
{− 1/(f ′1)(f−11 (s)), 1/(f ′2)(f−12 (s))}
= max
{
(−f−11 )′(s), (f−12 )′(s)
}
,
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where the third equality is implied the fact that x 7→ dist−1 (0, ∂f(x)) is increasing on (a, 0)
and decreasing on (0, b).
Case 2: If f ′(x) = 0 on (a, 0) and f ′(x) > 0 on (0, b), then f2 is invertible and (f−12 )
′(s) =
1/f ′(f−12 (s)) > 0 on (0, η). Note that by our convention (f
−1
1 )
′(s) is set to be zero for all s.
Hence it suffices to prove h(s) = (f−12 )
′(s). For s ∈ (0, η)
h(s) = sup
{
dist−1
(
0, ∂f(x)
)
: x ∈ U ∩ [0 < f < η], s ≤ f(x)}
= sup
{
1/f ′2(x) : x ∈ [f−12 (s), b)
}
= 1/f ′2(f
−1
2 (s)) = (f
−1
2 )
′(s),
where the second equality is implied by (11), U ∩ [0 < f < η] = (0, b) and the fact that
1/f ′2(x) is decreasing on (0, b).
Case 3: If f ′(x) < 0 on (a, 0) and f ′(x) = 0 on (0, b), then f1 is invertible. A similar
argument proves that h(s) = (−f−11 )′(s).
Case 4: Now we consider the case where f ′(x) = 0 on (a, b), in which case U ∩ [0 <
f < η] = ∅ and the corresponding exact modulus is ϕ˜ ≡ 0 by our convention. Moreover,
(−f−11 )′(s) and (f−12 )′(s) are set to be constant 0. Hence we have ϕ˜(t) =
∫ t
0
0 ds = 0, which
completes the proof. 
Combining Fact 2.6 and Proposition 3.12, we immediately obtain:
Corollary 3.13 Let f : (a, b) → R be a differentiable convex function. Then f is a KL
function, i.e., f satisfies the KL-property at every point of (a, b).
When proving the above Proposition 3.12, our initial attempt is to take η > 0 sufficiently
small so that t 7→ max{−f−11 (t), f−12 (t)} becomes either −f−11 or f−12 on [0, η). This attempt
leads to a question of independent interest: Let f and g be two smooth strictly increasing
convex functions defined on [0,∞) with f(0) = g(0).
Is inf{x > 0 : f(x) = g(x)} always positive?
The answer is negative, as our next example shows.
Example 3.14 There exist strictly increasing convex C2 functions f, g : R+ → R+ with
f(0) = g(0) = 0 such that inf{x > 0 : f(x) = g(x)} = 0. To be specific, let h : R → R be
given by
h(x) =
{
sin
(
1
x
)
e−
1
x2 , x 6= 0;
0, x = 0.
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Define h′′+(s) = max{h′′(s), 0} and h′′−(s) = −min{h′′(s), 0}. Furthermore, set f1(x) =∫ x
0
h′′−(t)dt and g1(x) =
∫ x
0
h′′+(t)dt. Then the functions f, g : R+ → R+ given by
g(x) =
∫ x
0
g1(t)dt, f(x) =
∫ x
0
f1(t)dt
are strictly increasing convex and C2 functions with f(0) = g(0) = 0, and satisfy g(x) −
f(x) = h(x). Hence inf{x > 0 : f(x) = g(x)} = inf{x > 0 : h(x) = 0} = 0.
Proof. Note that h(x) ∈ C∞. We now show that h is a difference of convex functions.
Observe from the definition that h′′+(s) and h
′′
−(s) are positive-valued and continuous. Then
by the fundamental theorem of calculus, g1(x) and f1(x) are both increasing C
1 functions
with f ′1(x) = h
′′
−(x) and g
′
1(x) = h
′′
+(x). Since h
′′(x) = h′′+(x)− h′′−(x), one has
g1(x)− f1(x) =
∫ x
0
h′′(s)ds = h′(x)− h′(0) = h′(x).
Suppose that there exists x0 > 0 such that g1(x0) = 0. Then g1(x) = 0 for x ∈ (0, x0), which
implies h′′(x) ≤ 0 on (0, x0). This is impossible because h′′(x) oscillates between positive
and negative infinitely many times when x → 0+. Hence g1 is strictly positive. A similar
argument shows that f1 is also strictly positive. Then applying the fundamental theorem of
calculus, one concludes that f and g are strictly increasing C2 functions with f ′(x) = f ′1(x)
and g′(x) = g′1(x). Lemma 3.8 implies that f and g are both convex. Furthermore, we have
g(x)− f(x) =
∫ x
0
h′(s)ds = h(x)− h(0) = h(x).
Hence inf{x > 0 : f(x) = g(x)} = inf{x > 0 : h(x) = 0} = inf{ 1
npi
: n ∈ N} = 0. 
With Proposition 3.12 at hand, we can now compute effectively the exact modulus of
the generalized KL property for locally convex and C1 functions on the line. The following
set of examples shows that, unlike the classic characterizations, the optimal desingularizing
function may have various forms depending on the given function.
Example 3.15 Let p ≥ 1. Then the following assertions hold:
(i) The exact modulus of the generalized KL property of f(x) = |x|p at 0 with respect to
U1 = R and η1 =∞ is ϕ˜1(t) = p
√
t.
(ii) The exact modulus of the generalized KL property of g(x) = − ln(1− |x|p) at 0 with
respect to U2 = (−1, 1) and η2 =∞ is ϕ˜2(t) = p
√
1− exp(−t).
(iii) The exact modulus of the generalized KL property of h(x) = tan |x|p at 0 with respect
to U3 = (−pi/2, pi/2) and η3 =∞ is ϕ˜3(t) = p
√
arctan t.
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(iv) The exact modulus of the generalized KL property of k(x) = |x|p − ln(1 − |x|p) at 0
with respect to U4 = (−1, 1) and η4 = ∞ is ϕ˜4(t) = p
√
1−W(e1−t), where W denotes the
Lambert W function.
Proof. (i) Define f1(x) = f(x) for x ≤ 0 and f2(x) = f(x) for x ≥ 0. Since s = |x|p ⇔ |x| =
p
√
s for s ∈ (0,∞), we conclude that −f−11 (s) = f−12 (s) = p
√
s. Applying Proposition 3.12,
one gets
ϕ˜1(t) =
∫ t
0
max
{
(−f−11 )′(s), (f−12 )′(s)
}
ds = f−12 (t) =
p
√
t.
(ii) Define g1(x) = g(x) for x ∈ (−1, 0] and g2(x) = g(x) for x ∈ [0, 1). Note that
s = − ln(1 − |x|p) ⇔ |x| = p√1− exp(1− s) for s ∈ (0,∞). Then one has −g−11 (s) =
g−12 (s) =
p
√
1− exp(−t). Consequently, we have
ϕ˜2(t) =
∫ t
0
max
{
(−g−11 )′(s), (g−12 )′(s)
}
ds = p
√
1− exp(−t).
(iii) Define h1(x) = h(x) for x ∈ (−pi/2, 0] and h2(x) = h(x) for x ∈ [0, pi/2). For s ∈
(0,∞), one has −h−11 (s) = h−12 (s) = p
√
arctan(s) because s = tan(|x|p)⇔ |x| = p√arctan(s).
It then follows that
ϕ˜3(t) =
∫ t
0
max
{
(−h−11 )′(s), (h−12 )′(s)
}
ds = p
√
arctan(t).
(iv) Define k1(x) = k(x) for x ∈ (−1, 0) and k2(x) = k(x) for x ∈ (0, 1). For s ∈ (0, η),
s = |x|p − ln(1 − |x|p) ⇔ e−|x|p(1 − |x|p) = e−s ⇔ e1−|x|p(1 − |x|p) = e1−s. Hence one has
1 − |x|p = W(e1−s) ⇔ |x| = p√1−W(e1−s), from which one concludes that −k−11 (s) =
k−12 (s) =
p
√
1−W(e1−s). By applying Proposition 3.12, we have
ϕ˜4(t) =
∫ t
0
max
{
(−k−11 )′(s), (k−12 )′(s)
}
ds = k−12 (t) =
p
√
1−W(e1−t),
which completes the proof. 
Remark 3.16 Fact 2.7 shows that f , g and h have the KL property at 0 with respect to
Ui, ηi and ϕi(t) = p · t1/p, respectively, and k has the KL property at 0 with respect to U4, η4
and ϕ4(t) = p · (t/2)1/p. We compare the exact modulus ϕ˜i with ϕi in Figure 1, from which
one sees clearly that the exact modulus ϕ˜i is smaller than ϕi for each i.
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Figure 1: Compare the exact modulus ϕ˜i with ϕi when p = 2.
We end this section by showing that there exists f : R → R, which has the generalized
KL property at 0 but desingularizing functions cannot have the form ϕ(t) = c · t1−θ for c > 0
and θ ∈ [0, 1).
Lemma 3.17 Let ϕ : [0,∞) → R+ be such that ϕ(0) = 0 and let θ ∈ [0, 1). The following
statements are equivalent:
(i) There exist c > 0 and η ∈ (0,∞] such that ϕ(t) ≤ c · t1−θ,∀t ∈ [0, η).
(ii) lim supt→0+ ϕ(t)/t
1−θ <∞.
Proof. “(i)⇒ (ii)”: It is easy to see lim supt→0+ ϕ(t)/t1−θ ≤ c <∞. “(ii)⇒ (i)”: Let ε > 0.
Then there exists η > 0 such that
lim sup
t→0+
ϕ(t)
t1−θ
= inf
η>0
sup
0<t<η
ϕ(t)
t1−θ
> sup
0<t<η
ϕ(t)
t1−θ
− ε ≥ ϕ(t)
t1−θ
− ε,∀0 < t < η.
Set c = lim supt→0+ ϕ(t)/t
1−θ + ε <∞. Then one has ϕ(t) < c · t1−θ for every t ∈ (0, η). 
Corollary 3.18 Let ϕ : [0,∞)→ R+ be such that ϕ(0) = 0 and let θ ∈ [0, 1). The following
statements are equivalent:
(i) For every c > 0 and η ∈ (0,∞], there exists t ∈ (0, η) such that ϕ(t) > c · t1−θ.
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(ii) lim supt→0+ ϕ(t)/t
1−θ =∞.
Proposition 3.19 Define f : R → R by f(x) = e−1/x2 for x 6= 0 and f(0) = 0. Then the
following statements hold:
(i) The exact modulus of the generalized KL property of f at 0 with respect to U =
(−√2/3,√2/3) and η = e−3/2 is ϕ˜(t) = √−1/ ln(t) for t > 0 and ϕ˜(0) = 0.
(ii) For every c > 0 and θ ∈ [0, 1), the function ϕ(t) = c · t1−θ cannot be a desingularizing
function of the generalized KL property of f at 0 with respect to any neighborhood
U 3 0 and η ∈ (0,∞].
Proof. (i) Note that f is convex on [−√2/3,√2/3]. Define f1(x) = f(x) for x ∈ (−√2/3, 0]
and f2(x) = f(x) for x ∈ [0,
√
2/3). Then we have h(s) = max{(−f−11 )′(s), (f−12 )′(s)} =
(f−12 )
′(s) because f is even. For 0 < y ≤ exp(−3/2), y = exp(−x−2) ⇔ |x| = √−1/ ln y.
Hence f−12 (y) =
√−1/ ln y. By applying Proposition 3.12, one concludes that ϕ˜(t) =√−1/ ln t for t > 0.
(ii) Suppose to the contrary that there were c > 0 and θ ∈ [0, 1) such that f has the
generalized KL property at 0 with respect to some U 3 0 and η > 0 and ϕ(t) = c · t1−θ.
Taking the intersection if necessary, assume without loss of generality that U ∩ [0 < f < η] ⊆
(−√2/3,√2/3) ∩ [0 < f < e−3/2]. Then f is convex and C1 on U ∩ [0 < f < η]. By using
Proposition 3.12, one concludes that the exact modulus of the generalized KL property of f
at x¯ with respect to U and min{η, e−3/2} is also ϕ˜(t). Hence Proposition 3.9 implies that
ϕ˜(t) ≤ ϕ(t) = c · t1−θ, ∀t ∈ (0,min{η, e−3/2}). (12)
Let s > 0. Then one has s = ϕ˜(t)⇔ t = e−1/s2 , which further implies that
lim sup
t→0+
ϕ˜(t)
t1−θ
= lim sup
s→0+
s
e−(1−θ)/s2
= lim sup
s→0+
e(1−θ)/s
2
s−1
=∞,
which by Corollary 3.18 contradicts to (12). 
4 The PALM algorithm revisited
In this section, we revisit the celebrated proximal alternating linearized minimiza-
tion (PALM) algorithm. We will show that the exact modulus of the generalized KL property
leads to the sharpest upper bound for the total length of trajectory of iterates generated by
PALM.
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4.1 The PALM algorithm
Consider the following nonconvex and nonsmooth optimization model:
min
(x,y)∈Rn×Rm
Ψ(x, y) = f(x) + g(y) + F (x, y),
where f : Rn → R and g : Rm → R are proper and lsc functions and F : Rn × Rm → R is
C1. This model covers many optimization problems in practice, see [5]. Bolte, Sabach and
Teboulle [5] proposed the following PALM algorithm to solve the aforementioned problem:
PALM: Proximal Alternating Linearized Minimization
1. Initialization: Start with arbitrary z0 = (x0, y0) ∈ Rn × Rm.
2. For each k = 0, 1, . . ., generate a sequence (zk)k∈N = (xk, yk)k∈N as follows:
2.1. Take γ1 > 1, set ck = γ1L1(yk) and compute
xk+1 ∈ Proxfck
(
xk − 1
ck
∇xF (xk, yk)
)
. (13)
2.2. Take γ2 > 1, set dk = γ2L2(xk+1) and compute
yk+1 ∈ Proxgdk
(
yk − 1
dk
∇yF (xk+1, yk)
)
. (14)
The PALM algorithm is analyzed under the following blanket assumptions in [5].
(A1) infRn×Rm Ψ > −∞, infRn f > −∞ and infRm g > −∞.
(A2) For every fixed y ∈ Rm, the function x 7→ F (x, y) is C1,1L1(y), i.e.,
‖∇xF (x1, y)−∇xF (x2, y)‖ ≤ L1(y) ‖x1 − x2‖ ,∀x1, x2 ∈ Rn.
Assume similarly that for every x ∈ Rn, y 7→ F (x, y) is C1,1L2(x).
(A3) For i = 1, 2 there exist λ−i , λ
+
i > 0 such that
inf{L1(yk) : k ∈ N} ≥ λ−1 and inf{L2(xk) : k ∈ N} ≥ λ−2 ,
sup{L1(yk) : k ∈ N} ≤ λ+1 and sup{L2(xk) : k ∈ N} ≤ λ+2 .
(A4) ∇F is Lipschitz continuous on bounded subsets of Rn × Rm, i.e., on every bounded
subset B1 × B2 of Rn × Rm, there exists M > 0 such that for all (xi, yi) ∈ B1 × B2,
i = 1, 2,
‖∇F (x1, y1)−∇F (x2, y2)‖ ≤M ‖(x1 − x2, y1 − y2)‖ .
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Fact 2.3 shows that PALM is well defined. Bolte, Sabach and Teboulle showed that the
PALM algorithm enjoys the following properties:
Lemma 4.1 [5, Lemma 3] Suppose that (A1)-(A3) hold. Let (zk)k∈N be a sequence generated
by PALM. Then the following hold:
(i) The sequence
(
Ψ(zk)
)
k∈N is decreasing and in particular
ρ1
2
‖zk+1 − zk‖2 ≤ Ψ(zk)−Ψ(zk+1), ∀k ≥ 0, (15)
where ρ1 = min{(γ1 − 1)λ−1 , (γ2 − 1)λ−2 }.
(ii)
∑∞
k=1 ‖zk+1 − zk‖2 <∞, and hence limk→∞ ‖zk+1 − zk‖ = 0.
Lemma 4.2 [5, Lemma 4] Suppose that (A1)-(A4) hold, and that M > 0 is the Lipschitz
constant given in (A4). Let (zk)k∈N be a sequence generated by PALM which is assumed to
be bounded. For k ∈ N, define
Akx = ck−1(xk−1 − xk) +∇xF (xk, yk)−∇xF (xk−1, yk−1),
Aky = dk−1(yk−1 − yk) +∇yF (xk, yk)−∇yF (xk, yk−1).
Then (Akx, A
k
y) ∈ ∂Ψ(xk, yk), and∥∥(Akx, Aky)∥∥ ≤ ∥∥Akx∥∥+ ∥∥Aky∥∥ ≤ (2M + 3ρ2) ‖zk − zk−1‖ ,∀k ∈ N,
where ρ2 = max{γ1λ+1 , γ2λ+2 }.
Below the set of limit points of sequence (zk)k∈N is denoted by ω(z0) = {z ∈ Rn × Rm :
∃(zkq)q∈N ⊆ (zk)k∈N, zkq → z, as q →∞}.
Lemma 4.3 [5, Lemma 5] Suppose that (A1)-(A4) hold. Let (zk)k∈N be a sequence generated
by PALM which is assumed to be bounded. Then the following assertions hold:
(i) For every z∗ ∈ ω(z0) and (zkq)q∈N converging to z∗, one has
lim
q→∞
Ψ(zkq) = Ψ(z
∗).
Moreover, ω(z0) ⊆ stat Ψ, where stat Ψ denotes the set of stationary points of Ψ.
(ii) limk→∞ dist(zk, ω(z0)) = 0.
(iii) The set ω(z0) is nonempty, compact and connected.
(iv) The objective function is constant on ω(z0).
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4.2 The sharpest upper bound for the total length of trajectory
of iterates
In this subsection, we improve a result by Bolte, Sabach and Teboulle [5, Theorem 1]. We
begin with a technical lemma, which is a sharper version of [5, Lemma 6].
Lemma 4.4 Let f : Rn → R be proper lsc and let µ ∈ R. Let Ω ⊆ dom ∂f be a nonempty
compact set on which f(x) = µ for all x ∈ Ω. Suppose that f has the generalized KL property
at each x ∈ Ω. Let ε, η > 0 and ϕ ∈ Φη be those given in Proposition 3.5. Set U = Ωε and
define h : (0, η)→ R+ by
h(s) = sup
{
dist−1
(
0, ∂f(x)
)
: x ∈ U ∩ [0 < f − µ < η], s ≤ f(x)− µ}.
Then the function ϕ˜ : [0, η)→ R+,
t 7→
∫ t
0
h(s)ds, ∀t ∈ (0, η),
and ϕ˜(0) = 0, is well-defined and belongs to Φη. The function f has the uniform generalized
KL property on Ω with respect to U , η and ϕ˜. Moreover, one has
ϕ˜ = inf
{
ϕ ∈ Φη : ϕ is a desingularizing function of f on Ω with respect to U and η
}
.
We say ϕ˜ is the exact modulus of the uniformized generalized KL property of f on Ω with
respect to U and η.
Proof. Apply a similar argument as in Proposition 3.9. 
The following theorem provides the sharpest upper bound for the total length of the
trajectory of iterates generated by PALM, which improves Bolte, Sabach and Teboulle [5,
Theorem 1]. Our proof follows a similar approach as in [5, Theorem 1], but makes use of the
exact modulus of the uniformized generalized KL property.
Theorem 4.5 Suppose that the objective function Ψ is a generalized KL function such that
(A1)-(A4) hold. Let (zk)k∈N be a sequence generated by PALM which is assumed to be
bounded. Then the following assertions hold:
(i) The sequence (zk)k∈N converges to a stationary point z∗ of objective function Ψ.
(ii) The sequence (zk)k∈N has finite length. To be specific, there exist l ∈ N, η ∈ (0,∞] and
ϕ˜ ∈ Φη such that for p ≥ l + 1 and every q ∈ N
p+q∑
k=p
‖zk+1 − zk‖ ≤ C · ϕ˜
(
Ψ(zp)−Ψ(z∗)
)
+ ‖zp − zp−1‖ . (16)
23
Therefore
∞∑
k=1
‖zk+1 − zk‖ ≤ A+ C · ϕ˜
(
Ψ(zl+1)−Ψ(z∗)
)
<∞, (17)
where A = ‖zl+1 − zl‖+
∑l
k=1 ‖zk+1 − zk‖ <∞ and C = 2(2M + 3ρ2)/ρ1.
Proof. Because (zk)k∈N is bounded, there exists a convergent subsequence, say zkq → z∗ ∈
ω(z0). Then Lemma 4.3(i) implies limq→∞Ψ(zkq) = Ψ(z
∗) and z∗ ∈ crit Ψ. Since (Ψ(zk))k∈N
is a decreasing sequence by Lemma 4.1, we have limk→∞Ψ(zk) = limq→∞Ψ(zkq) = Ψ(z
∗).
We will show that (zk)k∈N converges to z∗, and along the way we also establish (16) and
(17). We proceed by considering two cases.
Case 1: If there exits l such that Ψ(zl) = Ψ(z
∗), then by the decreasing property of
(Ψ(zk))k∈N, one has Ψ(zl+1) = Ψ(zl) and therefore zl = zl+1 by (15). Hence by induction,
we conclude that limk→∞ zk = z∗. The desired assertion follows immediately.
Case 2: Now we consider the case where Ψ(z∗) < Ψ(zk) for all k ∈ N. By Lemma 4.3 and
assumption, Ψ is a generalized KL function that is constant on compact set ω(z0). Invoking
Lemma 4.4 shows that there exist ε > 0 and η > 0 such that the exact modulus of the
uniform generalized KL property on Ω = ω(z0) with respect to U = Ωε and η exists, which
is denoted by ϕ˜. Hence for every z ∈ Ωε ∩ [0 < Ψ−Ψ(z∗) < η],
ϕ˜′−
(
Ψ(z)−Ψ(z∗)) · dist (0, ∂Ψ(z)) ≥ 1. (18)
By the fact that limk→∞Ψ(zk) = Ψ(z∗), there exists some l1 > 0 such that 0 < Ψ(zk) −
Ψ(z∗) < η for k > l1. On the other hand, Lemma 4.3(ii) shows that there exists l2 > 0
such that dist(zk, ω(z0)) < ε for k > l2. Altogether, we conclude that for k > l, where
l = max{l1, l2}, zk ∈ Ωε ∩ [0 < Ψ−Ψ(z∗) < η] and
ϕ˜′−
(
Ψ(zk)−Ψ(z∗)
) · dist (0, ∂Ψ(zk)) ≥ 1. (19)
It follows from Lemma 4.2 that dist
(
0, ∂Ψ(zk)
) ≤ ∥∥(Akx, Aky)∥∥ ≤ (2M + 3ρ2) ‖zk − zk−1‖.
Hence one has from (19) that for k > l,
ϕ˜′−
(
Ψ(zk)−Ψ(z∗)
) ≥ dist−1 (0, ∂Ψ(zk)) ≥ 1
2M + 3ρ2
‖zk − zk−1‖−1 . (20)
Note that ‖zk − zk−1‖ 6= 0. Otherwise Lemma 4.2 would imply that
dist
(
0, ∂Ψ(zk)
) ≤ ‖zk − zk−1‖ = 0,
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which contradicts to (19). Applying Lemma 3.1(ii) to ϕ˜ with s = Ψ(zk+1) − Ψ(z∗) and
t = Ψ(zk)−Ψ(z∗), one obtains for k > l
ϕ˜
(
Ψ(zk)−Ψ(z∗)
)− ϕ˜(Ψ(zk+1)−Ψ(z∗))
Ψ(zk)−Ψ(zk+1) ≥ ϕ˜
′
−
(
Ψ(zk)−Ψ(z∗))
≥ 1
2M + 3ρ2
‖zk − zk−1‖−1 . (21)
For the sake of simplicity, we introduce the following shorthand:
∆p,q = ϕ˜
(
Ψ(zp)−Ψ(z∗)
)− ϕ˜(Ψ(zq)−Ψ(z∗)).
Then (21) can be rewritten as
Ψ(zk)−Ψ(zk+1) ≤ ‖zk − zk−1‖ ·∆k,k+1 · (2M + 3ρ2). (22)
Furthermore, Lemma 4.1(i) gives
‖zk+1 − zk‖2 ≤ 2
ρ1
[Ψ(zk)−Ψ(zk+1)] ≤ C∆k,k+1 ‖zk − zk−1‖ , (23)
where C = 2(2M+3ρ2)
ρ1
∈ (0,∞). By the geometric mean inequality 2√αβ ≤ α+β for α, β ≥ 0,
one gets for k > l
2 ‖zk+1 − zk‖ ≤ C∆k,k+1 + ‖zk − zk−1‖ . (24)
Let p ≥ l+ 1. For every q ∈ N, summing up the above inequality from p up to p+ q yields
2
p+q∑
k=p
‖zk+1 − zk‖ ≤ C
p+q∑
k=p
∆k,k+1 +
p+q∑
k=p
‖zk − zk−1‖+ ‖zp+q+1 − zp+q‖
= C∆p,p+q+1 +
p+q∑
k=p
‖zk+1 − zk‖+ ‖zp − zp−1‖
≤ Cϕ˜(Ψ(zp)−Ψ(z∗))+ p+q∑
k=p
‖zk+1 − zk‖+ ‖zp − zp−1‖ ,
where the last inequality holds because ϕ˜ ≥ 0. Hence one has for q ∈ N
p+q∑
k=p
‖zk+1 − zk‖ ≤ C · ϕ˜
(
Ψ(zp)−Ψ(z∗)
)
+ ‖zp − zp−1‖ ,
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which proves (16). By taking q →∞, one has
∞∑
k=1
‖zk+1 − zk‖ ≤
p−1∑
k=1
‖zk+1 − zk‖+ C · ϕ˜
(
Ψ(zp)−Ψ(z∗)
)
+ ‖zp − zp−1‖ ,
from which (17) readily follows by setting p = l + 1.
Now let p ≥ l + 1, where l is the index given in assertion (i), and let q ∈ N. Then
‖zp+q − zp‖ ≤
p+q−1∑
k=p
‖zk+1 − zk‖ ≤
p+q∑
k=p
‖zk+1 − zk‖ .
Recall that ϕ˜(t) → 0 as t → 0+, Ψ(zk) − Ψ(z∗) → 0 and ‖zk+1 − zk‖ → 0 as k → ∞.
Invoking (16), one obtains that
‖zp+q − zp‖ ≤ C · ϕ˜
(
Ψ(zp)−Ψ(z∗)
)
+ ‖zp − zp−1‖ → 0, p→∞,
meaning that (zk)k∈N is Cauchy and hence convergent. Because zkq → z∗, we conclude that
zk → z∗. 
Remark 4.6 We claim that (17) is the sharpest upper bound for the total length of iterates
generated by PALM. Assuming that the objective function Ψ is KL, Bolte, Sabach and
Teboulle [5, Theorem 1] showed that
∞∑
k=1
‖zk+1 − zk‖ ≤ A+ C · ϕ
(
Ψ(zl+1)−Ψ(z∗)
)
, (25)
where ϕ(t) is a desingularizing function for the uniform KL property of Ψ on Ω = ω(z0)
with respect to Ωε and η > 0, which is given by [5, Lemma 6]. Note that A and C are fixed.
Then we learn from (25) that the smaller ϕ(t) is, the sharper the upper bound becomes.
According to Lemma 4.4, ϕ˜ is the smallest among all possible ϕ. Hence the upper bound
given by (17) is the sharpest.
5 Conclusion
In this work, we introduced the generalized KL property and its exact modulus. These new
concepts extend the classic KL property and provide an answer to the question: “What is the
optimal desingularizing function for the KL property?”. In turn, we obtained the sharpest
upper bound for the total length of trajectory of iterates generated by the PALM algorithm,
which improves a result by Bolte, Sabach and Teboulle [5, Theorem 1]. Let us end this paper
with some directions for the future work:
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• Compute or at least estimate the exact modulus of the generalized KL property for
concrete optimization models.
• One way to estimate the exact modulus is applying calculus rules of the generalized
KL property. Li and Pong [6] and Yu et al. [16] developed several calculus rules of
the KL property, in the case where desingularizing functions take the specific form
ϕ(t) = c · t1−θ, where c > 0 and θ ∈ [0, 1). However, the exact modulus has various
forms depending on the given function, which requires us to obtain general calculus
rules without assuming that desingularizing functions have the specific form.
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