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1. INTRODUCTION 
DEFINITION 1.1 [9, 71. Let snT denote the Cesbro mean of order Y (r > - 1) 
of the series C a, . If 
gl I s,’ - s IQ = o(n), as n+ co, 
where q > 0, then the series C a, is said to be strongly summable (C, r + l), 
with index q, or summable [C, Y + 1; q] to sum s. Further, if 
il I s,r P = O(n), as n+ co, 
then C a, is said to be bounded [C, r + 1; q]. 
Summability or boundedness [C, r; q] implies summability or boundedness 
[C, r’; q’] for r’ > r and 0 < q’ < q [7]. 
1.2. Let f(0) be integrable L over (0, 2~7) and periodic outside this range 
with period 27r. Let the Fourier series off(d) be 
f(0) - a,/2 + f  (an cos n0 + b, sin n0) = 2 C,(B). 
?8=1 Iz=O 
(1.2.1) 
Suppose that 
@IJo = 9v) = {f(x + t) +f(x - t) - w/2; 
@Jt) = s: (t - Q-l 4(u) du, 01 > 0; 
o>a>-I; 
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YE(x) = 1: (1 - t>a-l sin xt dt, 
(n; t) = (n + (B + 1)/2) t - 7$/2. 
c-d > 0; 
1.3. The well-known theorem of Hardy and Littlewood [5] obtained 
in 1927, on the strong Cesaro summability of Fourier series, runs as follows: 
THEOREM A. If p > 1 and 
s t o I d(u)l” du = O(t), us t - 0, (1.3.1) 
and 
410) = o(l), as t -+ 0, (1.3.2) 
then the Fourier series (1.2.1) at 0 = x is summable [C, 1; q] to sum s, for all 
q > 0. 
Chow [2] obtained in 1951 the following result: 
THEOREM B. If 1 <p < 2, l/p + l/q = 1, and 
and 
f (4 E wo, 24 (1.3.3) 
s 
t o I#W du = o(t), as t ---f 0, (1.3.4) 
then the Fourier series (1.2.1) at 6’ = x is summable [C, /3 + 1; q] to sum s, 
where /3 > - l/q. 
As later observed by Chow [4], the difference between Theorems A and B 
is that in Theorem A the hypotheses are local, while in Theorem B the 
hypothesis (1.3.3), which also implies 
which, in turn, implies 
(1.3.5) 
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is a nonlocal one. Chow [4], however, obtained the summability 
[C, I/p + E; q] for c > 0, of (1.2.1), whenever (1.3.1), (1.3.2) and (1.3.5) 
holds good. He, in fact, proved a more refined result in the following theorem: 
THEOREM C. Let 1 < p < 2, l/p + 1 /q = 1. If 
z1 I n”“G(4l” = w4, (1.3.6) 
and (1.3.1) holds good, then a necessary and su~cient condition that 
g1 I S”%4 - s IQ = O(m), 
for /3 > - l/p, is that &(t) = O(1) for some k > l/p. 
It is not difficult to see that the conditions (1.3.4) and (1.3.6) or, more 
particularly, (1.3.4) and (1.35) imply summability [C, fl + 1; q] of (1.2. I), at 
0 = x, for /3 > - l/q. We, however, remark that when (1.35) holds good, 
the summability [C, jI + 1; q] of (1.2.1) where /3 = - l/q, can be achieved 
whenever an additional local condition 
s t o I &(W du = o(t), as t + 0, for y < j? + l/q = 0 
is satisfied. This fact is evident from Theorem 1 of the present paper. The 
fact that whenever (1.3.5) holds good the summability [C, l/q + 1; q] of 
the Fourier series is a local property can obviously be derived from a result 
of Chow [4] to be stated in Theorem E. 
Another result, similar to Theorem C, but with a less stringent condition, 
again for /I > - l/p, was obtained by Chow [4] in the following theorem: 
THEOREMD. Letl<p<2,l/p+l/p=l,O>~>-l/q.If 
,il I n-BC,(~)l* = O(m), (1.3.7) 
and (1.3.1) holdsgood, then (1.2.1) at 0 = x is bounded [C, t3 + 1; q]. 
The important result of Chow [4], which was actually the starting point 
for obtaining Theorems C and D and which we shall also be using while 
proving Theorem 1 of the present paper, may nontheless be mentioned here. 
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THEOREM E. If q > 1, - 1 < /I < 0, necessary and suficient conditions 
that 
should hold good are that 
(9 gl I +GW = o(m), as m-+ co, 
(ii) q&(t) = o(l), us t---f 0, 
and 
(iii) f 1 n-6 l:+(t) (1 - t/S) t-s-1 sin(n; t) dt 1’ = o(m), as m --f CO, 
n=1 
where 6 is any positive number less than n and 
(n; t) = (n + (B + 1)/4 t - VW 
There is a similar result if “0”s are replaced by “0”s everywhere. 
It can be easily verified in Theorem D that the summability [C, /3 + 1; q] 
of (1.2.1), at 0 = x, is achieved if “0” in (1.3.7) is replaced by “0” and the 
condition (1.3.1) is either replaced by (1.3.4) or else an additional condition, 
viz., &(t) = o(1) for some k > 0, is satisfied. 
In Theorem 1 of the present paper we have generalized Theorem D and 
improved upon Theorem C by replacing (1.3.1) by the more general condi- 
tion, viz., 
I 
t 
o I &(u)lp du = o(t), as t + 0, for - l/p < a < l/q, 
and replacing (1.3.6) by the more refined condition, viz., 
il I n-Bcn(41q = 449 as m-+oo, forO>B>a--l/q, 
obtaining thereby the summability [C, /? + 1; q] of (1.2.1), at 0 = x. Indeed, 
condition (i) is essential by Theorem E. If we suppose that a = 0, i.e., 
/I > - l/q, then condition (1.3.6) of Theorem C is more than necessary as a 
nonlocal condition. Theorem D, however, becomes the particular case of 
our theorem for a = 0, with “0”s in (1.3.7) and (1.3.1) replaced by “0”s 
and boundedness replaced by summability. 
409/36/2-9 
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1.4. We shall prove the following theorem: 
THEOREM 1. Let 1 <p,<2, llp+l/q 
o>p=a- l/q+c, E>O.If 
and 
then 
I 
t 
D I A(u du = o(t), as 
f I S,‘(X) - s I* = o(m), as 
= : 1, 
m- 
- UP < a < l/P, 
co (1.4.1) 
t -+ 0, (1.4.2) 
m-+ co. 
n=l 
The theorem remains valid if “0” in (1.4.2) is replaced by “0” and one 
more condition, viz., &(t) = o(1) for some k > 0, is added. Further, we 
shall obtain boundedness [C, ,6 + 1; q] of (1.2. I), at 8 = x, if “0” everywhere 
is replaced by “0”. We also remark that Theorem 1 remains true for /I = 0. 
In that case, (1.4.1) automatically holds good since C,(x) = o(l), as 71 --+ co. 
The result for j3 = 0 is due to Chow [3]. 
We state another theorem, without, however, supplying the proof as it 
can be easily obtained on the lines of Theorem 1. Incidentally, this theorem 
improves upon a result of Tsuchikura [8]. 
THEOREM 2. Let 1 < P < 2, l/p + 
O>P=ol-l/q+r,E>O.If 
zl I n-BCn(x>l* = Mlog 4% 
l/a = 1, - l/P < a < l/q, 
as m-tco, 
I 
t 
o 1 &(u)I” du = o{t(log t-l)““>, as t-+0, 
zl 1 snB(x) - s IQ = o{m(log m)q*}, as m-+ co. 
Here also we can replace “0”s everywhere by “0”s. 
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2. LEMMAS 
The following lemmas will be used in the proof of Theorem 1: 
LEMMA 1 [l]. For 01 > 0, x > 0, ya(x), YE(x) and their derivatiwes are 
bounded and for large values of x, 
y,(x) = T(a) x-a cos(x - 742) + 0(x--*) + 0(x-2); 
pa(x) = x-l + T(a) x-” sin(x - 42) + O(x-a-1) + O(xP2). 
LEMMA 2. ForO<or<1,6<0,6>0, 
L,(n, u) = 6-l 1”” (t - u)-” t-8-l sin(n; t) dt 
u 
= S+L-~-~(~ + (/3 + 1)/2)a4 (KI cos nu + K, sin nu) 
+ o[n-l~-lu-~-B-l], 
where KI and K, are proper constants. 
Proof. We have 
S&(n, u) = J’” (t - u)-~ t-“-l sin(n; t) dt 
u 
= ZP-~ 
s 
1 (t - 1)-w t-6-l sin(n; ut) dt 
= U-a-8 * 
I 
P(l + v)-1-s 
0 
x sin0 + (P + 1)/2) uv + (n + (B + 1)/2) u - $3/2} dv 
= u-“-~ f : vea sin{@ + (fl + 1)/2) uv + (n; u)} dv + O[n-l~-a-e-~] 
= uPm8 
I 
’ (1 - x)-m sin{- (B + (@ + 1)/2) ux + 2(n + (p + 1)/2) 
0 
u - 7-r/3/2} dx + O[n-lu-m-s-l] 
= - zP+ cos(n; 224) j&(n + (/3 + 1)/2) u + u-a--8 sin(n; 224) 
x y*-&z + (/3 + 1)/2) u + o[n-lu-~-~-l] 
= O[na-lu-4-l] + o[n-lu-&3-l], 
by Lemma 1. 
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LEMMA% ForO<a<l,-l<<<O,u<S/2,6>0, 
K&z, 24) = j” (t - u)-” (1 - t/S) t-e-1 cos(n; t) dt 
= 2’4n + (/3 + 1)/2)-l (1 - 248) zP+-l sin(n; 224) 
+ O[n-%P-B-2(1 - 224/S)] + O[n-%-~-s-‘-j. 
Proof. We have by integration by parts 
K,(n, 24) = - 2+-l(n + (/3 + 1)/2)-l u-a-B-1(1 - 246) sin@; 2~) 
+ (P + 1) (n + (rs + lwl /I t-@-2( 1 - t/S) (t - u)-” sin(n; t) dt 
+ S-l(n + (18 + 1)/2)-l /b t-+l(t - u)-” sin(n; t) dt 
+ 4J + (P + lYV1 11, F-l(l - t/S) (t - 24)+-l sin&; t) dt 
= - 2+-l(rz + (/2 + 1)/2)-l u-“-6-1(l - 246) sin(n; 224) 
+ o[n-%P-yl - 2431 + op-lu-=-vz-“1, 
which is the required result. 
LEMMA‘#. ForO<ol<l,-1<<<0,0<6/2<u<6, 
K&z, u) = J:” (t - u)-” t-B-1(1 - t/s) cos(n; t) dt 
= 2-+l(n + (fl + 1)/2)-l u-0-8-1(l - 248) sin(n; 224) 
+ O[?z-2(S - u)-* s-q + O[n-%4-a”-“(I - 2u/S)]. 
Proof. Integrating by parts we get 
K,(n, 24) = 2-~-+2 + (/3 + 1)/2)-l ~P-~--l(l - 243) sin@; 24 
+ (18 + 1) (n + (P + 1)/2Y ,; t--8-2( 1 - t/8) (t - u)-” sin@; t) dt 
+ S-l(n + (p + 1)/2)-l Jr t-B-l(t - u)-a sin(n; t) dt 
+ ar(n + (/3 + 1)/2)-l 1:” t-O-l(l - t/S) (t - u)--“-~ sin@; t) dt 
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= 2-7~1 + (/3 + 1)/2)-l zP-~-~(~ - 246) sin(n; 224) 
+ o[n-%-ys - up] + O[W-%-“-yl - 224/S)] 
+ O[n-w-@-2(S - up (1 - 2441 
+ 0 [n-2 ,f t-yt - 24)-a-2 (1 - t/s> dt] . 
Now 
t-yt - up-2 I(1 - t/s)l dt 
8 
= O[u-a-S-2(1 - au/s)] - (/3 + 1) (CY + l)-’ 
5 
2u 
X t-6-2(t - up-1 ](l - t/S)/ at 
+ &a + 1)-l ,; t-@-l(t - ~)-a-1 & 
= O[u-a-yl - 2u/6)] + O[W-ys - u)-” (1 - 2u,S)] 
+ o[s-yS - I+“]. 
Thus combining all the estimates we get the proof of the lemma. 
LEMMA 5. For 0 < 01 < 1, - 1 -C /I < 0, u > n-l, 
t-B+ - u)-” (1 - t/8) co+; t) dt 
= u-y?2 + (/3 + 1)/2)“-I(1 - v/S) 
x Wl co+ + (B + 1W) u + K2 sin@ + (B + 1)/2) 4 
+ 2-~-fff-4-y, + (/3 + 1)/2)-l (1 - 224) sin(n; 24 
+ o[w-%-y 1 - u/S)], 
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where 
Kl = q1 - a) cos(a + /3 - 1) n/2, K, = T(l - a) sin(cY + /3 - 1) 42. 
proof. Proceeding as in the proof of Lemma 2, we obtain 
Kl(Tz, 24) = u-a-q1 - u/S) J; v+ cos(n; u(1 + v)} dv 
+ u--y 1 - 4s) ,: a+{(1 + 9)-l-s - 1) cos(n; zl(l + v)} dv 
- S+C~-~-~ 
J 
1 v- cos{n; ~(1 $ v)} dv 
- S-lu-“-B+l 
s 
: +-“{(I + ,)-l-s - l> cos(n; ~(1 + v)} dv 
= Klsl f &A + h + G4 , say. 
Now 
K,,, = u-+~(I - u/6) 1: (1 - x)-” cos{(n + (/3 + 1)/2) ux - (n; 224)) dx 
= u-q1 - u/S) (cos(n; 2u) y&z + (p + 1)/2) u 
+ sinb; 24 L(fl + (B -I- I)/24 
zzz u-s-1(1 - u/S) (n + (j3 + 1)/2)“-1 q1 - 01) cos{(n + (/3 + I)/224 
- 7r(cx + j3 - 1)/2) + u-a-8-1(n + (/3 + 1)/2)-l (1 - u/S) sin@; 224 
+ O[v-%-0-y 1 - u/S)] * 
Next, by integration by parts, 
Kl,2 = u-+~-~(Tz + (,8 + 1)/2)-l (1 - u/S) (2-5-I - 1) sin(n; 224) 
- u-=-y?2 + (/!3 + 1)/2)-l (1 - u/q J: v-a-1(1 + .)-S-2 
x {- ~(1 + v) - (/3 + 1) v> sin{%; ~(1 + v)} dv 
- z~-~-l(n + (p + 1)/2)-l 01(1 - u/S) Jl v-@-l sin{%; ~(1 + v)} dv 
= ZP-yn + (/I + 1)/2)-l (1 - u/S) (2-O-l - 1) sin(n; 224) 
+ ~-OL-~--l(~ + (B + 1)/y (a + p + 1) (1 - u/q 
1 
X s v-*(1 + vU)-~-~ sin{n; ~(1 + v)} dv 0 
+ au-=-fyn + (/3 + 1)/2)-l (1 - u/S) 
s 
1 
X w-a-l((l + v)-s-2 _ l> sin{n; ~(1 + v)j dv 
0 
= 4 + A2 + 4, say. 
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Now splitting the integral li as $i’n + &, , we have 
A, ) A, = O[W+++1(1 - u/S)]. 
Thus 
K,,, = zP+-~(~ + (j3 + 1)/2)-l (1 - u/S) (2-s-l - 1) sin(n; 2~) 
+ O[n~-%P-~-1(1 - U/S)]. 
Again by integration by parts, 
Kl,3 = - S-lu-~-B(n + (p + 1)/2)-l sin(n; 2~) 
+ 6-9~-~(1 - IX) (n + (/3 + 1)/2)-l 11 VO-= sin{n; ~(1 + v)} dv 
= - S-lu-a-B(n + (p + 1)/2)-l sin(n; 2u) + O[S-1zP-8na--2], 
where the last estimate is obtained by splitting the integral $ as Jr + St,, . 
Finally, integrating by parts again, we get 
Kl,4 = S-l(n + (p + 1)/2)-l ~4---~(2-~-~ - 1) sin(n; 224) 
+ s-yn + (p + 1)/2)-l 24-a-B 
x s 1 [(l - lx) v-“((1 + 7+1--B - l} - (B + 1) ZJ-e( 1 + v)-s-21 
x sin(n; ~(1 + v)} dv 
= S-l(n + (/3 + 1)/2)-l zP-@(~-~-~ - 1) sin(n; 224) + O[S-1~-E-sn2-a]. 
Thus combining all the results we obtain 
Kl(n, 24) = 2+-l(n + (fi + 1)/2)-l ~P-~-l(l - 246) sin(n; 2~) 
+ u-yrz + (/3 + 1)/2)a-I(1 - U/S) q1 - CL) 
x co+ + (B + 1)P) 24 - ,(a + B - 1)/2) 
+ o[U-s-%~-“(l - US)], 
which completes the proof of the lemma. 
LEMMA 6 [6]. If, for 1 <p < 2, 
s 
t 1 +@I” du = o(t), as t -+ 0, 
0 
then &(t) = o(l), as t ---f 0, for every 7 > 0, where k = a + 7 + l/p. 
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3. PROOF OF THEOREM 1 
We divide the proof into two cases: 
(a) Case I, 0 Q a! < l/q, (b) Case 2, 0 > Q > - l/p. 
Proof of Case I. As the proof of the case (Y = 0 is very easy we omit it 
here and suppose that 0 < (II < I/q. According to Theorem E, we have only 
to show that under the conditions of our theorem 
where 
g1 I ~-BwP = 44, 
I(n) = I” c+(t) (1 - $3) t-s-1 sir+; t) dt, 6 >o, 
0 
(n; t) = (n + (B + 1)/q t - 7d3/2. 
Now Ol(t) = o(t) by Lemma 6, and hence by integration by parts, 
I(n) = S-1 I”, al(t) t-s-1 sin@; t) dt 
- (u + (p + 1)/2) r”, Ol(t) t-B-l(l - t/S) cos(n; t) dt 
+ (p + 1) ji G+(t) t-fl-2(1 - t/S) sin@; t) dt 
= 40.4 - I2(@> + m9, say. 
We have 
l,(n) = 0 [S--1 I;-’ j Ql(t)l t-6-l dt] 
+ S-1 1’ 
m-1 
t-B-l sin(n; t) 1,” (t - u)-” G=(U) du\ dt 
0 
= o(m@-l&l) + 6-l Jlml Q’,(u) 1s” (t - U)-O t-6-l sin@; t) dt/ du 
u. 
+ s-1 jr-’ @a(u) h(n, u) du, 
where 
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where 0 < u < l/m. Thus 
I,(n) = o(ms) + 0 [iFrnS+l Jf 1 Qra(u)l (2/m - u)lwrr du] 
+ 0 [n-Is-lmS+l Sme1 1 @a(u)l (2/m - u)-” du + f  Q,(U)+, u) du 
= OW) + /Jy_‘l + i,2\ @&)Q, 4 du, m-l 
where 
L(n, u) = S-l I” (t - u)-a t-8-l sin(n; t) dt 
lb 
s-l 0”: +s:,, = L&t, u) + L,(n, u), say, if m-l < 24 < S/2; = 
S-l (1: - 1:) = L,(n, u) - L&z, u), say, if S/2 < u < 6. 
Now by Lemma 2 
L,(n, U) = 8-l fr (t - u)-a t-s-1 sin(n; t) dt 
= o[*-l~-1u-a-5-l] + qn”-1~-lu-5-l], 
and by the second mean-value theorem, 
and 
L,(n, U) = 6-l 1” (t - u)-” t-6-l sin(n; t) dt 
28 
= o[n-l~-lu-a-5-l] for m-l < u < S/2, 
Thus 
L&n, U) = S-l 1’” (t - u)-” t-6-l sin(n; t) dt 
= o[n-l;-6-2(g - up] for S/2 < u < 6. 
I&z) = o(me) + 0 [n-W1 s:-, u-0-l / 4,(u)\ du] 
+ 0 [s-ln~-l J” 
m-1 
u-+-l 1 $&)I du] 
+ 0 [n-1S-8-2 J;,, (6 - u)-” / cp,(u)l du] 
= o(m8) + o(ns). 
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Hence 
(3.1) 
Next we have, proceeding as before, 
12(n) = (n + (B + 1)/2) I” al(t) (1 - $3) t-B-’ cos(n; t) dt 
0 
where 
k,(n, u) = j;,n (t - I()- t-y1 - t/S) cos(n; t) dt, where 0 <u < l/n 
= O[(l/n - u)-” @+I(1 - &j-l)n-1] 
= O[?$J(l/n - X4)-“] 
and 
K(n, u) = s” (t - u)-” t-a-l(l - t/8) cos(n; t) dt 
u 
s s Zr +6 = M% 4 +K2(% 4 say, for n-l < u < 612 % 2u = 
221 
s I 
2u 
- = W% 4 - qn, 4, say, for 812 < u < 6. 
u 6 
Thus 
12(n) = oW> + tfi + (B + 1V4 j:,)?&4 fG(n, 4 du 
- (a + (Is + WV j;,2 @&4 G(n, 4 du 
= OW) + 12.1(n) + I2,2@-9 - I2,3(4, say* 
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Now by Lemma 3, 
12,2(n) = - 2-B-l/T(ol + 1) jr;: u-fi-l(l - 2u/S) &(u) sin(n; 2~) du 
+ O b--l I:,n u-B-~( 1 - 2u/S) 1 &i(u) j du] 
= - 2-B-l/q& + 1) ,:‘I u-“-l(l - 2u/S) &(u) sin(n; 2~) du + o(@), 
(3.2) 
and by Lemma 4 
~2,3(4 = 2-vqa + 1) j;,, u-fl-l(l - 2u/S) &(u) sin(n; 2~) du 
+ 0 [n-W-" j:,, (6 - u)-" / @&)I du] 
+ 0 [n-l jl,, u-@-2 I Cm(u>I du] 
= 2-B-l/I+ + 1) j” u-B-I(1 - 2u/S) $Ju) sin(n; 2~) du + o(ns). 
612 
(3.3) 
Finally by Lemma 5, using the same notations, 
12 ,(4 = (n + (P + 1)/2)0 j:,n @a(u) ~-v - UP) 
x {& co+ + (B + 1)P) u + K2 sin@ + (B + 1)/Z) 4 du 
+ 2-B-1/S(a + 1) j:,,&(u) u-B-‘(1 - 2u/S) sin(n; 2~) du 
+ 0 [n--l jr,. 1 c$~(u)\ ZP-~-~( 1 - u/S) du] . (3.4) 
Combining (3.2), (3.3) and (3.4), we obtain 
I,(n) = 44 + (n + (B + 1>/2>“iq, + 1) j:,,+Au, ue-8-1 
x (1 - u/S) [{KI cos(p + 1) u/2 + K, sin@ + 1) u/2) cos nu 
+ (K2 cos@ + 1) u/2 - KI sin@ + 1) u/2} sin nu] du 
+ 0 [n= jr;; u-8-l / &(u)l du] 
= o(@) + (a + (B + 1)P)” q1 - 4/w + 4 j;,,w zF8-l 
x (1 - u/S) [cos{(/3 + 1) u/2 - (a + /3 - 1) r/2} cos nu 
- sin{@ + 1) u/2 - (a + /3 - 1) 7r/2} sin nu] du 
= o(ns) + C, say. 
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We write 
C = (n + (j3 + 1)/2)” [&u) cos nu du + /1x2(u) sin nu du] 
= (n + (18 + 1)/V (a;, + IS,), say. 
where 
x&d) = r(1 - Cx)/F( 1 + J-x) #&4) (1 - ?4/S) P-B-1 
x cos{(B+l)u/2-(~+B-1)~/2), for m-l < u 9 6, 
and 
x2(u) = - F(l - a)/T(l + a)&(u) (1 - u/S) V-B-1 
x W(B + 1) 42 - (a + P- - 1) 7$9, for m-l < u ,< 6 
and xl(u) and x%(u) = 0 for the rest of the interval (0,~). 
Now by HtiusdorlT-Young inequality, 
= 0 [mave ]f:,, (u~-~-~ 1 4or(u)I)~ dul”‘] + o(ml/a) 
= 0 [ml/q-c ]I” uml-m 1 De(u)lP dull”] + o(ml/g), where 
lh 
E”B --crf/p>O 
= o(ml/*). 
Lastly, proceeding as before, we have 
+ 0 (1; I @&)I h,(n, u) du] , 
where 
h&n, u) = 11,. (t - u)-” t-B-2(1 - t/8) sin@; t) dt, 
= O[( 1 /n - u)-” (1 - n-18-1) @+I] 
and 
0 < u < l/72, 
K’(n, u) = $” (t - IL)-” t-ee2(1 - t/S) sin@; t) dt 
u 
(3.5) 
s s sw+ 8 = &‘(n, u) +&‘(n, 4, say, for I/n <u < 612 u = 
! 
au 
%A 
s s 
- 2u = &‘(n, u) - K,‘(n, u), say, for 612 < u < 8. 
(I 8 
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Now by the analysis of Lemma 3, we have 
K,‘(n, 24) = O[n-lu--q 
so that 
Again, as in Lemma 4, 
K3’(n, u) = O[n-lu-a-8-21 + o[?i-%-@-y8 - 28)-q + o[?z-%-~-~-a] 
which yields 
and as in Lemma 5 
K1’(n, 21) = O[n~-124-y + O[n-L-“-y + O[?z”%-e-31 
which yields 
Thus 
&,(n) = 0 [@ I:‘,. u-18-z j $&)I du] 
= o(n@)* 
1 g1 1 n@Ia(n),‘/l’g = o(m’~“). 
Combining all the estimates, we have, by the use of Minkowski’s inequality, 
completing the proof of Theorem 1 for the case cy > 0. 
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Proof of Case 2. Since - I/p < 01 < 0, we have 
I(n) = j” (b(t) t+-‘( 1 - t/S) sin(n; t) dt 
0 
= o(nB) + j” l,n t+-l(l - t/S) sin@; t) ]j, (t - 26)-“-l @,Ju) &/ dt 
Vn9 u> = ] j”‘” + Sl,,l (t - U)-“-l t-‘-l( 1 - t/8) sin(n; t) dt, for u < l/n 
lh 
= o[rP+~+‘] + 0[?2@(2/n - u)-q, 
so that 
s 1/n @a(u) N n, 4 du 0 
= 0 [TzB+~+~ Iyn [ @&)I du] + 0 [n@ 1;’ (2/n - u)+-l 1 @&)l du] 
= o(G) 
and 
M(n, u) = jd t-P-l(l - t/S) (t - u)-+l sin(n; t) dt, for l/n < u < 6, 
21 
i 
s s 
2u+ 6 = MI(n, u) + M,(n, u), say, when l/n < u < S/2, 
21 2u zz 
2u 
f s 
- 2u = Ml(n, u) - M3(n, u), say, when 612 < u < 6, 
u 6 
so that by replacing 01 by 01+ 1 and sin and cos by cos and sin, respectively, 
in Lemmas 3 and 4, we have 
M,(n, 24) = O[n-1u-a-B-2(1 - 2u/6)] 
and 
&(n, 24) = O[n-1zP-B-2(1 - 2u/S)] + 0[~2-~6-~-~(6 - 24)-“-l]. 
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Thus we have easily, 
where, by making the same changes in Lemma 5 and writing 
Kl = - T(- a) sin(cu + /3) 42, 
we get 
z-c, = I-(- Lx) cos(a + p) 42, 
M,(n, u) = 1’” (t - u)+-l P-l(l - t/S) sin(n; t) dt 
= z&(1 - u/S) (n + (p + 1)/2) 
x Wl co+ + (B + 1)/Z> u + & sinb + (P + 1)/2) 4 
+ O[?z-L-*-B-2(1 - 2u/6)] + o[n~-W-2(1 - U/S)] 
+ O[&-l~a-lU-a-B-l], 
This gives 
Z(n) = o(n”) + K,(n + (p + I)/ZP l;,n Q,(u) u-y1 - u/S) 
x cos(n + (/I + 1)/2) u du 
+ K,(n + (P + 1)/2)” Q%(u) u-5-1(l - u/S) 
x sin(n+@+ 1)/2udu 
+ 0 [n-l I,“,, [ @,Ju)l ~-“+~(l - 2246) du] 
+ 0 [n--l Irh 1 G,(u)1 ~-“-~(l - u/S) du] 
+ 0 [Hz”-’ If, Q&u) u-+6--l du] 
= 4@> + (n + (B + 1)/T {KS + K2Pnh say, 
where & and & are proper constants and 
s 
li aa = x1(u) cos n” d” and 0 0, = J~x~(u) sin nu du, 
where 
xl(u) = &(u) u~+-l(l - u/S) sin{@ + 1) 42 - ,(a + /3)/2} 
x2(u) = q&(u) u=-f+-l(l - u/S) cos{(p + 1) u/2 - + + 13)/2} 
370 KIJMAKI 
for l/nz < u < 6, and xl(u) and xz(u) = 0 for the rest of the interval (0, w). 
Now using Hausdorf? Young’s inequality we obtain 
which proves the theorem for case 2. 
This completes the proof of Theorem 1. 
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