How to obtain complex transition dipole moments satisfying crystal
  symmetry and periodicity from ab-initio calculations by Jiang, Shicheng et al.
ar
X
iv
:1
91
2.
09
64
9v
1 
 [p
hy
sic
s.o
pti
cs
]  
20
 D
ec
 20
19
pr
ep
rin
t
by
Ji
an
g
Method to deal with random phases generated in ab-initio algorithms
Shicheng Jiang1, Chao Yu2, Jigen Chen3, Yanwei Huang1, R. F. Lu2,†, and C. D. Lin4,∗
1 State Key Laboratory of Precision Spectroscopy,
East China Normal University, Shanghai 200062, China
2 Department of Applied Physics, Nanjing University of Science and Technology, Nanjing 210094, P. R. China
3 Zhejiang Provincial Key Laboratory for Cutting Tools ,Taizhou University, Taizhou 31800, China and
4 J. R. Macdonald Laboratory, Department of Physics,
Kansas State University, Manhattan, Kansas 66506, USA∗
(Dated: December 23, 2019)
Transition dipole moments between energy bands of solids deserve special attention nowadays as
non-adiabatic transition can be easily achieved by strong laser. Driven by strong laser with long
wavelength, the excited electron wavepacket can even go across the first Brillouin zone. It requires
continuous and periodic transition dipole moments if people want to deal with the interaction
of strong laser with crystal in a finite space. While, it is hard to get such kind of transition
dipole moments from the ab-initio algorithms because random phases will be introduced into the
eigenfunction for each k point. In this paper, we show how to get the continuous and periodic
k-dependent dipole moments in “smooth-periodic” gauge. Based on the accurate transition dipole
moments, high-order harmonic generations from MgO with inversion symmetry and ZnO with broken
symmetry are revisited. The symmetry properties of transition dipole moments with respect to
k ensure the absence of even-order harmonics in system with inversion symmetry, even though
multiband excitation exists in the laser-driven transition. The harmonic spectrum from ZnO is also
improved with accurate transition dipole moments compared to the previous simulation.
I. INTRODUCTION
In the past, band theory has been successfully ap-
plied to explain many phenomena in solids. Many phys-
ical concepts are built based on it. In the past da-
cade, strong laser technology paved the way to investi-
gate many high-order nonlinear and ultrafast phenom-
ena in solids, such as high-order harmonic generation
(HHG)[1–5], laser-induced charge transfer[6–9], Bloch
osscilation[10–12], laser-controlled dielectrics [13, 14]and
ultrafast renormalization[15–17]. There are too many
works that we can’t cite all of them here. Equations
of motion based on band theory and crystal-momentum
representation, for example semiconductor Bloch equa-
tions (SBEs)[18–20] and other extended forms[21, 23],
have already been used to explain these ultrafast phe-
nomenons. As more and more experimental data we
got, it is found that k-dependent transition dipole mo-
ments (TDMs) between energy bands should be treated
in a more accurate way. In the interaction of strong
laser with solids, non-adiabatic transitions of electrons
between bands sometimes become remarkable. And, the
excited electron wavepacket can even go across the first
Brillouin zone driven by strong laser with long wave-
length. As we know, when the carrier is moving along
a path, the wavepacket will acquire a dynamical phase
and a geometry phase[25]. Previously, people thought
only when the path is closed the geometry phase can be
ensured gauge-invarant. Now, it is clear that when the
dipole phase is included in the SBEs, the combination
of geometry phase and dipole phase is well defined[27],
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no mater the path is closed or open. Both of these two
phases will be encoded in the macroscopic polarization,
and thus the photonic signal[26].
In order to describe the interaction of strong laser with
solids in a finite k space and include the phase obtained
by moving wavepacket, it requires that: 1) the TDMs
should be calculated accurately for the whole first Bril-
loin zone; 2) the TDMs with k-dependent phase should be
continuous and periodic with respect to k. Chao et al.[24]
obtained improved HHG spectra by calculating the ab-
solute values of TDMs using ab-initio software. While,
it is not easy to ensure the continuity of TDMs if the
phases are kept, becasue the ab-initio algorithms will in-
troduce random phases into the eigenfunction for each
k. Jiang et al.[28] reproduced the orientation-dependent
feature of the experimental HHG spectra from ZnO using
analytic dipole phase obtained from tight-binding model.
While this is not a very general method becasue it is quite
hard to get accurate analytic solutions of eigenvectors for
these systems that many atomic orbitals contribute to the
states involved by the laser.
The problem of random phase has been studied for
a long time[29–32]. While, as pointed by Yakovlev[33],
they either do not ensure the periodicity with respect to
k or require the evaluation of so-called covariant deriva-
tives. Recently, the “smooth procedure” provided in Ref.
[32], which will be shown in detail later, is widely used
in strong field[27, 34, 35]. In the present work, we will
show that this “smooth procedure” is not robust. It is
proved that this method will introduce Zak’s phase[36]
into the eigenfunction which will break the periodicity
of the TDMs. We provide different ways for systems
with and without inversion symmetry to take off the
non-periodic part of the additional phase in order to en-
sure the periodicity of TDMs. We call the final gauge
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“smooth-periodic” gauge to distinguish it from the “pe-
riodic gauge”. In this gauge, We conclude the symmetry
properties of k-dependent eigenfunctions and TDMs for
system with inversion symmetry. This kind of symmetry
properties can ensure the absence of even-order harmon-
ics in system with inversion symmetry driven by long
pulses, even though multi-band excitation exists in the
excitation process. HHG from ZnO in the direction with
broken symmetry is also revisited using the improved
TDMs. The HHG spectrum is improved greatly com-
pared with previous simulation.
II. COMMONLY USED “SMOOTH
PROCEDURE”
The commonly used “smooth procedure” was de-
scribed by M. Hjelm[32] in detail and widely used
in many other works. It is necessary to show this
method briefly here. The Bloch wavefunction is ex-
pressed as Φm(k, r) = e
ikrum(k, r) where um(k, r) is
periodic um(k, r) = um(k, r + R). In most of the ab-
initio softwares, the periodic part is expanded by plane
waves um(k, r) =
∑
h a(k + Gh)e
iGhr. In principle,
the Bloch functions are periodic in k space Φm(k, r) =
Φm(k + G, r). Here, G is the reciprocal lattice vector.
While, the eigenfunctions are obtained separately for dif-
ferent k points which leads to random phases ϕm(k),
u′m(k, r) = um(k, r)e
iϕm(k). Please note that ϕm(k) is
randomly generated and is discrete with respect to k.
In the “smooth procedure”, a complex number zm(k) is
defined as
zm(k) = |zm(k)| e
iαm(k) = 〈u′m(k, r)|u
′
m(k +∆k, r)〉
(1)
A new wavefunction is constructed by
u′′m(k +∆k, r) = u
′
m(k +∆k, r)e
−iαm(k) (2)
By renaming the function u′′m(k +∆k, r) according to
u′′m(k +∆k, r)→ u
′
m(k +∆k, r), (3)
the same procedure can be repeated to the next point
u′m(k+ 2∆k, r). When this procedure goes over the first
Brillouin zone, the phase-modified wavefunction become
continuous with respect to k. We rename the final wave-
function after the “smooth procedure” as usm(k, r) to dis-
tinguish it from the original one generated by ab-initio
software.
While, the validity of this method is still worth dis-
cussing. As ∆k is small enough,
〈u′m(k, r)|u
′
m(k +∆k, r)〉
≈ e∆k〈um(k,r)|∇kum(k,r)〉+i(ϕm(k+∆k)−ϕm(k)) (4)
which leads that
u′′m(k+∆k, r) = um(k+∆k, r)e
−∆k〈um(k,r)|∇kum(k,r)〉+iϕm(k)
(5)
As the procedure of Eq. (1-3) goes over the path k0 →
k0 + k, the phase-modified wavefunction becomes
u′m(k, r) = um(k, r)e
i
∫
k
k0
dκDmm(κ)eiϕm(k0) (6)
where Dmm(k) = i 〈um(k, r)|∇kum(k, r)〉 is the Berry
connection. To conclude this method, it forces the wave-
function to be continuous with respect to k, and the new
Berry connection Dsmm(k) = i 〈u
s
m(k, r)|∇ku
s
m(k, r)〉 =
0. While,at the same time it introduces a phase of
Θm(k) =
∫ k
k0
dκDmm(κ) + ϕm (k0) to the eigenfunc-
tion. The additonal phase Θm(k) will break the peri-
odicity of the eigenfunction. Becasue usm(k, r) can be
derived by gauge trasformation from ukpm (k, r) somehow,
e.g. usm(k, r) = u
kp
m (k, r)e
iβ(k). Here, ukpm (k, r) satisfies
the k·p equation, which means
ukpm (−k, r) = u
kp∗
m (k, r). (7)
In order to ensure Dsmm(k) = 0, β(k) = ∆(k) + const.
where ∆(k)is an odd function with respect to k. Further,
if the system has inversion symmetry,
ukpm (−k, r) = ±u
kp
m (k,−r), u
s
m(−k, r) = ±u
s
m(k,−r),
(8)
and β(k) = const.. In the followed two sections, we
will provide different methods to deal with the non-
periodicity for systems with and without inversion sym-
metry.
III. SYSTEM WITH INVERSION SYMMETRY
Please keep in mind that, the eigenfunction um(k, r)
is defined in “periodic gauge”[37]. As shown by Zak[36]
in 1989,the Zak’s phase γ =
∫ k+G
k
dκDmm(κ) equals to
0 or pi in “periodic gauge”. Thus, the situation becomes
clear for system with inversion symmetry. The most easy
way is to extend the “smooth procedure” to the second
Brillouin zone. In this way, phase difference between the
starting point k0 and k0 + 2G is 0 or 2pi, which means
the periodicity of eigenfunction in k space is 2G.
In this section, rock-salt MgO with inversion sym-
metry is taken as example to explain our method.
Fig. 1 (b) shows the band structure of MgO along
(-1,0,0)→(0,0,0)→(1,0,0). Fig. 1(c)-(e) are the corre-
sponding TDMs calculated by the above method between
different pairs of bands. The eigenfunctions are calcu-
lated by DFT package in VASP[38] using the Perdew-
Burke-Ernzeroff GGA functional. The cutoff energy of
plane wave is 500 eV. K-point gride of 20×20×20 with
none-zero weight in the first Brillouin zone and 400 points
with zero weight along (-1,0,0)→(0,0,0)→(1,0,0) is set.
Since the DFT simulation underestimates the band gap,
the conduction bands are shifted to get better agreement
with the experimental gap 7.8 eV. As expected, both the
energy bands and TDMs are periodic with 2G. In Fig.
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2, we also present the HHG spectra calculated by semi-
conductor Bloch equations (SBEs) with one valence band
(band 2) and two conduction bands (band3 and band4)
included. The right part of the dashed line is from the
recombination of electron-hole pair from the second con-
duction band (band4) to the valence band (band2)[26].
The green arrow is similar to the cooper minimum which
comes from the minimum of the absolute value of dipole
moments between band 2 and band 3. This minimum
can be also seen in the TD-DFT simulation in Ref. [39].
So, it is promising to observe this minimum in the ex-
periment, if the range of the detected photon energy can
be increased[26, 40, 41]. This kind of minimum will be
disccused in detail in another paper[42]. Because the
difference of the dipole phases for positive and negative
Brillouin zone is 0 or 2pi, it is not needed to consider the
dipole phase when considering the interference between
two adjacent XUV bursts (see Eq. (2) in [26]). There
is no doubt that even-order harmonics are absent if the
driven laser is long pulse becasue of the inversion symme-
try of MgO. In the work of R. Huber et al.[5], they used
multiband excitation (ME) to explain the generation of
even harmonics in GaSe. Why the ME can’t generate
even harmonics in system with inversion symmetry even
though more than two bands are involved?
FIG. 1. (a) Structure of rock-salt MgO. Red ball and green
balls are O and Mg respectively; (b) Band structures along
Γ−R direction; (c)-(e) Real (black line) and imaginary (red
line) part of TDMs generated by “smooth procedure” in the
extended Brillouin zone.
From the analysis above , we know the new de-
rived eigenfunction usm(k, r) satisfies the strict periodic
boundary contition usm(k, r) = e
i2Grusm(k + 2G, r) and
usm(k, r) = u
s
m(k, r + R). The most important thing
is that we have the relationship of Eq. (8) for sys-
tem with inversion symmetry. Based on Eq. (8),
we can conclude the properties of TDMs, Dmn(k) =
i 〈um(k, r)|∇kun(k, r)〉, as shown in Table I. When the
TABLE I. properties of TDMs for different “parities” of eigen-
functions
us
m
(k, r) us
n
(k, r) Ds
m
(k)
us
m
(−k, r) =
us
m
(k,−r)
us
n
(−k, r) =
us
n
(k,−r)
Ds
mn
(−k) =
−Ds
mn
(k)
us
m
(−k, r) =
us
m
(k,−r)
us
n
(−k, r) =
−us
n
(k,−r)
Ds
mn
(−k) =
Ds
mn
(k)
us
m
(−k, r) =
−us
m
(k,−r)
us
n
(−k, r) =
us
n
(k,−r)
Ds
mn
(−k) =
Ds
mn
(k)
us
m
(−k, r) =
−us
m
(k,−r)
us
n
(−k, r) =
−us
n
(k,−r)
Ds
mn
(−k) =
−Ds
mn
(k)
periodic functions usm and u
s
n have the same parity, the
TDMs between band m and band n is an odd function
with respect to k. When the periodic functions usm and
usn have the opposite parity, the TDMs between band m
and band n is an even function with respect to k. For a
three-band model, there are many paths to generate exci-
tation. Taking our case as an example, one possibility is
to choose band2 → band3 → band4. The corresponding
macroscopic polarization
P (t) ∼ P (k0, t) + P (−k0, t)
= D24(k0 +A(t))D43(k0 +A(t))D32(k0 +A(t))E(t)
2
+D24(−k0 +A(t))D43(−k0 +A(t))D32(−k0 +A(t))E(t)
2
+ c.c.
(9)
Here E(t) and A(t) are electric field and vector potential
respectively. If the driven laser is a long pulse, E(t +
T/2) = −E(t) and A(t + T/2) = −A(t), where T is the
optical cycle of the laser. Thus, we can get
P (t+ T/2) ∼ P (k0, t+ T/2) + P (−k0, t+ T/2)
= D24(k0 −A(t))D43(k0 −A(t))D32(k0 −A(t))E(t)
2
+D24(−k0 −A(t))D43(−k0 −A(t))D32(−k0 −A(t))E(t)
2
+ c.c.
(10)
By comparing Eq. (8) and (9) and using the properties
listed in TABLE I, we can find that P (t) = −P (t+T/2),
which ensures even-order harmonics are always absent.
We conclude this part by illustrating the difference
between gas phase and solids, as shown in Fig. 3. In
the gaseous medium with inversion symmetry, a trian-
gle system will never be formed because of the parity of
the wavefunction. For crystal with inversion symmetry
where energy level is expanded into a band, a triangle
system can be formed. While, the parity of the TDMs
will prevent the generation of even-order harmonics.
IV. SYSTEM WITH BROKEN SYMMETRY
For system with broken symmetry, the Zak’s phase can
be any value. Thus the method above for system with
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FIG. 2. HHG spectra from MgO calculated by three-band
SBEs. The equations are solved in the extended Brillouin
zone and all the elements used in the SBEs model are from
Fig. 1. Laser parameter: 50 fs/1300nm/1×1013 W/cm2
FIG. 3. Illustration of transition path of electrons for gase
phase and solid phase with inversion symmetry. For gase
phase, a triangle system will never be formed becasue the
transition between states with same parity is forbidden.
While, for solid case where the energy levels are extended
into bands, transitionis between bands at these k points away
from Γ are not strictly forbiddened. The symmetry proper-
ties of the TDMs will ensure the absence of even order optical
signal.
inversion symmetry is not valid anymore. Please keep in
mind that in the periodic gauge the Berry connection is
periodic Dmm(k) = Dmm(k+G), which means it can be
expanded as
Dmm(k) = gm(k) + σm (11)
where gm(k) =
∑+∞
n=1 f1(n) cos(nLk) + f2(n) sin(nLk)
is the AC component and σm is a constant which can
be regared as DC component. The DC component will
lead to divergence of the introduced additional phase
Θm(k) =
∫ k
k0
dκDmm(κ) + ϕm (k0). We don’t need to
care about the AC part, because this component won’t
influence the periodicity, continuity and the final observ-
able physical quantity [27]. If the “smooth procedure”
is carried out for the first Brilloin zone, the DC-induced
non-periodic phase of the TDMs between band m and n
is (σn − σm)k.
FIG. 4. Red line is the k-dependent dipole phase generated
by “smooth procedure”. This kind of phase is not periodic
becasue of the DC part in the additionally introduced phase.
The balck line is the k-dependent dipole phase after the DC
component is taken away by our method.
Here we take the direction Γ − A of wurtzite ZnO as
an example. In Fig. 4, the red line is the k-dependent
dipole phase for the first Brillouin zone obtained from
VASP using “smooth procedure”. As stated above, the
dipole phase can not be ensured to be periodic, because
of the DC component. While, it is easy to get the slope
by (σn − σm) = (αmn(pi/L) − αmn(−pi/L))/G. Here,
αmn(±pi/L) are the phase of TDMs which are read from
the data generated by “smooth procedure” shown by
the red line in Fig. 4. Then, we can get the peri-
odic dipole phase by taking off the DC part, Dpmn(k) =
Dsmn(k)e
i(σm−σn)k which is shown by the black line in
Fig. 4 for ZnO. At the same time, the Berry connection is
changed from zero to Dpmm(k)−D
p
nn(k) = σm−σn. Now,
all the elements in the SBEs model are periodic and con-
tinuous with respect to k. That is to say the equation of
motion for carriers can be solved in a finite k space validly
at this very moment. In Fig. 5, the calculated HHG spec-
trum (blue line) by solving two-band SBEs model using
TDMs obtained by our “smooth-periodic” procedure is
comparied with the experimental data (green line). We
also present the spectrum (red line) by solving two-band
SBEs including only dipole phase obtained from tight-
binding model. Even though tight-binding model can ap-
proximatively reproduce the orientation-dependent fea-
ture of HHG spectra, usually it is too rough to produce
the relative strength between odd and even order har-
monics. Using accurate TDMs obtained from ab-initio
software with the help of our “smooth-periodic” proce-
dure, the harmonic spectrum has been improved greatly.
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FIG. 5. HHG spectra from ZnO. Green line is the experi-
mental data, blue line is calculated by two-band SBEs with
elements obtained from ab-initio software with the help of our
“smooth-periodic” procedure. The red line is the same as blue
one, but the dipole phase are calculated from tight-binding
model. The red line and experimental data are copied from
our previous work[28]. In order to present clear comparison,
the spectra are shifted vertically.
V. CONCLUSION REMARKS
Although ab-initio software has been widely used to
investigate electronic properties nowadays, the random
phase generated in the algorithms prevents its apllication
to deal with non-adiabatic dynamics, especially when the
external field is strong laser. We show that the com-
monly used “smooth procedure” can not ensure the pe-
riodicity of the wavefunction. In this paper, we provide
two different methods to overcome this defect for sys-
tem with and without inversion symmetry. Because our
approaches ensure the continuity and periodicity of all
the elements used in the equations of motion, the gauge
resulting by the transformation of our methods can be
referred to as “smooth-periodic” gauge to distinguish it
from Resta’s periodic gauge. Based on this gauge, the
HHG from solids with and without inversioin symmetry
is revisited. It is emphasized that the symmetry proper-
ties are the key factors to ensure the absence of even or-
der harmonics for system with inversion symmetry. With
the accurate TMDs with dipole phase and Berry connec-
tion, the HHG spectrum from ZnO with broken symme-
try is also improved greatly. Our work is a foundation
to the application of optical signal from solids, such as
laser waveform control, band/dipole reconstruction and
detecting dynamic information
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