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Abstract
A discrete three trophic level food chain model with ratio-dependent Michaelis–Menten type functional
response is investigated. It is shown that under some appropriate conditions the system is permanent. The
results indicate that, to make the species coexist in the long run, it is a surefire strategy to keep the death
rate of the predator and top predator rather small and the intrinsic growth rate of the prey relatively large.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Ratio-dependent; Permanence; Discrete predator–prey model
1. Introduction
Many biomathematical models about the relationships between the species and the outer en-
vironment or among the different species have been widely established. Among the relationships
between the species living in the same outer environment, the predator–prey theory plays an im-
portant and fundamental role. Massive work [1–3] has been done on traditional Lotka–Volterra
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predator species only relies on the densities of the prey species. But there is a growing explicit
biological and physiological evidence that in many situations, especially when predators have
to search for food (and, therefore, have to share or compete for food), a more suitable general
predator–prey theory should be based on the so-called ratio-dependent theory. A general form of
a ratio-dependent model is
x˙ = xf (x) − yp
(
x
y
)
,
y˙ = cyq
(
x
y
)
− dy.
Recently, much research have focused on the so-called Michaelis–Menten type (or Holling
type II) ratio-dependent predator–prey model:
x˙ = rx
(
1 − x
K
)
− αxy
my + x ,
y˙ = y
(
−d + f x
my + x
)
.
In [4], Hsu, Hwang and Kuang considered the following ratio-dependent food chain model:
x˙ = rx
(
1 − x
K
)
− 1
η1
m1xy
a1y + x , x(0) > 0,
y˙ = m1xy
a1y + x − d1y −
1
η2
m2yz
a2z + y , y(0) > 0,
z˙ = m2yz
a2z + y − d2z, z(0) > 0,
where x, y, z stand for the population densities of prey, predator and top predator, respectively.
This model reflects the simple relation of these three species: z prey on y and only on y, and y
prey on x and nutrient recycling is not accounted for. They show that this model is rich in bound-
ary dynamics and is capable of generating extinction dynamics. Specifically, they provide partial
answers to questions like under what scenario a potential biological control may be successful
and when it may fail. Furthermore, a multiple attractor scenario is found.
In [5], Xu and Chen investigated the following autonomous delayed system with Michaelis–
Menten type functional response:
x˙1 = x1(t)
(
a1 − a11x1(t) − a12x2(t)
m12x2(t) + x1(t)
)
,
x˙2 = x2(t)
(
−a2 + a21x1(t − τ1)
m12x2(t − τ1) + x1(t − τ1) −
a23x3(t)
m23x3(t) + x2(t)
)
,
x˙3 = x3(t)
(
−a3 + a32x2(t − τ2)
m23x3(t − τ2) + x2(t − τ2)
)
, (1.1)
where x1, x2 and x3 represent the population densities of prey, predator and top predator, re-
spectively; a1, a2 and a3 are the intrinsic growth rate of prey, death rates of predator and top
predator, respectively; a12, a21, a23 and a32 stand for the conversion rates, m12 and m23 stand for
the half capturing saturations; the function x1(t)(a1 − a11x1(t)) represents the specific growth
730 B. Dai et al. / J. Math. Anal. Appl. 324 (2006) 728–738rate of the prey in the absence of predator. It is shown that the system is uniformly persistent
under appropriate conditions and sufficient conditions are obtained for the global stability of the
positive equilibrium of the system. For similar work, we refer to [6,7].
However, any biological or environmental parameters are naturally subject to fluctuation in
time. The effects of a periodically varying environment are important for evolutionary theory as
the selective forces on systems in a fluctuating environment differ from those in a stable envi-
ronment. Thus, assuming periodic parameters is a way of incorporating periodically fluctuating
environment (such as seasonal effects of weather, food supplies, mating habits and so forth).
Some work has been done in this direction. For example, Huo and Li [8] considered a modified
model of (1.1) with periodic coefficients. More precisely, they studied the following system,
x˙1 = x1(t)
(
a1(t) − a11(t)x1(t) − a12(t)x2(t)
m12(t)x2(t) + x1(t)
)
,
x˙2 = x2(t)
(
−a2(t) + a21(t)x1(t − τ1)
m12(t)x2(t − τ1) + x1(t − τ1) −
a23(t)x3(t)
m23(t)x3(t) + x2(t)
)
,
x˙3 = x3(t)
(
−a3(t) + a32(t)x2(t − τ2)
m23(t)x3(t − τ2) + x2(t − τ2)
)
, (1.2)
where all variables and parameters have the same biological meaning as in (1.1), except that
all parameters are periodic functions of t . Some sufficient conditions on existence of positive
periodic solutions of system (1.2) were established.
On the other hand, many authors [9,10] have argued that discrete time models governed
by difference equations are more appropriate than continuous ones when the populations have
nonoverlapping generations. Discrete time models can also provide efficient computational mod-
els of continuous models for numerical simulations. In [11], Huo and Li considered the following
Michaelis–Menten type periodic system:
x1(k + 1) = x1(k) exp
{
a1(k) − a11(k)x1(k) − a12(k)x2(k)
m12(k)x2(k) + x1(k)
}
,
x2(k + 1) = x2(k) exp
{
−a2(k) + a21(k)x1(k − l1)
m12(k)x2(k − l1) + x1(k − l1)
− a23(k)x3(k)
m23(k)x3(k) + x2(k)
}
,
x3(k + 1) = x3(k) exp
{
−a3(k) + a32(k)x2(k − l2)
m23(k)x3(k − l2) + x2(k − l2)
}
, (1.3)
which can be regarded as the discrete analogue of system (1.2). Here a1, a2, a3 :Z → R and
a11, a12, a21, a23, a32,m12,m23 :Z → R+ are all ω-periodic. They obtained sufficient conditions
for the existence of positive periodic solutions of system (1.3) and found that the criteria for the
existence of positive periodic solutions of system (1.3) are similar to those for system (1.2).
But in ecosystem, a more important and interesting issue for mathematicians and biologists
is whether species in these systems would survive in the long run, that is, whether the systems
are uniformly persistent. As for this, there is a little work done. This motivates our investigation
of permanence of system (1.3) in this paper. The obtained results would be desirable, though the
approach we use may be not all that new and was adopted in [12].
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initial condition satisfies x1(0) > 0, x2(0) > 0, and x3(0) > 0. For biological reasons, we only
consider solutions {(x1(k), x2(k), x3(k))T } with
xi(−k) 0, k = 1,2, . . . ,max{l1, l2}; xi(0) > 0, i = 1,2,3. (1.4)
Definition. System (1.3) is said to be permanent if there exist two positive constants λ1 and λ2
such that
λ1  lim inf
k→∞ xi(k) lim supk→∞
xi(k) λ2, i = 1,2,3,
for any solution {(x1(k), x2(k), x3(k))T } of (1.3).
2. Main results
For convenience, we introduce
Iω = {0,1, . . . ,ω − 1}
and, for an ω-periodic sequence {f (k)}, we denote
f¯ = 1
ω
ω−1∑
k=0
f (k), fM = max
k∈Iω
f (k), f l = min
k∈Iω
f (k).
From now on, we further assume that a¯i > 0, i = 1,2,3.
In order to obtain the results of permanence for the system (1.3), we need some preparations.
Lemma 2.1. [12] The problem
x(k + 1) = x(k) exp{a(k) − b(k)x(k)} (2.1)
with x(0) = x0 > 0 has at least one periodic solution U if both b :Z → R+ and a :Z → R are
ω-periodic sequences with a¯ > 0. Moreover, the following properties hold:
(a) U is positive ω-periodic;
(b) U is constant if a/b is constant, in this case, U = a/b;
(c) if b(k) ≡ b is a constant and (a(k))M < 1, then bu(k) 1 for k sufficiently large, where u(k)
is any solution of Eq. (2.1).
Lemma 2.2. [13] Suppose that f :Z+ × [0,∞) → [0,∞) and g :Z+ × [0,∞) → [0,∞) with
f (n, x)  g(n, x) (f (n, x)  g(n, x)) for n ∈ Z+ and x ∈ [0,∞). Assume that g(n, x) is non-
decreasing with respect to the argument x. If x(n) and u(n) are solutions of
x(n + 1) = f (n,x(n)) and u(n + 1) = g(n,u(n)),
respectively, and x(0) u(0) (x(0) u(0)), then
x(n) u(n)
(
x(n) u(n)
) for all n 0.
Lemma 2.3. [11] Assume that the following conditions hold:
(H1) a¯1 > (
a12 );
m12
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(H3) a¯32 > a¯3.
Then (1.3) has at least one positive ω-periodic solution.
Now, we state our main results.
Theorem 2.1. Assume that (H1)–(H3) hold and
max
{(
a2(k)
)M
,
(
a3(k)
)M}
< 1. (2.2)
Then system (1.3) is permanent.
Proof. Suppose that {(x1(k), x2(k), x3(k))T } is a positive solution of system (1.3). We will con-
sider the equations in system (1.3) in order.
First, it follows from the first equation of (1.3) that
x1(k + 1) x1(k) exp
{
a1(k) − a11(k)x1(k)
}
and
x1(k + 1) x1(k) exp
{
a1(k) − a11(k)x1(k) − a12(k)
m12(k)
}
.
Then we introduce the following auxiliary equations:
z1(k + 1) = z1(k) exp
{
a1(k) − a11(k)z1(k)
} (2.3)
and
z2(k + 1) = z2(k) exp
{
a1(k) − a12(k)
m12(k)
− a11(k)z2(k)
}
. (2.4)
The assumption a¯1 > 0, combined with Lemma 2.1, implies that (2.3) has at least one positive
ω-periodic solution and we denote one of them as z∗1(k). Similarly, by (H1), so does (2.4) and
denote one of them as z∗2(k).
Let
yi(k) = ln
(
z∗i (k)
)
(i = 1,2) and r(k) = ln(x1(k)). (2.5)
Then
r(k + 1) − r(k) a1(k) − a11(k) exp
{
r(k)
}
,
r(k + 1) − r(k) a1(k) − a12(k)
m12(k)
− a11(k) exp
{
r(k)
}
,
y1(k + 1) − y1(k) = a1(k) − a11(k) exp
{
y1(k)
}
,
y2(k + 1) − y2(k) = a1(k) − a12(k)
m12(k)
− a11(k) exp
{
y2(k)
}
.
Set
ui(k) = r(k) − yi(k), i = 1,2. (2.6)
Then
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{
y1(k)
}[
exp
{
u1(k)
}− 1], (2.7)
u2(k + 1) − u2(k)−a11(k) exp
{
y2(k)
}[
exp
{
u2(k)
}− 1]. (2.8)
In the following we distinguish three cases.
Case 1. {ui(k)} is eventually positive. Then, from (2.7), we see that u1(k + 1) < u1(k) for
any sufficiently large k. Hence, limk→∞ u1(k) exists. It is not difficult to see from (2.7) that
limk→∞ u1(k) = 0, which implies that
lim sup
k→∞
x1(k)
(
z∗1(k)
)M
. (2.9)
On the other hand, from (2.6) and the positivity of {u2(k)}, we can also obtain that r(k) > y2(k)
for sufficiently large k, which implies that
lim inf
k→∞ x1(k)
(
z∗2(k)
)l
. (2.10)
Case 2. {ui(k)} is eventually negative. Similar analysis as that for Case 1 will also produce the
validity of (2.9) and (2.10).
Case 3. ui(k) oscillates about zero. In this case, we let {u1(kpq)}, {u2(kmn)} (p, q,m,n ∈ N)
be the positive and negative semicycles of {u1(k)}, {u2(k)}, respectively, where u1(kp1)
denotes the first element of the pth positive semicycle of {u1(k)} and u2(km1) denotes
the first element of the mth negative semicycle of {u2(k)}. From (2.7), we know that
u1(k + 1) < u1(k) if u1(k) > 0 while, from (2.8), u2(k + 1)  u2(k) if u2(k) < 0. Hence,
lim supk→∞ u1(k) = lim supp→∞ u1(kp1) and lim infk→∞ u2(k) = lim infm→∞ u2(km1). From
(2.7) and u1(kp1 − 1) < 0, we can obtain
u1(kp1) a11(kp1 − 1) exp
{
y1(kp1 − 1)
}[
1 − exp{u1(kp1 − 1)}]
 a11(kp1 − 1) exp
{
y1(kp1 − 1)
}

(
a11(kp1 − 1) exp
{
y1(kp1 − 1)
})M
,
which implies that
lim sup
p→∞
u1(kp1)
(
a11(kp1 − 1) exp
{
y1(kp1 − 1)
})M
.
From (2.5) and (2.6), we easily obtain
lim sup
k→∞
x1(k)
(
z∗1(k)
)M
exp
{(
a11(k)z
∗
1(k)
)M}K1. (2.11)
Similarly, from (2.8) and u2(km1 − 1) > 0, we get
u2(km1) a11(km1 − 1) exp
{
y2(km1 − 1)
}[
1 − exp{u2(km1 − 1)}]
−a11(km1 − 1) exp
{
y2(km1 − 1)
}
exp
{
u2(km1 − 1)
}
= −a11(km1 − 1) exp
{
r(km1 − 1)
}
= −a11(km1 − 1)x1(km1 − 1)
−a11(km1 − 1)K1 
(−a11(km1 − 1))lK1.
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lim inf
m→∞ u2(km1)
(−a11(km1 − 1))lK1.
Together with (2.5) and (2.6), we have
lim inf
k→∞ x1(k)
(
z∗2(k)
)l
exp
{
K1
(−a11(k))l} k1. (2.12)
In summary, we have shown
k1  lim inf
k→∞ x1(k) lim supk→∞
x1(k)K1.
Next we consider the second equation of (1.3). We have
x2(k + 1) x2(k) exp
{
−a2(k) − a23(k)
m23(k)
}
(2.13)
and
x2(k + 1) = x2(k) exp
{
−a2(k) + a21(k) − a21(k)m12(k)x2(k − l1)
m12(k)x2(k − l1) + x1(k − l1)
}
× exp
{
− a23(k)
m23(k)
+ a23(k)x2(k)
m223(k)x3(k) + m23(k)x2(k)
}
 x2(k) exp
{
−a2(k) − a23(k)
m23(k)
+ a21(k) − 1
k1
a21(k)m12(k)x2(k − l1)
}
. (2.14)
Denote P(k) = 1/x2(k). Then from the second equation of (1.3), we can also derive that
P(k + 1) = P(k) exp
{
a2(k) − a21(k)x1(k − l1)P (k − l1)
m12(k) + x1(k − l1)P (k − l1) +
a23(k)x3(k)P (k)
m23(k)x3(k)P (k) + 1
}
,
which leads to
P(k + 1) P(k) exp{a2(k) − a21(k)} (2.15)
and
P(k + 1) P(k) exp
{
a2(k) − a21(k)
m12(k)
K1P(k − l1)
}
. (2.16)
It follows from (2.13) and (2.15) that
k−1∏
i=k−l1
x2(i + 1)
x2(i)

k−1∏
i=k−l1
exp
{
−a2(i) − a23(i)
m23(i)
}
= exp
{
−
k−1∑
i=k−l1
(
a2(i) + a23(i)
m23(i)
)}
and
k−1∏
i=k−l1
P(i + 1)
P (i)

k−1∏
i=k−l1
exp
{
a2(i) − a21(i)
}= exp
{
k−1∑
i=k−l1
(
a2(i) − a21(i)
)}
.
Therefore, we have
x2(k − l1) x2(k) exp
{
k−1∑ (
a2(i) + a23(i)
m23(i)
)}
i=k−l1
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P(k − l1) P(k) exp
{
k−1∑
i=k−l1
(
a21(i) − a2(i)
)}
,
which, together with (2.14) and (2.16), yield
x2(k + 1) x2(k) exp
{
−a2(k) − a23(k)
m23(k)
+ a21(k)
}
× exp
{
− 1
k1
a21(k)m12(k) exp
{
k−1∑
i=k−l1
(
a2(i) + a23(i)
m23(i)
)}
x2(k)
}
.
and
P(k + 1) P(k) exp
{
a2(k) − a21(k)
m12(k)
K1 exp
{
k−1∑
i=k−l1
(
a21(i) − a2(i)
)}
P(k)
}
 P(k) exp
{
a2(k) − λP (k)
}
, (2.17)
where
λ =
(
a21(k)
m12(k)
K1 exp
{
k−1∑
i=k−l1
(
a21(i) − a2(i)
)})M
.
Consider the following two auxiliary equations:
Z1(k + 1) = Z1(k) exp
{
a(k) − b(k)Z1(k)
}
, (2.18)
Z2(k + 1) = Z2(k) exp
{
a2(k) − λZ2(k)
}
, (2.19)
where
a(k) = −a2(k) − a23(k)
m23(k)
+ a21(k),
b(k) = 1
k1
a21(k)m12(k) exp
{
k−1∑
i=k−l1
(
a2(i) + a23(i)
m23(i)
)}
.
By Lemma 2.1 and (H2), (2.18) has at least one positive ω-periodic solution and we denote
one of them as Z∗1(k). So does (2.19), denoted by Z∗2(k). Now (2.2) and part (c) of Lemma 2.1
imply that λX2(k) < 1 for sufficiently large k, where X2(k) is any solution of Eq. (2.19). Con-
sider the following function:
g(n,X) = X exp{a2(n) − λX}.
It is not difficult to see that g(n,X) is nondecreasing with respect to the argument X. Then apply-
ing Lemma 2.2 to (2.17) and (2.19), we easily obtain that P(k) Z∗2(k). So, lim infk→∞ P(k)
(Z∗2(k))l , which together with the transformation P(k) = 1/x2(k), produces
lim sup
k→∞
x2(k)
1
(Z∗2(k))l
K2. (2.20)
Now set
R(k) = ln(x2(k)), Y (k) = ln(Z∗1(k)),
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R(k + 1) − R(k)− 1
k1
a21(k)m12(k) exp
{
k−1∑
i=k−l1
(
a2(i) + a23(i)
m23(i)
)}
exp
{
R(k)
}
− a2(k) − a23(k)
m23(k)
+ a21(k)
and
Y(k + 1) − Y(k) = − 1
k1
a21(k)m12(k) exp
{
k−1∑
i=k−l1
(
a2(i) + a23(i)
m23(i)
)}
exp
{
Y(k)
}
− a2(k) − a23(k)
m23(k)
+ a21(k).
Let U(k) = R(k) − Y(k). Then
U(k + 1) − U(k)− 1
k1
a21(k)m12(k) exp
{
k−1∑
i=k−l1
(
a2(i) + a23(i)
m23(i)
)}
× exp{Y(k)}[exp{U(k)}− 1]. (2.21)
Similar analysis as that in the discussion of the first equation of (1.3) leads to
lim inf
k→∞ x2(k) exp
{(
−K2
k1
a21(k)m12(k) exp
{
k−1∑
i=k−l1
(
a2(i) + a23(i)
m23(i)
)})l}
× (Z∗1(k))l  k2. (2.22)
Summarizing the above discussion gives us
k2  lim inf
k→∞ x2(k) lim supk→∞
x2(k)K2.
Finally, we discuss the third equation of (1.3). We have
x3(k + 1) x3(k) exp
{−a3(k)} (2.23)
and
x3(k + 1) = x3(k) exp
{
−a3(k) + a32(k) − a32(k)m23(k)x3(k − l2)
m23(k)x3(k − l2) + x2(k − l2)
}
 x3(k) exp
{
−a3(k) + a32(k) − 1
k2
a32(k)m23(k)x3(k − l2)
}
. (2.24)
Let Q(k) = 1/x3(k). Then the third equation of (1.3) can be transformed into
Q(k + 1) = Q(k) exp
{
a3(k) − a32(k)x2(k − l2)Q(k − l2)
m23(k) + x2(k − l2)Q(k − l2)
}
,
which leads to
Q(k + 1)Q(k) exp{a3(k) − a32(k)} (2.25)
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Q(k + 1)Q(k) exp
{
a3(k) − a32(k)
m23(k)
K2Q(k − l2)
}
. (2.26)
Using similar analysis as that in the discussion of the second equation of (1.3), we have
lim sup
k→∞
x3(k)
1
(w∗2(k))l
K3 (2.27)
and
lim inf
k→∞ x3(k)
(
w∗1(k)
)l
exp
{(
−K3
k2
a32(k)m23(k) exp
{
k−1∑
i=k−l2
a3(i)
})l}
 k3, (2.28)
where {w∗1(k)} and {w∗2(k)}, respectively, are positive ω-periodic solutions of the following two
equations:
w1(k + 1) = w1(k) exp
{
−a3(k) + a32(k) − 1
k2
a32(k)m23(k) exp
{
k−1∑
i=k−l2
a3(i)
}
w1(k)
}
,
w2(k + 1) = w2(k) exp
{
a3(k) −
(
a32(k)
m23(k)
K2 exp
{
k−1∑
i=k−l2
(
a32(i) − a3(i)
)})M
w2(k)
}
.
Now let λ1 = min{k1, k2, k3} and λ2 = max{K1,K2,K3}. Then
λ1  lim inf
k→∞ xi(k) lim supk→∞
xi(k) λ2, i = 1,2,3.
Namely, system (1.3) is permanent. This completes the proof. 
3. Discussion
Our main result, Theorem 2.1, gives a set of sufficient conditions on the permanence of the pe-
riodic system (1.3). Besides the assumption that max{(a2(k))M, (a3(k))M } < 1, the assumptions
(H1)–(H3) are easily satisfied if the death rates of the predator and top predator are sufficiently
small and the intrinsic growth rate of the prey is large enough. In other words, for the coexistence
of the three species, it is a surefire strategy to keep the death rates of the predator and top predator
rather small and the intrinsic growth rate of the prey relatively large. This conclusion is different
from that for the corresponding autonomous system (1.1). In [5], Xu and Chen showed that the
criterion for the uniform persistence of (1.1) is exactly the same as that for the existence of a
unique positive equilibrium.
It is well known that simple food chain models can generate chaotic dynamics [14], which
means that for some parameters, solutions can be very sensitive to initial conditions. In [4], by
extensive simulations, the authors have found that the autonomous continuous system corre-
sponding to system (1.3) can generate cyclic and chaotic dynamics for some sets of parameters,
respectively. We can not rule out that system (1.3) could also generate such complex dynamical
behaviors or even more complex ones. However, we would point out here that under those con-
ditions in Theorem 2.1, the permanence for system (1.3) holds true either on a period cycle or on
a chaotic orbit. As for the complex dynamical behaviors system (1.3) or its more general form
can generate, it is really interesting and challenging to work on and we will pursue this in our
subsequent work.
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