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CoMoVA - A Comprehension Measurement Framework for Visualization 
Systems 
Harkirat Kaur Padda, Ph.D. 
Concordia University, 2009 
Despite the burgeoning interest shown in visualizations by many disciplines, there yet 
remains the unresolved question concerning comprehension. Is the concept that is being 
communicated through the visual easily grasped and clearly interpreted? Visual 
comprehension is that characteristic of any visualization system, which deals with how 
efficiently and effectively users are able to grasp the underlying concepts through suitable 
interactions provided for exploring the visually represented information. Comprehension 
has been considered a very complex subject, which is intangible and subjective in nature. 
Assessment of comprehension can help to determine the true usefulness of visualization 
systems to the intended users. A principal contribution of this research is the formulation 
of an empirical evaluation framework for systematically assessing comprehension 
support provided by a visualization system to its intended users. 
To assess comprehension i.e. to measure this seemingly immeasurable factor of 
visualization systems, we propose a set of criteria based on a detailed analysis of 
information flow from the raw data to the cognition of information in human mind. Our 
comprehension criteria are adapted from the pioneering work of two eminent researchers 
- Donald A. Norman and Aaron Marcus, who have investigated the issues of human 
perception and cognition, and visual effectiveness respectively. The proposed criteria 
have been refined with the help of opinions from experts. To gauge and verify the 
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efficacy of these criteria in a practical sense, they were then applied to a bioinformatics 
visualization study tool and an immersive art visualization environment. 
Given the vast variety of users and their visualization goals, it may be noted that it is 
difficult for one to decide on the effectiveness of different visualization tools/techniques 
in a context independent fashion. We therefore propose an innovative way of evaluating a 
visualization technique by encapsulating it in a visualization pattern where it is seen as a 
solution to the visualization problem in a specific context. These visualization patterns 
guide the tool users/evaluators to compare, understand and select appropriate 
visualization tools/techniques. 
Lastly, we propose a novel framework named as CoMoVA (Comprehension Model 
for Visualization Assessment) that incorporates 'context of use', visualization patterns, 
visual design principles and important cognitive principles into a coherent whole that can 
be used to effectively tell us in a more quantifiable manner the benefits of visual 
representations and interactions provided by a system to the intended audience. Our 
approach of evaluation of visualization systems is similar to other questionnaire-based 
approaches such as SUMI (Software Usability Measurement Inventory), where all the 
questions deal with the measurement of a common trait. We apply this framework to two 
static software visualization tools in the software visualization domain to demonstrate the 
practical benefits of using such a framework. 
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Chapter 1. Introduction 
"Discovery consists of seeing what everybody has seen and thinking what nobody has thought." - Albert 
von Szent-Gyorgyi (1893-1986) 
Overview 
In this thesis, we propose a measurement framework with the principal objective of 
evaluating the comprehension support provided by the visualization systems to intended 
users. Towards accomplishing this objective, we have reviewed many different areas in 
detail - visualization, human computer interaction, and software engineering, and 
integrated relevant concepts and solutions in the formulation of this measurement 
framework. 
This is an introductory chapter that highlights the problem statement and gives a 
snapshot of the subject matter presented in this thesis. Here, we present the justification 
for empirical investigation of visualization systems from a comprehension perspective, 
which forms the main research pursuit of this thesis. We also describe the research 
methodology we followed and the investigations we conducted along with various 
challenges encountered throughout this research. Finally, we give a synopsis of the 
forthcoming chapters of this thesis. 
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1.1 Motivation 
The value of visuals in a communication process is well recognized starting from the 
ancient wall paintings to today's computer-based visualizations used in various 
disciplines. Visualization systems are a form of Human Computer Interaction (HCI), 
which consist of view/views of data and a suitable interface for interacting with the 
view(s) (Wilkins, 2003). The potential capability to present huge information in a 
meaningful and easily perceivable way has resulted in wide promotion of interactive 
visualizations as providing solutions to this very difficult problem of getting insight into 
the relationships present in complex and large data in many different domains. This 
widespread proliferation of visualization tools/techniques in turn highlights the express 
need for their empirical evaluation. Knight (2001) rightly states that providing 
evaluations of visualizations is one way to demonstrate that they support a purpose and 
are adequate for the role claimed for them. The primary role of any visualization is to 
communicate information using the visual medium, i.e. to portray a set of data in a 
pictorial form that facilitates its' understanding. Inherent to this portrayal process are 
constraints in terms of human perceptual and cognitive limitations, physical device screen 
sizes on which visualizations are displayed etc., that make it harder to comprehend or 
understand these visualizations. Most existing visualization systems, with their sheer 
volume of information, place a high cognitive load on the users. It is often unclear as to 
the extent of help provided by these systems to interpret the meanings of different visuals 
being displayed. 
Kosara et al. (2003) state that no matter how efficient a visualization tool/technique 
may be, or how well motivated from theory it is, if it does not convey information 
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effectively then its' usefulness is questionable. Therefore, to assess the empirical 
evidences of the usefulness/usability of visualization systems from the human point of 
view, we need to study and answer questions like -
• How well is the visualization system's intent met through visuals and interaction 
techniques? 
• How well is the user's intent met by the visualization system? 
• How effective are the visual representations displayed by the system in terms of 
achieving their major goal of providing 'user insights' for which they were 
developed? and 
• How can we measure whether the visualization has been appropriately comprehended 
by intended users? 
Clearly, a framework that enables us to systematically carry out empirical studies for 
measuring the comprehension aspects of visualization tools/techniques would be able to 
provide answers to the above questions. It is important that this framework provides a 
supporting structure to assess comprehension support provided by the visualization 
systems in objective terms. 
Some evaluation methods have been suggested for visualization systems including 
empirical assessments with controlled experiments, usability testing and analytical 
assessments like - heuristic evaluation (Zuk et al., 2006) and cognitive walkthrough 
(Plaisant, 2004). Despite a growing awareness of the importance of objective evaluation, 
formal user studies of visualization systems to assess their effectiveness are relatively 
rare. Unfortunately, performing good user studies is time-consuming and requires 
substantial expertise in the experiment design and data analysis. In current practice, most 
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of the empirical studies (Storey at al., 1996; Marcus et al., 2005) with visualization 
systems are conducted by the original developers/designers and are performed solely for 
specific objectives. They do not take into consideration the general criteria to assess the 
effectiveness of these systems. The usability factors in these studies do not cover an 
important trait of any visualization system i.e. its' ability to ease comprehension of the 
underlying information depicted through visual(s). Moreover, these methods do not 
provide significant guidance to assess users' comprehension and are not easy to apply by 
novices having little knowledge of user interface (UI) practices. On examining the 
literature (Rushmeier et al., 1995), we found that the software community, especially 
those working on visualization techniques have also expressed the need for benchmarks 
or general measurements to evaluate the effectiveness of visualization systems. 
Therefore, in our research we are aiming to provide a general measurement 
framework that could be applied to any visualization system independent of its 
application area. Furthermore, we propose to quantify the effectiveness of a visualization 
system in terms of its support for comprehension of the visuals to understand the 
underlying system. This is made possible through the proposed comprehension criteria 
and measures that have been investigated thoroughly in this research with a number of 
usability studies of visualization systems. It is our belief that our research justifies the use 
of a questionnaire-based evaluation of visualization systems from comprehension 
viewpoint. 
1.2 Research Statement and Objectives 
We state our research hypothesis as follows: 
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Through the use of measurable attributes, the proposed measures-based framework 
provides significant guidance in the systematic evaluation of comprehension support 
provided by visualization systems to intended users. 
The main objective of this research can now be restated as follows: 
- To establish a systematic measurement framework that enables evaluators to assess 
the available comprehension support provided by a visualization system to the 
intended audience. 
To achieve this objective, we further established secondary objectives as follows: 
To propose a systematic evaluation mechanism that guides the tool users/evaluators 
to compare and select appropriate visualization tools/techniques. In current literature, 
the evaluation of visualization techniques is described on an ad-hoc basis, without 
matching the applicability of techniques to the available context. Towards this 
endeavour, we propose that every visualization technique may be encapsulated in the 
form of a visualization pattern describing the applicable 'context of use' (i.e. users', 
tasks', and environments' characteristics) for it. 
To define a suite of criteria to asses the effectiveness of a visualization system in 
providing user comprehension, preferably independent of the domain, qualitatively or 
if possible, even quantitatively. Although, researchers in different fields (e.g. 
psychology, cognition, and HC1) have suggested a few guidelines and principles to 
follow in the design of visualization tools/techniques, the information seems to be 
widely scattered and informally defined. Presently, there is no single source that 
could guide evaluators to determine if the users are able to comprehend the designer's 
intentions in the visually represented information along with supported interaction 
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mechanisms. Our proposed comprehension criteria have resulted from in-depth 
studies of earlier work addressing psychological, cognitive, and visual 
communication aspects of a visualization system. 
In addition to these two secondary objectives, we also established another research 
objective for software visualization systems in particular as follows. 
In order to test the applicability and effectiveness of our proposed framework, we 
opted to use the domain of software visualization. Software visualization systems are 
developed to ease the comprehension of artifacts comprising the development of large 
software systems with the goal of providing assistance in software maintenance. To 
test the effectiveness of software visualization systems, we are proposing an initial 
catalogue of software maintenance tasks that are purported to be supported by these 
systems, and are important from the viewpoints of software maintainers to perform 
maintenance activities. This is required in order to see the functional gaps between 
the needs of users and the actual tasks supported by currently available software 
visualization systems. 
1.3 Methodology 
Our research methodology was composed of the following stages -
• The first stage was to conduct a literature review on visualization systems in order to 
clearly understand comprehension problems and requirements with visual 
information, and the need for systematic assessment of comprehension in these 
systems. 
• In the second stage, we conducted further studies of the process of comprehension so 
as to identify the main aspects involved in the use of any visualization system. We 
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thoroughly investigated the information flow from the raw data to the cognition of 
information in human mind. This stage again involved a detailed literature review on 
comprehension and how we can measure it using the existing measurement 
approaches and models in software engineering. 
The third stage was to seek important visual design and cognitive principles for 
effective visual communication to the users. This was based on the work of other 
renowned HCI researchers who have already investigated the issues of effectiveness 
for better user experience. Then, based on these principles we proposed a set of 
comprehension criteria and categorized these measurable criteria into various 
comprehension aspects explored in the previous stage. 
The fourth stage involved the refinement of these criteria with case studies of 
visualization systems and opinions of experts as expressed for these criteria. In this 
phase, we also described the measures for each of the proposed criteria in order to 
quantify them using a controlled experiment approach. The measures are derived in 
the form of questions that can be asked to the participants during controlled 
experimentation with usage of visualization systems. 
The fifth stage was to explore the chosen test domain for our proposed measurement 
framework i.e. software visualization systems. We performed an exhaustive literature 
review and conducted an online survey with practitioners and researchers to seek a 
catalogue of software visualization tasks important from the viewpoints of software 
maintainers. 
Next, we formulated the process of encapsulating each visualization technique in a 
pattern format where the context in which the technique can be used is highlighted. 
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These visualization patterns enable the evaluators and users to compare and 
understand the functionality of each visualization technique. 
• The seventh stage was to formulate our measurement framework using the results of 
all previous investigations. We have named this framework as Comprehension Model 
for Visualization Assessment (CoMoVA). 
• The last stage encompasses the execution of a controlled experiment with two static 
software visualization tools. Here, we use our proposed visualization patterns, the 
catalogue of software comprehension and maintenance tasks, the proposed criteria, 
and the measures to assess the comprehension support provided by these visualization 
systems. The data collected from the questionnaires, audio and video recordings are 
then statistically analyzed using the ANOVA (Analysis of Variance) analysis 
technique. 
Thus our CoMoVA (Comprehension Model for Visualization Assessment) 
framework incorporates 'context of use', visualization patterns, visual design' principles 
and important cognitive principles into a coherent whole that an evaluator can use to 
evaluate the effectiveness of visualization systems. The CoMoVA framework is 
composed of following components. 
Principles - effective visual communication principles (i.e. principle of organization, 
economization, and communication), and cognitive principles (i.e. principle of 
naturalness of interaction or mapping, and affordances) 
Methods - interviewing technique, online survey, and user studies 
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Artifacts - questionnaires, repository of comprehension criteria (i.e. Reachability, 
Simplicity, Clarity, Distinctiveness, Emphasis, Affordance, Dynamism, Appearance, 
Legibility, Perspective-ness, and Mapping), visualization patterns (for example in the 
domain of software visualization, we have Radial pattern, Pyramid pattern, NestedView 
pattern, and Tree pattern), a catalogue of tasks required to be supported by the 
visualization system (for example, we created a catalogue of 21 software maintenance 
tasks to be supported by software visualization systems) 
Stakeholders - evaluators and/or usability experts, participants 
Our set of criteria and measures can be seen as continuity in questionnaire based 
evaluation approaches, e.g. SUMI (Software Usability Measurement Inventory) which is 
used to measure user satisfaction based on five usability scales (Kirakowski, 1996). Our 
criteria can also be reformulated into design principles or heuristics to be tested by 
experts. 
1.4 Avenues and Investigations 
A number of avenues have been explored in this research work to achieve the 
mentioned objectives. These are briefly explained as follows: 
1. To refine our proposed comprehension criteria, we met 2 usability experts and sought 
their valuable opinions for verification of these criteria using an open-ended 
interviewing technique. 
2. To further refine the proposed comprehension criteria, we have conducted two 
usability studies in two different visualization environments. The first study was 
conducted with a bioinformatics visualization tool called 'ADN-Viewer' (Herisson, 
2001). A total of 11 participants from the university community having knowledge of 
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bioinformatics domain participated in this study. The second usability study was 
performed with an immersive art visualization environment called 'OSMOSE' 
(Davies, 1996), where 25 participants of varying backgrounds were invited to 
participate in the study. 
3. We have performed an online survey based empirical investigation to categorize the 
software visualization tasks, as gathered from currently published literature, into 
traditional maintenance activities. A total of 162 participants were invited worldwide 
in this investigation. This was done in order to see the effectiveness of software 
visualization tools in performing the maintenance activities. Through this survey, we 
proposed a catalogue of the software comprehension and maintenance tasks that are 
required to be supported by current software visualization tools. This initial repository 
of 21 software comprehension and maintenance tasks can provide guidance in 
evaluating software visualization tools from 'functional' viewpoint i.e. the evaluator 
can determine which of the tasks from this repository are supported by any software 
visualization tool in hand. 
4. To illustrate the usage of our framework for visualization systems, we conducted a 
controlled experiment in our human-centered software engineering lab with two static 
software visualization tools i.e. 'Structural Analysis for Java (SA4J)' (Iskold et al., 
2004) and 'Creole' (Callendar, 2006). 15 participants from the university community 
having knowledge of software maintenance and visualizations in general participated 
in the experiment. 
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1.5 Challenges Encountered 
Through out in this research we were trying to measure what would normally be 
considered intangible, and regarded usually as immeasurable by the researchers, namely 
comprehension support. This has been a very challenging task by itself as a number of 
complex issues are involved. Three main human senses (i.e. sight, touch and hearing) are 
involved in making sense of the multi-media visualization(s), which further complicates 
the problem of comprehension assessment. Therefore, we simply restricted ourselves to 
the 'sight' sense in this research. Moreover, we cannot directly look inside the mind of a 
person to guess what he/she is thinking about any visualization. Therefore, we adopted an 
indirect approach where we investigated the tangible properties of the visualization 
systems and saw their impact on the performance of an individual. A number of hurdles 
have been encountered throughout this research. 
1. The very first problem was the verification of proposed criteria. There is no scientific 
method to apply for verification, and therefore we sought the opinions of experts in 
relevant fields. However, asking the experts to comment on their judgment was also 
not easy. 
2. Visualizations are employed in a number of different domains and therefore our 
second challenge dealt with selecting a suitable application area to apply our 
proposed framework. We selected software visualizations as our application area 
because of our background in software engineering field. 
3. The third barrier was the selection of appropriate tools for study purposes. We found 
that most of the software visualization tools are research prototypes and are not fully 
functional. We selected only two static software visualization tools for our study. 
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4. The fourth obstacle in our research was that of selecting suitable participants for 
study purposes. During our three in-lab studies and one online survey, we have found 
that it is not easy to get people to commit their valued time towards participating in 
the usability experiment/survey and performing the assigned tasks. 
1.6 Dissertation Roadmap 
A brief explanation of the remainder of this dissertation is as follows. 
In chapter 2, we discuss the background on visualization systems with a focus on the 
concerns for comprehension assessment. In particular, this chapter highlights the need 
to evaluate visualization systems from the viewpoint of comprehension aspects 
involved in the interaction with these systems, and forms the justification for our 
proposed comprehension measurement framework. 
In chapter 3, we present the fundamentals of comprehension measurement. In order 
to provide a foundation work for the establishment of our framework, we further 
study comprehension and explore the current state of art in software measurement, 
existing measurement strategies along with related measurement studies of 
visualization systems previously reported. 
In chapter 4, we propose a set of criteria based on cognitive, perceptual, and visual 
interface properties of visualization systems. The criteria introduced in this chapter 
are verified for their completeness, consistency, and un-ambiguity properties. A 
number of methods, like - conducting a comprehensive literature review and open-
ended interview with experts, have been conducted to propose a minimal set of 
comprehension criteria. 
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In chapter 5, we conduct two case studies to test the applicability and effectiveness 
of our proposed criteria. The first case study is performed with a bioinformatics 
visualization tool to evaluate its' effectiveness based on the proposed comprehension 
criteria. The second case study is conducted in immersive art visualization 
environment. Both these case studies are analyzed thoroughly in this chapter along 
with a final set of measures to assess the proposed comprehension criteria. 
In chapter 6, we perform an in-depth investigation of our application area i.e. 
software visualization systems. This chapter discusses the related studies on the 
empirical investigation of software visualization systems along with our online 
survey-based empirical investigation of these systems with an objective to identify 
the gap between the needs of users and the tasks supported by current software 
visualization systems. 
In chapter 7, we formulate and describe the process of encapsulating a visualization 
technique in the form of a visualization pattern where the 'context of use' in which 
the technique is applicable is appropriately summed up to capture the boundaries of 
evaluation. We demonstrate this by devising a set of four visualization patterns for the 
four different visualization techniques employed in two software visualization tools 
under our investigation. 
In chapter 8, we integrate all the knowledge gained from previous chapters to present 
our comprehension measurement framework. This chapter describes the components 
and structure of our proposed Comprehension Model for Visualization Assessment 
(CoMoVA) framework. 
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In chapter 9, we test our proposed measurement framework in software visualization 
application area using a controlled experiment approach with two static software 
visualization tools. Here, we analyze the results to assess the comprehension support 
provided by software visualization systems under our study using the comprehension 
criteria in our framework. 
Finally chapter 10 summarizes the work, major research contributions that have 
resulted, research benefits that can be reaped from our measurement framework, and 
future avenues for research in this area. 
In addition, a number of appendices are also included which provide details about the 
online survey, visualization patterns, the consent and user evaluation forms, the 
questionnaire, and more details of ANOVA analysis of the controlled experiment. 
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Chapter 2. Visualization Systems: Comprehension of 
Visual Information 
"Providing evaluations of visualisations is one way to demonstrate that they support a purpose and are 
adequate for the role claimed for them.... " - (Claire Knight, 2001) 
Overview 
In this chapter, firstly we present our background study on visualization systems and 
the general problems with them that highlight the need for evaluation of these systems. 
Secondly, we provide our justification for the proposed comprehension measurement 
framework in order to evaluate the visualization systems. Towards this main objective, 
we also outline the specific comprehension problems and the aspects involved in 
comprehending the visual information in visualization systems. We study the information 
flow from rendered data to the cognition of information in human mind with an objective 
to understand the aspects involved in the process of comprehension of visual information 
presented by visualization systems. These are aspects that significantly affect overall user 
understanding of displayed visual information. 
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2.1 Visualization Systems: Background 
Before addressing the research question, on why we need to have a comprehension 
measurement framework for visualization systems, a brief background on the subject of 
visualization is presented here. This section introduces the evolution of computer-
generated visualization, its application areas along with some illustrative examples, as 
well as the associated potential pitfalls. 
2.1.1 History 
The pedigree of visualization has its roots in pictorial representations dating back to 
the origins of man when pictographs or man made images were used for communication. 
"Through the centuries, we have seen human generated maps of the sections of the world 
for travel and warfare, images of the positions of stars and other celestial bodies, imagery 
of plans for architectural and novel devices, images to enhance stories, and many more 
such examples. These early steps comprise the beginnings of the husbandry of 
visualizations. To support many of modern endeavours, computer generated data 
visualizations called 'plots' appeared in the late 1940's, when tables became too large for 
a human to comprehend and manage" (Baker et al., 2005). These visualizations were 
followed by the growth of computer graphics and systems that permitted the rapid, often 
interactive generation of scientific data sets. With the prosperity of visualization in 
scientific computing, professionals from other disciplines like statistics also began using 
computer-based visualizations to support their data exploration tasks. 
2.1.2 Definitions 
In the general context, the term "to visualize" is defined in Oxford English Dictionary 
as - "to form a mental vision, image, or picture of (something not visible or present to the 
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sight or of an abstraction); to make visible to the mind or imagination." (OED, 2005) 
Visualization is an effective way to communicate abstract as well as concrete ideas 
through visual imagery. 
According to Foley and Ribarsky (1994), "a useful definition of visualization might 
be the binding (or mapping) of data to a representation that can be perceived. The types 
of binding could be visual, auditory, tactile, etc. or a combination of these". Visualization 
can be also be seen as "a computer generated image or collection of images, possibly 
ordered, using a computer representation of data as its primary source and a human as its 
primary target" (Baker at al., 2005). Visualization is a mapping process from computer 
representations to perceptual representations, choosing encoding techniques to maximize 
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Figure 2.1: Visualization As a Mapping Process 
The back arrows in Figure 2.1 depict that viewer(s) may view visual(s) to get a deeper 
understanding of the reality or the mathematical concepts, and/or to get a visual proof of 
computer representations derived for physical phenomena or concepts. 
2.1.3 Classification of Visualization Systems 
As the need and opportunities grew with the advancement of computer technologies, 
researchers have shown their burgeoning interest in computer-based visualizations and 
have classified them accordingly. In general, there are two main forms of visualizations 
i.e. scientific visualization and information visualization. 
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• Scientific visualization mainly deals with visual representation of scientific data to 
explore and understand natural phenomenon(s). This data is captured from a physics-
based model(s). 
• Information visualization, as opposed to scientific visualization, aims to visually 
present abstract data that may have no natural visual representation. This data can be 
very complex, containing a large number of elements, structured hierarchically in a 
network, linearly, or could even lack any kind of structure. 
Comparison of information visualization with scientific visualization in terms of 
intended audience, task, input data and input size is shown in Table 2.1. 








































These two categories are further classified by visualization researchers according to 
the application areas where the visualizations are applied. Therefore, today we are 
presented with a broader context of visualizations named according to application 
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domains like - database visualization, software visualization, biomedical and geospatial 
visualization and so on. 
2.1.4 Examples 
Below, we discuss a few of many examples available to illustrate the power of 
visualization in gaining insights and understandings into complex data or artifacts. 
a) Scientific visualization 
In scientific visualization, the goal is typically to visualize scientific phenomena from 
data experimentally captured or through simulation programs. Figure 2.2 shows the 
famous "visualization of a storm" employed in geophysics, where it has been used by 
environmental scientists to study the storm phenomenon. 
Figure 2.2: Numerically Modeled Severe Storm (Wilhelmson et al., 1990) 
b) Information visualization 
In information visualization, one is typically looking for complex relationships that 
are not obvious from non-pictorial representations. Figure 2.3 illustrates a hyperbolic 
view of a complex hierarchy. 
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Figure 2.3: StarTree to Navigate and Explore Hierarchical Relationships (1ST, 
2005) 
c) Software visualization 
Software visualization can be viewed as a specialized subset of information 
visualization that uses visual representations to make software more visible. This is 
because information visualization is the process of creating a graphical representation 
of the abstract data and this is what is required when we try to visualize software 
components (Knight and Munro, 2001). Software is inherently complex having a 
large number of artifacts in the system and their relationships, so we need to visualize 
software in order to comprehend the meaning of these artifacts. Software 
visualization is concerned with the construction of static and dynamic views of the 
software systems. For example, Figure 2.4 depicts the program execution data using a 
Treemap technique. 
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Figure 2.4: Treemap View of Program Execution Data (Orso et al., 2003) 
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2.1.5 General Problems with Visualizations 
Despite the application of visualization in diverse fields as illustrated above, various 
researchers have come across many problems with them. Based on the literature survey, 
we are summarizing some potential pitfalls associated with visualizations that are 
hindering their usefulness to ultimate users. 
a. Cognitive overload 
First and foremost, we need to address the basic question of 'user insights' for which 
visualizations were developed. Due to large amount of information that is displayed 
in visualizations they are becoming overly complex, thus burdening users' minds with 
information, commonly referred to as the information overload problem. Pfitzner et 
al. (2003) state that a higher cognitive load is placed upon the user if the 
visualizations are difficult to interpret. 
b. Flashy imagery 
Ma (2004) points out that many research visualizations tend toward colourful, showy 
images rather than informative ones. He says that ineffective visualizations are 
typically caused by the careless use of visual metaphors, a rush to publication with 
immature research results or a desire to generate eye-catching images for a 
publication. Although fascination attracts the audience, it is only temporary and 
finally users prefer the visualization based on its' inherent content and usability. 
c. Lack of evaluation 
While tremendous advances have been made in the field of visual rendering, the 
growth of usability studies and empirical evaluations has been relatively slow (Ma, 
2004; Chen 2005). According to Ma (2004) many visualization research results are 
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mainly good for publications and demonstrations but are not directly applicable in a 
real-world problem-solving environment, and this is because the knowledge of 
application scientists is not fed into the visualization tools/techniques by visualization 
researchers. Moreover, scientists who are expert in their field do not like to use the 
visualizations created by novices (Petre et al., 1998). To deliver truly usable 
visualization solutions, we need to measure the effectiveness of the visualization 
methods. User study should be added to the introduction of every new visualization 
technique to assess the real context in which it is useful (Ma, 2004). Usability studies 
need to address whether users can recognize the intended patterns being presented 
through visualizations (Chen, 2005). 
d. Lack of scalability 
Nowadays, another major bottleneck that hinders the making of good visualizations is 
the sheer volume of data coming from scientific sources. Many of the present 
techniques do not scale with the problem size. We need strategies to organize and 
operate on data providing the desired interactivity and display resolution, and with 
available computing resources (Ma, 2004). 
e. Navigation problems 
Non-intuitive navigation is a factor that frustrates the users most while exploring the 
visualization environment. Many researchers have noted that visualization 
environments are difficult to navigate, and are sometimes even more so when it 
comes to interpretation of the results. Furthermore, many of the visualizations do not 
offer guidance for 'where to look' and 'what to look for' during the exploration 
(Bramer et al., 2002). 
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/ Improper context of use 
Generally, most of the visualizations lack the proper guidance on the real context in 
which the tool or technique is applicable. There is always a gap between the novice 
and expert user's knowledge; novice users normally do not possess the same analytic 
abilities as experts, which may hinder their ability to interpret visualizations (Bramer 
et al., 2002). Moreover, their needs are not the same, so they have their own 
objectives. Table 2.2 highlights some of the varying needs of expert and novice users 
while exploring any visualization system. 
Table 2.2: Novice Versus Expert Users Needs 
Novice Users 
• Need a visualization system that is 
very easy to use. 
• Need clear and detailed help. 
• Do not need many different views of 
visualization. 
Expert Users 
• Need a system that complements and 
supplements their thinking. 
• Need a very flexible system, 
allowing seeing different levels of 
details. 
Many tools and techniques are developed without taking into consideration the 
environment in which they will be effective and as a result users falsely assume that 
they are universally applicable and then become discouraged with their real use. 
g. Interaction difficulty 
"A crucial factor in the usefulness of a visualisation system is the ease with which the 
analyst can interact with the visualisation to obtain the information they require" 
(Pacione, 2004). 
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2.2 Comprehension: Study Rationale 
In the previous section, we have seen a number of problems that could negatively 
affect the overall value/quality of visualizations. Researchers (Garvin, 1984) and 
standards (ISO 9126, 1991) have included "user view" or "user perspective" as one of the 
facets of quality of any software product. To assess the "quality in use" or the user's 
perspective of the quality of any visualization system, we need to recognize the factors 
that affect it. Based on users' viewpoint, when we look at the visualization systems the 
most predominant factor that affects their ultimate quality is user comprehension of the 
visual information presented. The success of any visualization system relies on its 
support for providing 'user insights' to understand underlying artifacts represented 
through the visual. If the visualization system does not achieve this objective, it is of little 
use or suffers from poor quality. Thus, comprehension of the visual information 
presented by the system is the most important feature to determine the quality of any 
visualization system. 
The justification for this statement, based on the comments of various researchers 
found during the literature survey, is as follows: 
Saltz and Steinbach (1997) suggest that the innovative display of the information, by 
itself, is not enough to ensure the success of the visualization system, as the users 
must intuitively understand the visualization that has been created. 
- Cross II et al. (1999) state that visualization in and of itself, however, is not 
necessarily beneficial. There are many concerns including the cognitive issues 
relating to the user and the process of human comprehension that influence the utility 
of visualizations. 
24 
- Friendly (1999) says "Like poor writing, bad graphical displays distort or obscure the 
data, making it harder to understand or compare." 
Having established a consensus on importance of this characteristic of any 
visualization system, we further studied it in order to categorize the specific 
comprehension problems that users may encounter in any visualization environment as 
discussed further in the following section. 
2.3 Comprehension Problems in Visualization Systems 
Ekenstierna (2002) has defined a help question model for various user assistance 
techniques based on the probing questions that arise in users' mind to make a mental 
model of the system like - what, how, why, when, where etc. This classification is 
analogous to what the users think about when they interact or explore any visualization 
system. Based on this model we can identify five different comprehension problems in 
visualization systems as shown in Table 2.3. 








What can I do with this visualization? 
What is this? 
What does this do? 
How do I do this? 
Why did it happen? 
What does it mean? 
When is it appropriate? 
Where am I? 
Which path to follow to go from this position to that? 
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A brief description of these problems is as under: 
• Goal-oriented problems are basically the first comprehension problems that come up 
when a user starts looking at any visualization system. The user starts thinking of the 
overall objective or goal of using the visualization system. The other comprehension 
problems start arising only when the user is going to pay more attention to the 
problem context displayed in the visualization. 
• Descriptive problems are the knowledge acquaintance problems. After the initial 
sensing, now the users' working memory starts asking questions to gain an 
understanding of the problem domain represented in visualization. 
• Procedural problems deal with investigation of systematic procedures to achieve a 
particular user goal. These generally address the strategies to be adopted while 
accomplishing the goals with any visualization system. 
• Interpretive problems are the kind of user comprehension tasks where users make use 
of their long-term memory to analyze the current situations. The users make use of 
their past knowledge as benchmark data for interpretation of present knowledge. 
• Navigational problems are mainly dealing with finding the pathways in complex and 
large information spaces represented in visualization systems. 
In order to better understand these comprehension problems highlighted by the 
review, we further studied the process of comprehending visual information and 
identified various aspects involved in it as presented in the next section. 
2.4 Aspects of Comprehension 
The notion of user' comprehension assessment is not an easy task, as there are many 
contributing aspects involved in it. To capture these aspects, we studied thoroughly the 
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communication path starting from data or information that is rendered in visual form to 
the perception and cognition of information in human mind. For any visualization system, 
data rendered in visual form is perceived or interacted upon by the user of that system as 
shown in Figure 2.5. 
Figure 2.5: Aspects of Comprehension 
As mentioned previously, in this information flow starting from raw data to the 
cognition of information in human mind for comprehension, we believe there are 
"aspects" which play significant roles and affect one another. We term these aspects as -
"Information Structure", "Visualization Interface", "Perception", and "Cognition" as 
shown in Figure 2.5. A detailed explanation of each of these aspects is as under. 
• Information Structure 
The information structure has a profound affect on user comprehension. Differences 
between users' expectations and the actual information structure may cause 
comprehension difficulties. Reliability of the data is affected by the nature of gathering or 
processing data causing noise to be added to the original data, as well as visualization 
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constraints which result in changing the original information in order to adapt it to the 
particular technique (Luzzardi et al., 2004). Gershon (1998) states that flaws in the data 
reduce the accuracy and possible usefulness of the resulting visualization. Sometimes the 
data that is rendered is not perfect by itself due to many causes like - corruption of data, 
incompleteness, inconsistency, information complexity, uncertainty, imperfect 
presentation etc (Gershon, 1998). The net affect is that the visual used to represent the 
data/information does not represent the whole story and is not easy to comprehend. 
Luzzardi et al. (2004) and Brath (1997) have suggested some measures to apply for 
information complexity like - data density, data dimension etc. These measures of 
information structure are beyond the scope of our research and are not studied in detail 
further. In our research, we believe that the data/information that is rendered is free from 
the kind of flaws mentioned above by Gershon (1998). 
Once the data is visualized, it is presented to the user on screen. So, the next aspect to 
consider for user comprehension is visualization itself which includes the view of the 
data in the form of a visual and the user interface for its' manipulation. 
• Visualization Interface 
According to Wilkins (2003), the visualization presented to the user consists of two 
parts - a view of the data and a graphical user interface (GUI) associated with the view. 
The view is a representation of the data that is derived from various data features and task 
requirements. Each view has its own intent that captures the general purpose and 
motivation leading to its design (Storey et al., 2005). For example, a graph typically has 
the intent of showing trend, a tree shows hierarchy, a graph shows connectivity etc. The 
GUI augments the view and usually consists of standard graphical components like -
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menus, buttons, sliders, list boxes, etc. User interacts not only with the view but also with 
the GUI to achieve user goals. The interface is a crucial part of any visualization system, 
as it essentially forms the link between the user and the visualization itself. An easily 
understandable UI helps the user to interpret the visualization and perform correct 
operations. So, in order to comprehend the visualization accurately, we should explore 
the view and its accompanying interface. 
The next aspect to consider for user comprehension is perception. 
• Perception 
Perception is an integral part of any visualization and details that can not be perceived 
by the observer serves no purpose if displayed (Kjelldahl, 2003). As information 
contained in visual must pass through the perceptual system, therefore effectiveness of 
visual also depends on their perceptual characteristics (Rheingans and Landreth, 1995). 
In psychology and cognitive sciences, perception is the process of acquiring, interpreting, 
selecting, and organizing sensory information (Wikipedia, 2007). There are five classical 
senses - sight, hearing, touch, smell, and taste. Each of these senses plays a significant 
role in perceiving the information around us. In our research, we limit our scope to the 
study of factors in visualization systems that affect the "sight sense" or the "vision 
capability" of the users. There are various perceptual attributes of visuals, like - color, 
line orientation, contrast, transparency, position and size etc., that make them easier to 
comprehend by eyes. Lowe (1999 and 2003) has conducted studies on visualization and 
perception, and has shown that perceptual features of a visual can interfere with 
successful comprehension. According to Wiinsche and Lobb (2001) perception of a scene 
is processed in two stages: pre-attentive and focused attention stage. They state that the 
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pre-attentive stage allows perception of very simple primitive textual features, like -
length, width, orientations and interactions along with shape, color, intensity, texture 
depth etc., without conscious attention. This initial stage is followed by focused attention 
stage, which entails conscious examination of a scene, rapid mental calculations and 
quantitative reasoning for complex information objects. Schiffman (1996) suggests that 
perception can also be dependent on previous stimuli, and familiar shapes and 
configurations can improve recognition of a target. To utilize the strengths of human 
visual system and to reduce cognitive load there are a set of basic organizing principles 
called Gestalt Laws. The Gestalt approach emphasizes that we perceive visual 
components as well-organized patterns rather than separate components. Gestalt is a 
German word that translates to "configuration or pattern". According to Gestalt theory, 
there are six main laws that determine how we group things according to visual 
perception, these are - Proximity, Similarity, Closure, Symmetry, Common fate and 
Continuity (c.f. Figure 2.6). Each of these laws describes the strengths of human visual 
system in perceiving visual objects. A brief explanation of these laws is as follows: 
- The law of proximity states that objects that are close together will tend to be 
perceived as a group. 
- In the same way, similarity law states that objects of similar physical attributes like -
shape, size, color etc. tend to be grouped together. 
- The principle of continuity states that continuous forms are more likely to dominate a 
scene in comparison to forms that have abrupt changes in direction, i.e. objects that 
lie along a common line or curve tend to be grouped together. 
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Connectedness, which is a form of continuity states that connected objects are 
perceived as groups. 
Closure is the form of common enclosed region. 
Principle of common fate states that objects that have the same orientation or motion 
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Figure 2.6: Gestalt Laws of Visual Perception 
The final aspect to consider for comprehension is cognition. 
• Cognition 
In order to judge the degree of comprehension, it is also necessary to understand 
human information processing or the cognition of information in human mind. This is 
important because humans have limited information processing capacity. The classic 
model of human memory system shown in Figure 2.7 is composed of three major 
components: sensory memory storage, short-term or working memory, and long-term 
memory. In this information-processing model of mind, sensory information enters 
'sensory storage' which behaves like an input buffer in a computer. 
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Once in the sensory storage, the information is either passed to short-term memory 
component by the attentional mechanism, or it is lost, i.e. being "written over" or 
"masked by" successive information or "decays" (in approximately 200-250 milliseconds 
for the visual sensory memory, or iconic storage, and approximately 4-7 seconds for the 
auditory sensory memory, or echoic storage) if it is not refreshed (Hewett, 2003). When 












Figure 2.7: Human Memory System (Gray, 2001) 
Short-term or working memory (STM) is a buffer where concepts are stored during 
the initial stage of comprehension. STM limitations vary depending on the individual and 
on what kind of information is being retained (Kintsch, 1998). According to Hewett 
(2003) - "STM is also described as having a limited storage capacity (seven plus or 
minus two chunks) for a relatively brief duration (estimates range from 12 to 30 seconds 
without rehearsal) before information is lost through simple decay or when new 
information displaces the older information; however, information can be maintained in it 
for periods of time longer than 20 seconds with maintenance rehearsal." Kintsch and Dijk 
(1978) claim that the risk of comprehension errors increases with the density of 
information stored in STM. The information is finally encoded into Long-term memory 
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(LTM), where information is represented as concepts and associations between concepts 
is presented through schemas or patterns. The retrieval performance of LTM depends on 
the density of associations between these concepts (Anders and Kintsch, 1995). Several 
types of information are encoded in LTM, including things like - facts and events, motor 
and perceptual skills, knowledge of physical laws and systems of mathematics, a spatial 
model of the world around us, attitudes and beliefs about ourselves and others etc. 
(Hewett, 2003). Practically, LTM is considered as unlimited in capacity. However, it also 
fades over time. A list of general concepts, once remembered, deteriorates to a level of 
about 60% after 3 months and stabilizes at around 25% after 3 years (Reed, 1996). 
In short, from above explanations, we conclude that cognition being an important 
component of the comprehension process is a complex aspect by itself. Therefore, direct 
assessment of each user's cognition is a problematic task as users have varying cognitive 
qualities, which are also impacted by several physical, social, and environmental factors. 
The study of these external factors is beyond the scope of this research. So, in order to 
measure each user's cognitive aspect of comprehension, we simply observe those factors 
in the visualizations systems that impact the cognitive capabilities of the users. 
2.5 Summary 
As we have seen in the previous section, grasping information from the visualization 
and interpreting them mentally is a complex process that involves a number of different 
aspects. We also observed that direct assessment of comprehension is not feasible as 
these aspects are interrelated and affect one another to make a mental model of any data 
represented through visualization(s). Therefore, to measure this seemingly immeasurable 
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Figure 2.8: Visualization System and Human Memory Processor 
In Figure 2.8, the large dashed oval depicts the model of human processor as 
proposed by Card et al. (1983) and small dashed oval illustrates the "Information 
Structure" aspect of comprehension. In the model of human processor, three inputs (i.e. -
visual, audio and movement) into human brain are processed by three different internal 
processors. Although, both of these concepts represented in dashed ovals influence the 
comprehensibility of the visualization systems, the direct measurement of their impact on 
comprehension is not possible. Therefore, in our research we just look at those visible 
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features in any visualization system that contribute to these abstract concepts and could 
guide us to indirectly measure the comprehensibility of any user. To measure 
comprehension, we study the "Visualization Interface" aspect in detail along with those 
features in the visualizations that affect the "Perception" and "Cognition" aspects of 
comprehension. We study these aspects further in order to determine the criteria affecting 
user comprehension of a visualization system. The audible input to the perceptual 
processor of the human processor model as shown in Figure 2.8 is also not part of the 
scope of this research, as we are limiting ourselves only to the visual attributes of the 
visualization system. 
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Chapter 3. Fundamentals of Comprehension 
Measurement 
"...when you can measure what you are speaking about, and express it in numbers, you know something 
about it; but when you cannot measure it, when you cannot express it in numbers, your knowledge is of a 
meagre and unsatisfactory kind.... " — Lord Kelvin (1824-1907) 
Overview 
This chapter deals with the basics of measurement in general. It begins with our 
requirement that comprehension should be a measurable quality factor of visualization 
systems. It then discusses the current state of art in measurement by elaborating various 
issues pertaining to the measurement process like - measurement models, measurement 
scales, data collection procedures, and evaluation methods. Related studies on 
measurement in visualizations by other researchers are also discussed here. Finally, 
distilling knowledge from the above, we present our concluding remarks for the 
establishment of our framework. 
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3.1 Comprehension as a Measurable Quality Factor 
We consider comprehension of visual information presented as a fundamental 
characteristic that influences the overall quality of any visualization system. Being a 
quality factor, we believe that it must be decomposable into measurable attributes that 
can be measured using some measurement scheme. 
In order to further proceed with its measurement, we first describe how various 
researchers perceive comprehension in the context of software and information 
visualization. 
3.1.1 Defining Comprehension 
In simple terms, comprehension refers to activities that humans do: understanding, 
conceptualizing, and reasoning about the artifact under consideration. Klemola and 
Rilling (2003) state that comprehension consists of several processes including -
recognition, learning, grouping concepts or chunking, searching for occurrences of a term 
or tracing, and depends on the familiarity of an individual with the artifact in question. In 
another paper (Klemola and Rilling, 2002), these authors have identified a hierarchy of 
five comprehension tasks, which are -
• the recognition of a familiar term, 
• the tracing of references to a term, 
• the memorizing of new information, 
• the learning of information, and 
• the creation of information. 
Many other researchers have defined the term 'comprehension' as follows: 
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- In cognitive science, comprehension is often characterized as the construction of a 
mental model that represents the objects and semantic relations described in a text 
(Kintsch and Dijk, 1978). 
- It is a constructive process in which an individual uses prior knowledge, information 
presented in the external media, and skills of reasoning and mental visualization to 
build a mental model of the system (Narayan, 1997). 
Comprehension is often confused with understandability. However, according to 
Cioch (1991), understandability consists of two components: comprehension and lack of 
misinterpretation as shown in Figure 3.1. 
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Figure 3.1: Understandability and Comprehension 
"When one wishes to ascertain the understandability of a particular software-related 
product, one is often concerned not only with the degree to which, or the ease with 
which, the information is grasped mentally, but also with the degree to which it is 
misinterpreted by the person examining the product" (Cioch, 1991). So, comprehension is 
one aspect of understandability, which means that the person is able to mentally grasp the 
information and to interpret it correctly. Lack of comprehension means the person is 
unable to mentally grasp the information. Misinterpretation implies that the person is able 
to mentally grasp the information but interprets it incorrectly due to any of several factors 
like - the person is erroneously confident that he/she has comprehended the information, 
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the information is ambiguous (has multiple possible interpretations) or when the 
presenter and the recipient have divergent perspectives on the information (Cioch, 1991). 
3.2 Why Measure Comprehension? 
There are many different visualization tools/techniques being implemented in the 
plethora of visualization systems available today. However, the widespread proliferation 
of visualization tools/techniques also highlights the need for their empirical evaluation. 
We are still lacking a measurement framework, which could objectively tell us the 
benefits of one tool/technique over the other for a specific task. "Once the visualisation 
has been designed and built it must be evaluated to see if it is capable of supporting the 
user in their tasks and meets all of the desired usability criteria" (Wilkins, 2003). The 
success of any visualization technique depends on the expressiveness and effectiveness of 
underlying graphical language in exploiting the capabilities of the output medium and the 
human visual system (Mackinlay, 1986). No matter how efficient a visualization 
technique may be, or how well motivated from theory, if it does not convey information 
effectively, it is of little use (Kosara et al., 2003). So, to quantify effectiveness i.e. to 
determine the extent to which a visualization system proves useful in practice, we need to 
measure it. Any visualization system is effective only if it is serving its main objective 
i.e. facilitate understanding of the underlying pattern in the data. Comprehension is 
crucial for overall effectiveness of any visualization system. This is the primary 
motivation for us to consider comprehension measurement. 
On examining the literature, we found that the software professionals working on 
software visualization have also expressed the need for some benchmarks to evaluate the 
effectiveness of visualization systems. Rushmeier et al. (1995) state: 
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"There is also a general agreement that there are characteristics of visualization systems 
that make them very useful for some problems, and characteristics that make them 
essentially unusable for other problems. Unfortunately, very little work has been done to 
rigorously define what a good visualization or visualization system is. Currently, we have 
no measures to guide users in generating reliable, accurate and effective visualizations. 
Developers of visualization systems have no community-accepted standards and 
benchmarks to use in designing and validating their products. Purchasers of visualization 
software have no guidelines for comparing products." 
Therefore, in our research we are aiming to provide a measurement framework where 
we could express the comprehension of any visualization system by the intended user in 
quantitative terms. To assist us in the formulation of a measurement framework for 
comprehension assessment in visualization systems, we further studied the current state 
of measurement in software engineering, which we believe is the most closely related and 
also more advanced in this aspect. 
3.3 Representational Theory of Measurement 
Measurement has become a necessary tool to provide an objective vision on the 
quality of our daily activities. Thus, nowadays measurement is an integral part of any 
human activity whether it is social, economic, industrial, academic, environmental, 
medical, etc (Khelifi et al., 2004). In general, measurement is the process by which 
numbers or symbols are assigned to objects either real or abstract, that we observe in our 
intellectual environment. An example of a real object is a person (human being) and an 
example of an abstract object is an algorithm. Each instance of these objects has certain 
properties or attributes. However, the process of identifying the attributes of an abstract 
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object, like comprehension support provided by a visualization system, is not nearly so 
simple. Most of us have little or no training in the determination of the properties 
(attributes) of abstract objects. Thus, it is very difficult for us to measure these attributes. 
Roberts in his book (Roberts, 1979) suggests that measurement has something to do 
with assigning numbers that correspond to or represent or preserve certain observed 
relations. A formal definition of measurement given by Fenton and Pfleeger (1997) is that 
it is a mapping from empirical world to the formal, relational world i.e. it is a process by 
which numbers or symbols are assigned to attributes of entities in the real world in such a 
way as to characterize the attributes by clearly defined rules. In the mapping, the real 
world is the domain and the mathematical world is the range. The mapping is called 
'representation' or 'homomorphism' and it must preserve intuitive and empirical 
observations about the attributes and entities in the real world. The property of the 
entities that determines the mapping according to the prescribed rule is called a 
magnitude, the measurable attribute. The number assigned to a particular object by the 
mapping rule is called its measure, the amount or degree of its magnitude. The mapping 
rule will define both the magnitude and the measure. 
The term metrics has been used widely to describe the act of measurement, and to 
imply the qualitative or quantitative performance indication. Its purpose is to accurately 
quantify an aspect of an existing or proposed system. Originally, a metric is defined as a 
criterion to determine the difference or distance between two entities, like the distance of 
two locations or the distance of a query and a document in information retrieval systems 
(Zuse, 1998). The Institute of Electrical and Electronics Engineers (IEEE) standard for 
Software Quality Metrics Methodology define the term 'software quality metric' as - "a 
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function whose inputs are software data and whose output is a single numerical value that 
can be interpreted as the degree to which the software possesses a given attribute that 
affects its quality" (IEEE, 1998). According to ISO/IEC 15939 (2007), measure is to 
make a set of operations having the object of determining a value of quantitative or 
categorical representation of one or more attributes. The term "metric" should be no 
longer used as synonymous of "measure" according to this standard. 
The rest of this section is further divided into four parts - first part describes 
measurement models based on measures-based evaluation (an approach similar to what 
we will be using in our research), second part lists the measurement scales that can be 
used during measurement, third part explains the data types and methods of data 
collection, and the fourth part presents some of the evaluation strategies that could be 
applied for visualization systems. 
3.3.1 Measurement in Software Engineering 
Rombach (1991) states that in order for measurement to be successful, effective 'top-
down' strategies that derive metrics from goals and interpret measurement data in the 
context of goals, are needed. We studied relevant models/standards in software 
engineering that are grounded in the theory of metrics-based evaluation. These 
models/standards are used by software engineers and usability specialists to measure the 
quality of software products. A brief explanation for each of them is as under. 
Q McCall's Model 
McCall et al. (1977) proposed one of the earliest quality models. This model is also 
called GE (General Electric) model or FCM (Factor, Criteria and Metric) model. This 
model describes quality as being made up of a hierarchical relationship among the quality 
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factors, quality criteria, and quality metrics. The term "quality factor" is a key 
characteristic of the software product. "Quality criterion" is an attribute of the quality 
factor that defines the product. "Quality metric" denotes a measure that can be used to 
quantify the criterion. McCall et al. described a systematic approach to quantify quality 
as: 
Determine all of the factors that would have an effect on the software quality. 
Identify the criteria forjudging each factor. 
- Define metrics for each of the criteria and establish a normalization function that 
defines the relationship between the metrics and all the criteria pertaining to each 
factor. 
Evaluate the metrics. 
- Correlate the metrics to a set of guidelines that every software development team 
could follow. 
Develop recommendations for the collection of metrics. 
As depicted in Figure 3.2, McCall et al. identified 11 quality factors, 25 criteria and 
41 metrics to measure these criteria. These metrics involved questions dealing with the 
degree of compliance to the criteria and had either a "yes" or a " n o " for an answer. 
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Figure 3.2: McCalF Software Engineering Quality Model 
• Boehm Model 
This model was developed in 1978 by a team of researchers, lead by Barry W. Boehm 
(Boehm et al., 1978). Like the McCall model, this model also focuses on the final 
product. Both McCall and Boehm models assume that the quality attributes are at too 
high-level to be meaningfully measured, and therefore further decomposition is needed. 
The quality characteristics at a lower level are called quality criteria In a third level of 
decomposition, the quality criteria are associated with a set of directly measurable 
attributes called quality metrics. Boehm's model of software quality is depicted in Figure 
3.3. 
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It incorporates 19 quality factors encompassing product utility, product 
maintainability, and product portability. The criteria in McCall and Boehm models are 
not independent, and they interact with each other in a conflicting manner. 
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Figure 3.3: Boehm's Model 
• The GQM Paradigm 
The Goal-Question-Metric paradigm was proposed by Victor Basili, as a means of 
measuring software in a purposeful way (Basili and Rombach, 1987). The main idea 
behind the GQM is that measurement should be goal-oriented and based on context 
characterization. 
Goals are refined in an operational, tractable way into a set of quantifiable questions. 
Questions in turn imply a specific set of metrics and data for collection. GQM defines 
measurement at three levels (Figure 3.4): 
1. Conceptual level (Goals): Goals are defined for an object based on specific needs, 
from various points of view and relative to a particular environment. 
2. Operational level (Questions): A set of questions is defined for the model of the 
object that characterizes and assesses a specific goal. 
45 
3. Quantitative level (Metrics): A set of metrics based on the model of the object under 
study is defined for each question in order to answer it in a measurable manner. 
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Figure 3.4: GQM Framework for An Organization 
Q ISO 9126 Standard 
For many years, there was a desperate need for a unique, unambiguous and usable 
software quality model. In 1991, an international standard was proposed for software 
quality measurement i.e. ISO 9126: "Software Product Evaluation: Quality 
Characteristics and Guidelines for their Use" (ISO 9126-1, 1991). This standard 
incorporates six quality characteristics - five of them (reliability, usability, efficiency, 
maintainability and portability) are similar to those in McCalPs model and sixth i.e. 
functionality (Are the required functions available in the software product?) is the new 
one. These quality characteristics can be further refined into sub-characteristics that can 
have measurable attributes. Revision of the model in 2000, introduced the concept of 
quality in use as the seventh software quality characteristic (c.f. Figure 3.5). 
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Figure 3.5: ISO 9126 -2000 
Quality in use is the combined effect of the six software product quality 
characteristics and is determined in terms of the following four high-level quality 
attributes: 
Effectiveness - The capability of the software product to enable users to achieve 
specified goals with accuracy and completeness in a specified context of use. 
Productivity - The capability of the software product to enable users to expend 
appropriate amounts of resources in relation to the effectiveness achieved in a specified 
context of use. 
Safety - The capability of the software product to achieve acceptable levels of risk of 
harm to people, business, software, property or the environment in a specified context of 
use. 
Satisfaction - The capability of the software product to satisfy users in a specified context 
of use. 
• QUIM 
Quality In Use Integrated Map (QUIM) is a framework for specifying and measuring 
quality in use (Seffah et al., 2006). QUIM is also based on a hierarchical decomposition 
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like most other software engineering models. The difference is that it distinguishes five 
levels called - factors, criteria, metrics, data and artifacts for data collection purposes. 
The relationship between the elements of these layers is an N-M relationship. QUIM 
knowledge map is a repository of 10 factors, 27 criteria and more than 125 metrics for 
assessing quantitative as well as qualitative aspects of quality in use. Factors in this 
repository are applicable as generic characteristics of all software products, and the 
models are seen as specific subsets of this knowledge map, which have context specific 
characteristics. It further refines factors into measurable criteria and then maps the 
criteria into usability metrics. Empirical rules for understanding and interpreting metrics 
are also included in QUIM. This framework is also supported by a tool called QUIM 
editor. It allows the software developers to establish usability goals and create usability 
requirement specification. Software developers can evaluate the usability of their 
software products based on the specification. 
3.3.2 Measurement Scales 
When measurement is viewed as the mapping from the empirical properties to 
numbers (Zuse, 1998), the empirical and numerical relations are usually called the scale 
of the measurement. Scales provide values and units for describing the attributes of 
entities. For example, number of colors used in visualization is '4'; legibility of the text 
in visualization is "average" etc. Each of these observations has been quantified (or 
labelled) with a value from a (presumably) well-defined scale. Generally, there are five 
types of scales used in measurement as explained below. 
a) Nominal scale 
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A nominal scale provides a name or label as the value for an attribute of an entity. 
Here, each entity is placed in a particular class or category based on the value of some 
attribute. The empirical relation system consists of different classes; there is no 
ordering among the classes. The only comparisons that can be made between variable 
values are equality and inequality. There are no "less than" or "greater than" relations 
among classifying names, nor operations such as addition or subtraction. Nominal 
measures are often used to classify entities so that they can be sorted prior to counting 
the number of occurrences or aggregating measured values. Examples are: first 
language of a person (English, French, other), color of a person's hair (red, brown, 
black, blonde, other), numbers for football players (nominal values limited to one 
player per number), and identifying attributes such as part numbers, job codes, defect 
classes etc. Among the admissible statistical functions for this scale, one can refer to 
frequency or mode. 
b) Ordinal scale 
An ordinal scale permits measured results to be placed in ascending (or descending) 
order. The empirical relation system consists of classes that are ordered with respect 
to an attribute. Any mapping that preserves the ordering is acceptable, e.g. 
comparisons of greater and less can be made, in addition to equality and inequality. 
The numbers represent ranking only; so addition, subtraction, and other arithmetic 
operations have no meaning. In addition to frequency or mode, one can use median as 
another statistical operation. 
c) Interval scale 
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An interval scale adds the concept of distance. This scale captures information about 
the size of intervals that separate the classes, i.e. this scale preserves differences 
between any two of the ordered classes in the range of the mapping. Addition and 
subtraction are acceptable on the interval scale, but not multiplication and division. 
Meaningful statistics are the comparisons of arithmetic means, standard deviation, 
Pearson correlation coefficient and all that apply to ordinal scale. 
d) Ratio scale 
It is a measurement mapping that preserves ordering, the size of intervals between 
entities, and ratio between entities. The measurement mapping must start at zero and 
increase at equal intervals. All arithmetic operations can be meaningfully applied to 
the classes in the range of the mapping. Geometric mean and coefficient of variation 
are one of the appropriate statistical analysis techniques that can be applied on the 
ratio scale. 
e) Absolute scale 
The measurement for an absolute scale is made simply by counting the number of 
elements in the entity set. The attribute always takes the form "number of occurrences 
of x in the entity". There is only one possible measurement mapping, namely the 
actual count. All arithmetic analysis of the resulting count is meaningful. Meaningful 
statistics are all that apply to above scales. 
3.3.3 Data Types and Data Collection 
Any empirical investigation results in data. Data can be classified into two categories 
- quantitative data and qualitative data. Quantitative data is expressed in the form of 
numbers and is obtained by assigning a numerical value or a symbol to a property or 
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attribute of a software engineering entity (Fenton and Pfleeger, 1997). Qualitative data 
(i.e. information expressed in the form of words and pictures) plays an important role in 
addressing the human aspects (Seaman, 1999). The advantage of qualitative data is that it 
is more informative. However, being subjective in nature it is more difficult to analyze 
this kind of data. 
Data collection plays a crucial role in order to obtain insight and knowledge about 
software products (Zelkowitz and Wallace, 1998). A variety of data collection methods 
exist to collect data like - observation, interviews and questionnaires (Robson, 1993). An 
observation provides an opportunity to document activities, behaviour, and physical 
aspects without having to depend upon people's willingness and ability to respond to 
questions. Interview is a kind of conversation with a specific purpose, for example to get 
an opinion of a person on a particular topic. The interview is a flexible and adaptable way 
of finding information (Freimut et al., 2001). Interviews are often distinguished based 
upon the degree of structure or formality of the interview (Robson, 1993). The fully 
structured interview applies a predetermined set of questions. The semi-structured 
interview applies a set of questions that have been worked out in advance, but the 
interviewer is free to modify the order based upon the perception of what seems most 
appropriate in the context of the conversation. During an unstructured interview the 
interviewer has a general area of interest and concern, but lets the conversation develop 
within this area. Questionnaires are a popular means of collecting data that are often 
difficult to design. Questionnaires comprise of open or closed ended questions. 
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3.3.4 Evaluation Methods in Software Engineering 
There are many evaluation methods that are applied in software engineering and are 
also possible for visualization systems, as described in this and the next section. Each 
evaluation method may find different types of problems in a visualization system, and has 
its own benefits and drawbacks. 
1. Controlled User Studies 
User studies offer a scientifically sound method to measure visualization's 
performance (Kosara et al., 2003), and are particularly useful for evaluating the 
strengths and weaknesses of different visualization techniques. User studies involve 
real users to obtain both qualitative and quantitative data that is then used for 
calculating subjective and objective metrics respectively. Quantitative data typically 
measures task performance (e.g. time to complete a specific task) or accuracy (e.g. 
number of mistakes) and it can also be collected from user ratings on questions like 
task difficulty or preference. Qualitative data may be obtained through questionnaires, 
interviews, or observation of subjects using the system. According to Walenstein 
(2002) formal user studies can be time-consuming, expensive, and difficult to design. 
A clear objective, controlled experiment setting, and strictly-limited simple tasks are 
essential for drawing clear conclusions. Although, they quickly highlight problems in 
interfaces (e.g., it is easy to see whether a user can find the button to perform a task), 
user studies do not always identify problems and benefits of visualization ideas (Tory 
and Moller, 2004). 
2. Usability Inspections 
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There are some other evaluation methods recognized in HCI (human computer 
interaction) which include - 'cognitive walk-throughs' where an expert 'walks 
through' a specific task using a prototype system thinking carefully about potential 
problems that could occur at each step, and 'heuristic evaluations' where an expert 
evaluates an interface with respect to several predefined heuristics (Mack and 
Nielsen, 1995). For example, Blackwell et al. (2001) describe 'cognitive dimensions' 
which is a set of heuristics for evaluating cognitive aspects of a system, and 
Baldonado et al. (2000) designed a set of heuristics specific to multiple view 
visualizations. 
These usability inspection methods avoid many of the problems with user studies and 
may be beneficial for evaluating visualizations. However, usability inspection 
methods are (for the most part) designed for user interface testing and they limit our 
ability to find unexpected errors as they exclude end users from the evaluation 
process (Tory and Moller, 2004). Though, expert reviews can provide quantitative 
results without many resources and can be conducted in a short time, expert reviews 
should not be overly used, as the results of an expert review are limited by the 
experts' experience or their own personal biases. Therefore, an expert review should 
only be viewed as an alternative supplement to formal user studies. 
3. Case studies of the tools in realistic environment (Plaisant, 2004) 
This is an uncommon type of evaluation method, where the advantage is that users 
work in their natural environment doing their real tasks, demonstrating feasibility and 
in-context usefulness. However, the disadvantage is that they are time consuming to 
conduct and results are not repeatable. 
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4. Guidelines and Checklists 
User interface could be evaluated based on the general design guidelines 
(Shneiderman, 1998; Nielsen, 1994). The conformance of user interface elements to 
these guidelines or checklists could be verified. The frequent use of 'visualization 
mantra' (Overview first, zoom and filter, then details-on-demand) is evidence that 
many visualization practitioners find it very helpful to evaluate different design 
scenarios (Craft and Cairns, 2005). However, researchers such as Welie et al. (2000) 
have noted, guidelines are often difficult to select, interpret and apply; they may be 
too simplistic, and they may even contradict each other. 
3.4 Measurement of Visualizations 
There has been a substantial amount of work done on how people comprehend 
information from graphs and visualizations in general (e.g. Kosslyn, 1989; Pinker, 1990; 
Tan et al., 1990; Trafton et al., 2000). However, lack of measures and evaluation 
techniques that give precise indications on the goodness of any visualization system is 
still an open problem (Bertini and Santucci, 2004). An exhaustive literature survey was 
conducted to find the related works that have been done by researchers in the field of 
measuring visualization systems. Unfortunately, this field is rather immature and there 
has not been a lot of work done on it. We were able to find only few studies relevant to 
our proposed research, which are as under: 
3.4.1 The Visual Display of Quantitative Information (Tufte, 1983) 
Description: Tufte was the foremost researcher who presented some preliminary work in 
this area. He proposed some measures to estimate the quality of 2D representations of 
static data. His work suggested measures like: 
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'data-ink ratio'- which represents the proportion of a graphic's ink devoted to the 
non-redundant display of data information, 
'the lie factor'- that is the ratio of the size of an effect as shown graphically to its size 
in the data, and 
'the data density'- that takes into account the size of the graphic in relation to the 
amount of data displayed. 
Moreover, Tufte has explored 3D in his recent works (Tufte, 90; Tufte, 96) and has 
applied an extended version of these metrics to a 3D environment. 
Relevance: These measures have been proposed for paper-based representations, and are 
not directly applicable to interactive, computer-based visualizations. 
3.4.2 Metrics for Effective Information Visualization (Brath, 1997) 
Description: Starting with Tufte's proposal, Brath defined new metrics for static 3D 
images. He has proposed heuristic guidelines and metrics for 3D interactive 
representations of business data. He has identified a few metrics to assess the efficacy of 
static 3-D presentations, which are: 
'number of data points', i.e. the number of discrete data values represented on the 
screen at an instant, 
'data density', that resemble Tufte's approach aiming at measuring visual image 
complexity given by number of data points divided by number of pixels, 
'number of simultaneous dimensions displayed', which seeks to give an estimate of 
complexity by measuring the number of data attributes that are displayed at the same 
time, 
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'occlusion percentage', to provide a measure of occluded elements in the visual 
space, and 
'percentage of identifiable points', i.e. the number of visible data points identifiable 
in relationship with every other visible data point. 
Relevance: The proposed metrics are objective and fairly easy to measure. On the 
negative side, they are for static pictures and thus have not been extended to interactive 
models (Miller et al., 1997). 
3.4.3 ViCo: A Metric for the Complexity of Information Visualizations 
(Gartner et al., 2002) 
Description: The authors introduced ViCo, a metric for assessing information 
visualization' complexity. The proposed metric allows for the measurement of 
information visualization complexity with respect to tasks and users. ViCo is actually an 
algorithm that allows a quantitative comparison of the relative complexity of a set of 
visualizations for any given situation. The authors conceptualize the complexity of 
visualizations in terms of the operations or cognitive elements that are needed to 
accomplish the tasks by users. The proposed metric of complexity does not deliver a 
single number but describes a function with various variables (e.g., number of items to be 
compared). 
The algorithmic steps of ViCo (Visualization and Complexity) to develop the metric 
of complexity for a chosen set of visualizations are: 
1. Analyze the tasks to be accomplished by the use of a set of given visualizations and 
select those tasks to be taken as the basis of measurement. 
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2. Define minimal reading, writing, comparing, and calculating operations with respect 
to users' groups and variables of the data set to be visualized. 
3. Develop the functions that describe the number of such operations needed to 
accomplish such a task. 
Relevance: This study reveals the importance of context (expressed by users and tasks) 
in any visualization. However, it does not provide the evaluation criterion by itself and 
asks the evaluators to analyze the visualizations to seek the basis of measurement. The 
authors also assume that the visualizations under consideration include all the 
information necessary to complete various tasks like minimal reading, writing, comparing 
and calculating operations. However, similar visualizations may vary substantially in 
what tasks they allow users to work on. 
3.5 Lessons Learned 
From above discussions, we draw two main lessons that will further lead us to 
formulate our measurement framework. These are as follows -
• In our proposed research, we believe that comprehension is a measurable quality 
factor that can be measured by using the same 'top-down' hierarchical manner, as 
applied by other models/standards explained in section 3.3.1 to identify useful 
measures. During the masters' work (Padda, 2003), we have worked on a hierarchical 
decomposition of quality in use factors into measurable criteria and metrics. We will 
use the knowledge gained from the masters' work to define criteria and measures to 
assess comprehension. 
• We believe that using controlled experiment approach, as discussed in section 3.3.4, 
to derive the measurement results is a feasible and accurate evaluation strategy. The 
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hypothesis and the variables of the experiment are defined more clearly in the later 
chapters of this thesis. 
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Chapter 4. Elicitating Criteria for Comprehension 
Measurement 
"Perfection is achieved, not when there is nothing more to add, but -when there is nothing left to take 
away." - Antoine de Saint-Exupery (1900 - 1944) 
Overview 
In this chapter, we explore the means to achieve comprehension measurement and 
propose comprehension criteria that have resulted from the in-depth studies of earlier 
work (presented in chapter 2) addressing psychological, cognitive and visual 
communication aspects of a visualization system. Towards our main objective to measure 
comprehension support of visualization systems, we further decompose these high-level 
factors called 'aspects' into measurable criteria. The primary basis for these 
comprehensibility criteria is previous work by two renowned researchers - Norman's 
Theory of Human Action Cycle which describes how humans tend to interact with the 
outside world and Effective Visual Communication by Aaron Marcus which describe the 
principles that should be followed so that graphical user interfaces become effective 
media for communication with users. These principles aid in deriving an initial repository 
of comprehension criteria. Further, borrowing ideas from the area of non-functional 
requirements in systems engineering, we also present a verification scheme consisting of 
completeness, consistency, non-ambiguity, correctness and testability, enabling further 
refinement of these criteria. Experts having specialization in this field of comprehension 
have also been consulted in order to verify the proposed criteria. 
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4.1 Evaluation Foundation 
To determine the criteria for each of the aspects (excluding 'Information Structure' 
aspect), we shall use well-defined principles from cognitive psychology and visual 
communication. These principles are the result of pioneering work of two eminent 
researchers - Donald A. Norman and Aaron Marcus, who have investigated the issues of 
human perception and cognition, and visual effectiveness respectively. The following 
paragraphs give a detailed explanation of these principles as applied to the identified 
aspects of comprehension in order to seek measurable criteria. 
• Norman's Cognitive Principles from the Theory of Human Action Cycle 
(Norman, 1990) 
Donald A. Norman is a famous cognitive psychologist, who describes the psychology 
behind 'good' and 'bad' designs, through case studies, and proposes various design 
principles for understandability and usability. According to him, for a design to be 
successful, the system image should reflect a clear and conceptual model of the 
designer's view to the intended users as shown in Figure 4.1. In this figure, the design 
model is the designer's initial conceptual model of the system. The system image results 
from the physical structure that has been built using the available hardware and software 
resources. The user's model is the mental model developed by the user through 
interaction with the system. All communication between the design model and user's 
model takes place through the system image. If the system image does not make the 
design model clear and consistent, then the user will end up with an incorrect mental 
model. 
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Figure 4.1: The Conceptual Models and The Gulfs 
Furthermore, to form a mental model of the system, there are two gulfs that are 
encountered by a user while interacting with any system as shown in Figure 4.1. These 
are explained as below: 
'Gulf of execution' 
It is the difference between the intentions of the user and the allowable actions of the 
system. One measure of this gulf is how well the system allows the person to do the 
intended actions directly, without requiring extra effort i.e. if the actions provided by 
the system match those intended by the person? 
'Gulf of evaluation' 
It reflects the amount of effort that a person must spend to interpret the physical state 
of the system, and to determine how well the expectations and intentions have been 
met. This gulf is small when the system provides information about its state in a form 
that is easy to perceive, interpret, and matches the way the person thinks of the 
system. 
61 
To deal with this these two gulfs, Norman proposes a set of design principles, 
including the principles of 'Naturalness of interaction or Mapping' and 'Affordances' as 
follows: 
Naturalness of interaction or Mapping -
Natural Mapping is a term denoting the extent to which the relationship between two 
things, e.g. between the controls on screen and the actions, are apparent to the user. 
Natural mappings take advantage of physical analogy and cultural standards to guide 
immediate understanding. Natural mappings entail the least amount of efforts from the 
users' side in selecting the next action to interact. 
Affordances -
Affordances are aspects of an object, which suggest how an object should be used, i.e. 
a visual clue to its function and usage. It means the perceived and actual fundamental 
properties of the object should determine how the object works. Affordances are essential 
for understanding the potential for interaction and manipulation in an environment. Well-
designed objects are easy to interpret and understand, as they contain visible clues to their 
operation. Poorly designed objects can be difficult and frustrating to use, as they provide 
no clues or sometimes false clues. Poor design traps the user and thwarts the normal 
process of interpretation and understanding. 
• Visual Communication Principles (Marcus, 1995) 
Aaron Marcus, a renowned specialist in graphics design has proposed three basic 
principles to gauge the effectiveness of visual communication. According to him, an 
information-oriented, systematic graphic design helps the user to understand and process 
complex visual representations correctly. The design principles proposed by Marcus are 
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grounded on the pioneering work of Dondis (1973), who has proposed a number of 
principles for visual literacy. The key principles for effective visual communication 
proposed by Marcus are - 'principle of organization', 'principle of economization' and 
'principle of communication' described as follows. 
Principle of organization -
"Provide the user with a clear and consistent conceptual structure". It signifies that 
the information presented to the user should be clear enough to perceive and understand 
easily. Consistency should be established internally within one user interface, externally 
across several, and in relation to real-world experience. The relationships among different 
parts of the information should be apparent, along with a clear primary and secondary 
focus for the user's attention. 
Principle of economization -
"Maximize the effectiveness of visual representation by using a minimal set of 
metaphors/cues". It means one should include only the essential elements in order to 
make the visual representation more effective to the user. The simplicity and clarity of 
information should be focused by including only the essential elements, and by avoiding 
information ambiguity. The visuals should be made distinctive, and emphasized by 
distinguishing the important features. 
Principle of communication -
"Match the presentation to the capabilities of the user". It implies that the visual 
representation should also take into account the psycho-social needs, desires, education 
and other user-related characteristics. The visual design should ensure ergonomic design 
by establishing legibility, readability, and multiplicity of references (aliases). 
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We believe that these basic principles effectively cover the three aspects of 
comprehension (i.e. Visualization Interface, Perception, and Cognition) that we are 
concerned with, and therefore are appropriate to be used as the basis to seek appropriate 
criteria for the assessment of comprehension in visualization systems as discussed below. 
4.2 Initial Repository of Comprehension Criteria 
In my masters' work (Padda, 2003), comprehension was described as a potential 
factor to assess the 'quality in use' or the user perspective of the quality of software 
systems. It is considered as an important trait of visualization systems that affect their 
overall quality or value to the users. In general, comprehension is always prone to 
subjective interpretations unless it is quantified. In order to quantify the 
comprehensibility of a visualization system, one needs - to define criteria that the 
visualization system has to meet. Further for each of the criteria we must identify a set of 
measurable attributes, and finally measure them according to some specified procedure. 
Towards this endeavour, the first raw classification of criteria was proposed by one of 
masters' student in Concordia's human-centered software engineering research group as 
follows. 
Joshi (2005) in her masters' thesis, proposed a set of comprehensibility criteria for 
modeling the comprehension gap between the user and visualization environment by 
combining two sets of principles from cognitive psychology and visual communication as 
explained in section 4.1. In a collaborative work with Joshi during two usability studies, 
an initial set of 19 comprehensibility criteria was identified as depicted in Figure 4.2. 
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Figure 4.2: Assessment Criteria for Comprehensibility in Visualization 
Environments (Joshi, 2005) 
This classification of comprehension criteria was based on the three basic visual 
communication principles proposed by Marcus (1995) i.e. organize, communicate and 
economize. The details of this classification scheme can be accessed in her thesis. We 
further refined this initial repository of comprehension criteria as follows. 
4.3 Refining the Comprehension Criteria 
In this section, we explain our approach towards the verification and refinement of 
the above proposed criteria for assessing user's comprehension support provided by 
visualization systems. Comprehension criteria are the usability criteria of any 
visualization system and therefore come into the category of non-functional requirements 
of a visualization system that are important from the users' point of view. With the lack 
of standardized verification techniques, non-functional requirements are rather 
considered as hard to quantitatively and objectively verify. Same is the case with our 
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criteria. However in software engineering literature some properties are provided in order 
to verify non-functional requirements. In our case, we have adapted these properties to 
verify the proposed criteria as shown in Table 4.1. 







Determine if all the criteria needed to 
assess comprehension have been 
specified i.e. the criteria cover all 
aspects of users' comprehension. If 
any aspect is missing, it should be 
identified and described thoroughly. 
This requires us to check if the criteria 
are precise, clear and there is 
unambiguous interpretation. The 
meaning of each criterion has to be 
well-understood. 
It should be verified that no criterion 
conflicts with other criteria in the list. 
Related criteria should be kept 
together. The set of criteria should be 
internally consistent leading to a 
structured hierarchy of criteria. 
How to achieve it? 
This can only be done by a 
comprehensive analysis of 
related literature, which 
can later be refined by the 
experts' judgments. 
This property can be 
verified by describing each 
criterion at adequate level 
of detail so that readers 
can get a clear definition 
of the criterion. Moreover, 
we need to get experts' 
opinion on whether a 
criterion can be merged 
into other criterion/criteria 
in order to make it as a 
sub-criterion. 
We can verify for 
consistency by getting the 
opinion of experts in 
related fields. 
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It should be confirmed that the set of 
criteria is appropriate and not error 
prone in the sense that it does not 
contain any irrelevant criteria. This 
requires us to assess if the criteria are 
relevant to the problem in hand and all 
of them lead to measure some aspect 
of user comprehension in a 
visualization system. 
Can the criteria be tested? 
How to achieve it? 
In our research, we are 
verifying this property by 
analyzing the results of 
usability studies in 
different domains and 
verifying if we are able to 
extract certain features 
from visualization systems 
that could guide us to 
measure those criteria. 
In order to verify this 
requirement, we need to 
devise a set of questions 
independent of the domain 
and related to each 
criterion in order to 
measure them quanti-
tatively or qualitatively. 
In the following sections we provide detailed answers to all the questions related to 
each of the above listed properties. 
4.4 Assessing Completeness by Studying Aspects of 
Comprehension 
The original list of criteria proposed by Joshi (2005) (c.f. Figure 4.2) were 
categorized based on Marcus's visual communication principles (Marcus, 1995), and 
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were used by her in order to characterize the comprehension gap between visualization 
environment and the user. The formal verification of these criteria was not performed in 
her work. In our research, we want to quantify the comprehension support of any 
visualization system based on its' perceptual, cognitive and presentation qualities to the 
intended users. This is possible only by studying the relevant criteria for each aspect of 
comprehension as follows. 
4.4.1 Categorizing the Comprehension Criteria into Aspects of 
Comprehension 
This process of categorization is straightforward where we are taking into 
consideration the criteria proposed by Marcus and Norman for respective principles. In 
addition, we are also adding other criteria based on our literature survey of respective 
aspects of comprehension. This section illustrates our initial repository of criteria for each 
of the aspects, which were refined later by experts' opinion. The three aspects of 
comprehension i.e. Visualization Interface, Perception and Cognition are further 
categorized into measurable criteria as follows. 
4.4.1.1 Visualization Interface 
We need to study those characteristics or attributes of both - the interface and the 
visual representation, which contribute towards user comprehension. Marcus proposed 
that in order to understand the visual representation correctly, the visualization design has 
to follow the organization principle of visual communication. Kosslyn et al. (1992) also 
affirm this view as they say that pictures may be hard to fathom not only when they are 
too small or blurry, but also when the material in them is not organized in a way that we 
can comprehend easily. In case of software visualization systems, according to this 
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principle, visual representation should be organized in order for the users to get a clear 
and conceptual model of software structure. So, the organization and clarity of 
information matters, as it is not easy to distinguish when we have a mixture of many 
things. Organization is also related to overall layout of a visual representation that 
includes analyzing how easy it is to locate an information element in the display and to be 
attentive of the overall distribution of information elements in the representation 
(Luzzardi et al., 2004). 
The main criteria introduced by Marcus (1995) that contribute to organization 
principle are - consistency, navigability, and spatial layout. A detailed explanation of 
each of these criteria suitably adapted in the context of visualization systems is given 
below. 
1. Consistency 
According to Jakob Nielsen (1997), "consistency is the key to usable interaction 
design". A consistent visualization interface is the one that has an appealing look and feel 
and is easier for the user to operate because of the ease of remembrance and similarity of 
terminology on all screens. Consistency in labelling terms, actions' output and structural 
representation of visuals do impact users' comprehension. 
Defining Consistency 
Here are a few definitions of consistency that is considered as an important trait of all 
usable interfaces. 
'Agreement or harmony of parts or features to one another or a whole' (Merriam-
Webster, 2007) 
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'The degree of uniformity, standardization, and freedom from contradiction among 
the documents or parts of a system or component' (IEEE, 1990) 
'Consistency means that similar user actions lead to similar results' (Wolf, 1989) 
'Consistency refers to common actions, sequences, terms, units, layouts, colors, 
typography and more within an application program...' (Shneiderman, 1992) 
'Attributes that bear on the visual uniformity of user interface' (Lin et al.,1997) 
Types of Consistency 
Grudin (1989) in his article "The Case against User Interface Consistency" states that 
there are three types of user interface consistency, which are: 
- The internal consistency of a design with itself. User interface designers deal with 
internal design consistency by looking at consistency in physical and graphic layout, 
command naming and use, selection techniques, dialogue forms, etc. 
- The external consistency of a design with other interface designs familiar to a user. 
- An external analogical or metaphoric correspondence of a design to features in the 
world beyond the computer domain. 
2. Navigability 
With respect to a visualization system, the term navigability means the degree to 
which the user can steer through or manoeuvre within a visualization system i.e. the 
capability of the system to assist or direct the course of user's navigation. According to 
Marcus (1995) a visualization system should provide an initial focus for the user's 
attention, and then must direct further navigation throughout the visualization 
environment by providing attention to important, secondary, or peripheral items. 
Defining Navigability 
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A few basic definitions of navigability can be given as: 
- It is the degree to which a user can move around in the application. 
It is the ability to manoeuvre within a system. 
- It is the ability of an interface to focus attention on the appropriate information and to 
lead one through the massive information. 
Most visualization tools lack any form of navigational assistance, which would guide 
users through their information seeking process. For example, current navigational 
practices in most visualization systems are - clicking back and forward buttons, scanning 
the history list, selecting links through a combination of highlighted link text. Users are 
often guessing which link to follow next without any certainty of whether they are 
heading in the right direction. A problem which is often encountered in the use of large 
computer-based information systems is that of getting lost. For example, Elm and Woods 
(1985) define three categories of being lost in hypertext and hypermedia systems as: 
- Not knowing where to go next 
Knowing where to go but not how to get there 
- Not knowing a current location in relation to an overall context 
According to Tory and Moller (2004) for a visualization system to have effective 
navigation, the following variables should always be visible. 
Cues should be present to help the user understand how to navigate through the 
display, 
Details at the current location, 
Details of the local neighbourhood, and 
- Navigation history in terms of a list of previously explored display parameters. 
71 
3. Spatial Layout 
The layout of any interactive visualization system consists of interaction objects (for 
example - list boxes, radio buttons, push buttons and so on) and interactive objects (for 
example - text, image, picture, video motion and so on) (Bodart and Vanderdonckt, 
1994). Spatial organization or layout is concerned with - object location and spatial 
orientation, which tell us how easy it is to locate an information element in the display 
along with the context displaying the overall distribution of information elements 
(Luzzardi et al., 2004). In any visualization system, often the user wants to view a 
particular information object in detail while keeping its neighbourhood context visible on 
screen. Sometimes, locating an information element can be hard if the layout does not 
follow a logical organization and if some objects are occluded by others (Luzzardi et al., 
2004). Luzzardi et al. (2004) also propose that degree of object occlusion and logical 
order are characteristics to be measured in visual representation concerning the location 
of objects. Spatial orientation is dependent on the display of reference context while 
showing details of one or more specific elements. Spatial organization can be measured 
by using qualitative measures to determine the ease in locating an object and the degree 
of awareness of the context (Luzzardi et al., 2004). 
In addition to the principle of organization, principle of economization proposed by 
Marcus also impacts the visual interface effectiveness or user comprehension as it means 
inclusion of only the essential elements. The criteria proposed by Marcus (1995) which 
add to this principle are - simplicity, clarity, distinctiveness, and emphasis. These 
criteria are explained in the context of visualization systems as follows. 
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4. Simplicity 
Simplicity is the quality of being uncomplicated or lack of impediment in 
accomplishing the desired goals. It means elimination of the extraneous and enhancement 
of user experience, while at the same time not sacrificing the quality of information. 
Anything in addition to the necessary detail distracts the visual message and confuses the 
users (Joshi, 2005). The visual design should display the most important controls, objects, 
and group related tasks together offering only a few choices at any time. It also depends 
on the visual designer's intention; the intention should be avoidance of confusion, even at 
the expense of beautification or attractiveness. The word 'simplicity' can be interpreted 
through three dimensions - functionality reduction, understandability and ease of use of 
application. The central idea behind simplicity is that users will feel more pleasure in 
their experience and have more positive reactions to a software system. 
Defining Simplicity 
A few basic definitions of simplicity are: 
Simplicity means lack of complexity or lack of impediment in accomplishing the 
user-defined goals 
It means to eliminate the extraneous and enhance the user experience, while at the 
same time not sacrificing the quantity of information. 
Types of Simplicity 
The design principles set by Cognetics Corporation (Kreitzberg, 1998) states that 
several types of simplicity contribute to a well-designed user interface, which are: 
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Visual simplicity is achieved by showing only the most important controls and 
objects. Screen layout should follow good visual design practices. Use white space as 
a visual element to define perceptual areas. 
Verbal simplicity comes from the use of direct, active, positive language. 
Task simplicity is achieved when related tasks are grouped together, and only a few 
choices are offered at any one time. 
Conceptual simplicity is accomplished by using natural mappings and semantics, and 
by using progressive disclosure. 
5. Clarity 
The second factor for achieving screen economy is clarity, i.e. to design all 
components so that their meaning is not ambiguous (Marcus, 1995). Cioch (1991) also 
states that information ambiguity (has multiple possible interpretations) can cause 
misinterpretation and decrease the level of comprehension as well. 
Types of Clarity 
According to Dudycha (2003), clarity can be achieved in two ways as follows. 
Conceptual clarity depends on the visualization designer having a clear understanding 
of the phenomena being represented in the visual(s). Only with a clear understanding 
of the concepts involved in the problem at hand would it be possible to design a 
solution that not only showed the spatial distribution of conceptual entities but also 
revealed something of the underlying processes and spatial interrelationships among 
those entities. Conceptual clarity requires a clear statement of goals and 
understanding of the spatial patterns and processes to be represented on the visual(s). 
Conceptual clarity is rendered into the graphic design of visualization through careful 
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selection of important information, eliminating any unnecessary detail, and including 
a legend that identifies the intended meaning of all icons/symbols used in the 
visual(s). 
Visual clarity refers to the transformation of software features into graphic symbols 
on the visual. A well-conceived visual may still be poorly understood if the choice of 
icons/symbols used is not thoughtfully considered. Visual clarity can be improved by 
avoiding overlapping icons/text and lines, using a small number of related symbols or 
patterns, limiting the number of colors or fonts on screen and also selecting the 
icons/symbols according to their cultural meanings. 
6. Distinctiveness 
In order to achieve screen economy, it is also important to distinguish important 
properties of essential elements. Essential elements must stand out based on perceptual 
attributes like color, brightness, texture etc., and appear distinct. Distinctiveness can be 
achieved if there is less similarity among concepts. According to Schmidt (1991), 
distinctiveness enhances memory by increasing the saliency of the relevant information. 
Distinctiveness also promotes the use of visual techniques to direct the focus of the user 
to important objects or parts of the scene (Wickens, 1992). 
Types of distinctiveness 
Kurniawan (2000) has worked on the visual distinctiveness of icons, and proposes that 
icon's distinctiveness could be divided into two types as under. 
Physical distinctiveness is related to recognition of the objects the icon is comprised 
of, and it can be improved by -
a) maximizing the size of the objects in the icon, 
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b) minimizing the spatial frequency of gratings ("a grating is any regularly spaced 
collection of essentially identical, parallel, elongated elements" (Wikipedia, 
2007)), and 
c) minimizing the use of color. 
- Perceptual distinctiveness is related to understanding of what the objects in the icon 
represent. Perceptual distinctiveness can be improved by -
a) maximizing the familiarity of the objects used in the icon, and 
b) maximizing the clarity, uniqueness, and completeness of the objects in the icon to 
represent its referent. 
7. Emphasis 
The dictionary meaning of word 'emphasis' means - to accent the appearance, to 
underline, to put in bold, make something more significant or important (Wikipedia, 
2007). Emphasis, in typography is defined as the visual enhancement of a part of 
information to make it noticeable. Emphasis refers to the visual process of accentuating 
important messages to the user in order to direct user attention to an important event or 
scene within a visualization artifact (Bugajska, 2005). 
According to Marcus (1995), to achieve screen economy it is essential to make the 
most important elements salient, i.e. easily perceived. This can be done by de-
emphasizing non-critical elements and minimizing clutter so that critical information is 
not hidden. Features in visualizations systems that are likely to catch attention are those 
that are brightly coloured, moving or changing, defined by sharp boundaries, or are 
highly saturated (Rheingans and Landreth, 1995). In a visualization system, we want to 
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observe if such an emphasis affects user's attention i.e. if they are able to observe the 
critical elements of visualization that are being emphasized (Joshi, 2005). 















Figure 4.3: Comprehension Criteria for Visualization Interface Aspect 











Gleaning from literature on visual perception, we again propose a number of criteria 
that can be qualitatively assessed to determine the impact of visual perception on human 
comprehension. These are defined as under. 
1. Affordance 
James Gibson (1979) in his ecological approach to visual perception states that the 
environment is perceived by an individual as a set of affordances, i.e. 'the actions a given 
environment affords to a given acting observer'. Thus, according to this theory, 
perception and action are tightly coupled. A user who perceives correctly will be able to 
perform correct operations or actions. This idea of affordances was later formulated by 
Norman as one of the cognitive principles that affect visual perception. Norman defines 
affordances as - aspects of an object which suggest how an object should be used; a 
visual clue to its functions and usage (Norman, 1990). It says that the perceived and 
actual fundamental properties of the thing are the ones that determine how the thing could 
possibly be used. According to Norman, perceived affordances are essential for 
understanding the potential for interaction and manipulation in the environment. 
Affordance provides strong clues to the operation of objects as users can figure out what 
to do by just looking at them (Norman, 1990). For example, a software package if it is 
being represented by a file folder metaphor then it clearly indicates to the user that it 
contains a collection of files. Similarly, having a plus sign in front of a node indicates that 
it can be expanded further. Affordance is supported by previous experience or learning of 
how to use the particular interface. If the visualization system has a familiar feel to it, the 
users can be surer of what they are doing. They feel safe interacting with the visuals, 
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knowing that something unexpected would not happen. Thus, they get the feeling of 
control. Affordances are the means of communicating the design model to the user, and 
designers can evaluate a system in terms of functions that they made clear or emphasized 
to the users through affordances (Mohnkern, 1997). 
2. Symbolism/ Metaphors 
All visualization systems make use of certain metaphors that act as a mapping 
between the visual components used in the realization of visualization and the underlying 
data set. The design of the metaphor can greatly influence the usability of the 
visualization (Knight and Munro, 2001) and hence the user understanding. Marcus (1994) 
states that metaphors are the figurative similarities of fundamental concepts, terms, and 
images by which and through which information is easily recognized, understood, and 
remembered. Visual symbols are used to describe ideas, and interaction semantics. The 
advantage of symbols/metaphors is that they address everyday experience and facilitate 
understanding of the content being portrayed through visuals. Good metaphors in user 
interfaces enable users to comprehend, use, and retain information more quickly, with 
greater ease, and with deeper satisfaction by effectively managing the users' expectation 
and comprehension (Marcus, 1998). 
3. Dynamism/Animation 
The human visual system is extremely sensitive to motion or kinematics. Animation 
is a particularly salient attribute of our peripheral vision capability (Pfitzner, 2003), and it 
is a suitable method to represent dynamism. Being a pre-attentive visual feature, 
animation is particularly suited to attract the user's attention and its detection happens at 
the early stages of visual perception (Ware, 2000). Motion has been extensively used in 
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psychology to extend the viewer's ability to perform basic exploration tasks. In 
visualization systems, animation can be employed to highlight information which is 
particularly important for the user to perceive quickly. Therefore, animation can be used 
in the fast, pre-attentive visualization of complex data (Healey et al., 1995; Healey et al., 
1996) or for filtering and brushing techniques in visualization systems (Bartram and 
Ware, 2002). It allows moving patterns to pop out, and aids in the identification of a focal 
point in the visual by potentially alleviating visual interpretation complexity (Burd et al., 
2002). In software visualizations for example, especially dynamic visualizations, use of 
animation is extremely important as programs are fundamentally dynamic and animations 
helps to illustrate how the program changes from state to state and how the software 
program evolves over time (Mukherjea and Stasko, 1993). According to (Nakakoji et al., 
2001), in a visualization system a user interacts with animated visualizations in order to 
identify data points where the values change prominently, 
find a snapshot of a particular point of time, and 
acquire a feeling of immersion to more intuitively understand data. 
4. Appearance 
The dictionary definition of the word appearance means the visible aspect of a thing. 
We use this word to represent the user perception of the visual in terms of its visual 
attributes. According to Smolnik et al. (2003), the perception of an information-
transmitting stimulus is a prerequisite for processing presented information. Therefore, 
we believe the appearance of visual objects is one of the more important criteria in the 
process of complete comprehension, as what appears on screen is what is perceived. We 
want to study those features of visualizations that make their appearance to be 
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comprehended readily. All visualizations are composed of certain basic visual attributes 
like color, line orientations, transparency, position, size etc. These basic visual attributes 
are utilized for performing more complex visual tasks like perception of shape, Gestalt, 
and depth (Ferweda, 1998). Shape perception is highly dependent on orientations 
(Wunsche, 2004) and is derived from luminance, motion, binocular disparity, color and 
texture (Davidoff, 1991). Perception of gestalt is influenced by proximity, similarity, 
closure, symmetry, common fate and continuity laws. Depth perception is achieved 
through both binocular vision using stereo goggles or head mounted displays, and visual 
clues like- size, brightness, textures, perspectives (Wunsche, 2004). As one of criteria, we 
want to observe if users are able to perceive the appearance of different objects 
represented using various visual attributes. 
The criteria for the perceptual aspect of comprehension are depicted in Figure 4.4. 
y» Affordance 
/ ^^* Symbolism / Metaphors 
Perception ^ > ^ " 
^ \ Dynamism / Animation 
Appearance 
Figure 4.4: Comprehension Criteria for Perception Aspect 
The final aspect to consider for comprehension is cognition and is further classified 
into measurable criteria as discussed below. 
81 
4.4.1.3 Cognition 
The visualization tool/technique should provide an ergonomic design that matches the 
cognitive capabilities of the user. This is what is stated in the third principle of effective 
visual communication by Aaron Marcus (1995). To ensure ergonomics properties of any 
visualization system that affect human cognition, Marcus (1995) has proposed a set of 
criteria like - legibility, readability, multiple views, effects of color. These criteria are 
explained further. 
1. Legibility 
Adapting its definition originally from city planning, legibility for visualization 
systems can be defined as the ease with which people are able to learn the layout of 
visualization and then use this knowledge to perform wayfinding tasks (Ingram and 
Benford, 1996). According to the linguists, legibility determines whether an item can be 
read or deciphered, i.e. whether it is capable of being read (Haramundanis, 2001). It 
means the individual characters, symbols, and graphic elements should be easily 
noticeable and distinguishable. It has been noticed that character size and luminance 
contrast affect legibility of text on screen (Ayama et al., 2007). Inadequate contrast 
frequently occurs when the background and text color are similar. As a general rule, the 
darker, spectrally extreme colors such as red, blue, magenta, brown etc. make good 
backgrounds while the brighter, spectrum-centered, and de-saturated hues produce more 
legible text (Baecker et al., 1995). Moreover, the environment in which the visualization 
system is used also significantly affects the legibility of displayed visualizations. 
According to Baecker et al. (1995) dark screen backgrounds in brightly lighted rooms 
82 
may cause distracting reflections that can diminish screen legibility and in contrast, 
brightly lighted screens in dark rooms may be too glaring and hard to see. 
2. Readability 
The term readability means that the display is comprehensible, i.e. easy to identify 
and interpret, as well as inviting and attractive (Baecker et al., 1995). The concept of 
readability incorporates the interaction or engagement of a user with the system (Kane et 
al., 2006). The term applies both to the text and graphics. Readability of text is dependent 
on a number of factors like - its' syntactic difficulty, semantic difficulty, legibility and 
text organization (Chall, 1958). The readability of a graphic representation can be defined 
as the relative ease with which the user finds the information he/she is looking for 
(Ghoniem et al., 2004). According to Entin and Klare (1985) apart from readability of 
text, reader's comprehension of text is influenced by readers' levels of interest and their 
prior knowledge as well. On the graphics side, readability studies have been performed 
for 2D graph drawing (Purchase et al., 1996), where it has been seen that the readability 
is associated with (often conflicting) aesthetic criteria such as - minimization of edge 
crossings and area of the graph, and the maximization of symmetries. 
3. Multiple views 
Multiple views provide multiple perspectives of the visual representation in order to 
make it easier to understand. A multiple view system uses two or more distinct views to 
support the investigation of a single conceptual entity (Baldonado et at., 2000). By 
looking at multiple views of an object simultaneously, users are helped to get a clearer 
picture of the structure of the object. Same concept or object can be shown at different 
levels of abstraction in order to comprehend it at various levels of detail, like representing 
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the software architecture as the component hierarchy or code hierarchy abstractions. 
Multiple views offer a variety of benefits like - discovery of unforeseen relationships, 
improved user performance and so on (North and Shneiderman, 1997). Multiple views 
significantly impact cognitive overhead including time and effort to learn a system, load 
on user's working memory, effort required for comparison tasks, and effort required for 
context switching (Baldonado et al., 2000). On the other hand multiple views minimize 
some of the cognitive overhead engendered by a single complex view of data (Baldonado 
et al., 2000). The facility to see multiple views at once provides cognitive support 
(Walenstein, 2003) as it reduces the memory load on the user. 
Many renowned cognitive scientists (e.g: Card et al., 1999; Norman, 1993) have 
studied how visual representations aid in cognition and the principle of naturalness is 
proposed by all for developing effective visual representations. 
4. Naturalness of interaction / Mapping 
Defining Mapping 
Dictionary definition of the word mapping states it as a correspondence by which 
each element of a given set has associated with it another element(s) of a second set. 
In the context of visualization system, mapping means the natural relationship 
between user's actions and their effect on visual representation. 
According to Norman (1990), "Mapping is a technical term that relates actions and 
results... Natural mapping takes advantage of the physical analogies and cultural 
standards that lead to immediate understanding... and natural mappings require the least 
amount of effort from user' side in deciding the next action to interact." The author 
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argues that natural mappings be suitably exploited so that user can determine the 
relationships: 
- Between intentions and possible actions, 
Between actions and their effects on the system, 
Between actual system state and what is perceivable by sight, sound, or feel, and 
Between the perceived system state and the needs, intentions, and expectations of the 
user. 
According to Norman (1993), experiential cognition is most effective when the 
properties of the visual representation most closely match the information being 
represented. In order to achieve natural mappings the metaphor used in the interface 
should be most appropriate (i.e. natural) for the application domain. The terminology 
used in the interface should also be based on the application domain's terminology. 
The criteria for the cognition aspect of comprehension are presented 





Naturalness of interaction / Mapping 
Figure 4.5: Comprehension Criteria for Cognition Aspect 
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4.4.2 First Iteration - Aftermaths 
Putting together all the criteria for comprehension assessment discussed in the 
previous section, Figure 4.6 shows all of them along three dimensions i.e. Visualization 
Interface, Perception and Cognition. 























Dynamism / Animation 
Symbolism / Metaphors 
Affordance 
7 
Figure 4.6: Criteria for Comprehension Assessment in Visualization Systems 
When comparing Figure 4.2 and Figure 4.6, one can see that criteria Clustering, 
Constraints, Depth Perception, Effects of Color, Contextualization, and Responsiveness 
have apparently been excluded in this version of comprehension criteria. A detailed 
explanation for these changes is as follows: 
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In our work, we have merged criteria Clustering and Depth Perception together and 
named it as criterion Appearance. The Appearance criterion is about all those visual 
properties that are designed in the system with the intention to show some 
representative features of the dataset like - clustering of similar objects or depth factor 
of an object. The visualization(s) uses some of the basic visual attributes to depict 
these features of the dataset. 
The criterion Constraints in Joshi (2005)'s thesis is actually a part of Affordance 
criteria in this refined version. The Constraints is defined as the forces, conventions 
that confine the set of possible actions. This definition by itself relates to Affordance, 
which is about the possible uses, actions and functions of an object. According to 
Norman (1990), "Affordances suggest the range of possibilities; Constraints limit the 
number of alternatives". Therefore, we believe that the criteria Constraints can be 
merged in criteria Affordance to describe the possible interaction mechanisms in 
visualization systems. 
- Effects of Color by Joshi (2005) was described as one of the criteria for 
communication principle. We believe that color is a basic visual attribute that affects 
many of other criteria like - Emphasis, Distinctiveness, Legibility, Readability, 
Appearance etc., and therefore cannot be described at the level of other criteria. 
Hence, the criterion Effects of Color is used as a measure to assess these criteria in the 
refined version. 
Contextualization in Joshi (2005)'s work is expressed in the form of "focus + 
context'' or "overview + detail" interaction mechanisms used in various visualization 
techniques. She said that in a visualization environment, often, the user wants to view 
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a particular part of complex visual representation in detail while keeping its context 
visible. This criterion deals with more about the spatial context and the navigation 
mechanisms that are provided in the visualization system, and therefore this is already 
included in our revised version under the Spatial Layout and Navigability criteria. 
The criteria Responsiveness is the quality of being responsive to user actions. We 
believe that this criterion is an effective parameter to determine the utility of a 
visualization system. A visualization system if it is not properly responding to a user 
action is likely to be less useful or usable, and users will not probably use it 
regardless of the comprehensibility of displayed visualization(s). Therefore, we were 
not sure of its inclusion in this revised version and for the purpose of second iteration 
we do not consider it further. We needed to seek expert opinion on this criterion and 
where it fits in overall distribution of criteria in one of three basic dimensions (i.e. 
Visualization Interface, Perception and Cognition in Figure 4.6). The accomplishment 
of this task of expert judgment is described in the forthcoming section where this 
criterion is further verified. 
These criteria depicted in Figure 4.6 are further verified for their unambiguous, 
consistency properties by seeking the experts' opinion in related fields as follows. 
4.5 Confirming Un-ambiguity, Consistency - Experts' 
Opinion 
In the second iteration for verification, we met two experts having expertise in 
relevant fields. The first one was consulted to seek his viewpoints on the criteria for 
'Visualization Interface', and second expert was asked to judge the criteria for both 
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'Perception' and 'Cognition' aspects respectively. Our approach to experts' selection was 
based on our three basic aspects of comprehension i.e. Visualization Interface, Perception 
and Cognition. One of the experts was specialist in User Interface Design Fundamentals 
and human factors related in HO field, other was a professional in cognitive and 
psychology side of the users. A detailed explanation of characteristics of our experts in 
significant domains is as follows. 
Visualization Interface expert - An associate professor of computer science at a 
university level. His research interests are in human-centered software engineering. He is 
a member of many professional advisory committees. He has more than 10 years of 
experience in the field of human factors, user interface design and empirical studies. He 
is also the writer of numerous articles in scientific proceedings, journals and book 
chapters. 
Cognition and Perception expert - An associate professor of psychology at a university 
level. She was an associate director of the center for usability in design and assessment. 
She has more than 8 years of expertise in areas of attention, perception, cognition and 
human factors. She has over 50 publications in areas relating to human performance, 
human factors and human-computer interaction. 
After this second step of verification, the judgment of the experts was used to further 
refine our proposed set of criteria. The summary of findings based on expert 
consultations is given below. 
4.5.1 Summary of the Experts' Findings 
Our experts have suggested the following changes in our criteria. 
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• Changes in Visualization Interface criteria 
Our expert on Visualization Interface aspect recommended removing Consistency and 
Spatial Layout criteria, as according to him both the criteria are feeding other criteria 
on Visualization Interface along with Perception and Cognition dimension. He also 
pointed that both of these criteria are properties of the visualization interface, and are 
not the quality attributes to measure comprehension from users perspectives. He 
states that for a visualization system to be simple, legible, and easily perceptible in 
terms of appearance, it needs to be consistent. He further added that consistency 
contributes to navigability by giving an example of city map. He said that if the signs 
displayed on the street boards are not consistent then a person will encounter great 
difficulties in reaching his/her destination. He also expressed his opinion to remove 
spatial layout criterion, as this is a sub-criteria which is needed in order to have a 
good navigational mechanism and to achieve task simplicity in a visualization system. 
The expert also suggested to rename Navigability as Reachability, as navigability is 
mostly defined as a property of interaction and can be calculated using some simple 
formulas. For example, in graph theory it can be measured by distance between two 
nodes. The term Reachability is more appropriate to express the navigation 
mechanism of a visualization system. Reachability refers to the possibility of 
navigation through the observable system states i.e. whether the user can navigate 
from any given state to any other state. 
He also proposed to rename the term 'Visualization Interface' as Presentation in 
order to signify the presentation qualities of both an interface and visualization(s) that 
affect the users' comprehension. 
90 
• Changes in Perception and Cognition criteria 
- The expert on cognition and perception suggested that we merge Affordances and 
Symbolism/Metaphors criteria together and name them as Affordances only. This is 
because metaphors are a means to convey certain affordances. Designers create 
appropriate visual affordances via metaphors. Affordances communicate the design 
model to the users through the use of metaphors that the users are already familiar 
with. This suggestion is also supported by another researcher Ken Mohnkern (1997), 
who says in a bulletin for Special Interest Group on Computer-Human Interaction, 
"We can readily see the relationship between metaphor and affordance. When a 
metaphor is applied to a system, it gives the system a particular set of affordances. 
Metaphor is a container for a particular set of affordances.... When we create an 
interface metaphor, we are, in essence, dumping the contents of the metaphor (its 
affordance set) onto the computer system. Some of those affordances fit nicely onto 
the system's feature set (else that metaphor would not have been chosen), others do 
not have a corresponding feature in the system, and some of the system's features are 
left affordance-less, invisible." 
The expert also suggested that we combine Readability and Legibility criteria into one 
criterion called Legibility. According to the expert, both terms are used 
interchangeably; however Legibility appears to be at a level higher than Readability. 
This viewpoint is also supported by Aernout de Beaufort Wijnholds (1996), who 
states that -
"The difference between the legibility and readability may best be expressed in terms 
of their relationship. When a text is of low legibility, its readability is also low. When 
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a text is not very readable, on the other hand, it is still possible that it is highly 
legible. Consider an instruction manual, for example, of which the characters are 
hardly identifiable; the print is so small and the characters have such indistinct 
shapes, that readers can hardly distinguish between the M' and the '1' or the 'h' and 
the 'b ' . In such a case, the text is of low legibility. As a result, the text is not very 
readable either. Even if a clear distinction can be made between separate words and if 
it is clear which part of the text corresponds to which drawn illustration, this will be 
of little use to the reader. If the instruction manual was reprinted in a more legible 
way, the same conditions of easy word distinction and correspondence between text 
and illustrations would make a more readable text. It is also possible, however, that 
the text has become highly legible, but that the illustrations are not numbered and are 
referred to in the text on a different page. In this case, readability would be low." 
- The expert also suggested labelling Dynamism/Animation criterion as Dynamism 
only, because animation or motion is one of the techniques to show the dynamics of 
the data set. According to Pfitzner et al. (2003) dynamic variations can be shown by -
animating or moving objects, changing the sizes of objects displayed on screen, and 
changing the brightness or color etc. 
The criterion Naturalness of Interaction/Mapping was suggested to be labelled as 
Mapping only because naturalness of interaction is an internal property of a chosen 
mapping. 
The criterion Multiple Views was renamed as Perspective-ness in order to express it at 
a higher level where multiple views could be applied to show different perspectives 
of the visual entities. 
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4.5.2 Second Iteration- Aftermaths 
Based on our experts review, our second revision of comprehension criteria is 










Figure 4.7: Refined Comprehension Criteria 
These criteria impact one another as the three aspects of presentation, perception and 
cognition are inseparable when it comes to comprehension, as to understand anything we 
need to perceive its presentation and then we need to use our cognitive capabilities to 
fully comprehend it. 
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Chapter 5. Case Studies 
"The man of science has learned to believe in justification, not by faith, but by verification." - Thomas 
Huxley (1825-1895) 
Overview 
For the further verification of the criteria formulated in the previous chapter, two 
different visualization systems were evaluated as preliminary case studies. The first 
system was a three-dimensional bioinformatics visualization tool, and the second was an 
immersive art visualization environment. Two usability studies were conducted in 
Concordia's human-centered software engineering lab with these systems, where 
participants were invited to use these visualization systems and required observations 
were made. 
In this chapter, we explain in detail the conduct of these studies along with the 
analysis of their results, and finally we present measures and a measurement scheme to 
analyze the results of our comprehension criteria. 
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5.1 Verifying Correctness: Case Study 1 
In order to verify correctness of criteria, we analyzed the applicability of our refined 
list of criteria in the usability results obtained from a collaborative controlled experiment 
conducted with Joshi (2005) for a bioinformatics visualization tool. This was done in 
order to determine the appropriateness of criteria in judging the users' comprehension of 
a visualization system. The details of this study can be accessed in her thesis (Joshi, 
2005). The research results presented in this chapter are the contributions of the author. A 
summary of the analysis conducted for the purpose of verification of criteria is as 
follows. 
5.1.1 ADN-Viewer 
ADN-Viewer (Herisson, 2001) is a bioinformatics visualization tool developed at the 
L1MSI-CNRS an institute in France, screenshots are shown in Figure 5.1. This is a tool 
for 3D modeling, stereoscopic visualization focused on virtual exploration and 
bioinformatics analysis of genomic sequences. The tool provides 3D visualization of the 
DNA sequence, represented in the form of text as well as a 3D structure model of the 
naked DNA. 
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a) 3D visualization of genes (Zoom Off) 
b) 3D visualization of yeast (Zoom On) 
c) Grayscale screenshot of selecting a particular gene 
Figure 5.1: Screenshots from ADN-Viewer 
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In the following, we describe the more important aspects of this case study in detail 
along with our analysis of the results for the proposed comprehension criteria. 
5.1.2 Evaluating ADN-Viewer 
To evaluate ADN-Viewer in terms of its ability to support comprehension, our 
hypothesis was that users' task performance should depend on the comprehension 
support provided by ADN-Viewer as assessed by our criteria. To verify this premise, we 
analyzed the results of a controlled experiment that was carried out with 11 participants 
from the field of bioinformatics. Based on their different characteristics like - education 
level, bioinformatics domain knowledge and experience, and skill level with 
bioinformatics visualizations, we categorized 3 of them as novice, 5 as intermediate and 3 
as expert users. Before the actual experimentation, all the participants had a training 
session, where they were trained to freely explore the tool to make them at ease in using 
it. A pilot study was conducted with one of the evaluators who explored the ADN-Viewer 
for the first time. 
5.1.3 Experimental Procedure 
During the experiment, the participants were asked to perform the following two 
tasks that were recognized as the most important tasks by the developers of the tool -
1. Group a set of sequences according to similarity in their 3D structures. 
2. Find a pair of genes that are spatially close to each other but are far in the textual 
sequence. 
The experimental procedure for each user is outlined in Figure 5.2. Experiments were 
run one at a time in order to observe the participants using Morae remote viewer tool. In 

















Protocol for Task 1: 
3D Sequence Grouping 
Control Group 
(Regular screen) 
Thinking Aloud Protocol for 
task 2: 3D Structure Analysis 
Post-Test 
Questionnaire •••»/ E n d J 
Figure 5.2: Test Protocol for ADN-Viewer 
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In addition to the pre-test questionnaire, participants were asked to answer from three 
questionnaires in total - first after task 1 (comprising 4 questions), second after task 2 (a 
set of 14 questions) and third (18 questions in total) to assess their overall experience 
with the tool including any comprehension difficulties. The pre-test and post 
questionnaires were proposed by Joshi (2005) and can be accessed in her thesis. Thinking 
aloud protocol was used in the study where the participants were asked to speak aloud 
their thoughts, opinions, emotions and sentiments about their experience of using the 
system. To get an idea of the comprehension difficulties, the actions of the 
users/participants during their interaction with the visualization system were also 
recorded. The strategies to record were the notes of the evaluator, and the voice and video 
recording of the participants with the Morae tool. 
In the following, we describe the results obtained through this case study for our 
proposed comprehension criteria. 
5.1.4 Experimental Results 
Based on our analysis of audio and video recordings along with the post-test 
questionnaires, Table 5.1 shows the combined participants' comments on the 
comprehension issues in ADN-Viewer. Here, we have categorized the users' verbal 
findings expressed using a think aloud protocol during the experiment with ADN-Viewer 
according to the concerned comprehension criterion. Table 5.2 shows the actual results 
obtained on analyzing the answers to the questions for each criterion. The users' rating 
depicted for each criterion in this table is the maximum value in percentage (i.e. excellent 
value on Likert-scale) assigned by all the participants. On averaging the responses for all 
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criteria (i.e. Sum of all the scores / Number of criteria), we found that comprehension 
score for ADN-Viewer is 64.18%. 
Table 5.1: Applicability of Criteria to ADN-Viewer 
Criteria Applicability tojADN-Viewer 
Reachability ADN-Viewer provides a navigational mechanism to explore a DNA 
sequence from all directions. However, on finding a particular gene, it 
is not possible to see its location in overall context. 
Simplicity The view is simple displaying only two colors for genes and inter-
gene regions. The icons/labels on the interface are also 
understandable. 
Clarity The 'start' and 'end' used to depict the start and end of the gene is not 
clear and causing misinterpretations. It is also not consistent with 
what is used in bioinformatics domain (where 3 ' and 5 " are used 
rather to depict the start and end of the gene). The participants expect 
to see the structure of the DNA in the form of A, T, C, G nucleotides 
rather than the thin line in 3D space displayed using ADN-Viewer. 
Distinctiveness 3D DNA structure trajectory is displayed on a black background with 
yellow color for genes to add distinctiveness and violet for inter-gene 
regions. 
Emphasi s A selected gene is highlighted by a bounding box and it indicates the 
boundaries of the gene. 
Affordance It is hard to select correctly a particular gene from a cluster of many 
genes, as the lines used to depict the genes in 3D are very thin. 
Clicking on appropriate gene is not an easy task in a cluster. The 
operations for the devices usage are perceived correctly by the 
participants before actually exploring the system. In addition, 
participants desire to see perceived affordances to the mouse pointer 
like showing a hand, grabbing the sequence etc. 
Dynamism Clicking on one gene create the animation effect of zooming onto the 
selected gene. It is causing confusion as a result of losing context by 
rotating the entire sequence. 
Appearance The depth factor and other gestalt laws, observed through stereo 
goggles, are helping in accomplishing task 1 to arrange the DNA's 
according to matched structure. 
Legibility Displaying all genes names is not legible and view gets cluttered. 
Comparing all the 3D sequences together is troublesome as number 
of genes increases. 
Perspective-ness The classical and perspective views provide different viewpoints of 
looking at one 3D DNA structure and are helping in understanding 
the structure of genes. 
Mapping Keyboard and mouse actions are natural, except for zooming in and 
out of 3D DNA structure that can be made easier by just scrolling the 
wheel without having to press it. 
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We also observed that first task was accurately completed by 86% of the participants 
where they were able to group the sequences having similar shapes based on their 
geometry. In the second task, a pair of spatially close genes was found correctly by 41% 
of the participants. On averaging these two task performances, we obtained a score of 
63.5% which is quite close to our comprehension value and thus the result supports our 
hypothesis. 
Table 5.2: Users' Responses to Criteria 



















































































In this case study, we have observed that task performance of the participants (i.e. the 
percentage of the participants who were able to correctly perform the two assigned tasks) 
with ADN-Viewer was approximately equivalent to the total comprehension support as 
assessed by our criteria. Therefore, based on the results of this case study, we concluded 
that our proposed set of comprehension criteria is correct and is able to appropriately 
judge the comprehension support provided by a visualization system to its intended users. 
5.2 Verifying Correctness: Case Study 2 
The second case study was performed with an art visualization environment called 
OSMOSE (Davies, 1996), and was accomplished in a collaborative work with colleagues 
in Concordia's human-centered software engineering group. The details of this case study 
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can be accessed in Joshi (2005). A summative analysis of this study is the contribution of 
the author and is presented below for the purpose of verification of our criteria. 
5.2.1 OSMOSE 
OSMOSE is a virtual artwork of renowned Canadian new media artist Char Davies. 
OSMOSE consists of nearly a dozen realms including - tree, forest, pond, subterranean 
earth, source code and so on, all situated around a central clearing (Davies, 2004). It is an 
immersive environment where 3D immersion is achieved using a head mounted display 
(HMD), and interaction is accomplished with the use of body movements and breathing. 
The artist's conception of OSMOSE is to have an unconscious apprehension of being in a 
virtual world. Some screenshots of OSMOSE are shown in Figure 5.3. 
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a) Participant using 
HMD and vest to 
explore the 
visuali22tion 
b) Tree and pcfid in 
the virtual world 
c) Forest grid in 
OSMOSE 
d) Code world in 
OSKcOSE 
Figure 5.3: Screenshots from OSMOSE (Davies, 2004) 
5.2.2 Evaluating OSMOSE 
The objective of the study was to understand the applicability of the proposed criteria 
to the visualization system in order to assess the communicativeness or comprehensibility 
of the artwork to the participant. In case of OSMOSE, all participants were of varying 
background and the only task was to explore freely the virtual art environment. 25 
participants from the university community participated in the study including 
administrative staff, professors, undergraduate and graduate students, and some family 
members. 
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5.2.3 Experimental Procedure 
A different protocol as depicted in Figure 5.4 was used for OSMOSE. 





Coaching user how to 
interact with environment 




Using Thinking Aloud 





Figure 5.4: Test Protocol for OSMOSE 
Here participants from varying backgrounds were initially invited to fill in a user 
evaluation form, and asked to wear HMD and vest to explore the immersive environment. 
Then, the participants were taught how to navigate in the immersive environment by 
moving the head and breathing in or out using the vest. They were asked to explore freely 
for 15 minutes using breathing actions and body movements. After experiencing 
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OSMOSE, the participants were asked to fill in a post-test questionnaire to assess 
different aspects of comprehension. Again, the pre-test and post-test questionnaires were 
part of Joshi (2005)'s research and can be accessed in her thesis. 
5.2.4 Experimental Results 
Summarizing the comments of participants in audio and video recordings along with 
their answers to the post-test questionnaire, we sought the answers to our proposed 
criteria as shown in Table 5.3. We could not produce a user rating (like in Table 5.2 for 
ADN-Viewer) for each of the criteria in OSMOSE study, as the post-test questionnaire in 
Joshi's (2005) work was not described for each of the criteria. However, we were able to 
obtain a combined score for all the criteria in terms of participants' answer to the 
following question -
"Were you able to understand what was going in the immersive environment?" 
Analyzing the responses from the post-test questionnaire, overall 64% of the users 
answered yes as a value on the Likert-scale to the answer to this question. Therefore, we 
may summarize that 64% of the users seemed capable of comprehending the environment 
using the interaction mechanisms provided in OSMOSE. 
In short, through this case study we have found that our proposed set of 
comprehension criteria was also applicable to assess the communicativeness or 
comprehensibility of the artwork to the participant based on the assessment of provided 
features in the visualization system. For all of the proposed criteria, we were able to seek 
appropriate features in OSMOSE that were signifying some aspect of the user 
comprehension. 
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Table 5.3: Applicability of Criteria to OSMOSE 
Criteria Applicability to OSMOSE 
Reachability Navigation depended on user actions- breathing in and out to go up and 
down, looking around by turning head and leaning forward and backward 
to move in respective direction. It was not easy to focus on one particular 
object while viewing other objects in the scene as the environment was 
moving. 
Simplicity Simplicity was not applied as the designer intention was to give a 
creative and attractive environment. 
Clarity Many objects were causing different interpretations. Some objects like 
abyss was not clear to many participants. 
Distinctiveness The objects were made distinctive by using different perceptual 
attributes. 
Emphasis The main target was the tree being emphasized by its size, position and 
luminosity. 
Affor dance The hardware objects (HMD with headphone afford seeing and hearing, 
vest afford stretching and loosening). Text afford reading and leaves 
afford touching. Metaphor of forest, having elements like - tree, leaves, 
rocks, sounds of birds etc., was used to give the feeling of immersion in 
the forest. At the same time, there was some inconsistency from real 
world with no sense of touch or collision detection while passing through 
objects of the scene. 
Dynamism The environment was moving in the form of moving bugs, moving 
source code along with the moving world. Most of the time it was 
difficult to control this movement especially with the breathing metaphor. 
Appearance The Gestalt laws of proximity and continuity were observed by feeling 
the proximity of leaves and white light sources or bugs emerging "in a 
line" respectively. 
Legibility The text was legible as the participants were able to speak it loud when 
they were immersed in source code. The graphics was also interpretable 
by most of the participants. 
Perspective-ness The OSMOSE environment had multiple views - ground, water, 
subterranean earth etc. to give a feeling of being immersed in them. 
Mapping Breathing was not natural to feel in immersive environment as the 
participants were running out of breath. The HMD was heavier for some 
of the participants. 
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5.3 Third Iteration - Aftermaths 
By applying our criteria to conduct a comprehensive analysis of two different 
visualization systems, one from scientific visualization category and other from 
information visualization, we were able to verify the usefulness of our criteria in the 
practical sense. We describe these criteria basically by observing the user's physical 
actions to the visualization environment's responses, and by analyzing their assessment 
of the visualization systems in respective questionnaires. On analyzing the results of two 
usability studies, we found that each of the proposed criteria contributes partly to signify 
some aspect of user comprehension. In this analysis, our immediate goal was to seek the 
features in the visualization systems that enable us to measure the corresponding criteria 
in some objective manner. This knowledge helped us to derive a general questionnaire to 
assess each criterion. 
The case studies demonstrate the potential benefits of our set of criteria as an 
important aid to the task of evaluating comprehension of visualization tools/techniques. 
Our results have shown that our set of criteria could enable evaluators to effectively 
gauge the comprehension support provided by a visualization system. Therefore, based 
on our analysis of these two studies, we assume that our refined set of criteria is correct 
and does not contain any criteria that cannot be assessed using the features in 
visualization systems. We further verified our criteria for testable property as follows. 
5.4 Making the Criteria Testable 
To verify if our criteria can be tested, we devised a questionnaire (given in Appendix 
'A') comprising of questions for each of the criteria. The questions for each criterion are 
derived based on the comprehensive literature analysis of their definitions as explained in 
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previous chapter. These definitions guided us to seek important features in visualization 
systems. For example, to test the 'reachability' in any visualization system, we should 
look into three main features as follows-
1. the easiness with which users can navigate in the visualization environment, 
2. the ability of the visualization system to support undo operations, and 
3. the capacity of the visualization system to show current location within an 'overall 
context' of objects displayed in the visualization. 
Therefore, we derived three questions to measure 'reachability' in any visualization 
system as under. 
1. Are you able to navigate from one location to another in the visualization? 
Yes Somewhat No 
If somewhat, briefly explain why? 
2. Are you able to undo your manipulation operations (e.g. select, click, move etc.) 
with the visualization to go back successfully to previously displayed screen? 
Yes Somewhat No 
If somewhat, briefly explain why? 
3. Are you able to see the location of any information object with respect to an overall 
context of other information objects in the display? 
Yes Somewhat No 
If somewhat, briefly explain why? 
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We selected a Likert-scale having three values as answers to each of the question; 
where 'Yes' means 100%, 'Somewhat' is 50% and 'No' is assigned 0% value. Being an 
ordinal scale, the meaningful statistics that can be applied is the frequency or mode, and 
the median of the collected responses. 
109 
Chapter 6. Software Visualization Systems: A Study on 
Maintenance Tasks 
"Much software is designed and built with little consideration for how it will be used and how it can best 
support the work its users will be doing. " - Larry L. Constantine & Lucy A.D. Lockwood (1999) 
Overview 
In this chapter, we study the domain of software visualization (SV) with the intent of 
subsequently applying our proposed comprehension measurement framework to this 
domain. A primary application of software visualization is to assist in program 
comprehension for software maintenance purposes. This chapter presents a thorough 
empirical investigation of systems in this domain, conducted by us to seek an initial 
catalogue of software visualization tasks that are required to be fulfilled to accomplish 
maintenance activities. This task catalogue will be reused in the forthcoming chapters of 
this thesis. 
Specifically, this chapter presents a detailed literature review of software 
visualization systems, and empirical investigations in related studies by other researchers 
and practitioners. This chapter also reports on a thorough literature study to prepare a 
comprehensive catalogue of maintenance tasks that are mentioned in research literature, 
and are purported to be supported by software visualization tools. We perform an online 
survey to derive a consistent categorization of software maintenance tasks into traditional 
maintenance activities. We provide our analysis based on the statistics obtained from the 
data gathered through this survey, which addresses the categorization and importance of 
tasks in software maintenance from the viewpoints of experts and intermediates in 
software maintenance activities. The immediate goal of this study is to be able to identify 
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the gaps between the needs of software maintainers and the tasks supported by current 
software visualization tools intended for use in maintenance activities. 
I l l 
6.1 Software Visualizations 
Any software system is a pile of code that does something; it is abstract, invisible, 
and intangible in nature. To seek the meaning of an abstract entity like a software system, 
we need to represent it in some tangible form. In this respect, software visualization 
technologies help us by providing graphical representations of various abstractions of the 
huge source code and ease our perception by giving it altogether a different aspect than 
that of a source code. Price et al. (1998) defined software visualization as "...the use of 
the crafts of typography, graphic design, animation, and cinematography with modern 
human-computer interaction technology to facilitate both the human understanding and 
effective use of computer software". Software visualization tries to make the invisible 
code visible by giving it some form that sheds light on the hidden software structure or 
meaning of the code. Software structure refers to a collection of artifacts that software 
engineers use to form mental models while understanding software systems. Artifacts 
include both software components (e.g. subsystems or packages, classes, interfaces etc.) 
and also the dependencies among these components (e.g. method calls, data accesses 
etc.). 
Software visualizations are further decomposed into two main categories (Anslow et 
al., 2004) as under. 
1. Static visualizations - these visualizations can be created from either the source or 
binary files, and provide descriptions of the static elements of source code. They may 
contain the descriptions of involved packages, classes along with their methods and 
variables. They also depict the inheritance hierarchies between classes and 
dependency hierarchies among classes in the source code. The information that is 
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extracted through these visualizations directly depends on the programming 
languages or paradigms used for coding. For example, visualizations of object-
oriented code give an overview of the classes, methods, attributes, inheritance 
hierarchies etc. included in the source code; whereas the visualizations of programs 
written in functional paradigms show the program structure in the form of functions 
and function calls etc. 
2. Dynamic/run-time visualizations - these visualizations are created by examining the 
behaviour of programs during execution to gather the events in a program trace. 
Various types of information can be displayed with these visualizations like - object 
creation and deletion, method calls and returns, field accesses and modifications, 
exceptions, and multi-threading etc. 
These two facets of software visualization support many software development 
activities including analysis, modeling, testing, debugging, and maintenance. Out of these 
activities, software maintenance is considered rather a heavy and time-consuming activity 
that involves understanding of complex evolving software systems. IEEE standard 
defines software maintenance as the process of modifying a software product after 
delivery to correct faults, improve performance or other attributes, or adapt the product to 
a modified environment (IEEE, 1998). Software maintenance traditionally involves four 
basic types or activities i.e. corrective, adaptive, perfective and preventive maintenance 
(Pressman, 2005). Each activity plays an important role in the evolution and maintenance 
of any software product and requires a very good understanding of the underlying 
software system. Although this basic classification scheme of software maintenance has 
113 
been enhanced by taking into consideration other objective factors (Chapin et al., 2001), 
in practice these four conventional activities are the ones most familiar to practitioners. 
Pfleeger (2001) describes each of the four familiar types of software maintenance 
activities as follows: 
Corrective maintenance is simply the effort devoted to the removal of defects caused 
by the routine errors or day-to-day failures. It is needed so that the system complies 
with the specified performance criteria. 
- Adaptive maintenance is required to accommodate the changes occurring in the 
environment in which the system is used. The most common environmental changes 
are - changes in the input data, changes in the processing environment (like -
installation of a new operating system or an addition of a debugger to enhance a 
compiler). 
Perfective maintenance activities are carried out to enhance or improve the 
performance of the software system. It involves making changes to improve some 
aspect of the system, even when there are no visible errors or failures. There can be 
major or minor software enhancements depending upon different circumstances. 
Jones (1998) has described five types of enhancements - block functions, modified 
blocks, modification and deletion, scatter updates, and hybrid enhancements. A brief 
explanation for each of these enhancements is as under. 
The first type of enhancement is that of adding new features to an application, 
without the new features causing any extensive internal changes to the original source 
code. In the second type of enhancement or modified block, it is necessary to make 
internal changes to the original application in order to attach the additional feature. 
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These updates are possible only for applications that were originally designed in a 
very modular, well-structured manner. For the third type, modification and deletion 
enhancement, the new feature being added to the software replaces a current feature 
that is actually eliminated. With scatter updates or type 4, several new features are 
being added at the same time. Type 5 updates or hybrid enhancements come across 
the classic form of maintenance of poorly structured, aging legacy applications. 
Preventive maintenance is performed for the purpose of preventing the problems 
before they occur (IEEE, 1998). This is somewhat similar to perfective maintenance 
in the sense that it involves changing some aspect of the system to prevent failures. 
However, it usually takes place when one finds an actual or potential fault that has not 
yet caused the damage. 
Visualization tools claim to improve the productivity of software maintainers by 
providing insights into the invisible code. If this claim is true, then evaluating 
visualizations should seek to determine how well visualizations aid user* (i.e. software 
maintainer) comprehension or provide visual insights to invisible code. Therefore, in the 
domain of software visualization, our research is focused on the evaluation of static 
software visualizations that assert to provide insights to software maintainers and help 
them to understand complex software structure. 
Towards achieving this goal, we performed literature review on related studies to 
gather different strategies that can be applied for empirical evaluations/investigations of 
software visualization systems, and how other researchers have conducted the evaluations 
of these systems. 
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6.2 Evaluation of Software Visualizations 
In this section, firstly we examine the possible strategies that can be applied for an 
empirical investigation of software visualization tools. 
6.2.1 Approaches for Empirical Investigations in Software 
Visualizations 
Empirical studies result in empirical knowledge or proven concepts that help us to 
quantify the benefits of software visualization tools. Without measurement in some form, 
it is very difficult to realize the true value of visualizations to the software community. In 
a famous book on software metrics, Fenton et al. (1997) suggest that there are mainly 
three types of strategies that can be used to conduct empirical studies, which are -
experiment, case study, and a survey as shown in Table 6.1. 






A detailed and formal investigation that is performed in controlled 
conditions. 
A detailed investigation of a single case or a number of related cases 
with typical representative projects. 
A broad investigation, where a number of people having experience in 
a related field participate and present their views on specific issues 
using standardized forms provided by the surveyors. 
According to Fenton et al. (1997) - "a survey is a retrospective study of a situation to 
try to document relationships and outcomes after an event has occurred... When 
performing a survey, the evaluator has no control over the situation at hand. The 
evaluator can record the situation and compare it with similar ones, but he/she cannot 
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manipulate the variables of the study." Surveys can be done for descriptive, explanatory 
and/or exploratory purposes (Wohlin et al., 2000). A survey is appropriate to find out the 
characteristics, behaviour or opinions of a particular population and to see the differences 
and commonalities in their responses. 
On the other hand, according to Fenton et al. (1997) -"both case studies and formal 
experiments are usually not retrospective. The evaluator decides in advance what he/she 
wants to investigate and then plans how to capture data to support his/her investigation... 
A case study is a research technique where the evaluator identifies key factors that may 
affect the outcome of an activity and then document the activity in terms of inputs, 
constraints, resources and outputs. By contrast, a formal experiment is a rigorous, 
controlled investigation of an activity, where key factors are identified and manipulated 
to document their effects on the outcome... In an experiment, an evaluator has control 
and can manipulate relevant variables directly, precisely and systematically." 
Fenton et al., 1997 also suggest various factors that can contribute to a choice of 
research techniques as shown in Table 6.2. 
Table 6.2: Factors Relating to Choice of Research Technique (Fenton et al., 1997, 
pp:120) 
Factor 
Level of control 
Difficulty of control 
Level of replication 











As can be seen from the Table 6.2, the key discriminator between experiments and 
case studies is the degree of control over behavioural events and variables they represent. 
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A formal experiment is carefully controlled and contrasts different values of the 
controlled variables; its results are more generalizable. Moreover, controlled experiments 
are increasingly common in literature as they best enable researchers to rigorously 
measure and conclusively compare different visualizations (North, 2006). In all, 
knowledge on the actual effectiveness of the available techniques and tools can be gained 
only through controlled experimentation (Tonella, 2005). 
Due to these advantages of experiments over case studies, we believe that the 
controlled experiment approach using predefined tasks is the most appropriate to 
determine the comprehension performance of software visualization tools. Thus, we 
would prefer to use controlled experiment technique in our research. 
We further conducted a thorough literature survey to observe the results of 
comparable studies as follows. 
6.2.2 Relevant Studies 
There is still little progress in the evaluation of software visualizations, as most 
research effort is being spent on the development of novel visualization techniques, ideas 
and technological innovations rather than judging the current state of SV 
tools/techniques. Therefore, the field of empirical investigation of software visualization 
tools/techniques is rather immature and a few researchers have worked informally to 
characterize and assess the usefulness of these SV tools/techniques. In the following 
paragraphs, we summarize various related studies conducted by other researchers in the 
domain of software visualization. 
1. Storey et al. (1996) describe the design and execution of an experiment to assess the 
usability of three interfaces of a reverse engineering tool. Three game programs of 
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similar complexity but different sizes were used under study. Twelve users 
participated in the empirical study, where they were asked to perform eight abstract 
and concrete tasks with each interface. The users were asked a post-test questionnaire 
comprising of 20 questions to compare the effectiveness of these three interfaces. The 
questions were categorized based on five different classes - 'overall" to access user 
satisfaction, 'sysuse' to evaluate interface usefulness, 'interquaF to judge interface 
quality, 'organization' to evaluate helpfulness of module organizations in the 
interface, and 'confidence' to determine user confidence in the answers generated by 
the interface. 
2. Storey et al. (1997) performed a user study that compares three tools for browsing 
source code and exploring software structure. In this study, thirty participants were 
randomly assigned to Rigi, ShriMP, SNIFF tools and were asked to perform seven 
high-level program understanding tasks in a controlled experiment. The goals of the 
experiment were - to observe the strategies used by participants while 
comprehending program under study, how the tools were supporting this set of 
preferred strategies, devise a framework to characterize comprehension tools, and 
provide feedback for tool developers. 
3. Bassil and Keller (2001) conducted an online survey of software visualization tools 
using a questionnaire approach. The online questionnaire was publicized via mailing 
lists, newsgroups, and emails. The questionnaire was designed using existing 
taxonomies to extract a list of properties of software visualization tools. The objective 
of the study was twofold - to assess the functional, practical and cognitive aspects of 
visualization tools that users' desire, and to evaluate support of code analysis in the 
119 
various existing tools that users' use in their environment. The authors recognized a 
total of 34 functional aspects along with 13 different practical properties of software 
visualization tools. They also summarized the cognitive aspects of visualization tools 
in terms of various usability elements like - 'ease of use', 'effectiveness', and 'degree 
of satisfaction' etc. 
4. Knight and Munro (2001) discuss briefly two main perspectives that should be taken 
into account when deciding whether or not visualization is effective. These are - the 
suitability for the tasks that the visualization is intended to support, and the suitability 
of representation, metaphor and mapping based on the underlying data. They also 
highlight that domain and data structure has a considerable affect on the effectiveness 
of any visualization. 
5. Pacione et al. (2003) conducted an empirical evaluation of five dynamic visualization 
tools. The aim of their study was to compare the performance of these tools in general 
software comprehension and specific reverse engineering tasks. The performance of 
the tools was judged by conducting a case study with a drawing editor. The 
evaluation was carried out by a single user who had the knowledge of the drawing 
editor and dynamic visualization tools. The tools were compared based on four 
categories - extraction technique, analysis technique, presentation technique, and 
abstraction level. The questionnaire was divided into two sections - large-scale 
questions expressing the course of a software comprehension effort, and small-scale 
questions resembling the course of a specific reverse engineering effort. 
6. Storey et al. (2005) proposed a framework for describing, comparing and 
understanding visualization tools that provide awareness of human activities in 
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software development. Their framework has five key dimensions: Intent (to capture 
the general purpose and motivation that led to the design of visualization), 
Information (data sources that a tool uses to extract relevant information), 
Presentation (how the tool presents the extracted and derived information to users), 
Interaction (refers to interactivity of the tools), Effectiveness (determines if the 
proposed approach is feasible and if tool has been evaluated, deployed). The authors 
have conducted a survey of twelve software visualization tools and listed the 
characteristics of these tools with respect to the proposed five dimensions. They have 
made a number of observations along these dimensions and raised several questions 
for discussion. They commented that their framework could be used as a discussion 
tool with software developers, tool designers and researchers. 
7. Marcus et al. (2005) conducted a usability study to assess the effectiveness of a 
software visualization tool named sv3D. The aim of the study was to determine the 
usefulness and improvement of sv3D as a new technology to support program 
comprehension. The source program was a documentation software application that 
was rendered using 3D metaphor of poly cylinders and containers. A total of 35 
participants participated in a usability study. The participants were divided into two 
groups: one group answered the questions using sv3D tool, and other group 
responded to the questions using tabular data with metrics and source code utilizing 
the search features in Visual Studio.NET. The answers were analyzed and compared 
to judge the effectiveness of sv3D tool. 
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Table 6.3 summarizes the results of these studies on five different dimensions, which 
are - number of participants, method used for the study, tools used, the program or case 
study used, and number of tasks involved in the study. 
122 










































































































As can be seen from this table, most of the research (Marcus et al., 2005; Storey et al., 
1996; Storey et al., 1997) describes the evaluation of the software visualization tools 
from the perspectives of tool developers only, where they test the tools for a set of tasks 
that are supported by those tools. That is, these studies attempt to test the effectiveness of 
software visualizations from their functional viewpoints only but do not attempt to 
evaluate the comprehensibility of visual information provided by these systems to the 
actual users. Although, Storey et al. (1996) have used an IBM Post-Study System 
Usability Questionnaire (PSSUQ) (Lewis, 1995) to evaluate and compare the usability of 
the interfaces, the questionnaire is not addressing the comprehension features of 
visualization systems. The questionnaire used by Marcus et al. (2005) to evaluate the 
usability of their tool is also very specific to their own study only. 
Furthermore, most of the independent evaluators like us need to first analyze the 
research literature on software maintenance and software visualizations to seek the 
appropriate tasks for further evaluation. Clearly, we need to have a catalogue of software 
visualization tasks that could be accessed during the evaluation of software visualization 
systems in general. Towards this endeavour, and to identify the gaps between the needs 
of software maintainers and tasks supported by current software visualization tools to 
support software maintenance activities, we conducted a comprehensive literature review 
as discussed further below. 
6.3 Identifying the Needs of Software Maintainers 
Many software visualization tools are emerging in research community with the 
purpose of easing the maintenance of complex software systems. Each tool claims to 
support a certain set of tasks, related to the information needs of a software maintainer, to 
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accomplish one or more maintenance activities. However, little is known about what may 
constitute a comprehensive set of tasks for a maintenance activity. Activities are further 
broken down into sub-activities (Swanson, 1976; IEEE, 1998) in their definitions. 
Therefore, it becomes important to a have a catalogue of maintenance tasks that are 
required and should be supported by the SV tools. It is through this catalogue that the tool 
evaluators could empirically investigate the claims of the visualization tools of being able 
to provide insights into code for comprehension and support of maintenance activities. 
This is because if these tools are not designed to be capable of supporting these tasks then 
their usefulness to the software maintainers is questionable. 
Visualization tools for software maintenance are developed in order to fulfill the 
information needs of the software maintainers and therefore, the user tasks that these 
tools support are linked to or are derivable from the typical and elementary information 
needs of software maintainers as shown in Figure 6.1. 
X IVIaintainers' 
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Figure 6.1: Conceptual Views 
The system designers, using the available hardware and software resources, transform 
some of these maintainers' needs into the visualization tool support that is then used by 
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the intended users. The end users are not necessarily the domain experts who possess 
background expertise in the maintenance of complex software systems. In Figure 6.1, we 
can see three different conceptual views of the persons involved in the formation and 
utilization of software visualizations -
• the first one is of the original software maintainers who have specific maintenance 
needs to perform maintenance activities and perceive software visualization systems 
to be capable of fulfilling the desired needs, 
• the second view is of the system designers' who are constrained by the existing 
hardware and software technologies and think of software visualization systems 
capable of performing a subset of the required functionality, and 
• the third view is of the end-users who utilize these visualization systems based on 
their perceptual and cognitive capabilities and try to infer the design intent along with 
the interactions to explore the visually represented information. 
To be effective, visualizations must match the information they provide with the 
needs of their users (Cox et al., 2005). Therefore, before conducting the user' evaluation 
of software visualization tools, the foremost step is to determine the gap between the 
information needs of software maintainers and the user's tasks supported by the SV tools 
for software maintenance. We have noted and as also pointed out by Knight and Munro 
(2001), the software engineering community would benefit from a clear indication of 
what kinds of tasks are being supported by current software visualization tools. In this 
regard, we have collected descriptions of a comprehensive set of maintenance tasks that 
are mentioned in published literature, and are also supported by many currently available 
software visualization tools. 
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6.3.1 Current Work 
Von Mayrhauser et al. have performed an extensive research (Mayrhauser and Vans, 
1997; Mayrhauser et al., 1997; Mayrhauser and Vans, 1998), on understanding the needs 
of professional software maintainers during the maintenance of large-scale software, 
using observational field study technique. They have examined the traditional classes of 
software maintenance quite thoroughly and have identified the information needs of 
software maintainers to accomplish their tasks. Their categorization of comprehension 
tasks to individual tool capabilities is described in terms of their three models for code 
comprehension, is very general and encompasses a variety of tool support including 
software visualization tools for software maintenance. 
Chapin et al. (2001) have proposed a fine-grained classification of the types of 
software evolution and software maintenance based on the objective evidence of 
maintainers' activities observed in the software, code, and customer-experienced 
functionality. They have organized the activities based on four general clusters, which 
are - support interface, documentation, software properties, and business rules. This 
classification is again very general, and it includes a variety of factors having impact on 
the overall maintenance and evolution of the software. 
Koskinen et al. (2004) have further studied the 24 most frequent information needs of 
software maintainers as presented in the empirical studies by Mayrhauser et al., and have 
discussed the four information sources (i.e. source code, code execution, documentation 
and other written material, and session history) from where the needed information may 
be attained. Their classification of the information needs is based on those sources. 
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6.3.2 Our Perspective 
In contrast to these previous studies, our work is more specific; as we are seeking the 
information needs of software maintainers from the viewpoint of software visualization 
tools only. The needs are described in terms of the tasks that are required to be supported 
by the visualization tools for software maintenance. Our list of needs is actually based on 
a literature review of the work of other researchers in software visualization. 
Table 6.4 shows the results of our literature survey conducted to determine the 
software maintenance tasks required and/or supported by current software visualization 
tools. We have studied thoroughly the tasks supported by current static software 
visualization tools (which presently form the scope of our research); at the same time, we 
also tried to seek other tasks that are mainly supported by dynamic visualization tools. 
The tasks listed in Table 6.4 are concrete tasks that are commonly carried out by 
software maintainers to attain larger maintenance goals of fixing errors or understanding 
the complete software structure. This list is not exhaustive as the tasks identified above 
are mainly intended for support by static software visualization tools, which makes up the 
focus of our present investigation. The table does however provide a comprehensive 
catalogue of maintenance tasks that may be supported by any static software visualization 
system. We believe that it could act as a starting point for the development of a 
comprehensive standardized catalogue of maintenance tasks that can be added to, 
updated, and maintained for wider use. 
128 
Table 6.4: Identified Tasks Along With Their Purpose and Supporting Tools 
No. Tasks Purpose Examples of 
supporting 
visualization tools / 
environments 
1 Get the execution 
trace of source 
code. 
The dynamic analysis of the source 
code gives an insight to determine 
the source of errors and 
performance bottlenecks. 
Get the static 
structure of the 
software system 
(Systaetal., 2001; 
Pacione et al., 
2004). 
To know class descriptions along 
with their methods and variables, 
inheritance hierarchies between 
classes and dependency hierarchies 
amongst classes (Anslow et al., 
2004). 
Find the location of To seek the location of problematic 
desired code code segment or the segment that 
segment needs modification. 
(Mayrhauser et al., 
1997). 
List of all artifacts Call graph display to know what 
that call a specific other artifacts are effected by the 
artifact (Mayrhauser problematic artifact (Koskinen et 
etal., 1997). al., 2004). 
TraceVis (Deelen, 
2006), Jive (Cattaneo 
et al., 2004), VET 
(McGavin et al., 
2006), Evospaces 
(Alam and Dugerdil, 
2007) 
SA4J (Iskold et al., 
2004), Creole 
(Callendar, 2006), 




TraceGraph (Lukoit et 
al., 2000) 
TraceVis (Deelen, 
2006), Rigi (Storey et 
al., 1997) 
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Table 6.4 (continued) 
No. Tasks Purpose Examples of 
supporting 
visualization tools / 
environments 
Determine the 
impact of change 
without having to 
do it first (Pacione 
et al., 2004; Iskold 
et al., 2004) / Ripple 
effect (Koskinen et 
al., 2004). 




(Systa etal., 2001)? 
7 When was an 
exception thrown or 
when did an error 
occur (Systa et al., 
2001)? 
To see what the result of a change 
made to the software system will 
have on the rest of the software 
system. This is required to see the 
result of removal of the problematic 
artifact on other good artifacts 
(Koskinen et al., 2004). 
This is required to investigate 
patterns of repeated behaviour in the 
system's execution (Pacione et al., 
2004). Repeated patterns are the 
source of common concerns or 
aspects that can be refactored to 
improve the software code. 
Information about thrown exceptions 
is essential for understanding the 
unexpected behaviour of a target 
software system (Systa et al., 2001). 




and Vlissides, 1998) 
Jinsight (Pauw 
and Vlissides, 1998), 
TraceVis (Deelen, 
2006) 
Shimba (Systa et al., 
2001),Jlint(Artho 
and Havelund, 2003) 
8 Find the location to Location of where to put changes 
insert a new artifact. (Koskinen et al., 2004). 




Table 6.4 (continued) 
No. Tasks Purpose Examples of 
supporting 
visualization tools / 
environments 
9 Add an artifact and Adding a new artifact along with 
dependencies (if dependencies is a fundamental task 
any). that is required during adaptive and 
perfective maintenance. The 
visualization needs to be roundtrip, 
so that adding or modifying an 
artifact in the visualization itself 
should reflect the addition or 
modifications in the code 
respectively (Charters et al., 2003). 
10 Find an artifact that Dangling or orphaned code segments Bauhaus (Raza et al., 
is not used (Storey (dead code) that are not used and 2006) 
et al., 1996; Systa et have no pointers to other code 
al., 2001). segments need to be removed during 
software maintenance. 
11 Find an artifact that Based on the number of interactions/ TraceVis (Deelen, 
is heavily used in message traffic of other artifacts in 2006), SA4J (Iskold et 
the execution trace the execution trace or on the number al., 2004) 
or static structure of of relationships with other artifacts 
the software system in static structure, locate the heavily 
(Storey et al., 1996). used artifact. This is required in 
order to improve that artifact to 
achieve greater software system's 
performance. 
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Table 6.4 (continued) 
No. Tasks Purpose Examples of 
supporting 
visualization tools / 
environments 
12 Determine which 
clusters of objects 
are closely related 
to one another, 
based on the 
amount of message 
traffic between 
them (Iskold et al., 
2004). 
13 Find identical coding 
pattern segments 
within the source 
code (Jin, 2001). 
14 What is the load on 
each component of 
the software system 
at runtime (Systa et 
al., 2001;Pacioneet 
al., 2004)? 
It is needed to improve SA4J (Iskold et al., 
modularization and re factoring the 2004) 
software systems in appropriate 
aspects for greater 
understandability. It is also 
appropriate in case of knowing the 
impact of changing any object in the 
cluster on other objects. 
Pattern matching to identify the LSEdit (Kapser and 
identical coding pattern segments or Godfrey, 2006) 
"aspects" within the source code. 
It is required in order to determine 
the performance of each object. 
Runtime load can be measured in a 
number of ways including memory 
or CPU usage, object population, or 
method call frequency (Pacione et 
al., 2003). 
Jinsight (Pauw 
and Vlissides, 1998) 
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Table 6.4 (continued) 
No. Tasks Purpose Examples of supporting 
visualization tools / 
environments 
15 History of past 
modifications 
(Koskinen et al., 
2004). 
16 Nesting Level of a 
particular method 
(Koskinen et al., 
2004). 
17 Where in the 
software system are 
the hotspots to add 
additional 
functionality? 
(Pacione et al., 
2003) (it is included 
in type 1 
enhancement by 
Jones (1998)) 
18 Modify an artifact 
and dependencies 
(if any) (type 2 
updates from Jones 
(1998)). 
For evolving software systems, it is 
important to know how many 
modifications have been made or 
how many versions have been 
released. 
Determine the location of method 
within the inheritance hierarchy in 
order to judge the structural 
complexity. 
Hotspots are points in a software 
system where the system designer 
intends for extensions to be made. 
These are already defined places in 
the software, which are left for 
future enhancements by the system 
designers. 
To make internal changes to 
existing artifacts in order to adapt 













Table 6.4 (continued) 
No. Tasks Purpose Examples of 
supporting 
visualization tools / 
environments 
19 Delete an artifact and 
dependencies (if 
any) (type 3 
enhancements from 
Jones (1998)). 
20 Find an exact 
location to set a 
breakpoint 
(Mayrhauser et al., 
1997; Koskinenet 
al., 2004). 
21 Find all artifacts that 
directly or indirectly 
depend on artifact 
"A" or Find all 
artifacts on which 
artifact "A" directly 
or indirectly 
depends (Storey et 
al., 1996). 
To delete some artifact in order to 
improve some aspect of the system, 
even when there are no visible errors 
or failures. 
In order to reduce amount of run-time Shimba (Systa et al. 
information, breakpoints are needed 2001) 
to start and stop recording events 
during the program execution. This 
is done to split the event trace into 
manageable chunks so as to examine 
only interested parts of the source 
program. 
A dependency analysis is performed SA4J (Iskold et al., 
to determine the reliance of system 2004), Creole 
components on other internal or (Callendar, 2006), 
external components (Jin, 2001). Structure 101 
(Chedgey, 2007) 
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We followed this literature driven compilation by conducting an online survey of 
these identified tasks in order to get an independent opinion of practitioners and 
researchers on various software maintenance tasks and the available visualization 
support. The details of this survey are as follows. 
6.4 A Survey-Based Empirical Investigation on Visualization 
Support for Software Maintenance Activities 
6.4.1 Survey: Rationale 
This survey is notably motivated from the work of Mayrhauser et al. to identify the 
needs of software maintenance professionals during the corrective, adaptive and 
perfective maintenance of large-scale software. They offer us an interesting basis for 
further analysis to categorize these maintenance activities into maintenance tasks or 
needs of software maintainers. The needs are described in terms of the tasks that are 
required to be supported by the visualization tools for software maintenance. Using this 
survey technique, we wanted to see the difference and commonalities in terms of tasks 
among the traditional activities (i.e. Corrective, Adaptive, Perfective, and Preventive) of 
software maintenance as perceived by the practitioners. The survey also illustrated how 
the practitioners' perception of these tasks varies with their experience in the domain of 
software maintenance. 
6.4.2 Survey Methodology 
This section presents the main phases of our survey. 
1. Establish objectives 
To conduct a survey, we established two main objectives as follows -
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• To categorize the identified tasks into conventional maintenance activities, and 
• To rate the tasks in order of their importance in fulfilling the software maintenance 
goals in general. 
Our secondary objectives were -
• To classify the tasks in accordance with support by static and/or dynamic 
visualization tools, and 
• To get the feedback of participants on other visualizations tasks not listed in the 
survey, but are important from the viewpoint of software maintainers. 
2. Questionnaire design 
To achieve these objectives, we wanted to have independent opinions of practitioners 
in the field of software maintenance about software visualization tasks, and this was 
made possible through the publication of an online questionnaire. We sampled our 
participants based on one simple profile question i.e. what is their number of years in the 
field of software maintenance? We prepared a short questionnaire, where the participant 
was asked to answer three basic questions for each of the 21 identified tasks as follows -









3. Rate the task in order of importance 
Not important **"' 
Somewhat important <"" 
Extremely important *"" 
We applied close-ended multiple choice answers strategy because we wanted to 
make it easier for the participants to answer the survey, taking atmost 10 minutes of their 
time, as it is not easy to ask remote participants to type answers for subjective questions. 
Moreover, it was also easy to compare and analyze the results afterwards. We also asked 
one open-ended question where the participants were asked to comment on additional 
software visualization tasks not listed in the survey. 
3. Online implementation of the questionnaire 
The questionnaire was prepared using PHP scripting language and tested with 
Adobe's Dreamweaver web development application tool before publishing it online to 
the research community. Responses to the questionnaire were automatically stored in a 
text file. MS excel software was used for the analysis of the responses. 
4. The published questionnaire 
Appendix 'B ' presents the questionnaire along with the informed consent that was 
published online to the research community. 
5. Data collection 
An explicit invitation was circulated to various practitioners and researchers working 
worldwide in the field of software maintenance and software visualizations. Practitioners 
were selected based on their acquaintance with us and/or our colleagues. Researchers 
were identified by searching publications in IEEE and ACM digital libraries, along with 
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Journals on software maintenance where their work was published in this domain. The 
invitation message was sent to these practitioners and researchers along with their current 
students. We also requested the developers of software visualization tools. 
In total, 162 people were requested during the March 2007. The response rate1 was 
17.28%, with a total of 28 participants who participated in the study. 2 participants had 
not answered the questionnaire in total and therefore their answers were not appropriate. 
Excluding these 2 responses, we were left with a total of 26 responses. 
6. Data analysis 
The ideal approach to carry out an analysis would have been to base it on the concept 
of persona where various personal characteristics are assessed to determine representative 
groups of participants from the surveyed population. However, in order to keep the 
questionnaire answering efforts to the minimum, we have not included questions enabling 
persona creation in our survey. Based on the number of years of experience in the field of 
software maintenance/software visualizations, we did get responses that enabled us to 
create three categories of participants namely experts (high experience), intermediates 
(medium experience), and novices (little or no experience). 
Out of these 26 participants, 17 were identified as 'experts' having an experience of 
more than 3 years, 7 of them were 'intermediates' having experience of 1 to 3 years and 2 
'novices' were of less than a year experience in software maintenance/software 
'The low response rate is indicative of the general difficulty involved in carrying out survey-based 
investigations. However, given that the responses were all voluntary from all parts of the world and from 
different people with different levels of experience and expertise, we believe that that there is no bias and 
that it is also representative. 
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visualization field. The novices were students who had completed a course in software 
maintenance and comprehension. 
The answers to the survey questions were analyzed to determine how each category 
of participants (i.e. experts, intermediates and novices) classify the given tasks into the 
four software maintenance activities along with how they assign importance to each task 
in accomplishing software maintenance in general. The results of this analysis are shown 
in Figure 6.2 and Figure 6.3 for experts, and Figure 6.4 and Figure 6.5 for intermediates. 
On analyzing the responses of novices, we saw some drastic variations from both experts 
and intermediates, and we realized that their answers were not reliable. We believe that it 
was because of their limited familiarity and their lack of experience with software 
maintenance and also software visualizations. 
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Tasks 
• Corrective Maintenance H Adaptive Maintenance 
• Perfective Maintenance I Preventive Maintenance 














1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
Tasks 
• Not important I Somewhat important • Extremely important 
Figure 6.3: Experts' Opinion on Task Importance 
9 10 11 12 13 14 15 16 17 18 19 20 21 
Tasks 
• Corrective Maintenance 
D Perfective Maintenance 
0 Adaptive Maintenance 
1 Preventive Maintenance 
Figure 6.4: Intermediates' Categorization of Tasks to Maintenance Activities 
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
Tasks 
D Not important « Somewhat important • Extremely important 
Figure 6.5: Intermediates' Opinion on Task Importance 
Looking at Figure 6.2 and Figure 6.4, we can see that task 7 (i.e. when was an 
exception thrown or when did an error occur?) has been categorized for corrective 
maintenance by all (100%) the experts and intermediates. Interestingly, we saw in Figure 
6.3 and Figure 6.5 that most of the experts (70.59%) and intermediates (85.71%) had 
assigned 'no importance' to task 16, which was to know the nesting level of a particular 
method. Task 2 (i.e. get the static structure of the software system) was assigned as 
extremely important by both experts (76.47%) and intermediates (85.71%) in Figure 6.3 
and Figure 6.5 respectively. 
The participants were also asked to assign each task to visualization tool category (i.e. 
static and/or dynamic). Figure 6.6 shows the results of participants' responses. Based on 
the mean of responses shown by dashed line in Figure 6.6, we can see that tasks 3, 4, 5, 
10, 11, 17, and 21 should be supported by both static and dynamic visualization tools, 
tasks 1, 6, 7, 12, 14, and 20 by dynamic visualizations tools, and tasks 2, 8, 9, 13, 15, 16, 
18, and 19 by static software visualizations tools. 
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On averaging the responses of both experts and intermediates, we derived the 
categorization of each task in four maintenance activities as shown in Figure 6.7. To 
classify each of the tasks in terms of maintenance activities, we further divided the 
participants' responses. Table 6.5 shows the results of this classification where we took 
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Tasks 
-Corrective Maintenance —•—Adaplive Maintenance -k-Perfective Maintenance —x-Preventive Maintenance 
Figure 6.7: Combined Opinion on Tasks' Categorization 




1 2 3 4 5 6 7 8 9 10 1112 13 14 15 16 17 18 19 20 21 
Corrective X X X X X 
Preventive 
X X X X X X X X 
Adaptive X X X X X X X X X X X X 
Perfective X X X X X X X X X X X X X X X X X X 
X X X X X X X X 
6.4.3 Discussion 
Researchers in the field of software maintenance have given different meanings to 
these four maintenance activities and there is a lack of agreement on more precise 
definition of these terms (Chapin et al., 2001). We also agree with this viewpoint, as it is 
usual to do the same task while performing different maintenance activities as shown in 
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Table 6.5. Moreover, the definitions given in the literature for some of the tasks are not 
clear enough as there appears to be incorrect interpretation of these tasks. For example, in 
our viewpoint many practitioners in our survey seem to have misunderstood task 8 (i.e. 
find the location to insert a new artifact) and task 17 (i.e. where in the software system 
are the hotspots to add additional functionality?) and have assumed these to be the same. 
However, the more correct interpretation is as follows. Task 8 is meant for those 
additions which are required to fulfill the changing needs not known at system deign 
time. In contrast to this, task 17 points out 'hotspots' that were kept by the designers who 
were already aware of the future needs for system's expansion. Therefore, logically for 
the changes that were not previously known, we need to categorize them to adaptive 
maintenance. In contrast, for the other changes that are kept for expansion or 
enhancement, we need to classify them into perfective maintenance category. 
We also believe that the 'context of use' notion is better elucidated through the use of 
task model. Hence we created a raw task model of the identified tasks using a CTTE 
(Mori et al., 2002) tool. Figure 6.8 shows the snapshot of the first iteration of this model. 
This model can be refined further to include other elements of the task model like the 
interaction, application and user tasks to capture the context of use in which the 
visualization tool can be used to support the required tasks. Figure 6.8 depicts how the 
tasks are interrelated, for example - task 9 which is to add a new artifact and 
dependencies (if any) can be accomplished first by getting the static structure of the 
software system (task 2) and then we have two choices either to find the location to insert 
a new artifact (task 8) or to find the hotspots to add additional functionality (task 17) and 
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on adding an artifact we need to find all those artifacts that depend on the newly added 




Task 21 Task 21 
Figure 6.8: Task Model 
In response to the survey question to comment on additional tasks not listed in the 
survey, participants have suggested some literature references (like - Reiss, 2005) to 
monitoring tasks required to judge the behaviour of the software system like -
• which classes are currently executing, 
• which classes are being allocated resources currently, and 
• what are the threads in the system and in which state (running, running synchronized, 
waiting, blocking, sleeping, doing I/O, or dead etc.) each thread is in along with the 
amount of time spent in each state etc. 
In addition, some of the participants have suggested other tasks like -
• finding dependencies between deployed components, 
• performance of individual modules in a heavily distributed system, and 
• assess impact of mixed technologies in a heavily modular system especially when 
various modules are managed by different groups. 
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6.4.4 Conclusion 
In this survey, we have highlighted the differences in the definitions of the traditional 
maintenance activities by classifying them using the maintenance tasks supported by 
current software visualization tools. This task-based categorization can help to clearly 
delineate out the ambiguities among the definitions of these activities. Through this 
survey, we also observed that task descriptions themselves are perceived differently by 
the software maintainers and need clearer definitions to be interpreted correctly. 
We tried to make our questionnaire short by offering a limited number of closed-
ended questions. Yet the response rate was low (17.28%). This clearly shows the 
difficulty in collecting empirical evidences from practitioners in the software engineering 
community. The list of maintenance tasks is still far from being exhaustive; only some of 
the currently reported tasks in existing research for static and dynamic visualization tools 
are listed here for survey purposes. 
The proposed classification of visualization tasks in software maintenance activities 
can guide developers to evaluate their SV tools for respective tasks. We believe that this 
classification can act as a task model for other independent evaluators like us to 
empirically investigate the visualization tools for their comprehension and maintenance 
support. In addition, the identified tasks could guide us to create a task model for 
software visualization systems that could enable prospective tool developers to build 
appropriate functionalities in their tools. 
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Chapter 7. Visualization Patterns: A Context-Sensitive 
Tool to Evaluate Visualization Techniques 
"...encapsulate the concept that varies" - Erich Gamma, Gamma et al Design Patterns 
Overview 
In this chapter, we discuss the preparatory phase of comprehension assessment by 
proposing a systematic evaluation mechanism called 'visualization patterns' that guides 
the evaluators and users of visualization systems to compare and understand the 
functionalities of the underlying visualization techniques. In this chapter, we highlight the 
need for capturing the problem, context and design solution of any visualization 
technique in the form of visualization patterns. These patterns are described in two 
formats - one for evaluators to determine the available task support of visualization 
techniques applied for the two static software visualization tools under study, and other 
for the users or participants of the study to understand the capabilities of these techniques 
in order to explore them during the controlled experiment. 
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7.1 The Need for Visualization Patterns 
Widespread proliferation of visualization tools/techniques has made it difficult for 
both the users and evaluators to decide on the applicability of a given tool/technique to 
the visualization problem in hand. The tool users/evaluators have no guidance mechanism 
that could describe the suitability of visualization tools/techniques to fulfill their 
objectives i.e. the user/evaluator has no clue if a technique is useful to accomplish his/her 
required tasks. This is because the context in which a technique can be used dominates 
the utility of the technique to the user or evaluator. The context describes the main 
objective of the technique and provides a snapshot of the basic use of the technique. 
This context of use is a fundamental and universal characteristic to judge the utility of 
any software product like - a visualization system. Therefore, we cannot evaluate a 
visualization technique in isolation without considering the applicable 'context of use'. 
Sam Uselton (Rushmeier et al., 1995) also says that true quality of visualization can only 
be measured in the context of a particular purpose, as the same image generated from the 
same data may be excellent for one purpose and abysmal for another. In the same 
manner, we cannot say that a visualization technique is universally applicable to all 
visualization problems. A technique can be good in one context and bad in another. 
Generalizations made about the observed usefulness of a particular visualization for one 
task are highly inappropriate as using the same visualization for different tasks often 
causes the usefulness of the technique to disappear (Casner, 1991). We have to evaluate 
its' effectiveness in a more abstract manner; by encapsulating the visualization technique 
in a visualization pattern as mentioned by Wilkins (2003), 
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"The visualization community has developed a number of techniques that can solve 
visualization problems that are independent of domain. In effect these techniques are 
being reused to solve recurring problems. This is the definition of a pattern. Therefore it 
should be possible to formalize these techniques into patterns ". 
Consequently, evaluations should be made in a certain context where the visualization 
technique can be seen as a solution for a specific problem (c.f. Figure 7.1). The way that 
we encapsulate a visualization technique with context, solution and problem is apparent 
to the notion of patterns. We define a visualization pattern as a visualization problem that 
occurs in a certain context and for which the visualization technique can be a solution. A 
visualization pattern is different from visualization technique with context, problem, and 
solution, all made explicit and a rationale provided for the solution. 
Evaluation Evaluation 
Figure 7.1: Evaluation Strategy for a Technique 
A visualization technique could be applied to solve a number of visualization 
problems (1 to many). For example, TreeMap (Treemap, 2003) is a well known technique 
that has been applied to solve different problems in a number of distinct domains like -
financial (Stock Market TreeMap), bioinformatics (TreeMap Cluster View), information 
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(NewsMap), business (PeetsCoffee Map), software (Performance Map, DiskUsage Map) 
and so on. Consequently, a technique has many particular uses, in various domains, with 
each use being a visualization pattern instance as depicted in Figure 7.2. 
Figure 7.2: Mapping Technique to Pattern Instances 
Moreover, we cannot compare any two visualization tools/techniques directly without 
matching their applicable 'context of use'. This observation is supported by Tory and 
Moller (2004), who say "comparison of tools may produce results confounded by the 
many differences between the tools. Missing or inappropriate features in the test tool or 
problems in the interface can easily dominate the results..." Each visualization technique 
has its own limitations. We can only compare patterns when they are similar. Therefore, 
we can say a technique is better than another only in a certain context. 
Patterns also act like a quick reference manual or a short user's guide that help its' 
users to comprehend existing systems. Users may simply refer to patterns in order to 
understand the capabilities and usefulness of a visualization tool to solve the problem in 
hand. A preliminary benefit of using patterns is to improve the comprehension of existing 
visualization systems by getting answers to some probing questions as follows -
Who can use this technique or in which domain is it relevant? 
What can be done with this technique? 
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How can it be used? 
Under what circumstances should it be used? 
7.2 Patterns Overview 
The concept of design patterns initially proposed by an architect Christopher 
Alexander for urban planning has been studied and applied in vast research areas. A 
pattern describes a generic solution to a common problem in context (Alexander et al., 
1977). Design patterns have found prominence in many fields including - Software 
Engineering (Gamma et al., 1995), Graphical User Interfaces (Tidwell, 2005) and 
Visualizations (Wilkins, 2003). In the visualization domain, Wilkins (2003) has proposed 
'structure', 'interaction' and 'composition' patterns for the design of novel visualizations. 
We differ from earlier work in the sense that former patterns are actually useful for the 
design of new visualizations, whereas the patterns we are proposing are beneficial for 
selection/evaluation of current visualization tools/techniques. For the purposes of our 
study, we encapsulate a visualization technique in a pattern, where we express it in terms 
of the visualization problem for which it is suitable, the applicable context and the 
proposed design solution. We have chosen the pattern format as described by Borchers 
(2000) and have adapted it to our needs for visualization techniques. The general format 
of a pattern for any visualization technique is shown in Table 7.1. 
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Helps to refer to the pattern's central idea quickly and builds a vocabulary 
for communication. 
The visualization situations in which the pattern can be used. 
A statement of the visualization problem that needs to be addressed. 
The factors which must be considered when applying the pattern under 
current context of use. 
The proposed visualization design solution to the problem. 
Show existing situations or cases in which the problem at hand can be (or 
has been) encountered, and how it has been solved in those situations. 
Reference to some patterns that solve similar or related problems and to 
patterns that refine the pattern under describing. 
To further test the usefulness of our pattern-oriented evaluation approach, we 
conducted a case study with the two popular static software visualization tools, IBM's 
Structural Analysis for Java (SA4J) and Creole as follows. 
7.3 Case Study: A Pattern-Oriented Evaluation of Software 
Visualization Tools 
Patterns in general have been used by many researchers (like - Zhu et al., 2004; Berg 
and Ahlstrom, 2005; Georgiakakis et al., 2006) in different domains as an important aid 
for an evaluator. In this case study, we are exploring how visualization patterns can guide 
an evaluator to perform a comparative analysis of static software visualization 
tools/techniques. The detailed explanation of the case study is as follows. 
7.3.1 Objective 
The objective of this case study is to evaluate the suitability of given static 
visualization tools in visualizing the structural dependencies in a software system. The 
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techniques used in these tools are encapsulated in a pattern format, where the constraints 
or forces that limit the use of these techniques are described in terms of the tasks that are 
supported for software maintenance/comprehension and interactions with a software 
system. The three primary elements of our case study, i.e. - tools/techniques, system 
under study, and tasks required for evaluation, are described as below. 
7.3.2 Tools/Techniques 
The tools evaluated in this case study are used for the structural analysis of a software 
program. Being independent evaluators, we were looking for tools developed by other 
researchers/practitioners. Unfortunately, most of the tools on Internet (Small Wiki, 2007) 
are commercial and are not accessible for usability evaluation. Others are research 
prototypes and are not fully functional. However, we do believe that the tools we have 
chosen are representative of the kinds of tools that are developed in industry and 
academia to support software comprehension during software maintenance. 
For our study purposes, we have chosen two tools - Structural Analysis for Java 
(SA4J) (Iskold et al., 2004) and Creole (Callendar, 2006). Each tool uses more than one 
visualization technique to visually represent the software structure. A detailed 
explanation of the capabilities and functionalities of each tool is given below: 
• Structural Analysis for Java (SA4J) (Iskold et al., 2004) 
SA4J is a tool introduced by IBM for structural analysis of Java applications. SA4J 
analyzes the class files in order to show the static structures of Java applications. SA4J 
measures the stability of an application structure by evaluating the web of dependencies 
among different objects like - packages, classes, and interfaces of a Java application. 
This analysis provides quantitative and deterministic evaluation of the application 
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structure. SA4J provides browsing for detailed exploration of anti-patterns (bad design 
elements) in the dependency web, and enables 'what if analysis in order to assess the 
impact of change on the functionality of the application. It also provides a spreadsheet 
view of various items along with a dependency pyramid view of an application. Here, the 
basic idea is to represent the software as a pyramid of dependencies; where the objects 
that do not depend on anything are at the bottom, objects that depend on them are on the 
second level and so on. SA4J is a standalone system, pre-packaged with Java Run-time 
Environment (JRE) 1.4.101, and can be installed on many platforms like - Windows 
2000/XP/NT, Linux, and Sun Solaris 8/9. This tool is freely available and can be 
downloaded from the host IBM or sourceforge.net site. 
• Creole (Callendar, 2006) 
Creole is an integration of Simple Hierarchical Multi-Perspective (SHriMP) with Java 
Development Tools included in the Eclipse platform (Lintern et al., 2003). SHriMP is 
both an application and a technique, designed for visualizing and exploring software 
architecture, developed by the University of Victoria's Department of Computer Science. 
This visualization technique is incorporated into the Rigi reverse engineering system 
which is developed to extract, navigate, analyze, and document the structure of evolving 
software systems (Storey et al., 1995). Creole adds its own perspective to the Eclipse 
platform and explores the Java source code visually by displaying its structure in the form 
of different software objects (packages, classes, interfaces etc.) and the relationships 
(calls, accesses, extended-by and so on) between these objects. Creole uses five different 
layouts to provide multiple perspectives of the software structure. In Creole views, the 
source code is an integral part of the structural documentation, as opposed to opening a 
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file containing the artifact's corresponding source code in a separate text editor like in 
many other tools. The relevant source code for software artifacts represented by leaf 
nodes is displayed directly inside the nodes in these views. This allows the user to browse 
source code while simultaneously visualizing the location of the code in a software 
hierarchy. The most recent version, Creole 1.6.1, works as a plug-in for the Eclipse 
platform, and needs Java to be installed. 
7.3.3 Software Program for Analysis 
To select an appropriate software system to analyze using the visualization tools 
under study, a number of factors have been considered. These include - programming 
domain, program size, complexity, quality, and availability. The detailed explanations for 
each of these program characteristics are as follows. 
Programming domain 
The software visualization tools that are available currently are developed by 
different developers and have different hardware/software requirements. So, we were 
looking for a platform independent source language that most of these tools could 
support. We opted to use Java as a source language for the software program to be 
analyzed, as both our study tools (i.e. SA4J and Creole) visualize the Java 
applications. Our experience and comfort level with Java language was another 
reason for our experimentation with a Java source program. 
Program size 
The size of the program is being constrained by the scalability issues of the software 
visualization tools under study. Scalability concerns the space and time complexity of 
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visualization techniques, for instance - automatic layouts for large graphs, as well as 
the need to avoid information overload for the viewer (Koschke, 2003). 
Complexity 
In general, simple programs may not have the same need for visual analysis, as they 
could be comprehended more easily. However, as a software program becomes 
cumbersome and complex, it necessitates the use of software visualization tools. 
Broadly speaking, there is not a standard threshold limit for the complexity factor of a 
software program, i.e. how complex a software program should be so that 
visualization becomes helpful. For our study purposes, we decided to use a medium 
size software program, which we consider as being neither too simple nor too 
complex. 
Quality 
Quality of the code is also taken under consideration while selecting appropriate 
system for study. The source project should be free of bugs or other exceptional 
errors. This is required in order to compile the code completely and use its byte code 
or source code to make visualizations with the software visualization tools in hand. 
Some tools require the class files and not the source files to produce visualizations, 
and if the source code is not free of errors or is not of good quality then the tool may 
not create the required visualizations. 
- Availability 
Availability of the source program is another contributing factor for its selection. We 
decided to take the source project from the list of open source projects that are freely 
available. 
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Based on above considerations, we decided to use for our case study an open source 
application called BORG (Berger-Organizer), which is a calendar and task tracking 
system written in Java. The calendar's functionality is similar to that of other personal 
information managers such as - Microsoft Outlook, Mozilla Calendar, Palm Desktop, 
Yahoo Calendar and so on (Berger, 2007). The system, with its latest version 1.6, has 
evolved to a stable system. On the source forge site, this project is ranked at position 
3,348, downloaded more than 75,000 times and is described as highly active project 
having activity rating of 98.33% (BORG ranking, 2007). SA4J gives a summary of 
BORG as - 99% stable system comprising of 239 objects (i.e. 54 packages, 172 classes, 
and 13 interfaces) and 351 relationships among these objects. 
7.3.4 Tasks 
Tasks are a key component to conduct any form of empirical evaluation. Maletic et al. 
(2002) rightly state that the tasks are the driving force behind a classification of software 
visualization systems. Having an appropriate task list is a prerequisite before conducting 
any evaluation. Toward this endeavour, we conducted a thorough literature survey (as 
explained in chapter 6 of this thesis) to seek the software comprehension and 
maintenance tasks that are mentioned by other researchers, and are required to be fulfilled 
by software visualization tools. Our task list that comprises the tasks supported by current 
static software visualization tools is described below. 
• Maintenance tasks 
To understand the static structure of a software system and perform maintenance 
during maintenance activities by any static software visualization, typically, following are 
the tasks that are required to be accomplished. 
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Ml Get the static structure of the software system (Systa et al., 2001; Pacione et al. 
2004). 
M2 Find the location of desired artifact (Mayrhauser et al., 1997). 
M3 Find an artifact that is not used in the static structure of a software system (Storey 
etal., 1996; Systa et al., 2001). 
M4 Find an artifact that is heavily used in the static structure of a software system 
(Storey et al., 1996). 
M5 Find all artifacts that directly or indirectly depend on artifact "A" (Storey et al., 
1996; Mayrhauser et al., 1997) or Find all artifacts on which artifact "A" directly or 
indirectly depends (Storey et al., 1996). 
M6 Determine the impact of change without having to do it first (Iskold et al., 2004; 
Pacione et al., 2004) or Ripple effect (Koskinen et al., 2004). 
M7 Add an artifact and dependencies (if any). 
M8 What is the history of past modifications (Koskinen et al., 2004)? 
M9 What is the nesting level of a particular method (Koskinen et al., 2004)? 
M10 Where in the software system are hotspots to add additional functionality? (Pacione 
et al., 2003) (it is included in type 1 enhancement by Jones (1998)) 
M i l Modify an artifact and dependencies (if any) (type 2 updates from Jones (1998)). 
M12 Delete an artifact and dependencies (if any) (type 3 enhancements from Jones 
(1998)). 
In addition to the maintenance tasks, we believe that appropriate interaction 
mechanisms are also required to be provided by any visualization tool. This is because 
interaction is the basic requirement to help in achieving the maintenance tasks required of 
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visualization tools. The interaction mechanisms providing for the navigational needs of 
the users are explained below. 
• Interaction mechanisms 
With current technologies, visualization tools provide a variety of interaction 
mechanisms to users. Interaction mechanisms allow the users to directly interact with the 
visualizations and dynamically change the visualizations according to their exploration 
objectives. According to Knight and Munro (2001), interactions allow users to 
investigate, browse, and interrogate various aspects of information without relying on 
predefined fixed views. Visual Information Seeking Mantra by Shneiderman (1996) 
defines seven basic information seeking mechanisms or interaction techniques that all 
visualizations should support, and are explained as follows -
11 Overview: Get an overview of the entire collection of data that is represented through 
visuals. With large systems, this often results in incomprehensible visualizations. This 
task can be accomplished by using overview strategies like - 'overview plus detail' 
views i.e. zoomed out views of each data type to see the entire collection in addition 
to an adjoining detailed view, and 'fisheye approach' where the fisheye-lens 
metaphor is applied by magnifying the objects in the center of the view while 
reducing the size of objects away from the center. Fisheye views provide context and 
detail in one view. 
12 Zoom: In general, users are interested in only some parts of the visualization where 
they want to focus while retaining the global context of the overall visualization. The 
visualization tools should provide the functionalities to control the zoom-focus and 
zoom-factor in visualizations. Zooming can be done in one dimension at a time by 
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moving the zoom bar controls or can be accomplished in 2D by adjusting the size of 
the field-of-view-box. 
13 Filter. In order to tackle the clutter in visualizations, it is also necessary to filter out 
uninteresting or unwanted items. Maletic et al. (2002) point out that in order not to 
disturb the global context by filtering there should also be some kind of abstraction of 
removed parts. 
14 Details-on-demand: To facilitate understanding of each artifact in the visual clearly, it 
is also important to get its details on demand. The common approach used to fulfill 
this task is to simply click on an item to get a pop-up window which shows the values 
of each of its attributes. 
15 Relate: For a hierarchical data structure, users need to view relationships among 
items. Users can select an item and then highlight items having similar attributes. 
16 History: A history of the actions performed with visualization should be recorded to 
support various operations like - undo, replay and do progressive refinement. It helps 
to tackle the 'where was I syndrome' in visualizations, allowing users to go back to 
their previous state in exploring the visualizations. 
17 Extract: A visualization tool should allow extractions of sub-collections and of the 
query parameters. This task concerns saving the current state of visualization for 
future explorations (Maletic et al., 2002). 
7.3.5 Case Study Results 
Table 7.2 summarizes the results of our pattern-oriented evaluation of these tools, 
where we have encapsulated the underlying visualization techniques used for each tool in 
visualization patterns that are named according to the layout styles used in respective 
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techniques. Here, all the visualization techniques solve a common visualization problem 
of displaying a hierarchical structure showing dependencies among software objects in a 
software system. The context or situations in which the pattern can be used is also similar 
in these patterns. However, the forces and solutions vary, and these significantly 
differentiate each technique from the other. The forces factor of each pattern is described 
in terms of supported maintenance tasks and interaction tasks. 










Structural Analysis for Java (SA4J) 
Radial tree Pyramid 
Creole 
Nested view Tree 
The display consist of number of software objects (packages, classes, and interfaces) and their 
inter-relationships or structural dependencies in the source code 
How to display large hierarchical tree structures showing dependencies among software 
objects? 












Use a skeleton view 
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Tree, Cone Tree, 
Explorer 
{Ml, M2, M3, M4, 
M5,M9,M11,M12} 
{11,12,13,14,15,17} 





Radial tree, Pyramid, 
Tree, Cone Tree, 
Explorer 
{Ml, M2, M3, M4, 
M5,M9,M11,M12} 
{11,12,13,14,15,17} 
Use a standard tree 
view 
Visualize it! 
Pyramid, Radial tree, 
Treemap, Cone Tree, 
Explorer 
In the following, we describe summative results of our pattern-oriented evaluation of 
visualization techniques employed in SA4J and Creole by explaining in detail the forces 
and solution elements of corresponding patterns. 
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• Structural Analysis for Java (SA4J) 
SA4J uses two different visualization techniques called 'radial tree' and 'pyramid or 
skeleton view' to show the static structure of a software system. The patterns 
corresponding to these techniques are as under, 
a) Radial tree pattern 
Radial tree technique displays different software objects like - packages, classes, and 
interfaces of an application along with their relationships in a radial fashion as shown in 
Figure 7.3. The idea is that object nodes are placed around the circle and their 
relationships are shown with directed lines emanating from the source to destination 
node. With this technique, complete static structure of the software system can be shown 
very efficiently. 
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Figure 7.3: Radial Tree Visualization 
This technique fulfills all the maintenance tasks from Ml to M6. However, the tasks 
of adding/modifying/deleting an artifact or dependency in the visual(s) are not possible 
with this technique. It is because the classes/byte code cannot be altered once visualized 
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in this tool. Other tasks like finding hotspots or nesting level of a particular method are 
also not supported by this technique. 
This technique is excellent in terms of its interactivity. It supports all the seven 
interactions tasks to navigate in large static structures effectively. It uses focus plus 
context viewing, allowing enormous structures to fit within fixed space of computer 
screen. It provides a fine zooming capability to zoom on a particular node while keeping 
the neighbouring context intact. A data-tip is tuned with every node in the structure to 
display details on demand. Filtering, relate operations are also fulfilled with this 
technique. A navigation history of a total of 30 actions can be accessed to support undo 
and other operations. This technique also permits one to save specific shots of 
substructures in jpg or DIR file exchange formats. 
b) Pyramid pattern 
This technique shows a dependency pyramid view of an application (c.f. Figure 7.4). 
The basic idea here is to represent the software as a pyramid of dependencies - the 
entities with only outgoing dependencies on the bottom, those with only incoming 
dependencies on the top. Each square corresponds to either one object 
(class/interface/package) or one tangle (set of objects that change together). In this view, 
a stable system should have a normal pyramid shape. An unstable system may look like 
an upside down pyramid shape. 
This technique did not accomplish tasks M3 and M4 as was done by Radial tree. 
There is no special visual attribute that could tell the analyst which artifact is heavily 
used or not used in the static structure. Again, like Radial tree it does not support tasks 
from M7 to Ml2. 
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Figure 7.4: Pyramid Visualization 
This technique did not support the task of filtering unrelated items, as we were 
expecting the tool to show the filtered items in the form of pyramid of related items. 
However, it was illustrating the related items in a radial fashion using the radial technique 
as described previously. This technique coped quite well with rest of the interaction tasks. 
• Creole 
Creole uses five different layouts to provide multiple perspectives of the software 
structure. These are - 'Nested view', 'Spring*, 'Tree', 'Radial', and 'TreeMap'. "The 
'Nested layout or Grid' arranges all the children (or sub-nodes) of a specific node to fit 
into the inner bounds of that node in a rectangular format. It does not take arcs into 
consideration when laying out the nodes. The 'Spring' layout simulates a mechanical 
system where highly connected nodes tend to be pulled together and more isolated ones 
tend to be pushed away from each other. The 'Tree' layout extracts an acyclic graph from 
a set of nodes by tracing their relationships. The 'Radial' layout positions the nodes and 
arcs in a radial pattern or format. 'TreeMap' layout is a space-filling method of 
visualizing large hierarchical data sets. It visualizes the hierarchical structure by 
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representing the nodes with nested rectangles" (Creole User Manual, 2006). For our 
further usability study purposes, we explored two out of these five visualization 
techniques as follows. 
a) Nested view pattern 
This is the default layout in Creole and a screenshot is shown in Figure 7.5. It is based 
on the standard "contains" relationship, which means that a node contained within 
another node indicates a parent-child relationship between them. It is a space-filling 
approach of visualizing large hierarchical data sets (packages, classes and interfaces) and 
their inter-relationships or structural dependencies in the source code. 
BlBMBSffliMB 
Q u i c k > F0e £«fit Node Navigate Tools Help 
«•»»»
 ; ; ^ ^ s i ; =*» 4, # i M : (EEJasx»»<iH sm=~^m sa-
il 
B bog_!JC.EiCF:GCaisf>janjl.jJc.n6<.5f^>39.Lti 
0 MalnMenu <~J flopcintnitnlPanel S3 TasIXorfiauatcr . £•& TaskVieA-
0 To*>Vlew & CataidarPare. 1 i 3 TadtlstPanet & fipPWoxRarwl *& flcpc^*tm^a.tsWey&ip. Adc tass ' v * ^ ApptDavBoxLa 
^ PicjectPans. (" & Si=efcrf.lew &> tVfcfrUstV'igw' - <& jft^ec.tvtew @-MLiBbView. fcj M s ^ i r t J ? h f t ^ g C t X : f % ^ a . H ' j A ^ ^ 
BeiTBnd?rPcp6& U « ^ f f e « j p M m i ^ ^ v j ^ ^ ^ ^ P a h ^ 
^ ^ ^ 
mm 1*2 
Root:b^w«jr(:.BORGCalendaiUl.wt.net.sf,boro.uf Node Labels; ^Above Node (Fixed) "" I Arc Lebeb; f_j Navigation; ^Magnify M 
Figure 7.5: Nested View Visualization 
This technique performs well with most of the tasks from the studied set. However, it 
does not tackle the "impact analysis", "adding an artifact" directly on the visual etc. as 
shown in Table 7.2. The most interesting feature of Creole views is that source code for 
software artifacts is displayed directly inside the nodes. This allows the user to browse 
source code and make changes simultaneously along with visualizing a software 
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hierarchy. This technique presents software structures using fisheye views of the nested 
graphs. The fisheye-lens metaphor magnifies the nodes of interest in the graph while 
concurrently shrinking the remainder of the graph. This technique also provides a 
mechanism for presenting details of a large information space while also displaying 
contextual cues at the same time. The history mechanism is not supported properly by 
this technique. Although, there are forward and backward buttons on the interface itself, 
they are of no use once you alter the location of nodes within the visual. The image can 
be exported in formats jpg or png. The snapshots can also be saved on a filmstrip. 
b) Tree pattern 
This is another layout that is provided by Creole and is shown in Figure 7.6. Nodes 
may represent software artifacts, and edges may represent semantic relationships among 
those artifacts. 
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Figure 7.6: Tree Visualization 
It is based on the general metaphor of a tree where branches from the root node(s) 
emanate to child or leaf node(s) and so on until the complete hierarchy is formed. This is 
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a very basic technique of depicting the hierarchical structure; however, it can easily 
become clumsy with large structures. As shown in Table 7.2, this technique supports the 
same set of tasks as are carried by nested view technique. 
7.3.6 Discussion 
A big gap between desired tasks and the tasks supported by SA4J and Creole is 
observed. As can be see from Table 7.3, no tool is able to address all the listed 
maintenance tasks. Both the tools provide very good interaction mechanisms, with radial 
technique superseding all other techniques. We must remark here that the tasks' support 
does not imply that Creole is more effective than SA4J in fulfilling the common 
visualization problem of displaying the static structure. This classification through 
patterns is a first step to empirically assess the value of these visualization techniques to 
the ultimate users. The actual effectiveness of these tools/techniques can only be judged 
through usability evaluations with the real users and real experiments. During our 
analysis, we have seen that SA4J is more efficient than Creole based on the response time 
while exploring the visual(s). Proper usability assessments of these tools can further tell 
us the effectiveness of these tools. 






























This case study, a comparative analysis of SA4J and Creole, demonstrates the 
benefits of using visualization patterns as an important aid for an evaluator in the task of 
appropriate selection and evaluation of visualization tools/techniques. We have seen that 
patterns are valuable tools, for capturing and communicating the acquired 
understandings/experience with visualization techniques, to guide in proper selection of 
visualization tools for solving the visualization problems under consideration. 
Like the benefits of using patterns in other works (for example: Georgiakakis et al., 
2006), we also believe that use of the visualization pattern approach will help minimize 
the overhead in the preparatory phase of the evaluation process of visualization 
techniques, and also allow any novice user to understand the functionality of the 
visualization technique without little or no assistance. To ease the participants' 
comprehensibility of visualization techniques that are used in the static software 
visualizations tools (i.e. SA4J and Creole) under our investigation, we have prepared a 
simplified version of corresponding patterns (given in 'Appendix C ) . These patterns are 
used by our participants to get an overview of the visualization techniques during the 
controlled experimentation with these techniques. 
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Chapter 8. Put It All Together - Comprehension Model 
for Visualization Assessment (CoMoVA) Framework 
"Knowledge comes by taking things apart: analysis. But wisdom comes by putting things together." - John 
A. Morrison 
Overview 
This chapter describes our proposed measurement framework referred as 'CoMoVA' 
to measure comprehension support provided by visualization systems, and is based on 
integrating the knowledge gained from our earlier investigations in previous chapters. In 
this chapter, firstly we present a clear working definition of what we mean by 
comprehension and then outline our proposed framework by describing in detail the 
various components of this framework and the activities to be carried out by an evaluator 
and participants. Secondly, we provide an example scenario to illustrate the usage of our 
framework. Finally, we discuss the conformance of the framework to existing 
measurement models and issues concerning its overall validation. 
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8.1 Comprehension: A Working Definition 
Whenever, we talk of comprehension assessment we cannot perform it independently 
of the notion of 'intent', which can be the intent of the visualization system or of the 
visual itself or of the user who uses the visualization system. Every visualization system 
will have its own intention: 
• usually to provide easier comprehension of some aspects of the data by interacting 
suitably with visual representations of the data, e.g. trends through a graph display, 
and/or 
• to enable the user to comprehend 'hidden' aspects of the data, say, unknown 
associations/relationships in data through other visual forms. 
Comprehension measurement should address how well the visualization system's 
intent is met through its visuals and interaction techniques, and how well the user's intent 
is met by the system. 
Moreover, comprehension performance always depends on 'context of use' that 
includes - users' profiles (i.e. who the users are), tasks' characteristics, and hardware, 
software, physical or organizational environments. Lack of knowledge about context, in 
which the visualization tool/technique is used, may lead to unrealistic comprehension 
measurement plan. A detailed description of the elements of 'context of use' is given 
below. 
• Users and their characteristics 
We know that users are not a homogeneous group of people and they differ from each 
other in many ways as follows -
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a) Physical factors 
It includes factors like - age, gender, vision, and spatial-ability (left-handed or right-
handed). These are explained as follows. 
Age: Age is a factor that is considered in almost all the empirical studies, as it affects 
directly the performance of an individual involved in study. We human beings have 
limited amount of working or short-term memory that reduces with our age, and we lose 
our ability to recognize and remember the things we used to remember when we were 
young and had good memories. That is our ability to comprehend visual information is 
affected by our age. 
Gender. Gender is found to be a good predictor of navigation performance, with males 
outperforming females (Velez et al., 2005). A number of studies (for example - Cutmore 
et al., 2000; Hubona and Shirah, 2004 and so on) emphasize the fact that gender 
differences have a strong effect in virtual reality navigation. 
Vision: The readability in visualizations is also affected by the capacity of human's eye to 
perceive various perceptual attributes like - color, shape, lines etc. Color is a basic 
perceptual attribute that is extensively used in most of the visualizations. It has been 
observed that 8% of the maie population is colorblind against only 2% of the female 
population. 
Spatial-ability: Spatial-ability is regarded as the skills involving retrieval, retention and 
transformation of visual information in a spatial context (Halpern, 2000). A study by 
Velez et al. (2005) reveals that spatial-ability is related to visualization comprehension 
and individuals have highly variant spatial-abilities. 
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b) Socio-cultural factors 
It consists of background and education, which are described as under. 
Background: As stated earlier users are not always a homogeneous group of people. They 
come from different cultures and have different first languages. They may have culturally 
different meanings for the same terms or icons used in visualizations. 
Education: In almost all empirical evaluations, education level is listed as one of the 
basic characteristic to classify the users. 
c) Knowledge and Experience 
It comprises application domain knowledge, expertise, programming language 
knowledge, and the familiarity with the software products under study. These are 
described as under. 
Application domain knowledge and expertise: An acquaintance of the users with various 
domain concepts helps them to comprehend the underlying information. For example, 
experience with various software maintenance activities helps the users to look for 
specific tasks in software visualization tools. 
Domain specific skills: For example, in case of software visualization systems, hands on 
experience with the source language of the software that is visualized should also be 
considered. A user who knows the programming language very well can comprehend the 
structure of the visualized software system quite easily. 
Familiarity with the visualization tools: A-priori knowledge and experience of the users 
with the visualization tool also counts when they try to infer information from the tools 
that they are already familiar with. Such users can more easily perform different tasks 
with the visualization tools under study. 
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• Tasks 
It includes the type of task, complexity of the task, time to perform the task, cost 
constraints and other task related factors. Generic user tasks for any visualization system 
a r e -
Search: The users search in visualization systems for specific items or look for patterns in 
displayed visuals. 
Browse: The users browse the visual space in order to explore it. 
Analysis: The users perform suitable analysis operations to make comparisons, seek 
differences, and to find outliers or extreme patterns. 
Assimilation: The users attempt to understand and to learn some new concepts from the 
data being visualized. 
Monitor: The users examine some potential events. 
Awareness: The users are made aware of some critical conditions. 
• Environment 
It incorporates a number of factors like - hardware platform (e.g. PC, laptop, 
handheld computer, mouse, keyboard etc.), software platform, noise level, ambient 
qualities, type of references and access to experts etc. All these environmental factors 
affect the way in which the user can interact with a visualization system. 
Based on above discussion, we do not see comprehension in isolation from 'context 
of use' and therefore define comprehension as -
The degree to which information represented through visualization can be grasped and 
interpreted correctly in a specified context of use. 
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8.2 CoMoVA- An Integrated Comprehension Measurement 
Framework for Visualization Systems 
A framework by its definition is a basic conceptual structure used to solve or address 
complex issues and a 'conceptual framework' is used in research to outline possible 
courses of action or to present a preferred approach to an idea or thought (Wikipedia, 
2007). A measurement framework, in general, is a supporting structure where 
measurement activities can be carried out. It defines a measurement environment where a 
set of related metrics and data collection mechanisms can be applied to assess the value 
of interested features. 
Our measurement framework (shown in Figure 8.1) is a systematic structure that links 
various artifacts to deal with the measurement of comprehension in visualization systems, 
and is derived from integrating a set of concepts that we have learned in previous 
chapters. The framework termed as 'Comprehension Model for Visualization 
Assessment' (CoMoVA) includes a protocol for controlled experimentation of 
visualization systems. Below, we provide answers to the basic questions of who, what, 
when and how for this framework -
• Who can use the framework?' - the primary stakeholders in this model are an 
evaluator and the participants of the controlled experiment for evaluation of the 
visualization systems in hand. In addition, usability experts may reuse the proposed 
comprehension criteria and measures to specify design rules or heuristics for 
visualization systems. 
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• What can be done with this framework?' - the activities that can be performed by the 
evaluator (illustrated as 1 to 5 in Figure 8.1) and participants (depicted as 1' to 5' in 
Figure 8.1) for measuring the comprehension support of visualization systems. 
• 'When is it appropriate to conduct evaluation/assessment?' - the artifacts that are 
required by the evaluator and partipants during controlled experimentation are 
available, so as to enable measurement of the comprehension support of visualization 
systems. For example - the questionnaires, repository of comprehension criteria, 
visualization patterns and tasks. 
• 'How can we achieve the main objective of assessing comprehension?' - through the 
methods and techniques used to propose the set of comprehension criteria, 
questionnaires and task catalogue. For example, as illustrated in Figure 8.1, the 
opinions of HCI/Usability experts collected through interviewing technique, existing 
principles and case studies used to propose the hierarchy of comprehension factors, 








Figure 8.1: The Proposed Comprehension Framework for Visualization Assessment 
Like other software engineering models (for example - GQM (Goal Question 
Metric), ISO 9126, and QU1M (Quality in Use Integrated Measurement)), our 
measurment model also deals with the measurement of comprehension by characterizing 
it first in terms of factors or aspects of comprehension. These three factors (i.e. 
Perception, Presentation, and Cognition) are then sub-divided into 11 measurable criteria 
as shown in Figure 8.2. Finally, for each of the proposed criteria a number of measures 
based on answers to questions are derived to measure them. The questions are numbered 
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Figure 8.2: The Proposed Comprehension Model for Visualization Assessment 
(CoMoVA) 
This hierarchy of Factors —> Criteria —> Measures is derived using the inputs from 
three sources (c.f. Figure 8.1) as follows -
1. HCI/ Usability Experts - We sought the opinions of HCI experts on the perceptual, 
cognitive and presentation capabilities of visualization systems. Two open-ended 
interviews were conducted with two experts. 
2. Principles - To seek the appropriate criteria to measure comprehension of 
visualization systems, we sought guidance from two sets of well-established HCI 
principles. Three visual communication principles proposed by Marcus (Marcus, 
1995) i.e. 'Principle of Organization', 'Principle of Economization' and 'Principle of 
Communication' along with Norman's cognitive principles (Norman, 1990) such as 
'Affordances', 'Mapping' etc. from the theory of human action cycle are our guiding 
principles. We believe that these basic principles are fundamental for the overall 
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comprehension of any visualization system regardless of its domain. These guiding 
principles are applied to determine their affect on various aspects of human 
comprehension and to derive the corresponding comprehension criteria. 
3. Case Studies - Two case studies with two different visualization systems have been 
conducted to further verify the proposed criteria. These case studies conducted in 
different domains help us test our proposed hierarchy of comprehension factors, 
criteria and measures. 
Each element of the proposed hierarchy is explained in detail as follows -
• Factors 
It represents three aspects of comprehension i.e. - 'Visualization Interface' or 
'Presentation', 'Perception' and 'Cognition' as studied in chapter 2 of this thesis. The 
fourth comprehension aspect i.e. 'Information Structure' lies outside the scope of this 
research. The 'Visualization Interface' or 'Presentation' aspect represents the 
presentation capabilities of a visualization system i.e. those visual characteristics that 
ease the comprehension of underlying information, whereas the 'Perception' and 
'Cognition' aspects signify those properties in a visualization system that ease the users' 
visual and cognitive abilities to perform certain other functions with it. These aspects are 
interrelated as they affect each other for the overall comprehension process. These three 
aspects or high-level factors are further mapped into measurable criteria as discussed 
further. 
• Criteria 
A total of 11 criteria (i.e. Reachability, Simplicity, Clarity, Distinctiveness, Emphasis, 
Affordance, Dynamism, Appearance, Legibility, Perspective-ness, and Mapping) have 
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been derived for these three aspects of comprehension with guidance from the well-
established and recognized principles in HC1 community. To measure these criteria, a 
number of questions have been proposed in the next stage. 
• Measures 
We have devised a sample questionnaire (given in Appendix 'A'), comprising a set of 
questions for each criterion, to be asked in a controlled experiment. The questions 
address those features of the visualization systems that have impact on corresponding 
comprehension criteria. For example, one of the questions to measure Simplicity criteria 
is as follows: 
• Does the organization of menus seem logical (i.e. are related tasks grouped 
together)? 
Yes Somewhat No 
If somewhat, briefly explain why? 
The questionnaire is designed using a three-point (i.e. 'Yes', 'Somewhat', and 'No') 
rating scale, where a detailed explanation is asked for each middle (i.e. 'Somewhat') 
answer. The subjective response from the participants is then statistically analyzed to 
compute the total comprehension score of each individual participant. 
8.2.1 Activities in C o M o V A 
Our CoMoVA framework describes a variety of tasks and activities that take place 
during the process of comprehension measurement of any visualization system. These 
activities/tasks are illustrated from the viewpoint of two main stakeholders i.e. - an 
evaluator and a participant, involved in the controlled experimentation of these systems. 
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Evaluator Activities 
Before the actual evaluation of a visualization system by the participant, an evaluator 
has to perform the following main activities (shown as 1 to 5 in Figure 8.1) during the 
preliminary phase of the evaluation. 
1. An evaluator begins with the exploration of the visualization system under study to 
test any difficulties or problems related to its' running, i.e. verifies if the system is 
utilizable or not. 
2. He/she then identifies the 'context of use' of the visualization system. The 'context of 
use' is a basic requirement to begin any evaluation, as it captures the boundaries of 
evaluation. The evaluation environment should be described clearly in terms of users' 
characteristics, tasks' characteristics and environment's characteristics, so that the 
elements that may influence the evaluation are appropriately summed up. Each of 
these elements of the 'context of use' contributes to various artifacts in our CoMoVA 
framework as follows. 
Pre-test Questionnaire - The study of users' characteristics enables the evaluator to 
better understand the target participants from the user population. The 
users/participants are screened using a pre-test questionnaire that comprises a set of 
questions related to their physical factors, background knowledge and expertise. An 
example of a pre-test questionnaire used for static software visualization systems 
under our study is illustrated in Appendix 'D' . 
Task Catalogue - Tasks are a key component of any empirical investigation, as they 
enable an evaluator or a user/participant to understand the functionalities of a 
visualization system. An evaluator needs to set up a catalogue of tasks that are 
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supported by the visualization system. He/she can then select appropriate tasks from 
this set that are to be asked to the participants during experimentation. 
Experimental Setup - The environment characteristics of a visualization system 
capture the hardware, software, physical and social context of its applicability in the 
real world. To simulate the same environment during the experimentation of the 
visualization system with the participants, an evaluator has to clearly identify this 
element of'the context of use' thoroughly. The study of environmental characteristics 
leads to a proper experimental setup of the corresponding visualization system. 
3. As we have seen in chapter 7, a visualization tool/technique can be good in one 
context and bad in another. So, for accurate comparisons of visualization techniques, 
an evaluator needs to encapsulate a visualization technique in a pattern using the 
applicable context for it. Each visualization technique should be expressed in terms of 
a visualization problem for which it is suitable, the applicable context and the 
proposed design solution. Examples of these patterns for software visualization 
systems are given in Appendix ' C of this thesis. These patterns are stored in a pattern 
library to assist users/participants during the experimentation of visualization 
systems. 
4. An evaluator has to select appropriate criteria from the proposed repository of 
comprehension criteria, as some of the proposed criteria may not be suitable for study 
purposes. For example, while studying the comprehensibility of static software 
visualization systems under our investigation we did not consider the 'Dynamism' 
criteria from this repository. As the investigated visualization systems were static in 
nature, this criterion was not applicable. 
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5. Based on the decision to select appropriate criteria, an evaluator has to modify the 
proposed questionnaire to be asked to the participants. 
Participant Activities 
Our CoMoVA framework facilitates the following user/participants tasks (shown as 
1' to 5' in Figure 8.1) during the controlled experimentation of visualization systems -
1. A participant uses the experimental setup established by the evaluator. 
2. He/she fills in pre-test questionnaire to describe various users' characteristics. 
3. He/she then uses the description document from the visualization pattern library to 
understand the problem the visualization technique is addressing, the context in which 
it is used and the proposed design solution. 
4. After reading the pattern description, the participant is asked to perform a set of 
assigned tasks from the task catalogue. 
5. On performing the required tasks with the visualization system in hand, the 
participant is asked a questionnaire to evaluate its' comprehension support as 
perceived by him/her for various comprehension criteria. 
8.3 How to Use the Framework? 
In this section, we are giving an example scenario to demonstrate how our framework 
can be applied for evaluation of visualization systems. 
Usage scenario for comparative evaluation 
Assume a person comes with two visualization systems and the task lists to be 
performed using these systems. He wants to know which system is more effective in 
terms of comprehension of the underlying information for accomplishing these tasks. 
Solution 
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An evaluator using our CoMoVA framework will achieve this goal by designing and 
conducting a comparative test. In this comparative test, there are six stages. 
1. Firstly, he/she needs to define a specific 'context of use' in which the test will be 
conducted to compare two visualization systems. The 'context of use' will comprise 
the test-users who mimic the original users of visualization systems, the task 
characteristics in terms of the task size and actual allotted time for the tasks, and the 
environment in terms of hardware and software platform that will be used for these 
systems. There can be some elements of 'context of use' that are different, for 
example one visualization system is using Windows environment and other one is 
using UNIX environment. 
2. The evaluator has to focus on a specific visualization problem that the underlying 
visualization techniques in both the systems can solve; otherwise it is not feasible to 
compare them. 
3. The evaluator has to describe each visualization technique in terms of a visualization 
pattern. As stated earlier, the visualization problem is same; it is the solution that 
varies in these two systems. CoMoVA framework provides a template for defining 
these patterns. 
4. Then, the evaluator will select the most appropriate criteria from our set of proposed 
criteria in CoMoVA. These criteria are the indicators that help in overall assessment 
of comprehension. An evaluator can select those that he/she wants to focus in his/her 
evaluation. 
5. The evaluator will design a controlled experiment, where a set of selected users will 
be asked to do specific tasks with two visualization systems using visualization 
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patterns as user guides. During the test, two type of information will be collected: 
observation and measure (or data to calculate measure). 
6. The last stage will consist of interpretation and analysis of the measurement results. 
The analyst will compare the results of test based on measures with the results from 
observation. 
In this process of comparative evaluation, the framework provides help in the 
following tasks. 
Define the context of use 
- Define the visualization patterns 
Provide predetermined assessment criteria 
Define measures 
- Compare the measure and observation 
8.4 Conformance to Measurement Theory 
8.4.1 CoMoVA is a Quality Model 
According to Firesmith (2003), "a quality model first decomposes the general concept 
of quality to create a taxonomy of its component quality factors and sub-factors (i.e., 
aspects, attributes, or characteristics). The quality model then provides specific quality 
criteria (i.e. descriptions) and measures (i.e. means of measurement) that can be used to 
turn these general high-level quality factors into detailed and specific measurable 
descriptions that can be used to specify the associated aspect of quality or to determine 
during testing if that aspect of quality actually exists." 
In accordance with this definition, our Comprehension Model for Visualization 
Assessment (CoMoVA) also creates a hierarchy of quality factor (i.e. Comprehension), 
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sub-factors (i.e. Perception, Presentation and Cognition), criteria and measures as shown 
in Figure 8.2. Moreover, the same standard approach of dividing the high-level factors 
into low-level measurable attributes has been applied in many software engineering 
models (for example - McCall, Boehm, ISO 9126, QU1M and so on). Therefore, we 
believe that our top-down measurement model conforms to existing standards in 
measurement theory. 
8.4.2 C o M o V A and Its' Relationship to ISO 9126 
ISO 9126 (2001) is the most recent standard that is applied by many software and 
system-engineering professionals to measure some aspect of the quality of products. We 
therefore wanted to see the relationship between our proposed CoMoVA and ISO 9126. 
As we stated earlier (in chapter 3, section 3.3.1), 'Quality in Use' is the combined 
effect of six software product quality characteristics and is determined in terms of 
effectiveness, productivity, safety and satisfaction (c.f. Figure 8.3). We can see that 
'Understandability' is a sub-characteristic of the 'Usabililty' of any software product in 
this model. 
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Figure 8.3: ISO 9126 
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According to Cioch (1991), Understandability consists of two components: 
'Comprehension' and 'Lack of Misinterpretation'. Therefore, we believe that our set of 
comprehension criteria affects the 'Understandability' characteristic, which in turn affects 
the 'Usability' quality characteristic, and ultimately affecting the 'Quality in Use' 
characteristic of any software product. Therefore, we can conclude that if a visualization 
system supports its' users to comprehend underlying information using the applied 
interaction mechanisms, then its' users 
- are able to achieve the specified goals with accuracy and completeness in a specified 
context of use, 
are able to expend appropriate amount of resources in relation to the effectiveness 
achieved in a specified context of use, 
are aware of the safety issues in a specified context of use, and 
- express overall satisfaction with that system. 
We will see the effect of comprehensibility of an individual on some of these four 
high-level quality characteristics in the next chapter of this thesis. 
8.4.3 Overall Validation Issues 
This work is the first and foremost in the current state of comprehension 
measurement of visualization systems. Validating the framework is a long-term objective 
that will involve conduct of large-scale experiments with different visualization systems 
using different contexts. Such a work goes beyond the scope of this thesis. As a first stage 
and part of this research, we conducted a controlled experiment with two static software 
visualization tools to test the applicability and effectiveness of our proposed CoMoVA 
framework. This experiment is explained in detail in next chapter. 
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Chapter 9. Operationalization and Overall Validation of 
the Framework 
"There are two possible outcomes: if the result confirms the hypothesis, then you've made a measurement. 
If the result is contrary to the hypothesis, then you've made a discovery. " - Enrico Fermi (1901-1954) 
Overview 
In this chapter, we describe in detail a controlled experiment conducted by us to 
demonstrate the use of our proposed CoMoVA framework. In this experiment, two static 
software visualization systems, SA4J (Structural Analysis for Java) and Creole are 
studied for their comprehension support using our CoMoVA framework. A total of 15 
participants from the university community were invited to perform a controlled 
experiment with these visualization systems in our human-centered software engineering 
lab. The participants were asked to perform various activities outlined in CoMoVA 
framework using the proposed artifacts (i.e., visualization patterns, questionnaire etc.). 
The responses from the participants were statistically analyzed to validate their scores. 
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9.1 Measurement Goal Template 
Freimut et al. (2001) suggest five key elements of an experiment and organize them 
in the form of a measurement goal template as shown in Table 9.1. According to them, 
the purpose of a measurement goal template is to ensure that important aspects of an 
experiment are defined before planning and execution take place (Freimut et al., 2001). 










The entity that is studied or 
observed in the experiment. It 
can be product, process, model, 
metric or theory. 
It defines the intention behind 
the experiment. It is closely 
connected to the research 
question. 
The quality focus is the 
primary effect under study in 
the experiment. 
It tells the viewpoints from 
which the experiment results 
are interpreted. 
Measurement Goal 
Software visualization tools that 
visualize the static structure of a 
software system. 
The purpose of the experiment is to 
determine the effectiveness of 
visualization tools/techniques to the 
users in terms of their supported 
comprehension i.e. to quantify the 
comprehension performance of these 
tools objectively. 
Quality focus of the experiment is the 
users' comprehension performance 
with the visualization systems. 
The perspective of this experiment is 
mainly the user who uses these tools. 
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Definition Measurement Goal 
The environment in which the 
experiment is run. The 
experiment context can be 
characterized in terms of the 
characteristics of subjects (or 
participants) and objects 
involved in the study, along 
with the domain in which the 
experiment is conducted. 
Software professionals who have the 
knowledge and expertise in the field 
of software maintenance and 
visualizations in general conduct the 
experiment. All categories of users 
(i.e. novice, intermediate and expert 
software professionals) are the 
subjects of the study to understand the 
differences among different users' 
characteristics and their impact on 
overall comprehension of 
visualizations provided by the 
software visualization tools. The 
objects or artifacts of the study is a 
software project coded in object-
oriented language mainly Java, with 
enough size and complexity to be a 
realistic example of the projects that 
are encountered by software 
maintainers in their regular routine 
work. 
The main contributing factor i.e. 'context' in Table 9.1, which affects the empirical 
performance of an experiment, is explained in detail as follows: 
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9.1.1 Context 
To be repeatable, an experiment has to be conducted under a specific context where 
each of its elements should be described in detail. In HCI terminology, context of an 
experiment can be described using three basic dimensions - user characteristics, task 
characteristics, and environment characteristics in which the experiment is conducted. 
Each of these plays a critical role in the planning and execution of an experiment and is 
described in detail in this section. 
• Users and their characteristics 
As we are going to investigate static software visualization tools mainly used for the 
purpose of maintaining software, it is quite obvious that our users should have some 
background knowledge of fundamental practices in software maintenance. Based on our 
previous discussion of various user characteristics (c.f. chapter 8, section 8.1), we have 
prepared our pre-test questionnaire (c.f. Appendix 'D'). 
• Tasks 
The tasks selected for evaluation should be representative of what the users do with 
the visualization systems and must be manageable and suitable for a laboratory 
evaluation. Ideally speaking, to judge the comprehensibility of visualization systems, the 
users should be free to explore anywhere in the visualization and should explore almost 
all the functionality offered in the visualization system. However, this is not feasible 
within the time constraints of a controlled experiment. Therefore, we adopted an 
alternative approach where we ask the users to explore freely for first few minutes of 
their test, and then ask them to perform one simple task, which is regarded as the main 
task to be performed using the visualization system. 
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The chosen task 
The task we have chosen for evaluation is a concrete task, a core-level program 
understanding task that involves understanding of a small portion of the test program. 
Our test program i.e. BORG (Berger-Organizer) calendar system (c.f. chapter 7, section 
7.3.3) consists of 54 packages, 172 classes, and 13 interfaces. The visually presented 
form of this complete system is cluttered and it is hard for any person to understand the 
relationships among various components of the system. Therefore, for our controlled 
experiment we used only a small portion of this system and studied the visual affect of 1 
package containing 40 classes and 1 interface. This package, the main component of the 
whole system, performs most of the functionality of the software. The chosen package is 
also the largest package in terms of its size among all the packages of the calendar 
system. Specifically, for this particular experiment, the participants were asked to 
perform a simple search task as follows: 
Find a class "MultiView", and related information objects (i.e. classes, packages or 
interfaces) in the visualization. 
The goal of this task is to see if the visualization system supports effective graphic 
layout where it is easy to find the relevant information. A reasonable time limit of 5 
minutes is set to ensure that all the participants can complete this task. 
• Environment 
In our case, the environment is kept same for all the visualization tools/techniques 
used for our study. The hardware and software needed for the experiment are summarized 
in Table 9.2. 
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Table 9.2: Installed Hardware and Software 
Hardware 
• PC - Dell, Intel Pentium (R) 4 CPU 2.80 
GHz, 1:00 GB RAM 
• Camera - Logitech's QuickCam Pro 
4000 
• Microphone system - Sony's WCS-999 
Wireless Microphone System consisting 
of a wireless transmitter and receiver 
• Keyboard, mouse 
Software 
• Microsoft Windows XP Professional 
version 2002, 
• Java Run-time Environment (JRE 
1.4.2_13andl.5.0_12), 
• Berger Organizer (BORG) Calendar 
system, 
• Eclipse Software Development Kit 
(SDK 3.2.2) 
• TechSmith's MORAE usability 
testing software 
9.2 An Exemplar Study - A Controlled Experiment with 
Software Visualization Tools 
This section describes a controlled study to evaluate the comprehension support of 
four visualization techniques applied in two static software visualization tools. This study 
was conducted in human-centered software engineering lab at Concordia University in 
winter 2008. 
9.2.1 Goals 
We had four main goals in mind as follows. 
1. To demonstrate that the framework CoMoVA is usable and can be used. 
2. To observe whether the visualization patterns are really useful in assisting the users to 
understand the underlying visualization techniques. 
192 
3. To determine the comprehensibility of four visualization techniques employed in two 
tools based on the responses of the participants to the corresponding questionnaires. 
4. To compare the effectiveness of one visualization tool with another, based on the 
cumulative comprehension scores of various participants. 
9.2.2 Participants 
For the experiment, 15 participants (7 females and 8 males) having some experience 
of using visualization systems in general were recruited from the university community. 
Prior to the actual experimental sessions, we asked each participant to complete a pre-test 
questionnaire as given in Appendix 'D' of this thesis. Through this questionnaire, we 
collected various background variables as shown in Table 9.3 to categorize our 
participants based on their knowledge and experience in software maintenance domain. 
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Number of graduate-level software 
maintenance courses taken 
None 
1 -2 courses 
>2 courses 






Experience with chosen software 
visualization tools (i.e. Creole and 







































































We further applied a grouping scheme as follows to classify our participants. 
Grouping scheme 
The participants were grouped in three groupings (i.e. Novice, Intermediate, and 
Expert) based on their knowledge of software maintenance in general and the number of 
graduate-level software maintenance courses taken by them. This scheme is described as 
follows. 
Novice - A novice is a subject who has basic knowledge of software maintenance domain 
and has undertaken at most 1 graduate-level software maintenance course i.e. 'Basic' A 
(<= 1 course) —• Novice 
Intermediate - An intermediate is a subject who has 'intermediate' knowledge of 
software maintenance domain and has completed '0 ' graduate-level software 
maintenance course, i.e. 'Intermediate' A (no courses) —> Intermediate 
Expert - An expert is a subject who has advanced or intermediate knowledge of software 
maintenance domain and has completed at least ' 1' graduate-level software maintenance 
course, i.e. ('Advanced' V 'Intermediate') A (> 0 courses) —> Expert 
9.2.3 Hypothesis 
As already stated earlier in chapter 7, each visualization system employs a number of 
visualization techniques to facilitate comprehension of the underlying information and 
therefore, the assessment of comprehension support needs to be conducted for the 
corresponding visualization techniques. In our study, we are investigating the 
comprehensibility of two static software visualization tools - SA4J (Structural Analysis 
for Java) and Creole. SA4J employs two visualization techniques termed as 'Radial' and 
'Pyramid/Skeleton View' to depict the static structure showing dependencies in a 
195 
software system. On the other hand, Creole uses five different visualization techniques to 
display the static structure of a software system. Out of these five visualization 
techniques, only two techniques named as 'NestedView' and 'Tree' are explored within 
the timeframes of our controlled experiment. Therefore, for our experiment we invited 
participants to explore and comment on the comprehensibility of four visualization 
techniques i.e. Radial, Pyramid/Skeleton, NestedView, and Tree. 
To assess the comprehension support of these visualization techniques, we outlined a 
null hypothesis of this experiment as follows. 
Null hypothesis - Radial, Pyramid, NestedView and Tree techniques are equally 
effective in terms of comprehension under the same conditions. 
In order to validate our results obtained from the proposed questionnaire to assess 
comprehension, we further studied the users' task performance for a simple exploratory 
task. The chosen task is supported by all the underlying visualization techniques. We 
captured this additional effort in a hypothesis as follows: 
HI — The users' task performance with visual representations should depend on the 
comprehension support of underlying visualization techniques as assessed by our 
questionnaire. 
9.2.4 Experimental Variables 
The independent variables in the experiment are: 
- the visualization tools (i.e. SA4J and Creole) and the underlying visualization 
techniques (i.e. Radial, Pyramid/Skeleton, NestedView, and Tree), 
- the software program (i.e. Berger-Organizer) that is visualized, 
- knowledge and expertise of the participants, and 
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- the complexity of software maintenance task. 
The following dependent variables are assumed to be influenced: 
- the comprehension score as assessed for various criteria like - Reachability, 
Simplicity, Clarity, Distinctiveness and so on, 
- time taken to complete the assigned task, and 
- correctness of the performed task. 
9.2.5 Types of Experimental Biases and Their Elimination 
Many practical difficulties may arise in running an empirical experiment. Although, 
we cannot entirely prevent experimental biases but we can enumerate them, as shown in 
Table 9.4, to minimize their overall affect on our results. 









Although, one experimenter will 
reduce the communication 
difference that may arise with 
several experimenters. However, 
one can feel tired or bored by 
repeating the same information 
to the users or participants, and 
as a result can miss some 
pertinent information to the test. 
It is quite natural that users may 
get tired of executing the same 
task for each tool and it may 
impact their comprehension 
performance of the later tools 
being studied. 
Remedy 
There should be a significant gap 
between two consecutive tests and 
experimenter should consult an 
experimenter's handbook while 
conducting a test. 
Introducing short breaks within each 
tool study to start afresh for next 
one. To remove the impact of 
tiredness on study results, randomize 
the order in which the tools should 
be tested by the set of participants. 
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The knowledge gained by the 
participant while exploring the 
source project using one 
visualization tool can impact on 
using the same source project in 
another visualization tool. 
Reined \ 
Ideally speaking, a different source 
project of similar size and 
complexity is needed for each 
visualization tool. However, our 
main objective is to measure the 
comprehension support of different 
visualization systems for the same 
underlying software program. 
Therefore, we left this bias as such 
and only observed its affect on our 
participants during the experiment. 
9.2.6 Experimental Setup 
In any experiment, a well-designed setup is needed to obtain results with reasonable 
confidence. Towards this objective, we designed various structural elements of an 
experiment as follows. 
9.2.6.1 Experimental Phases 
90 minutes to 2 hours session with each of the participants contained two different 
types of phases as follows. 
One-timed: These phases are to be completed only once for each participant and take in 
total 5 minutes of the total session time. These are - orientation (3 min) and background 
evaluation (2 min). 
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Repetitive: These phases should be repeated for each of the visualization techniques. It 
includes various phases like - training task (2 to 3 min), free exploration (5 min), formal 
task (maximum of 5 minutes), and questionnaire evaluation (-16 minutes). 
A brief explanation of each of these phases is as under. 
a) Orientation 
The experimenter begins the experiment by welcoming and briefly orienting the 
participant. Each participant is reminded of the purpose of the experiment i.e. to 
devise a comprehension model for evaluation of visualization systems. A consent 
form (shown in Appendix 'E') was already electronically mailed to the participants 
when they were invited for the study. The same consent form is given to the 
participant to outline the procedure of the study. The participant is informed that the 
test session will be audio and video recorded for study purposes, and he/she is assured 
that the collected information will remain anonymous. Also, to relax our participants, 
it is emphasized that it is the visualization systems and not the participants that are 
being tested in the experiment. 
b) Background evaluation 
A preliminary participant evaluation form given in Appendix 'D' is given to the 
participant to determine various background variables for study purposes. 
c) Training tasks 
To facilitate understanding of the visualization techniques and to ease the preliminary 
phase of the experiment, the participants are given visualization patterns as a quick 
user guide. These patterns, as described in Appendix ' C , emphasize the 
functionalities of the corresponding visualization techniques in an abstract manner. 
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The visualization patterns enable the participant to quickly learn and easily 
understand the basic features of corresponding visualization techniques. 
d) Free exploration 
The participants are then allowed to freely explore the tested visualization technique 
to understand and assimilate the basic concepts displayed on screen. This phase helps 
the participant to become familiar with the techniques and the supported interaction 
mechanisms. During this initial exploration, they are instructed to explore anywhere 
on the display (with an exception for Creole visualization techniques - where they are 
asked not to explore the upper toolbar belonging to Eclipse platform). The 
participants are encouraged to ask questions about the visualization techniques. 
e) Formal task 
After the free exploration, the participants are asked one formal task to search for a 
specific class in the hierarchy of other information objects (i.e. packages, classes, and 
interfaces). The participants are also encouraged to think-aloud while performing the 
assigned task in order to note down the comprehension difficulties encountered by 
them in the corresponding visualization techniques. 
f) Questionnaire evaluation 
Participants are asked one questionnaire for each visualization technique to assess the 
effectiveness of these techniques in terms of comprehension. As both the tools used 
for evaluation were static i.e. they didn't show the dynamic aspects of the software 
system, therefore the Dynamism criteria in our model did not apply in this case. Thus, 
the questionnaire presented to all the participants was slightly modified from its' 
original version as given in Appendix 'A' by excluding the questions to assess 
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Dynamism criteria. The questionnaire is presented to a participant after the formal 
task is completed with a given visualization technique. The participants are persuaded 
to interact with the visualization tools while answering the questionnaires. We 
selected a Likert-scale having three values as answers to each of the question; where 
'Yes' means 100%, 'Somewhat' is 50% and 'No' is assigned 0% value. For any 
'somewhat' answer, the participants are asked to explain in detail of their reasoning. 
The ordering of all questions in the questionnaire is kept same for all the participants. 
The questions are classified to assess ten comprehension criteria as follows: 
Reachability: questions 1-3 measure the reachability or navigability in a visualization 
technique. 
Simplicity: questions 4-6 assess the simplicity features of a visualization technique 
Clarity: questions 7-8 measure the clarity criteria 
Distinctiveness: questions 9-10 evaluate the distinctiveness characteristics of a 
visualization technique 
Emphasis: questions 11-12 enable assessment of emphasis property 
Affordance: questions 13-14 corresponds to affordance criteria 
Appearance: questions 15-16 deals with the appearance criteria 
Legibility: questions 17-19 assess the legibility requirements of a visualization 
technique 
Perspective-ness: questions 20-21 measure the perspective-ness issue of a 
visualization technique 
Mapping: questions 22-23 determine the mapping criteria for comprehension in a 
visualization technique 
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In addition to the questionnaire, the following question is asked in the study after 
a participant completes testing all of the visualization techniques. 
1. Rank the four visualization techniques in the order of your likeability to depict the 
static structure of underlying software system. 
9.2.6.2 Dry Run 
To discover problems with the initial experimental design, a dry run of the 
experiment was performed. A dry run of the study was conducted with a novice 
participant to determine the maximum time-limit for each phase of the experiment. In this 
preliminary test, we noted down the mistakes in the conduct of the experiment. For 
example -
Earlier, we were asking a formal task to find an interface called 'Navigator' and 
related information objects rather than a class 'MultiView' and related information 
objects. During the pilot test, we realized that our pilot participant was able to find the 
asked interface in a very short span of time. This was because there was only one 
interface in the tested package and almost all the visualization techniques (except 
Pyramid/Skeleton View) were emphasizing the interface with some visual attribute. 
Therefore, we realized that with this task we would not be able to compare our 
results. Thus, we changed our formal task to find a class and related information 
objects. This class was not readily visible and thus it took some time for the 
participants to explore the visualizations. In addition, we also observed that some 
default parameters should be kept constant for all the participants, otherwise our 
results might vary for each participant under different conditions. 
202 
9.2.6.3 Experimenter's Handbook 
A detailed experimenter's handbook, as given in Appendix 'F ' , was written for the 
experimenter to provide consistency and control over the running of each experimental 
session. This handbook outlined various general instructions and the checklists (common 
to all tools) that should be taken into consideration before, during and after each 
participant's session. It enabled the experimenter to draw the structure of the experiment 
by following various rules of conduct or procedures to be followed for each successful 
trial, and provides general instructions on setting up the workstation for the trial. The 
same copy of the handbook was used for each session. These protocols ensure that the 
experiment proceeds smoothly and in a consistent manner, reducing the likelihood of 
mistakes that might affect the results of the study later on. 
9.2.6.4 Experimental Procedure 
A protocol for the study with each participant is outlined in Figure 9.1. Tests were run 
one at a time in order to observe the participants using 'Morae' recorder tool. In the 
study, each test lasted between 1.5 and 2 hours. The experimenter's handbook was used 
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9.2.6.5 Recording Observations 
It is not possible to collect all the relevant information from the answers to the 
questionnaires alone. An experimenter always needs some complementary resources in 
the form of audio and video recorders that adds to this collected information. These 
recorded observations can be subsequently used to determine the difficulties experienced 
by the participants during the test session. In our study, we used several methods of 
recording observations: 
a) Thinking-aloud 
The participants were asked to verbalize their thoughts as they explored the 
visualization techniques and performed the assigned task. This allowed the 
experimenter to gain a better understanding of what each participant was trying to 
accomplish during the experiment. 
b) Video and audio taping 
The video and audio recordings of the test session were captured using the QuickCam 
camera and the wireless microphone system respectively. Using a Morae Recorder 
software tool, we were also able to record the user's facial expressions and their 
actions on the computer screen using the mouse and keyboard. 
c) Experimenter comments 
The observed behaviour of the participant during the experiment was also written by 
an experimenter in the form of brief comments. 
9.3 Analyzing the Results of a Controlled Experiment 
A detailed 'pie-chart' summary of the participants' responses to the questionnaires for 
each technique is given in Appendix 'G'. Furthermore, we also observed the normal 
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distribution of the collected responses as shown in Appendix 'G'. Considering the 
distribution of participants' responses normally distributed, the median is same as the 
mean for that sample of participants. Therefore, instead of calculating median value as 
the score for each criterion, we devised a measurement strategy to determine mean value 
as given below. 
9.3.1 Measurement Strategy 
Similar to the work of (Stavrinoudis et al., 2005), comprehension of a visualization 
system, from a single user viewpoint, can be expressed in quantitative terms using a 
weighted arithmetic average of all the criteria as follows: 
10 . . 
2_j {weight of criterion (J * value of criterion (2
 k) 
u , = io o) 
weight of criterion (J 
Here, 
Uj is the comprehension score of a single user ' i ' ; 
Ck = {'Reachability*, 'Simplicity', 'Clarity', 'Distinctiveness', 'Emphasis', 'Affordance', 
'Appearance', 'Legibility', 'Perspective-ness', 'Mapping'}, such that Q = 'Reachability', 
C2= 'Simplicity' and so on; 
k is an integer value in the range [1..10], where number '10' indicates the total number of 
studied criteria excluding 'Dynamism' criterion; 
In Equation (1), weight of criterion depicts the relative importance of each criterion to 
the total comprehension. This relative importance can be derived on a ratio scale by the 
mutual comparison of all the criteria for comprehension. The weight can be assigned by 
counting the number of relationships a criteria have with other criteria. For our analysis, 
I 
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we assume each criterion to be equally important for comprehension, i.e. weight of each 
criterion is assigned unity or value ' 1'. This results in the following equation. 
£ / • = A value of criterion (j I Total number of criteria (2 ) 
The value of each criterion can be further described in terms of the weighted 
arithmetic average of the associated measures as follows: 
y[weight ofmeasure M * value of measure M ) 
Value of criterion (Jk = — ^ ( 3 ) 
Vweight of measure M 
Here, 
Mn is the related measure for criterion Ck; 
N is the total number of measures that are used to measure corresponding criterion Ci<; 
value of measure = {x | x s (100%, 50%, 0%), where 100% means 'Yes', 50% means 
'Somewhat', and 0% means 'No' }; and 
n is an integer in the range [1.. N] 
In the same manner as for criteria, the weight of each measure depicts the relative 
importance of each measure in assessing the corresponding criterion. For making our 
analysis simpler, we assign equal weight to all the measures associated with each 
criterion. Therefore, Equation (3) reduces to Equation (4) as follows: 
( N } / 
Value of criterion (J = V value of measure J[/f
 n IN ( 4 ) 
V« = i ")/ 
On combining Equation (2) and (4), we have a combined formula to measure a user's 
comprehension based on our criteria as follows: 
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f]ofN i Yi / 
TJ - V V value of measure ][f N / Total number of criteria (5) 
\k=\ \n=\ 7 ))l 
Finally, in order to measure average users' opinion of the comprehension support of a 
visualization system, we need to compute the average over the scores of all the users that 
is weighted by their expertise as follows 
( m ^ /( m \ 
Total comprehension of a visualization system = 2~i y£i * U , / L2_i ^ , -
Here, 
Qi is the expertise value assigned to a particular user 'P, where set Q, = {1, 2, 3 | 1 = 
Novice, 2 = Intermediate and 3 = Expert}; 
m is the total number of users/participants that participated in the experiment; 
i is an integer in the range [1 ..m]; 
With the above formula to measure comprehension of a visualization system, we 
weigh users' opinion according to their expertise. 
Tables 9.5 to 9.8 show the results of each individual participant's score of 
comprehension criteria for the four visualization techniques. The participants' answers 
for each of the technique are analyzed using the above formulae. 
For example -
Suppose a participant has checked 'Yes' in question 1, 'Somewhat' in question 2, and 
'No' for question 3. Then, his/her score for Reachability criteria is (100+50+0)/3 or 50%. 
The total comprehension score for each individual participant is the average value of the 
scores for 10 criteria. 
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Table 9.5: Participants' Scores of Comprehension Criteria for Radial Technique 
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Table 9.8: Participants' Scores of Comprehension Criteria for Tree Technique 
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9.3.2 Confirming the Expertise 
By applying the grouping scheme as explained in section 9.2.2, we determined that 
out of 15 invited participants, 6 participants were experts, 5 were intermediates, and 4 
were novices in the domain. The opinions of the participants as expressed in Tables 9.5 to 
9.8 should be weighted according to their expertise. However, before computing the 
average participants' opinion on the comprehensibility of respective techniques for this 
sample of participants we should make sure if our groups of participants (i.e. Novices, 
212 
Intermediates, and Experts) came from different populations or not. This can be done by 
performing an ANOVA (Analysis of Variance) test, which can tell us the non-normality 
of the groups. Our single factor ANOVA test for Radial, Pyramid, NestedView, and Tree 
technique is presented in detail in Appendix 'H'. 
From our ANOVA results, we have seen that variations within group are higher than 
variations between groups for all the four visualization techniques. Therefore, based on 
ANOVA results, we can conclude that there is no significant difference among the 
opinions of different groups. This means all the three groups (i.e. Novices, Intermediates, 
and Experts) came from same population; and so, the opinions of all participants are 
assigned equal weight-age in computing the average comprehension of the respective 
visualization techniques. 
9.3.3 Analysis of the Gender Differences 
In our sample of 7 females and 8 males, one-way ANOVA test was computed to see 
the difference in the means of these two groups. Our ANOVA result (Table H.6 in 
Appendix 'H') has shown that for all the visualization techniques the value of F (1, 13) 
<1. This means that there is no significant difference between the scores obtained by 
males' and females', i.e., the means of these groups are not reliably different. 
9.3.4 Validating the Results with Objective Metrics 
Furthermore, to validate our results obtained from the participants' responses, we 
looked at their task performance for the formal task during the experiment. To analyze 
participants' task performance in terms of task time, and effort in terms of number of 
mouse clicks, we took the help of Morae manager software. The screen shot of this tool is 
shown in Figure 9.2. With this tool, we can observe all the recorded events in each test 
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session and we can also automatically generate various metrics like - task time, number 
of mouse clicks during a specific period of time etc. 
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Figure 9.2: Analysis of Test Session with Morae Manager 
Table 9.9 shows the comparative analysis of each technique based on the response 
time for a given task and number of mouse clicks to perform that task, which were 
generated using Morae manager. It also shows the order of techniques as tested by the 
participants and the comprehension value as assessed by our criteria along with the 
likeability of each participant. 
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In Table 9.9, we can see that some of the participants had trouble in correctly 
performing the assigned task (i.e. to find a class 'MultiView' and related information 
objects). Out of 15 participants, all (100%) were able to perform the asked task using the 
Radial technique, 11 (73.33%) participants performed the task correctly with Pyramid 
technique, 14 (93.33%) participants completed the task with NestedView technique, and 
13 (86.67%) participants carried out the task completely with Tree technique. 
Brief descriptions for the incorrect task performances are as under. 
- Participants # 1, #2, #5, and #15 were not able to complete their assigned task with 
the 'Pyramid' technique correctly. They quitted before actually finding the asked 
class in the pyramid of other information objects. 
- The participants # 5 and #14 changed the layout of visual representation from 'Tree' 
technique to 'NestedView' technique for this task. Therefore, the task time for Tree 
technique for participants # 5 and #14 is also not correct. 
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- The participant # 7 mistakenly selected the wrong class while finding the required 
class using the 'NestedView' technique. 
Thus, we believe that the task time spent for the incomplete task as listed in Table 9.9 
for these participants is not signifying the correct relationship with the comprehensibility 
of corresponding visualization technique as assessed through the questionnaire. Under 
this belief, we assume that actual task time for performing the complete task is more than 
this time, which then correctly portrays a relationship with the comprehensibility of 
corresponding visualization technique. 
Verifying the hypothesis HI 
In order to validate the responses obtained through our questionnaire with the scores 
obtained using objective metrics, we verified our defined hypothesis HI (given in section 
9.2.3) as shown in Table 9.10. In this table, we can see a clear relationship between the 
participants' comprehensibility of underlying visualization techniques as assessed by our 
questionnaire and their task performance with these visual representations except for 
three participants (i.e. participant # 2, #5, and #14). However, these three participants are 
those who were not able to complete their assigned task for some of the techniques as 
explained earlier. Therefore, we believe that their task times are inaccurate to consider for 
verifying our premise. Thus, we believe that our criteria seem to be able to give fairly 
accurate indication on the comprehensibility of each visual system for each of the 
participants with respect to this specific task. 
The relationship between the comprehensibility and task time is not linear, as still 
there are a number of other external variables (outside the scope of this research) that are 
influencing this relationship. For example, comprehension is an individual's total 
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property of a visualization system and this can be accurately estimated by considering all 
the tasks that are supported by the visualization system. Moreover, there is one aspect 
('Information Structure') of comprehension that is also beyond the scope of our 
evaluation and it may have a significant influence on the task performance. 
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The comprehensibility of each visualization technique along with the time taken for 
the formal task is plotted in Figure 9.3 for each participant. From this figure, one can see 
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that for each participant the task time (except for incorrect tasks) is inversely proportional 
to the comprehensibility as assessed through our criteria, i.e. more the task time less is the 
comprehension support of corresponding visualization technique to the participant. Based 
on these results, we can conclude that the proposed framework can help in correctly 
estimating the comprehensibility of an individual for a particular visualization technique. 
Figure 9.3: Plot of Comprehension Score and Task Time 
9.3.5 Applicability of Criteria to Visualization Tools 
Based on the comprehension problems reported by the participants during their tests 
with visualization techniques, we are summarizing the collective responses for each of 
the criteria as follows -
• Applicability of Criteria to Structural Analysis for Java (SA4J) 
Reachability - The reachability in Radial technique was excellent, where the forward and 
backward buttons were clearly pointing where to look for specific objects in the 
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visualization. However, the reachability in Pyramid visualization was very poor, as the 
participants had no clue of the visited squares on the visualization. The participants did 
not know how to look for a particular information object on the Pyramid visualization. 
The 'Find' function for the pyramid visualization was not comprehensible by the 
participants. 
Simplicity - Both the Radial and Pyramid visualizations were simple displaying only the 
necessary and relevant information on the screen. Some participants reported few 
redundancies in the menu bar options like - 'Project Wizard' option under the 'Option' 
menu item and 'New Java Project' option under the 'File' menu item were same. The 
participants also commented on the unutilized screen space in Pyramid visualization. 
Clarity - Many of the icons on the interface for Radial technique were not clear to the 
participants. The most problematic icon was the 'Max Neighborhood' icon, which has a 
greyish background. The participants were falsely assuming that this icon is disabled. 
Other icons like - 'Hide Controls' was also not clear to the participants as they were 
thinking of it as opening another window object. For the Pyramid technique, the most 
problematic icon was the 'Skeleton' icon, which was like a run button. The participants 
were assuming that clicking it they were going to run some movie objects, but actually it 
was displaying to them the recently clicked information object. 
Distinctiveness - For Radial technique, the visual attributes were helping the participants 
to identify each information object. However, for Pyramid technique this was not the 
case, as the same visual attributes were used to show classes and interfaces in the 
visualization. 
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Emphasis - This was good in both the Radial and Pyramid visualization techniques 
according to the feedback of participants. 
Affordance - The visual clues to the functionality of some of the icons and symbols in 
both techniques were not clear at first glance. But, with the tool tip and after the initial 
exploration, the participants were able to comprehend the usage of these icons. The size 
of the squares in Pyramid technique was not clickable for all the participants. 
Appearance - The layout of various information objects (i.e. packages, classes, and 
interfaces) in case of Radial visualization was revealing the features of underlying 
information. However, this was not easy in Pyramid technique as the relationships among 
the information objects were not directly visible. 
Legibility - The screen was legible in terms of font size, font shape and color contrast. 
Perspective-ness - The participants expressed the need to have other synchronized views 
to comprehend the whole software system. Most of the participants expressed the 
difficulty with Pyramid technique to find a specific information object. 
Mapping - The interaction mechanisms along with the representations of information 
objects (i.e. classes, packages and interfaces) were quite natural to the participants. 
Table 9.11 shows the average participants' rating of comprehension criteria for SA4J. 



























































































• Applicability of Criteria to Creole 
Reachability - The reachability in both the NestedView and Tree technique was average, 
where the forward and backward buttons were not working as intended. To look for a 
specific information object on visualization, the participants tried to use the provided 
search function. However, this function did not work out and the participants had to find 
the specific information object only by manually exploring the visualizations. 
Simplicity - Both NestedView and Tree visualizations were simple displaying only the 
necessary and relevant information on the screen. The menu options were properly 
organized having related tasks together. 
Clarity - The most problematic icon was the one used to arrange the visualization 
according to different styles like - alphabetical order, by number of children, by number 
of relationships and so on. This icon was not comprehensible to the participants. 
Distinctiveness - For both the NestedView and Tree technique, the participants 
commented on the ambiguities of the icons in 'Quick Views' bar. Here, three icons 
representing 'Package Dependencies via Field Accesses', 'Package Dependencies via 
Method Calls', and 'Package Dependencies via Method Calls Field Accesses' were all 
shown with same visual attributes. Using the same icon for three different purposes was 
causing confusion to the participants. 
Emphasis - This was good in both the NestedView and Tree visualization techniques 
according to the feedback of participants. 
Affordance - The most problematic thing in Creole was that participants did not know 
how to change the layout in visualizations. They tried to change the layouts using the 
buttons provided on the interface. However, it was possible only through firstly selecting 
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the whole package and then clicking on the corresponding layout button. The 
manipulations in the visualizations were also not very easy as sometimes the vertical 
scrollbar was only partially visible. 
Appearance - The layout of various information objects (i.e. packages, classes, and 
interfaces) in case of Tree visualization was revealing the features of underlying 
information. However, this was not easy in NestedView as the relationships among the 
information objects were sometimes crossing and getting cluttered. 
Legibility - The screen was legible in terms of font size, font shape and color contrast for 
NestedView technique. However, this was somewhat problematic with Tree 
visualizations as many of information objects were overlapped and cluttered in one place. 
Perspective-ness - The participants expressed the need to have other synchronized views 
to comprehend the whole software system. 
Mapping - The interaction mechanisms along with the representations of information 
objects (i.e. classes, packages and interfaces) were quite natural to the participants. 
Table 9.12 shows the average participants' rating of comprehension criteria for 
Creole. 






















































































A comparative analysis of all four visualization techniques based on the participants' 
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Figure 9.4: Rating of Criteria for Each Technique 
A brief comparative analysis of each of the criteria based on the participants' rating is 
as under. 
Reachability - The reachability in Radial technique scored highest (93.33%) among all 
the four visualization techniques. For the visualization techniques supported by Creole, 
NestedView was the one having higher rating than Tree visualization. 
Simplicity - Both the Radial technique (88.88%) and NestedView technique (87.77%) 
were rated as simple, symmetric and well-organized. 
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Clarity- Radial (76.67%) and NestedView (73.33%) techniques were also rated as clear, 
where it was easy to identify various information objects despite any overlapping among 
them. 
Distinctiveness - Tree (88.33%) and NestedView (81.67%) techniques were rated better 
than their counterparts for distinctiveness property i.e. these techniques have fewer 
ambiguities for the meanings of different icons/symbols displayed in them and 
information objects displayed in these visualizations are distinguishable. 
Emphasis - Radial technique was rated as a technique where 100% emphasis is placed in 
the centre of the screen and the participants were intuitively focusing their attention on 
the main information object (i.e. a package). 
Affordance - All the four visualization techniques were easing some cognitive load by 
using a certain set of affordances, where a highest value for affordance was observed for 
Radial Technique (73.33%). 
Appearance - To depict the static structure of the software system, Tree technique 
(66.67%) was rated as the highest for the visual design, whereas the layout of Pyramid 
technique (28.33%) was rated as poorly designed among all four visualization techniques. 
Legibility - The legibility in terms of font size, font type and color contrast was better in 
both the techniques (i.e. Radial and Pyramid) of SA4J (Structural Analysis for Java) tool 
than Creole's visualizations. 
Perspective-ness - The need for having the perspective views was expressed for all the 
four visualization techniques, where again Radial technique (60%) was rated as an 
effective technique to fulfill the underlying task. The Pyramid technique (10%) was the 
most ineffective among all the four visualization techniques to fulfill the assigned task. 
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Mapping - The interaction styles with Radial and Tree technique were equally natural to 
the participants. The domain terminology was also familiar to the participants in these 
techniques. 
9.3.6 Verifying the Null Hypothesis 
The ANOVA analysis of the total comprehension score per participant of each 
visualization technique was computed to reject our null hypothesis (given in section 
9.2.3). Through this analysis, we obtained an F ratio of 23.91 (computed in section H.2 of 
Appendix 'H'), which is far greater than the F-critical value (i.e. F (3, 42)) of 4.29 at p < 
0.01. Thus, it clearly demonstrates that all the four visualization techniques have different 
comprehensibility of the underlying information, with Radial technique having highest 
average comprehension score as shown in Figure 9.5. The score is averaged as all our 
participants are observed to be a homogenous group (based on ANOVA results in Section 
9.3.2), and therefore their opinions are equally weighted. 
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Figure 9.5: Comprehension Score of Each Technique 
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9.4 Discussion and Perspectives 
Through this experiment, we have demonstrated the potential use of our framework to 
measure the comprehension support of visualization systems. We have seen that our 
framework is able to capture all the phases of a controlled experiment and is effectively 
gauging the comprehension support provided by the studied visualization systems. We 
have also observed that our proposed visualization patterns are a useful assistance 
mechanism to guide participants, as all our participants were able to understand the use of 
each visualization tool and their respective visualization techniques through the use of 
these patterns reasonably well. 
Moreover, in this experiment we have witnessed a link between the responses of 
participants for the comprehension criteria and their actual task performances with the 
visualization techniques. We have also observed that overall satisfaction of the 
participants in terms of'likeability' was highest for the Radial technique among all the 
four studied visualization techniques. 
Using the statistical analysis techniques, we have seen that all the visualization 
techniques enable all the participants, irrespective of their expertise, to solve the simple 
exploration task i.e. there is not much variation in the comprehensibly of a novice and an 
expert user for these techniques. Furthermore, for these techniques, we also did not see 
any gender difference in the comprehension scores of our participants. 
In order to produce more comprehensive validation results, more participants should 
be invited in the study. Moreover, a longer experiment time along with selective tasks is 
needed to truly capture the comprehension difficulties of the participants. We believe that 
to support a useful analysis at least two experimenters should be involved in the running 
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of the experiment. A concern with the current experiment design is that participants can 
learn from performing tasks with preceding visualizations techniques, influencing their 
performance with subsequent visualization techniques. One possible solution would have 
been to slightly alter the names of the information objects in the source code to mimic 
different visualizations. 
Despite the above listed drawbacks and corresponding need for improvements in 
conducting usability experiments, we believe that these experiments show without doubt 
the usefulness of CoMoVA framework in systematic assessment of comprehension 
support provided by visualization systems. 
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Chapter 10. Conclusions, Contributions and Future 
Avenues 
"Reasoning draws a conclusion, but does not make the conclusion certain, unless the mind discovers it by 
the path of experience. " - Roger Bacon (1214-1294) 
Overview 
This chapter concludes the thesis work with a few concluding remarks, summary of 
significant contributions, benefits of this research, and potential avenues for further 
investigation. 
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10.1 Concluding Remarks 
The main topic of this research has been measurement of the comprehension support 
provided by visualization systems, an intangible and seemingly immeasurable 
characteristic. Our journey has been a long and arduous one, but also a successful one. 
We have investigated a number of different disciplines including visual representations, 
human cognition, human computer interaction, visualization systems, software 
engineering, usability studies and measurement processes. We have adapted relevant 
ideas, principles, concepts, processes, and methods and formulated a novel framework to 
systematically assess in a quantitative fashion the comprehension support provided by a 
visualization system to its intended users. Such comprehension assessment can help to 
determine the effectiveness of visualization systems in providing users insights and 
understandings of the complex underlying artifacts represented through visual(s). This 
thesis is the first one to address this very fundamental characteristic of any visualization 
system. We have devised a hierarchical model in the form of: 
• three factors/aspects (i.e. Presentation, Perception, and Cognition) that are involved in 
fully comprehending the presented visual information, 
• eleven criteria (i.e. Reachability, Simplicity, Clarity, Distinctiveness, Emphasis, 
Affordance, Dynamism, Appearance, Legibility, Perspective-ness, and Mapping) that 
are the main building blocks of improving the visual comprehension, and 
• related measures assessed empirically through suitably designed usability 
experiments. 
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The proposed set of criteria categorized according to different aspects in the 
communication of visual message is founded on the current work done in the field of 
perception, cognition and user interfaces by eminent researchers in HCI community. 
Further, in this thesis, we propose a systematic evaluation mechanism in the form of 
visualization patterns that guides the tool users/evaluators to compare, understand and 
select appropriate visualization tools/techniques. Our approach for evaluation of 
visualization systems is similar to other questionnaire-based approaches such as - SUMI 
(Software Usability Measurement Inventory), where all the questions measure some 
properties of the common objective. 
Empirical evaluation with appropriately crafted usability experiments on software 
visualization systems has demonstrated the veracity of our research hypothesis stated in 
the beginning of this thesis. 
10.2 Contributions 
The main contributions of this research are as follows -
1. A principal contribution of this research is the formulation of an empirical evaluation 
framework for systematically assessing comprehension support provided by a 
visualization system to its intended users. The proposed CoMoVA framework defines 
a clear protocol for controlled experimentation of visualization systems and provides 
a supporting structure that links various artifacts to deal with the measurement of 
comprehension in visualization systems. 
In current practice, the evaluation of visualization systems is conducted in an ad-hoc 
manner without considering those fundamental characteristics of these systems that 
improve the understandings of their users. For example, the latest assessment of 
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visualization systems with heuristics (Zuk et ah, 2006) covers three different 
perspectives and has no common focus for evaluation. This set of heuristics is not 
clearly defined and some of heuristics require domain expertise to understand and 
apply. However, in our framework, we are proposing a clear set of measurable 
attributes that are all focused on investigation of comprehension. It also requires no 
special expertise to apply the framework to assess comprehension support provided 
by any visualization system. 
2. Earlier, the users/evaluators had no guidance mechanism to know the use of any 
visualization tool/technique and under which situations it was really useful. Through 
our proposed visualization patterns, the evaluators and users get a clear description of 
the problem that the visualization technique is addressing, the context in which it can 
be used and the design solution that it is supporting. With these patterns they can 
easily compare and understand the use of a visualization technique in a certain 
context. 
3. In this research, we have also investigated in detail the needs of software maintainers 
and categorized them according to the four traditional maintenance activities. This 
thorough analysis can help to determine the success of current software visualization 
tools to fulfill the needs of software maintainers, i.e. the evaluators can seek the 
functional gap between the capabilities of existing tools/techniques and what is 
actually needed by the software maintainers. For example, in our studied software 
visualization systems, we found that only 50 to 60% of the maintenance tasks are 
supported by SA4J (Structural Analysis for Java) and Creole. 
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10.3 Research Benefits 
We believe that our proposed research can contribute in many ways. We are 
highlighting five main benefits of measurement in general as under. 
1. Characterization/comparison: Measurements produce objective results and convey the 
accurate view by empirically biasing some tool/technique with respect to other for 
some task. They can objectively tell us which tool/technique is more appropriate for a 
particular problem. 
2. Appropriateness: The visualization tools/techniques are evaluated to judge their 
strengths and weaknesses. Measurements can show that a new visualization 
tool/technique is useful in a practical sense, according to the level of comprehension 
that can be achieved with it, for a specific task. 
3. Prediction: A more fundamental goal of conducting measurements is to seek insight 
into why a particular visualization tool/technique is more effective. This can guide 
future efforts to improve existing tools/techniques. We want to understand the 
limitations of existing tools/techniques in terms of their supported tasks to 
comprehend the visuals presented through them. This knowledge is critical because 
we can guide developers to show multiple views or use multiple techniques where a 
single technique is not effective. 
4. Improvement: Measures also help us plan and track improvement efforts. We need to 
be sure that new techniques are really better than old ones. Measures of current 
performance give us baselines to compare against, so that judgment can be made 
based on whether or not the improvement actions are working as intended and what 
the side effects are. Measurements show us how an abstract visualization design 
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theory applies under certain practical conditions. Measurement results can prove 
when the theories hold and how they need to be improved to function correctly for 
real-world data and tasks. 
5. Supplementing experts' performance: A final use of measurements is to supplement 
expert users choice of a visualization tool/technique based on their expertise, with the 
measurement results derived from measures. Measurement will add the objective 
results with the subjective evaluation of expert users' performance. 
In addition to these general benefits, our proposed framework will be a reusable 
solution that can be applied in real-world settings to measure comprehension. 
Specifically, we expect the following benefits from the use of our measurement 
framework: 
1. Prior attention to the most important visual design principles for understanding what 
characteristics of a visualization system can influence users' comprehension. 
2. Provide a flexible hierarchy of the factors, criteria and measures, so that evaluators 
could select those that are most appropriate according to their evaluation objectives. 
3. Appropriate documentation of the test environment, in terms of 'context of use' and 
encapsulation template for visualization techniques in terms of visualization patterns, 
for better understanding and analysis. 
4. During usability experiments, data collection efforts will be concentrated, since the 
required data elements are already defined. 
5. Interpretation of data from usability experiments will be more efficient and 
effectively tied to selected objectives. 
Therefore, we believe that our framework will be of maximum use to the software 
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community. 
10.4 Future work 
We believe that further applications of CoMoVA framework with additional systems 
would provide more evidence regarding its support for measuring comprehension. There 
are still a number of other avenues that can be explored further as follows -
a) Validate the questionnaire - A questionnaire' validity is the extent to which it 
measures what it claims to measure. A technique called 'factor analysis" that is 
normally applied in psychometric questionnaires evaluation can also be applied for 
the confirmatory analysis of our questionnaire. Factor analysis is a statistical 
procedure that examines the correlations among variables to discover clusters of 
related variables (Nunally, 1978). With the responses obtained from the participants, 
we can apply the multiple group method of the factor analysis technique to study the 
relationship among various criteria. 
b) Measurement scale to validate the values of measures - We have chosen a three point 
(i.e. 'Yes', 'Somewhat* and 'No') likert-scale for answering the questionnaire. 
However, we realized that having a seven point scale would produce more reliable 
results. Furthermore, more studies with other visualization systems are needed in 
order to define the threshold limits for the values of these measures. 
c) Inclusion of 'Information Structure' aspect - In this research, we did not consider 
'Information Structure' aspect of comprehension. This aspect also impacts the 
accuracy of displayed visualizations, and therefore it needs further elaboration to 
determine the flaws in the data that can cause comprehension difficulties. 
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d) The software maintenance tasks identified in this thesis through literature review can 
be reused to create a standardized library of needs of the maintainers, which can help 
to identify the differences in the task support of any software visualization tool. This 
initial task model can also be refined further to include other elements like - the 
interaction, application and user tasks to capture the context of use in which the 
visualization tool can be used to support the required tasks. 
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Appendix A. The Proposed Questionnaire 
Overview 
This questionnaire has been refined in three iterations with suggestions from our 
colleagues in human-centered software engineering lab. It was decided to use the same 
scheme for all the questions, and a detailed answer for the middle choice only to see the 
range of comprehension difficulties within the two extreme values ('Yes' for 100% to 
'No' for 0% comprehensibility). This was also done in order to keep the question 
answering efforts minimum and within the time-constraints of a controlled experiment. 
A.l Glossary 
Before presenting the questionnaire to the readers, we want to clarify the following 
terms used in this questionnaire. 
Information objects: 
Information elements displayed in the visualization, like - classes, packages, interfaces 
Icons: 
Icons are pictorial representations of screen objects, like a picture of a house icon 
meaning 'home'. 
Symbols: 
Symbols are signs, characters, or other concrete representations of ideas, concepts, or 
abstractions that represents something, such as '$' is a symbol for dollars,'+' is a symbol 
for plus, and a flag is a symbol of a country. 
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A.2 The Questionnaire 
The proposed questionnaire is designed to measure each comprehension criterion as 
follows. 
Questions to measure Reachability criterion 
1. Are you able to navigate from one location to another in the visualization? 
Yes Somewhat No 
If somewhat, briefly explain why? 
2. Are you able to undo your manipulation operations (e.g. select, click, move etc.) 
with the visualization to go back successfully to previously displayed screen? 
Yes Somewhat No 
If somewhat, briefly explain why? 
3. Are you able to see the location of any information object with respect to an overall 
context of other information objects in the display? 
Yes Somewhat No 
If somewhat, briefly explain why? 
268 
Questions to measure Simplicity criterion 
1. Does the organization of menus seem logical (i.e. are the related tasks grouped 
together)? 
Yes Somewhat No 
If somewhat, briefly explain why? 
2. Is the visualization symmetrically well-represented (i.e. organized vertically or 
horizontally) to utilize the screen space? 
Yes Somewhat No 
If somewhat, briefly explain why? 
3. Is there only necessary (i.e. non redundant, reasonable) information on the screen? 
Yes Somewhat No 
If somewhat, briefly explain why? 
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Questions to measure Clarity criterion 
1. Are you able to understand the meanings of icons/symbols/labels used in the 
display? 
Yes Somewhat No 
If somewhat, briefly explain why? 
2. Are you able to clearly identify the information objects displayed in the 
visualization despite any overlapping? 
Yes Somewhat No 
If somewhat, briefly explain why? 
Questions to measure Distinctiveness criterion 
1. Are the used visual attributes (like - size, shape, color, texture etc.) for icons/ 
information objects appropriate to distinguish them in display? 
Yes Somewhat No 
If somewhat, briefly explain why? 
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2. Can the icons/symbols/labels be interpreted or expressed in only one way (i.e. there 
is no ambiguity in their meaning)? 
Yes Somewhat No 
If somewhat, briefly explain why? 
Questions to measure Emphasis criterion 
1. Are you able to see the most important element in the display based on any visual 
attribute like - color, motion, shape, size, texture etc.? 
Yes Somewhat No 
If somewhat, briefly explain why? 
2. Are you able to differentiate (based on visible change in shape/color/size/brightness 
etc.) the object that you select from the one that is not selected? 
Yes Somewhat No 
If somewhat, briefly explain why? 
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Questions to measure Affordance criterion 
1. Is it easy to figure out how to use various artifacts (e.g. buttons, links, information 
objects, icons and so on) in the visualization based on the given visual cues? 
Yes Somewhat No 
If somewhat, briefly explain why? 
2. Are you able to easily manipulate (e.g., select, move, click etc.) all the artifacts (e.g. 
buttons, links, information objects, icons and so on) in the visualization? 
Yes Somewhat No 
]f somewhat, briefly explain why? 
Questions to measure Dynamism criterion 
1. Are you able to understand what is going on in the animation? 
Yes Somewhat No 
If somewhat, briefly explain why? 
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2. Are you able to detect the location in the visualization where the critical changes 
occur? 
Yes Somewhat No 
If somewhat, briefly explain why? 
Questions to measure Appearance criterion 
1. Just looking at the visualization, can you answer which information objects are 
related to one another? 
Yes Somewhat No 
If somewhat, briefly explain why? 
2. Do you think the visual design of the information objects reveals the features of the 
underlying information? (For example: size of a 'class' or depth of an information 
object in the information hierarchy) 
Yes Somewhat No 
If somewhat, briefly explain why? 
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Questions to measure Legibility criterion 
1. Are the icons/labels readable? 
Yes Somewhat No 
f somewhat, briefly explain why? 
2. Is the color used for symbols/labels in good contrast to the background color? 
Yes Somewhat No 
If somewhat, briefly explain why? 
3. Is the font size and font type used for labels appropriate? 
Yes Somewhat No 
If somewhat, briefly explain why? 
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Questions to measure Perspective-ness criterion 
1. Do you think with this visualization you are able to effectively perform the intended 
tasks (Take an example: task 1 to show the related dependencies in a software 
system)? 
Yes Somewhat No 
If somewhat, briefly explain w hy'; 
2. Do you think that there is no need of some other related views in the form of 
different visualizations to fully understand the underlying system? 
Yes Somewhat No 
If somewhat, briefly explain why? 
Questions to measure Mapping criterion 
1. Are the interaction methods of input devices, like - mouse, keyboard or vests in 
HMD etc., natural to you? (For example: if clicking the buttons on the mouse leads 
you to what you want to do with the visualization system?) 
Yes Somewhat No 
If somewhat, briefly explain w hy; 
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2. Are the icons/symbols used in the visualizations similar to the one that are used in 
the underlying domain? (For example: symbols used to depict relationships in 
UML.) 
Yes Somewhat No 
If somewhat, briefly explain why? 
276 
Appendix B. A Survey-based Empirical Investigation 
for Software Visualization 
us univsrs^v 






Informed Consent to Participate in Research 
This is to state that I agree to participate in a research study on Developing a 
Framework to Measure Comprehension Support Provided by Visualization Systems 
conducted at the Department of Computer Science and Software Engineering, Concordia 
University, Montreal, Canada. The main researchers are: Dr. Ahmed Seffah, Dr. Sudhir 
Mudur and Mrs. Harkirat Kaur Padda. Mrs. Padda, PhD candidate 
(padda@encs.concordia.ca, phone 514-848-2424 ext. 7165) is in charge of the study. 
A. Purpose of the study 
I have been informed that the purpose of the research is to rate the tasks supported by 
any software visualization tool to help in software maintenance activities. In addition, I 
will be asked to comment on other task(s) that in my opinion are suitable for software 
visualization tools and are not included in the list. 
B. Procedure 
The study is designed to ask software professionals having some experience with 
software visualizations or software maintenance to share their knowledge of software 
maintenance tasks supported/required of software visualization tools. You will be asked 
to answer a questionnaire comprising a list of tasks supported by current software 
visualization tools and rate them on a scale provided on questionnaire. In addition, you 
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are requested to comment on additional tasks that you may think are not added in the list 
and are also supported by software visualization tools for software maintenance purposes. 
This should take no more than 10 minutes of your time. 
We anticipate no risk to you as a result of your participation in this study other than 
the inconvenience of the time to complete the questionnaire. As a result of your 
participation in this study, it is hoped that we may gain valuable information about the 
tasks supported by software visualization tools. 
All provided information and data collection will be stored anonymously in a 
database, with no information that can identify participants. Results from the survey will 
be reported only in aggregate form in scientific communications like articles, workshops, 
and conference presentations. 
C. Copyright 
The questionnaire provided below is a copyright property of the researchers 
mentioned above and a reproduction of any sort is not allowed. 
Name: 1 
If you wish to receive the results of this study, please check the box below and 
provide an e-mail address 
n 
Mail address: I 
If at any time you have questions about your rights as a research participant, please 
contact Adela Reid, Research Ethics and Compliance Officer, Concordia University, at 




1. Get the execution trace of 
source code 
2. Get the static structure of 
the software system 
3. Find the location of 
desired code segment 
4. List of all artifacts that call 
a specific artifact 
5. Determine the impact of 
changing an artifact 
without having to do it 
first 
6. Does the run-time 
behavior contain regular 
repeated behavioral 
patterns? 
7. When was an exception 
thrown or when did an 
error occur? 
8. Find the location to insert 






























































Rate the task in 
order of 
importance 



































9. Add an artifact and 
dependencies (if any) 
10.Find an artifact that is not 
used 
11 .Find an artifact that is 
heavily used 
12.Determine which clusters 
of objects are closely 
related to one another, 
based on the amount of 
message traffic between 
them 
13.Find identical coding 
pattern 
segments within the 
source code 
14. What is the load on each 
component of the software 
system at runtime? 
15. History of past 
modifications? 































































Rate the task in 
order of 
importance 



































17. Where in the software 
system are the hotspots to 
add additional 
functionality? 
18. Modify the artifact and 
dependencies( if any) 
19.Delete an artifact and 
dependencies (if any) 
20.Find an exact location to 
set a breakpoint 
21.Find all artifacts that 
directly or indirectly 
depend on artifact "A" or 
Find all artifacts on which 













































Rate the task in 
order of 
importance 




















Comments on additional tasks that you may think are not added in the list and are 
also supported by software visualization tools for software maintenance purposes. 
I 1 
iLJ . . . ..':: . .., ^ 
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Appendix C. Proposed Visualization Patterns 
Title Radial tree 
Context The display consists of a number of software objects (packages* 
c ] a s s e s ^ a arKj interfaces ^ " ^ ) , and their inter-relationships or structural 
dependencies in the source code. 
Problem How to display large hierarchical tree structures showing dependencies 
among software objects? 
Forces To visualize and navigate large trees in a radial space 
Get an overview of the entire collection of data 
Zoom in on a particular item while keeping in view of the 
neighbourhood context 
Filter out uninteresting or unwanted items 
Get details on demand by simply clicking on an item to get a pop-up 
window which shows the values of each of its attributes 
View relationships among software objects directly 
Get history of the actions performed with visualization 
Extract sub-collections of items based on query parameters 
Solution Use a Radial Tree representation 
»
: 
To display the detailed picture of relationships between application 
objects and detailed map of dependencies and dependents of every package, 
class or interface in an application. The idea is to display different software 
objects and their relationships in a radial fashion, where the object nodes 
are placed around the circle and their relationships are shown with directed 
lines emanating from the source to destination node. 
Examples Sunburst, RadViz 
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Title Pyramid or Skeleton View 
Context 
The display consists of a number of software objects (package 
classes™"*> and interfaces*"™), and their inter-relationships or structural 
dependencies in the source code are shown indirectly by highlighting the 
dependent items when a user clicks on an item under selection. 
Problem How to display large hierarchical tree structures showing dependencies 
among software objects? 
Forces To visualize and navigate large software structures within fixed space of 
a computer screen 
Overview of entire structure of software system in the form of pyramid 
of small squares 
Details on demand by providing a 'data tip' to access the detailed 
information about any object under selection 
View relationships among software objects in-directly 
Get history of the actions performed with visualization 
Extract sub-collections of items based on query parameters 
Solution Use a Skeleton View 
Examples 
This layered view of the system is constructed by putting objects (class/ 
interface/package) that do not depend on anything at the bottom of the 
visualization. The objects that are dependent on the lowest layer appear in 
the layer above, and so on. Each square corresponds to either one object 




Title Nested View 
Context The display consists of a number of software objects (packages'—', classes 
I I and interfaces!—I) and their inter-relationships or structural 
dependencies in the source code. 
Problem How to display large hierarchical tree structures showing dependencies 
among software objects? 
Forces To make efficient use of the available screen space, as tree structured 
node-link diagrams can grew too large to be useful 
Overview of entire structure of software system in the form of nested 
rectangles 
Zoom in on a particular item while keeping in view of the 
neighbourhood context 
Filter out uninteresting or unwanted items 
Details on demand by clicking on any object under selection 
View relationships among software objects directly 
Extract sub-collections of items based on query parameters 
Solution Use a Nested View 
ii-o!^LE;ya==k=^; 
A space filling approach of visualizing large hierarchical data sets 
(packages, classes and interfaces) and their inter-relationships or structural 
dependencies in the source code. It allows to visualize the hierarchical 
structure (tree) by representing (mapping) the nodes with nested rectangles. 
The relationships among nodes are shown directly with directed lines 
emanating from source to destination node. 





The display consists of a number of software objects (packages 
classes! I and interfaces!—I) and their inter-relationships or structural 
dependencies in the source code. 
Problem How to display large hierarchical tree structures showing dependencies 
among software objects? 
Forces To visualize and navigate small software structures within fixed space of 
a computer screen 
Overview of entire structure of software system in the form of nodes and 
links 
Zoom in on a particular item while keeping in view of the 
neighbourhood context 
Filter out uninteresting or unwanted items 
Details on demand by clicking on any object under selection 
View relationships among software objects directly 
Extract sub-collections of items based on query parameters 
Solution Use a Tree View 
It displays the hierarchical structure (tree) by representing an acyclic 
graph of a set of nodes and their relationships. Nodes may represent 
software objects like packages, classes, interfaces and so on. Edges may 
represent semantic relationships among those software objects. In this 
structure, each element may be logically followed by two or more other 
elements, there is one element with no predecessor called the root node, 
every other element has a predecessor, and there are no circular lists. 
Examples Visualize it! 
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Appendix D. Participant Evaluation Form 
Thank you for completing this form based on your own background and experiences. All 
responses will remain anonymous and results will be used solely for research purposes. 
D.l Participant's Profile 
1. Age: years 
2. Gender: • Male • Female 
3. What is your first language? 
• English • French • Other (Please specify): 
4. What is your field of study? 
5. What is your highest level of education? 
6. What is your current position/employment? 
• Professor • Student • Employee 
• Other (Please specify): 
7. Are you a left-handed person? • Yes • No 
8. Do you wear glasses? • Yes • No 
9. Color Blinded-ness i.e. difficulty in distinguishing certain colors? 
• No • Yes (Please specify): 
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D.2 Software Visualization and Maintenance Knowledge 
1. How many graduate-level software maintenance courses have you taken? 
• None D 1-2 • >2 courses 
2. How would you rate your knowledge of the Software Maintenance? 
• None • Basic • Intermediate • Advanced 
3. Have you ever used any Visualization tool? 
• No D Yes If yes, which one(s) and for what purpose? 
4. How would you rate your experience with Software Visualization tools (i.e. Creole 
and Structural Analysis for Java (SA4J)? 
• None • Basic • Intermediate • Advanced 
D.3 Application Experience 
1. How would you rate your experience with Java language? 
• None • Basic • Intermediate • Advanced 
D.4 Hobbies and Interests 
1. Please list some of your hobbies and interests below: 
Thank You!! » J 
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Appendix E. Informed Consent to Participate in 
Research 
-'"" - «W5¥lRSiTf t Human 
C^Concordia "v*^ s ^ ^ , 
\rS , < 'engineering 
^ U N I V E R S I T Y ' X Group 
This is to state that I agree to participate in a research study on Developing a 
Framework to Measure Comprehension Support Provided by Visualization Systems 
conducted at the Department of Computer Science and Software Engineering, Concordia 
University, Montreal, Canada. The main researchers are: Dr. Ahmed Seffah, Dr. Sudhir 
Mudur and Harkirat Kaur Padda. Harkirat Padda, a PhD candidate 
(padda@encs.concordia.ca, phone 514-848-2424 ext. 7165) is in charge of the study. 
E.l Purpose of The Study 
I have been informed that the purpose of the research is to evaluate two software 
visualization tools, Structural Analysis for Java (SA4J) and Creole. These tools visualize 
the static structure of a Java software system depicting the dependencies among various 
software objects using the underlying visualization techniques. The tool SA4J uses two 
techniques, i.e. 'radial visualization' and 'pyramid or skeleton visualization', to show the 
static structure of a Java program. Creole uses techniques like 'treemap' and 'tree' 
visualization to represent the structure of a Java software system. For the comprehension 
study, these four visualization techniques will be considered. 
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E.2 Procedure 
The study is designed to ask software professionals, having knowledge and 
experience in the field of software maintenance and visualizations in general, to explore 
the two software visualization tools - SA4J and Creole. You will be asked to answer a 
questionnaire comprising of 23 multiple choice questions for each of the 4 visualization 
techniques, and to accomplish 1 simple task using these visualization tools. This should 
take no more than 120 minutes of your time. 
For the purposes of the study, an audio and video recording of your interactions with 
the tools will be stored in the database. 
We anticipate no risk to you as a result of your participation in this study other than 
the inconvenience of the time to complete the questionnaire and to use the visualization 
tools. While there may be no immediate benefit to you as a result of your participation in 
this study, it is hoped that we may gain valuable information about your experiences to 
develop a comprehension measurement framework. 
All provided information and data collection will be stored anonymously in a 
database, with no information that can identify participants. Results from this study will 
be reported only in aggregate form in scientific communications like articles, workshops, 
and conference presentations. A complete summary of the results will be published in a 
thesis. 
If you wish to receive the results of this study, please check the box below and 
provide an e-mail address. 
Name: 
• Mail address: 
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E.3 Conditions of Participation 
• I understand that I am free to withdraw my consent and discontinue my participation 
at anytime without negative consequences. 
• I understand that my participation in this study is CONFIDENTIAL (i.e., the 
researcher will know, but will not disclose my identity) 
• I understand that the data from this study may be published. 
I HAVE CAREFULLY STUDIED THE ABOVE AND UNDERSTAND THIS 
AGREEMENT. I FREELY CONSENT AND VOLUNTARILY AGREE TO 
PARTICIPATE IN THIS STUDY. 
NAME (please print) 
SIGNATURE 
If at any time you have questions about your rights as a research participant, please 
contact Ms. Adela Reid, Research Ethics and Compliance Officer, Concordia University, 
at (514) 848-7481 or by email at areid(a),alcor.concordia.ca or Adela.Reid(fb,concordia.ca 
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Appendix F. Checklist for Study 
F.l Before the Test Begins 
1. The following documents should be ready: 
a. Consent form 
b. Pre-test questionnaire 
c. Task document 
d. Visualization patterns documents 
e. Post-test questionnaires 
2. Tools should be running and software program should be parsed. 
3. Webcam should be adjusted for sharp image. 
4. Both the microphone sets should be adjusted to same 'RF channel' and should be 
powered on throughout the recording. 
5. Morae Recorder settings should be set as follows: 
a. File name should be given for saving the recording 
b. Check that the folder for saving the recording is not changed 
c. Capture options should be ticked for microphone, keystrokes, screen text and 
mouse clicks 
d. Ensure that the 'mouse clicks' options should be ticked for highlighting the 
effects of left mouse clicks, middle mouse clicks, and right mouse clicks 
e. Visibility during recording should be set to 'minimize to tray' 
f. 'Start details' and 'Stop details' should be adjusted to manual setting 
g. The Settings option under the Record menu should be adjusted for 'Lossless 
video' and the audio of the wireless device should be set to maximum 
291 
6. For SA4J: Make sure the UI skin is adjusted to 'Structural Analysis' 
7. For Creole: Make sure the Node Labels are adjusted to Above Node (fixed) and 
Navigation to 'Fisheye' 
8. Perform a test recording to make sure that recording will be successful and is audible 
later on. 
F.2 During the Test 
1. Welcome the participant 
2. Get consent form signed 
3. Get the pre-test questionnaire filled in 
4. Give visualization patterns for the coaching session 
5. Give the task document and the questionnaires 
6. Persuade them to think-aloud while performing the assigned task 
F.3 After the Test 
1. Ask a final question: rank the four visualization techniques in order of your likeability 
to depict the static structure of underlying software system? 
2. Ask the participant for signatures after giving a thanking gift. 
292 
Appendix G. Analysis of Participants' Responses 
1. Are you able to navigate from one location to another in the visualization? 
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wha t , N o 
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2. Are you able to undo your manipulation operations (e.g. select, click, move etc.) with 
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3. Are you able to see the location of any information object with respect to an overall 
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5. Is the visualization symmetrically well-represented (i.e. organized vertically or 
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6. Is there only necessary (i.e. redundant, not reasonable) information on the screen? 
Radial 
Some
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|§ ^ ^ ^ Y e s 
73% 
7. Are you able to understand the meanings of icons/symbols/labels used in the 
display? 
294 
8. Are you able to clearly identify the information objects displayed in the 
visualization despite any overlapping? 
Radial 
No 


















No 2 0 % 
—58** \ ^ what 
27% 
9. Are the used visual attributes (like - size, shape, color, texture etc.) for 
icons/information objects appropriate to distinguish them in display? 
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\ / 0 % 
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10. Can the icons/symbols/labels be interpreted or expressed in only one way (i.e. there 
















f7 % Some I 
what " \ d~^±. 20%
 j ^ ^ 






what ~^^ i - ^ ^ 
7% ^ ^ ^ k 
Yes 
80% 
11. Are you able to see the most important element in the display based on any visual 
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12. Are you able to differentiate (based on visible change in shape/color/size/brightness 










what % f 7o/0 
0% \ J 
4fc 
Yes 
9 3 % 
NestedView 
Some 
wha t A No 
7% \ / 0 % 
4» 
Yes 
9 3 % 
Tree 
Some 
what - \ 
2 0 % 
No 
/ 0 % 
Yes 
8 0 % 
13. Is it easy to figure out how to use various artifacts (e.g. buttons, links, information 
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14. Are you able to easily manipulate (e.g., select, move, click etc.) all the artifacts (e.g. 





















15. Just looking at the visualization, can you answer which information objects are 
related to one another? 
Radial 
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16. Do you think the visual design of the information objects reveals the features of the 
underlying information? (For example: size of a 'class' or depth of an information 
object in the information hierarchy) 
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20. Do you think with this visualization you are able to effectively perform the intended 
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21. Do you think that there is no need of some other related views in the form of 
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22. Are the interaction methods of input devices, like - mouse, keyboard or vests in 
HMD etc., natural to you? (For example: if clicking the buttons on the mouse leads 
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23. Are the icons/symbols used in the visualizations similar to the one that are used in 
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G.2 Normal Distribution Curves for Pyramid Technique 
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G.3 Normal Distribution Curves for NestedView Technique 
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G.4 Normal Distribution Curves for Tree Technique 
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Appendix H. Analysis of Variance (ANOVA) 
Overview 
ANOVA is a powerful and versatile statistical technique that is a primary used to 
compare the means of several groups of observations (Turner and Thayer, 2001). The 
analysis is based upon the theory that the samples come from normally distributed 
populations with the same standard deviation. It is assumed that the variable of interest is 
normally distributed within each group and that each group has the same standard 
deviation for that variable. The total variance of any sample data set is partitioned into 
two classes - between-group variability and within-group variability. The between-group 
variability measures how the sample mean of each group differs from the overall or grand 
mean. Within-group variability is used to estimate the variation within each group, and it 
measures the variation about the mean of each group. The main goal in ANOVA is to see 
whether or not the between-group variability is significantly greater than that of within-
group variability. This difference helps to determine if the groups came from different 
populations or not. 
H.l One-Way ANOVA Test 
The total comprehension score for each of the participant is shown in Table H.l. 
These values are then used to perform one-way ANOVA test to confirm the groupings of 
participants into experts, intermediates, and novices for each visualization technique as 
shown in Tables H.2 to H.5. In all the tables from H.2 to H.5, the degree of freedom 
between groups is 'k-T and degree of freedom within-groups is 'N-k' (where 'k' is the 
number of groups i.e. 3 in our case, and 'N' is the number of participants i.e. 15) 
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Table H.2: ANOVA Results for Radial Technique 




















































Table H.3: ANOVA Results for Pyramid Technique 





















































Table H.4: ANOVA Results for NestedView Technique 




















































Table H.5: ANOVA Results for Tree Technique 





















































Using the same tabular data as depicted in Table H.l, the one- way ANOVA test is 
performed for two groups of 7 females, and 8 males having 1 degree of freedom between 
groups and 13 degrees of freedom within group as shown in Table H.6. 





















H.2 One Factor Repeated Measure ANOVA 
One factor repeated measure ANOVA was applied to test the variation in the sample 
of participants for each of the individual technique, as the same participants were 
repeatedly testing each technique. The tabular data depicted in Table H.l is rewritten in 
Table H.7 for the purposes of following calculations. 
Number of participants = 15 
Number of techniques = 4 
Therefore N (total number of scores) = 15 *4 = 60 
IX or T (i.e. sum of all the scores) = 4167.49 
Therefore, T2/N = 289466.2 
IX2 (i.e. sum of squares of all scores) = 299249 
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SSBETWEEN PARTICIPANTS = ((sum of squares of all RowSUM scores)/Number of 
techniques)) - T7N = 2902.728 
SSJECHNIQUES = ((sum of squares of all ColumnSUM scores)/Number of participants)) -
T2/N = 4339.623 
SSpARTlClPANTS * TECHNIQUES = £ X 2 - TVN - SSBETWEEN PARTICIPANTS ~ SSjECHNlQUES = 
2540.47 
df (BETWEEN PARTICIPANTS) = Number of participants- 1 = 14 
df (TECHNIQUES) = Number of techniques - 1 = 3 
The ANOVA results for all the four visualization techniques is shown in Table H.8 
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Table H.8: One Factor Repeated Measures ANOVA Results 
Groups 
Radial 
Pyramid 
NestedView 
Tree 
ANOVA 
Source of 
Variation 
SSBETWEEN 
PARTICIPANTS 
SSTECHNIQUES 
Error 
(PARTICIPANTS * 
TECHNIQUES) 
Total 
Count 
15 
15 
15 
15 
SS 
2902.728 
4339.623 
2540.47 
9782.821 
Sum 
1200.79 
844.99 
1047.51 
1074.2 
df 
14 
3 
42 
59 
Average 
80.05267 
56.33267 
69.834 
71.61333 
MS 
207.3377 
1446.541 
60.48739 
Variance 
107.3646 
121.1039 
77.36614 
82.96524 
F 
23.91475 
P-value 
<0.01 
F crit 
4.29 
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