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Bell’s inequality for continuous-variable bipartite systems is studied. The inequality is expressed in
terms of pseudo-spin operators and quantum expectation values are calculated for generic two-mode
squeezed states characterized by a squeezing parameter r and a squeezing angle ϕ. Allowing for
generic values of the squeezing angle is especially relevant when ϕ is not under experimental control,
such as in cosmic inflation, where small quantum fluctuations in the early Universe are responsible
for structures formation. Compared to previous studies restricted to ϕ = 0 and to a fixed orientation
of the pseudo-spin operators, allowing for ϕ 6= 0 and optimizing the angular configuration leads to
a completely new and rich phenomenology. Two dual schemes of approximation are designed that
allow for comprehensive exploration of the squeezing parameters space. In particular, it is found
that Bell’s inequality can be violated when the squeezing parameter r is large enough, r & 1.12, and
the squeezing angle ϕ is small enough, ϕ . 0.34 e−r.
PACS numbers: 03.65.-w, 03.67.-a, 03.65.Ud, 03.67.Mn, 03.65.Ta
I. INTRODUCTION
Bell’s inequalities [1] play a major role in Physics.
Their experimental violation [2–5] demonstrates that Na-
ture cannot be described by a strongly local (no causal in-
fluence travels faster than light) and deterministic theory.
Instead, it obeys the laws of Quantum Mechanics, where
a violation can occur when the system is placed in an en-
tangled state. Historically, this type of quantum states
was considered for the first time by Einstein, Podolsky
and Rosen (EPR) in Ref. [6]. In that paper, they studied
a system made of two particles with a quantum state en-
tangled in position space. Subsequent works have rather
formulated the problem in terms of discrete variables,
typically spin variables for which the Bell inequalities
usually takes the Clauser-Horne-Shimony-Holt (CHSH)
form [7]. Recently, however, in Ref. [8], it was shown
how (discrete) pseudo-spin operators can be constructed
out of (continuous) position operators, thus opening the
possibility to test the Bell inequalities in its CHSH form
for continuous variable systems.
Testing Bell’s inequalities for continuous variable sys-
tems [9–13] is interesting not only for investigating the
EPR argument in its original formulation but also be-
cause it allows us to treat the case of quantum fields
where the role of the continuous variable is played by the
(Fourier) amplitude of the field. This is especially rele-
vant because when a quantum field interacts with a clas-
sical source, particle creation occurs and, typically, the
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corresponding system is in a squeezed state, an example
of entangled state. Such states contains genuine quantum
correlations as can also be checked by computing their
quantum discord [14–16]. The above mentioned situa-
tion arises, for instance, in the Schwinger effect [17] but
also in the cosmic inflationary mechanism [18–29] (for re-
views, see Refs. [30–35]) for large scale structures growth
and Cosmic Microwave Background Radiation (CMBR)
anisotropies [36, 37].
In this paper, we reconsider the work of Ref. [8] and
extend it in various directions, in order to be able to
treat the case of quantum field theory and cosmology,
topics that we plan to address in subsequent papers [38].
Compared to Ref. [8], we have obtained several new and
important results that we now briefly describe. Firstly,
we have treated the general case of a two-mode squeezed
state with non-vanishing squeezing angle. In Ref. [8], the
squeezing angle was set to zero since it is a controllable
parameter in the laboratory and, hence, might be tuned
to zero by working with specific experimental set-ups.
However, in the case of e.g. cosmic inflation, the squeez-
ing angle is “God-given” and, crucially, is non-vanishing
and dynamical [39, 40]. This leads to a new and rich phe-
nomenology. Secondly, we have numerically computed
the pseudo-spin correlation functions and checked, when
possible, our results with those of Ref. [8]. Global agree-
ment is usually found even if we have also detected some
slight differences. Thirdly, we have derived the optimal
configuration leading to Bell’s inequality violation and
have shown that very relevant differences can happen
compared to the standard configuration used in Ref. [8].
For instance, we have exhibited squeezing parameters
and angles such that a violation occurs for the optimal
configuration but not for the standard one. Fourthly, we
2have obtained several approximated formulas regarding
the pseudo-spin correlation functions and Bell’s opera-
tor expectation values which allowed us to better under-
stand their dependence on the squeezing parameter and
angle, and to interpret the numerical calculations. This
also made possible studying violation of Bell’s inequality
in regimes that would be impossible to reach numeri-
cally. Finally, for the first time to our knowledge, we
have produced a map in the two-dimensional squeezing
space (squeezing parameter and angle) of Bell’s inequal-
ity violation, see Fig. 5. This can serve as a useful guide
to find the optimal squeezing parameter and angle given
a specific experimental design.
The paper is organized as follows. In the next sec-
tion, Sec. II, we introduce the pseudo-spin operators and
study their properties. In Sec. III, we define the Bell op-
erator and compute its expectation value for a two-mode
squeezed state with arbitrary squeezing parameter and
angle. We also pay special attention to the four angles in-
volved in the definition of the Bell operator and derive the
corresponding optimal configuration. In Sec. IV, we then
investigate for which value of the squeezing parameter
and angle Bell’s inequality is violated. Finally, in Sec. V,
we present our conclusions. The technical aspects of the
work are summarized in six appendices. In Sec. A, we
numerically calculate the spin correlation functions. In
Secs. B and C, we design generic approximation schemes
allowing us to interpret the numerical computations and
explore regions that cannot be accessed numerically. In
Secs. D and E, we work out the large squeezing limit in
the two dual cases where the squeezing angle is close to 0
and π/2 respectively. In Sec. F finally, we show how dif-
ferent orientations of the pseudo-spin operators in phase
space can be dealt with.
II. SPIN OPERATORS FOR CONTINUOUS
VARIABLE SYSTEMS
The standard formulation of the Bell-CHSH inequal-
ity is written in term of spin variables. In this section,
following Ref. [8], we explain how, in the case of a con-
tinuous variable system, one can define such quantities.
Let Q be some continuous variable taking values in R.
It can be the position of a particle but also the (Fourier)
amplitude of some quantum field. We divide the real axis
in an infinite number of intervals [nℓ, (n+ 1)ℓ] of length
ℓ, where n is an integer number running from −∞ to
+∞. Then, we define the operator Pˆ (n, ℓ) by
Pˆ (n, ℓ) ≡
∫ (n+1)ℓ
nℓ
dQ |Q〉〈Q| . (1)
Clearly, Pˆ (n, ℓ) is a projector since we have
Pˆ (n, ℓ)Pˆ (m, ℓ) = δnmPˆ (n, ℓ). Its eigenvectors can
be written as (up to normalization)
[
Iˆ− Pˆ (n, ℓ)
]
|Ψ〉
and Pˆ (n, ℓ)|Ψ〉, where |Ψ〉 is any wavefunction, with
corresponding eigenvalues 0 and 1 respectively. If one
starts from a state |Ψ〉 which has support everywhere
on R, then the state Pˆ (n, ℓ)|Ψ〉 has support only in the
interval [nℓ, (n+ 1)ℓ] and vanishes elsewhere. In some
sense, it only retains the part of |Ψ〉 present in that
interval. Moreover, the mean value of Pˆ (n, ℓ) in the
state |Ψ〉 gives the probability to find the system in the
interval [nℓ, (n+ 1)ℓ].
The next step consists in introducing the following op-
erator
Sˆz(ℓ) =
+∞∑
n=−∞
(−1)nPˆ (n, ℓ) (2)
=
∞∑
n=−∞
(−1)n
∫ (n+1)ℓ
nℓ
dQ|Q〉〈Q| . (3)
This defines a spin variable because the eigenvalues of
this operator are ±1. This can be proven by noticing
that Sˆ2z (ℓ) = Iˆ. Indeed, one has
Sˆ2z (ℓ) =
+∞∑
n=−∞
+∞∑
m=−∞
(−1)n+m
×
∫ (n+1)ℓ
nℓ
∫ (m+1)ℓ
mℓ
dQdQ |Q〉〈Q|Q〉〈Q|. (4)
The scalar product 〈Q|Q〉 gives a Dirac function δ(Q−Q)
but only if Q and Q belong to the same interval (other-
wise they cannot be equal). This means that one must
have n = m. As a consequence,
Sˆ2z (ℓ) =
∑
n,m
(−1)n+mδnm
∫ (n+1)ℓ
nℓ
dQ |Q〉〈Q| (5)
=
+∞∑
n=−∞
∫ (n+1)ℓ
nℓ
dQ |Q〉〈Q| = Iˆ, (6)
since the probability to find the particle somewhere on
the real axis is always one. The eigenvectors of Sˆz(ℓ) are
the wavefunctions having support within ∪n[2nℓ, (2n +
1)ℓ] (eigenvalue +1) and within ∪n[(2n−1)ℓ, 2nℓ] (eigen-
value −1). In particular, Pˆ (n, ℓ)|Ψ〉 is an eigenvector of
Sˆz(ℓ) with eigenvalue (−1)n.
Having defined the spin operator along the z-axis, we
now need to introduce the operators Sˆx(ℓ) and Sˆy(ℓ). To
do this, we define an operator Tˆ (n, ℓ) by the following
expression
Tˆ (n, ℓ) =
∫ (n+1)ℓ
nℓ
dQ |Q〉〈Q+ ℓ| . (7)
Given the interval [nℓ, (n+ 1)ℓ], this operator takes
the “translated” part (by ℓ) of |Ψ〉 and restricts it to
[nℓ, (n+ 1)ℓ]. The fact that Tˆ (n, ℓ)|Ψ〉 has support
only in this interval can be checked from the relation
3Pˆ (n, ℓ)Tˆ (n, ℓ) = Tˆ (n, ℓ). In the same manner, one can
show that the adjoint of Tˆ (n, ℓ),
Tˆ †(n, ℓ) =
∫ (n+2)ℓ
nℓ+ℓ
dQ |Q〉〈Q− ℓ| , (8)
takes the translated part (by −ℓ) of |Ψ〉 and restricts it
to the interval [(n+ 1)ℓ, (n+ 2)ℓ], as confirmed by the
fact that Pˆ (n+ 1, ℓ)Tˆ †(n, ℓ) = Tˆ †(n, ℓ).
One can then define the “spin step” operators Sˆ+ and
Sˆ− through the relations
Sˆ+(ℓ) =
∞∑
n=−∞
Tˆ (2n, ℓ) =
∞∑
n=−∞
∫ (2n+1)ℓ
2nℓ
dQ |Q〉〈Q + ℓ|
(9)
and Sˆ−(ℓ) = Sˆ
†
+(ℓ). The operator Sˆ+(ℓ) takes an eigen-
state of Sˆz(ℓ) with eigenvalue −1 and transforms it into
another eigenstate of Sˆz(ℓ) but, this time, with eigenvalue
+1. The proof goes as follows: an eigenstate of Sˆz(ℓ)
with eigenvalue −1 can be written as Pˆ (2n+1, ℓ)|Ψ〉. In
order to check that Sˆ+(ℓ)Pˆ (2n+1, ℓ)|Ψ〉 is also an eigen-
state of Sˆz(ℓ), one has to evaluate Sˆz(ℓ)Sˆ+(ℓ)Pˆ (2n +
1, ℓ)|Ψ〉. Using the relations Sˆ+(ℓ)Pˆ (2n + 1, ℓ) =
Tˆ (2n, ℓ) and Sˆz(ℓ)Tˆ (n, ℓ) = (−1)nTˆ (n, ℓ), one obtains
that Sˆz(ℓ)Sˆ+(ℓ)Pˆ (2n + 1, ℓ)|Ψ〉 = Sˆz(ℓ)Tˆ (2n, ℓ)|Ψ〉 =
(−1)2nTˆ (2n, ℓ)|Ψ〉 = Sˆ+(ℓ)Pˆ (2n+1, ℓ)|Ψ〉, which demon-
strates that, indeed, Sˆ+(ℓ)Pˆ (2n+1, ℓ)|Ψ〉 is an eigenstate
of Sˆz(ℓ) with eigenvalue +1. A similar proof showing that
Sˆ−(ℓ) takes an eigenstate of Sˆz(ℓ) with eigenvalue +1 and
transforms it into another eigenstate but with eigenvalue
−1 can easily be constructed along the same lines.
One is now in a position to introduce the x and y com-
ponents of the pseudo-spin system. They are defined in
terms of the spin step operators by the usual expressions,
namely
Sˆx(ℓ) = Sˆ+(ℓ) + Sˆ−(ℓ), (10)
Sˆy(ℓ) = −i
[
Sˆ+(ℓ)− Sˆ−(ℓ)
]
. (11)
Using the result that [Sˆz(ℓ), Tˆ (n, ℓ)] = 2(−1)nTˆ (n, ℓ),
one can verify that [Sˆz(ℓ), Sˆx(ℓ)] = 2iSˆy(ℓ) and
[Sˆy(ℓ), Sˆz(ℓ)] = 2iSˆx(ℓ). Since one also has
[Tˆ (2n, ℓ), Tˆ †(2m, ℓ)] = δn,m[Pˆ (2n, ℓ)− Pˆ (2n+ 1, ℓ)], one
obtains [Sˆx(ℓ), Sˆy(ℓ)] = 2i[Sˆ+(ℓ), Sˆ−(ℓ)] = 2iSˆz(ℓ). Fi-
nally, one can check that Sˆ2x(ℓ) = Sˆ
2
y(ℓ) = Iˆ, which com-
pletes the construction of our spin operators. Notice that
here, the choice of ℓ is entirely controllable by the ob-
server.
III. BELL’S INEQUALITY
Having defined pseudo-spin operators in the last sec-
tion, one can now proceed and introduce a Bell operator.
Let us consider the case of a bipartite system (1) ⊗ (2).
Since we want to study the Bell’s inequalities in their
CHSH form, we define the following operator
Bˆ(ℓ) ≡
[
n · Sˆ(1)(ℓ)
]
⊗
[
m · Sˆ(2)(ℓ)
]
(12)
+
[
n · Sˆ(1)(ℓ)
]
⊗
[
m
′ · Sˆ(2)(ℓ)
]
(13)
+
[
n
′ · Sˆ(1)(ℓ)
]
⊗
[
m · Sˆ(2)(ℓ)
]
(14)
−
[
n
′ · Sˆ(1)(ℓ)
]
⊗
[
m
′ · Sˆ(2)(ℓ)
]
, (15)
where n, n′, m and m′ are four arbitrary unit vectors
that can be expanded in terms of their polar and az-
imuthal angles, n = (sin θn cosφn, sin θn sinφn, cos θn)
(and similar expressions for the three other vectors).
From now on, without loss of generality, we set all az-
imuthal angles to zero. Let us then introduce the corre-
lation function
E (ℓ,n,m) ≡
〈[
n · Sˆ(1)(ℓ)
]
⊗
[
m · Sˆ(2)(ℓ)
]〉
(16)
= sin θn sin θm〈Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)〉
+ cos θn cos θm〈Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)〉 , (17)
where the expectation value is with respect to the quan-
tum state of the system under scrutiny. In general, terms
proportional to 〈Sˆ(1)z (ℓ)Sˆ(2)x (ℓ)〉 and 〈Sˆ(1)x (ℓ)Sˆ(2)z (ℓ)〉 are
also present, but for the two-mode squeezed state we con-
sider below, it is shown in Sec. A 4 that these correlators
vanish. This expression allows us to calculate the expec-
tation value of the Bell operator, namely
〈Bˆ(ℓ)〉 =E (ℓ, θn, θm) + E (ℓ, θn, θ′m) + E (ℓ, θ′n, θm)
− E (ℓ, θ′
n
, θ′
m
) . (18)
Several remarks are in order here. Firstly, the correla-
tion function does not involve the y-axis component of
the spin and this is of course a consequence of the fact
that we have taken vanishing azimuthal angles. Secondly,
we notice that the expectation value of the Bell operator
is entirely calculable in terms of the two-point correlation
functions of the spin operators. This is the reason why
we study them in detail in Sec. A. Thirdly, as is well-
known, local realistic theories imply |〈Bˆ(ℓ)〉| ≤ 2 while
quantum mechanics only imposes the so-called Cirel’son
bound [41], namely |〈Bˆ(ℓ)〉| ≤ 2√2. Therefore, any sit-
uation such that 2 < |〈Bˆ(ℓ)〉| ≤ 2√2 will be referred to
as violation of Bell’s inequalities. Fourthly, the polar
angles θn, θm, θ
′
n
and θ′
m
need to be carefully chosen.
The standard choice, made in Ref. [8], is to take θn = 0,
θm = π/4, θ
′
n
= π/2 and θ′
m
= −π/4. However, this
does not correspond to the optimal configuration. By
varying Eq. (18) with respect to the four polar angles,
one can show that the later is given by θn = 0, θ
′
n
= π/2
and θ′
m
= −θm with
θm = arctan
[
〈Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)〉
〈Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)〉
]
. (19)
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FIG. 1: Expectation value of the Bell operator Bˆ as a func-
tion of ℓ, for different squeezing parameters r and squeezing
angle ϕ = 0. Situations where 〈Bˆ〉 > 2 indicate violation of
Bell’s inequalities, and one can check that the Cirel’son bound
〈Bˆ〉 < 2√2 is always satisfied.
In the following, we always work with this choice unless
explicitly specified otherwise. With these angles, one has
〈Bˆ〉 = 2
√
〈Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)〉2 + 〈Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)〉2 . (20)
From this expression, the Cirel’son bound 〈Bˆ〉 < 2√2 is
easily obtained since the two-point correlators of the spin
operators must be comprised between −1 and 1 (having
eigenvalues −1 and 1).
In order to calculate concretely the expectation value
of the Bell operator, see Eq. (18), we need to specify the
quantum state in which the system is placed. In this
paper, we consider the two-mode squeezed state
|Ψ2 sq〉 = 1
cosh r
∞∑
n=0
e−2inϕ tanhn r|n1, n2〉, (21)
where r > 0 is the squeezing parameter and ϕ is the
squeezing angle. So far only the case ϕ = 0 was studied
but, here, we treat the most general situation. The ket
|n1, n2〉 represents the state of the bipartite system such
that the sub-systems (1) and (2) have the same number
of quantas, namely n (not to be confused with a situation
where there would be n1 quantas in the first system and
n2 quantas in the second one; in our notations, “1” and
“2” are labels for the two sub-systems).
The quantum state (21) is exactly the state in which
the cosmological fluctuations are placed at the end of in-
flation, see for instance Refs. [36, 37]. It is also worth
noticing that, in this context, r ≃ 100, a much larger
number than what can be achieved in the laboratory
(typically a few). Since we have in mind applications
to cosmology, this reinforces the motivation for deriv-
ing a large-squeezing limit as done in Sec. D. It is well-
known that the CMBR is the best black body known in
Nature [42] since it is not possible to reproduce a ther-
mal spectrum at this level of accuracy in the laboratory.
In some sense, cosmological perturbations have a simi-
lar property, since they are placed in a quantum state
the squeezing parameter of which is much larger than
what can be obtained in the laboratory. As a final com-
ment, let us also notice that, when r goes to infinity, the
state (21) exactly tends towards the EPR state.
It is also interesting to recall that the state (21) has a
positive definite Wigner function [16]. Bell suggested [43]
that the non-negativity of the Wigner function, which
can therefore be interpreted as a stochastic distribution,
would prevent Bell’s inequality violation. However, in
Refs. [44–46], it was shown that Bell’s inequalities vio-
lation can occur, in particular if the operators used are
non-analytical in the dynamical variables, which is pre-
cisely the case of the pseudo-spin operators used in this
work.
As mentioned before, calculating the expectation value
of the Bell operator implies to evaluate the two-point cor-
relation functions of the spin operators. Unfortunately,
for the state (21), this cannot be done analytically and
we have to rely on numerical calculations. The details of
those computations are explained in Sec. A and, here, we
just quote the results.
Let us first describe the case where the squeezing angle
vanishes, see Fig. 1, where 〈Bˆ(ℓ)〉 is represented versus
log2 ℓ for different values of r. In the small ℓ limit, we
have shown in Sec. B 2 that 〈Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)〉 → 1 and
〈Sˆ(1)y (ℓ)Sˆ(2)y (ℓ)〉 = 〈Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)〉 → 0, hence 〈Bˆ(ℓ)〉 →
2 from Eq. (20) (in Fig. 1, this result is also valid for r = 5
but, in that case, just happens for values of ℓ smaller than
those plotted in the figure). In the large ℓ limit, we notice
that we also have a plateau, the value of which depends
on the squeezing parameter. It is shown in Sec. B 1 that,
in this limit, 〈Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)〉 = 〈Sˆ(1)y (ℓ)Sˆ(2)y (ℓ)〉 → 0 and
〈Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)〉 → 2/π arctan[sinh(2r)], this last formula
having already been obtained in Ref. [8]. From Eq. (20),
one then has
〈Bˆ(ℓ)〉 → 4
π
arctan [sinh(2r)] (22)
in this limit and one can check that this value fits very
well the ones observed in the plot. Between the two
plateaus, we observe a more complicated structure with
a bump. In Sec. C, we develop an approximation scheme
which is able to reproduce with very high accuracy the
shape of this bump. Of course the most striking feature
is that, for values such that r & 1.12, one has violation
of Bell’s inequality. One notices that, when r becomes
large, the Cirel’son bound is quickly saturated but never
crossed, which further checks the consistency of our nu-
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FIG. 2: Expectation value of the Bell operator Bˆ as a function of ℓ, for r = 1 (left panel) and r = 2 (right panel), and different
squeezing angles ϕ. As in Fig. 1, Bell’s inequality violation threshold 〈Bˆ〉 = 2 and the Cirel’son bound 〈Bˆ〉 < 2√2 are displayed,
see the two horizontal black lines. One can see that, in general, increasing ϕ from 0 tends to make Bell’s inequalities violation
more difficult to achieve. The situations where ϕ = π/6 and ϕ = π/3 give rise to exactly the same result (as a consequence of
the invariance of 〈Bˆ〉 under ϕ→ π/2− ϕ), which is why we have used a dashed line for ϕ = π/3.
merical computation. Let us also remark that the larger
r, the wider the region where Bell’s inequality is violated.
Let us now study the case of a non-vanishing squeez-
ing angle. As already mentioned, this is the first time
that this is done. The results are presented in Figs. 2
for r = 1 and ϕ = 0, π/6, π/4, π/3 and 1.366 (left
panel) and r = 2 (right panel) for the same values of ϕ.
As explained in Sec. A, the cases where ϕ does not be-
long to [0, π/4] can be easily deduced from the situations
where ϕ ∈ [0, π/4] applying straightforward transforma-
tion rules. In particular, it is shown that ϕ and π/2− ϕ
give rise to the same expectation value of the Bell op-
erator, and one can check that the curves for ϕ = π/6
and π/3 are indeed the same in Figs. 2. In the small ℓ
limit, one still has the plateau at 〈Bˆ(ℓ)〉 ≃ 2 in agree-
ment with Sec. B 2 since this limit is independent of ϕ.
In the large ℓ limit, a plateau is also present, the value of
which depends this time both on r and ϕ. In Sec. B 1, we
shown that 〈Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)〉 = 〈Sˆ(1)y (ℓ)Sˆ(2)y (ℓ)〉 → 0 and
that the limit of 〈Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)〉 is given by Eq. (B7).
From Eq. (20), this gives rise to
〈Bˆ(ℓ)〉→ 4
π
arctan

 cos(2ϕ) sinh(2r)√
cosh2(2r) − cos2(2ϕ) sinh2(2r)

 ,
(23)
which directly generalizes Eq. (22). Between the two
plateaus, one notices oscillatory patterns with various
peaks and dips. This behavior is more complicated than
for the case ϕ = 0 where one just has a simple bump.
But the most important difference between these config-
urations is of course that it seems more difficult to violate
Bell’s inequalities when ϕ 6= 0. For instance, for r = 2
and ϕ = 0, there is a regime where 〈Bˆ(ℓ)〉 ≥ 2 while, for
the other values of ϕ 6= 0 considered, this is not the case.
Finally, it is interesting to study the impact of work-
ing with optimized angles rather than with the standard
choice, θn = 0, θm = π/4, θ
′
n
= π/2 and θ′
m
= −π/4. In
Fig. 3, we have represented 〈Bˆ(ℓ)〉 for different values of
r and ϕ = 0 (left panel) and r = 2 and different values
of ϕ (right panel) in the cases of standard and optimized
angles. One notices that, of course, the optimized re-
sult is always above the standard one. One also remarks
that, although the two cases are similar in the vicinity
of the bump, they strongly differ for the small and large
ℓ plateaus. However, one could argue that working with
optimized angles is, after all, not that important since
around the region where Bell’s inequality is violated the
standard angles approximately lead to the same result.
But this is not always the case as revealed, for instance,
in Fig. 4 where we have plotted 〈Bˆ(ℓ)〉 for r = 3 and
ϕ = 0.03. We see that for the standard choice, no viola-
tion occurs while, for the optimized angles, the presence
of a “feature” enables to cross the 〈Bˆ(ℓ)〉 = 2 threshold.
Of course, this is only a specific case but, as a matter
of fact, we have checked that it happens in many other
situations.
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FIG. 3: Expectation value of the Bell operator Bˆ as a function of ℓ, with the standard polar angles θn = 0, θm = π/4,
θ′n = π/2 and θ
′
m = −π/4 used in Ref. [8] notably (dashed lines), and in the optimal configuration where θn = 0, θ′n = π/2
and θ′m = −θm is given by Eq. (19) (solid lines). The left panel presents the result for different values of r and ϕ = 0, while
in the right panel, r = 2 and different values of ϕ are used.
IV. BELL’S INEQUALITY VIOLATION IN
SQUEEZING PARAMETERS SPACE
In the previous section, we have explicitly demon-
strated that, for some values of r and ϕ, the spin op-
erators can lead to violation of Bell’s inequalities. The
next obvious question is for which values of r and ϕ such
a violation can be obtained. To answer it, in Fig. 5, we
present a map of 〈Bˆ〉max in the (r, ϕ) space. This map
was obtained by constructing a grid of 300× 300 points
in the (r, ϕ) space and, for each value of r and ϕ, deter-
mining the value of 〈Bˆ〉 at the top of the bump (when
this value was found to be smaller than 2, we have put
〈Bˆ〉max = 2 since we know that, in the small ℓ limit,
〈Bˆ〉 → 2).
Exploring the squeezing parameter space can be, for
some values of r and ϕ, numerically very demanding.
This is the reason why we have in fact determined the
value of the Bell operator at the bump by means of
the approximation developed in Sec. B. In that section,
we have indeed shown that it always reproduces the
bump very accurately. We have further checked that this
method is efficient by comparing it with numerical re-
sults in the right panel of Fig. 6. In this plot, the solid
lines correspond to the analytical approximation of Sec. B
while the circles stand for the numerical results presented
in Sec. A, where the maximum of 〈Bˆ〉 is found in a given,
sufficiently wide, range of log2 ℓ. For ϕ = 0 for instance,
they match very well and this validates our approach.
We notice, however, that for the case ϕ = 10−2 and
r & 3.2, the numerical method seems to predict results
that strongly deviate from those obtained by means of the
analytical approximation. The former clearly predicts
〈Bˆ〉max > 2 while the latter indicates that 〈Bˆ〉max = 2.
This can be understood studying the left panel of Fig. 6
where we have represented 〈Bˆ〉 for r = 3 and ϕ = 0,
0.01, 0.015, 0.02 and 0.04. For ϕ = 0 and ϕ = 0.01, we
see that the maximum of 〈Bˆ〉 is located at the bump.
However, as soon as ϕ 6= 0, we notice the presence
of features, i.e. secondary, smaller, bumps, located at
smaller or larger values of log2 ℓ. For ϕ ≥ 0.015, the
first right feature actually corresponds to the maximum
of 〈Bˆ〉 which is, therefore, no longer given by the bump.
For ϕ = 0.015, the bump and this feature both corre-
spond to situations where Bell’s inequality is violated
but violation is stronger in the feature than in the bump.
For ϕ ≥ 0.02, Bell’s inequality is only violated at the
feature and no longer at the bump. Clearly, when this
happens, our analytical method breaks down and can no
longer identify the maximum of 〈Bˆ〉 over the full range
of ℓ. In this sense, the map in Fig. 5 only provides a suf-
ficient, but not necessary, condition for violating Bell’s
inequalities in the squeezing parameter space since only
the maximal value of 〈Bˆ〉 over the bump is displayed.
Let us now discuss the physical implications of the map
given in Fig. 5. Firstly, in order to obtain violation of
Bell’s inequalities, we see that there is a threshold in r,
namely r & 1.12. Of course, the larger r, the larger the
violation. This is consistent with the fact [16] that the
squeezing parameter r measures the entanglement level
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FIG. 4: Expectation value of the Bell operator Bˆ as a function
of ℓ for r = 3 and ϕ = 0.03, with the standard polar angles
θn = 0, θm = π/4, θ
′
n = π/2 and θ
′
m = −π/4 used in Ref. [8]
notably (dashed line), and in the optimal configuration where
θn = 0, θ
′
n = π/2 and θ
′
m = −θm is given by Eq. (19)
(solid line). Bell’s inequalities violation can be obtained in
this state, but is detected only when working with the optimal
angles.
of the state. Secondly, we notice that 〈Bˆ〉max decreases
rapidly with ϕ. In other words, for a value of r such
that Bell’s inequality violation is obtained for ϕ = 0,
only very small non-vanishing squeezing angles still lead
to violation. Moreover, the violation is always maximal
for ϕ = 0 and can only be less important for ϕ 6= 0.
Thirdly, we clearly notice in Fig. 5 that the width of the
ϕ interval for which one has violation decreases with r.
In fact, as shown in Sec. D, one can demonstrate that
for sufficiently large r, 〈Bˆ〉max depends on ϕer only, and
that Bell’s inequality violation occurs provided
ϕ < 0.34e−r. (24)
This law is very important since it provides a simple cri-
terion for Bell’s inequality violation in a regime (large
squeezing) that cannot be reached numerically.
To summarize, Bell’s inequality violation is obtained
if two conditions are met: firstly, r must be large, quite
an obvious conclusion indeed (and one notices that when
r & 4, the Cirel’son bound is completely saturated and
there would be no point in going much further); secondly,
ϕ must be sufficiently small, and its fine-tuning close to 0
increases with r (in the most favorable case, namely close
to the threshold r ≃ 1.12, one still must have ϕ . 0.05).
V. DISCUSSION AND CONCLUSION
Let us now summarize our main results. Following the
procedure of Ref. [8], we have introduced spin operators
for continuous-variable systems, from which a Bell oper-
ator can be constructed. We have then calculated the
expectation value of this Bell operator in a two-mode
squeezed state, allowing for a non-vanishing squeezing
angle ϕ.
This generalizes the previous results of Ref. [8] in a
direction that is necessary to follow if one wants to ap-
ply the present construction to situations where the role
of the continuous variable is played by the (Fourier)
amplitude of a quantum field, and where ϕ is a non-
vanishing quantity one does not have experimental con-
trol on. This is for instance the case of cosmic inflationary
perturbations, which we plan to study in future publica-
tions [38]. We have found that the observables involved
in the present calculation are highly sensitive on ϕ and
that, compared to the situation ϕ = 0, very different re-
sults can be obtained even for tiny, non-vanishing values
of ϕ. Actually, if one needed to, this suggests that the
spin operators discussed in this paper might provide a
way to measure ϕ very accurately. We have also opti-
mized the polar angles defining the direction of the Bell
operator, and showed that in some cases, this procedure
is necessary to properly account for Bell’s inequalities
violation.
Depending on the values of the squeezing parameters r
and ϕ, the numerical evaluation of the Bell operator ex-
pectation value can be numerically very expensive, if not
impossible. For this reason, we have designed two dual
schemes of approximation presented in Secs. A and E re-
spectively, that allow one to explore the entire squeezing
parameters space, and to gain some analytical insight on
the results. In particular, a map of the maximal Bell’s
operator expectation value was provided in Fig. 5, that
can serve as a useful guide to find the optimal squeez-
ing parameters values for a given experimental design.
It was found that Bell’s inequalities violation occurs pro-
vided r is sufficiently large and ϕ sufficiently small. More
precisely, it was shown that in the large squeezing limit,
Bell’s inequalities violation is obtained if ϕ . 0.34 e−r.
At this stage, it is important to notice that although
one does not necessarily have experimental control on ϕ,
one is a priori free to choose the pseudo-spin operators
with respect to another direction in phase space than
the position Q considered so far. In fact, in Sec. F, it
is shown that if one performs a rotation in phase space
with angle ϕ and introduces Qi = cosϕQ¯i + sinϕPi and
P i = cosϕPi − sinϕQi, with i = 1, 2, then the squeezing
angle of the resulting wavefunction Ψ2 sq(Q1, Q2) van-
ishes. As a consequence, if one defines the pseudo-spin
operators with respect to Q instead of Q [that is to say, if
one replacesQ by Q in Eqs. (1)-(9)], one obtains the same
results as the ones derived above for ϕ = 0. Since we have
shown that vanishing squeezing angles lead to maximal
Bell’s inequalities violation, another important result of
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FIG. 5: Maximum Bell’s operator expectation value 〈Bˆ〉max (where extremization has been performed over ℓ at the bump) as
a function of the squeezing parameters r and ϕ. The dashed white line stands for ϕ ∝ 0.34e−r , see Eq. (D20), which delimits
Bell’s inequality violation domain 〈Bˆ〉max > 2 in the large squeezing limit. The map is displayed for ϕ ∈ [0, π/4] only, since
any other value of ϕ can be inferred from such configurations making use of Eqs. (A47)-(A49), and r ∈ [0, 5], since for larger
values of r the result is very accurately provided by Fig. 16.
this work is therefore that the choice of pseudo-spin op-
erators orientation that maximises Bell’s inequalities vio-
lation is the one aligned with the wavefunction squeezing
angle. However, the squeezing angle is not necessarily
known to the observer and it can even be a complicated
time varying quantity, as is the case of cosmological per-
turbations during inflation [39, 40].
Finally, let us quickly sketch the procedure one would
have to follow to concretely measure the spin operators
introduced in Sec. II, as it highlights another crucial dif-
ference coming from taking ϕ 6= 0. Since [Qˆ, Sˆz] = 0,
the measurement of Sˆz is rather straightforward and
can be performed by measuring the position operator
Qˆ itself. In practice indeed, from a given realization
Q of Qˆ, one simply needs to identify in which interval
[nℓ, (n + 1)ℓ] the number Q lies, and the result is given
by (−1)n. Another way of seeing that Sˆz can be mea-
sured by measuring Qˆ only is to look at Eq. (A6), where
〈Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)〉 relies of the modulus of the wavefunc-
tion only, |Ψ(Q1, Q2)|. By repeating measurements of
(Q1, Q2), the squared modulus of the wavefunction can
be inferred, hence 〈Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)〉. Since [Qˆ, Sˆx] 6= 0,
measuring Sx is more involved and cannot, in general,
be performed by measuring position only. This can
be seen at the level of Eqs. (A53) and (A27) where
〈Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)〉 does not only depend on the wavefunc-
tion modulus, but also relies on its relative phase between
(Q1, Q2) and (Q1±ℓ,Q2±ℓ). In practice, this means that
position measurements are not enough, and that phase
information must be obtained by measuring e.g. the mo-
mentum, hence reconstructing the modulus of the wave-
function’s Fourier transform, or more generally using any
state tomography protocol [47]. There is nonetheless one
exception, namely the case ϕ = 0. From Eq. (A3), one
can check that the phase of the wavefunction is a con-
stant in (and only in) this situation. This shows that, if
ϕ = 0, all spin correlators can be obtained from position
measurements only. In this case however, the wavefunc-
tion must be known to have a constant phase, and the
practical verification of this assumption may not always
be trivial.
This issue is important in situations where the in-
formation about the momentum is hidden from us, as
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FIG. 6: Left panel: Expectation value of the Bell operator as a function of ℓ for r = 3 and different values of ϕ. When ϕ 6= 0,
on top of the usual bump, several features are present, that can lead to stronger Bell’s inequalities violation than in the bump
only (see e.g. the case r = 3 and ϕ = 0.015 or ϕ = 0.02). Right panel: Maximal expectation value of the Bell operator, where
extremization has been performed over the bump making use of the approximation scheme developed in Sec. C (solid lines),
and over the entire profile with the numerical results presented in Sec. A (circles). When a feature leads to stronger violation
than the bump, as in the left panel for r = 3 and ϕ = 0.015 for instance, the two results are obviously different, otherwise the
agreement is excellent.
is the case for cosmic inflationary perturbations for in-
stance [16]. The results presented in the present paper
show that in such situations, the value taken by ϕ is
crucial for two reasons: first, it defines the possibility
to carry out Bell-type experiments from position mea-
surements only, and second, it determines whether Bell’s
inequalities can be violated and at which level.
ACKNOWLEDGEMENTS
This work is supported by STFC Grants No.
ST/K00090X/1 and No. ST/L005573/1.
Appendix A: Spin Operators Correlation Functions in a Two-Mode Squeezed State
In this first appendix, we explain how the correlation functions of the spin operators introduced in Sec. II can be
evaluated in a two-mode squeezed state. As explained in Sec. III, we consider a bipartite system the Hilbert space E
of which is of the form E = E1⊗E2. Each subsystem is a continuous variable system and the corresponding continuous
variables are noted Q1 and Q2. The quantum state in which this bipartite system is placed is taken to be a two-mode
squeezed state, see Eq. (21). In position space, this can be expressed as
Ψ2 sq (Q1, Q2) =
〈
Q1, Q2
∣∣∣∣∣
∞∑
n=0
e−2inϕ
tanhn r
cosh r
∣∣∣∣∣n1, n2
〉
=
e−(Q
2
1+Q
2
2)/2√
π cosh r
∞∑
n=0
e−2inϕ
2nn!
tanhn(r)Hn(Q1)Hn(Q2), (A1)
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FIG. 7: γ1 (left panel) and γ2 (right panel) defined in Eqs. (A9) and (A10), as a function of r, for ϕ = 0, π/6, π/4, π/3, π/2.3
and π/2.
where r is the squeezing parameter, ϕ the squeezing angle, and Hn is a Hermite polynomial of order n. This expression
can be simplified,1 and one obtains
Ψ2 sq (Q1, Q2) =
eA(Q
2
1+Q
2
2)−BQ1Q2
cosh r
√
π
√
1− e−4iϕ tanh2 r
, (A3)
where A(r, ϕ) and B(r, ϕ) are functions of r and ϕ only, explicitly
A(r, ϕ) ≡ e
−4iϕ tanh2 r + 1
2(e−4iϕ tanh2 r − 1) , B(r, ϕ) ≡
2e−2iϕ tanh r
e−4iϕ tanh2 r − 1 . (A4)
When there is no squeezing, r = 0, one has A = −1/2 and B = 0. In that case, the state of the system becomes
factorizable and the two subsystems evolve independently, each one being placed in a Gaussian state.
1. Correlation Function 〈Ψ2 sq|Sˆ
(1)
z (ℓ)Sˆ
(2)
z (ℓ)|Ψ2 sq〉
We now turn to the calculation of the spin correlation functions. Let us first consider the operator (3) and calculate
its two-point correlation function in the two-mode squeezed state (A2). Straightforward manipulations lead to the
1 One can use the formula [48]
∞∑
n=0
wn
n!
Hn(Q1)Hn(Q2) =
1√
1− 4w2
exp
{
2w
[
2w
(
Q21 +Q
2
2
)
− 2Q1Q2
]
4w2 − 1
}
, (A2)
with w = e−2iϕ tanh r/2.
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following expression
〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 =
∞∑
n=−∞
∞∑
m=−∞
(−1)n+m
∫ (n+1)ℓ
nℓ
dQ1
∫ (m+1)ℓ
mℓ
dQ2|Ψ2 sq (Q1, Q2) |2 (A5)
=
1
π cosh2 r
1√
tanh4 r − 2 tanh2 r cos(4ϕ) + 1
∞∑
n=−∞
∞∑
m=−∞
(−1)n+mZn,m, (A6)
where the quantity Zn,m is defined by
Zn,m ≡
∫ (n+1)ℓ
nℓ
dQ1
∫ (m+1)ℓ
mℓ
dQ2e
(A+A∗)(Q21+Q22)−(B+B∗)Q1Q2 . (A7)
Let us perform the change of integration variables: Q1 = u + v and Q2 = u − v. In this way, the double integration
can be expressed as the product of two one-dimensional integrals. It follows that the quantity Zn,m is now given by
Zn,m = 2
∫ (n+m+1)ℓ/2
(n+m)ℓ/2
due−γ1u
2
∫ u−mℓ
nℓ−u
dve−γ2v
2
+ 2
∫ (n+m+2)ℓ/2
(n+m+1)ℓ/2
due−γ1u
2
∫ (n+1)ℓ−u
u−(m+1)ℓ
dve−γ2v
2 ≡ Z(1)n,m + Z(2)n,m,
(A8)
with
γ1 ≡ −2 (A+A∗) + (B +B∗) = 2
cosh(2r) + cos(2ϕ) sinh(2r)
, (A9)
γ2 ≡ −2 (A+A∗)− (B +B∗) = 2
cosh(2r)− cos(2ϕ) sinh(2r) . (A10)
Let us notice that γ1(r, ϕ) and γ2(r, ϕ) are always positive definite. They are displayed in Fig. 7 as a function of r and
for different values of ϕ. One can check that γ1,2(r, ϕ) = γ1,2(r, ϕ+π) but also that γ1,2(r, π/2+ϕ) = γ1,2(r, π/2−ϕ).
Since the two-point correlator of Sˆz only depends on γ1 and γ2, it can be studied in the range ϕ ∈ [0, π/2] only as its
value for any other ϕ can be inferred using these symmetries.
We have just seen that the quantities Z
(1)
n,m and Z
(2)
n,m are given by the product of two quadratures. One of them
can be performed analytically and the result is expressed in terms of the error function. Performing the change of
integration variable z = 2u/ℓ− n−m in Z(1)n,m and z = 2− 2u/ℓ+ n+m in Z(2)n,m, one obtains
Z(1)n,m =
ℓ
2
√
π
γ2
∫ 1
0
dze−γ1ℓ
2(z+n+m)2/4
{
erf
[
ℓ
2
√
γ2 (z + n−m)
]
+ erf
[
ℓ
2
√
γ2 (z − n+m)
]}
, (A11)
Z(2)n,m =
ℓ
2
√
π
γ2
∫ 1
0
dze−γ1ℓ
2(z−n−m−2)2/4
{
erf
[
ℓ
2
√
γ2 (z + n−m)
]
+ erf
[
ℓ
2
√
γ2 (z − n+m)
]}
= Z
(1)
−n−1,−m−1 .
(A12)
Because the term Z
(2)
n,m can be expressed in terms of Z
(1)
n,m, it follows that one has
∑
n,m Z
(2)
n,m =
∑
n,m Z
(1)
n,m, leading
to
〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 =
√
γ1γ2
π
∞∑
n=−∞
∞∑
m=−∞
(−1)n+mZ(1)n,m , (A13)
where Z
(1)
n,m is given by Eq. (A11).
Unfortunately, the second quadrature cannot be performed analytically and has to be done numerically, and so has
the sum appearing in Eq. (A13). The results are presented in Fig. 8. In the left panel, 〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 is
displayed versus log2 ℓ for different values of the squeezing parameter and a vanishing squeezing angle. One can check
that these curves are consistent2 with the results of Ref. [8] (see Fig. 1 of that article). In the right panel, the same
2 More precisely, even if the overall shape of the correlation functions is clearly similar as well as the numerical value of the plateau at
large ℓ, it seems that the curves of Ref. [8] are systematically shifted towards larger ℓ compared to ours. For instance, for r = 0.5 and
ϕ = 0 (top right panel of Fig. 1 in Ref. [8]), the correlation function takes off from zero around log2 ℓ ≃ −2 while in our case it is rather
around log2 ℓ ≃ −1. The same shift also appears for the other cases. The origin of this shift in the results of Ref. [8] is unclear to us.
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FIG. 8: Two-point correlator 〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 as a function of ℓ, for ϕ = 0 and a few values of r (left panel), and
r = 2 and a few values of ϕ (right panel).
quantity is represented for r = 2 and different values of the squeezing angle. These results are completely new to
our knowledge. One can see that the overall structure of the correlation function is preserved, namely it vanishes at
small ℓ and exhibits a plateau at large ℓ, in agreement with the analytical limits of Secs. B 1 and B 2. However, when
ϕ 6= 0, the correlation function can become negative.
The case ϕ = π/4 is even more intriguing since the correlation function vanishes regardless of the value of ℓ. In
fact, this can be understood analytically and allows us to check the consistency of our numerical calculations. Indeed,
for ϕ = π/4, one has γ1 = γ2 = 2/ cosh(2r). From Eqs. (A9) and (A10), this implies that A + A
∗ = −γ1/2 and
B +B∗ = 0. As a consequence, Eq. (A7) can be written as
Zn,m
(
r, ϕ =
π
4
)
=
∫ (n+1)ℓ
nℓ
dQ1e
−γ1Q21/2
∫ (m+1)ℓ
mℓ
dQ2e
−γ1Q22/2. (A14)
In other words, the two sub-systems are now “decoupled” and the two-point correlation function of the bipartite
system is in fact the product of two one-point functions and must therefore vanish. Let us see how it works in
practice. From Eq. (A14), Zn,m can be calculated explicitly and reads
Zn,m
(
r, ϕ =
π
4
)
=
π
2γ1
{
erf
[
ℓ
√
γ1
2
(n+ 1)
]
− erf
(
ℓ
√
γ1
2
n
)}{
erf
[
ℓ
√
γ1
2
(m+ 1)
]
− erf
(
ℓ
√
γ1
2
m
)}
(A15)
=
π
2γ1
znzm, (A16)
with zn ≡ zn+1 − zn and zn ≡ erf(nℓ
√
γ1/2). Then, from Eq. (A6), it follows that
〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 =
1
4
∞∑
n=−∞
(−1)nzn
∞∑
m=−∞
(−1)mzm. (A17)
But one has
∑∞
n=−∞(−1)nzn =
∑∞
n=−∞(−1)n(zn+1 − zn) = 0, where in the last expression we have used the fact
that zn = −z−n. This explains why the correlation function vanishes in the case ϕ = π/4.
In fact, this result can also be understood as the consequence of the fact that the two-point correlator of Sˆz is odd
with respect to ϕ = π/4 (hence vanishes at ϕ = π/4). Indeed, in the right panel of Fig. 8, one can notice that the
correlation function for ϕ = π/3 is the opposite to that for ϕ = π/6. This can be understood as follows. Let us go
back to Eq. (A7) which, using Eqs. (A9) and (A10), can be rewritten as
Zn,m(r, ϕ) =
∫ (n+1)ℓ
nℓ
dQ1
∫ (m+1)ℓ
mℓ
dQ2e
−[γ1(r,ϕ)+γ2(r,ϕ)](Q21+Q22)/4−[γ1(r,ϕ)−γ2(r,ϕ)]Q1Q2/2 . (A18)
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FIG. 9: γ3 (left panel) and γ4 (right panel) defined in Eqs. (A33) and (A34), as a function of r, for ϕ = 0, π/6, π/4, π/3, π/2.3
and π/2.
From Eqs. (A9) and (A10), one can see that the functions γ1 and γ2 are related through γ1,2(r, ϕ) = γ2,1(r, π/2−ϕ).
This implies that
Zn,m
(
r,
π
2
− ϕ
)
=
∫ (n+1)ℓ
nℓ
dQ1
∫ (m+1)ℓ
mℓ
dQ2e
−[γ1(r,ϕ)+γ2(r,ϕ)](Q21+Q22)/4+[γ1(r,ϕ)−γ2(r,ϕ)]Q1Q2/2 (A19)
= −
∫ (n+1)ℓ
nℓ
dQ1
∫ −(m+1)ℓ
−mℓ
dQ2e
−[γ1(r,ϕ)+γ2(r,ϕ)](Q21+Q22)/4−[γ1(r,ϕ)−γ2(r,ϕ)]Q1Q2/2, (A20)
where, in the last expression, we have changed the integration variable Q2 to −Q2. As a consequence, one can write
that Zn,m(r, π/2− ϕ) = Zn,−m−1(r, ϕ) and it follows that
∞∑
n=−∞
∞∑
m=−∞
(−1)n+mZn,m
(
r,
π
2
− ϕ
)
= −
∞∑
n=−∞
∞∑
m′=−∞
(−1)n+m′Zn,m′ (r, ϕ) , (A21)
with m′ = −m − 1. We have thus established that the correlation function evaluated with r and ϕ is minus the
one calculated with r and π/2 − ϕ, and that these two configurations are therefore “dual” in a sense that will be
further discussed in what follows, notably in Sec. E. This also means that one can study this correlation function in
the interval ϕ ∈ [0, π/4] only.
2. Correlation Function 〈Ψ2 sq|Sˆ
(1)
x (ℓ)Sˆ
(2)
x (ℓ)|Ψ2 sq〉
Let us now calculate the two-point correlation function of the operator Sˆx(ℓ). Using its definition in terms of the
spin step operators, see Eq. (10), Sˆx(ℓ) = Sˆ+(ℓ) + Sˆ−(ℓ), one has
〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)|Ψ2 sq〉 =〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)+ (ℓ)|Ψ2 sq〉+ 〈Ψ2 sq|Sˆ(1)− (ℓ)Sˆ(2)− (ℓ)|Ψ2 sq〉
+ 〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)− (ℓ)|Ψ2 sq〉+ 〈Ψ2 sq|Sˆ(1)− (ℓ)Sˆ(2)+ (ℓ)|Ψ2 sq〉 (A22)
=2ℜe
[
〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)+ (ℓ)|Ψ2 sq〉+ 〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)− (ℓ)|Ψ2 sq〉
]
, (A23)
where we have used the relation Sˆ+(ℓ) = Sˆ
†
−(ℓ) and the fact that the two-mode squeezed state is symmetric if one
exchanges the sub-spaces (1) and (2), see Eq. (A3). Therefore, one has to calculate two quantities. The first one is
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given by
〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)+ (ℓ)|Ψ2 sq〉 =
∞∑
n=−∞
∞∑
m=−∞
∫ (2n+1)ℓ
2nℓ
dQ1
∫ (2m+1)ℓ
2mℓ
dQ2Ψ
∗
2 sq (Q1, Q2) Ψ2 sq (Q1 + ℓ,Q2 + ℓ) (A24)
=
1
π cosh2 r
1√
tanh4 r − 2 tanh2 r cos(4ϕ) + 1
∞∑
n=−∞
∞∑
m=−∞
Jn,m (A25)
with
Jn,m ≡
∫ (2n+1)ℓ
2nℓ
dQ1
∫ (2m+1)ℓ
2mℓ
dQ2e
(2A−B)ℓ2e(A+A
∗)(Q21+Q22)−(B+B∗)Q1Q2+(2A−B)ℓ(Q1+Q2) . (A26)
This integral has a structure similar to that of Zn,m except that, in the argument of the exponential, there is now a
term proportional to Q1 +Q2. The second quantity that needs to be calculated reads
〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)− (ℓ)|Ψ2 sq〉 =
∞∑
n=−∞
∞∑
m=−∞
∫ (2n+2)ℓ
(2n+1)ℓ
dQ1
∫ (2m+1)ℓ
2mℓ
dQ2Ψ
∗
2 sq (Q1, Q2) Ψ2 sq (Q1 − ℓ,Q2 + ℓ) (A27)
=
1
π cosh2 r
1√
tanh4 r − 2 tanh2 r cos(4ϕ) + 1
∞∑
n=−∞
∞∑
m=−∞
Kn,m (A28)
with
Kn,m =
∫ (2n+2)ℓ
(2n+1)ℓ
dQ1
∫ (2m+1)ℓ
2mℓ
dQ2e
(2A+B)ℓ2e(A+A
∗)(Q21+Q
2
2)−(B+B∗)Q1Q2−(2A+B)ℓ(Q1−Q2) . (A29)
We notice that the argument of the exponential also contains a new type of terms, this time proportional to Q1−Q2.
In order to have the same integral limits in Eqs. (A26) and (A29), it is convenient to perform the change of integration
variables y1 = Q1 − ℓ and y2 = Q2 in Eq. (A29), which gives rise to the following expression
Kn,m =
∫ (2n+1)ℓ
2nℓ
dy1
∫ (2m+1)ℓ
2mℓ
dy2e
(A∗+A)ℓ2e(A+A
∗)(y21+y
2
2)−(B+B∗)y1y2+(2A∗−B)ℓy1+(2A−B∗)ℓy2 . (A30)
Plugging the above results in Eq. (A23), one can write the correlation function as
〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)|Ψ2 sq〉 =
1
π cosh2 r
1√
tanh4 r − 2 tanh2 r cos(4ϕ) + 1
∞∑
n=−∞
∞∑
m=−∞
Xn,m , (A31)
where the quantity Xn,m is defined by
Xn,m ≡2
∫ (2n+1)ℓ
2nℓ
dy1
∫ (2m+1)ℓ
2mℓ
dy2e
(A+A∗)(y21+y
2
2)−(B+B∗)y1y2
ℜe
[
e(2A−B)ℓ
2+(2A−B)ℓ(y1+y2) + e(A
∗+A)ℓ2+(2A∗−B)ℓy1+(2A−B∗)ℓy2
]
. (A32)
At this stage, it is convenient to introduce the new parameters γ3 and γ4, defined by
2A−B =− 1
cosh(2r) + cos(2ϕ) sinh(2r)
− i 2 tanh r sin(2ϕ)
tanh2 r + 2 tanh r cos(2ϕ) + 1
≡ −γ1
2
+ iγ3 (A33)
2A∗ −B =− 1
cosh(2r) + cos(2ϕ) sinh(2r)
− i 2 tanh r sin(2ϕ)
tanh2 r − 2 tanh r cos(2ϕ) + 1 ≡ −
γ1
2
+ iγ4 . (A34)
We see that the problem can be described in terms of four real functions, γ1, γ2, γ3 and γ4, which is consistent with
the fact that the quantum state is given in terms of two complex functions A and B. In fact, one can show that
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A−A∗ = i(γ3 − γ4)/2 and B −B∗ = −i(γ3 + γ4). Recalling that A+A∗ = −(γ1 + γ2)/4 and B +B∗ = (γ1 − γ2)/2,
one can then express Xn,m in terms of the γi functions only. The corresponding formula reads
Xn,m =2
∫ (2n+1)ℓ
2nℓ
dy1
∫ (2m+1)ℓ
2mℓ
dy2e
−(γ1+γ2)(y21+y22)/4−(γ1−γ2)y1y2/2
{
e−γ1[ℓ
2+ℓ(y1+y2)]/2 cos
[
γ3ℓ
2 + γ3ℓ (y1 + y2)
]
+ e−(γ1+γ2)ℓ
2/4−γ1/2ℓ(y1+y2) cos [γ4ℓ (y1 − y2)]
}
. (A35)
At this stage, it is also interesting to notice that γ3 and γ4 satisfy γ3,4(r, ϕ) = γ3,4(r, ϕ + π) and γ3,4(r, π/2 + ϕ) =
−γ3,4(r, π/2− ϕ), the last minus sign being the only difference with the otherwise similar symmetry properties given
in Sec. A 1 for γ1 and γ2. But since Eq. (A35) is unchanged when one flips the sign of γ3 and γ4, this means that,
as in Sec. A 1, one can study the correlation function in the interval ϕ ∈ [0, π/2] and use these symmetries to extend
the result to other values of ϕ. The next step consists in performing the same change of integration variables as in
Sec. A 1, namely y1 = u+ v and y2 = u− v, since this allows us to perform one of the two quadratures. This leads to
Xn,m = 4e
−γ1ℓ2/2
∫ (n+m+1/2)ℓ
(n+m)ℓ
due−γ1u
2−γ1ℓu cos [γ3ℓ (ℓ+ 2u)]
∫ u−2mℓ
2nℓ−u
dve−γ2v
2
+ 4e−(γ1+γ2)ℓ
2/4
∫ (n+m+1/2)ℓ
(n+m)ℓ
due−γ1u
2−γ1ℓu
∫ u−2mℓ
2nℓ−u
dve−γ2v
2
cos (2γ4ℓv)
+ 4e−γ1ℓ
2/2
∫ (n+m+1)ℓ
(n+m+1/2)ℓ
due−γ1u
2−γ1ℓu/2 cos [γ3ℓ (ℓ+ 2u)]
∫ (2n+1)ℓ−u
u−(2m+1)ℓ
dve−γ2v
2
+ 4e−(γ1+γ2)ℓ
2/4
∫ (n+m+1)ℓ
(n+m+1/2)ℓ
due−γ1u
2−γ1ℓu
∫ (2n+1)ℓ−u
u−(2m+1)ℓ
dve−γ2v
2
cos (2γ4ℓv) (A36)
≡ X(1)n,m +X(2)n,m +X(3)n,m +X(4)n,m . (A37)
Again the structure of the integrals X
(i)
n,m is very similar to that of Zn,m. The only differences originate from the fact
that the arguments of the exponentials now contain a term linear in u, and a cosine function is present in the first
and third integrals. As before, the integrals over v can be performed by means of error functions and one obtains
X(1)n,m = ℓ
√
π
γ2
e−γ1ℓ
2/2
∫ 1
0
dze−γ1ℓ
2(z+2n+2m)2/4−γ1ℓ2(z+2n+2m)/2 cos
[
γ3ℓ
2(z + 2n+ 2m+ 1)
]
×
{
erf
[
ℓ
2
√
γ2(z − 2n+ 2m)
]
+ erf
[
ℓ
2
√
γ2(z + 2n− 2m)
]}
, (A38)
X(2)n,m = ℓ
√
π
γ2
e−[(γ1+γ2)/4+γ
2
4/γ2]ℓ
2
∫ 1
0
dze−γ1ℓ
2(z+2n+2m)2/4−γ1ℓ2(z+2n+2m)/2
×ℜe
{
erf
[
ℓ
2
√
γ2(z − 2n+ 2m) + i γ4√
γ2
ℓ
]
+ erf
[
ℓ
2
√
γ2(z + 2n− 2m) + i γ4√
γ2
ℓ
]}
, (A39)
X(3)n,m = ℓ
√
π
γ2
e−γ1ℓ
2/2
∫ 1
0
dze−γ1ℓ
2(z−2n−2m−2)2/4+γ1ℓ2(z−2n−2m−2)/2 cos
[
γ3ℓ
2(z − 2n− 2m− 3)]
×
{
erf
[
ℓ
2
√
γ2(z − 2n+ 2m)
]
+ erf
[
ℓ
2
√
γ2(z + 2n− 2m)
]}
, (A40)
X(4)n,m = ℓ
√
π
γ2
e−[(γ1+γ2)/4+γ
2
4/γ2]ℓ2
∫ 1
0
dze−γ1ℓ
2(z−2n−2m−2)2/4+γ1ℓ2(z−2n−2m−2)/2
×ℜe
{
erf
[
ℓ
2
√
γ2(z − 2n+ 2m) + i γ4√
γ2
ℓ
]
+ erf
[
ℓ
2
√
γ2(z + 2n− 2m) + i γ4√
γ2
ℓ
]}
. (A41)
Finally, the expression of the spin correlation function can be written as
〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)|Ψ2 sq〉 =
√
γ1γ2
2π
∞∑
n=−∞
∞∑
m=−∞
[
X(1)n,m +X
(2)
n,m +X
(3)
n,m +X
(4)
n,m
]
. (A42)
As it was already the case for the integrals Zn,m, the remaining integrals need to be performed numerically, and so
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FIG. 10: Two-point correlator 〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)|Ψ2 sq〉 as a function of ℓ, for ϕ = 0 and a few values of r (left panel), and
r = 2 and a few values of ϕ (right panel).
do the sums over n and m. The result is displayed in Fig. 10. In the left panel, the correlation function is given
for different values of r and a vanishing squeezing angle. Our curves are consistent with those of Ref. [8] even if the
systematic shift already observed for the correlation function 〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 is still present. In the right
panel, results for r = 1 and different squeezing angles are displayed. We notice that the small and large ℓ limits
(namely one and zero, respectively) are not affected by the fact that ϕ 6= 0, see the analytical results of Secs. B 1
and B2. Only the structure between these two regimes is changed. In particular, we see some oscillatory patterns
originating from the fact that the integrals X
(i)
n,m contain cosine functions and complex error functions.
We also notice that 〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)|Ψ2 sq〉 for ϕ = π/6 (solid blue line) and ϕ = π/3 (solid red line) are exactly
equal. This is a consequence of the fact that this correlation function is even with respect to ϕ = π/4. Indeed, from
Eqs. (A33) and (A34), one can check that the functions γ3 and γ4 satisfy the same additional symmetry as γ1 and
γ2, namely γ3,4(r, ϕ) = γ4,3(r, π/2− ϕ). Using this property in Eq. (A35), one obtains
Xn,m
(
r,
π
2
− ϕ
)
=2
∫ (2n+1)ℓ
2nℓ
dy1
∫ (2m+1)ℓ
2mℓ
dy2e
−(γ1+γ2)(y21+y22)/4+(γ1−γ2)y1y2/2
{
e−γ2[ℓ
2+ℓ(y1+y2)]/2
× cos [γ4ℓ2 + γ4ℓ (y1 + y2)]+ e−(γ1+γ2)ℓ2/4−γ2/2ℓ(y1+y2) cos [γ3ℓ (y1 − y2)]
}
, (A43)
with all γi functions evaluated at r and ϕ. Let us then perform the change of integration variable y2 → −y2− ℓ. After
straightforward manipulations, it is easy to show that Xn,m (r, π/2− ϕ) = Xn,−m−1 (r, ϕ). As a consequence, one has∑∞
n=−∞
∑∞
m=−∞Xn,m(r, π/2 − ϕ) =
∑∞
n=−∞
∑∞
m=−∞Xn,m(r, ϕ). This confirms that 〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)|Ψ2 sq〉 is
even with respect to ϕ = π/4, hence one can restrict the present analysis to ϕ ∈ [0, π/4]. This also checks the validity
of our numerical computation in the cases ϕ = π/6 and ϕ = π/3.
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3. Correlation Function 〈Ψ2 sq|Sˆ
(1)
y (ℓ)Sˆ
(2)
y (ℓ)|Ψ2 sq〉.
Let us then calculate the two-point correlation function of the operator Sˆy(ℓ). Since, see Eq. (11), one has Sˆy(ℓ) =
−i[Sˆ+(ℓ)− Sˆ−(ℓ)], one can write
〈Ψ2 sq|Sˆ(1)y (ℓ)Sˆ(2)y (ℓ)|Ψ2 sq〉 =− 〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)+ (ℓ)|Ψ2 sq〉 − 〈Ψ2 sq|Sˆ(1)− (ℓ)Sˆ(2)− (ℓ)|Ψ2 sq〉
+ 〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)− (ℓ)|Ψ2 sq〉+ 〈Ψ2 sq|Sˆ(1)− (ℓ)Sˆ(2)+ (ℓ)|Ψ2 sq〉 (A44)
=2ℜe
[
〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)− (ℓ)|Ψ2 sq〉 − 〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)+ (ℓ)|Ψ2 sq〉
]
, (A45)
where, as in Sec. A 2, we have used the relation Sˆ+(ℓ) = Sˆ
†
−(ℓ) and the fact that the two-mode squeezed state is
symmetric in (1)↔ (2). Comparing this formula with Eq. (A23), one can see that the calculation one has to perform
is exactly the same, up to two sign differences and one obtains
〈Ψ2 sq|Sˆ(1)y (ℓ)Sˆ(2)y (ℓ)|Ψ2 sq〉 =
√
γ1γ2
2π
∑
n,m
[
−X(1)n,m −X(3)n,m +X(2)n,m +X(4)n,m
]
. (A46)
This correlation function is displayed in Fig. 11. The left panel represents 〈Ψ2 sq|Sˆ(1)y (ℓ)Sˆ(2)y (ℓ)|Ψ2 sq〉 for different
values of r and a vanishing squeezing angle while the right panel is for r = 1 and different squeezing angles. The
correlation function vanishes at small and large ℓ, in agreement with the analytical results of Secs. B 1 and B 2.
Otherwise, the same remarks as the ones made for 〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)|Ψ2 sq〉 are still valid in the present case and,
therefore, need not be repeated here. In particular, the same correspondence between ϕ and π/2 − ϕ takes place, so
that these two configurations are “dual” and connected through the formulas
〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 (r, π/2− ϕ) = −〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 (r, ϕ) , (A47)
〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)|Ψ2 sq〉 (r, π/2− ϕ) = 〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)|Ψ2 sq〉 (r, ϕ) , (A48)
〈Ψ2 sq|Sˆ(1)y (ℓ)Sˆ(2)y (ℓ)|Ψ2 sq〉 (r, π/2− ϕ) = −〈Ψ2 sq|Sˆ(1)y (ℓ)Sˆ(2)y (ℓ)|Ψ2 sq〉 (r, ϕ) . (A49)
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4. Correlation Function 〈Ψ2 sq|Sˆ
(1)
x (ℓ)Sˆ
(2)
z (ℓ)|Ψ2 sq〉.
Let us finally calculate the cross correlation function of the operators Sˆx(ℓ) and Sˆz(ℓ). Since Sˆx(ℓ) = Sˆ+(ℓ)+ Sˆ−(ℓ),
see Eq. (10), one has
〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 =〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉+ 〈Ψ2 sq|Sˆ(1)− (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 (A50)
=〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉+ 〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)− (ℓ)|Ψ2 sq〉 (A51)
=2ℜe
[
〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉
]
, (A52)
where, in Eq. (A51), one has used the fact that the two-mode squeezed state is symmetric if one exchanges the
sub-spaces (1) and (2), see Eq. (A3), and where in Eq. (A52), one has used that S+(ℓ) = S
†
−(ℓ). One therefore has to
calculate the quantity
〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 =
∞∑
n=−∞
∞∑
m=−∞
(−1)n
∫ (n+1)ℓ
nℓ
dQ1
∫ (2m+1)ℓ
2mℓ
dQ2Ψ
∗
2 sq (Q1, Q2)Ψ2 sq (Q1 + ℓ,Q2) (A53)
=
1
π cosh2 r
1√
tanh4 r − 2 tanh2 r cos(4ϕ) + 1
∞∑
n=−∞
∞∑
m=−∞
(−1)nLn,m (A54)
with
Ln,m =
∫ (n+1)ℓ
nℓ
dQ1
∫ (2m+1)ℓ
2mℓ
dQ2e
Aℓ2e(A+A∗)(Q
2
1+Q
2
2)−(B+B∗)Q1Q2+(2AQ1−BQ2)ℓ . (A55)
Let us now perform the same change of integration variable as in Sec. A 1, namely Q1 = u+ v and Q2 = u− v. As a
consequence, one obtains
Ln,m = 2e
Aℓ2
∫ (n+2m+1)ℓ/2
(n+2m)ℓ/2
due−γ1u
2−( γ12 −iγ3)ℓu
∫ u−2mℓ
nℓ−u
dve−γ2v
2−( γ22 +iγ4)ℓv
+ 2eAℓ
2
∫ (n+2m+2)ℓ/2
(n+2m+1)ℓ/2
due−γ1u
2−( γ12 −iγ3)ℓu
∫ (n+1)ℓ−u
u−(2m+1)ℓ
dve−γ2v
2−( γ22 +iγ4)ℓv ≡ L(1)n,m + L(2)n,m . (A56)
Similarly as before, the change of integration variable z = 2u/ℓ − n − 2m in L(1)n,m and z = −2u/ℓ + n + 2m + 2 in
L
(2)
n,m leads to
L(1)n,m = ℓe
Aℓ2
∫ 1
0
dze−γ1u
2−( γ12 −iγ3)ℓu
∫ (n−2m+z)ℓ/2
(n−2m−z)ℓ/2
dve−γ2v
2−( γ22 +iγ4)ℓv (A57)
L(2)n,m = ℓe
Aℓ2
∫ 1
0
dze−γ1u
2−( γ12 −iγ3)ℓu
∫ (n−2m−z)ℓ/2
(n−2m+z)ℓ/2
dve−γ2v
2−( γ22 +iγ4)ℓv . (A58)
These two expressions are the same, except that the lower and upper bounds of the integral over v are inverted, hence
L
(1)
n,m = −L(2)n,m and Ln,m = 0. We have thus shown that 〈Ψ2 sq|Sˆ(1)+ (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 = 0, and consequently
〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 = 0 , (A59)
that is to say measurements along orthogonal directions are uncorrelated for the two-mode squeezed state.
Having established the exact (numerical) form of the spin correlation functions, we now turn to the question of
finding analytical approximations.
Appendix B: Large and Small ℓ Limits
In Figs. 8, 10 and 11, one can see that the two-point correlation functions of the spin operators reach constant
values at small and large ℓ. In this section, we derive the analytical expressions of the corresponding asymptotic
values.
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1. The large ℓ limit
Let us first consider the asymptotic behavior of the correlation functions at large ℓ. We start by treating the
correlation function of the z-component of the spin. One can notice that the integration domains appearing in Z
(1)
n,m
defined in Eq. (A8) are of two kinds. Either they contain the point (u = 0, v = 0), close to which the integrand
is maximal, either they do not. In the second case, when ℓ ≫ 1, the integrand is exponentially suppressed and the
corresponding value for Z
(1)
n,m negligibly contributes to the overall sum (A13). Therefore, in the ℓ ≫ 1 limit, it is
enough to keep the contributions from the first kind of integrals only. It is easy to see that three terms are of this
first kind, namely Z
(1)
0,0 , Z
(1)
−1,0 and Z
(1)
0,−1. In the limit ℓ→∞, they are given by
Z
(1)
0,0 ≃ 2
∫ ∞
0
due−γ1u
2
∫ u
−u
dve−γ2v
2
, Z
(1)
−1,0 ≃ 2
∫ 0
−∞
due−γ1u
2
∫ u
−∞
dve−γ2v
2
, (B1)
Z
(1)
0,−1 ≃ 2
∫ 0
−∞
due−γ1u
2
∫ ∞
−u
dve−γ2v
2
. (B2)
As a consequence, the sum appearing in Eq. (A13) can be written as
∑
n,m
(−1)n+mZ(1)n,m ≃ Z(1)0,0 − Z(1)−1,0 − Z(1)0,−1 = 2
∫ ∞
0
due−γ1u
2
(∫ u
−u
dve−γ2v
2 − 2
∫ ∞
u
dve−γ2v
2
)
(B3)
= 2
√
π
γ2
∫ ∞
0
due−γ1u
2
[2 erf (u
√
γ2)− 1] = 2√
γ1γ2
[
2 arctan
(√
γ2
γ1
)
− π
2
]
. (B4)
This formula can be simplified and it is convenient to rewrite it as3
∑
n,m
(−1)n+mZ(1)n,m ≃
2√
γ1γ2
arctan
(
γ2 − γ1
2
√
γ1γ2
)
. (B6)
Making use of Eqs. (A13), (A9) and (A10), the last equation can expressed explicitly in terms of the squeezing
parameter r and squeezing parameter angle ϕ. One eventually obtains
〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 ≃
2
π
arctan

 cos(2ϕ) sinh(2r)√
cosh2(2r) − cos2(2ϕ) sinh2(2r)

 . (B7)
In the case where ϕ = 0, one obtains 〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 ≃ 2 arctan[sinh(2r)]/π, in agreement with Eq. (17) of
Ref. [8], but the expression derived here is more general. The asymptotic plateau given by Eq. (B7) is compared to
the numerical curve obtained from Eq. (A13) in Fig. 12 (black line), and one can check that the agreement is indeed
excellent.
The same strategy can be employed to approximate the correlation functions of Sˆx(ℓ) and Sˆy(ℓ) in the large ℓ limit.
From Eq. (A36), it is clear that no integration domain in Xn,m is of the first kind [i.e. contains the point (u, v) = (0, 0)]
and therefore, 〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)|Ψ2 sq〉 ≃ 〈Ψ2 sq|Sˆ(1)y (ℓ)Sˆ(2)y (ℓ)|Ψ2 sq〉 ≃ 0 in this limit.
2. The small ℓ limit
Let us now consider the asymptotic behavior of the correlation functions in the opposite limit, ℓ≪ 1. As before, we
first consider the correlation function for the z-component of the spin. Since ℓ is small, one can simplify the integrand
3 By inverting the relation tan(x+ π/4) = (1 + tan x)/(1 − tan x), one obtains a relation between arctan(x) and arctan[(x− 1)/(x + 1)].
One can therefore express the result with a single arctan function only:
∑
n,m
(−1)n+mZ(1)n,m =
4
√
γ1γ2
arctan
(√
γ2 −√γ1√
γ2 +
√
γ1
)
. (B5)
Then one can use the generic relation arctan(tanh x) = 1/2 arctan(sinh 2x) to write arctan x = 1/2 arctan[2x/(1 − x2)]. The later is
valid only when −1 < x < 1, but this condition is verified by (√γ2 −√γ1)/(√γ2 +√γ1).
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in Eq. (A11) by expanding the error functions around ℓ
√
γ2(n−m)/2:
erf
[
ℓ
2
√
γ2 (z + n−m)
]
+ erf
[
ℓ
2
√
γ2 (z − n+m)
]
= erf
[
ℓ
2
√
γ2 (n−m+ z)
]
− erf
[
ℓ
2
√
γ2 (n−m− z)
]
(B8)
≃ 2ℓ
√
γ2
π
e−ℓ
2γ2(n−m)2/4z . (B9)
One then has
Z(1)n,m ≃ ℓ2e−ℓ
2γ2(n−m)2/4
∫ 1
0
dze−γ1ℓ
2(z+n+m)2/4z . (B10)
This integral can be expressed in terms of the error function. Alternatively, one can notice that when ℓ ≪ 1, the
argument of the exponential in the integrand vanishes, except if |n+m| ≫ 1. In the later case, z + n+m ≃ n+m
and one can therefore replace z by 0 in the argument of the exponential in this limit. As a consequence, one obtains
Z(1)n,m ≃
ℓ2
2
e−
ℓ2
4 [γ2(n−m)2+γ1(n+m)2] . (B11)
In this expression, only the combinations n−m and n+m are involved. Defining p ≡ n+m and q ≡ n−m, it follows
that the sum appearing in Eq. (A13) can be written as
∞∑
n,m=−∞
(−1)n+mZ(1)n,m =
∞∑
q=−∞
Z(1)q
∑
p∈P(q)
Z(1)p , (B12)
where the quantities Z(1)q and Z(1)p are defined by
Z(1)q =
ℓ2
2
e−γ2q
2 ℓ2
4 , Z(1)p = (−1)pe−γ1p
2 ℓ2
4 . (B13)
In Eq. (B12), the symbol P(q) stands for all integer numbers having the same parity as q. Therefore, if q is even, the
sum over p can be expressed as
∑
p∈P(q)
Z(1)p =
∞∑
p′=−∞
Z(1)2p′ =
∞∑
p′=−∞
e−γ1p
′2ℓ2 = ϑ3
(
0, e−γ1ℓ
2
)
(B14)
where ϑ3 is the third Jacobi function [48]. On the other hand, if q is odd, this sum can be written as
∑
p∈P(q)
Z(1)p =
∞∑
p′=−∞
Z(1)2p′+1 = −
∞∑
p′=−∞
e−γ1(p
′+ 12 )
2
ℓ2 = −ϑ2
(
0, e−γ1ℓ
2
)
(B15)
where ϑ2 is the second Jacobi function [48]. When ℓ ≪ 1, the behavior of the two Jacobi functions is similar 4 and
one obtains
∞∑
n,m=−∞
(−1)n+mZ(1)n,m =
√
π
γ1
ℓ
2
[ ∞∑
q=−∞
e−γ2q
2ℓ2 −
∞∑
q=−∞
e−γ2(q+
1
2 )
2
ℓ2
]
(B16)
=
√
π
γ1
ℓ
2
[
ϑ3
(
0, e−γ2ℓ
2
)
− ϑ2
(
0, e−γ2ℓ
2
)]
≃ 2π√
γ1γ2
e
− π2
γ2ℓ
2 , (B17)
where in the last expression one has used the limit ℓ ≪ 1 again. Since γ2 > 0, this means that
〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 vanishes when ℓ→ 0 in accordance with what is observed in Figs. 8.
4 Here, we make use of the asymptotic formula [48] θ2(b, e−a) ∼ θ3(b, e−a) ∼
√
pi
a
e−
b2
a , valid when when a, b≪ 1.
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The same calculation can be performed for the correlation functions of the x- and y- components of the spin. Let
us first express X
(1)
n,m, X
(2)
n,m, X
(3)
n,m and X
(4)
n,m in the ℓ≪ 1 limit. In Eqs. (A38) and (A40), the error functions can be
expanded around ℓ
√
γ2(n−m) and one obtains
erf
[
ℓ
2
√
γ2(z − 2n+ 2m)
]
+ erf
[
ℓ
2
√
γ2(z + 2n− 2m)
]
≃ 2ℓ
√
γ2
π
e−ℓ
2γ2(n−m)2z . (B18)
One then has
X(1)n,m ≃ 2ℓ2e−γ1ℓ
2/2−γ2(n−m)2ℓ2
∫ 1
0
dze−γ1ℓ
2(z+2n+2m)2/4−γ1ℓ2(z+2n+2m)/2 cos
[
γ3ℓ
2(z + 2n+ 2m+ 1)
]
z . (B19)
For the same reasons as the ones explained before, in the ℓ ≪ 1 limit, one can put z = 0 in the exponentials and in
the cosine of the integrand and X
(1)
n,m takes the following form
X(1)n,m ≃ ℓ2e−γ1ℓ
2/2−γ2(n−m)2ℓ2−γ1(n+m)2ℓ2−γ1(n+m)ℓ2 cos
[
γ3ℓ
2(2n+ 2m+ 1)
]
. (B20)
The same trick can be used for X
(3)
n,m resulting in X
(3)
n,m ≃ X(1)n+1/2,m+1/2.
Let us now consider the quantity X
(2)
n,m. In the same manner, in Eqs. (A39)-(A41), the error functions can be
expanded at leading order in ℓ around ℓ
√
γ2(n−m) and one obtains
ℜe
{
erf
[
ℓ
2
√
γ2(z − 2n+ 2m) + i γ4√
γ2
ℓ
]
+ erf
[
ℓ
2
√
γ2(z + 2n− 2m) + i γ4√
γ2
ℓ
]}
≃ 2ℓ
√
γ2
π
e−ℓ
2γ2(n−m)2z . (B21)
It follows that X
(2)
n,m can be expressed as
X(2)n,m ≃ 2ℓ2e−[(γ1+γ2)/4+γ
2
4/γ2+γ2(n−m)2]ℓ2
∫ 1
0
dze−γ1ℓ
2(z+2n+2m)2/4−γ1ℓ2(z+2n+2m)/2z . (B22)
As before, in the ℓ≪ 1 limit, z can be replaced with 0 in the argument of the exponential function of the integrand
and one obtains
X(2)n,m ≃ ℓ2e−[(γ1+γ2)/4+γ
2
4/γ2+γ2(n−m)2+γ1(n+m)2+γ1(n+m)]ℓ2 , (B23)
and X
(4)
n,m ≃ X(2)n+1/2,m+1/2.
The next step is to calculate the following sum:
∑
n,mX
(1)
n,m +X
(1)
n+1/2,m+1/2 +X
(2)
n,m +X
(2)
n+1/2,m+1/2. We notice
that, again, the terms of this sum depends on the previously defined p = n+m and q = n−m only. Therefore, one
can use the same techniques to perform the calculation. The first term is given by
∞∑
n,m=−∞
X(1)n,m =
∞∑
q=−∞
X (1)q
∑
p∈P(q)
X (1)p , (B24)
where the quantities X (1)q and X (1)p are defined by
X (1)q = ℓ2e−γ1ℓ
2/2−γ2q2ℓ2 , X (1)p = e−γ1p
2ℓ2−γ1pℓ2 cos
[
γ3ℓ
2(2p+ 1)
]
, (B25)
and where the meaning of the symbol P(q) is the same as before. As a consequence, if q is even, one finds that the
sum over p can be expressed as
∑
p∈P(q)
X (1)p =
∞∑
p′=−∞
X (1)2p′ =
∞∑
p′=−∞
e−4γ1p
′2ℓ2−2γ1p′ℓ2 cos
[
γ3ℓ
2(4p′ + 1)
]
(B26)
= ℜe

eiγ3ℓ2 ∞∑
p′=−∞
e−4γ1ℓ
2p′2+4(−γ1/2+iγ3)ℓ2p′

 = ℜe{eiγ3ℓ2ϑ3 [2ℓ2 (γ3 + iγ1
2
)
, e−4γ1ℓ
2
]}
(B27)
≃ ℜe
{
eiγ3ℓ
2
√
π
γ1
1
2ℓ
e
− (γ3+iγ1/2)2γ1 ℓ
2
}
≃
√
π
γ1
1
2ℓ
. (B28)
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where the asymptotic formula given in footnote 4 has been used again. On the other hand, if q is odd, the same kind
of manipulations lead to
∑
p∈P(q)
X (1)p =
∞∑
p′=−∞
X (1)2p′+1 =
∞∑
p′=−∞
e−4γ1(p
′+ 12 )
2
ℓ2−2γ1(p′+ 12 )ℓ2 cos
[
γ3ℓ
2(4p′ + 3)
]
(B29)
= ℜe

e(3iγ3−2γ1+)ℓ2 ∞∑
p′=−∞
e−4γ1ℓ
2p′2+4(iγ3−3γ1/2)ℓ2p′

 = ℜe{e(3iγ3−2γ1)ℓ2ϑ3 [2ℓ2 (γ3 + 3iγ1
2
)
, e−4γ1ℓ
2
]}
(B30)
≃ ℜe
[
e(3iγ3−2γ1)ℓ
2
√
π
γ1
1
2ℓ
e−
ℓ2
γ1
(γ3+3iγ1/2)
2
]
≃
√
π
γ1
1
2ℓ
. (B31)
We see that the result is in fact independent of the parity of p. As a consequence, the first sum is given by the
following expression
∞∑
n,m=−∞
X(1)n,m =
√
π
γ1
1
2ℓ
∞∑
q=−∞
X (1)q =
√
π
γ1
ℓ
2
e−γ1ℓ
2/2
∞∑
q=−∞
e−γ2ℓ
2q2 (B32)
=
√
π
γ1
ℓ
2
e−γ1/2ℓ
2
ϑ3
(
0, e−γ2ℓ
2
)
≃ π
2
√
γ1γ2
. (B33)
Then, let us quickly treat the third sum since this one leads to a result identical to the first one. Indeed, one has
∞∑
n,m=−∞
X(3)n,m =
∞∑
n,m=−∞
X
(1)
n+1/2,m+1/2 =
∞∑
q=−∞
X (1)q
∑
p∈P(q)
X (1)p+1 =
∞∑
q=−∞
X (1)q
∑
p∈P¯(q)
X (1)p . (B34)
As just mentioned, the calculation one has to perform is therefore very similar to the first sum, the only difference
being that p is now summed over P¯(q), i.e. over integer numbers having the opposite parity as q. But we have just
seen that for the first sum, the summation over p gives a result that is, at leading order in ℓ, independent of the parity
of q. As announced, the first and third sums are therefore the same.
The next step is to calculate the second sum. In Eq. (B23), we see that the term X
(2)
n,m also depends on p and q
only. Therefore, one can write that
∞∑
n,m=−∞
X(2)n,m =
∞∑
q=−∞
X (2)q
∑
p∈P(q)
X (2)p (B35)
where the quantities X (2)q and X (2)p are defined by the following expressions
X (2)q = ℓ2e−[(γ1+γ2)/4+γ
2
4/γ2+γ2q
2]ℓ2 , X (2)p = e−γ1p
2ℓ2−γ1pℓ2 . (B36)
Then, one can apply the same techniques as before and distinguish the cases where q is even and odd. If q is even,
the sum over p takes the form
∑
p∈P(q)
X (2)p =
∞∑
p′=−∞
X (2)2p′ =
∞∑
p′=−∞
e−4γ1ℓ
2p′2−2γ1ℓ2p′ (B37)
= ϑ3
(
iγ1ℓ
2, e−4γ1ℓ
2
)
≃
√
π
γ1
1
2ℓ
e
γ1
4 ℓ
2 ≃
√
π
γ1
1
2ℓ
, (B38)
while, if q is odd, one obtains the following result
∑
p∈P(q)
X (2)p =
∞∑
p′=−∞
X (2)2p′+1 =
∞∑
p′=−∞
e−4γ1ℓ
2(p′+ 12 )
2−2γ1ℓ2(p′+ 12 ) (B39)
= e−2γ1ℓ
2
ϑ3
[
3ℓ2iγ1, e
−4γ1ℓ2
]
≃ e−2γ1ℓ2
√
π
γ1
1
2ℓ
e
9
4γ1ℓ
2 ≃
√
π
γ1
1
2ℓ
. (B40)
23
Again, we notice that the result (at least in the limit considered here) does not depend on the parity of q. As a
consequence, one finds that the second sum is given by
∞∑
n,m=−∞
X(2)n,m =
√
π
γ1
1
2ℓ
∞∑
q=−∞
X (2)q =
√
π
γ1
ℓ
2
e−(γ1+γ2)ℓ
2−γ24ℓ2/γ2
∞∑
q=−∞
e−γ2ℓ
2q2 (B41)
=
√
π
γ1
ℓ
2
e−(γ1+γ2)ℓ
2−γ24ℓ2/γ2ϑ3
(
0, e−γ2ℓ
2
)
≃ π
2
√
γ1γ2
. (B42)
Calculating the fourth sum remains to be done. As the third sum was equal to the first one, it is clear that the fourth
one will be identical to the second one we have just evaluated. Straightforward manipulations confirm this guess,
namely
∞∑
n,m=−∞
X(4)n,m =
∞∑
n,m=−∞
X
(2)
n+1/2,m+1/2 =
∞∑
q=−∞
X (2)q
∑
p∈P(q)
X (2)p+1 =
∞∑
q=−∞
X (2)q
∑
p∈P¯(q)
X (2)p . (B43)
As announced above, in the same manner as before, the fourth and second sums are very similar, the only difference
being that p is now summed over integer numbers having the opposite parity as q. But since for the second sum, the
summation over p gives a result that is, at leading order in ℓ, independent of the parity of q, the second and fourth
sums are the same. We conclude that the four sums are in fact equal in the small ℓ limit.
The above considerations allow us to derive the asymptotic behavior of the correlation functions. Making use of
Eqs. (A42) and (A46), one obtains that
〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)|Ψ2 sq〉 ≃ 1 , 〈Ψ2 sq|Sˆ(1)y (ℓ)Sˆ(2)y (ℓ)|Ψ2 sq〉 ≃ 0 , (B44)
in excellent agreement with what is observed in Figs. 10 and 11.
Appendix C: Approximation Scheme
In Sec. A, explicit formulas for calculating the correlation functions of the spin operators (2), (10) and (11) in the
two-mode squeezed state (21) were derived. These formulas are rather involved as they rely on two-dimensional infinite
sums of integrals that need to be computed numerically, and are therefore not easy to interpret. Moreover, it can
be difficult to numerically evaluate them when the squeezing parameter r is large and the γi parameters introduced
above take extreme values. This is why in this section, we develop approximation schemes in order to gain some
analytical insight on the physics at play. This will also allow us to numerically evaluate the correlation functions in
regimes where direct computations are intractable otherwise.
In Sec. B 2, the small ℓ limit was calculated by noticing that, in this regime, the integration variable in the argument
of the exponential function present in the integrand could be set to 0, thus making the integral explicitly calculable.
In this section, we use this same idea to design a more general approximation scheme.
1. Validity regime
The argument of the exponentials appearing in the integrals of Sec. A are of the form γi(z±n±m), where z is the
integration variable to be varied between 0 and 1. When γi ≪ 1, either ±n±m≪ 1/γi in which case the argument is
very small and one can take z = 0 without any harm, either ±n±m≫ 1/γi ≫ 1 in which case z ± n±m ≃ ±n±m
and taking z = 0 is also a good approximation. This defines the regime of validity of this approximation. From
Eqs. (A11), (A38)-(A41), this means that one must have γ1, γ3 ≪ 1. From the discussion around Fig. 7, one can see
that γ1 ≪ 1 corresponds to r ≫ 1 when ϕ 6≃ π/2 (which is why the dual case ϕ ≃ π/2 is treated separately in Sec. E).
More precisely, from Eq. (A9), one can see that γ1 ≪ 1 is equivalent to
r ≫ 1 and cosϕ≫ e−r . (C1)
For γ3, in the limit r ≫ 1 one has γ3 ≃ − tanϕ, hence the correlation functions of Sˆx and Sˆy can be accurately
reproduced if the condition
ϕ≪ 1 (C2)
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is also fulfilled. These two relations strictly define the conditions of validity of the approximation scheme derived in
this section.
However, let us notice that z ± n±m 6≃ ±n±m only when ±n ±m vanishes or is of order 1, that is to say only
for a small subset of terms. This is why, in the following, we will see that the approximated formulas derived in this
section can be used even if the two above conditions are relaxed. In other words, they usually have a broader range of
applicability. The only limitation is that, since we have shown in Sec. B 2 that the terms such that ±n±m vanishes or
is of order 1 are precisely those that dominate in the ℓ≫ 1 limit, we expect our approximation to fail at large ℓ when
used outside the regime strictly defined by Eqs. (C1)-(C2) (which is also the reason why this regime was separately
studied in Sec. B 2).
2. Approximating the Correlation Function 〈Ψ2 sq|Sˆ
(1)
z (ℓ)Sˆ
(2)
z (ℓ)|Ψ2 sq〉
We start with approximating the correlation function 〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉. Let us therefore consider Eq. (A11)
again and, according to the above considerations, neglect the integration variable z in the exponential term. It follows
that
Z(1)n,m ≃
ℓ
2
√
π
γ2
e−γ1ℓ
2(n+m)2/4
∫ 1
0
dz
{
erf
[
ℓ
2
√
γ2 (z + n−m)
]
+ erf
[
ℓ
2
√
γ2 (z − n+m)
]}
. (C3)
The integral over z can now be performed explicitly5 and one obtains
Z(1)n,m ≃
e−γ1ℓ
2(n+m)2/4
γ2
[
e−γ2ℓ
2(n−m+1)2/4 + e−γ2ℓ
2(n−m−1)2/4 − 2e−γ2ℓ2(n−m)2/4
]
+ ℓ
√
π
γ2
e−γ1ℓ
2(n+m)2/4
[
u(n−m+1)/2 + u(n−m−1)/2 − 2u(n−m)/2
]
, (C4)
where we have introduced the notation uq ≡ q erf(ℓ√γ2q). In this expression, as we have already seen in Sec. B 2,
only the combinations q = n − m and p = n + m are involved. As a consequence, following the same strategy as
before, one can write the sum over n and m as a sum over q and p, p having the same parity as q. This leads to
∞∑
n,m=−∞
(−1)n+mZ(1)n,m =
∞∑
q=−∞
Z(1)q
∑
p∈P(q)
Z(1)p , (C5)
where the quantities Z(1)q and Z(1)p are defined by
Z(1)q =
1
γ2
[
e−γ2ℓ
2(q+1)2/4 + e−γ2ℓ
2(q−1)2/4 − 2e−γ2ℓ2q2/4
]
+ ℓ
√
π
γ2
[
u(q+1)/2 + u(q−1)/2 − 2uq/2
]
, (C6)
and
Z(1)p = (−1)pe−γ1ℓ
2p2/4 . (C7)
In the above expression, let us stress again that P(q) stands for all integer numbers having the same parity as q.
Since Eq. (C7) coincides with Eq. (B13) for Z(1)p , we have already shown that
∑
p∈P(q) Z(1)p = ϑ3
(
0, e−γ1ℓ
2
)
if q is
even and
∑
p∈P(q) Z(1)p = −ϑ2
(
0, e−γ1ℓ
2
)
if q is odd, see Eqs. (B14) and (B15). One then has
∞∑
n,m=−∞
(−1)n+mZ(1)n,m = ϑ3
(
0, e−γ1ℓ
2
) ∞∑
q=−∞
Z(1)2q − ϑ2
(
0, e−γ1ℓ
2
) ∞∑
q=−∞
Z(1)2q+1 . (C8)
5 Here, we make use of the relation
∫ x
0 erf(az)dz = x erf(ax) + (e
−a2x2 − 1)/(a√π).
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Let us now calculate the two sums over q. In Eq. (C6), two types of terms are present, the exponential ones and the
error function ones. The exponential terms can be resumed explicitly and one obtains, for the odd sum,
∞∑
q=−∞
Z(1)2q+1 = −
2
γ2
[
ϑ2
(
0, e−γ2ℓ
2
)
− ϑ3
(
0, e−γ2ℓ
2
)]
+ ℓ
√
π
γ2
∞∑
q=−∞
(
uq+1 + uq − 2uq+1/2
)
. (C9)
In the same way, one can estimate the even sum and one obtains
∞∑
q=−∞
Z(1)2q =
2
γ2
[
ϑ2
(
0, e−γ2ℓ
2
)
− ϑ3
(
0, e−γ2ℓ
2
)]
+ ℓ
√
π
γ2
∞∑
q=−∞
(
uq+1/2 + uq−1/2 − 2uq
)
. (C10)
One notices that these two last expressions are symmetric under the permutation q ↔ q − 1/2. Using Eqs. (C9)
and (C10) in Eq. (C8), one then obtains the following expression
∞∑
n,m=−∞
(−1)n+mZ(1)n,m =
2
γ2
[
ϑ2
(
0, e−γ1ℓ
2
)
+ ϑ3
(
0, e−γ1ℓ
2
)] [
ϑ2
(
0, e−γ2ℓ
2
)
− ϑ3
(
0, e−γ2ℓ
2
)]
− ϑ2
(
0, e−γ1ℓ
2
)
ℓ
√
π
γ2
∞∑
q=−∞
(
uq+1 + uq − 2uq+1/2
)
+ ϑ3
(
0, e−γ1ℓ
2
)
ℓ
√
π
γ2
∞∑
q=−∞
(
uq+1/2 + uq−1/2 − 2uq
)
. (C11)
Finally, this expression can be simplified by making use of the formulas relating the various Jacobi functions6 and by
using the symmetry uq = u−q, which has the advantage of decreasing the number of terms in the series. Inserting the
above equation in Eq. (A13), one obtains the following expression for the correlation function
〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 ≃ −
2
π
√
γ1
γ2
ϑ3
(
0, e−γ1ℓ
2/4
)
ϑ4
(
0, e−γ2ℓ
2/4
)
− ℓ
√
γ1
π
ϑ3
(
0, e−γ1ℓ
2
)
erf
(√
γ2
ℓ
2
)
+ 2ℓ
√
γ1
π
ϑ3
(
0, e−γ1ℓ
2
) ∞∑
q=0
(
uq+1/2 + uq−1/2 − 2uq
)
− 2ℓ
√
γ1
π
ϑ2
(
0, e−γ1ℓ
2
) ∞∑
q=0
(
uq+1 + uq − 2uq+1/2
)
. (C12)
This formula is not yet “analytical” in the sense that the series still contain an infinite number of terms. But, as we
now discuss, they can be truncated. For practical purpose, let us evaluate how many terms qlim must be computed
in the above infinite sums to reach an accuracy sufficient to match well the numerical results. When q ≫ 1, one has
uq+1 + uq − 2uq+1/2 ≃ uq+1/2 + uq−1/2 − 2uq ≃ −e−ℓ2γ2q2/(ℓ√πγ2). This implies that, when q ≫ 1/(ℓ√γ2), the two
terms of the series rapidly go to zero. Therefore, 1/(ℓ
√
γ2) gives the order of magnitude of the number of terms one
should compute. In Fig. 12, the approximation (C12) is displayed and compared to the exact formula (A13). One can
check that the agreement is good if a sufficient number of terms qlim is kept. When ℓ is large, the approximation fails
to reproduce the exact result as expected and as discussed at the beginning of this section. In this regime, however,
Eq. (B7) gives the correct value for the asymptotic plateau. When ℓ ≪ 1, more terms need to be summed over, as
expected from the fact that the generic term of the sum becomes negligible only when q ≫ 1/(ℓ√γ2). In between,
one can see that the approximated formula provides an excellent fit to the numerical curve, even though r is of order
one and the strict conditions (C1) and (C2) are not met.
6 Concretely, we use the relations [48] ϑ2
(
2a, b4
)
− ϑ3
(
2a, b4
)
= −ϑ4(a, b) and ϑ2
(
2a, b4
)
+ ϑ3
(
2a, b4
)
= ϑ3(a, b).
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FIG. 12: Two-point correlation function of the Sˆz operator for r = 0.5 and ϕ = 0 (left panel), and r = 2 and ϕ = π/6 (right
panel). The blue solid line is the exact result (A13), the dashed colored lines correspond to the approximation (C12) with
different numbers of terms qlim in the two involved sums, and the black horizontal line corresponds to the large ℓ limit (B7).
3. Approximating the Correlation Functions 〈Ψ2 sq|Sˆ
(1)
x (ℓ)Sˆ
(2)
x (ℓ)|Ψ2 sq〉 and 〈Ψ2 sq|Sˆ
(1)
y (ℓ)Sˆ
(2)
y (ℓ)|Ψ2 sq〉
Let us now approximate the two-point correlators of Sˆx(ℓ) and Sˆy(ℓ). Using the same techniques as before and,
therefore, neglecting the integration variable z in the exponential and cosine terms of Eqs. (A38)-(A41), one has
X(1)n,m ≃ ℓ
√
π
γ2
e−γ1ℓ
2(p2+p+1/2) cos
[
γ3ℓ
2(2p+ 1)
] ∫ 1
0
dz
{
erf
[
ℓ
2
√
γ2(z − 2q)
]
+ erf
[
ℓ
2
√
γ2(z + 2q)
]}
, (C13)
X(2)n,m ≃ ℓ
√
π
γ2
e
−
[
γ2
4 +
γ24
γ2
+γ1(p
2+p+1/4)
]
ℓ2
∫ 1
0
dzℜe
{
erf
[
ℓ
2
√
γ2(z − 2q) + i γ4√
γ2
ℓ
]
+ erf
[
ℓ
2
√
γ2(z + 2q) + i
γ4√
γ2
ℓ
]}
,
(C14)
and X
(3)
n,m ≃ X(1)n+1/2,m+1/2, X
(4)
n,m ≃ X(3)n+1/2,m+1/2. Notice that the above formulas are expressed in terms of p = n+m
and q = n−m again. As before, the remaining integrals can be performed explicitly, namely the error functions can
be integrated, and one obtains
X(1)nm ≃ 2ℓ
√
π
γ2
e−γ1ℓ
2(p2+p+1/2) cos
[
γ3ℓ
2(1 + 2p)
]{
uq−1/2 + uq+1/2 − 2uq
+
1
ℓ
√
πγ2
[
e−γ2ℓ
2(q−1/2)2 + e−γ2ℓ
2(q+1/2)2 − 2e−γ2ℓ2q2
]}
, (C15)
X(2)nm ≃ 2ℓ
√
π
γ2
e
−
[
γ2
4 +
γ24
γ2
+γ1(p
2+p+1/4)
]
ℓ2ℜe
{
uq−1/2−iγ4/γ2 + uq+1/2+iγ4/γ2 − 2uq+iγ4/γ2
+
1
ℓ
√
πγ2
[
e−γ2ℓ
2(q−1/2+iγ4/γ2)2 + e−γ2ℓ
2(q+1/2+iγ4/γ2)
2 − 2e−γ2ℓ2(q+iγ4/γ2)2
]}
. (C16)
The next step consists in calculating the sums explicitly. Since, once more, the above equations show that X
(1,2)
n,m
only depend on p and q, the sum over n and m can be performed as a sum over p and q, as we have now done several
times. Concretely, the first sum reads
∞∑
n,m=−∞
X(1)n,m =
∞∑
q=−∞
X (1)q
∑
p∈P(q)
X (1)p , (C17)
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FIG. 13: Two-point correlator of the Sˆx operator for r = 1 and ϕ = 0 (left panel), and r = 1 and ϕ = π/3 (right panel). The
blue solid line is the exact result (A42) and the dashed colored lines correspond to the approximation derived in Sec. C 3 with
different numbers of terms qlim kept in the different sums.
with the following definitions for the quantities X (1)q and X (2)q
X (1)p = ℓ
√
π
γ2
e−γ1ℓ
2(p2+p+1/2) cos
[
γ3ℓ
2(2p+ 1)
]
, (C18)
X (1)q = 2
(
uq−1/2 + uq+1/2 − 2uq
)
+
2
ℓ
√
πγ2
[
e−γ2ℓ
2(q−1/2)2 + e−γ2ℓ
2(q+1/2)2 − 2e−γ2ℓ2q2
]
. (C19)
One notices that Eq. (C18) is the same as Eq. (B25) for X (1)p , up to a p-independent prefactor. The corresponding
sum has already be performed in Sec. B 2. Borrowing the corresponding result leads to
∞∑
n,m=−∞
X(1)n,m = ℓ
√
π
γ2
ℜe
{
e(−γ1/2+iγ3)ℓ
2
ϑ3
[
2ℓ2
(
γ3 + i
γ1
2
)
, e−4γ1ℓ
2
]} ∞∑
q=−∞
X (1)2q
+ ℓ
√
π
γ2
ℜe
{
e(−γ1/2+iγ3)ℓ
2
ϑ2
[
2ℓ2
(
γ3 + i
γ1
2
)
, e−4γ1ℓ
2
]} ∞∑
q=−∞
X (1)2q+1 . (C20)
The sums over q remain to be done. Making use of the formulas given in footnote 6 and of additional properties of
the Jacobi functions7, one arrives at
∞∑
q=−∞
X (1)2q+1 = 2
∞∑
q=−∞
(u2q+1/2 + u2q+3/2 − 2u2q+1) +
2
ℓ
√
πγ2
[
ϑ2
(
0, e−γ2ℓ
2
)
− 2ϑ2
(
0, e−4γ2ℓ
2
)]
(C21)
∞∑
q=−∞
X (1)2q = 2
∞∑
q=−∞
(u2q−1/2 + u2q+1/2 − 2u2q) +
2
ℓ
√
πγ2
[
ϑ2
(
0, e−γ2ℓ
2
)
− 2ϑ3
(
0, e−4γ2ℓ
2
)]
, (C22)
which completes the calculation of the first sum.
7 Here, we make use of the relations [48], ϑ2(z, eiτ ) = eiτ/4+izϑ3
(
z + τ/2, eiτ
)
and ϑ2,3(z, q) = ϑ2,3(−z, q).
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FIG. 14: Two-point correlator of the Sˆy operator for r = 1 and ϕ = 0 (left panel), and r = 1 and ϕ = π/3 (right panel). The
blue solid line is the exact result (A46) and the dashed colored lines correspond to the approximation derived in Sec. C 3 with
different numbers of terms qlim kept in the different sums.
For the second sum, the same logic can be applied again. Noticing that X
(2)
n,m only depends on p and q, one can
write that
∞∑
n,m=−∞
X(2)n,m =
∞∑
q=−∞
X (2)q
∑
p∈P(q)
X (2)p , (C23)
with the following definitions
X (2)p =
ℓ
2
√
π
γ2
e
−
[
γ1(p
2+p+1/4)+
γ2
4 +
γ24
γ2
]
ℓ2
, (C24)
X (2)q = 2ℜe
{(
uq−1/2+iγ4/γ2 + uq+1/2+iγ4/γ2 − 2uq+iγ4/γ2
)
+
1
ℓ
√
πγ2
[
+e−γ2ℓ
2(q−1/2+iγ4/γ2)2 + e−γ2ℓ
2(q+1/2+iγ4/γ2)
2 − 2e−γ2ℓ2(q+iγ4/γ2)2
]}
. (C25)
As before, one notices that Eq. (C24) is the same as Eq. (B36) for X (2)p , up to a p-independent prefactor and the
corresponding sum has already been performed in Sec. B 2. Using this result, one can write that
∞∑
n,m=−∞
X(2)nm =
ℓ
2
√
π
γ2
e−(γ1/4+γ2/4+γ
2
4/γ2)ℓ
2
[
ϑ2
(
iγ1ℓ
2, e−4γ1ℓ
2
) ∞∑
q=−∞
X (2)2q+1 + ϑ3
(
iγ1ℓ
2, e−4γ1ℓ
2
) ∞∑
q=−∞
X (2)2q
]
.
(C26)
The two remaining sums in the above expression can be evaluated in a similar way as before, in particular by making
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use of the formulas given in footnote 7. The result reads
∞∑
q=−∞
X (2)2q+1 = 4ℜe
{ ∞∑
q=−∞
(
u2q+1/2+iγ4/γ2 + u2q+3/2+iγ4/γ2 − 2u2q+1+iγ4/γ2
)
+
2eγ
2
4ℓ
2/γ2
ℓ
√
πγ2
[
e−(γ2/4+iγ4)ℓ
2
ϑ2
(
2γ4ℓ
2 − iγ2ℓ2, e−4γ2ℓ
2
)
− ϑ2
(
2γ4ℓ
2, e−4γ2ℓ
2
)]}
, (C27)
∞∑
q=−∞
X (2)2q = 4ℜe
{ ∞∑
q=−∞
(
u2q−1/2+iγ4/γ2 + u2q+1/2+iγ4/γ2 − 2u2q+iγ4/γ2
)
+
2eγ
2
4ℓ
2/γ2
ℓ
√
πγ2
[
e−(γ2/4+iγ4)ℓ
2
ϑ3
(
2γ4ℓ
2 − iγ2ℓ2, e−4γ2ℓ
2
)
− ϑ3
(
2γ4ℓ
2, e−4γ2ℓ
2
)]}
. (C28)
This completes the calculation of the second sum.
For the third sum, one simply has
∞∑
n,m=−∞
X(3)n,m ≃
∞∑
n,m=−∞
X
(1)
n+1/2,m+1/2 =
∞∑
q=−∞
X (1)q
∑
p∈P(q)
X (1)p+1 =
∞∑
q=−∞
X (1)q
∑
p∈P¯(q)
X (1)p . (C29)
The calculation one has to perform is therefore very similar to the first sum, the only difference being that p is now
summed over integer numbers having the opposite parity as q, rather than the same parity as usual. Therefore, we
have already calculated all the necessary quantities. The final result is simply a different combination of them, namely
∞∑
n,m=−∞
X(3)n,m = ℓ
√
π
γ2
ℜe
{
e(iγ3−γ1/2)ℓ
2
ϑ3
[
(2γ3 + iγ1) ℓ
2, e−4γ1ℓ
2
]} ∞∑
q=−∞
X (1)2q+1
+ ℓ
√
π
γ2
ℜe
{
e(iγ3−γ1/2)ℓ
2
ϑ2
[
(2γ3 + iγ1) ℓ
2, e−4γ1ℓ
2
]} ∞∑
q=−∞
X (1)2q . (C30)
Finally, the calculation of the fourth sum proceeds along the same lines. We have
∞∑
n,m=−∞
X(4)n,m ≃
∞∑
n,m=−∞
X
(2)
n+1/2,m+1/2 =
∞∑
q=−∞
X (2)q
∑
p∈P(q)
X (2)p+1 =
∞∑
q=−∞
X (2)q
∑
p∈P¯(q)
X (2)p , (C31)
which leads to
∞∑
n,m=−∞
X(4)nm =
ℓ
2
√
π
γ2
e−(γ1/4+γ2/4+γ
2
4/γ2)ℓ
2
[
ϑ2
(
iγ1ℓ
2, e−4γ1ℓ
2
) ∞∑
q=−∞
X (2)2q + ϑ3
(
iγ1ℓ
2, e−4γ1ℓ
2
) ∞∑
q=−∞
X (2)2q+1
]
.
(C32)
At this stage, we have now successfully calculated the four sums. It should be obvious that the structure of the result is
very similar to that obtained for the correlation function 〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉. In particular, in order to obtain
an explicit expression, the remaining sums must be truncated and, of course, the accuracy of the approximation will
depend on the number of terms kept in the series.
In Figs. 13 and 14, the approximations derived in the present section are displayed and compared with the exact
formulas (A42) and (A46). One one can check that the agreement is good if one sums over a sufficient number of
terms qlim. When ℓ is large, the approximation fails to reproduce the exact result as discussed at the beginning of this
section and similarly to what happens for 〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉. When ℓ ≪ 1, more terms need to be summed
over, as expected from the fact that the generic term of the sums becomes negligible when q ≫ 1/(ℓ√γ2), again as for
the two-point correlation function of Sˆz. In between, there is a range of ℓ values where the approximation provides
a good fit to the exact result, even outside the (strict) domain of validity defined by Eqs. (C1) and (C2). Finally, in
Fig. 15, we have displayed the corresponding expectation value of the Bell operator given by Eq. (20), for r = 2 and
ϕ = 0 (left panel), and for r = 2 and ϕ = π/3 (right panel). One can see that, in case Bell’s inequality violation can
be obtained, the maximum of the bump is correctly reproduced by the present approximation, even if, once again, it
is used outside the strict domain of validity of our approximation. In practice, we have checked that this is always
the case (see also left panel of Fig. 6).
30
−8 −6 −4 −2 0 2 4
log2 ℓ
1.0
1.5
2.0
2.5
3.0
〈Bˆ
〉
2
√
2
r = 2, ϕ = 0
qlim = 2
qlim = 5
qlim = 10
qlim = 20
−4 −2 0 2 4
log2 ℓ
−1
0
1
2
3
〈Bˆ
〉
2
√
2
r = 2, ϕ = π/3
qlim = 2
qlim = 5
qlim = 10
qlim = 20
FIG. 15: Expectation value of the Bell operator (20) as a function of ℓ for r = 2 and ϕ = 0 (left panel), and for r = 2 and
ϕ = π/3 (right panel). The blue solid lines stand for the result of the exact, numerical result while the dashed lines correspond
to our approximation with different numbers of terms qlim kept.
Appendix D: The Large Squeezing Limit
When restricted to its strict domain of validity, the approximation scheme developed in Sec. C leads to even simpler
formulas. These formulas describe the large squeezing limit approximation. In this section, we derive the behavior of
the correlation functions in this regime.
Let us start with 〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉. In the regime defined Eqs. (C1) and (C2), γ1 ≪ 1 and γ3 ≪ 1. Making
use of the formulas given in footnote 4, Eq. (C12) gives rise to
〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 ≃ −
4√
πγ2ℓ
ϑ4
(
0, e−γ2ℓ
2/4
)
− erf
(√
γ2
ℓ
2
)
+ 2
∞∑
q=0
(−1)q (uq/2+1/2 + uq/2−1/2 − 2uq/2) ,
(D1)
an equation significantly simpler than Eq. (C12).
In fact, this is mainly for the correlation functions of Sˆx(ℓ) and Sˆy(ℓ) that one really obtains drastic improvement.
Indeed using again the asymptotic behavior of the Jacobi functions, one can write
∞∑
n,m=−∞
X(1)n,m ≃
∞∑
n,m=−∞
X(3)n,m ≃
1
2
π√
γ1γ2
e−
γ23
γ1
ℓ2
( ∞∑
q=−∞
X (1)2q +
∞∑
q=−∞
X (1)2q+1
)
, (D2)
∞∑
n,m=−∞
X(2)n,m ≃
∞∑
n,m=−∞
X(4)n,m ≃
1
4
π√
γ1γ2
e
−
(
γ24
γ2
+
γ2
4
)
ℓ2
( ∞∑
q=−∞
X (2)2q +
∞∑
q=−∞
X (2)2q+1
)
, (D3)
where the sums over q, making again use of the formulas given in footnotes 6, can be expressed as
∞∑
q=−∞
X (1)2q +
∞∑
q=−∞
X (1)2q+1 ≃ 2
∞∑
q=−∞
(uq−1/2 + uq+1/2 − 2uq)−
4
ℓ
√
πγ2
ϑ4
(
0, e−γ2ℓ
2/4
)
, (D4)
∞∑
q=−∞
X (2)2q +
∞∑
q=−∞
X (2)2q+1 ≃ 4
∞∑
q=−∞
ℜe (uq−1/2+iγ4/γ2 + uq+1/2+iγ4/γ2 − 2uq+iγ4/γ2)− 8e
γ24
γ2
ℓ2
ℓ
√
πγ2
ϑ4
(γ4
2
ℓ2, e−γ2ℓ
2
)
.
(D5)
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Although Eq. (D4) cannot be further simplified, this is not the case for Eq. (D5). Indeed, noticing that, in the regime
defined by Eqs. (C1)-(C2), one also has γ4/γ2 ≪ −1, the sum appearing in Eq. (D5) can be rewritten in a more
friendly manner8 and one obtains that
uq−1/2+iγ4/γ2 + uq+1/2+iγ4/γ2 − 2uq+iγ4/γ2 ≃ −
1√
πγ2ℓ
{
e
[
γ4
γ2
−i(q− 12 )
]2
ℓ2γ2 + e
[
γ4
γ2
−i(q+ 12 )
]2
ℓ2γ2 − 2e
(
γ4
γ2
−iq
)2
ℓ2γ2
}
+
√
γ2
π
i
ℓγ4
{(
q − 1
2
)
e
[
γ4
γ2
−i(q− 12 )
]2
ℓ2γ2 +
(
q +
1
2
)
e
[
γ4
γ2
−i(q+ 12 )
]2
ℓ2γ2 − 2qe
(
γ4
γ2
−iq
)2
ℓ2γ2
}
.
(D6)
When summing over q, the terms of the first line in the above equation (D6) give rise to an elliptic theta function
that exactly cancels out with the second term of Eq. (D5). It follows that
∞∑
q=−∞
X (2)2q +
∞∑
q=−∞
X (2)2q+1 ≃
4
ℓγ4
√
γ2
π
∞∑
q=−∞
ℜe
{
i
(
q − 1
2
)
e
[
γ4
γ2
−i(q− 12 )
]2
ℓ2γ2 + i
(
q +
1
2
)
e
[
γ4
γ2
−i(q+ 12 )
]2
ℓ2γ2 (D7)
− 2iqe
(
γ4
γ2
−iq
)2
ℓ2γ2
}
. (D8)
An important remark is that all the terms of this sum are absolutely summable and, hence, the sum can be reordered.
This leads to a simpler expression in terms of a Jacobi function. Concretely, one has9
∞∑
q=−∞
X (2)q +
∞∑
q=−∞
X (2)2q+1 ≃
8
ℓγ4
√
γ2
π
∞∑
q=−∞
ℜe
[
i
(
q − 1
2
)
e
−ℓ2γ2
(
q− 12+i
γ4
γ2
)2
− iqe−ℓ
2γ2
(
q+i
γ4
γ2
)2]
(D12)
=
8
ℓγ4
√
γ2
π
e
γ24
γ2
ℓ2
∞∑
q=−∞
{(
q − 1
2
)
e−γ2ℓ
2(q− 12 )
2
sin
[
2ℓ2γ4
(
q − 1
2
)]
− qe−γ2ℓ2q2 sin (2ℓ2γ4q)
}
(D13)
=
8
ℓγ4
√
γ2
π
e
γ24
γ2
ℓ2
[
ϑ′3
(
γ4ℓ
2, e−γ2ℓ
2
)
− ϑ′2
(
γ4ℓ
2, e−γ2ℓ
2
)]
=
4
ℓγ4
√
γ2
π
e
γ24
γ2
ℓ2ϑ′4
(γ4
2
ℓ2, e−
γ2
4 ℓ
2
)
,
(D14)
where a prime denotes derivative with respect to the first argument of the theta functions. Plugging this result into
Eq. (D3), one obtains
∞∑
n,m=−∞
X(2)n,m ≃
∞∑
n,m=−∞
X(4)n,m ≃
√
π
γ1
1
ℓγ4
e−
γ2
4 ℓ
2
ϑ′4
(γ4
2
ℓ2, e−
γ2
4 ℓ
2
)
. (D15)
A last remark is that under the conditions defined by Eqs. (C1) and (C2), γ4 ≪ −1. In such a limit, one has
ϑ′4
(
γ4ℓ
2/2, e−γ2ℓ
2/4
)
/(ℓγ4) → 0. Since the 1/√γ1 prefactor in Eq. (D15) cancels out with the one of Eqs. (A42)
8 Here, we make use of the relation erf(a + ib) −→
b→−∞
i√
pib
e(b−ia)
2
9 Here, by derivating the relations [48]
∞∑
p=−∞
e−ap
2
cos(bp) = ϑ3
(
b
2
, e−a
)
,
∞∑
p=−∞
e−a(p+
1
2 )
2
cos
[
b
(
p+
1
2
)]
= ϑ2
(
b
2
, e−a
)
(D9)
with respect to b, one obtains
∞∑
p=−∞
pe−ap
2
sin(bp) = − ∂
∂b
ϑ3
(
b
2
, e−a
)
(D10)
∞∑
p=−∞
(
p+
1
2
)
e−a(p+
1
2 )
2
sin
[
b
(
p+
1
2
)]
= − ∂
∂b
ϑ2
(
b
2
, e−a
)
(D11)
which we make use of.
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FIG. 16: Maximum Bell’s operator expectation value 〈B〉max (where the maximum of the Bell operator expectation value
has been identified to the “bump”, see the discussion in Sec. III for an accurate definition of the bump) as a function of the
combination of squeezing parameters erϕ, in the large squeezing limit.
and (A46), this means that one can take
∞∑
n,m=−∞
X(2)n,m ≃
∞∑
n,m=−∞
X(4)n,m ≃ 0 (D16)
in this limit.
Combining all these results, one obtains the large squeezing approximation for the two-point correlation functions
of Sˆx(ℓ) and Sˆy(ℓ). It reads
〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)|Ψ2 sq〉 ≃ −〈Ψ2 sq|Sˆ(1)y (ℓ)Sˆ(2)y (ℓ)|Ψ2 sq〉 (D17)
≃ e−
γ23
γ1
ℓ2
[ ∞∑
q=−∞
(uq−1/2 + uq+1/2 − 2uq)−
2
ℓ
√
πγ2
ϑ4
(
0, e−γ2ℓ
2/4
)]
. (D18)
It is now interesting to notice that in the asymptotic formulas we derived, Eqs. (D1) and (D18), the squeezing
parameters only enter through the combinations γ2 and γ
2
3/γ1. In the regime defined by Eqs. (C1) and (C2), these
are given by
γ23
γ1
≃ 1
γ2
≃ 1
2
e2rϕ2 . (D19)
Therefore, in the large squeezing limit, all correlators depend only on a single combination of the squeezing parameters,
namely erϕ. In Fig. 16, the maximum Bell’s operator expectation value 〈B〉max is displayed as a function of erϕ, in
the large squeezing limit. One can see that in this regime, Bell’s inequalities violation can be realized if and only if
erϕ < 0.34 . (D20)
This is why in Fig. 5, the line ϕ = 0.34 e−r has been displayed, and one can check that when r & 3, this line accurately
delimits the region where Bell’s inequality violation occurs. Moreover, we also verify that all isocolor lines are indeed
aligned with it. Finally, let us note that the two asymptotic regimes of Fig. 16 can be understood as follows. When
erϕ ≫ 1, γ23/γ1 ≫ 1 hence 〈SˆxSˆx〉 ≪ 1 in Eq. (D18) [one can also show that 〈SˆzSˆz〉 ≪ 1 in Eq. (D1)] and no Bell’s
33
inequality violation can be realized. In the opposite limit when erϕ ≪ 1, one can take γ23/γ1 ≃ 0 in Eq. (D18) and
the limit γ2 ≫ 1 can also be performed. This leads to u(x) ≃ |x|. Then, in the sum of Eq. (D1), only the term
q = 0 gives a non vanishing contribution, and since ϑ4(0, e
−a) ≃ 1 when a≫ 1, one obtains 〈SˆzSˆz〉 ≃ 1. In the same
manner, the only non vanishing term of the sum in Eq. (D18) is the one for which q = 0, yielding 〈SˆxSˆx〉 ≃ 1. This
is why Bell’s inequality is maximally violated in this limit.
Appendix E: The Dual Case ϕ ≃ π/2
The strict validity regime of the generic approximation scheme developed in Sec. C requires that, in the large
squeezing limit, the squeezing angle ϕ is not too close to π/2, see Eq. (C1). This condition notably ensured that
γ1 ≪ 1. In the opposite regime, where
r ≫ 1 and cosϕ≪ e−r , (E1)
one has γ1 ≃ 1/(e−2r + e2r cos2 ϕ) ≫ 1, γ2 ≃ 2e−2r ≪ 1 and γ3 ≃ 1/γ4 ≃ − tanϕ ≪ −1, and the approximation
scheme of Sec. C does not apply.
However, as noticed in Sec. A, the two situations are dual and connected through the formulas (A47)-(A49).
Therefore, for any configuration such that ϕ ≃ π/2, one can always study the dual configuration for which ϕ ≃ 0
making use of the approximation scheme of Sec. C, and then use Eqs. (A47)-(A49) to obtain all correlation functions
[in particular, from Eq. (20), it is clear that the expectation value of the Bell operator is the same in the two dual
configurations].
Notwithstanding, in this section we develop an approximation scheme specific to configurations such that ϕ ≃ π/2.
The reason is that, as one will see, such a scheme relies on a completely different technique from the one used in
Sec. A, namely saddle-point approximations. Such methods may be preferred, notably since they easily allow one
to go to arbitrarily higher order in the approximation, something which is not possible with the scheme of Sec. A.
Therefore, if one wanted to compute higher order corrections of the results of Sec. A in the case ϕ ≃ 0, one would
simply have to study the dual configuration when ϕ ≃ π/2 and make use of the saddle-point techniques developed
in this section. In this work, we therefore provide two alternative approximation schemes, and for any configuration,
one can use one or the other, depending on convenience or aimed accuracy. In this section, the leading order of the
approximation is derived only (and it will be checked that it leads to maximal Bell’s inequality violation, in agreement
with what was noticed at the end of Sec. D for the dual configuration), but generalization to higher order can directly
be obtained.
1. Correlation Function 〈Ψ2 sq|Sˆ
(1)
z (ℓ)Sˆ
(2)
z (ℓ)|Ψ2 sq〉
Let us first work out 〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 in the regime of Eq. (E1). After performing the change of integration
variable x = z + n+m, Eq. (A11) can be rewritten as
Z(1)n,m =
ℓ
2
√
π
γ2
∫ p+1
p
dxeγ1g(x)f(x) , (E2)
where
f(x) = erf
[√
γ2
ℓ
2
(x− p− q)
]
+ erf
[√
γ2
ℓ
2
(x− p+ q)
]
, g(x) = − ℓ
2
4
x2 , (E3)
and where one recalls that p = n+m and q = n−m. Since γ1 ≫ 1 appears in the exponential argument of Eq. (E2),
as discussed before, the idea is to treat this expression with a saddle-point approximation. Within the integration
domain, the function g(x) is always maximal at one of the integral boundaries, that we denote x0. If p ≥ 0, one has
x0 = p, while if p < 0, then x0 = p+ 1. Let us now perform the change of integration variable x = x0 + y/
√
γ1. One
obtains
Z(1)n,m =
ℓ
2
√
π
γ2γ1
∫ √γ1(p+1−x0)
√
γ1(p−x0)
dyeγ1g(y)f(y) . (E4)
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Since γ1 ≫ 1, the integral is dominated by its contribution close to y ≃ 0 and one can expand the function f(y) at
first order in 1/
√
γ1,
f(y) = erf
[√
γ2
ℓ
2
(x0 − p− q)
]
+ erf
[√
γ2
ℓ
2
(x0 − p+ q)
]
+
√
γ2
γ1π
ℓ
[
e−
γ2
4 ℓ
2(x0−p−q)2 + e−
γ2
4 ℓ
2(x0−p+q)2
]
y +O
(
1
γ1
)
.
(E5)
The integral can then be performed exactly. If p ≥ 0, x0 = p and the first term of the above expansion vanishes. One
then has
f(y)|p≥0 =2
√
γ2
γ1π
ℓe−
γ2
4 ℓ
2q2y +O
(
1
γ1
)
, (E6)
from which it follows that
Z(1)n,m
∣∣∣
p≥0
=
ℓ2
γ1
e−
γ2
4 ℓ
2q2
∫ √γ1
0
e
− γ1ℓ24
(
p+ y√γ1
)2
ydy ≃


4
ℓ2p2γ21
e−(γ1p
2+γ2q
2) ℓ
2
4 if p > 0
2
γ1
e−γ2q
2 ℓ2
4 if p = 0
, (E7)
where in the second line, we have expanded the result at leading order in 1/
√
γ1. If p < 0, x0 = p+ 1 and one has
f(y) = erf
[√
γ2
ℓ
2
(1− q)
]
+ erf
[√
γ2
ℓ
2
(1 + q)
]
+O
(
1√
γ1
)
, (E8)
from which one obtains
Z(1)n,m
∣∣∣
p<0
=
ℓ
2
√
π
γ1γ2
{
erf
[√
γ2
ℓ
2
(1− q)
]
+ erf
[√
γ2
ℓ
2
(1 + q)
]}∫ 0
−√γ1
dye
−γ1 ℓ24
(
p+1+ y√γ1
)2
(E9)
≃


− 1
ℓγ1(p+ 1)
√
π
γ2
{
erf
[√
γ2
ℓ
2
(1− q)
]
+ erf
[√
γ2
ℓ
2
(1 + q)
]}
e−γ1(p+1)
2 ℓ2
4
if p < −1
π
2
√
γ1γ2
{
erf
[√
γ2
ℓ
2
(1− q)
]
+ erf
[√
γ2
ℓ
2
(1 + q)
]}
if p = −1
, (E10)
where in the second line, we have again expanded the result at leading order in 1/
√
γ1. From these expressions, it
is clear that the terms such that p > 0 or p < −1 are exponentially suppressed in the limit γ1 ≫ 1. In some sense,
the situation is similar to the one of the large ℓ limit, see Sec. B 1, since only the terms p = 0 and p = −1 give a
non-negligible contribution. Recalling that p and q must have same parity, one then has
∞∑
n,m=−∞
(−1)n+mZ(1)n,m =
2
γ1
∑
q even
e−γ2ℓ
2q2/4 − π
2
√
γ1γ2
∑
q odd
{
erf
[√
γ2
ℓ
2
(1− q)
]
+ erf
[√
γ2
ℓ
2
(q + 1)
]}
. (E11)
It is now time to make use of the fact that, in the regime under consideration, γ2 ≪ 1. In this limit, the second error
function can be expanded around the argument of the first one, and one obtains
∞∑
n,m=−∞
(−1)n+mZ(1)n,m ≃
2
γ1
∞∑
q=−∞
e−γ2ℓ
2q2 −
√
π
γ1
ℓ
∞∑
q=−∞
e−γ2ℓ
2q2 . (E12)
It is interesting to notice that the first term, corresponding to p = 0, is subdominant at leading order in 1/
√
γ1, which
is consistent with the fact that the leading term in Eq. (E5) vanishes for p ≥ 0 and x0 = p. One then obtains
∞∑
n,m=−∞
(−1)n+mZ(1)n,m ≃ −
√
π
γ1
ℓϑ3
(
0, e−γ2ℓ
2
)
≃ − π√
γ1γ2
, (E13)
where we have expanded the final result in the γ2 ≪ 1 limit. Making use of Eq. (A13), this gives rise to
〈Ψ2 sq|Sˆ(1)z (ℓ)Sˆ(2)z (ℓ)|Ψ2 sq〉 = −1 . (E14)
This is in agreement with Eq. (A47) and the limit derived at the very end of Sec. D.
35
2. Correlation Functions 〈Ψ2 sq|Sˆ
(1)
x (ℓ)Sˆ
(2)
x (ℓ)|Ψ2 sq〉 and 〈Ψ2 sq|Sˆ
(1)
y (ℓ)Sˆ
(2)
y (ℓ)|Ψ2 sq〉
Let us now make use of the same technique to calculate the correlation function of the x and y-components of the
spin operators. Let us start with the term X
(1)
n,m given by Eq. (A38), our goal being to put this expression under a
form similar to Eq. (E2). Straightforward manipulations lead to
X(1)n,m = e
−γ1ℓ2/2ℓ
√
π
γ2
∫ 2p+1
2p
dxeγ1g(x)f(x) , (E15)
where, now, the functions f(x) and g(x) are defined by
f(x) = cos
[
γ3ℓ
2 (x+ 1)
]{
erf
[√
γ2
ℓ
2
(x− 2p− 2q)
]
+ erf
[√
γ2
ℓ
2
(x− 2p+ 2q)
]}
, g(x) = − ℓ
2
4
x(x+ 2) . (E16)
Then, the calculation proceeds exactly in the same way as before. The integral is dominated by contributions coming
from the point x0 with x0 = 2p when p ≥ 0 and x0 = 2p + 1 when p < −1. One then write x = x0 + y/√γ1 and
expands the results in inverse powers of γ1. Notice that, at leading order, the cosine function present in f(x) never
contributes since the corresponding first correction is quadratic in x. For x0 = 2p, one obtains
X(1)n,m
∣∣∣
p≥0
≃ 8
γ21ℓ
2(1 + 2p)2
cos
[
γ3ℓ
2 (2p+ 1)
]
e−γ2ℓ
2q2e−γ1ℓ
2(1+2p+2p2)/2. (E17)
Notice that this expression is perfectly valid when p = 0 contrary to the corresponding case for the z-component spin
correlation function. In the case x0 = 2p+ 1, similar considerations lead to
X(1)n,m
∣∣∣
p<−1
≃ − e
−γ1ℓ2/2
ℓγ1(p+ 1)
√
π
γ2
cos
[
γ3ℓ
2 (2p+ 2)
]{
erf
[√
γ2
ℓ
2
(1− q)
]
+ erf
[√
γ2
ℓ
2
(1 + q)
]}
e−γ1ℓ
2(1+2p)(3+2p)/4 ,
(E18)
while, if p = −1, one has
X(1)n,m
∣∣∣
p=−1
≃ 2ℓ
√
π
γ1
e−γ1ℓ
2/4−γ2ℓ2q2 , (E19)
It is clear that p = −1 gives the dominant contribution. The term corresponding to p = 0 is not exponentially killed
but contains additional power of γ1 at the denominator. Therefore, it can be discarded. Then, in order to calculate
the first sum, we just have to perform the sum over q in the previous equation which can be done, as usual, in terms
of a Jacobi function. Using that γ2 ≪ 1, one arrives at
∞∑
n,m=−∞
X(1)n,m ≃
π√
γ1γ2
e−γ1ℓ
2/4. (E20)
The calculation of X
(2)
n,m proceeds along the same lines, the only (slightly) more complicated aspect being that one
has now to deal with complex error functions. Working out Eq. (A39), one arrives at
X(2)n,m = e
−(γ1+γ2)ℓ2/4−γ24/γ2ℓ2 ℓ
2
√
π
γ2
∫ 2p+1
2p
dxeγ1g(x)f(x) , (E21)
where the functions f(x) and g(x) can be expressed as
f(x) =
{
erf
[√
γ2
ℓ
2
(x− 2p− 2q) + i γ4√
γ2
ℓ
]
+ erf
[√
γ2
ℓ
2
(x− 2p− 2q)− i γ4√
γ2
ℓ
]
+ erf
[√
γ2
ℓ
2
(x− 2p+ 2q) + i γ4√
γ2
]
+ erf
[√
γ2
ℓ
2
(x− 2p+ 2q)− i γ4√
γ2
]}
, (E22)
and g(x) = −ℓ2x(x + 2)/4. As before, one must distinguish whether one deals with the case x0 = 2p or x0 = 2p+ 1
and it is easy to convince oneself that the dominant contribution will be given by p = −1 for which one has
X(2)n,m
∣∣∣
p=−1
≃ 2ℓ
√
π
γ1
e−γ2ℓ
2/4−γ24/γ2ℓ2−γ2ℓ2q2 , (E23)
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Performing the sum over q is now standard and one obtains
∞∑
n,m=−∞
X(2)n,m ≃
π√
γ1γ2
e−γ2ℓ
2/4−γ24/γ2ℓ2 . (E24)
Similar considerations can be made for the two remaining integrals.
Combining these results with Eqs. (A42), one finally obtains
〈Ψ2 sq|Sˆ(1)x (ℓ)Sˆ(2)x (ℓ)|Ψ2 sq〉 ≃ e−γ1ℓ
2/4 + e−γ2ℓ
2/4−γ24/γ2ℓ2 ≃ 1 (E25)
where we have taken the limits γ1 ≫ 1 and γ2, γ24/γ2 ≪ 1. In the same way, using Eq. (A46), one has
〈Ψ2 sq|Sˆ(1)y (ℓ)Sˆ(2)y (ℓ)|Ψ2 sq〉 ≃ −e−γ1ℓ
2/4 + e−γ2ℓ
2/4−γ24/γ2ℓ2 ≃ 1 . (E26)
These results are in agreement with Eqs. (A48) and (A49) and the limit derived at the very end of Sec. D. This also
confirms that Bell’s inequalities are maximally violated in the large squeezing limit when ϕ = π/2.
Appendix F: Rotation in Phase-Space
In this section, we investigate the situation where the pseudo-spin operators are defined with respect to a direction
in phase space that is different from the position Q considered in the rest of this paper. Let us therefore introduce
the rotation in phase space
Qˆi = Qˆi cosα− Pˆi sinα, (F1)
Pˆ i = Pˆi cosα+ Qˆi sinα, (F2)
where α is a real angle parameter and i = 1, 2. One can easily check that [Qˆi, Pˆi] = [Qˆi, Pˆ i] and this transformation
is therefore canonical. As a consequence, it can be represented by a unitary operator Ui which, in the present case,
takes the following form [49]
Ui = exp
[
i
2
ln(cosα)
(
PˆiQˆi + QˆiPˆi
)]
exp
[
i
2
sin(2α)Qˆ2i
]
exp
(
− i
2
tanαPˆ 2i
)
. (F3)
One can indeed check that the transformation given by Eqs. (F1) and (F2) is realized by Qˆi = UiQˆiU
†
i and Pˆ i =
UiPˆiU
†
i . The next step is to study how the state (A3) transforms under this canonical transformation [50]. For this
purpose, let us consider the eigenstates |Qi〉 and |Qi〉 of the operators Qˆi and Qˆi, respectively. One can sandwich
Eqs. (F1) and (F2) between 〈Qi| and |Qi〉 and use the fact that 〈Qi|Pˆi|Qi〉 = −i∂〈Qi|Qi〉/(∂Qi) and 〈Qi|Pˆ i|Qi〉 =
i∂〈Qi|Qi〉/(∂Qi). This results in two differential equations that reads
∂
∂Qi
〈Qi|Qi〉 =
i
sinα
(
cosαQi −Qi
) 〈Qi|Qi〉, (F4)
∂
∂Qi
〈Qi|Qi〉 = −
i
sinα
(
Qi − cosαQi
) 〈Qi|Qi〉, (F5)
and leads to
〈Qi|Qi〉 = C exp
(
− i
sinα
QiQi +
i
2 tanα
Q2i +
i
2 tanα
Q
2
i
)
, (F6)
where C is a constant. From this expression, one can now infer the wavefunction of the system after the canonical
transformation. It is given by
〈Ψ2 sq|Q1, Q2〉 ≡ Ψ2 sq
(
Q1, Q2
)
=
∫
〈Ψ|Q1, Q2〉〈Q1|Q1〉〈Q2|Q2〉dQ1dQ2, (F7)
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where 〈Ψ2 sq|Q1, Q2〉 = Ψ2 sq (Q1, Q2) ∝ eA(Q
2
1+Q
2
2)−BQ1Q2 is given by Eq. (A3). This integral can easily be performed
since it is a Gaussian integral. Concretely, one has
Ψ2 sq
(
Q1, Q2
) ∝ ei(Q21+Q22)/(2 tanα) ∫ e−QTMQ/2−JTQdQ1dQ2, (F8)
where
Q =
(
Q1
Q2
)
, J =
i
sinα
(
Q1
Q2
)
, M =
(−2A− itanα B
B −2A− itanα
)
, (F9)
and straightforward calculations leads to
Ψ2 sq
(
Q1, Q2
) ∝ ei(Q21+Q22)/(2 tanα)eJTM−1J/2 = eA(Q21+Q22)−BQ1Q2 , (F10)
where the new quantities A and B can be expressed as
A =
i
2 tanα
+
1
2 sin2 α detM
(
2A+
i
tanα
)
= A(r, ϕ+ α) (F11)
B = − B
sin2 α detM
= B(r, ϕ + α). (F12)
We conclude that, after the rotation, the wavefunction keeps its shape unmodified, the squeezing parameter also
remains unchanged but the squeezing angle becomes ϕ+ α.
Interestingly enough, the above result can also be established directly in phase space. A convenient tool to carry
out this calculation is the Wigner function [51, 52]
W2 sq(Q1, P1, Q2, P2) =
1
(2π)
2
∫
dxdyΨ∗2 sq
(
Q1 − x
2
, Q2 − y
2
)
e−iP1x−iP2yΨ2 sq
(
Q1 +
x
2
, Q2 +
y
2
)
, (F13)
which is a quasiprobability distribution in phase space that provides an equivalent description of the quantum state
than that of the wavefunction or the density matrix. For the two-mode squeezed state (A3), Gaussian integration
leads to [16, 52]
W2 sq(Q1, P1, Q2, P2) =
1
π2
exp
[− cosh(2r) (Q21 +Q22 + P 21 + P 22 )+ 2 sinh(2r) sin(2ϕ) (Q1P2 +Q2P1)
+2 sinh(2r) cos(2ϕ) (Q1Q2 − P1P2)] . (F14)
If one replaces Qi and Pi by their expressions (F1) and (F2) in terms of Qi and P i in this formula, one directly obtains
W2 sq(Q1, P 1, Q2, P 2) =
1
π2
exp
{
− cosh(2r)
(
Q
2
1 +Q
2
2 + P
2
1 + P
2
2
)
+ 2 sinh(2r) sin [2 (ϕ+ α)]
(
Q1P 2 +Q2P 1
)
+2 sinh(2r) cos [2 (ϕ+ α)]
(
Q1Q2 − P 1P 2
)}
. (F15)
Comparing with Eq. (F14), one notices that the same Wigner function is obtained, except that the squeezing angle
has been redefined according to ϕ→ ϕ+ α. The wavefunction in the Q-position representation is therefore given by
the same expression as Eq. (A3), if one replaces ϕ by ϕ+ α, which is exactly the result we have obtained previously.
As a consequence, if one defines the pseudo-spin operators with respect to Q instead of Q, that is to say, if one
replaces Q by Q everywhere in Eqs. (1)-(9), then one obtains the same results as the ones derived above except that
ϕ must be replaced by ϕ+ α. The analysis presented in this paper therefore allows one to deal with any orientation
between the squeezing angle of the wavefunction and the pseudo-spin operators.
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