LAPLACE'S METHOD FOR TWO PARAMETERS R. N. PBDERSON
The behavior for large h and k of the integral with coefficients depending on k v h~^. In case (2) it is shown that I(h, k) is asymptotic to a double power series in hr 1 '" and kh~^v. In case (3) it is shown that I(h, k) is asymptotic to a double power series in kr 1^ and hk y~^. In case (4) it is shown that there exist two parameters σ, τ tending to zero as h, k -> oo such that exp (<x~2) I(h, k) is asymptotic to a double power series in σ and τ. If μ ^ y it is proved that the coefficients of the above power series are unique.
I(h, k) = [ a f(t) exp [-hφit) + kφ(t)] dt
It is the purpose of this paper to obtain asymptotic expansions of the integral I(h,k), for α >0, as k, h-> oo. In most cases we assume that h and k are bound by the relation k = o(h). We assume, roughly speaking, that φ{t) ~ a Q t v (α o >O), ψ(t)~b o t< 1 , and f{t) ~c o t λ as £->0. If & = 0 and y = 2 this is the classical Laplace's Method. We will show that the problem divides naturally into four cases: k v h~* -> 0, k v h~^ -> oo (6 0 < 0), k v h~> J ' -> oo (δ 0 > 0), and tehr* is bounded away from both zero and infinity. Tricomi [4] and Fulks [3] have obtained results along this line when v = 2, μ = 1, and λ = 0. Tricomi considered a specific integral of this type (related by a change of variable to the incomplete gamma function) and obtained complete expansions in three of the four above cases. Fulks considered a general class of integrals and obtained the first term in all four cases. The methods of both authors depend quite strongly on the quadratic nature of the exponent near the origin. In this paper we will consider aribtrary v, μ, λ and obtain complete asymptotic expansions in all four cases. The results of Fulks have been extended by Thomsen [2] in another direction. The author would like to thank Professor W. Fulks for suggesting this problem.
1* Statement of results* Let f(x) and g(x) Φ 0 be defined for x = (x u x 2 , , x n ) εS where S is a subset of Euclidean n space having the origin as a limit point. For each j = 0,1, , N let p,(x) be a homogeneous polynomial in x of degree j. We will use
3=0
to mean that
where | x \ -(x\ + x\ + + x\)
112
. If f(x) and g(x) depend on a parameter y we require that the big 0 constant and the coefficients of the polynomials should be uniformly bounded in y.
While in one dimension the polynomials v 3 (x) are of necessity unique, in higher dimensions they need not be. In our application of the above definition we will be able to prove a uniqueness result which covers all cases where v and μ are integers with μ^v. We will consider the integral I(h, k) under the following hypotheses. H x . Φ{t) is positive and nondecreasing in 0 < t < a, and
where v > 0 and a 0 > 0. H 2 . ψ(t) is measurable and bounded from above in 0 ^ ί ^ α, and
is Lebesgue integrable in 0 ^ t ^α, and
where λ ^ 0.
We first consider the case where h v h~μ-is bounded away from both zero and infinity when h and k are large. We obtain a one dimensional expansion of I(h, k) with coefficients depending on a parameter.
.
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exist unique functions A n = A n (y) such that
In particular A 0 (y) = c 0 Γ ίλ eχ P {-
Jo
In the remaining cases we obtain two dimensional expansions of I(h, k). We next take up the case where k?h~μ -> 0. If k^h~^ -» oo we must distinguish the cases 6 0 < 0 and 6 0 > 0. We next take up the case where b 0 < 0. In particular
If v ^ μ + 1 the constants C mn are unique.
If b 0 > 0 we must make stronger regularity assumptions about the functions φ, ψ, and /. We expand I(h, k) in terms of parameters σ and τ which depend less simply on the parameters h and k.
, and that λ, μ, and v are integers. Also assume that b 0 > 0 and that in some neighborhood of the origin t~λf(t) ε c N+1 and that t~vψ(t), t^ψit) ε c^+ 3 (N ^ 0). There exist parameters σ, τ which tend to zero as h,k-+oo 9 and unique constants Ό mrn such that
In a neighborhood of the origin and for sufficiently large h and kτ is the unique positive solution of
and σ is defined by the relation
ΐft terms of h and k, τ and σ are given by
In (1.6) and (1.7) the big 0 term possesses an expansion to the iVth power in τ.
2Φ Preliminary Lemmas* The key to our proof will be to express I(h, k) in the form suggested by the following Lemma.
) in a deleted neighborhood of the origin in E n . Assume that:
t), β(t) and y(x, t) are measurable functions of t for each fixed x.
] for some positive 6, λ, K.
where a 3 (x 9 1) and 7j (x, t) 
are homogeneous polynomials in x of degree j. The coefficients of a ά and y 3 -as well as the big 0 constants are uniformly bounded by a polynomial M(t) (which may depend on N).
(2.5) a(x) ^ I x \~c for some c > 0 and all sufficiently small x.
Then there exist homogeneous polynomials PJ(X) (of degree j) such that
are independent of y then the conclusion of Lemma 1 remains valid (in the sense that the coefficients of Pj(x) and the big 0 constant are uniformly bounded).
Proof. We expand expγ (#, t) to N terms in order to obtain
and A is between 0 and y(x, t). It follows from (2.2) and (2.3) that
and from (2.4) that
where M λ (t) is a polynomial in t. It follows from (2.4) and the fact that the asymptotic expansion of a product is the product of the asymptotic expansions that
where each p 3 (x, t) is a polynomial in x (homogeneous of degree j) whose coefficients are bounded by a polynomial in t and where M 2 (t) is a polynomial in t. After substituting the preceding results into the expressions for J and R we see that
).
3=0 JO
It follows from (2.2) and (2.5) that replacing a(x) by + °o introduces an exponentially small error. Hence
In particular it is easily shown that
This completes the proof of Lemma 1.
The following lemma will help to facilitate the proof of Theorem 4.
LEMMA 2. If μ and v are positive integers such that μ <v, then -μ{V -1) + v{t» -l)^(μ~ v)(t -If
for all t ^ 0.
Proof. We assume that v Φ 2 in which case both sides of the above inequality are identical. Let
It is easily verified that g"'{t) has at most one simple zero for positive t and that hence g"{t) at most two simple zeros or one double zero. On the other hand
is positive for small positive t and negative for large t from which it follows that g"{t) has an odd number of zeros (including multiplicities).
Hence g"{t) has exactly one zero for positive t and g'{t) has at most two zeros for positive ί. Since g{0) -g(l) = 0, g'{t) has one zero in (0,1) and it is easily verified that g\l) -0. It follows that g(t) does not change sign in (0,1) or in (1, oo) . Since
for v ^ 3 it follows that g(t) ^ 0 for all t ^ 0 which completes the proof. [δ, a] .
for all sufficiently large h and k. If ψ>(£) ^ 0 the same result holds without the assumption k = o(/t). In all four of our theorems we
. It follows that I 2 is small with respect to any parameter which behaves like a product of powers of h and k. It is therefore sufficient to consider
Jo for arbitrary but fixed δ > 0. We will assume from this point on that δ is so small that the expansions (1.1), (1.2) , and (1.3) are valid in [0, S\.
We turn to the proof of Theorem 1.
Proof of Theorem 1. In addition to our general assumptions we have k -o{h), 0 < lim inf k y h~μ', and lim sup & v /r^ < oo. In particular x -(k/hy l{ "~μ ) -> 0 and there exist positive constants m, M such that 
-^(ί)] and w(t) = t-*-\f{t) -b^]. Then after replacing t by xs we have exp {-y[a o t v -b^] + E}ds
The uniqueness proof is also similar to that of Theorem 2. We leave it to the reader to carry out the details.
Proof of Theorem 4. In addition to our general hypotheses we assume that λ, v and μ are integers and that some neighborhood of the origin t-λ f(t)eC N+1 and that t~vΦ{t), r^(i)sC^+ 3 . We also assume that h μ -oik"), k = o(h), and that 6 0 > 0. In particular it follows that μ < v and that the expansions of f,φ, and ψ can be differentiated a suitable number of times.
We begin by proving the existence of a positive τ satisfying (1.4) Let g(t) = Φ'(t)lf\t), t > 0, g(0) = 0. It follows from the expansions of Φ and ψ that there exists a δ > 0 such that g(t)εC, 0 ^ t ^ δ, and that g'(t) > 0, 0 < t < S. Hence if k/h is sufficiently small there exists a unique τ, 0 < τ < δ, such that g(τ) = k/h which is equivalent to (1.4) . After substituting the expansions of φ and ψ into (1.4) and (1.5) we see that τ and σ possess the expansions (1.6) and (1.7). The following convenient expressions for h and k are easily proved from (1.6) and (1.7).
The fact that φ(t), f(t)εC N+ * implies that in (1.6), (1.7), (3.1) and (3.2) the term 0(τ) possesses an expansion to the JVth power of τ. The integral defining 7 X may be written
We next prove the existence of an ΎJ, 0 < 27 < 1, such that
for 0 ^ t S δ if δ is sufficiently small. We first note from (3.1), (3.2) (3.3) and the expansion of φ and ψ that
where 0(τ) has an expansion to the Nth power of τ. We separate the proof of (3.5) into three cases : v -2, v ^ 3 and t > τ, v ^ 3 and t ^ τ. It follows from Taylor's formula with the Lagrange form of the remainder that
A=-

Ό
where t x is between t and τ. If v = 2 (and hence μ = 1) we have
where ilί is an upper bound for 6 | Φ"\t) \ and 6 | ψ'"(t) \ . By substituting 3.1 and 3.2 into the above estimate we see that for 0 ^ t S, and some constant M f A ^ M'δζ{t -τf for h and k large. By choosing δ small we see that (3.5) follows.
If v ^ 3 and t > τ we obtain from the expansion of ^'"(£1), ψ"'{tt hat
For δ and τ small and t > τ (hence t x > τ) the above expression is negative. Since ζ is positive (3.5) follows trivially.
Finally if v ^ 3 and ί<rwe use Taylor's formula with the integral form of the remainder to obtain
where since x < τ we have on occasion, replaced 0(x) by 0(τ). After evaluating the integral, the above expression becomes
After applying Lemma 2 to the above expression we obtain
from which (3.5) easily follows.
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