We argue that among the highly educated, pre-labor market factors are responsible for more than half the measured gender wage gap. Further, women's lower level of labor market experience accounts for a substantial portion of the remaining gap. The non-parametric analysis we employ makes no functional forms assumption and forces us to directly address the support issue. Without careful attention to these two issues and more accurate data on education attainment, the role of pre-labor market factors and women's lower level of labor market experience in explaining gender wage disparities is greatly understated.
I. Introduction
Hundreds of labor market studies investigate the wage gap between men and women. Virtually all of these studies use a common approach: linear regression is used to adjust for factors that reflect differences in preferences and human capital between men and women. Often the residual differences are thought to be "due to discrimination."
Many scholars have addressed the limitations of this approach, often focusing on two objections.
First, the available data may be inadequate to control fully for relevant preference or human capital differences between the genders. For example, years of experience at a job is absent in many commonly used data sources, such as the Current Population Survey (CPS) or the Census, and years of experience differs significantly by gender and is correlated with wages. Second, it is often unclear whether differences in earnings-related characteristics are the result of differences in preferences or are themselves the result of labor market discrimination. For example, men and women differ in their representation in specific occupations and industries but it is far from clear whether this is a matter of choice or discrimination.
Several scholars argue that the evidence of market discrimination against women is stronger than the evidence of market discrimination against minority men. Their logic is compelling. When researchers compare economic outcomes of minority men with their non-Hispanic white counterparts, white men have considerable pre-labor market advantages; for instance, even among men with identical years of schooling white men may have more human capital than black men. In contrast to any racial or ethnic group, men and women are born of the same parents and go to the same schools. Thus, while there is mounting evidence that pre-labor market differences explain almost the entire black-white wage gap for men, these same factors explain virtually none of the gender wage gap.
1 Even when researchers adopt specifications that include such covariates as occupation and industry, a substantial difference in the wages between men and women remains. Thus, even if one accepts the assumption that occupational 1 Neal and Johnson (1996) report that black and white men in the National Longitudinal Survey of Youth, 1979 (NLSY79) with the same level of pre-labor market skills (as measured by the Armed Forces Qualifying Test score (AFQT)) have virtually identical earnings. Altonji and Blank (1999) find that in 1994 virtually the entire gender wage gap remains even after accounting for AFQT.
sorting is not the result of discrimination, there remains evidence of gender wage disparities-disparities that occur within occupations and industries.
With many studies using different datasets, time periods, and regression specifications there is a good deal of variability in estimates across studies. The consensus is that the average wages of women were about 35% to 40% lower than the average wages of men from the 1920s through the mid-1980s and then started to converge (see Smith and Ward, 1985) . Several studies find that the raw gender gap was between 25% and 30% by the mid-1990s. What portion of the gender wage gap is explained by pre-labor market skills and occupational choice also varies across studies, however, in general more detailed premarket skills or occupational choices explain a larger share of the gender wage gap. For example Kidd and Shannon (1996) show that considering the sorting of men and women into 36 rather than 9
occupations increases the share of the wage gap explained by occupational sorting from 12% to 27%. In general, it is widely viewed that at least one-third of the gender wage gap remains even after carefully conditioning on pre-labor market skill differences and on factors, such as occupation, that could be affected by discrimination.
This paper makes several contributions to the understanding of the gender gap in wages, contributions that are ultimately derived from using a new data source -the National Survey of College Graduates (NSCG). In 1993, the NSCG resurveyed 214,643 individuals who indicated on their 1990
Census form that they had completed a Bachelors degree or another advanced degree. The size and detail of the NSCG allow us to address three issues for college-educated men and women. First, there are substantial gender differences in training at the bachelors' level and above. For example, male-dominated majors, such as chemical engineering, are likely to have substantially different returns than femaledominated majors, such as home economics. These are important pre-labor market choices that our analysis suggests are a crucial part of the story in understanding the gender wage gap.
The effect of college major on gender wage gaps in the U.S. has been documented in several studies, including Brown and Corcoran (1997) , Grogger and Eide (1995) , Loury (1997) , and Weinberger (1998) . While all of these studies report that college major is associated with some portion of the wage gap, they differ in the size of this portion. Machin and Puhani (2002) demonstrates that similar trends exist in the UK and Germany, and, further, indicates that using more detailed categories of major leads to a higher portion of the gender wage gap being associated with field of degree. We go on to show that the parametric methods used in these studies may have contributed to the lack of consistency in their results.
Second, the very large sample sizes allow us to conduct our analyses for four distinct racial and ethnic groups of women: non-Hispanic white, Hispanic, black, and Asian women. There is, of course, inherent interest in the role of race and ethnicity in labor market outcomes for women. 2 A further motivation for studying ethnicity and race within gender is theoretical. As we show below, there are substantial differences among women in the distributions of college major by ethnicity and race. For example, Asian women select college majors that are more similar to men's than are the majors chosen by other women (e.g., an unusually high proportion of Asian women study engineering and computer science). An examination of wage patterns for Asian women may then, in principle, be helpful in drawing inferences about the likely effect on the gender wage gap of a women shifting toward maledominated majors.
Finally, the large sample size of the NSCG allows us to explore an almost entirely neglected issue-the role of the limited number of parametric specifications used to assess the gender wage gap.
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Our use of nonparametric matching forces us to confront the "support" on which our inferences are drawn-an issue easily obscured in parametric work. This issue, in a nutshell, is that to compare wages of women and men we must compare men and women who are "similar" in pre-labor market skills and other individual characteristics. This requires us to implement specific definitions of "similarity" and to confront that strong pre-labor market gender sorting may leave some women with few, if any, male counterparts for comparison. For example, among older women nursing was a popular college major, but few older men major in nursing. Therefore, it is entirely possible that for older women who majored in nursing there may literally be no men as a point of comparison. More generally, for many women there 2 In their examination of known work on gender and race in the labor market, Altonji and Blank (1999) suggest that the role of race and ethnicity among women in the labor market is an important understudied area. 3 Racine and Green (2002) simply are no convincing counterfactuals. In our nonparametric analysis, we must directly confront this issue rather than sweeping it under the rug by making functional form assumptions.
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Our nonparametric analysis focuses on men and women who can be matched on pre-labor market skills and individual characteristics and compares their wage outcomes. Consistent with the literature, we find that very little of the gender earnings gap stems from gender differences in the highest degree attained. This fact does not imply, however, that pre-labor market human capital has an inconsequential role. Indeed, we find that the field of study that women choose in college-college major-is important for subsequent earnings. In our sample, among college-educated non-Hispanic white women the earnings gap (relative to non-Hispanic white men) is -0.33 log points. 5 When we match on pre-market factors (age, highest degree, and major associated with this degree) this gap falls to -0.19. For college-educated black women the raw gap is -0.26, which declines to -0.13. Further, when we look at unmarried women without children, the gap falls to 0.07 for white women and to 0.09 for black women.
Perhaps our most interesting results are for college-educated Hispanic women and Asian women.
For Hispanics and Asian women the raw gap is -0.34, but when we match on pre-market factors and concentrate on those who speak English at home (arguably correlated with language proficiency, an important pre-labor market skill for these groups) and who are not married and have no children, the gaps for these groups are statistically indistinguishable from non-Hispanic white men.
Our paper proceeds as follows: In section 2 we discuss our data, the NSCG, and the unique advantages it has for studying the gender wage gap among highly-educated Americans. In section 3, we briefly present the traditional approaches to estimating the gender gap and discuss the stylized facts established across studies that use these approaches. Section 4 presents our non-parametric matching method and discusses subtle issues in constructing standard errors for these estimates. Section 5 presents our results focusing on the role of pre-labor market skills and labor market experience. In Section 6, we present our conclusions.
II. Data and Distributions of Highest Degree and Major by Gender, Race, and Ethnicity
The data set used in this research is the 1993 National Survey of College Graduates (NSCG Because the sampling frame of the NSCG is the 1990 Census, anyone not having a degree by 1990 would not be included in the sample. As a result, our sample is restricted to those at least 25 years of age (in 1990) to insure that most individuals would have had the opportunity to complete their undergraduate education. Similarly, to avoid problems with differential retirement ages, our sample is restricted to workers 60 years old and under. These age restrictions reduce the number of observations by 18,033. A small number of subjects are excluded due to item non-response (i.e., imputed answers) on gender, race, age, or ethnicity questions (reducing the number of observations by 3,032). A much larger proportion is excluded from item non-response related to the calculation wages: we dropped those who had imputed or zero wage incomes (16, 286) and those who had imputed weeks worked or usual hours worked (9,079). Workers who reported self-employment income in addition to wage income were not included in our sample because there is no way of determining whether the hours and weeks worked refer only to the wage-earning job or to the self-employment job also, which would bias the calculated hourly wage (this restriction reduces the number of observations by 8,060). Another 149 respondents reported no major for their highest degree, and we dropped these respondents from most of our analyses. These exclusions leave us with a sample of 74,613 respondents.
The NSCG provides detailed data on each respondent's education, including identification of more than 140 different majors. For white, black, Hispanic and Asian women, 46%, 44%, 42%, and 36%, respectively, would need to change major to match the distribution for white men. These patterns are seen again in Panel C, which shows the mean fraction female within undergraduate major for each group.
In addition, Table 2 shows that the distribution of undergraduate majors for women has changed markedly over decade age cohorts. The biggest changes occur between the 25 to 34 and 35 to 44 year-old cohorts, although the changes follow trends that are consistent through all four cohorts. The biggest changes are a decrease in education -with 38% of the 55 to 60 cohort versus 16.5% of the 25 to 34 cohort in this major -and an increase in business and economics -with 6% of the 55-60 cohort versus 21% of the 25-34 cohort in these majors. In general, the distribution for the youngest cohort more closely matches that for white men, although women even in the youngest cohort are still markedly under-represented in engineering and over-represented in education. The differences documented in Tables 1 and 2 suggest that using only years of education are likely missing the main source of wage-related educational gender differentials and that these effects vary considerably by cohort.
Finally, the NSCG also included better measures for labor market experience than is provided in the Census (e.g. the number of years of full-time work). An important feature of the NSCG is that the respondent's 1990 Long Form responses were made available for analysis in the NSCG.
III. Traditional Parametric Measures of Wage Gaps
There are hundreds of papers that use linear regression to study the wage gap between men and women. Altonji and Blank ( There are two typical regression approaches to measuring the gender gap in wages. In the simplest approach, the logarithm of wages is regressed on a dummy variable equal to one if the respondent is a woman. If the gaps between white men and specific race or ethnic groups of women are of interest, the logarithm of hourly wages can be regressed on dummy variables for women of each race and ethnic group. After entering control variables that reflect gender differences in pre-labor market factors, the residual earnings differences between groups, as reflected in the coefficients on these dummy variables, is interpreted as evidence of discrimination. The regression is expressed as:
where wm indexes white men, and wf, bf, and hf indexes white, black and Hispanic women respectively.
The coefficients wf α , bf α and hf α measure the average difference in earnings between white, black and Hispanic women and white men. This is referred to as the "pooled regression model" as the s ' β in the model are estimated from the pooled data on men and women.
What to include in X is a major point of discussion in the literature. In principle, X includes pre-labor market skills and preferences but not factors that are themselves affected by discrimination. Typically, the respondents' highest level of schooling completed, potential labor market experience (as measured by age-education-6) and region of residence is included in X. There is less agreement on whether to include the respondent's occupation, industry and sector of employment. The consensus opinion, expressed by Blau and Ferber (1987) is that "specifications which exclude occupation (and other similar variables) yield upper-bound estimates of discrimination and those which include such variables yield a lower bound estimate."
Estimates from several variations of the pooled regression model are available from the literature. A common variant is to include all men, not just white men and similarly all women in the regression. When this is done, the effects of race and gender are typically modeled as additively separable, or:
where m refers to men, and f, b, and h refers to female, blacks and Hispanics respectively. Because the model is additively separable, the difference between white women and white men is measured by f α , between black women and white men by proxy for labor market experience and actual labor market experience is higher for men than women.
Even if men and women had the same structural relationship between actual experience and wages, the estimated coefficient on potential experience will be lower for women than for men. This will tend to leave women below the regression line and the regression model will reflect this by estimating
A second common regression approach is to run separate wage regressions for white, black, and Hispanic women and for white men. This regression is expressed as:
where
. This model is often referred to as the "group specific regression model."
The key difference between this model and the pooled regression model is that the s ' β may now vary across gender and racial groups. The group specific regression model is, of course more, general than the pooled regression model. Precision, however, can be an issue as it takes considerably larger samples of minority groups to identify the larger number of group specific parameters (there is only one group specific parameter in the pooled regression model). Often a compromise method is used where separate regressions are run for women and men but dummy variables are still used within gender for race/ethnicity. The tradition is to decompose wage differentials between men and the group of women of interest into "explained" and "unexplained" components using equation (2). By differencing equation (2) across groups and taking the expected value, the Blinder-Oaxaca decomposition is: represent the part of the difference in average wages due to differences in the estimated coefficients. This is labeled the "unexplained" portion of the wage gap and the share of the total wage gap comprised by this term is often labeled the "share due to discrimination." In fact, this term captures any share from discrimination plus the contribution of any unobserved group differences in productivity or tastes.
IV. Nonparametric Matching Measures of the Wage Gaps
A key goal of our empirical exercise is to discover how much of the observed differences in wages are attributable to educational factors-differences in college degrees and major (along with age). Let the raw gap be defined as,
where y is the natural logarithm of wages, WM indicates that respondents are non-Hispanic white male, j G indicates that respondents are a member of the female demographic group j (white, black, Hispanic, or Asian), and
is the wage gap. We wish to know the difference in expected earnings between "comparable" women and white males. Let X be a vector of covariates (not including minority status)
and X x = be any specific value for these covariates. Then the wage gap that is "unexplained" for respondents with fixed values of the covariates X x = is defined as,
For example, we might ask how much would a 35-year-old Asian woman with a BS in biochemistry earn if she were treated as a white man in the labor market. To answer this question, we compare her wages to the wages of non-Hispanic white men who are the same age, have the same degree, and the same major.
This strategy is effective if, given the covariates used in the matching, group membership is independent of y (Heckman, Ichimura, and Todd, 1998) ; in this case, treatment assignment is considered "strongly ignorable." Assuming these counterfactuals can be estimated for each member of the demographic group, the mean gap conditional on age and education can be estimated by averaging over the gaps for each individual in the group of interest. This estimate is what is known in the program evaluation literature as the effect of "treatment on the treated," where in this case "treatment" is demographic group membership.
The interpretation of the estimate is the average amount less (or more) that members of the demographic group earn in log hourly wages due to labor market discrimination or other unobservables that differ by demographic group and affect wages.
Typically, we are interested in decomposing the wage gap across all men and women into the average "explained" portion, that is
, and the average "unexplained" portion
The raw gap can be written as a weighted average over X, 
The first term in equation (6) is the portion of the gap specific to the distribution of covariates in the demographic group of interest that is 'unexplained' by the covariates. It is the integral of equation (5) over X for the probability distribution jx p and in the evaluation literature is referred to as "the treatment on the treated." The second term, the 'explained' part of the wage gap is result of group differences in the proportions of individuals across cells. The 'explained' part of the wage gap is then,
This decomposition is very much in the spirit of the traditional Blinder-Oaxaca decomposition.
The estimates used in our work, however, differ from the standard approach in two ways. First, we focus on the impact of "treatment on the treated" obtained by averaging over the support of the characteristics of interest within the group of interest, not for the white distribution or a pooled distribution. Second, we use the nonparametric matching method described above. Earnings regressions are not estimated for each demographic group. Rather, the log wages of white males are estimated nonparametrically and then subtracted from the log earnings of each minority group member. This nonparametric approach allows us to avoid the parametric assumptions of the usual Blinder-Oaxaca decomposition models and is viable because of the unusually large samples. Recent work (Barsky, Bound, Charles, and Lupton, 2003; Racine and Green, 2002; and Heckman, Lochner, and Todd, 2003) demonstrates that the assumptions behind the traditional model lead to estimates that are substantially biased. The nonparametric matching method has the additional advantages of making any problems of support transparent.
Standard Errors
To estimate standard errors for the results of the matching model we use a nonparametric bootstrap procedure. There are two advantages to using a nonparametric bootstrap in this setting. First, it allows us to incorporate the variability of the matching cell sizes due to random sampling and nonresponse. Second, it allows us to take advantage of the variance reducing attributes of the stratified sampling design of the NSCG. In order to estimate the effect of "treatment on the treated," we average the differences in mean log wages over the distribution of age, highest degree, and field of study for each demographic group of interest. The weighted counts within each of the discrete cells of this distribution are random variables, and the bootstrap incorporates the variance of these cell sizes into the overall variance estimate. In addition, the matching cell sizes are affected by unit and item nonresponse. These sources of variation are accounted for by resampling the original sample, before any exclusions are made due to unit or item nonresponse or due to being out of scope for the survey or this analysis. The exclusions are then applied to each resampled data set resulting in a random effective sample size and a random matching cell size. This procedure is an alternative to that presented by Canty and Davison (1999) , who also recommend resampling the full original sample, however they then re-estimate the adjusted sampling weights within each resampled data set (so that the final sampling weights again are random variables). 7 As is common for large public use data sets, we did not have the information necessary to recreate the adjustments. The alternative we use leaves the individual sampling weights fixed but the sum varies over any unit of grouping, and thus, the relative weight of each person in the resampled data sets varies from bootstrap sample to bootstrap sample.
Stratified sample designs are variance reducing as long as the variance within sampling strata is smaller than the variance between sampling strata. The variance is reduced by calculating the overall variance as the (weighted) sum of the variance within each stratum so that the between strata variance is omitted. This variance reduction property is incorporated into the bootstrap by resampling independently within each stratum to create each resampled data set. Because Shao and Tu (1995) show that this simple within-strata procedure is biased with simple parameters when some of the strata are small, we use a modified bootstrap method referred to as the "with-replacement bootstrap" in Shao and Tu (1995, p. 247) .
The 
V. Results

A. Parametric Results
To summarize the results in the literature we reproduce relevant findings in Table 4 and Table 5 of Altonji and Blank (1999) . They use the March 1996 Current Population Survey to estimate the wage gap between women and men using equation (1′) and equation (2). Column (1) of Table 3 reports wage gaps in log points (which can be roughly interpreted as percents when the values are close to zero) when only controls race and ethnicity are considered. The first Panel A of Table 3 reports the results from the pooled regression model and the second row from the group specific regression model (evaluated at the mean X's of women). The group specific regressions (Panel B) differ from the pooled regression by allowing the effect of race to vary by gender. Both models suggest that in 1995, women earned, on the average, approximately 28% less than men. It is perhaps not surprising that the gender gap is hardly mitigated by conditioning on highest degree completed, potential experience, and region of residence (Column (2)).
This reflects approximately equal distributions of these factors for men and women. Somewhat more surprising is that even after conditioning on one-digit occupation, one-digit industry, and sector of employment much of the gender wage gap remains (Column (3)). For example, of the 0.279 log point difference that remains after controlling for education, experience, and region in the group specific regression model, 0.068 log points, or an additional 24% of the gap, is explained by the different occupations, industries, and sectors in which men and women work. Again, because occupational choice may itself be a function of discrimination, the estimate of a 21.1 percentage point gender gap would often be considered a lower bound estimate.
Is the estimated gender gap different for the highly educated? To address this question we estimate pooled and group specific regression models on data from the NSCG, where the X vectors are the same as in Altonji and Blank (1999) . The specification we use is a quadratic in potential experience with dummy variables to account for: race and ethnicity (black, Hispanic, and Asian), highest degree (more than a bachelors degree), region (nine Census regions), occupation (13 Census codes), industry (14 Census codes), whether a job is in the public sector, if the person is working part-time, 144 majors associated with the highest degree, whether the person speaks English at home, and whether the person has a high labor force commitment. (The distributions for men and women of the covariates used in these models are shown in Table A1 .) The regression results are presented in Panels C and D of Table 3 . Overall, it appears that the gender wage gap for college graduates is similar to that found for all men and women in the CPS. Both models suggest that in 1989, the difference in wages for highly-educated women, adjusting only for race or ethnicity, is about 0.32 log points. Again, the gender gap is mitigated only slightly by conditioning on highest degree completed, potential experience, and region of residence (Column (2)). Conditioning on one-digit occupation and industry and sector of employment seems no more important for explaining the gender wage gap of college graduates (Column (3)) than for other women. Of the 0.28 log point difference that remains after controlling for education, experience and region, 0.08 points, or an additional 25%, is associated with the different occupations, industries, and sectors in which men and women work. Again, the role of occupation and industry, as well as the overall role of observed covariates to explain the gender gap, seems remarkably similar for college graduates as for women across all levels of education.
As we discuss above, interpreting the gender differences when occupation and industry are included as controls seems problematic. One advantage of replacing occupation and industry with detailed major is that the choice of major largely occurs before men and women enter the labor market, although it is still correlated with occupation and industry. Does major appear important in explaining the gender wage gap when job characteristics are not included?
We start to address this question by asking whether there appears to be a large role for college major within the standard linear regression framework. To investigate this, in Table 4 we estimate a linear regression model using dummy variables for each of the 144 possible fields of study, a quadratic in age, a quadratic in years of full-time experience, and an indicator for whether the respondent speaks English at home (see Borjas, 1994, and Trejo, 1997 , for the relative importance of language skills for the earnings of immigrants). To keep our estimates comparable to our nonparametric estimates below, we limit our sample to women and white, non-Hispanic men, and we keep our specification parsimonious. Despite the limited set of covariates, however, we are able explain about two-thirds of wage gap when using separate regression models for each group. These results are similar to those obtained by Brown and Corcoran (1997) in their study of gender wage gaps for college-educated women where they use a much smaller set of degree categories, but use a much more extensive set of covariates, including industry and occupation controls. Thus, controlling for the detailed majors explains about the same amount of the gender wage gap as the set of one-digit occupation and industry indicators in the pooled regression model and somewhat more than this in the group specific regression models.
B. Impact of Field of Study
A key goal of the empirical analysis is to discover how much of the gender wage gaps are attributable to educational factors -highest degree and major associated with the highest degree (along with age) and then to move on to investigate the role of language skills and labor market commitment. In this section, we do this while imposing as few parametric assumptions as possible and paying close attention to issues of support in the data. To begin, Table 5 Panel A shows the unadjusted gender wage gaps as measured using wage data from the 1990 Census provided by the women and white men who were selected for the NSCG sample (i.e., who reported having a bachelor's degree or higher in the 1990
Census and who were selected to be in the NSCG). The unadjusted gap is calculated as the difference in the (weighted) mean log wage for the demographic group of interest and the (weighted) mean log wage for white men. At this stage, no balancing over the different age and educational characteristic distributions is done. Even though everyone in this sample reported having at least a four-year bachelor's degree, there appears to be substantial wage gaps: for white, black, Hispanic, and Asian women the estimated gaps are 0.33, 0.28, 0.39, and 0.36 log points respectively. These results are close to those found by Brown and Corcoran (1997) for college graduates who find raw gender wage gap of 0.36 or 0.37 log points. Using the exact matching technique described above, matching on age and highest degree as reported in the Census, the wage gaps decline by only 0.04 log points for white, black, and Asian women and by 0.09 log points for Hispanic women.
The next two panels show the effects of unit non-response and measurement error in the Census education variable on the estimated gender wage gaps. Panel B repeats the same estimation used in Panel A but drops those selected to be in the NSCG who did not fully respond or who were out of scope for reasons other than not having at least a four-year college degree. The unadjusted and adjusted wage gaps point estimates drop for black, Hispanic, and Asian women and increase slightly for white women. In moving to Panel C, we use the NSCG measure of highest degree. Thus, any changes between Panels B and C are the result of differences in the reporting of highest degree between the Census and NSCG. The sample sizes decrease because of those people who reported having at least a four-year college degree on the Census, but who reported they did not when they were responding to the NSCG. While the point estimates again decrease for all groups, the biggest changes are seen for Hispanic women, whose raw and adjusted gaps drop by almost 0.02 and almost 0.03 log points. Related work (Black, Sanders and Taylor, 2003) shows that misreporting of education varies by gender and race. These results highlight the advantages of having detailed, and more accurate, educational measures and the bias in gender wage gap estimates that, especially for minority women, can arise from the measurement error in educational level.
The great advantage of the NSCG, however, is the detail on majors associated with the highest degree received. In Table 6 , we use this information to estimate the adjusted gender wage gaps. By comparing the unexplained gaps in Panels A and B, we see that for white, black, and Hispanic women, including major among the covariates decreases the wage gaps considerably -by approximately 0.10 additional log points. Thus, accounting for age, highest degree, and major accounts for between 45% and 53% of the gender wage gap for these groups. In contrast, for Asian women including major in the matching accounts for only an additional 0.02 log points (for a total of 18% of the raw gap) because their fields of study are more similar to white men than are the other groups of women. We are, however, only able to match about 86 to 87 percent of the women. In Panel B, it is clear from the drop in sample sizes as compared with Panel A that the exact matching strategy causes the loss of about 13% of the sample of each demographic group of interest.
In the final panel of Table 6 , the sample is restricted to those individuals who report "speaking English at home." We do not match women who do not speak English at home with non-Hispanic white men who do not speak English at home for two reasons. First, because an overwhelming fraction of nonHispanic white men speak English at home, we would only be able to match a small number of observations. More importantly, it is unclear whether language skills would be comparable for those we matched, particularly for Asian women. Most non-Hispanic white men who speak a language other than English at home, speak another European language, which is probably closer linguistically to English than many Asian languages. Thus, we doubt whether such matches would represent workers of comparable English skills.
While limiting the sample to those respondents that speak English at home makes little difference in the estimates of the raw and adjusted wage gaps for white and black women, it makes a substantial difference in the wage gaps for Hispanic and Asian women. For Hispanic women, the raw wage gap is more than 0.03 log points lower and the adjusted wage gap falls from 0.16 to 0.08. For Hispanic women who speak English at home, 73% of the wage gap is associated with age, highest degree, and major. For Asian women, the raw wage gap drops by almost 0.10 log points, and the adjusted wage gap drops from 0.27 to 0.11. Thus, for Asian women who speak English at home, 56% of the wage gap is associated with age, highest degree, and major.
The exact matching strategy used to provide these estimates is much more flexible than the usual parametric wage equations used for estimating gender wage gaps, and at the same time is a more parsimonious model -it includes only three covariates, as opposed to the large number of demographic and job-related characteristics that are often included.
8 Yet, our relatively parsimonious specification explains as much of the gender wage gaps as other studies using much more detailed (and controversial) controls (e.g., Brown and Corcoran, 1997).
C. The Role of Experience
While it is both striking and important that age, detailed educational attributes, and language ability are associated with such a high proportion of the wage gaps for all the different groups of women studied here, there are significant problems in interpreting the results due to the interacting effects of the labor market and unrelated factors that contribute to women's choices about participating in the labor market.
The results in Table 6 attributes all remaining differences between men and women beyond age, language ability, highest degree, and major to the labor market -in particular this would include decisions about child care, marriage, and labor market participation that are likely to be affected but not wholly the responsibility of a woman's labor market opportunities. Unlike many data sets used for estimating wage gaps, the NSCG includes measures of full-time experience, although it is measured as of April 1 of 1993 rather than 1989 as are the earnings. Of course, this respective question may contain much measurement error.
The distributions of women's full-time experience differ substantially from men. To avoid confounding the comparison with difference in the age distribution, we reweight the women's age distribution so that it is identical to white men's age distribution. Mean experience for white men is 17.8
years, but is only 13.5 years for white women. Black women have 16.0 years of full-time experience, but Hispanic women have 13.6 years and Asian women only 12.2 years. Thus, there is a substantial difference in the experience of women and white men.
In Table 7 , we match workers on the basis of their years of full-time experience. For the sake of comparison, in Panel A, we match workers, conditional on having a non-imputed full-time experience measure, on their age and NSCG education measure. The results are virtually identical to those of Panel A of Table 6 . In Panel B, we match workers on their age, NSCG education measure, and years of fulltime experience. With the inclusion of experience, we explain 33 percent to 58 percent of the raw wage gaps. Despite the differences in the distributions of full-time experience, we match more than 95 percent of each group of women.
In Panel B, we match workers on their age, NSCG education measure, years of full-time experience, and field of study in their highest degree. Obviously, age, field of study, and experience are not continuous variables as there are numerous occurrence of each realization of the variable. When we match using these variables, however, our rate of matching falls to between 35 and 41 percent. A comparison of the wage gaps between Panels B and C suggests that for white and Asian women, many of those not matched had higher wage gaps, although the pattern does not hold for blacks and Hispanics.
The unexplained gap ranges from -0.094 for white women to -0.150 for Asian women. Of course, many of the Asian and Hispanic women do not speak English at home, and Table 6 documents that Asian and
Hispanic women who spoke English at home did much better in the labor market than Asian and Hispanic women who did not. In Panel D, we repeat the exercise limiting our sample to those who speak English at home. For both Asian and Hispanic women the unexplained wage gap falls dramatically and is no longer statistically significant.
Because of the low match rates in Panels C and D of Table 7 , in Table 8 we replicate our Panels C and D using five-year experience categories, ranging from five years or less experience to more than 35 years of experience. While this does increase our matching rates from about 31 to 41 percent to 60 to 67 percent, the parameter estimates are not oeverly affected by this coarser match.
Both our exact matches from Table 7 and the coarser matches from Table 8 hide, however, a potential problem. Consider a forty-year old woman with a bachelor's degree in accounting and 7 years of full-time experience. We match this woman to a man -if any exists -with identical characteristics.
But a forty-year old man with only 7 years of full-time experience may represent a very bad counterfactual. While the woman's career interruption is likely the result of engaging in home production, the man's career interruption is likely to be much malignant. Thus, it may not be appropriate to use these men to estimate the missing counterfactual wages for women with limited experience.
Indeed, our preliminary work suggests that men pay a heavier penalty for labor market interruptions than do observationally similar women.
In a provocative paper, Becker (1985) argues that even conditioning on labor market experience may not be sufficient to control for differences in labor force commitment. Becker argues that if women specialize in home production, men and women with identical abilities and years of full-time experience may have very different labor market outcomes in the absence of discrimination; the woman may find it necessary to make time allocation that hurt their careers. If we restrict our sample to those women who do not need to specialize in home production, however, we may avoid this potential problem. In Table 9 , we limit our sample of women to women who are unmarried and have no children. The raw wage gap is larger because this subpopulation of women has characteristics that differ more from white men, on the average, and consequently a large portion of the gap is explained by differences just in age and highest degree. For this subpopulation, once matches are made based on age, highest degree and major, the wage gap for Hispanic and Asian women does not differ significantly from zero, and the gaps for white and black women are approximately 0.07 and 0.09 log points respectively.
VI. Conclusion
In this paper, we have applied a methodology new to this literature to estimate wage gaps for highly-educated women. The use of a large new data set for this work allows us to estimate gaps for four groups of women, non-Hispanic white, black, Hispanic, and Asian women. We estimate that the unadjusted gaps are approximately 0.34 log points for white, Hispanic and Asian women and 26 log points for black women. When accounting only for age, highest degree, and detailed field of study, these gaps drop to 0.18, 0.13, 0.16, and 0.27 log points for white, black, Hispanic, and Asian women, respectively. This is a larger decrease in the gaps using such a parsimonious model than is generally reported in the literature for all groups but Asian women. When we condition on years of full-time experience, the gap drops further to 0.09, 0.13, 0.14, and 0.16 log points for white, black, Hispanic, and Asian women, respectively.
Of course, many Hispanic and Asian women are not native English speakers, and one wonders if language skills might explain much of the remaining gap for these women. When we limit ourselves to women who speak English at home, the gap falls to 0.03 for Hispanic and 0.05 for Asian women. These results are important for three reasons. First, the gaps for each group are of interest themselves. Second, the fact that the wage gaps differ substantially for different groups of women who have different sets of human capital or face different constraints allows us to address a couple of policy related issues. Third, 21 these estimates differ substantially from those obtained using pooled and group specific regression techniques, which are used almost exclusively in the gender wage gap literature. Notes: Estimates are from nonparametric regressions. All differentials are computed relative to white men. In Panels A and B, we match workers on their age and Census-reported highest degree. In Panel C, we match workers on their age and NSCG-reported highest degree. Bootstrapped standard errors are reported in parentheses. 
