ABSTRACT. We give a Hodge theoretic criterion to characterize locally the period domains of certain projective manifolds to be complex balls.
In [1] , Allcock, Carlson and Toledo study the moduli space of cubic surfaces. By studying the compactifications of the moduli spaces and the corresponding points in the period domain, they proved the global Torelli theorem for cubic surfaces. Moreover, they showed that the moduli space of stable cubic surfaces can be realized as a ball quotient. Several years later they also proved similar results for cubic threefolds in [2] .
Therefore, it is natural to find certain conditions for the polarized manifold under which the corresponding moduli space can be realized as a ball quotient. The main tool is the period map, under which the problem becomes the following.
Problem 1. (1)
. Find certain conditions for polarized manifolds X under which the period domain for X has a submanifold B, which is isomorphic to the complex ball, such that the image of the period map can be embedded into B; (2) . Under (1) , one can construct the so-called refined period map with values in B. Then one may ask: when the refined period map is injective? Problem 1 -(1) usually concerns the local theory of period maps, and Problem 1 -(2) concerns the global theory of period maps.
In this paper, as the title suggests, we mainly focus on Problem 1 -(1). We give a intrinsic characterization of the required conditions of the polarized manifolds for Problem 1 -(1), which is defined in Definition 1.1.
In the subsequent paper [22] , we will prove global Torelli theorem for polarized manifolds satisfying the conditions of Definition 1.1, which answers Problem 1 - (2) .
We call the polarized manifold satisfying the required conditions for Problem 1, as given in Definition 1.1, a polarized manifold of ball type. Roughly speaking, for a polarized manifold (X, L) of ball type, the first nonzero subspace H k,n−k pr (X) in the Hodge decomposition (i) There exists Ω ∈ H k,n−k pr (X) such that {θ i Ω} 1≤i≤N , is linearly independent in H k−1,n−k+1 pr (X), where {θ i } 1≤i≤N is the basis of H 1 (X, Θ X ). (ii) θ i θ j (H k,n−k pr (X)) = 0, for any 1 ≤ i, j ≤ N. The first property means that the infinitesimal Torelli theorem holds for such polarized manifolds. As is proved in this paper, the second property annihilates the higher order terms in the local expansion of the canonical section of the Hodge bundle H k,n−k . Precisely, as the main result of this paper, we will prove the following theorem.
Theorem 0.1. Let X be the polarized manifold of ball type. Let f : X → S be a family of polarized manifolds of ball type over the complex manifold S, containing the base point p ∈ S such that X ≃ f −1 (p). Under the canonical coordinate {U; z c } (to be defined in Definition 3.5) From the Hodge-Riemann bilinear relations, we derive that
which tells us that the image of the refined period map lies in a unit ball B N in a complex Euclidean space C N . Moreover, we can define the refined period map P : S → Γ\P(H), from the base manifold S of the analytic family f : X → S of polarized manifolds of ball type, such that any q ∈ S is mapped to the complex line L q = Span C {Ω q } ⊂ H n pr (X q , C) -2 -spanned by Ω q in H k,n−k pr (X q ) in Definition 1.1. Here H := H n pr (X p , C), p ∈ S is the base point, such that H is isomorphic to H n pr (X q , C), and Γ is the corresponding monodromy group. Then Theorem 0.1 is equivalent to the following theorem.
Theorem 0.2. The refined period domain P(H) is isomorphic to the unit ball B
N in a complex Euclidean space C N . Moreover, the refined period map
is locally isomorphic.
DISCUSSIONS ON THE BASIC ASSUMPTIONS
Let (X, L) be a polarized manifold, i.e. X is a projective manifold and L is an ample line bundle on X. For simplicity, we sometimes simply call X a polarized manifold.
Now let us introduce the definition of polarized manifolds of ball type, which is used to characterize the corresponding period domain admitting a complex ball as subset. (i) There exists some integer k with 0 ≤ k ≤ n such that
The motivation of the above conditions is to construct the decomposition of the cohomology groups H n pr (X, C), which is invariant under deformation. Here the notion of deformation invariant cohomology groups is defined as follows.
First recall that a deformation of the polarized manifold X over the polydisc ∆ is given by an analytic family π : X → ∆ of polarized manifolds such that X t : = π −1 (t) is a polarized manifold for any t ∈ ∆, and the central fiber X 0 : = π −1 (0) is identified with X. By classical deformation theory, we know that the analytic family π : X → ∆ admits a transversely holomorphic trivialization
with the C ∞ projection map σ : X → X 0 whose fibers are complex holomorphic polydisks meeting X 0 transversely. For any t ∈ ∆, F σ induces a diffeomorphism
See the paper of Clemens [5] for the details of the transversely holomorphic trivialization. Definition 1.2. Let X be a polarized manifold.
(
is called stable under deformation, provided that for any deformation π : X → ∆ of X with X 0 = X, there exist sections α 1 (t), · · · , α r (t) of (σ
} where σ t : X t → X 0 is the diffeomorphism defined as above; (2) The decomposition
Definition 1.3. Let X be a polarized manifold. The subgroup
is called invariant under deformation, or deformation invariant, provided that for any deformation π : X → ∆ of X with X 0 = X, there exists a subgroup
for any t ∈ ∆ , which is independent of the choice the deformation π : X → ∆, such that (σ
. From Definition 1.2, we know that, if there exists a line bundle L on the total space X of the family π : X → ∆ such that L| Xt is ample on X t for any t ∈ ∆, then H n pr (X, C) is a deformation invariant subgroup of itself. Remark 1.4. By the definition of period maps, we know that the subgroup
is stable under deformation for 0 ≤ k ≤ n. While, due to Griffiths transversality, the Hodge decomposition
is NOT stable under deformation.
-4 -Remark 1.5. Under conditions (i) and (ii) of polarized manifolds of ball type in Definition 1.1, the subgroup
is stable under deformation as a subgroup of H n pr (X, C). See Corollary 3.2 below for the proof.
Let
Then as an application of the main results in our paper, c.f. Theorem 3.8 and Lemma 4.3, we can conclude directly that
Deformation invariant subgroups of H n pr (X, C) can determine the geometry of the moduli space. We come up with this notion via understanding the results in [1] and [2] of Allcock, Carlson, and Toledo.
We introduce the notion of eigenperiod domain to overview the main idea of [1] and [2] . See [8] , or [21] , for the detailed discussion of eigenperiod domain and the corresponding eigenperiod map.
Let π : X → ∆ be the analytic family. For convenience, we assume that the family π is universal. Suppose that there exits a line bundle L on X such that the restriction L t = L| Xt on X t = π −1 (t), for any t ∈ ∆, is an ample line bundle on the polarized manifold X t .
Let G be a finite abelian group acting holomorphically on X , preserving the line bundle L on X . We assume that g(X t ) = X t for any t ∈ ∆ and g ∈ G. Then the diffeomorphism σ t : X t → X 0 .
gives the identification
where Q is the Poincaré paring. Since G preserves the line bundle L on U, we have a induced action of G on H n pr (X 0 , Z)/Tor preserving Q, i.e. we have a representation
Since the action of G is defined on X and the family π is universal, we see that eigenspace H n χ (X, C) ⊂ H n pr (X, C) is deformation invariant, and so is the decomposition
The eigenperiod domain is then defined by the set of all the Hodge decompositions
. See [21] for the precise definition.
We will compute the cases of cubic surfaces, cubic threefolds and DeligneMostow theory for corresponding eigenperiod domain, in Section 5.
PERIOD DOMAINS AND LIE GROUPS
Let H Z be a fixed lattice and H = H Z ⊗ Z C the complexification. Let n be a positive integer, and Q a bilinear form on H Z which is symmetric if n is even and skew-symmetric if n is odd. Let h i,n−i , 0 ≤ i ≤ n, be integers such that
is the set of all the collections of the subspaces
and on which Q satisfies the Hodge-Riemann bilinear relations,
Alternatively, in terms of Hodge filtrations, the period domain D is the set of all the collections of the filtrations
where f i = h n,0 + · · · + h i,n−i , and on which Q satisfies the Hodge-Riemann bilinear relations in the form of Hodge filtrations
where C is the Weil operator given by
Let (X, L) be a polarized manifold with dim C X = n, which means that X is a projective manifold and L is an ample line bundle on X. The n-th primitive cohomology groups H n (X, C) of X is defined by
Let Φ : S → Γ\D be the period map from geometry. More precisely we have an algebraic family f : X → S of polarized algebraic manifolds over a quasi-projective manifold S, such that for any q ∈ S, the point Φ(q), modulo certain action of the monodromy group Γ, represents the Hodge structure of the n-th primitive cohomology group H n pr (X q , C) of the fiber X q = f −1 (q). Here H ≃ H n pr (X q , C) for any q ∈ S. Recall that the monodromy group Γ, or global monodromy group, is the image of the representation of π 1 (S) in Aut(H Z , Q). Here Aut(H Z , Q) denotes the group of automorphisms of H Z preserving Q.
By taking a finite index torsion-free subgroup of Γ, we can assume that Γ is torsion-free, therefore Γ\D is smooth. This way we can just proceed on a finite cover of S without loss of generality. We refer the reader to the proof of Lemma IV-A, pages 705 -706 in [24] for such standard construction.
Since period map is locally liftable, we can lift the period map to Φ : T → D by taking the universal cover T of S such that the diagram
is commutative. Now we fix a point p in T and its image o = Φ(p) as the reference points or base points, and denote the Hodge decomposition corresponding to the point o = Φ(p) as
and the Hodge filtration by
Let us introduce the notion of adapted basis for the given Hodge decomposition or Hodge filtration. We call a basis
an adapted basis for the given Hodge decomposition if it satisfies
We call a basis
an adapted basis for the given filtration if it satisfies
The blocks of an m × m matrix Ψ = (Ψ ij ) 0≤i,j≤m−1 are set as follows. For each 0 ≤ α, β ≤ n, the (α, β)-th block Ψ (α,β) is defined by
In particular, Ψ = (Ψ (α,β) ) 0≤α,β≤n is called a block lower triangular matrix if Ψ (α,β) = 0 whenever α < β.
(2) The blocks of the adapted basis
, where F can be chosen as Z, R, C. Then H = H C under this notation. We define the complex Lie group
and the real one
We also have
Griffiths in [9] showed that G C acts onĎ transitively, so does G R on D. The stabilizer of G C onĎ at the base point o is
so thatĎ is an algebraic manifold and D ⊆Ď is an open complex submanifold.
The Lie algebra g of the complex Lie group G C is
and the real subalgebra
is the Lie algebra of G R . Note that g is a simple complex Lie algebra and contains g 0 as a real form, i.e. g = g 0 ⊕ √ −1g 0 .
-8 -On the linear space Hom(H C , H C ) we can give a Hodge structure of weight zero by
By the definition of B, the Lie algebra b of B has the form b = k≥0 g k,−k . Then the Lie algebra v 0 of V is
With the above isomorphisms, the holomorphic tangent space ofĎ at the base point is naturally isomorphic to g/b.
Let us consider the nilpotent Lie subalgebra n + := ⊕ k≥1 g −k,k . Then one gets the isomorphism g/b ∼ = n + . We denote the corresponding unipotent Lie group to be
gives rise to a G C -invariant holomorphic subbundle of the holomorphic tangent bundle. It will be denoted by T
1,0
hĎ , and will be referred to as the horizontal tangent subbundle. One can check that this construction does not depend on the choice of the base point.
The horizontal tangent subbundle, restricted to D, determines a subbundle T 
s . As another interpretation of the horizontal bundle in terms of the Hodge bundles F k →Ď, 0 ≤ k ≤ n, one has
Remark 2.2. We remark that the elements in N + can be realized as nonsingular block lower triangular matrices with identity blocks in the diagonal; the elements in B can be realized as nonsingular block upper triangular matrices. If c, c
i.e. c = c ′ . This means that the matrix representation in N + of the unipotent orbit N + (o) is unique. Therefore with the fixed base point o ∈Ď, we can identify N + with its unipotent orbit N + (o) inĎ by identifying an element c ∈ N + with [c] = cB inĎ. Therefore our notation N + ⊆Ď is meaningful. In particular, when the base point o is in D, we have N + ∩ D ⊆ D.
Proof. For any q ∈ T , we choose an arbitrary adapted basis {ζ (0) , · · · , ζ (n) } for the given Hodge filtration {F
,β≤n be the transition matrix between the basis {η (0) , · · · , η (n) } and {ζ (0) , · · · , ζ (n) } for the same vector space H C , where A (α,β) (q) are the corresponding blocks. Then
, where L(q) is a nonsingular block lower triangular matrix with identities in the diagonal blocks, and U(q) is a nonsingular block upper triangular matrix.
By basic linear algebra, we know that (A (α,β) (q)) has such decomposition if and only if det(A (α,β) (q)) 0≤α,β≤k = 0 for any 0 ≤ k ≤ n. In particular, we know that (A (α,β) (q)) 0≤α,β≤k is the transition map between the bases of F Proof. From Lemma 2.3, one can see thatĎ \ N + ⊆Ď is defined as an analytic subvariety by the equations
Therefore N + is dense inĎ, and thatĎ \ N + is an analytic subvariety, which is closed inĎ and with codim C (Ď\N + ) ≥ 1.
THE EXPANSIONS OF LOCAL SECTIONS OF THE HODGE BUNDLES
3.1. Basic lemmas. In this section, we consider the period map in general. Let Φ : S → Γ\D be the period map, which is equivalent to say that Φ is locally liftable and holomorphic, and Φ satisfies Griffiths transversality. Let U ⊂ S be any small enough open subset, and then
is the locally lifted period map. In Definition 2.1, we have introduced the blocks of the adapted basis η as
Then the lifted period map becomes
For any q ∈ U, we can choose the matrix representation of the image Φ(q) in
Using the matrix representation, we can construct the holomorphic sections of the Hodge bundles H n−α,α over U, for 0 ≤ α ≤ n, as
where η (β) · Φ (β,α) (q), as a product of two matrices, is a basis of H n−β,β (X p ), and
For 0 ≤ α, β ≤ n, we define the matrix value functions as
, for q ∈ U and z(q) = z.
In the following, the derivatives of the blocks,
will be denoted to be the blocks of derivatives of its entries,
Lemma 3.1. Let the notations be as above. Then we have that ∂Φ
for any 0 ≤ β < α ≤ n and 1 ≤ µ ≤ N.
Proof. The main idea of the proof is to understand the Griffiths transversality in terms of the matrix representations of the image of the period map in N + .
Let us consider the holomorphic sections Ω (β) (z) = Ω (β) (q), for q ∈ U and z(q) = z of the Hodge bundles H n−β,β in (11). By Griffiths transversality, especially the computations in Page 813 of [10] , we have that
, where X z = X q for z(q) = z. By the constructions of the holomorphic sections in (11), we know that
are bases of H n−β,β (X z ) and H n−β−1,β+1 (X z ) respectively. Therefore, there exist matrices A µ (z) and B µ (z) such that
where the inclusion (13) is deduced by comparing the types in the holomorphic sections in (11) .
Again, by looking at the holomorphic sections in (11), we have that
By comparing equations (13) and (14), we see that A µ (z) = 0, and hence
By comparing types again, we have that
and ∂Φ
for α ≥ β + 2. Since Φ (β+1,β+1) (z) is identity matrix, equation (15) is satisfied trivially for α = β + 1. Therefore, we have proved equation (12) .
Corollary 3.2. Under conditions (i) and (ii) of polarized manifolds of ball type in Definition 1.1, the subgroup
is stable under deformation as a subgroup of H n pr (X, C).
Proof. Let the notations be as in Definition 1.2. By the construction in (11), for Ω ∈ H k,n−k pr (X), we can construct a holomorphic section Ω(t) ∈ H k,n−k pr (X t ) such that Ω(0) = Ω and
Since Condition ( * 1 ) of (ii) in Definition 1.1 is an open condition, we have that Ω(t) still satisfy Condition ( * 1 ) for t small enough. By Griffiths transversality and by comparing types, we have that
where θ i (t) is the image of
| t under the Kodaira-Spencer map at t. Therefore
. Finally, we have constructed holomorphic sections Ω(t),
such that they spans C-linearly the subgroup in (16) for X t .
Proposition 3.3. Let the notations be as above. Then we have the following expansions of the blocks,
Proof. Equation (17) is trivial for α = β.
At the base point p, the matrix representation in N + of Φ(p) is the identity matrix, and hence Φ (α,β) (0) = 0 for 0 ≤ β < α ≤ n. That implies that the expansions of the blocks Φ (α,β) (z) have no constant terms, and equation (17) holds for α = β + 1. Now we prove the proposition inductively. We may assume that equation (17) holds for α = β + s, i.e. Φ (α,β) (z) = O(|z| s ), where 1 ≤ s < n. Let us consider the case for α = β + s + 1. By the equation (12) in Lemma 3.1, we have ∂Φ
where Φ (α,β+1) (z) = O(|z| s ) by induction, and, from the discussion at the beginning of the proof,
is bounded when z is near the origin. Therefore we conclude that ∂Φ
which implies that
At last we finish the proof by induction.
-13 -3.2. Calabi-Yau type manifolds. In this section, we first define the notion of Calabi-Yau type manifolds.
Definition 3.4. Let X be a projective manifold with dim C X = n. We call X a Calabi-Yau type manifold if it satisfies the following conditions:
(1) There exists some k, satisfying [n/2] < k ≤ n, such that
is an isomorphism.
The motivation of introducing the notion of Calabi-Yau type manifolds is to simplify the proof of the expansions of local sections of the Hodge bundles for polarized manifolds of ball type.
Note that, with condition (i) and ( * 1 ) of (ii) in Definition 1.1, a polarized manifold X such that dim C H k,n−k (X) = 1 is a Calabi-Yau type manifold. Let f : X → S be a family of Calabi-Yau type manifolds over the complex manifold S. We are considering the local properties of the period map in this section. Therefore, we take a small enough neighborhood U of S, such that the period map Φ : U → D is well-defined. The period map Φ then gives the Hodge bundles
Fix p ∈ U ⊂ S as the base point, we can choose any holomorphic coordinate {U; z} around the base point p such that z(p) = 0. Then the basis {θ i } 1≤i≤m of H 1 (X, Θ X ) can be given by the images of the holomorphic vectors
under the Kodaira-Spencer map. By equation (2) of Definition 3.4, {θ i Ω 0 } 1≤i≤N is linearly independent in H k−1,n−k+1 pr (X). Let us study the local section of the Hodge bundle H k,n−k for Calabi-Yau type manifolds.
We fix the base point p in U. Due to Definition 3.4, the Hodge structure of Calabi-Yau type manifold X is of the form
where
Then the adapted basis η as given in Definition 2.1 is of the form
The corresponding matrices in
Since dim C H k,n−k (X) = 1, the block Φ (n−k+1,n−k) is a column vector. From the Griffiths transversality, we know that the image of the tangent map of the period map,
lies in the horizontal subspace
By the proof of Lemma 3.1, we know that the component of dΦ(
The properties of the Hodge structure of Calabi-Yau type manifolds, as given in (2) of Definition 3.4, imply that dΦ(
then the Jacobian ∂z Let us introduce the Hodge structre of Tate, which is defined by
such that T 1,1 ≃ C. Define T (−1) to be dual of T , and
for positive integer m.
-15 -Remark 3.6. Let D be the period domain for Calabi-Yau type manifolds. We can define the period domain
Let H ∈ D such that
is the period domain for Calabi-Yau manifolds of weight 2k − n.
Let N ′ + be the corresponding unipotent group for the period domain D ⊗T (k − n). Then the corresponding matrices in N
. Since we are considering the local expansions of the sections of Hodge bundles, the results are the same if we tensor the period domain globally by T (k−n). Hence we only need to prove the following results for Calabi-Yau manifolds. 
where the high order terms
Here [ ] denotes the cohomological class.
Proof. By construction in (11), we define the section of Hodge bundle H k,n−k by
According to Remark 3.6, we only need to prove the theorem for Calabi-Yau manifolds, and hence we can assume that k = n.
By the proof of Griffiths transversality in Pages 813-814 of [10] , we know that
Applying Proposition 3.3 for the canonical coordinate, we have that
Therefore, we only need to check the third term in equation (20), i.e.
In fact, equations (22) and (23) imply that the second order term
. By the calculation in Page 813 of [10] , the second order term
-17 -Therefore, we have proved equation (24), which completes the proof of the theorem.
3.3. Ball type case. In this section, we come back to the setup in Section 1, i.e. we consider X as a polarized manifold of ball type case in Definition 1.1.
As given in Definition 1.
Let f : X → S be a family of ball type manifolds over the complex manifold S. As discussed in Section 3.2, we take a small enough neighborhood U of S, to get the well-defined period map
as well as the Hodge bundles
Fix p ∈ S as the base point, we can choose any holomorphic coordinate {U; z} around the base point p such that z(p) = 0. Then the basis {θ i } 1≤i≤m of H 1 (X, Θ X ) can be given by the images of the holomorphic vectors
under the Kodaira-Spencer map. By equation ( * 1 ), {θ i Ω 0 } 1≤i≤N is linearly independent in H k−1,n−k+1 (X). Now we devote ourselves to proving Theorem 3.8. By Remark 3.6, we can assume that k = n in the definition of polarized manifold of ball type.
We then choose the adapted basis
of the Hodge structure
, and that {θ i Ω 0 } 1≤i≤N is contained in η (1) .
Under the adapted basis η, we have the matrix representations Φ(q) of the image in N + of the period map for any q ∈ U ⊂ Φ −1 c, which is of the form
where the blocks
are defined with respect to the decomposition
pr (X p ), and the decomposition
of the basis of H n−1,1 pr (X p ). We are interested in the first column of the matrix Φ(q). Hence we define the indices I j for 0 ≤ j ≤ n and η
is the first column of the block Φ (j,0) . Moreover, we assume that 
Proof. Again, by Remark 3.6, we only need to prove the theorem for k = n.
By the proof of Theorem 3.7, we can construct the holomorphic section Ω(z c ) of the Hodge bundle H n,0 with the expansion:
where the indices are defined above the theorem.
By Griffiths transversality, we see that
For z c near the origin, by Griffiths transversality again, we have
where θ c j (z c ) is the first oder term of the local expression of the Beltrami differential around the point z c , and the term (· · · ) ∈ ⊕ β≥2 H n−β,β (X p ). Note that, similar to the construction in (11), the adapted basis of
can be constructed in the forms as
Therefore, by comparing types, we derive that
Then we conclude that
1 , is constant in U with value equal to Φ i (0) = 0. Now the expansion in equation (29) becomes
, for i ∈ I j . By the calculation in Page 813 of [10] and equation ( * 2 ), the second order term at the origin is contained in 
PERIOD MAPS AND REFINED PERIOD MAPS
4.1. Moduli spaces and period maps. First we follow the notations in [21] . We denote by M the moduli space of polarized manifolds of ball type, which is assumed to exist. We fix a lattice Λ with a pairing Q 0 , where Λ is isomorphic to H n (X 0 , Z)/Tor for some X 0 in M and Q 0 is defined by the cup-product. For a polarized manifold (X, L) ∈ M, we define a marking γ as an isometry of the lattices
For any integer m ≥ 3, we follow the definition of Szendröi [25] to define an m-equivalent relation of two markings on (X, L) by 
is commutative. Let T ′ be an irreducible component of the moduli space of marked and polarized manifolds containing (X, L) in the T-class. We call T ′ the Torelli space. By construction, the Torelli space T ′ is a covering space of Z m , with the natural covering map π
denote the isomorphism class of polarized manifolds with markings and with level m structure respectively. From the definition of marking in (32), we have a well-defined period map
Now we summarize the period maps defined as above in the following commutative diagram
where the maps π m , π ′ m and π are all natural covering maps between the corresponding spaces.
We recall a lemma concerning the monodromy group Γ on Z m for m ≥ 3 in [21] . 
4.2.
Refined period map. For convenience, we still assume in this subsection that k = n in the definition of polarized manifold of ball type.
Let Φ : T → D be the period map from the Teichmüller space T . Defině
Define the projection map -23 - where N 1 + is the set of the first columns of the matrices Φ in N + , which is of the form (1, 0, Φ
as given in (26). Then P 1 is just the corresponding projection map. The restricted period map Φ :Ť → N + ∩D composed with the projection map
We call the map P the restricted refined period map.
For any q ∈Ť , the image P(q) is a column matrix in N 1 + , which is of the form
is the first column of the block Φ (j,0) . Then the matrix P(q) together with the adapted basis in (25) ,
gives sections of Ω 0 in H n,0 pr (X p ), which is introduced in Section 3.3. By Theorem 3.8 in Section 3.3, we have the following theorem, which is interpretation of the Theorem 3.8 in the form of the restricted refined period map. 
From Theorem 3.8, the matrix P(q) is of the form
. . .
The above discussion implies that the image of P lies in a Euclidean subspace which we denote by C N ≃ N 
Proof.
We only need to prove the theorem for k = n.
By Theorem 3.8, for any q ∈Ť , the matrix P(q) is of the form
By the definition of the period domain, when we choose the adapted basis at the base point an orthonormal basis, we have that, from the Hodge-Riemann bilinear relations,
which is equivalent that {P i (q)} 1≤i≤N ∈ B N , with B N the complex ball defined by
Note that the complex ball B N , as a homogeneous subspace of the period domain D, has the induced hyperbolic metric from the Hodge metric on D.
From Proposition 2.4, we see that
is analytic subvariety of T with codim C T \Ť ≥ 1. Hence by Riemann extension theorem, the map P can extend to the holomorphic in (35).
Definition 4.5. We call the extended holomorphic map (35) the refined period map.
Remark 4.6. The refined period map can also be defined in an equivalent way that P : T → P(H), such that q ∈ T is mapped to the complex line spanned by Ω q in H k,n−k pr (X q ), which satisfies ( * 1 ) and ( * 2 ) in Definition 1.1. Then the boundedness of P, defined in this way, also follows form Theorem 3.8 and the definition of the period domain. Proof. The proof follows directly from the proof of Theorem 3.8.
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EXAMPLES
Before introducing examples, let us review the Hodge theory for hypersurfaces.
Let X be a smooth hypersurface of degree d in P n+1 , which means that X is an algebraic subvariety of P n+1 determined by a polynomial F (x 0 , · · · , x n+1 ) with nondegenerate Jacobian. Define the graded Jacobian quotient ring R(F ) by
.
By Griffiths residue, the primitive cohomology of X is
where R(F ) l is the graded piece of degree l of R(F ), l ≥ 0. The infinitesimal Torelli theorem holds for the smooth hypersurface X = (F = 0) ⊂ P n+1 of degree d if the product H 1,2 (X) ≃R 4 ≃ C{x 0 x 1 x 2 x 3 , x 0 x 1 x 2 x 4 , x 0 x 2 x 3 x 4 , x 1 x 2 x 3 x 4 }.
Before introducing further examples, let us introduce the special case of the refined period map as follows, which is also called eigenperiod map.
Example 5.3 (Eigenperiod map). Let T be the Teichmüller space of (X, L), and g : U → T be the analytic family. Let G be a finite abelian group acting holomorphically on U, preserving the line bundle L on U. Recall that the line bundle L defines a polarization L q = L| Xq on X q = g −1 (q) for any q ∈ T . We assume that g(X q ) = X q for any q ∈ T and g ∈ G. Fix p ∈ T and o = Φ(p) ∈ D as the base points. Let H Z = H n (X p , Z)/Tor with the Poincaré paring Q. Then the simply-connectedness of T implies that we can identify (H n (X q , Z)/Tor, Q)
for any q ∈ T . Since G preserves the line bundle L on U, we have a induced action of G on H Z preserving Q, i.e. we have a representation ρ : G → Aut(H Z , Q).
Let χ ∈ Hom(G, C * ) be a character of G. Let
For any (F n ⊂ · · · ⊂ F 0 ) ∈ D ρ , we define 
where H i is a hyperplane of P n for each 1 ≤ i ≤ m such that H 1 , · · · , H m are in general positions. That is to say that, if H i is defined by the linear forms
then the matrix (a ij ) 1≤i≤m,0≤j≤n is of full rank.
The fundamental group π 1 (U) of U is generated by the basis g 1 , · · · , g m with the relation that g 1 · · · g m = 1. One can see Section 8 of [8] for the geometric meaning of each generator g i .
Choose a set of rational numbers µ = (µ 1 , · · · , µ m ) satisfying
Define L µ to be the local system on U by the homomorphism χ : π 1 (U) → C * , g i → e −2π √ −1µ i .
Since |µ| ∈ Z, the above homomorphism is well-defined. We are interested in the cohomology H * (U, L µ ) with Hodge decomposition defined as follows. Let d be the least common denominator of µ 1 , · · · , µ m . We define X to be the smooth projective variety of P m−1 by the equations
where the coefficients a ij , 1 ≤ i ≤ m, 0 ≤ j ≤ n determine the hyperplanes as (37), and [z 1 , · · · , z m ] is the homogeneous coordinate of P m−1 . Define the finite group G to be
which is isomorphic to the additive group
where e i is the generator of the i-th component of (Z/d) m . The group G acts on X as an automorphism induced by the well-defined action on P m−1 :
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