Statistical estimation and test of unknown channels have attracted interest of many researchers. In optimizing the process of inference, an important step is optimization of the input state, which in general do depend on the kind of inference (estimation or test, etc.), on the error measure, and so on. But sometimes, there is a universally optimal input state, or an input state best for all the statistical inferences and for all the risk functions. In the paper, the existence of a universally optimal state is shown for group covariant/contravariant channels, unital qubit channels and some measurement families. To prove these results, theory of "comparison of state families" are used. We also discuss about effectiveness of entanglement and adaptation of input states.
Introduction
Statistical estimation and test of unknown channels have attracted interests of many researchers. Below, let {Λ θ } θ∈Θ be a family of unknown channels, where θ ∈ Θ is the unknown parameter. In optimizing the process of inference, one has to optimize not only the measurement performed upon the output state Λ θ ⊗I (ρ in ), but also the input state ρ in . (One may also use a process POVM [15] , operators {M t } t∈D such that t∈D M t = 1⊗tr HR ρ T in . But then one also has to optimize tr HR ρ in . Since an optimal input state ρ in is a pure state, optimization of tr HR ρ in is equivalent to optimization of ρ in .)
In general, optimal input states depend on whether we are estimating state or testing hypothesis about unknown channels; they also depend on error measure, and detail of the setting (Bayesian, minimax, unbiased estimation, NeymanPearson test, etc.).
In some cases, however, the situation is less complicated. For example, [3] deals with estimation of group transform {U g } g∈G , where g → U g is a represen-tation of the group G and g is unknown and to be estimated. They had shown that there is an input state which is optimal with respect to any G-invariant loss functions. (In case of G = SU (d) and U g = g, maximally entangled states between the input space and the auxiliary space are optimal.) Meantime, [4] treats estimation of SU (2) channel by an unbiased estimator, and 'the loss function' here is the mean square error matrix of the estimateθ of the unknown real vector θ which parameterizes G = SU (2) . Since the space of matrices is not totally ordered, the existence of the minimum is non-trivial. Put differently, if the loss is scalar valued increasing function of a mean square error matrix, then, maximally entangled states are optimal. Also, [11] studies discrimination of a pair of generalized Pauli matrices, and shows maximally entangled states minimize Bayesian error probability for any prior distributions. In case of qubits, they extended their result to minimax error probability [13] . Another example of such study is [16] , where discrimination of two unitary operation is discussed. They found that minimizers of Bayesian error probability and the error probability of unambiguous discrimination are the same.
These results motivate the following definition: we say the input is universally optimal for the family {Λ θ } θ∈Θ , roughly speaking, if it is optimal for all the statistical inferences and for all the loss functions. (The rigorous definition will be given later.) We show that a universally optimal state exists (not necessarily uniquely) in case of group covariant and contravariant channels, unital qubit channels and some measurement families.
To prove these results, we have recourse to the theory of "comparison of state families" [2] [10]; we write {ρ θ } θ∈Θ c {σ θ } θ∈Θ if the family {ρ θ } θ∈Θ is more informative than another family {σ θ } θ∈Θ with respect to any kind of statistical inferences. Then, our target is to prove ∀ρ ′ {(Λ θ ⊗ I) (ρ opt )} θ∈Θ c {(Λ θ ⊗ I) (ρ ′ )} θ∈Θ , ∀ρ ′ for an input ρ opt . In particular, we utilize sufficient conditions for {ρ θ } c {σ θ }, Proposition 2.2 and Lemma 2.4.
Based on these results, some related topics are discussed. The first topic is effect of entanglement between the input space and the auxiliary space. For example, in [11] [12] [13] , they study the condition that Bayes risk and minimax risk of discrimination of two unital qubit channels is smaller on an entangled state than on any separable state. In our case, in Sections 4-6 it is shown that a maximally entangle is universally optimal for some channel families. But there might be a separable state which is as good as maximally entangled states. So we question whether the entanglement is really needed or not.
The second topic discussed is the existence of universally optimal states under the setting where the given channel can be used for several times.
The paper is organized as follows. In Section 2, besides introducing notations and definitions, the theory of comparison of state families is explained. In Sections 3, 4 and 5, universally optimal input states are established for a pair of unitary operations, covariant/contravariant channel families, and unital qubit channel families, respectively. In the proof, Proposition 2.2 is used. In Section 6, with the help of Lemma 2.4, we investigate universally optimal states for some families which consist of a pair of measurements. In Section 7, the family of SU (d) is studied. In d = 2-case, it is shown, with recourse to Theorem 5.3 in Section 5, that maximally entangled states are universally optimal. On the other hand, in d ≥ 3-case, it is shown that any state is optimal for some statistical inferences. In Section 8, we investigate the conditions that an entangled state is strictly universally better than any separable states. In Section 9, universally optimal input states in case of iterative use of the given channel is studied.
Preliminaries

Settings, conventions and notations
Below, H in , H out , H R etc. are finite dimensional Hilbert spaces, and B (H in ), for example, are the set of linear operators over H in . 1 in and I in denotes identity operator over H in and over B (H in ), respectively. A channel is a trace preserving completely positive (CPTP, hereafter) map from B (H in ) to B (H out ), and is represented by Λ, Υ , etc. with subscripts and superscripts.
To do some statistical inference about a family {Λ θ } θ∈Θ of channels Λ θ : B (H in ) → B (H out ), a statistician prepares an input state ρ in ∈ B (H in ⊗ H R ), sends its H in -part to Λ θ , obtaining Λ θ ⊗ I R (ρ in ) as the output. To the output Λ θ ⊗ I R (ρ in ), the statistician apply a measurement with POVM M which takes values in decision space D (an element of D is usually denoted by t). Without loss of generality, throughout the paper, we suppose ρ in is pure, and thus we suppose dim H in = dim H R = d. For a state vector |ψ ∈ H in ⊗ H R , ρ ψ := tr HR |ψ ψ| ∈ B (H in ) .
(1)
is an orthonormal complete basis of H in . Abusing the notation, the same symbol is also used to denote an orhonormal basis of H R .
is a maximally entangled state living in
When Θ ⊂ D = R m , we write is completely positive, trace preserving, and contravariant. Example 4.2 Let Υ c be the m to n optimal pure state cloner [9] , which is covariant with U g := g ⊗m , V g := g ⊗n , H in := C d ⊗sm , and H out := C d ⊗sn . (Here, ⊗ s denotes symmetric tensor product. )Then, the channels 
and X d , Z d are generalized Pauli matrices defined by
Λ gp d,θ is covariant with respect to
covariant is equivalent to be a member of Λ gp d,θ [10] . 
where [6] had defined generalized damping channels :
is covariant with respect to
where
is a subset of the family {Λ gp θ }.
[5] and [6] had shown that a maximal entangles state |Φ d is optimal for the family Λ 
there is a measurement M ′ such that
Also, [11] studies discrimination of a pair of channels in Λ gp d,θ , and shows that |Φ d minimizes Bayesian error probability for any prior distributions. In case of qubits, they extended their result to minimax error probability [13] .
The following theorem is a generalization of these results. Below, we suppose the representation g → U g occurs the decomposition in and
the followidng input state is universally optimal:
R , and c is the normalizing constant.
Proof. We state the proof only for covariant case, since the argument is almost parallel for contravariant case. Below, we compose a completely positive trace preserving map Γ ψ with
, and use Proposition 2.2. Here,
To define the measurement M , we first define the the state vector in
with the normalizing constant c
in . Then, the measurement M is the one which occurs state change
with the probability density tr
Here c ′′ is the normalizing constant, and the density is considered with respect to the Haar measure dg such that G dg = 1.
In the end, we confirm that Γ ψ meets the requirement. By composition, Γ ψ is completely positive and trace preserving. Let {A κ } be the Kraus operators of Λ θ . Also, let H
R . Then, after the application of M and obtaining measurement result g ∈ G, the state will be the mixture of the pure state in
This mixture equals
is optimal for mean square error under the constraint (7) . Despite this fact, |2 2| is not universally optimal as is shown below. Indeed,
Therefore,
Therefore, by Lemma 2.4, we have the assertion.
An alternative proof for
, and apply the unitary X
This composition works also for any channel family {Λ ou θ } with
Unital qubit channels
In this section,
Also we denote
and define
With p = (p 1 , p 2 ) (p 1 + p 2 = 1) and V ∈ SU (2), let
Also, let Γ UN OT denote the universal not operation
which is positive trace preserving but not completely positive.
Observe that Y 2 is unitary and Hermite, and that
or equivalently,
Lemma 5.1 Suppose
or equivalently
Then, the input |Φ 2 is universally optimal.
Proof. To use Proposition 2.2, we compose a trace preserving positive map Γ with
as follows. First, apply the unitary
Second, measure H R -part by the measurement specified by the instrument
If the measurement result is the one corresponding to √ M , then we are done. Otherwise, letting p ′ := (p 2 , p 1 ), we obtain
So we apply Γ unot ⊗ Γ unot , to obtain Λ θ ⊗ I (|ϕ p,V ϕ p,V |). Any 4 × 4 Hermite matrix belongs to
So is Choi-Jamilokovski's representation Ch (Λ θ ). Since Λ θ is trace preserving,
Therefore, Ch (Λ θ ) is a positive element of span R T P, where
and
Each element of T P other than X 2 ⊗1, Y 2 ⊗1 and Z 2 ⊗1 satisfies (13) . Therefore, we have the assertion. Combining these lemmas, we have the following theorem.
Example 5.4 Due to (10), the family {Υ U ; U ∈ SU (2)} satisfies (12).
satisfies (12) . In Kraus representation, Λ θ is expressed as
A pair of measurements
Let us consider a family
This corresponds to measurements which outputs classical data "i" with probability tr ρM θ (i).
For example, suppose
Then,
Thus, (16) is a special case of (15) . An input |ψ is universally optimal if
where ρ ψ is as of (1). In particular, |Φ d is universally optimal. The proof is as follows. Suppose (17) holds. Then
Therefore, Λ + ⊗ I (|ψ ψ|) and Λ − ⊗ I (|ψ ψ|) can be discriminated perfectly. Therefore, for any ρ in ∈ B (H in ⊗ H R ), there is a trace preserving CPTP map Γ with
and by Proposition 2.2, we have the assertion.
be unitary matrices such that
The proof is as follows. Observe
Also,
where the inequality in the third line is true if |ϕ = |Φ d . Therefore, by Lemma 2.4, we have the assertion.
and the inequalities in the third and the fourth line are achieved by ρ ψ = |1 1|. Therefore, by Lemma 2.4, |ψ = |1 |1 is universally optimal.
7 SU(d) family
In this subsection, we consider the family {Υ U ; U ∈ SU (2)}. [4] had shown that |Φ 2 is optimal for the mean square error with the constraint (7). Also, as stated in Theorem 5.3, Section 5, |Φ 2 is a universally optimal state. Define for |ψ ∈ H in ⊗ H R ,
Below, we consider the test between the two hypotheses, U = 1 v.s. U ∈ U (ψ). In other words, D = {0, 1} and the loss function l ψ is such that
Theorem 7.1 Consider the family {Υ U ; U ∈ SU (2)}. Then, |Φ 2 is strictly universally optimal.
Proof. Consider the loss function l Φ2 .Then, since |Φ 2 and U ⊗ 1 |Φ 2 (U ∈ U (Φ 2 )) are orthogonal, for any prior distribution π,
This is not the case if the input |ψ is not maximally entangled. Indeed, any U ∈ SU (2) satisfy |U 11 | = |U 22 |. Without loss of generality, suppose the Schmidt
This subsection is devoted to the proof of the following theorem.
Theorem 7.2 Consider the channel family {Υ U ; U ∈ SU (d)}, where d ≥ 3. Then, any |ψ ∈ H in ⊗ H R is strictly admissible.
First, we introduce a series of propositions and lemmas.
Proposition 7.3 Consider the channel family {Υ
Proof. By the definition of U (ψ), there is a projective binary measurement {M 0 , M 1 } which distinguishes |ψ and {U ⊗ 1 |ψ ; U ∈ U (ψ)} without error. Therefore, by the definition of l ψ ,
Therefore, we have the assertion.
The proof of the following lemma will be given in Appendix A
Then we have A = 0.
Proof. Let
Then, there are real numbers a i , b ij , and c ij with 
and, if δ ik δ jl = δ il δ jk = 0,
Hence, b ij = c ij = 0. After all, U † AU = 0, implying A = 0. Now, we are in the position to present the proof of Theorem 7.2. Proof. (Theorem 7.2) In view of Proposition 7.3, it suffices to show that
and, for a d × d matrix A,
Here we have recourse to Lemma 7.4, with
Therefore, by Lemma 7.4,
Therefore, by Lemma 7.5, ρ ψ = ρ ψ ′ . Thus we have the assertion. 
where |f R ∈ H R is arbitrary, is universally optimal. Combining with the fact that |Φ d is universally optimal (Theorem 4.7), we have
The proof is as follows. For unitary operators
Therefore, by proposition 2.2, we have the assertion (21).
So in this case, entanglement between H in and H R is not necessary. When an entangled state is strictly universally better than any separable state? Below, the condition for |Φ d to be strictly universally better than any separable states is studied. After investigating the subfamily of Λ gp 2,θ in this subsection, we move to families of measurements (Examples 6.1 and 6.1) in the next subsection.
. Then, there is a separable state |ψ = |ψ in |ψ R with |ψ in |ψ R c |Φ 2 , or equivalently
if and only if (i) {ξ θ } θ∈Θ is on a straight line.
(ii) If there is at least a pair θ 1 , θ 2 such that ξ + := ξ θ1 and ξ − := ξ θ2 are distinct, ξ + , ξ − satisfies
or ξ
where ξ
For example, Λ 
for a real number α. Also,
where 
Suppose (27) 
± . On the other hand, observe
Therefore, the inequality (2) is true for any s ≥ 0 if and only if identities in above two inequalities hold for any s ≥ 0. Therefore, (27) if and only if (23).
Similarly, (28) and (29) holds if and only if (24) and (25), respectively. Therefore, in the case of Θ = {+, −}, there is |ψ in with (22) if and only if one of (23), (24) or (25) holds.
Next, we treat the case where Θ is an arbitrary set, and Λ θ = Λ gp 2,ξ θ . We suppose that there is at least a pair θ 1 , θ 2 such that ξ + := ξ θ1 and ξ − := ξ θ2 are distinct. In view of Lemma 2.5, (22) holds only if Λ θ (|ψ in ψ in |) and Λ θ ′ (|ψ in ψ in |) commutes for any θ, θ ′ . Therefore, {Λ θ (|ψ in ψ in |)} θ∈Θ is on a straight line passing through origin. Denoting Λ θ1 and Λ θ2 by Λ + and Λ − , respectively, for any θ ∈ Θ, there is λ θ ∈ R such that
We assert (22) holds if and only if
The statement of the present theorem follows immediately from this assertion. First, we show 'only if '. Obviously, (22) implies (32). Also, due to (22), for any positive operator F ≤ 1 there is a positive operator
Here the second identity is due to (31). Since F ≤ 1 is arbitrary, we have
Therefore, {Λ θ ⊗ I (|Φ 0 Φ 0 |)} θ∈Θ is also on a straight line, and so is {Λ θ } θ∈Θ .
Thus we have (33).
To show the opposite, suppose (32) and (33) holds. Then, for any measurement M , there exists a measurement M ′ such that
Hence, we have (22), and our assertion is proved. Thus, we have Theorem 8.1.
A pair of measurements
In this subsection, we investigate the measurement families studied in Examples 6.1, 6.2 of Section 6. First, in Example 6.1, |ψ in |ψ R c |Φ d holds if and only if its output can be discriminated with certainty, or equivalently,
(34)
Proposition 8.2 In case of (16), (34) holds if and only if either
holds for any i.
Proof. If ψ in | M + (j) |ψ in = 0, we have (35). On the other hand, suppose ψ in | M + (i) |ψ in = 0. Then, for (34) to be true, ψ in | M − (i) |ψ in = 0 has to hold. Therefore, by (16),
Since M + (i)'s rank is one, this holds if and only if (36). Finally, we investigate Example 6.2. Let
is an orthonormal basis of H in . Below, we assume
The proof of the following lemma is in Appendix B.
Lemma 8.3
Suppose α i ≥ 0, β i > 0, and (37) holds. Suppose also
holds if and only if |γ 1 | = 0 and
Lemma 8.4 Suppose unitary matrices
Proof. By (38), we have
Since this holds for any A, we have the assertion. 
Proof. For |ψ in |ψ R c |Φ d to hold, we have to have
Therefore, by defining f properly, we have to have
Thus, if f (i) = 1,
By Lemma 8.3, then we should have
Therefore, 1 c
Since by Lemma 8.
holds, we should have
Therefore, with f (i) > 1, we should have
and if f (i) = 2,
Then, by Lemma 8.3, we should have
Therefore, using the same argument as the one derived (39), (40), and (41), we have
Recursively, for each j, we obtain
Thus we obtain the assertion of the proposition.
Entanglement breaking channels which requires entanglement
In [13] , they had shown that Bayes error probability of hypothesis testing of a pair of entanglement breaking channel is smaller with a maximally entangled input state than with any separable input states. Likewise, we point out that a maximally entangled state is universally optimal and strictly universally better than any separable state for some families of entanglement breaking channels. Such families of entanglement breaking channels can be composed using Theorem 8. [8] , this is equivalent to
where ξ 
Second, consider POVM {M + (i)} such that constituent operators are of unit rank and not orthogonal with each other. Also, define POVM {M − (i)} by (16) . Then, by Proposition 8.2, the channel family {Λ θ } θ∈{+,−} defined via (14) has desired property. For example, consider a measurement with POVM
where a > b > 0. Finally, by Proposition 8.5, we can add another set of examples. Observe
wheref (i, j) is a surjection onto {1, · · · , d} and ω ′ ij is a unimodular complex number. Therefore, with f (i ′ , j ′ ) = 1,
Therefore, by (6) , there is a surjection f (i, j) onto {1, · · · , d} and a unimodular complex number ω ij with
For example, let
where a i > 0 and a i = a j (i, j). Then, X d |e 1 is neither parallel or orthogonal to |e 1 . Therefore, the conditions indicated by Proposition 8.5 are not satisfied, and we have a channel family with desired property.
Iterative use of a channel
Allowed to use given channel Λ θ for n times, one may send in identical n-copies of an input (identical repetition), or create a large entangled state in H ⊗n in and send to the channels Λ ⊗n θ (parallel repetition), or modify the input depending on the output of the previous use of the channel (sequential repetition). By definition, an identical repetition is a special case of a parallel repetition, which, in turn, is a special case of a sequential repetition.
The final output state of the identical repetition with the input state |ψ ⊗n ∈ (H in ⊗ H R )
⊗n and the parallel repetition with the input state |ψ
and ρ
respectively. To describe the final output state of sequential repetition, we introduce a series of Hilbert spaces
, and a series of completely positive trace preserving maps
n is enough.) With the initial state |ψ ∈ H in, 1 ⊗ H n R , the final output state of the sequential scheme is
to which the measurement M n is applied.
Theorem 9.1 Let {Λ θ } θ∈Θ be covariant or contravariant channels. Then, the universally optimal identical repetition strategy achieves the figure of merit that can be achieved by the universally optimal sequential repetition strategy. Here the optimal input state is |ψ opt ⊗n , where |ψ opt is as of (8).
Proof. By Proposition 2.2, we only have to compose a CPTP mapΓ n with
where, with
The composition ofΓ n is as follows. Define H Proof. If Λ θ is in the form of (15), or of (15), so is Λ 
and ψ j := |ψ 1 , ψ
Also, p θ, M m , ψ m (t) is the probability of choosing the decision t when sequence of adaptive measurements M m and inputs ψ m are chosen. Then, with the prior distribution π (θ), the minimized risk is
Let us denote the marginal distribution of x m−1 and conditional distribution of θ given x m−1 by
respectively. Then, the minimized risk is
By definition of a universally optimal state, infimum over ρ x m−1 can be achieved by
, which does not depends on the data sequence x m−1 . Therefore, we can merge the last two steps into one; depending on x m−2 , we send 
A Proof of Lemma 7.4
Lemma A.1 Suppose
Proof. Obviously, we only have to prove 'if'. If d = 3, the assertion follows from triangle inequality. Suppose the assertion is true for d − 1, or for any y = (y 1 , y 2 , · · · , y d−1 ) with
hold. Then,
, Ang (y) = ∅ by the hypothesis of induction. Therefore, Ang (x) = ∅ holds. On the other hand, suppose
Therefore, with
by the hypothesis of induction, Ang (y) = ∅ holds. Therefore, Ang (x) = ∅ holds. After all, we have the assertion.
, and
Suppose r is fixed. Then, length of each edge of each triangle
) is decided, and ω can take only finite possible values. Also, the map from r to ω is smooth. Therefore, we use r as a local coordinate of Ang (x). Let A (x) be the set of all rs such that ω ∈ Ang (x). Below, we show the interior A (x)
• of A (x) is non-empty. Then, the assertion of the lemma immediately follows.
An element of A (x) is constructed as follows. We first fix ω d−1 , r d−1 , then ω d−2 , r d−2 , ..., ω k+1 , r k+1 . We choose r k so that the following (46) and (47) are satisfied (then, ω k can take only one of two possible values.); First, by
existence of ω k is equivalent to
Also, for ω k−1 ,· · · ,ω 1 to exist, by Lemma A.1, it is necessary and sufficient that
Therefore, A (x) is the set of rs with (46) and (47) for each k = 3,· · · ,d − 1. Therefore, A (x)
• is the set of all rs with |r k+1 − x k | < r k < r k+1 + x k ,
for each k = 3,· · · ,d − 1. This A (x)
• is non-empty due to the following reasons. By (44), we have
Also, by x d−2 ≥ x d−1 ≥ r d > 0, we have
Therefore, combining these, the overlap of the set x i < r k + x k−1 .
Also, by x 1 ≥ x 2 ≥ · · · ≥ x d and x i > 0,
Therefore, there is r k−1 with |r k − x k−1 | < r k−1 < r k + x k−1 and
Therefore, there exists r such that (48) and (49) hold for each k, or equivalently, A (x)
• is non-empty. 
