Abstract-This paper characterizes the sum-capacity of the ergodic fading Gaussian overlay cognitive interference channel (EGCIFC), a time-varying channel with two source-destination pairs in which a primary/licensed transmitter and a secondary/ cognitive transmitter share the same spectrum and where the cognitive transmitter has noncausal knowledge of the primary user's message. The throughput/sum-capacity is characterized under the assumption of perfect knowledge of the instantaneous fading states at all terminals, which are assumed to form an ergodic process. A genie-aided outer bound on the sum-capacity is developed and then matched with an achievable scheme, thereby completely characterizing the sum-capacity of the EGCIFC. The power allocation policy that maximizes the sum-capacity is derived. It is shown that the sum-capacity achieving scheme for an EGCIFC is "separable" in all regimes (i.e., coding across fading states is not necessary), as opposed to the classical interference channel. Extensions to the whole capacity region are discussed. As a capacity achieving scheme for the EGCIFC under certain channel gain conditions, and as a topic of independent interest, the ergodic capacity of a point-to-point multiple-input-single-output channel with per-antenna power constraints and with perfect channel state information at all terminals is also derived.
I. INTRODUCTION
T HERE are two important aspects that make wireless communication challenging. The first is fading, that is, the time variation of the channel gains due to small scale effects, such as those due to multi-path, and large-scale effects, such as those due to path loss and shadowing. The second is interference between wireless users communicating over the same frequency band. In this work we focus on the two-user fading interference channel where one of the transmitters is cognitive, or knows the message of the other independent transmitter. This channel model thus experiences both fading and interference, as well as a third phenomena seen in wireless communications: the ability of transmit nodes to cooperate. We aim to characterize the sum-capacity/throughput of this channel so as to highlight the impact of fading, interference and asymmetric cooperation between transmitters.
Cognitive networks are wireless networks in which certain nodes are cognitive radios, or artificially intelligent devices, and have been the subject of intensive investigation by the wireless communication community in the past decade. In a cognitive network, cognitive/secondary transmitters share the spectrum with primary/licensed users. The cognitive devices exploit side information about their environment to improve spectral management. Depending on the nature of the side information [2] , cognitive users either search for unused spectrum (interweave), or operate simultaneously with non-cognitive transmitters as long as the interference produced is within an acceptable threshold (underlay), or relay part of the primary user's message and cancel interference through advanced encoding schemes (overlay). In this paper we consider the overlay paradigm where a primary transmitter-receiver (Tx-Rx) pair share the same spectrum with a cognitive Tx-Rx pair. According to the overlay paradigm [2] , the secondary Tx is assumed to have non-causal knowledge of the message of the primary Tx.
The channel between the Txs and the Rxs is assumed to experience ergodic fading (i.e., time average of every sufficiently long fading realization equals the statistical average). All nodes in the network are assumed to have perfect instantaneous knowledge of the channel fading coefficients, or full channel state information (CSI). Although the full CSI assumption might be impractical even in the presence of a dedicated feedback channel from the Rxs to the Txs, the resulting model serves as the customary first step towards understanding the performance of more realistic models. Under these assumptions we seek to determine the sum-capacity of the network and the corresponding optimal power allocation policy under a longterm average transmit power constraint at the Txs. In doing so, we also seek to answer the question of whether coding separately across fading state is optimal [3] .
This channel model, which we term the ergodic fading Gaussian overlay cognitive interference channel (EGCIFC), is practically motivated as follows:
• Channels with Retransmission. Consider a network of primary and cognitive users in which a fixed-rate, i.e., not a function of the channel gains, primary user's message was sent but was not decoded at the intended receiver. The primary receiver informs the primary transmitter by sending a NACK, and a retransmission takes place. If the cognitive transmitter overheard the primary's initial transmission and was able to successfully decode the message in the first round then, in the retransmission phase, the cognitive transmitter would have non-causal primary message knowledge and could transmit together with the primary in the ARQ round(s) [4] .
• Coordinated Multipoint Transmission. Consider a network in which multiple transmitters (may be thought of as basestations) are connected by high capacity backhaul links, allowing them to exchange messages to be transmitted to the receivers (may be thought of as mobile users). This model includes the EGCIFC as a special case. In general, studying networks where nodes may exchange messages through high-capacity backhaul links may reveal what type of message knowledge structure maximize the network performance [5] , [6] .
• Overlay Networks. This model is inspired by the idea of layered cognitive networks where the first layer consists of primary users and each additional layer consists of cognitive users that share the same spectrum. Each additional layer is given the codebook(s) of all previous layers. This hierarchical codebook knowledge enables them to causally learn the lower layers' messages and aid in their transmission. Thus studying the non-causal message knowledge setting provides an upper bound to the more realistic case where the messages are causally learned by the cognitive transmitter(s) [7] .
A. Prior Work
In [8] the two-user Gaussian interference channel with ergodic fading was introduced and the optimal power allocation policy that maximizes the outer bound was investigated. In [3] the authors also considered the same model and showed that in general joint encoding and decoding across fading states is necessary to achieve capacity when perfect CSI at all nodes is assumed (note that fading is an example of the more general result that parallel interference channels are not separable [9] ). However, [3] showed that in some parameter regimes, such as very strong or very weak interference, separate encoding and decoding across fading states is optimal. In other words, in interference channels separability may hold for certain channel states but not for all channel states. While interference channels are not separable in general, it is known that multi-access [10] and broadcast [11] channels with the same CSI assumption are separable. Since the EGCIFC has elements of both an interference channel and a broadcast channel, it is not a priori obvious that a separable scheme is capacity achieving. A formal proof of the optimality of separability for the EGCIFC is given in this paper.
In [12] the authors also consider a fading cognitive network under the underlay paradigm. The primary user in this case is completely oblivious to the existence of the cognitive user. The relationship between the achievable capacity of the secondary channel and the interference caused at the primary receiver was quantified. Instantaneous and average interference power constraints were both considered and the optimal power allocation policy for the secondary user in each case was derived. In this work we consider the overlay paradigm with long-term average power constraints at the primary and secondary transmitters. Moreover our primary user is not oblivious to the existence of the secondary user.
In [13] the authors consider a cognitive radio network under the underlay paradigm where primary and secondary users are subject to block fading. The primary user is not capable of adapting its power allocation while the secondary user is able to do so. The authors derive the optimal power allocation strategies for the cognitive user to maximize its ergodic and outage capacity. In our work both users are capable of adapting their transmit power over the different fading states based on the channel state information, and we consider the overlay paradigm.
In [14] the authors consider the fading cognitive single input single output (SISO) MAC channel for the underlay paradigm, where the secondary users are subject to both a transmit power constraint and interference power constraint to primary users. It is shown that the sum-capacity achieving power allocation policy is a water filling type of solution. The key difference between the EGCIFC and the model in [14] is the message structure; in [14] each sender only knows its own message and thus the transmit signals are independent; in the EGCIFC the transmit signals are correlated due to the non-causal primary message knowledge at the secondary transmitter. Because of this, the sum-capacity achieving power allocation policy for the EGCIFC will not be a water filling type.
As a byproduct of our analysis and as a result of independent interest, we shall show that the optimal power policy for the EGCIFC in some regimes requires both transmitters to beamform to the primary receiver; in this case the model reduces to a point-to-point multiple input single output (MISO) channel with per-antenna power constraints (PerPC). In [15] the author finds the capacity for the point-to-point MISO channel with PerPC with two different assumptions of CSI. The capacity for a constant channel with CSI at both the transmitter and receiver and that of a Rayleigh fading channel with CSI at the receiver only were derived. The optimal signaling scheme was found for both cases. The author compares the result with the capacity of a MISO channel with sum power constraints (SumPC) through numerical examples. In both cases the capacity with PerPC is, as expected, less than that with SumPC. Here we characterize the sum-capacity of the EGCIFC with CSI at the transmitters and receivers and find the optimal signaling scheme, which is thus different from the solutions found in [15] .
In [16] the authors first introduced the information theoretic study of the cognitive radio channel (same as the cognitive interference channel) which falls into the overlay paradigm. In that work, the channel gains were constant and achievable rate regions and outer bounds were derived. In [17] the authors found the capacity of the cognitive interference channel in the weak interference regime. In particular, the power split which ensures that the primary receiver rate continues to be the same as that without interference from the cognitive user. For the state-of-the-art on the two-user cognitive interference channel with constant channel gains (known to all nodes) we refer the reader to [18] and [19] . In this paper we remove the assumption of constant channel gains and consider the fading (time varying) cognitive interference channel.
B. Contributions and Paper Outline
Our main contributions and paper organization are as follows. Section II presents the channel model for the EGCIFC. Section III contains the following main results: 1) We first present a sum-capacity genie-aided outer bound for the EGCIFC. This genie-aided outer bound consists of giving side-information to the cognitive receiver of primary user's message and output to the cognitive receiver, as for the non-fading case [18] , [19] . We then provide a matching achievability scheme as an extension to the fading case of the scheme in [17] , thus completely characterizing the sum-capacity under the assumption of perfect CSI at all nodes. 2) When the primary receiver experiences strong interference, the sum-capacity achieving scheme is that of pointto-point MISO channel with PerPC and perfect CSI at the transmitter and receiver. In [1] we have characterized the capacity of a MISO with full CSI at all nodes and with arbitrary number of antennas. In this work, we further consider the case of weak interference which was left open in [1] .
3) The power allocation policy that maximizes the sumcapacity for the EGCIFC is derived and shown to depend on the relative channel gains for a given fading state. Extensions to the whole capacity region are discussed. In Section IV we illustrate our results with numerical examples. We consider a Rayleigh fading point-to-point MISO channel with PerPC. The capacity for this channel is compared to that of a MISO channel with SumPC and that of a MISO channel with constant power allocation. We then consider a Rayleigh EGCIFC where the mean of the channel gains are chosen such that with high probability the channel is either in strong interference or in weak interference. The sum-capacity of the EGCIFC under the optimal power allocation is compared to that with constant power allocation and that of a MISO channel with PerPC (i.e., allocate power as if the channel is in strong interference even if this is not the case). We then consider a scheme where we optimize the correlation coefficient (or power split) among the inputs but keep the power allocation constant at each fading state and show that, although in principle this is a suboptimal scheme, it is almost capacity achieving for the EGCIFC-thereby highlighting the importance of correctly balancing the amount of power the secondary user uses for transmission of its own message and that for relaying the primary message.
Some proofs may be found in Appendix.
C. Notation
Throughout the paper we use the following notation:
• x n denotes a vector of length n with components (x 1 , . . . , x n ).
• A † represents the transpose and complex-conjugate of the matrix A.
• A represents the optimal solution for a given optimization problem.
• A N represents a vector of random variables A i with i ∈ [1 : N ]. • E[.] denotes the expectation operator.
• log(.) denotes logarithm in base 2, [x]
+ := max(x, 0) and log + (.) := max(log(.), 0).
• I(.; .) denotes the mutual information and h(.) denotes the differential entropy.
• P(A) represents the probability of event A.
• N (μ, σ 2 ) denotes a complex-valued circular symmetric Gaussian random variable with mean μ and variance σ 2 .
II. CHANNEL MODEL
The cognitive interference channel consists of two transmitreceive pairs Tx 1 to Rx 1 and Tx 2 to Rx 2 representing the cognitive and primary users, respectively, as shown in Fig. 1 . Each transmitter Tx k wishes to convey to its destination Rx k an independent message W k , which is uniformly distributed over the set [1 :
where R k is the rate in bits per channel use, and N represents the codeword length, for k ∈ [1 : 2]. Tx 1 is cognitive in the sense that it has non-causal message knowledge of the primary user's (Tx 2 ) message W 2 . A rate vector (R 1 , R 2 ) is said to be achievable if there exists a family of codes indexed by N such that the probability of decoding error can be made arbitrarily small [20] . The sum-capacity is defined as the maximum achievable R 1 + R 2 .
In Gaussian noise and with ergodic fading, the ECIFC inputoutput relationship at every time instant (time index is omitted for easier notation) is given by
where H := h 11 h 12 h 21 h 22 denotes the random channel gain matrix (with complex entries generated randomly at each time instant/channel use according to a known, stationary and ergodic random process), with
representing the fading channel gain between Tx j and Rx i . A realization of H is indicated as h. Tx j , with channel input X j is subject to the long-term average power constraint
. With CSI at all terminals, the transmitters can perform dynamic power allocation, and transmit with power
, at a channel use with fading state h. We seek to determine the sum-capacity optimal power allocation for each user such that
Thanks to cognition, the channel inputs can be correlated; the input covariance matrix in fading state h is denoted by
where the correlation coefficient must satisfy |ρ(h)| ≤ 1.
III. MAIN RESULTS
This section includes the main results for the EGCIFC. A sum-capacity outer bound is presented as a maximization problem over three constraints: the two long-term average power constraints at the transmitters and the constraint on the correlation coefficient. We then prove that the outer bound with the optimal power allocation policy is achievable through a variation of the achievability scheme of [17] proposed for the constant channel gain cognitive interference channel in weak interference. The achievability scheme, unlike that for certain parameter regimes of the interference channel, is separable, that is, encoding need not be done across fading states. For a certain parameter regime (relative channel gains), the sum-capacity achieving power allocation corresponds to the optimal power allocation scheme for a point-to-point MISO channel with a PerPC. Thus as a topic of independent interest we characterize the power allocation policy and the capacity of the fading pointto-point MISO channel with PerPC and an arbitrary number of antennas.
The sum-capacity of the EGCIFC is presented next and is shown to be the solution of a maximization problem in the
Theorem 1: The ergodic sum-capacity of the EGCIFC is
with h 2 := [h 21 h 22 ] (the index 2 refers to the second row of the instantaneous fading realization channel matrix h) and where the maximization is over
2], and |ρ(h)| ≤ 1. Proof: As a generalization of the outer bound technique of [18] , [19] to the fading case, the sum-capacity is upperbounded by
where the different inequalities follow from: (a) Fano's inequality (here
to Rx 1 and independence of messages, (c) chain rule for mutual information, (d) recombining mutual information terms, (e) data processing inequality and definition of encoding functions, (f) definition of mutual information, (g) chain rule for entropy, (h) conditioning reduces entropy and memoryless channel, (i) definition of mutual information, and (j) Gaussian maximizes entropy, where X 1Gi , X 2Gi are jointly Gaussian with the same covariance matrix as X 1i , X 2i . The dependence on the time index i can be eliminated by taking the appropriate limit over N as done in [3] . We note that in (g) we can choose the correlation coefficient among Z 1 and Z 2 since the Rxs do not cooperate and hence the capacity region only depends on the noise marginal distributions (i.e., we can choose the worst noise correlation as long as the marginal distributions are preserved). From the results on the static channel [19] we know that the worst noise correlation is min
With this worst noise correlation and with the input covariance as in (3), the sum-capacity outer bound in (g) for the EGCIFC can be expressed as in (4) .
We now demonstrate that the derived outer bound is achievable. A variable rate coding scheme is used: in this case at each channel use (each coordinate of the codewords X N 1 and X N 2 ), the optimal powers for that particular fading state are used P 1 (h) and P 2 (h) by the secondary and primary nodes, respectively with an optimal ρ (h). The cognitive transmitter assigns part of its power to relay W 2 and uses the remaining power to send its own message by Dirty Paper Coding (DPC) [21] against W 2 , which it knows non-causally. Similar to the scheme for the static channel [17] with the difference that at each channel use, the optimal parameters P 1 (h), P 2 (h) and ρ (h) for that particular fading state that maximize (4) are used. In particular, let U 1 and U 2 be independent Gaussian random variables with zero mean and unit variance, and
• Primary user sends
• Cognitive user sends X 1 = X 2R + X 1DPC where
and where X 1DPC is DPC against the 'non-causally known state'
• The received signals are
• Since Tx 1 used DPC we have
and if Rx 2 treats U 1 as noise we have
By summing (5e) and (5f), re-arranging and taking the expectation yields the sum-rate in (4) (4) in maximized by |ρ (h)| = 1 and is again achievable by (5e) and (5f).
Remark 1: One can think of parallel Gaussian cognitive interference channels (PGCIFC) as an EGCIFC in which each sub-channel occurs with equal probability and so the sumcapacity result described in this paper gives also the sumcapacity for PGCIFC.
While Theorem 1 expresses the ergodic sum-capacity as an optimization problem, we now proceed to determine the optimal power allocation policy. To do so, we first investigate a topic of independent interest: the ergodic capacity of the point-to-point MISO channel with PerPC, which gives the sumcapacity of the EGCIFC when |h 11 | 2 < |h 21 | 2 .
A. The Ergodic Capacity of the Point-to-Point MISO Channel With Per-Antenna Power Constraints and Perfect CSI at All Terminals
The MISO channel with n transmit antennas with PerPC has output
where each entry of the input vector X :
T has a separate long-term average transmit power con-
has complex-valued entries representing the channel gain coefficient from each transmit antenna to the receive antenna and is generated from an ergodic process whose instantaneous realization is known to the transmitter and the receiver. We aim to characterize the ergodic capacity of this channel, where capacity is defined as usual [20] . In the following, we denote the instantaneous realization of the channel vector as h :
n and the power allocated on antenna i in fading realization h as
Theorem 2:
The ergodic capacity of the Gaussian fading MISO channel with PerPC is
where the maximization in (6) is over
The optimal power allocation policy is given by
where the Lagrange multipliers {λ i , i ∈ [1 : n]} solve the nonlinear system of equations E[P j (h)] = P j , j ∈ [1 : n], and attains
Proof: The proof is based on solving the dual problem to (6) and is provided in Appendix A. The capacity in (8) can be obtained by beamforming: each antenna transmits
where P i (h) is the optimal power allocation given by (7) . By taking the average over all fading states, the capacity can be expressed as (8) .
Remark 2: If Lagrange multipliers in (7) are all equal to λ, then the power allocation becomes
with
The expression in (9) corresponds to the water-filling power allocation optimal under SumPC, in which case the Lagrange multiplier would satisfy
can happen if the power constraint on each antenna is the same and the distribution of the fading vector does not change by permuting its components, such as with identical and independent distributed fading. Remark 3: In [15] the capacity of the fading MISO channel with PerPC was derived analytically under the assumption of CSI at the receiver only-in Theorem 2 we consider the case of CSI at both the transmitter and receiver, and obtain the capacity with PerPC in closed-form.
Determining analytically the capacity under PerPC is elusive because the corresponding Lagrangian dual problem does not seem to lead to a closed form solution in general. For example, in [22] the authors considered a MIMO-MAC with per-antenna power constraints and could only find efficient algorithms to solve numerically the problem of finding the optimal input covariance matrices that maximize the sum-capacity. The capacity of the static point-to-point MIMO channel with PerPC was derived in closed form for certain full-column-rank channel matrices in [23] , while in [24] conditions for optimality of beam-forming under PerPC were derived together with an algorithm for optimal multi-stream beam-forming.
Remark 4: The capacity of the fading MISO point-to-point channel with PerPC can not be deduced from capacity results for the fading SISO MAC [25] . Although one could think of a user in the fading SISO MAC as an antenna in the fading MISO point-to-point channel, the analogy stops there; the reason is that in the fading SISO MAC the users send independent inputs while in the fading MISO point-to-point channel the signals sent by the antennas can be correlated. As a result, the sumcapacity achieving power policy for the fading SISO MAC is the following water-filling solution
which does not correspond to (7)-for example, under (7) either all the antennas send with a strictly positive power or all stay silent, while under (10) at most one user/antenna sends at any give time.
B. Fading Cognitive Interference Channel
The sum-capacity of the EGCIFC in (4) involves a maximization over the power allocation policy of both transmitters and a correlation coefficient between the inputs over different fading states. We now seek to solve this optimization problem, which in turn depends on the relative strengths of the channel gains between the transmitters and receivers in the channel. We have the following theorems that describe the optimal solution.
Theorem 3 (Strong Interference at the Cognitive Receiver/Rx 2 ): When |h 21 | 2 ≥ |h 11 | 2 , the optimal power allocation policy for the EGCIFC in Theorem 1 corresponds to that of point-to-point MISO with PerPC in Theorem 2.
Proof: Given that |h 21 | 2 ≥ |h 11 | 2 is satisfied, then it is clear that ρ (h) = 1 is optimal in (4). We are then left with solving for the optimal power allocation. Setting ρ (h) = 1 reduces the optimization problem in (4) to that in (6) and hence the optimal power allocation strategy is given by Theorem 2. Therefore, setting R 1 = 0 turns out to be optimal for the EGCIFC in this regime, i.e., the best use of cognitive user's ability is to broadcast the primary's message.
Theorem 4 (Weak Interference at the Cognitive
Receiver/Rx 2 ): When |h 21 | 2 < |h 11 | 2 , the optimal power allocation policy for the EGCIFC is summarized in Table I and is one of either of the following policies: (1) both users refrain from transmitting, (2) cognitive transmitter water-fills over |h 11 |, (3) primary transmitter water-fills over |h 22 |, (4) MISO with SumPC type of power allocation, or (5) both users transmit to their intended receivers with non-zero powers (in this case the optimal policy must be determined numerically).
Proof: The proof, based on solving the Lagrangian dual problem of (4), is provided in Appendix B.
One may interpret the policies in Table I as the following. For R 1 both direct link channel gains are "weak" (smaller than the corresponding optimal Lagrange multiplier) and so the optimal scheme for both transmitters is to refrain from allocating power, saving the power for better channel states. In R 2 the cognitive transmitter water-fills over its direct link |h 11 | while the primary user refrains from allocating any power because in this regime |h 11 | is "not weak" while |h 22 | is "weak". One can interpret R 3 similarly to R 2 but with the roles of the users swapped.
The channel gain condition in R 4 implies that
(given that
> 1); in this case the sum of the channel gains to the primary receiver is "stronger" than that of the direct gain to the cognitive receiver and performing a point-to-point MISO-type power allocation is optimal. In R 5 both transmitters send with non-zero power; in this case a closed-form solution for the optimal power allocation policy is not available.
Remark 5: The above analysis showed that a separable achievable scheme is sum-capacity optimal. In order to characterize the whole capacity region one needs bounds on R 1 and R 2 too; the cut-set approach gives such bounds. Therefore the capacity region of the EGCIFC is outer bounded by
where the last bound is from Theorem 1 and the single rate bounds are cut-set bounds, similarly to [19, eq. (8) ]. As for the sum-capacity, the whole region is exhausted by considering jointly Gaussian inputs and where the region can be tightened by choosing any Y 2 ∼ Y 2 . By further taking the appropriate limit over N as done in [3] and by considering the input covariance as in (3), the upper bound region can be expressed as
By considering the achievable scheme in [19, eqs. (22) and (23)], which was shown to be at most to within 1 bit per channel use per user of the capacity region outer bound for the static/non-fading case, the outer bound in (11) can be shown to be achievable to within 1 bit per channel use per user as well as in the EGCIFC. We note that this achievable scheme involves two DPC steps, one per user (while the scheme in (5) that only has one DPC step) and it is only approximately optimal to within a constant gap (while the scheme in (5) is exactly sum-rate optimal).
We therefore conclude that, in order to characterize the whole capacity region of the EGCIFC to within a gap, it suffices to characterize the closure of the outer bound in (11) , which can be done by solving the following family of convex optimization problems: for each λ ∈ [0, 1]
where the maximization is over the rate pairs (R 1 , R 2 ) in (11) . Solving the optimization problem in (12) is not a trivial extension of the sum-capacity results presented in Theorems 3 and 4 and is beyond the scope of this paper. This is so because one needs to consider which bounds are active in (11) in order to determine the optimal 'corner point' as a function of λ ∈ [0, 1]; the coordinate of such a point must be plugged in the optimization problem in (12) and the corresponding KKT conditions must be worked out similarly to Appendix B. We expect that there will be regimes in which the KKT conditions must be solved numerically as for the sum-capacity.
IV. NUMERICAL RESULTS
In this section we numerically evaluate Theorems 1 and 2 for the case where the channel gains are independent Rayleigh random variables, not necessarily with the same mean parameter.
A. The Point-to-Point MISO Channel With PerPC
We first consider a 2 × 1 point-to-point MISO channel. The channel vector [h 1 , h 2 ] at each channel use has independent Fig. 2 . The capacity of the point-to-point MISO channel with PerPC (surface in green, from (13)) is upper bounded by that of a MISO channel with SumPC (surface in red, from (16)) and lower bounded by that of a MISO channel with constant power allocation and dependent inputs (surface in yellow, from (14)) and with constant power allocation and independent inputs (surface in blue, from (15)).
and exponentially distributed components with means
The transmit antennas are subject to the average power constraints P 1 and P 2 . In Fig. 2 four surfaces representing the capacities of different MISO channels are plotted as a function of the average transmit antenna power constraints P 1 and P 2 . The surfaces corre spond to: 1) the MISO channel with PerPC
where P 1 (h) and P 2 (h) are given in (7) for j ∈ [1 : 2]; 2) the MISO channel with constant power allocation and beam-forming (where the instantaneous phases are known to the transmitters to allow for coherent beamforming)
3) the MISO channel with constant power allocation and independent signaling (instantaneous phases are not known at the transmitter and they are independent and uniformly distributed in [0, 2π] as in [15] )
and 4) the MISO channel with a SumPC
where P 1 (h) and P 2 (h) are given in (9) for i ∈ [1 : 2]. Fig. 3 . The sum-capacity of the EGCIFC which is skewed to be in strong interference with high probability (surface in red) is plotted with the sumcapacity achieved when considering a MISO achievability with PerPC (surface in blue). The MISO power allocation is almost sum-capacity achieving as the two surfaces almost overlap. The constant power allocation scheme with dependent inputs (surface in yellow) is again a lower bound on the sum-capacity of EGCIFC. Note that perfect CSI at both transmitters is needed for coherent beam-forming.
Numerical evaluations show that the capacity of the point-topoint MISO with PerPC is upper and lower bounded by that of the MISO with SumPC and that of constant power allocation respectively. Also as expected, dependent constant inputs in (14) outperform independent constant inputs in (15) .
Remark 6: In [15] the point-to-point MISO channel with PerPC with Rayleigh fading with no CSI at the transmitters was compared to that with SumPC and with independent signaling; the author noted that C MISOPerPC = C indep,cte because of the phase being independent and uniformly distributed in [0, 2π]. Since here we assume the transmitter has CSI we have C MISOPerPC ≥ C indep,cte .
Remark 7: In the case of dependent inputs and beamforming, the channel is assumed to have CSI at the transmitter to account for the channel gain phases and the ability to coherently beam-form. This explains why C MISOPerPC is almost the same as C dep,cte , which may have practical implications.
B. The EGCIFC Sum-Capacity
We now consider two different scenarios for the EGCIFC corresponding again to Rayleigh fading channels with different means: Case 1) the means are chosen such that the channel experiences strong interference with high probability, and Case 2) the means are chosen to experience weak interference with high probability. Monte Carlo simulations were used to evaluate the capacities.
In Fig. 3 
) is plotted along with the sum-capacity of the system using the MISO with PerPC transmit strategy. The latter is not optimal in general when the channel experiences weak interference states. Considerations Fig. 4 . The sum-capacity of EGCIFC which is skewed to be in weak interference with high probability (surface in green) is plotted with the sum-capacity achieved when considering a MISO achievability scheme with PerPC. The power allocation as in the MISO with PerPC (surface in green) is not optimal as in the case when the channel is skewed to be in strong interference. similar to those made in Remark 6 may be made here; moreover the surface representing the sum-capacity C MISOPerPC approaches that of C EGCIFC (as expected since we are skewed to be in strong interference where the scheme corresponding to a MISO channel with PerPC is optimal).
In Fig. 4 the sum-capacity for the EGCIFC having mean parameters γ 0 = 5, γ 1 = 1 and γ 2 = 2 is plotted (skewed with high probability to be in weak interference P[|h 21 
) along with the sum-capacity achieved by using the power allocation corresponding to that of a MISO channel with PerPC. As expected, the MISO scheme with PerPC (not optimal for weak interference) does not perform as well as in the regime where the channel is skewed to be in strong interference with high probability.
In Fig. 5 we choose the channel gains to be identically distributed with mean parameter γ 0 = γ 1 = γ 2 = 1 and plot the sum-capacity of the EGCIFC and an achievability scheme corresponding to constant power allocation, but with the optimal correlation coefficient which changes with each fading state, i.e., the solution of
This is solved for the optimal correlation coefficient numerically. It is interesting to note that by optimizing the correlation coefficient only (and not the power allocation, i.e., keeping the power constant) one can approach (a difference of around 0.23 bits/channel use), at least for these channel conditions, the sum-capacity of the EGCIFC. This may have implications in practice-i.e., constant power may be good enough if one optimally finds the correlation coefficient. We note however that to obtain the optimal correlation coefficient at each fading state, full CSI is still required at both transmitters. . Two surfaces representing the sum-capacity of EGCIFC with the optimal power allocation (red) and the sum-capacity while considering constant power allocation and an optimized correlation coefficient at each fading state (blue). Although the optimal power allocation was not utilized, the blue surface is almost capacity achieving.
V. CONCLUSION
In this work we characterized the sum-capacity of the ergodic fading Gaussian cognitive interference channel. A separable scheme (power allocation depends only on the current fading state and coding need not be done across fading states) was shown to be optimal. This is in contrast to the classical interference channel, which is not separable, but similar to the fading broadcast channel and a one-sided fading interference channel. The optimal power policy in strong interference was shown to be that corresponding to a MISO point-to-point channel with per-antenna power constraints. As a side result of independent interest, we derived in closed-form the ergodic capacity of this channel model. Numerical results show that, at least for certain channel parameters, optimizing the correlation coefficient between the inputs of the two users, while keeping the powers fixed, performs nearly as well as optimizing both the powers and correlation coefficient. We discussed how the present work can be extended to the characterization of the whole region, which is the subject of current investigation. Extensions to settings with an arbitrary number of users is also an interesting direction for future work.
APPENDIX

A. Proof of Theorem 2
The point-to-point MISO capacity with PerPC and n transmit antennas is the solution of the following optimization problem:
By taking partial derivatives of L we obtain for every i ∈ [1 : n]
which implies
From (17), the optimal power for antenna i ∈ [1 : n] becomes
and thus the capacity is
and the Lagrange multipliers (from (22)) solve the non-linear system of equations
B. Proof of Theorem 4
The sum-capacity of the EGCIFC is given in (4). When |h 21 | 2 ≥ |h 11 | 2 , the sum-capacity in (4) is clearly maximized by |ρ (h)| = 1 and thus we must solve
The problem in (24) is that of finding the optimal power allocation for a point-to-point MISO with PerPC and the solution was presented in Appendix A.
the Lagrangian dual of the sum-capacity in (4) is
whose KKT conditions are
We next analyze different possible solutions.
1) On the Optimality of |ρ(h)| = 0 (i.e., Independent Inputs):
If |ρ (h)| = 0 is an optimal solution then γ 1 (h) ≥ 0 and γ 2 (h) = 0 (from (26b), (26c) and (26g)) and the following KKT conditions must hold From (26h) :
From (26i) :
From (26j) :
From (27c) we have that P 1 (h) · P 2 (h) = 0, that is, the powers cannot be simultaneously strictly positive. We now proceed by finding the optimal power allocation. Subcase B1.1 P 1 (h) = 0 and P 2 (h) = 0:
From (27b) :
From (27a) :
We therefore conclude that (P 1 (h), P 2 (h), |ρ (h)|) = (0, 0, 0) is optimal when
Subcase B1.2 P 1 (h) > 0 and P 2 (h) = 0:
From (26a) : 
2) On the Optimality of |ρ (h)| = 1 (i.e., Identical Inputs up to Affine Transformation):
If |ρ(h)| = 1 is an optimal solution then γ 1 (h) = 0 and γ 2 (h) ≥ 0 (from (26b), (26c) and (26g)) and the following KKT conditions must hold. From (26h):
If P 1 (h) · P 2 (h) = 0 in (4) then trivially |ρ (h)| = 0 is optimal (as in the previous case) and thus under the assumption that |ρ (h)| = 1 we only need to consider P 1 (h) · P 2 (h) > 0. If both powers are strictly positive we further have that μ 1 (h) = μ 2 (h) = 0 and thus the system of equations in (31) is equivalent to ξ := |h 21 | 2 P 1 (h) + |h 22 | 2 P 2 (h)
From (31b) :
From (31c) :
This is formally the same optimization problem as that for the point-to-point MISO with PerPC in (17) and thus the optimal powers are given by 3) On the Optimality 0 < |ρ(h)| < 1: As mentioned earlier, if P 1 (h) · P 2 (h) = 0 in (4) then trivially |ρ (h)| = 0 is optimal and thus under the assumption that |ρ (h)| > 0 we only need to consider P 1 (h) · P 2 (h) > 0.
When P 1 (h) > 0, P 2 (h) > 0 and 0 < |ρ (h)| < 1 the system of equations in (26) does not seem to have a closed form solution. Therefore in
c } the optimal power allocation must be found numerically.
